We present optical spectroscopic identifications of hard X-ray (5-10 keV) selected sources belonging to the HELLAS sample obtained with BeppoSAX down to a 5-10 keV flux limit of f 5−10keV ∼3 × 10 −14 erg cm −2 s −1 . The sample consists of 118 sources. 25 sources have been identified trough correlations with catalogues of known sources. 49 have been searched for spectroscopic identification at the telescope. 13 fields resulted empty down to R=21. 37 sources have been identified with type 1 AGN and 9 with type 2 AGN. The remaining are: 5 narrow emission line galaxies, 6 Clusters, 2 BL Lac, 1 Radio Galaxy and 1 Star. Combining these objects with other hard X-ray selected AGNs from ASCA and HEAO1, we find that the local luminosity function of type 1 AGN in the 2-10 keV band is fairly well represented by a double-power-law-function. There is evidence for significant cosmological evolution according to a pure luminosity evolution (PLE) model L X (z)∝(1 + z) k , with k=2.12 and k=2.22 (σ k ≃0.14) in a (Ω m ,Ω λ )=(1.0,0.0) and in a (Ω m ,Ω λ )=(0.3,0.7) cosmology, respectively. The data show an excess of faint high redshift type 1 AGN which is well modeled by a luminosity dependent density evolution (LDDE), similarly to what observed in the soft X-rays. However, in both cosmologies, the statistic is not significant enough to distinguish between the PLE and LDDE models. The fitted models imply a contribution of AGN1 to the 2-10 keV X-ray background from 35% up to 60%.
INTRODUCTION
AGN have first been discovered in the radio and soon after searched in the optical band. Consequently, they have been classified using their optical characteristics and mainly divided into two categories: type 1 (AGN1) and 2 (AGN2) according to the presence or not of broad emission lines in their optical spectra (we will keep this definition of AGN1 throughout this paper).
Before the advent of the last generation of hard X-ray telescopes, AGN samples where predominantly based on AGN1 selected either in the optical or, later on, in the soft X-rays by Einstein and ROSAT. In these bands the evolution of AGN1 has been well measured (see e.g. Della Ceca et al. 1992; Boyle et al. 2000; Miyaji, Hasinger, & Schmidt 2000) . On the contrary the production of samples of AGN2 has been difficult at any wavelength and limited to few local surveys.
The general picture was in favor of a model in which AGN1 objects were associated to AGN with low absorption in the hard X-rays while AGN2 to obscured sources with large column densities and spectra strongly depressed in the soft X-rays, as expected in the unification models (e.g. Antonucci 1993 ).
In the last decade the advent of the ASCA and BeppoSAX satellites has allowed for the first time the detection and identification of AGN as the main counterparts of hard (2-10 keV) X-ray sources down to fluxes ∼ 5 × 10 −14 erg cm −2 s −1 , more than 2 orders of magnitude fainter than HEAO1 (Wood et al. 1984) . These identifications accounted for about 30% of the 2-10 keV hard X-ray background (Ueda et al. 1998; Fiore et al. 1999) . Recently the new generation of X-ray satellites such as Chandra and XMM-Newton, have reached fluxes 100 times fainter, identifying hundreds of sources and almost resolving the hard (2-10 keV) X-ray background (e.g. Mushotzky et al. 2000; Fiore et al. 2000; Giacconi et al. 2001; Hornschemeier et al. 2001; Hasinger et al. 2001; Tozzi et al. 2001; Baldi et al. 2001) .
Thanks to their excellent angular resolution (∼1-5 ′′ ), the first spectroscopic identifications projects have been able to observe faint (I∼23) optical counterparts. At variance with the classical type-1/type-2 model in the optical, a significant number of the counterparts (∼30%) resulted to be apparently optical normal galaxies, with X-ray luminosities L X ≃10 42 − 10 44 erg s −1 typical of AGN activity, and moreover part of the optical type 1 AGNs resulted to be absorbed in the hard X-rays (see e.g. Fiore et al. 2000; Barger et al. 2001; Tozzi et al. 2001; Hornschemeier et al. 2001; Comastri et al. 2002) .
These observations have complicated the picture of the AGN model. In this framework the computation of the density of AGN has become an even more difficult task. In fact, it is not clear how to classify the sources and to take into account the selection biases introduced by the observation in the 2-10 keV range, where the absorption still play a relevant role.
Fig. 1.-The flux distribution of the 118 sources from HELLAS used in this analysis (continuous line). The dashed line is the distribution of the 74 sources for which a spectroscopic identification campaign has been carried out (empty fields included). The distribution of the 13 sources for which we end up with an empty field is represented by the hatched histogram.
These recent deep surveys with Chandra and XMMNewton have reached fluxes ∼ 5×10 −16 erg cm −2 s −1 (2-10 keV) in quite small areas (less than 1 deg 2 ). As a consequence these surveys are not able to provide statistical significant samples at brighter fluxes (∼ 10 −13 erg cm −2 s −1 ; 5-10 keV) where the density of sources is about 5/deg 2 ) and tens of square degrees are to be covered. Such data are necessary to provide large numbers of spectroscopic identified sources in a wide range of X-ray fluxes in order to cover as much as possible the L X /z plane and hence to derive their X-ray luminosity function (LF). In this paper we report the results of the spectroscopic identifications of one of such brighter samples. The X-ray sources have been detected by the BeppoSAX-MECS instruments in the 5-10 keV band in the framework of the High Energy LLarge Area Survey (HELLAS). Preliminary results have been presented in Fiore et al. (1999) and La Franca et al. (2001) . The whole survey and the catalogue is described by Fiore et al. (2001) . The data have been analyzed in the framework of the synthesis models for the X-ray background by Comastri et al. (2001) , and the correlation with the soft X-rays has been investigated by Vignali et al. (2001) .
In section 2 we describe our X-ray and optical observations. In section 3 we present an analysis of the evolution of AGN in the 2-10 keV band. Because of the reasons previously described, the selection and definition of type 2/absorbed sources is still not clear, and thus we restricted our evolutionary studies to type 1 AGN only. The results are discussed in section 4.
THE SPECTROSCOPIC IDENTIFICATIONS
The spectroscopic follow up of the HELLAS sources has been carried out in a subsample enclosed in a region with δ < 79
• , and outside 5 h < α < 6.5 h and 17 h < α < 20 h . In this region the number of sources is 118 out of a total of 147. Their flux distribution is shown in Figure 1 and the sky coverage is shown in Figure 2 and listed in Table  1 .
The BeppoSAX X-ray positions have an uncertainty of about 1-1.5 arcmin, the larger at larger off-axis distances. We have thus searched for optical counterparts having R magnitude brighter than 21.0 in a circular region of 1-1.5 arcmin of radius around the HELLAS positions (see below and section 3.1.1 for a discussion on the choice of this optical limit). In the case of large off-axis distances, the larger error-boxes (1.5 ′ ) have been used. 25 sources have been identified with cross-correlation with existing catalogues (NED), and 49 have been investigated at the telescope. The total resulting sample of 74 sources has been built up in such a way that to a) randomly sample the flux distribution of the parent catalogue of 118 sources (see Figure  1) , and b) to avoid possible biases introduced by the crosscorrelation with existing catalogues (see appendix A for a detailed discussion). The follow-up observations have been carried out using the EFOSC2 at the 3.6m ESO telescope. Previously published identifications have been carried out with the RC spectrograph (RCSP) at the Kitt Peak 4m telescope, the FAST spectrograph at the Whipple 60 ′′ telescope, and the Hawaii 88 ′′ telescope. Long slit and multi object spectroscopy have been carried with resolution between 7 and 16Å . The reduction process used stan- dard MIDAS facilities (Banse et al. 1983 ). The raw data were sky-subtracted and corrected for pixel-to-pixel variations by division with a suitably normalized exposure of the spectrum of an incandescent source (flat-field). Wavelength calibrations were carried out by comparison with exposures of He-Ar, He, Ar and Ne lamps. Relative flux calibration was carried out by observations of spectrophotometric standard stars (Oke 1990 ). The campaign dates of the observations carried out at ESO are listed in Table  2 .
We have divided the identified sources in AGN1, AGN2, galaxies with narrow emission lines showing moderate-tohigh degree of excitation (ELG), BL Lac objects, clusters of galaxies and stars. AGN2 includes AGN1.5, AGN1.8 and AGN1.9. No distinction has been made between radioloud and radio quite objects. The radio properties of the HELLAS sources will be discussed in a forthcoming paper (P. Ciliegi, in preparation). The R-band magnitudes of these identifications have been pushed down to the limit of obtaining about less than 10% probability of having a spurious identification, due to chance coincidences, for each of the HELLAS sources (i.e. 90% reliability for the whole sample). For AGN1 we have chosen a limit of R=21 where the surface density is ∼60-70/deg 2 (Zitelli et al. 1992) . Tresse et al. (1996) found that 17% of galaxies with z < 0.3 host an emission line spectrum not typical of excitation from starburst (but typical of AGN2 activity), this percentage reduces to at minimum 8% if the maximum likely effect of absorption under the Balmer lines is taken into account. They also found that the galaxies having forbidden emission lines without being AGN2 are at least 36%. These objects are mainly starburst galaxies and low ionization narrow emission line galaxies (LINER). We will call here all these sources simply emission line galaxies (ELG). We have assumed roughly constant these percentages and thus chosen a limit of R=19 for AGN2 where the surface density of all galaxies is about 500/deg 2 and consequently the expected density of AGN2 is ∼70-80/deg 2 . For ELG we have chosen a limit of R=17.5 where the surface density of all galaxies is about 160/deg 2 , and therefore the expected density of ELG is ∼60/deg 2 . The classification of the narrow emission line galaxies has been carried out using standard line ratio diagnostics (Tresse et al. 1996) . Some of the spectra showed H α in emission and H β having a) very small emission, or b) absent, or c) small absorption. Such spectra show however spectral features typical of strong-emission-line spectra such as [OII] Tresse et al. (1996) , we have tested the classification under the assumption of a possible absorption of EW=2Å over H β .
We have spectroscopically identified 36 out of the 49 HELLAS sources whose field has been investigated at the telescopes. For 13 sources we have found no optical counterparts brighter than the chosen magnitude limits (see discussion above). The astrometric accuracy of the new generation X-ray telescopes (Chandra and XMM-Newton) would probably allow an unambiguous identification of the counterparts of these HELLAS sources, but in the framework of this work these fields have been declared empty. These sources have harder X-ray spectra than the total sample. They have an average softness ratio of < S−H S+H >= −0.5 ± 0.3 in comparison with the average value −0.1 ± 0.4 of the total sample of 118 sources, where S and H are the 1.3-4.5 keV the 4.5-10 keV counts, respectively (see Fiore et al. 2001) . The absence of bright counterparts and the average harder X-ray spectrum favor the hypothesis that most of these sources preferably harbor absorbed AGN. If these sources correspond to optical "normal" galaxies, such as those observed by Chandra and XMM-Newton (see e.g. Fiore et al. 2000; Barger et al. 2001; Tozzi et al. 2001; Hornschemeier et al. 2001; Comastri et al. 2002) , we would have not been able to properly identify them inside our error-boxes. However, our sample is statistically well defined, and from the number of empty fields we can directly derive an upper limit of ∼18% (13/74) for the presence of these optical normal galaxies in our survey.
The list of the observed HELLAS sources with their most probable spectroscopic identification is shown in Table 3. 80% of our identifications are inside an error-box of 60 arcsecs. 2 bright galaxies (R∼15-16) are at a distance of about 110 ′′ . The 13 empty fields are listed in Table  4 . The optical spectra are shown in Figure 3 ; as a reference, a list of the most typical emission lines for AGN are over-plotted with the corresponding redshift. In Table 5 the EW, FWHM, FWZI in the observed frame of the most relevant emission lines are listed.
In total, 63% (74/118) of our HELLAS subsample has been searched for spectroscopic identification. 61 have been identified: 37 AGN1, 9 AGN2, 5 ELG, 6 Clusters, 2 BL Lac, 1 Radio Galaxy and 1 Star. Note.-Within 1 arcmin there are no AGN1 down to R=21, no AGN2 down to R=19 and no ELG down to R=17.5. . We fitted the distribution with a Gaussian having mean -4.58 and standard deviation 0.61. This distribution has been assumed as representative of the whole population of type 1 AGNs at any redshift and luminosity, and used to compute the fraction of AGN1 fainter that R=21 missed from the optical spectroscopic identifications of the HELLAS sample.
ANALYSIS ON THE EVOLUTION OF AGN1
Because of the difficulties previously described in quantifying all the selection biases in building up samples of type 2 (and/or absorbed) AGN, we have decided to limit our evolutionary analysis to AGN1 only. See appendix A for a discussion on the absence of substantial biases on our sample of AGN1. We have assumed H 0 =50 km/s/Mpc and either the (Ω m ,Ω λ )=(1.0,0.0) or the (Ω m ,Ω λ )=(0.3,0.7) cosmologies. We have computed the 2-10 keV luminosity for AGN1 assuming a typical spectral energy distribution as computed by Pompilio, La Franca, & Matt (2000) , which assumes a power slope in energy with index α=0.9 ( dF dE ∝ E −α ) and takes into account the reflection. This spectrum is roughly approximated by a single power α=0.6 in the range 2-50 keV (i.e. up to z=4). This is in agreement with the average slope of the spectra of AGN1 from the HELLAS sample ).
The data

The completeness of the sample of AGN1 from HELLAS
As our spectroscopic identifications are limited to magnitudes brighter than R = 21, in order to estimate the density of AGN1, we have evaluated which is their completeness in our sample. We have assumed that all AGN1 follow the same distribution of the ratio of the 5 keV to R-band optical luminosity Log(L 5 keV /L R ) without dependencies on luminosity and/or redshift. We have estimated the relationship between optical and hard X-ray luminosity for AGN1 as follow. We selected a mixed sample of both 25 optical and 25 hard X-ray selected type 1 AGN, mostly in the redshift range 0<z<2, from Mineo et al. (2000) , George et al. (2000) and Akiyama et al. (2000) . The 25 optically selected AGN1 have an average Log(L 5 keV /L R ) ratio of -4.78 with a standard deviation of 0.59, while the 25 X-ray selected AGN1 have an average Log(L 5 keV /L R ) ratio of -4.38 with a standard deviation of 0.58. In Figure 4 the histogram of the ratio of 5 keV and R-band optical luminosity of the total sample of 50 AGN1 at z=0 is shown. We fitted the distribution with a Gaussian having mean -4.58 and standard deviation 0.61. We have estimated that with this distribution, a limit of R = 21 corresponds to only 1 AGN1 lost from our HELLAS survey, and consequently we can say that a limit of R = 21 assure a high level of completeness for the identification of AGN1 at the fluxes of our HELLAS survey. At variance, as already discussed, our HELLAS identification programme is biased against absorbed type 2 sources which probably harbor in the 13 empty fields found.
Although the incompleteness for AGN1 in the HELLAS sample is quite low, during the computation of the LF of AGN1, we have estimated the correct area coverage for our survey by multiplying the area coverage corresponding to each point of the L X /z plane for: a) the spectroscopic completeness of the HELLAS sample (74/118), and b) the fraction of found AGN1 as a function of z, as described before.
The other samples
In order to increase the statistical significance of our analysis, the HELLAS data have been combined to other hard X-ray samples of AGN1 identified by Grossan (1992) , Boyle et al. (1998) , and Akiyama et al. (2000) .
The sample of Grossan (1992) consists of 84 AGN1 and 12 AGN2 detected by HEAO1, predominantly at low redshift z < 0.3. The sample covers an area of 26919 deg 2 down to a flux limit of 1.8 × 10 −11 erg cm −2 s −1 . The quoted fluxes at 5 keV have been converted to fluxes in the 2-10 keV assuming α = 0.6.
The sample of Boyle et al. (1998) consists of 12 AGN1 and 6 AGN2 detected by ASCA. 2-10 keV counts have been converted to fluxes with a count-rate-to-flux conversion factor of 5.8 × 10 −11 erg cm −2 s −1 /count, assuming α = 0.6 (Georgantopoulos et al., 1997) . The sky coverage has been taken from Georgantopoulos et al. (1997, see their figure 1 ).
The sample of Akiyama et al. (2000) consists of 25 AGN1, 5 AGN2, 2 clusters, 1 star and 1 unidentified source. The sources have been detected by ASCA. In order to convert the counts of the sky coverage presented in their Table 1 , a conversion has been applied assuming that 1 count corresponds to 0.9×10 −13 erg cm −2 s −1 in the 2-10 keV band for an X-ray source with a slope α=0.6.
A total of 158 AGN1 have been used in the redshift range 0<z<3. Their luminosity-redshift distribution is shown in Figure 5 . In this distribution a gap between the sample of Grossan from HEA01 and the other fainter samples from ASCA and BeppoSAX is evident. This is because surveys at fluxes in the range 10 −12 -10 −11 erg cm −2 s −1 in the 2-10 keV energy band where some hundreds of deg 2 need to be covered are still missing. These surveys are in program with XMM-Newton (see e.g. Barcons et al. 2001) .
The method
The best-fit parameters for the 2-10 keV LF and its cosmological evolution have been derived by minimization of the χ 2 computed by comparison of the observed and expected number of AGN1 in 6×3 bins in the L X /z plane. The adopted luminosity/redshift grid was: 6 LogL X bins, with ∆LogL X =1 in the range 42.2-48.2, and 3 redshift bins (0.0-0.2, 0.2-1.0, 1.0-3.0). Table 6 summarizes the results for a number of different models. The errors quoted for the parameters are 68% (1σ) confidence intervals. They correspond to variations of ∆χ 2 =1.0, obtained perturbing each parameter in turn with respect to its best-fit value, and looking for a minimization with the remaining parameters free to float. The fitted LF have been tested with the 2D Kolmogorov-Smirnov (2DKS) test. Two different functional forms have been used. Following Ceballos and Barcons (1996) and Boyle et al. (1998) , we used the pure luminosity evolution (PLE) for the AGN1 LF. We also used the luminosity dependent density evolution (LDDE) model similar to the one fitted in the soft X-rays by Miyaji et al. (2000) .
The local (z=0) AGN1 LF used for the PLE model has been represented by a two-power-law:
where L X is expressed in units of 10 44 erg s −1 . A standard power-law luminosity evolution model was used to parameterize the cosmological evolution of this LF: The luminosity/redshift distribution for all the 158 AGN1 used to compute the hard X-ray 2-10 keV luminosity function. H 0 =50 km/s/Mpc and (Ω m ,Ω Λ )=(1.0,0.0) have been assumed. It includes 37 AGN1 from HELLAS, 84 AGN1 from Grossan (1992) , 12 from Boyle et al. (1998) and 25 from Akiyama et al. (2000) .
In the case of the LDDE model, as an analytical expression of the present day (z=0) luminosity function, we used the smoothly connected two power-law form:
The description of the evolution is given by a factor e(L x , z) such that:
where
The parameters are defined as in Miyaji et al. (2000) . In particular, α is proportional to the decrease of the density evolution of the faint objects. In this parameterization of the LF L X is expressed in units of erg s −1 . In both models the LF has been computed for luminosities brighter than LogL 2−10keV =42.2. Using this parameterization, for (Ω m ,Ω λ )=(1.0,0.0), a fit was done by keeping fixed the parameters z c =1.55 (the redshift at which the evolution stops), α=2.5, and the ratio L a /L * = 10 0.42 to the value found by Miyaji et al. (2000) for AGN1 only (their LDDE1 model) in the soft X-rays, and leaving all the remaining parameters (the two slopes γ 1 and γ 2 , the break luminosity L * , and the speed of the density evolution p1) free to vary. In the case of an (Ω m ,Ω λ )=(0.3,0.7) Universe, as the fit for AGN1 only from Miyaji et al. (2000) was not available, their parameters from the fit for all AGNs (AGN1+AGN2) have been used: z c =1.58, α=2.6, L a /L * = 10 0.65 . 
Results
The LF in the (Ω m ,Ω Λ )=(1.0,0.0) universe
We started our computation of the LF in an (Ω m ,Ω Λ )=(1.0,0.0) cosmology. Previous estimates of the shape and evolution of the LF of AGN1 in the 2-10 keV range are from Ceballos and Barcons (1996) , and Boyle et al. (1998) . Boyle et al. (1998) combined the local sample of 84 AGN1 observed by HEAO1 from Grossan (1992) with a fainter sample of 12 AGN1 observed by ASCA (see their distribution in the L X -z plane in Figure 4 ). They found that the 2-10 keV AGN X-ray LF is best represented by a two-power-law function evolving according to a pure luminosity evolution (PLE) model:
2.00 (see model 0 in Table 6 ).
In Figure 6 the LF from only the 37 AGN1 from HEL-LAS in three redshift intervals (0.0<z<0.2, 0.2<z<1.0, and 1.0<z<3.0) is shown. For the sake of comparison, the best-fit LF from Boyle et al. (1998) is also shown. The data have been represented by correcting for evolution within the redshift bins as explained in La Franca & Cristiani (1997) . The error bars in the figures are based on Poisson statistics at the 68% confidence level. Fig. 7. -The LF of the total sample of 158 AGN1 including the 37 AGN1 from HELLAS, 84 from Grossan (1992) , 12 from Boyle et al. (1998) and 25 from Akiyama et al. (2000) . The excess of faint AGN1 at high redshift is even more evident than in the previous figure. The dotted line is the PLE fit by Boyle et al. (1998) . The dashed line is our best PLE fit (see Table 6 ).
The data are in rough agreement with the previous estimate of Boyle et al. (1998) , but show an excess of faint AGN1 at redshift larger than z∼1.0. This feature is still present after combining our data with the other AGN1 samples from Grossan (1992) , Boyle et al. (1998) , and Akyiama et al. (2000) (Figure 7) . As already discussed, these samples all together collect 158 AGN1. These data have a χ 2 probability of 0.04 to be drawn from a PLE model such as that computed by Boyle et al. (1998) (model 0 in Table 6 ). We did not use the 2DKS as this test is not appropriate in this case: it uses the cumulative distributions in the L X /z plane regardless of the normalization of the LF. Our best-fit to the data with a PLE model found a LF with similar slopes and break luminosity as that one of Boyle et al. (1998) but with a slightly larger evolution (k = 2.12 +0.13 −0.14 instead of k=2.00 Table 6 ). The luminosity function in the (Ω m ,Ω λ )=(0.3,0.7) universe fitted by our PLE model (see Table 6 ).
Our larger values of the evolution parameter k and normalization A are originated by the necessity of better fitting the observed higher density of faint AGN1 at high redshift. The 2DKS test gives a probability of 0.22 for this fit (see Table 6 ). A even better probability of 0.31 is obtained if a stop in the evolution is applied at redshift z cut =1.39 (model 2 in Table 6 ) and a larger evolution (k=2.52) is used. The luminosity function in the (Ω m ,Ω λ )=(0.3,0.7) universe fitted by the LDDE model (see text and Table 6 ).
Although our fits are already statistically adequate, our PLE models do not fully describe an over-density of faint AGN1 which is observed at high redshift. The data are not sufficiently faint to properly probe this part of the LF, but as this feature is similar to what observed in the soft X-rays (Miyaji et al. 2000) , we tried to obtain a even better fit of the data, by using the luminosity dependent density evolution (LDDE) model similar to the one fitted in the soft X-rays, as described in the previous section. This model differentiates from the PLE especially in the faint part of the LF, at luminosities lower than L * . In this part of the LF the density evolution decreases in proportion to the faintness of the objects. As our data just start to probe the part of the LF which is fainter than L * , we cannot expect to find directly a fit to all the parameters of the LDDE model to our data, and we limited our analysis to a check of the compatibility (with limited changes) of the LDDE parameters found by Miyaji et al. (2000) to our data. With this model we found the best-fit to our data (model 3: LDDE, Figure 8 ) by keeping fixed the parameters describing the stop in the evolution (z c =1.55), and the dependence on luminosity of the density evolution (α=2.5) to the value found by Miyaji et al. (2000) for AGN1 only, and leaving all the remaining parameters free to vary (see section 3.2). The 2DKS test gives, for this model, a probability of 0.47.
If an (Ω m ,Ω λ )=(0.3,0.7) cosmology is assumed, the PLE models provide an ever better representation of the data in comparison with what found in the (Ω m ,Ω λ )=(1.0,0.0) Universe (see Figure 9) . The 2DKS probability is 0.70 and 0.47, with and without the introduction of the z cut parameter, respectively. In this case even the simple PLE model obtain a quite good fit of the data, and the introduction of the z cut parameter is necessary to stop the evolution only at redshifts larger than 2.4. However our data contain not enough AGN1 at redshift larger than 2 in order to obtain an accurate measure of the z cut parameter (see Figure 4) , therefore the errors in this parameter are quite large. Also the LDDE model obtain a satisfactory fit of the data (see Figure 10) . Table 6 .
DISCUSSION AND CONCLUSIONS
Thanks to the identification of 61 sources of the HEL-LAS sample we have been able to double the number of hard X-ray AGN1 available for statistical analysis at fluxes in the range f 2−10keV ∼ 10 −13.5 -10 −12 erg cm −2 s −1 . In total we can use 74 AGN1 at these fluxes (37 from HEL-LAS), which combined with the local sample of Grossan have allowed to show directly the shape of the LF of AGN1 as function of redshift and measure its evolution.
The PLE models provide satisfactory fits of the data both in the (Ω m ,Ω λ )=(1.0,0.0) and in the (Ω m ,Ω λ )=(0.3,0.7) cosmologies. Our estimate of the LF in the (Ω m ,Ω λ )=(1.0,0.0) has a significantly larger normalization in comparison to the previous measure from Boyle et al. (1998) .
The data start to probe in the hard X-rays the faint part of the LF where the excess of density of AGN1 has been observed in the soft X-rays, justifying the implementation of the LDDE models. However, in both cosmologies, the statistic is not significant enough to distinguish between the PLE and LDDE models (see Table 6 ). In fact, in the prediction of the differential counts of AGN1 shown in Figure 11 , the models differentiates at fluxes fainter than f 2−10keV ∼ 10 −13 erg cm −2 s −1 , where the statistic is still poor. The new upcoming fainter surveys from Chandra and XMM-Newton will easily test which model is correct. Fig. 12. -The evolution of the density of type 1 AGN having LogL X (2-10 keV)>44.8 as a function of redshift. The soft X-ray data from Miyaji et al. (2000) have been over-plotted assuming a slope α = 0.6, which corresponds to a limit LogL X (0.5-2 keV)>44.5. The continuous line are the predictions of our LDDE model.
In Table 6 the percentages of the contribution to the 2-10 keV X-ray background are shown. The X-ray background has been computed integrating the LF up to z = 3.5 for L X >10 42 erg/s. At variance with the results of 24% obtained from the evolution of the LF derived by Boyle et al. (1998) , our models reproduces from ∼35% up to ∼60% of the XRB. We used I 2−10 = 1.95 × 10 −11 erg cm −2 s −1 deg −2 from Chen, Fabian and Gendrau (1997) . The highest percentages would probably imply that part of the absorbed population necessary to reproduce the XRB is already included in the AGN1 at high redshift. However, more detailed analysis of this issue are beyond the scope of this paper. The percentages would decreas if a value f I 2−10 = 2.35 × 10 −11 erg cm −2 s −1 deg −2 from Vecchi et al. (1999) is assumed.
It is interesting to notice that AGN1 in the 2-10 keV range show an evolution up to z ∼ 2 which is fairly well compatible with what observed in the soft X-rays. In fact we found a good fit of the data in the (Ω m ,Ω λ )=(1.0,0.0) Universe if we assume exactly the same parameters found in the soft X-rays by Miyaji et al. (2000) for AGN1, by only looking for a fit with the break luminosity L * (model 7 in Table 6 ). Miyaji et al. (2000) found LogL * =43.78. The value L * found by our fit in the 2-10 keV band is LogL * =44.13. This luminosity difference implies an X-ray spectrum for AGN1 with slope α=0.6, which is the same slope used in our computation of the LF. We note however that Miyaji et al. (2000) used a slope α=1.0 in their computations of the soft X-ray LF. Therefore, taken at a face value, the match between the soft and hard X-rays LFs implies that AGN1 have a broad band concave spectrum getting steeper going toward lower energies. As already discussed in the previous section, the (Ω m ,Ω λ )=(0.3,0.7) cosmology for AGN1 alone has not been analyzed by Miyaji et al. (2000) .
The agreement of the evolution measured in the soft and hard X-rays is also shown in Figure 12 , where the evolution of the density of AGN1 brighter than LogL 2−10keV =44.8 is shown. The soft X-ray data from Miyaji et al. (2000) have been over-plotted assuming a slope α = 0.6, which corresponds to a limit LogL X (0.5-2 keV)>44. 
APPENDIX THE BIASES INTRODUCED BY THE CROSS CORRELATIONS WITH CATALOGUES
As already described, 25 sources have been identified by cross-correlation with existing catalogues. However, as the sample is not fully spectroscopic identified, the cross-correlation with the existing catalogues could alter the average characteristics (fluxes, percentages of classes of counterparts, etc.) of the subsample of identified sources. Namely, the subsample could not be representative of the whole sample.
Let's explain this with an example. In an ideal sample of 50 AGN1 and 50 AGN2 a random identification of a subsample of 40 sources will identify about 50% AGN1 and 50% AGN2 according to sampling errors. But if a cross-correlation is first made with a catalogue of only AGN1 (let say 30) and later only 10 sources are randomly identified, the fraction of AGN1 in the total identified subsample of 40 sources will be artificially increased (they will be at minimum 75%). Our subsample is risking the same sort of bias, and we wish to quantify it.
A Kolmogorov-Smirnov (KS) two-sample test gives a 9% probability that the X-ray flux distribution of the 25 sources identified through the cross-correlation with catalogues belong to the same parent population of the total sample of 118 sources. Although not significant, this low probability is due to the average slightly brighter fluxes of the cross-correlated subsample (< LogF 5−10 keV >= −12.4 ± 0.4) in comparison to the total sample (< LogF 5−10 keV >= −12.6 ± 0.3). We have thus tried to populate the faintest bins during the observing runs at the telescope, and, indeed, the KS test gives a 66% probability that the whole subsample of the 74 identified sources (included the empty fields) belong to the same parent population of the total sample of 118 sources (see Figure 1) .
In this way, our observing runs at the telescope have recovered the possible alteration on the fraction of classes of sources which are identified. As the catalogues used for the cross correlation are mainly populated by AGN1 (we used NED), their fraction in our sample, as explained before, could be artificially increased. AGN1 are 14 out of the 25 crosscorrelated sources (56%). The fraction of AGN1 is, as expected (but not significantly), lower for the sources observed at the telescope: 23 out of the 49 (47%). The two values are not statistically distinguishable from the observed fraction 50% of AGN1 in the whole sample, which we thus consider representative of the whole HELLAS sample. 
