For the solution q(t) = (q n (t)) n∈Z to one-dimensional discrete Schrödinger equation
Introduction and main results
Consider the solution q(t) to one-dimensional discrete Schrödinger equation iq n = −(q n+1 + q n−1 ) + V (θ + nω)q n , n ∈ Z, (1.1)
with V : T d → R analytic in a complex neighbourhood of T d {z ∈ C d : |ℑz| < r ≤ 1}, and ω ∈ R d Diophantine, i.e., there exist γ > 0, τ > d − 1, such that
We want to observe the growth rate with t of the "diffusion norm"
, provided that q(0) = 0 and q(0) D < ∞.
It is well known that the ℓ 2 −norm n∈Z |q n (t)| 2 is conserved for Eq.(1.1)(see e.g., (2.5) of [4] ). The initial condition q(0) D < ∞ indicates the concentration on the lower modes at t = 0. The diffusion norm q(t) D measures the propagation into higher ones. For more description of the diffusion norm, refer to [4] .
With the initial condition q(0) D < ∞, we have q(t) D < ∞ for any finite t. More precisely, we have the general ballistic upper bound(Lieb-Robinson bound [24] )
if the corresponding linear self-adjoint Schrödinger operator is bounded. See also, e.g., Appendix B in [1] or Theorem 2.1 in [8] for the proof. Since we are considering the solution of the linear equation (1.1), it is necessary to study the spectral behavior of the linear Schrödinger operator H : ℓ 2 (Z) → ℓ 2 (Z), (Hq) n = −(q n+1 + q n−1 ) + V n q n , n ∈ Z.
In the case that H has only pure point spectrum, Simon [29] has shown "absence of ballistic motion", i.e., lim t→∞ t −1 q(t) D = 0 with q(0) well − localized, which gives a partial answer to the question of Joel Lebowitz asking if the ballistic motion did not have its roots in absolutely continuous spectrum. In particular, for the pure point spectrum, the phenomenon "dynamical localization", which implies boundedness of q(t) D for the exponentially decaying initial data, has been well studied and has been proven in many models(refer to [9, 14, 15] ).
In contrast, the behaviour of solution is totally different in the case that the spectrum of H is purely absolutely continuous. As shown in RAGE Theorem [7] , it is easy to get the propagation which is related to the growth of q(t) D . Corresponding to the question of Joel Lebowitz, the appearance of "ballistic motion" for Eq (1.1) is quite possible in certain cases of absolutely continuous spectrum. A time-averaged statement by GuarneriCombes-Last theorem [23] shows that, in the presence of absolutely continuous spectrum, lim inf
for some positive constant C. Damanik-Lukic-Yessen [8] have recently shown the stronger version of ballistic motion(i.e., the above inequality without time-averaging) for the periodic Schrödinger equation, as the periodic Schrödinger operator is a well-known example of purely absolutely continuous spectrum. This is an extension of the work of Asch-Knauf [2] for Schrödinger operators.
As for the quasi-periodic Schrödinger equation, the corresponding linear operator is H = H θ : ℓ 2 (Z) → ℓ 2 (Z), (H θ q) n = −(q n+1 + q n−1 ) + V (θ + nω)q n , n ∈ Z, with V and ω given as in (1.1). It is well known that the spectrum of H θ , which we shall denote by σ(H θ ) or simply σ(H), is a closed non-empty subset of the interval [−2 − |V | r , 2 + |V | r ]. It will be shown that the spectrum is purely absolutely continuous when V is small enough(see Proposition 3 in Subsection 3.2). For this model, Kachkovskiy [21] has proven a time-averaged version of ballistic transport for a subsequence of times, provided that V is small enough. In particular, the same conclusion is shown if H has purely absolutely continuous spectrum with one Diophantine frequency.
In this paper, for the quasi-periodic Schrödinger equation (1.1), a rigorous proof for the linear growth of the diffusion norm will be given, corresponding to a numerical result [19] for Harper's model.
Theorem 1
Consider the solution q(t) to Eq.(1.1). There exists an ε * = ε * (γ, τ, r), such that if |V | r = ε 0 < ε * , then for any θ ∈ T d , there is a constant 0 < C < 3 q(0) ℓ 2 (Z) , depending on ε 0 , θ and q(0), such that, for some numerical constant 0 < ζ < 1,
Idea of proof. The main strategy is to relate the linear growth of diffusion norm to the spectral transformation of the solution q(t). Roughly speaking, for g(E, t) = n q n (t)ψ n (E), with (ψ n (E)) n , E ∈ σ(H), a generalized eigenvector of H, we have that it satisfies i∂ t g(E, t) = Eg(E, t), then n q n (t)ψ n (E) = g(E, t) = e −iEt g(E, 0).
So if ψ n (E) has nice differentiability and the derivative is well estimated, we can get n q n (t)ψ ′ n (E) = ∂ E g(E, t) ∼ t.
If, with some suitable measure dϕ supported on σ(H), we have
, the linear growth of q(t) D is shown. The above process is realized by the "modified spectral transformation", which is written with the same formulation as that of Coddington-Levinson [6] for the classical spectral transformation. The generalized eigenvectors, with the Bloch-wave structures, are constructed by the previous works of Eliasson [13] and Hadj Amor [16] for the reducibility of Schrödinger cocycle. By adding some smoothing factors to the generalized eigenvectors(in a small part of the spectrum), the differentiability is improved. Moreover, the classical spectral measure, which was introduced by the m−functions, is replaced by some suitable measure according to the transversality of the rotation number of Schrödinger cocycle. In this way, the L 2 −norm of the derivative (w.r.t. E) of the modified spectral transformation is close to the diffusion norm.
Preliminaries and notations

Schrödinger operator and Schrödinger cocycle
In this subsection, we recall some basic notions and well-known results for the quasiperiodic Schrödinger operator
with V and ω given as in (1.1), and the corresponding Schrödinger cocycle (ω, A 0 + F 0 ):
equivalent to the eigenvalue problem Hq = Eq.
Spectral measure and integrated density of states
Fixing any phase θ ∈ T d and any ψ ∈ ℓ 2 (Z), let µ θ = µ θ,ψ be the spectral measure of H = H θ corresponding to ψ, which is defined so that
From now on, we restrict our consideration to µ θ = µ θ,e −1 + µ θ,e 0 and just call it the spectral measure, where {e n } n∈Z is the canonical basis of ℓ 2 (Z). Since {e −1 , e 0 } forms a generating basis of ℓ 2 (Z) [5] , that is, there is no proper subset of ℓ 2 (Z) which is invariant by H and contains {e −1 , e 0 }. In particular the support of µ θ is σ(H) and if µ θ is absolutely continuous then any µ θ,ψ , ψ ∈ ℓ 2 (Z), is absolutely continuous.
The integrated density of states is the function k :
which is a continuous non-decreasing surjective function.
Rotation number and Lyapunov exponent
Related to the Schrödinger cocycle (ω, A 0 + F 0 ), a unique representation can be given for the rotation number ρ = ρ (ω,A 0 +F 0 ) . Indeed, the rotation number is defined for more general quasi-periodic cocycles. It is introduced originally by Herman [18] in this discrete case(see also Delyon-Souillard [12] , Johnson-Moser [20] , Krikorian [22] ). For the precise definition, we follow the same presentation as in [16] .
, we define the map
is homotopic to the identity, then the same is true for the map T (ω, A) and therefore it admits a continuous liftT (ω, A) :
where p 2 (θ, ϕ) = ϕ. This limit exists for all θ ∈ T d , ϕ ∈ R, and the convergence is uniform in (θ, ϕ)(For the existence of this limit and its properties we can refer to [18] ). The class of number ρ(φ (ω, A) ) in 1 2 T, which is independent of the chosen lift, is called the rotation number of the skew-product system (ω, A) :
and we denote it by ρ (ω, A) . For more elementary properties, refer to Appendix of [16] .
For the quasi-periodic cocycle q n+1
By Kingman's subadditive ergodic theorem,
In particular, for quasi-periodic Schrödinger cocycle (ω, A 0 + F 0 ) given in (2.1), a wellknown result of Kotani theory shows, if the linear Schrödinger operator H has purely absolutely continuous spectrum, then L(E) = 0 a.e. on σ(H). Moreover, the Thouless formula relates the Lyapunov exponent to the integrated density of states:
There is also a relation between the rotation number and the integrated density of states:
.
By the gap-labelling theorem(see, e.g., [12, 20] 
is constant in a gap of σ(H)(i.e., an interval on R in the resolvent set of H), and each gap is labelled with l ∈ Z d such that ρ = l, ω 2 mod π in this gap.
The m−functions
The spectral measure µ = µ θ can be studied through its Borel transform M = M θ :
It maps the upper-half plane H := {z ∈ C : ℑz > 0} into itself. From the limit-point theory, for z ∈ H, there are two solutions u ± , with u ± 0 = 0, which are ℓ 2 at ±∞ and satisfying Hu ± = zu ± , defined up to normalization. Let
. m + and m − are Herglotz functions, i.e., they map H holomorphically into itself(see, e.g., [28] for more properties of Herglotz function). Moreover, it is well known that
By the property of Herglotz function, we know that for almost every E ∈ R, the nontangential limits lim ǫ→0 m ± (E + iǫ) exist, and they define measurable functions on R which we still denote m ± (E). We have the following key result of Kotani Theory [28] .
Lemma 2.1 (Theorem 2.2 of [3] ) For every θ, for a.e. E such that L(E) = 0, we have m + (E) = m − (E).
Classical spectral transformation
Let u(E) and v(E) be the solutions of the eigenvalue problem Hq = Eq such that
Theorem 2 (Chapter 9 of [6] ) There exists a non-decreasing Hermitian matrix µ = (µ jk ) j,k=1,2 whose elements are of bounded variation on every finite interval on R, satisfying
at points of continuity E 1 , E 2 of µ jk , where on H,
Given any matrix of measures on R dϕ = dϕ 11 dϕ 12
In view of Theorem 2, the map (q n ) n∈Z → n∈Z q n u n (E) n∈Z q n v n (E) defines a unitary transformation between ℓ 2 (Z) and L 2 (dµ). We call it as the classical spectral transformation. By Chapter V of [26] (Page 297), we know that the matrix of measures (dµ jk ) j,k=1,2 is Hermitian-positive, and therefore each dµ jk is absolutely continuous with respect to the measure dµ 11 + dµ 22 . This measure is absolutely continuous with respect to the above spectral measure µ θ = µ θ,e −1 + µ θ,e 0 and it determines the spectral type of the operator. In particular, if the spectrum of H is purely absolutely continuous, we have, for any q ∈ ℓ 2 (Z) \ {0}, the classical spectral transformation is supported on a subset of σ(H) with positive Lebesgue measure.
For the classical spectral transformation, there are some singularities with respect to E. More precisely, u n and v n are not well differentiated somewhere in the spectrum σ(H). For example, for the free Schrödinger operator (Hq) n = −(q n+1 + q n−1 ), we have σ(H) = [−2, 2] and for E ∈ σ(H) the rotation number is
Since −E = 2 cos ξ 0 , we can see that the two generalized eigenvectors
. Differentiating u n , we have
The singularity comes when ξ 0 approaches 0 and π.
Regularity in the sense of Whitney
Given a closed subset S of R. We give a precise definition of C 1 in the sense of Whitney, corresponding to a more general definition in [27] .
We say that F 0 is C 1 in the sense of Whitney on S, denoted by F 0 ∈ C 1 W (S), with the first order derivative F 1 . The C 1 W (S)−norm of F 0 is defined as
Remark 2.1 By Whitney's extension theorem [30] , we can find an extensionF : R → C, which is C 1 on R in the natural sense, such thatF | S = F 0 andF ′ | S = F 1 .
Notations
1)
With ω the Diophantine vector as above, we denote k :=
2) For any subset S ⊂ R, let ♯(S) denote its cardinality of set, ∂S be the set of its endpoints, |S| be its Lebesgue measure, S be its closure, and ρ(S) be its image by ρ = ρ (ω, A 0 +F 0 ) .
• Given any function F on S × (2T) d , possibly matrix-valued, let
• If F is left and right continuous on E, then F (E±) := lim ǫ→0+ F (E ± ǫ). On the interval (E 1 , E 2 ) ⊂ R, if F is left and right continuous on E 1 and E 2 , then
3) For the quantities depending on E ∈ R, we do not always present this dependence explicitly and we simplify the notation "∂ E " into ∂, which denotes the derivative in the sense of Whitney on a certain subset of R.
4) For any n ∈ Z, n ∆ varies among n and n ± 1, and δ n,n ∆ := 1, n ∆ = n 0, n ∆ = n .
Reducibility of Schrödinger cocycle and its applications
Based on the general notions for Schrödinger operator and Schrödinger cocycle given in the previous section, we present some further spectral properties, under the assumption that the potential function V is sufficiently small.
KAM scheme for the reducibility
In this subsection, we review the KAM theory of Eliasson [13] and Hadj Amor [16] for the reducibility of Schrödinger cocycle. This work relates the reducibility and the rotation number ρ = ρ (ω, A 0 +F 0 ) globally, and it improves the previous works of Dinaburg-Sinai [11] and Moser-Pöschel [25] .
, define the sequences as in [16] :
Proposition 1 There exists ε * = ε * (γ, τ, r) such that if |V | r = ε 0 ≤ ε * , then there is a full-measure subset Σ = ∪ j≥0 Σ j of σ(H) with {Σ j } j mutually disjoint Borel sets, satisfying
such that the following statements hold.
(1) The Schrödinger cocycle (ω, A 0 + F 0 ) is reducible on Σ. More precisely, there exist B : Σ → SL(2, R) with eigenvalues e ±iρ
(3) B and Z are C 1 W on Σ 0 , and, with ξ :
Remark 3.1 The conclusion of Eliasson is originally stated as: the cocycle (ω, A 0 + F 0 ) is reducible if the rotation number ρ is Diophantine or rational with respect to ω 2 . Here, "rational w.r.t.
By the gap-labelling theorem, this case corresponds to the energies in R \ σ(H), where the uniform hyperbolicity implies the reducibility. In contrast, "Diophantine w.r.t.
. This corresponds to the energies in a full-measure subset of σ(H).
Remark 3.2
We can call Σ j the j th −level resonance set. Associated with the above Diophantine condition, if, in σ(H), the rotation number ρ is well separated from { l } l∈Z d \{0} , it is the idealest case for applying the KAM scheme.
• On Σ 0 , there is no resonance for the rotation number ρ, so the standard KAM iteration is always applicable. Σ 0 is exactly the positive-measure subset of parameters for reducibility in the result of Dinaburg-Sinai [11] .
But the resonance stops exactly at the j th −KAM step. We could also apply the standard KAM on these subsets from the (j + 1) th −step, because we could renormalize ρ into ξ := ρ − k (the renormalization is done step by step), which is well separated from { l } l∈Z d \{0} . Note that the "renormalized rotation number" ξ is close to 0 on Σ j+1 and it vanishes on the gap of spectrum where ρ = k . So it can serve as a "smoothing factor" on Σ j+1 .
Because of the difference between the procedures on Σ 0 and Σ j+1 , the transformation Z and the reduced matrix B possess different properties. In particular, on Σ j+1 , there are singularities like ∼ sin −1 ξ(and ∼ sin −3 ξ after the derivation) for Z and B. Then, by multiplying sin s ξ, s ≥ 4 the regularity is well improved as in (3.1). Indeed, to get the C 1 W regularity, sin 3 ξ is enough, and the 4 th power makes the norms small. For better regularity, higher power of sin ξ is needed.
Remark 3.3
It has been shown in [13] and [16] that, for any E ∈ σ(H), the Schrödinger cocycle (ω, A 0 + F 0 ) is almost reducible, i.e., we can transform it arbitrarily close to a constant cocycle by a sequence of conjugations, without verifying the convergence of this sequence. On Σ j , j ≥ 0, since the resonance stops at exactly the j th −step and afterwards the conjugations are all close to identity, the convergence of sequence of conjugations is shown. Hence, in particular, reducibility holds for a.e. E ∈ σ(H).
From now on, we always assume that |V | r = ε 0 is small enough such that it is compatible with every simple calculation in this paper, e.g., ε σ 0 < γ 2 in (3.6). We present the proof of the arguments (1) and (2) here, and leave the proof of (3) in Appendix A.2. Proof of Proposition 1 (1) and (2): The proof is written in the following two parts. Some details, which is useful for proving (3) but maybe not directly related to (1) and (2), are also given in this proof. 1) The first step At the initial stateÃ 0 +F 0 := A 0 + F 0 , we havẽ
where CÃ 0 is the matrix of normalized eigenvectors ofÃ 0 . The constant cocycle (ω,Ã 0 ) corresponds to the free Schrödinger eigenvalue problem −(q n+1 + q n−1 ) = Eq n , and its rotation number on [inf σ(H), sup σ] is given by
ξ 0 is non-decreasing on R and
So E = ±2 are the only two singularities of ξ 0 . It is direct to see that
, and the property ofÃ 1 similar to that ofÃ 0 . As shown in Proposition 2 of [16] , to carry out the standard KAM step, we need the small divisor condition
Related to this condition, there are two cases about the construction of the transformation.
• Case 1. For some 0 < |k 0 | ≤ N 0 , the condition (3.4) does not hold, i.e.,
with some numerical constant
By the Diophantine property of ω, for one ξ 0 , there is at most one such k 0 ∈ Z d with 0 < |k 0 | ≤ N 0 . (3.5) defines an interval I k 0 ⊂ (−2, 2) of E. On I k 0 , a renormalization is necessary before the standard KAM procedure. More precisely, let
By a direct computation, we havẽ
In view of Proposition 3 of [16] , we can see
• Case 2. If the condition (3.4) holds, let k 0 = 0 and the above procedure can be done trivially since
In both of the above cases, we can make a standard KAM procedure forÃ k 0 +F k 0 (θ) since the small divisor condition (3.6) is always satisfied. According to Proposition 6 of [16] , there exist
The appearance of the inter-
Moreover,Ã 1 has two eigenvalues e ±iα 1 with
As shown in [13] , after the standard KAM procedure which transformsÃ k 0 +F k 0 tõ A 1 +F 1 , there maybe one subinterval I ⊂ I k 0 (a neighbourhood of E * ), on which we have |trÃ 1 | > 2. Then on I, ξ 1 ≡ 0. But on I k 0 \ I, similar to the case of Corollary 6 of [13] , ∂ξ 1 > 1 3 , as the transversality of ξ 0 . Now, as a piecewise non-decreasing function, ξ 1 has the additional singularities at the edge of the interval I's.
2) The (j + 1) th −step Assume that we have arrived atÃ j +F j (θ), both of which are piecewise C 2 with respect to
ξ j := ℜα j is non-decreasing on each connected component whereÃ j andF j are C 2 .
As in the first step, each connected component can be divided into at most | ln ε j | 2d smaller components because of the appearance of intervals I k j , 0 < |k j | ≤ N j , on which we have the resonances condition
As shown above, we can define, on I k j ,
and, by a direct computation, we get
Outside I k j , we take k j = 0, and then
With a similar procedure as above, we can find
A j+1 has two eigenvalues e ±iα j+1 with ξ j+1 := ℜα j+1 satisfying
Note that ξ j+1 is a piecewise non-decreasing function of E. On every interval I k j , k j = 0, we have |ξ j+1 | < 3 2 ε σ j , and there is a subinterval I ⊂ I k j on which ξ j+1 ≡ 0, and on
(3.11) connected components, on whichÃ j+1 andF j+1 are C 2 . From the construction, we can see that each component is labelled with {k l } 0≤l≤j , |k l | ≤ N l . LetZ j+1 := 0 l=jẐl+1 . In view of Proposition 3 of [16] and a direct computation with (3.9), we estimateÃ j+1 and Z j+1 essentially in two cases.
• On the component, with k l = 0 for any 0 ≤ l ≤ j, we have
• On the component, where there exists 0 ≤ l ≤ j such that k l = 0 and k l ′ = 0 for any l < l ′ ≤ j, we have
l .
(3.13)
j . Moreover, by (3.10) and the resonance condition (3.7), we have
(3.14)
3) The limit state
As the iteration continues, we can finally get a sequence {k j } j≥0 . It is shown in Lemma 4 of [16] that, for a.e. E ∈ σ(H), k j = 0 only for finite j's. So we define the sets Σ 0 := {E ∈ σ(H) : k l = 0 for any l ≥ 0}, Σ j+1 := {E ∈ σ(H) : k j = 0 and k l = 0 for l ≥ j + 1}, j ≥ 0, with |σ(H) \ j≥0 Σ j | = 0. Obviously, Σ j+1 is contained in the union of intervals I k j obtained at the j th −step according to the resonance condition. So, by (3.11) and (3.14),
Combining with the gap-labelling theorem, (2) is shown. On Σ = j≥0 Σ j , (3.9) implies the convergence ofZ j+1 = 0 l=jẐl+1 , ∂Z j+1 and A j+1 , ∂Ã j+1 as j → ∞. Hence, for a.e. E ∈ σ(H), we can defineZ := lim j→∞Zj and B = lim j→∞Ãj ∈ SL(2, R), such that
This is exactly the reducibility obtained by the KAM scheme in [13] and [16] .
In addition, we defineZ := lim j→∞ ∂Z j+1 andB := lim j→∞ ∂Ã j+1 . By (3.12), (3.13) and the definition of resonance sets Σ j , we get
B 21B22 is e ±iξ with ξ = lim l→∞ ξ l 17) with CB the matrix of normalized eigenvectors ofB. Then, with Z :=Z · H and B := CB e iρ 0 0 e −iρ C
−1 B
, it is easy to see that
So (1) 
In particular, on Σ 0 , H = Id., B =B and hence Z =Z. Recalling that 0 < |ξ| < 2ε σ j on Σ j+1 , we have, by (3.16),
Remark 3.4 (about the additional transformaion H) For the constant matrixB in (3.15), its eigenvalues are e ±iξ on Σ, with ξ the renormalized rotation number. According to the construction of ξ j , it is piecewise non-decreasing and it is not uniquely determined(depending on the choice of coefficient c in the resonance condition (3.7)). To apply the regularity(see Proposition 5 in Subsection 3.3) and the uniqueness of the "real" rotation number ρ = ρ (ω,A 0 +F 0 ) , we need to conjugateB to B which has eigenvalues e ±iρ . As shown in (3.18) and (3.19) , this additional procedure brings us the singularities "∼ 1 sin ξ " on Σ j+1 , j ≥ 1, where ξ is close to zero. Hence, on Σ j+1 , we need a smoothing factor sin 2 ξ to cover the singularities and get better control on Z and B, as shown in (3.20) .
, an approximation for the reducibility of quasi-periodic Schrödinger cocycle (ω, A 0 + F 0 ) can be stated in the following way, which will be contributed to computing an integral on [inf σ(H), sup σ(H)](see Subsection 4.1).
Proposition 2 Let |V | r = ε 0 ≤ ε * be as in Proposition 1. There is
and
J and for 0 ≤ j ≤ J, there is k
j+1 , 0 ≤ j ≤ J, in each connected component, there is one and only one subinterval I such that ξ (M ) = 0 on I, and outside I, sin ξ (M ) = 0 with
J , and for 0 ≤ j ≤ J,
J , and for ν = 0, 1, 2,
mentioned in Remark 3.4, the construction of transformations {Ẑ j+1 } is not uniquely determined in view of the above proof(depending on the coefficient c in the resonance condition (3.7) ). In particular, as shown in (S4), for any given non-zero integer M , we can choose delicately the coefficient c, hence the endpoints of the "resonance intervals" I k j , at the initial several steps, such that M ρ ∈ πZ on these endpoints(since ε σ J <
is adjustable within this range when j < J).
Remark 3.6 (about construction of resonance sets) The mutually disjoint subsets {Γ (M ) j } 0≤j≤J+1 given in Proposition 2 cover [inf σ(H), sup σ(H)] up to finite points. They divide the energies according to the extent of resonances. As the iteration continues until the limit state, we can get the sequence of mutually disjointed subset {Σ j } j≥0 after excluding every gap in the spectrum.
Remark 3.7 (about the "external variation") In (S4), we describe the size of the interval I k J = (E * , E * * ) obtained in the J th −step. Besides the internal variation(the variation between E + * and E − * * ), which is guaranteed by the C 2 property, the variation at the outer bounds of I k J , as shown in (3.24) , is also needed for considering an integral on [inf σ(H), sup σ(H)] in Subsection 4.1. The outer bounds of I k J correspond to the nonresonance case, and one step before, they are both contained in one connected component, so the external variation can be obtained by the C 2 property in the previous step. Here the subscript j * represents the step when the last resonance and renormalization occurs(in particular, j * = 0 means is no resonance before the (J + 1) th −step).
We shall give a proof of Proposition 2 in Appendix A.1.
Application 1: absolutely continuous spectrum
Eliasson [13] has shown the purely absolutely continuous spectrum for the continuous Schrödinger operator, based on the analysis on the corresponding Schrödinger cocycle. But for the discrete operator, the purely absolutely continuous spectrum has not yet been explicitly proven. In this subsection, a proof will be given based on some important estimates in [16] .
Proposition 3
With |V | r = ε 0 ≤ ε * as in Proposition 1, we have, for any θ ∈ T d , the spectrum of H is purely absolutely continuous.
We are going to prove the purely absolute continuity of the spectral measure µ θ = µ Given n ∈ Z + , let A n (E, θ) := 0 j=n−1 (A 0 (E) + F 0 (θ + jω)). We call that (ω, A 0 + F 0 ) is bounded if sup n∈Z + |A n (E, ·)| (2T) d < ∞, and let B be the set of E ∈ σ(H) such that (ω, A 0 + F 0 ) is bounded.
Recalling the iteration process given in the previous proof, for any E ∈ Σ = ∪ j≥0 Σ j , any l ≥ 1, we havẽ
Proof: For E ∈ Σ j , j ≥ 1, we knowÃ j has eigenvalues e ±iξ j with |ξ j | ≥ γ 2N τ j (note that the stateÃ j +F j means before the renormalization at the (j + 1) th −step, so ξ j is close to some k j , 0 < |k j | < N j ). With CÃ j the matrix of normalized eigenvectors ofÃ j , we have |CÃ j | ≤ 6, and by Remark 3 of [16] ,
, and
We also have the following lemmas, which is generalized from the case d = 1. Since the proof can be directly translated, we do not present them precisely.
Lemma 3.2 (Lemma 2.5 of [3])
There is a universal constant C > 0, independent of θ, such that for every θ
Lemma 3.3 (Theorem 2.4 of [3])
For every θ ∈ T d , µ θ | B is absolutely continuous.
Proof of Proposition 3:
Fix θ ∈ T d and we do not present it explicitly. By Lemma 3.3, it is enough to show that µ(σ(H) \ B) = 0. Let R be the set of E ∈ R such that (ω, A 0 + F 0 ) is reducible. Notice that R \ B contains only E such that (ω, A 0 + F 0 ) is analytically reducible to parabolic. It follows that R \ B is countable: indeed for any E ∈ R \ B, there exists k ∈ Z d such that ρ(ω, A 0 + F 0 ) = k . If E ∈ R, any nonzero solution of Hq = Eq satisfies inf n∈Z {|q n | 2 + |q n+1 | 2 } > 0. In particular, there are no eigenvalues in R, and µ(R \ B) = 0. Thus, we only need to prove that µ(σ(H) \ R) = 0. Let K m ⊂ σ(H), m ≥ 0, be the set of E such that the rotation number ρ satisfies
Obviously, K m ⊂ ∪ j≥m+1 Σ j . In view of Proposition 1 and Remark 3.2, if the resonance stops at one finite step, the cocycle (ω, A 0 + F 0 ) is reducible. So we have σ(H) \ R ⊂ lim sup K m . By Borel-Cantelli lemma, m≥0 µ(K m ) < ∞ implies that µ(σ(H) \ R) = 0. Now we are going to show that m≥0 µ(K m ) < ∞. For every E ∈ Σ j , j ≥ m + 1, we know that |ρ(E) − k | ≤ 2ε σ j for some |k| ≤ N j . This shows that Σ j can be covered by 10N d j intervals T s of length 2ε σ j . By Lemma 3.1 and Lemma 3.2, for any s,
m+1 , which gives m≥0 µ(K m ) < ∞.
Application 2: regularity and transversality of rotation number
For the rotation number ρ = ρ (ω, A 0 +F 0 ) , we also have the following further results, which come with the analysis on the reducibility of Schrödinger cocycle.
Proposition 4
With |V | r = ε 0 ≤ ε * as in Proposition 1, we have
, there is a numerical constant c > 0, such that for any given E 1 , E 2 ∈ R,
2. ρ = ρ (ω, A 0 +F 0 ) is absolutely continuous on R, i.e., given finite intervals {I j } j on R, for any η > 0, there exists δ = δ(η) > 0, such that if j |I j | < δ then j ρ| I j < η.
Proof: Recalling that A 0 (E) = −E −1 1 0 and F 0 (θ) = V (θ) 0 0 0 , the Hölder continuity and absolute continuity are obtained as direct corollaries of Theorem 2 in [16] and Theorem 1 in [17] respectively.
Proposition 5
e. E ∈ σ(H). (3.25)
Proof: According to Proposition 3 in the previous subsection, if |V | r ≤ ε * , then the spectrum of H θ is purely absolutely continuous for any θ ∈ T d . As the well-known result of Kotani theory, L(E) = 0 for a.e. E ∈ σ(H). In view of Theorem 1.4 of [10] , we get the conclusion.
Remark 3.8 ρ is non-decreasing and, in particular, constant outside the spectrum. The transversality (3.25) of ρ is related to the reducibility. More precisely, for the constant B ∈ SL(2, R) in Proposition 1, we have trB = 2 cos ρ. Then ∂ρ can be written(formally) as "− ∂trB 2 sin ρ ", which is similar to ∂ξ 0 in (3.3) and (S2) in Proposition 2.
From now on, for convenience, we assume that (3.25) is satisfied on the full-measure subset Σ of σ(H) given in Proposition 1.
Application 3: construction of Bloch-waves
In general, the Bloch-wave of a self-adjoint operator on ℓ 2 (Z) means the generalized eigenvector ψ, of the form ψ n = e in̺ h(x + nα), with ̺,α some real numbers, and h a periodic function of x ∈ R. Here ̺ is called the Floquet exponent, and its imaginary part is called the Lyapunov exponent. In particular, if we consider the Schrödinger operator H, this definition of Lyapunov exponent is equivalent to that one given in Subsection 2.1 for Schrödinger cocycle.
Back to Proposition 1, we can construct Bloch-waves of Schrödinger operator H on Σ. given in Proposition 1, we can see (ψ n ) n = (e inρf n (θ)) n is a solution of the equation Hq = Eq for E ∈ Σ, withf n :
Indeed, by noting that
is an eigenvector of B corresponding to the eigenvalue e iρ , with ψ 1
e iρ − B 11 , we get the generalized eigenvector
Hence, we can also get the Bloch-wave
Remark 3.9 The Bloch-wave (ψ n ) n∈Z depends on the energy E ∈ Σ. Recall (3.1) and Remark 3.2. On Σ 0 , the large part of the spectrum, (ψ n ) n has nice estimates. In contrast, it has some singularities "∼ 1 sin ξ " on Σ j+1 , j ≥ 0, whose union forms a small part of the spectrum. So we add a smoothing factor sin 5 ξ, just on this small part to cover the singularities.
Based on the Bloch-wave ψ, we can introduce the ingredients of the modified spectral transformation for the Schrödinger operator(see Subsection 4.2). Let K n := ℑ(e inρ f nf0 ) and J n := ℜ(e inρ f nf0 ) on Σ and K n | R\Σ = J n | R\Σ := 0. By a direct calculation, we see
Then K n = n ∆ β n,n ∆ sin n ∆ ρ, J n = n ∆ β n,n ∆ cos n ∆ ρ. In particular, β 0,1 = β 0,−1 , so
According to (3.1) and the fact that |ξ| Σ j+1 ≤ 2ε σ j , j ≥ 0, it is obvious that
Hence, for any E ∈ R, (K n ) n , (J n ) n ∈ ℓ ∞ (Z) with the ℓ ∞ −norms bounded by 2.
We have the following property about the coefficients β n,n ∆ .
Proof: By (3.27), we can get for all m, n ∈ Z,
With Z and B replaced by Z (M ) and A (M ) given in Proposition 2 respectively, we can getβ
the same way asβ n,n ∆ , and
Lemma 3.5 For every n ∈ Z,
and for each connected component 
Then, in view of (3.23), |∂ ν (β
n,n = 0 on its subinterval I where ξ (M ) = 0. Outside I, 0 < | sin ξ (M ) | < 2ε σ j , then by (3.22), (3.23) and (3.28), we have, for ν = 0, 1, 2,
Hence, combining the estimates above, |∂ ν β
j * . By (3.23) and (3.24), and the fact that
can be bounded by terms like
Moreover, by (S3), it is obvious that
4 Proof of ballistic motion
An integral on [inf σ(H), sup σ(H)]
Recall that in Proposition 2, we have divided the interval [inf σ(H), sup σ(H)] into J(M ) + 2 parts for some given M ∈ Z \ {0}, up to a subset of finite points. With this division, we can estimate the following integral, which will be applied in analyzing the modified spectral transformation.
Proof: The integral above is the sum of integrals over the connected component (E * , E * * ) ⊂ Γ (M ) . In view of Proposition 5, ρ is absolutely continuous. So, by applying integration by parts on each connected component,
J+1 , we can see
Then, by (c1), (c2) and the fact ρ| (E * ,E * * ) ≤ 2ε
This can be bounded by
0 .
•
j+1 , by (S2), there is one interval I ⊂ (E * , E * * ), such that ξ (M ) = 0. So (c1) implies ∂h = 0 on I. On (E * , E * * ) \ I, noting that ∂ρ (M ) = ∂ξ (M ) and in view of (3.22), we have
0 , and
Therefore, with I 1 and I 2 denoting the two connected components of (E * , E * * ) \ I,
which can be bounded by
|M | , and then
Note that in getting (4.3), we need to consider two cases about M :
As a result, by combining (4.2) and (4.3),
Remark 4.1 The initial aim was to bound the integral
, we can get this estimate by the integration by parts two times since h M sin M ρ vanishes at inf σ(H) and sup σ(H). But here h is just piecewise C 2 on Γ (M ) and it is not continuous at the edge points. We expect the bound |M |
instead. It also guarantees the convergences of the sum over M ∈ Z \ {0}, which will be applied in the next subsection.
On each connected component
J+1 , where sin M ρ does not vanish at both edge points, h| (E * ,E * * ) is well estimated by the C 2 property. As for the external variation of h, i.e., to control h|
(which is necessary in the integration by parts, as shown in (4.1)), we need an additional condition (c2). This is related to (3.24) in (S4) of Proposition 2 and the last statement of Lemma 3.5.
Back to the Bloch-waves and their approximations constructed in Subsection 3.4. From now on till the end of this section, we fix θ ∈ (2T) d and we shall not report this dependence explicitly.
As a direct application of Lemma 4.1, we have
. Proof: By Lemma 3.5 and (3.29), we get the following properties of β
n,n ∆ and β m,m ∆ β n,n ∆ :
Hence, to compute the integral Σ β m,m ∆ β n,n ∆ cos M ρ · ∂ρ dE, we can consider the integral
J .
Combining the fact that
j , and recalling that
By the gap-labelling theorem mentioned in Subsection 2.1, ∂ρ = 0 on R \ σ(H). So we apply Lemma 4.1 to the approximated integral
with the conditions (c1) and (c2) verified by (p1) and (p2) respectively, and get
Together with (4.4), the proof is finished.
Modified spectral transformation
For Schrödinger operator H, we define the modified spectral transformation S on ℓ 2 (Z):
Let the matrix of measures dϕ be
Recall the definition of L 2 −space given in (2.2). So here L 2 (dϕ) means the space of vectors
The following lemma shows that S is well defined on ℓ 2 (Z) to L 2 (dϕ).
Proof: Let dφ := (∂ρ) 2 dϕ, i.e.,
Recall that
Applying Lemma 3.4 and 4.2 to the above integral, corresponding to the cases m ∆ −n ∆ = 0 and m ∆ − n ∆ = 0 respectively, we have
, m = n .
Then we can get
Note that to get (4.6), we have applied Hölder's inequality for each given k:
By combining (4.5) and (4.6), we have
Since any q ∈ ℓ 2 (Z) can be approximated by finitely supported vectors in the sense of ℓ 2 , we can pass (4.7) to any q ∈ ℓ 2 (Z). Hence,
Note that the measure (∂ρ) −1 dE is absolutely continuous with respect to ∂ρ dE and ∂ρ is positive everywhere on Σ. By (4.7), we have that Sq 2 L 2 (dϕ) > 0 if q = 0.
We can see that K n and J n are differentiable in the sense of Whitney on each Σ j and 8) where ∂β n,n ∆ is the derivative in the sense of Whitney on Σ j , and
Since {Σ j } j≥0 are mutually disjoint, ∂β n,n ∆ and hence ∂K n , ∂J n are well defined on Σ.
Remark 4.2 As shown in Subsection 2.1, the classical spectral transformation is a unitary transformation from ℓ 2 (Z) to L 2 (dµ), with dµ the matrix of spectral measures introduced by m−functions. In contrast, to get better differentiability with respect to E, the modified spectral transformation S here is not a unitary one. Comparing with (2.3) for the free Schrödinger operator, K n and J n for S have no divisor as " ∼ sin ρ" and they have a smoothing factor sin 10 ξ in a small part of spectrum to cover the singularities. Moreover, instead of the spectral measures shown in Theorem 2, we use the explicit measure (∂ρ) −1 dE, which has a nice regularity in view of the transversality (3.25) of ∂ρ.
Remark 4.3
With the purely absolute continuity of the spectrum, we can conclude that the spectral transformation for any non-zero q ∈ ℓ 2 (Z) is supported on a subset of σ(H) with positive Lebesgue measure. Hence, in constructing the modified spectral transformation, we can neglect a zero-measure subset of σ(H) and just focus on Σ. This is the necessity of the purely absolute continuity in the proof.
Lemma 4.4 For any
By a direct computation, we can see, from (3.26) and (3.27) , that
(4.10)
In view of (3.27) and (4.8), we see
To consider the third part, we first assume that q has finite support, saying [−N, N ]. So we have
In view of the definition ofK n ,Ĵ n , we have, for m, n ∈ Z \ {0},
Applying Lemma 3.4 and 4.2 to the above integral, corresponding to the cases m ∆ −n ∆ = 0 and m ∆ − n ∆ = 0 respectively, and noting that m ∆ n ∆ mn ≤ 2 for any m, n = 0, we get
Therefore, similar to (4.5) and (4.6), we have
Because of these two inequalities, we get
Since any q ∈ ℓ 2 (Z) with q D < ∞ can be approximated by finitely supported vectors in the sense of · D , we can pass the inequality (4.12) to any q ∈ ℓ 2 (Z) with q D < ∞. Combining (4.10), (4.11) and (4.12), we get (4.9).
The following lemma shows that n q n ∂K n n q n ∂J n converges to the derivative of the modified spectral transformation under some suitable condition.
Proof: Let β j n,n ∆ be the extension of β n,n ∆ , C 1 on [inf σ(H), sup σ(H)], with β j n,n ∆ | Σ j = β n,n ∆ , and let K j n := n ∆ β j n,n ∆ sin n ∆ ρ, J j n := n ∆ β j n,n ∆ cos n ∆ ρ. Obviously, K j n is absolutely continuous on [inf σ(H), sup σ(H)], so for any C 1 function φ on [inf σ(H), sup σ(H)], by the integration by parts,
Here Σ j is a Borel set contained in σ(H). It can be written as
with {I l } l≥0 a sequence of intervals, mutually disjoint, and K n · φ| Σ j is interpreted as
Since β j n,n ∆ , φ and ρ are all absolutely continuous on [inf σ(H), sup σ(H)], we can see the absolute convergence of l≥0 K j n · φ I l . Hence, by Fubini's theorem,
On the other hand, for each Σ j , we have, by (a2),
, which goes to 0 as N → ∞. Hence,
So ∂F 1 =H 1 a.e. on each Σ j , hence a.e. on Σ. Similarly, ∂F 2 =H 2 a.e. on Σ.
Proof of Theorem 1
Now, let q(t) = (q n (t)) n∈Z be the solution to the dynamical equation iq = Hq, with q(0) ∈ ℓ 2 (Z). Let G(E, t) := (Sq)(E, t). Since, for any E ∈ Σ,
we can verify the differentiability of G(E, t) with respect to t. For E ∈ Σ,
Corollary 1 For any solution q(t) = (q n (t)) n∈Z to the equation iq = Hq, with q(0) = (q n (0)) n∈Z supported on a finite subset Λ ⊂ Z, we have, for a.e. E ∈ Σ, n∈Z q n (t)∂K n (E) n∈Z q n (t)∂J n (E) = −it · e −iEt G(E, 0) + e −iEt ∂G(E, 0). (4.13)
Proof: q(0) is finitely supported, so ∂G(E, 0) is well defined on each Σ j , with ∂G(E, 0) = n∈Λ q n (0)∂K n (E) n∈Λ q n (0)∂J n (E)
Hence, G(E, t) = e −iEt G(E, 0) is differentiable in the sense of Whitney on each Σ j , with ∂G(E, t) = −it · e −iEt G(E, 0) + e −iEt ∂G(E, 0).
For any finite t, n n 2 |q n (t)| 2 < ∞, which implies n |q n (t)| < ∞. The ℓ ∞ property of K n and J n implies n∈Z |q n (t)K n |, Hence, we have Combining with the fact that lim N →∞ Sq N (0) L 2 (dϕ) = Sq(0) L 2 (dϕ) , we can pass (4.14) to N → ∞. Then Theorem 1 can be proven with
A Appendix
A.1 Proof of Proposition 2
Given M ∈ Z \ {0} with J = J(M ) = min j ∈ N : |M | ≤ ε −σ j . Recall the iteration process given in the proof of Proposition 1 (1) and (2) . To prove Proposition 2, we just focus on the first J + 1 steps of iteration.
Assume that J ≥ 1. At the (j + 1) th −step, 0 ≤ j ≤ J − 1, as shown in (3.8), we need a renormalization H k j ,Ã j on the intervals I k j where the resonance condition (3.7)
holds. Then we can constructẐ j+1 which is close to H k j ,Ã j as in (3.9) . Note that I k j is not uniquely determined since we could modify the coefficients in the resonance condition (3.7) as we need. So, for the given M ∈ Z \ {0}, we can define I k j as
where c 1 , c 2 ∈ [ J .
• On Γ , by a straightforward calculation, we can see, similar to (3.18) and (3.19), 
