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Zusammenfassung
In dieser Dissertation wird die klassische Simulation von stark wechselwirkenden
Quantenvielteilchensystemen in mehr als einer Dimension mittels Matrixproduktzu-
sta¨nden und den allgemeineren Tensorproduktzusta¨nden untersucht. Im Gegensatz
zu klassischen Systemen besitzen Quantenvielteilchensysteme exponentiell mehr Frei-
heitsgrade, womit die numerische Beschreibung auf klassischen Computern erheblich
erschwert wird.
Fu¨r diese Arbeit wurden zwei verschiedene Darstellungen von Vielteilchensyste-
men benutzt. Die erste davon sind die sogenannten Matrixproduktzusta¨nde (MPS),
welche die Basis der sehr erfolgreichen Dichtematrixrenormierungsgruppe (DMRG)
bilden. Obwohl sie urspru¨nglich fu¨r eindimensionale Systeme entwickelt wurden,
ko¨nnen MPS im Prinzip beliebige Quantenvielteilchensysteme beschreiben. Mithilfe
der Quanteninformationstheorie ist es mo¨glich zu zeigen, dass MPS eine Darstellung
dieser Systemen bilden, die lediglich polynomial in der Anzahl der Teilchen skaliert
und somit eine effiziente Simulation von 1D-Systemen auf klassischen Computern
ermo¨glicht. Eines der Schlu¨sselergebnisse dieser Arbeit ist, dass diese Darstellung
tatsa¨chlich so effizient ist, dass sogar große Systeme in zwei Dimensionen beschrieben
werden ko¨nnen, womit ihre Simulation mittels DMRG ermo¨glicht wird.
Als Vorfu¨hrung der Mo¨glichkeiten der DMRG, wird diese auf den Heisenberg-
Antiferromagneten mit Spin S = 1/2 auf dem kagome-Gitter angewandt. Der Grundzu-
stand dieses Modells wird schon lange gesucht, mit Vorschla¨gen die von statischen
Spinkonfigurationen bis hin zu sogenannten Spinflu¨ssigkeiten reichen. In diesen exo-
tischen Zusta¨nden zersto¨ren Quantenfluktuationen sa¨mtliche konventionelle Ordnung
und erzeugen so exotische Quantenordnungen. Mittels einer SU(2)-symmetrischen
Implementierung der DMRG ist es uns gelungen das exponentielle Wachstum der
Verschra¨nkung zu beschreiben und den Grundzustand dieses Modells fu¨r Zylinder
mit bis zu 700 Spins zu berechnen. Obwohl wir einen eigentlich eindimensionalen
Algorithmus fu¨r dieses zweidimensionale System benutzt haben, waren wir dennoch
in der Lage die Anregungslu¨cke zur ersten spin-haften Anregung zu berechnen. Gle-
ichzeitig konnten wir die Grundzustandseigenschaften, wie z.B. Korrelationsfunktio-
nen, statische Spinstrukturfaktoren und die Struktur und Verteilung von na¨chste-
Nachbar Spin-Spin-Korrelationen untersuchen. Indem wir zusa¨tzlich noch die aus
der Quanteninformationstheorie bekannte topologische Verschra¨nkungsentropie, aus-
gewertet haben, konnten wir mit großer Zuversicht zeigen, dass der Grundzustand
dieses Systems eine topologisch geordnete Z2 Quantenspinflu¨ssigkeit ist.
Diese Studie wird erga¨nzt durch die Erweiterung von MPS zu ho¨heren Dimensio-
nen, die als Tensorproduktzusta¨nde bekannt sind. Wir haben einen Optimierungsal-
gorithmus fu¨r diese Zusta¨nde implementiert und ihn auf das bilineare-biquadratische-
bikubische Heisenberg-Modell auf dem z = 3 Bethe-Gitter angewendet. Durch
sorgfa¨ltige Analyse der Simulationsdaten konnten wir zeigen, dass die analytisch
vorhergesagte Haldane-Phase tatsa¨chlich ausgedehnten Raum im Phasendiagramm
einnimmt. Schlu¨sseleigenschaften dieser von Symmetrie beschu¨tzten topologischen
Ordnung beinhalten eine Verdopplung der Niveaus im Verschra¨nkungsspektrum und
die Pra¨senz von Randspins, welche beide in unseren Simulationen gefunden wurden.

Abstract
This thesis treats the classical simulation of strongly-interacting many-body quantum-
mechanical systems in more than one dimension using matrix product states and the
more general tensor product states. Contrary to classical systems, quantum many-
body systems possess an exponentially larger number of degrees of freedom, thereby
significantly complicating their numerical treatment on a classical computer.
For this thesis two different representations of quantum many-body states were
employed. The first, the so-called matrix product states (MPS) form the basis for
the extremely successful density matrix renormalization group (DMRG) algorithm.
While originally conceived for one-dimensional systems, MPS are in principle capable
of describing arbitrary quantum many-body states. Using concepts from quantum
information theory it is possible to show that MPS provide a representation of one-
dimensional quantum systems that scales polynomially in the number of particles,
therefore allowing an efficient simulation of one-dimensional systems on a classical
computer. One of the key results of this thesis is that MPS representations are indeed
efficient enough to describe even large systems in two dimensions, thereby enabling
the simulation of such systems using DMRG.
As a demonstration of the power of the DMRG algorithm, it is applied to the
Heisenberg antiferromagnet with spin S = 1/2 on the kagome lattice. This model’s
ground state has long been under debate, with proposals ranging from static spin
configurations to so-called quantum spin liquids, states where quantum fluctuations
destroy conventional order and give rise to exotic quantum orders. Using a fully
SU(2)-symmetric implementation allowed us to handle the exponential growth of
entanglement and to perform a large-scale study of this system, finding the ground
state for cylinders of up to 700 sites. Despite employing a one-dimensional algorithm
for a two-dimensional system, we were able to compute the spin gap (i.e. the energy
gap to the first spinful excitation) and study the ground state properties, such as the
decay of correlation functions, the static spin structure factors, and the structure and
distribution of the nearest-neighbor spin-spin correlations. Additionally, by applying
a new tool from quantum information theory, the topological entanglement entropy,
we could also with high confidence demonstrate the ground state of this model to be
the elusive gapped Z2 quantum spin liquid with topological order.
To complement this study, we also considered the extension of MPS to higher di-
mensions, known as tensor product states (TPS). We implemented an optimization
algorithm exploiting symmetries for this class of states and applied it to the bilinear-
biquadratic-bicubic Heisenberg model with spin S = 3/2 on the z = 3 Bethe lattice.
By carefully analyzing the simulation data we were able to determine the presence of
both conventional and symmetry-protected topological order in this model, thereby
demonstrating the analytically predicted existence of the Haldane phase in higher
dimensions within an extended region of the phase diagram. Key properties of this
symmetry-protected topological order include a doubling of the levels in the entan-
glement spectrum and the presence of edge spins, both of which were confirmed in
our simulations. This finding simultaneously validated the applicability of the novel
TPS algorithms to the search for exotic order.

Publications
The following parts of this thesis have been published elsewhere:
1. The chapter on the spin liquid ground state of the antiferromagnetic Heisenberg
model on kagome cylinders (Chap. 3) has been published in PRL:
Nature of the Spin Liquid Ground State of the S = 1/2 Kagome Heisenberg
Model
S. Depenbrock, I. McCulloch, and U. Schollwo¨ck
Phys. Rev. Lett. 109, 067201 (2012)
2. The chapter on the phase diagram of the bilinear-biquadratic-bicubic Heisen-
berg model on the z = 3 Bethe lattice (Chap. 4) has been submitted to PRB
for publication and is available online at the arXiv:
Phase diagram of the Isotropic Spin-3/2 Model on the z = 3 Bethe Lattice
S. Depenbrock and F. Pollmann
arXiv:1303.1110
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1 Introduction
Some of the most elemental and ubiquitous features of physics are phases and the
transitions between them. For a long time it was thought that Landau’s theory
of symmetry breaking, together with the Fermi-liquid theory of metals composed a
framework in which all states of matter could be described using e.g. renormalization
group techniques [1]. Examples of this include superconductivity [2], Bose-Einstein
condensation [3], and superfluidity [4].
This picture was shattered when the fractional quantum Hall effect and high-
temperature superconductivity [5] were discovered. Fractional quantum Hall (FQH)
states for example exhibit non-Fermi liquid behavior, while simultaneously different
fractional quantum Hall states break the same symmetries, thereby falling out of both
Fermi liquid theory and the Landau-Ginzburg paradigm of symmetry breaking.
By the study of so-called chiral spin liquids in high-temperature superconductors it
was realized that there exists a large class of phases beyond the paradigm of symmetry
breaking, most of which are magnetically disordered insulators [6–11]. These new
phases beyond Landau theory can be described by the concept of quantum order [12],
the most prominent example of which is known as topological order [13, 14]. Instead
of being characterized by a broken symmetry, these phases are rather described by
an underlying structure in virtual gauge fields that distinguishes them from other,
topologically trivial phases.
The defining property of these new types of order is entanglement [12, 15–17].
Whereas conventional order is usually carried by short-range entanglement and long-
range correlations, this picture reverses itself for quantum orders which are carried
by short-range correlations and long-range entanglement [12, 18–20]. Somewhere in-
between these concepts lies a hybrid class of order known as symmetry-protected
topological order, which exhibits both short-range entanglement and short-range cor-
relations, while still being topologically ordered and thereby outside the reach of
Landau theory.
Some of these new orders were initially studied due to their link to high-temperature
superconductivity [8, 21–26], but physicists soon realized these states to be interesting
in their own right as they display bewildering new physics such as fractionalized
excitations [6, 9, 27] (e.g. magnetic monopoles) or non-trivial ground state degeneracy
[11, 28]. Aside from a possible explanation of high-Tc, some of these new states (i.e.
topological states) also offer a different route to quantum computing. It has been
proposed [29, 30] to employ their topologically protected degenerate ground states
to store information in the form of topological qubits. These can then be used for
topological quantum computing which is expected to be fault-tolerant due to the
topological protection of the ground state, further increasing the interest in these
phases.
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The key aspect of these new and exotic states of matter is that they are not cre-
ated by external symmetries such as lattice symmetries, but instead many of these
fascinating phases come about as a result of strong correlations that are frustrated
due to geometry or competing interactions. The collaborative effects of strong inter-
actions then create phase-coherent correlations which give rise to new exotic physics
in insulating systems.
This leads us to one of the most exciting problems of condensed matter theory:
while metals are well-understood, the theory of magnetically disordered insulators
is much more complicated and less-understood. The complications in understanding
insulating phases of matter are related to the sheer number of different parameter sets
realizing these phases. Well-known examples of insulating phases include the Mott
insulator, where charge carriers are localized due to electron-electron interactions, and
topological insulators that only carry current on their surface due to a symmetry-
protected gapped bulk. These two examples already exemplify the sheer abundance
of different concepts and mechanisms underlying insulated phases. One of the most
fruitful fields in this context is the field of strongly correlated frustrated magnetism,
where competing interactions and/or geometric frustration cause Hamiltonian terms
to be incompletely fulfilled, i.e. to be frustrated. These frustration-induced quantum
fluctuations then lead to new states of matter and strong entanglement.
Although these strong correlations and interactions enable fascinating new phe-
nomena, they also pose the biggest hindrance in trying to understand the underlying
theory. Whereas many conventional phases can be understood in a framework of
almost free (or weakly correlated) particles the same approach often fails for strongly
interacting systems, where contributions from many energy and length scales have
to be taken into account. Examples of these are e.g. strongly correlated transition
metal oxides (e.g. NiO) which form Mott insulators or high-temperature supercon-
ductors, where weakly correlated approximations such as Hartree-Fock or density
functional theory with the local density approximation routinely fail. Since many of
these phenomena are related to the inherently quantum property of entanglement,
semi-classical techniques that do not account for this property also often break down
at absolute zero, thus failing to determine the correct ground state. Analytical meth-
ods on the other hand usually have to make gross approximations, causing them to
miss the essential physics of quantum orders thereby yielding misleading answers.
On the experimental front, the study of cold atom gases has given experimentalists
a number of new methods to analyze this behavior [31], as it is possible to directly
simulate theoretical models in these systems. In optical lattices, many theoretical
models (e.g. the 2D-Hubbard model [32]) can be experimentally realized [33] and ob-
served for signs of high-temperature superconductivity or topological order. However,
in order to identify the interesting parameter ranges for these experiments, a better
understanding of the models thought to describe the physical systems is desirable.
In some other cases there are condensed matter compounds which can be studied
using e.g. neutron scattering [34–36] or angle-resolved photoemission spectroscopy
(ARPES) [37–39]. Although these experimental techniques allow some insight in
the bulk behavior of a sample, they still face the challenge of correctly interpreting
the data, based on an approximative model. The determination of the parameters
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of these models is again subject to the same problems an exact theory faces. New
approaches and techniques are therefore necessary.
Complementing analytical and experimental investigations are numerical tech-
niques, which aim to determine a system’s ground state properties numerically. But
computational physics struggles with parametrizing the exponentially large size of
the Hilbert space in quantum many-body problems on a classical computer. Despite
the existence of a multitude of well-established numerical techniques, such as exact
diagonalization [40], quantum Monte Carlo calculations [41, 42], series expansion [43],
or linked-cluster expansion [44], to name just some, a large class of two-dimensional
many-particle systems involving frustrated spins or fermions remains essentially un-
solved. It is therefore of strong interest for numerical physicists to develop techniques
that can efficiently parametrize the relevant aspects of the problem and compute an
approximate solution.
Such a method is the density matrix renormalization group (DMRG) that was in-
troduced by S.R. White in 1992 [45], which relies on a highly efficient parametrization
of a one-dimensional system’s Hilbert space known as matrix product states (MPS)
[46–48] to calculate the ground state [49, 50]. In recent years there have been exten-
sions of the class of ansatz states underlying DMRG to higher dimensions, known as
tensor product or tensor network states [51–83].
In this thesis we will showcase the application of two of these algorithms to problems
in more than one dimension. First we apply DMRG to a very hard two-dimensional
system, the Heisenberg antiferromagnet on the kagome lattice. The ground state of
this model has been investigated for more than two decades and we can show it to
be topologically ordered using MPS techniques. In a second application we used one
of the extensions of DMRG to higher dimensions, namely tensor product states for
tree tensor networks, to study a strongly correlated spin model on the z = 3 Bethe
lattice. Within this model’s phase diagram we found both conventionally ordered
phases and a symmetry-protected topological phase.
This thesis is organized as follows: In the first part (Chap. 2), we introduce the
numerical tools we used to simulate strongly correlated many-body systems. This
also includes a discussion on how simulations in the space of MPS can be performed
that make use of shared-memory and real-space parallelization while exploiting sym-
metries. Chapter 3 is then devoted to the kagome lattice Heisenberg antiferromagnet,
introducing topological order and giving an overview of current results in the process.
That study is followed by Chapter 4, where the simulations on the Bethe lattice and
symmetry-protected topological order are discussed. This thesis is then wrapped up
by Chapter 5, which summarizes the key aspects.
3

2 Methods
Note that parts of this chapter were adapted from
S. Depenbrock and F. Pollmann, arXiv:1303.1110
In this rather technical chapter we offer a concise introduction to matrix product
states (MPS), tensor product states (TPS), and some of the algorithms operating on
these ansatz states with special attention given to the density matrix renormaliza-
tion group (DMRG) [45]. We will also describe some recent developments such as
parallelization and fermionic tensor networks. We will not cover the classical repre-
sentation of DMRG in terms of blocks or try to be exhaustive on DMRG since there
is a host of literature available on these topics, e.g. Schollwo¨ck’s reviews of DMRG
[49, 50].
After a short review of the construction of MPS and their elemental properties
and manipulations we proceed to introduce TPS, followed by a compact discussion
of symmetries and fermionic tensor networks. With these tools we go on to describe
Matrix Product Operators (MPOs), one of the basic building blocks of state of the
art implementations of DMRG. We then present some of the numerous optimization
procedures for these states before expanding on recent progress in the field with a
focus on the real-space parallelization of DMRG.
2.1 Introduction
Quantum many-body systems consist of a large number of degrees of freedom, as the
dimension of the Hilbert space H grows exponentially with the number of particles
contained within. Consider e.g. a simple spin-1/2 spin chain of length L. The full
Hilbert space H is then given by the tensor product of the single-particle Hilbert
spaces:
H =
L⊗
i=1
H0 (2.1)
where H0 denotes the single-particle Hilbert space. The dimension of the Hilbert
space therefore scales exponentially with the number of particles,
dimH = (dimH0)L = 2L (2.2)
for spin-1/2 particles. Finding the ground state in such a huge space rigorously is
exponentially hard, but for one-dimensional quantum lattice models there exists a
method, the DMRG, that manages to efficiently find the ground state even of large
systems. DMRG was originally introduced by Steve White [45] as a modification of
the numerical renormalization group and relies on a highly efficient parametrization
5
2 Methods
of the Hilbert space known as matrix product states [46, 47, 84]. In fact, this repre-
sentation allows the calculation of almost arbitrary expressions with only modestly
scaling numerical resources.
The excellent performance of DMRG has been shown to be closely linked to the
scaling of entanglement in one-dimensional gapped systems [15–17, 85–87]. For these
systems, the scaling of entanglement obeys an area law, i.e. it does not grow with the
system size in 1D [88]. But this reasoning only applies to ground states and does not
hold for excited states or even critical systems where there are logarithmic corrections
to the area law [89]. Indeed the growth of entanglement is the limiting factor for the
application of DMRG to other problems.
Still, DMRG has been overwhelmingly successful, with extensions to the simulation
of time-dependent problems [90, 91] and dynamical quantities being introduced in the
last years [92]. It can even be employed to perform calculations at finite temperatures,
for quantum chemistry, or to some extent in two dimensions [93–102]. In the following
we will introduce DMRG’s basis states, the matrix product states, followed by their
extension to infinite systems and two dimensions. Afterwards we will introduce matrix
product operators and finally describe the DMRG optimization scheme for these
ansatz states.
2.2 Matrix Product States
2.2.1 Schmidt decomposition
The Schmidt decomposition [103, 104] forms the basis for the class of states known
as matrix product states, making it one of the most important tools in the field of
matrix product algorithms. Among its many applications is the construction of ma-
trix product states (MPS) and the characterization of multipartite quantum systems.
Here we will give a short outline of this decomposition’s theoretical background and
usage, roughly following Ref. [105].
Consider a quantum system that is in one of N states |ψi〉, with respective proba-
bilities pi, where i ∈ {1, . . . , N}. Then the set of pairs {pi|ψi} is called an ensemble
of pure states and the system’s density matrix is defined by the equation
ρ :=
N∑
i=1
pi|ψi〉〈ψi|. (2.3)
The density matrix is a positive operator and always satisfies Tr (ρ) = 1. If a quantum
system is in a state |ψ〉 with probability 1, its state is exactly known and it is said to
be in a pure state where its density matrix is given by ρ = |ψ〉〈ψ|. Otherwise, if the
system described by ρ is in a mixture of the different pure states in the ensemble for
ρ, it is called a mixed state. For a pure state Tr (ρ2) = 1 holds, whereas for a mixed
state Tr (ρ2) < 1 holds.
Since any unitary transformation of the density operator’s basis generates a new
density matrix, there is no unique density operator. Two different sets |ψ˜i〉 and
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|Φ˜j〉 generate the same density matrix if and only if |ψ˜i〉 =
∑
j uij|Φ˜j〉, where uij is a
unitary matrix of complex numbers and we append additional vectors with probability
0 to whichever set of vectors |ψ˜i〉 and |Φ˜j〉 is smaller so that the two sets have the
same number of elements.
Nevertheless the system can be completely characterized by its density matrix,
as all the system’s properties can be determined from ρ. This can be shown by
rewriting the postulates of quantum mechanics in the terminology of the density
operator. Therefore an equivalent description of the system is given by ρ instead of
the wave function ψ.
For the algorithms described in this thesis, one of the most important applications
of the density matrix is as a descriptive tool for subsystems of a composite quantum
system, which is provided by the so-called reduced density matrix. The state space
of a composite physical system is given by the tensor product of the state spaces of
the component physical systems, i.e. it is given by the tensor product of the Hilbert
spaces of the constituent systems: H = H1 ⊗H2 ⊗ . . .⊗HN . Suppose now, that we
have two physical systems A and B, whose state is given by the density matrix ρ[AB].
The reduced density matrix for subsystem A is then defined as ρ[A] = TrB
(
ρ[AB]
)
,
where TrB is a map of operators known as the partial trace over subsystem B. The
partial trace is defined by
TrB((|a1〉〈a2| ⊗ |b1〉〈b2|) = |a1〉〈a2|Tr (|b1〉〈b2|) , (2.4)
with a1, a2 in the state space of A and b1, b2 in the state space of subsystem B. The
trace operation appearing on the right side is the usual trace operation for subsystem
B, i.e. Tr (|b1〉〈b2|) = 〈b2|b1〉. By additionally requiring the partial trace to be linear
in its input, the partial trace is uniquely defined.
With these building blocks at hand we have the necessary ingredients to introduce
the Schmidt Decomposition [105] which is an indispensable tool for the description
of quantum systems. Suppose |ψ[AB]〉 describes a pure state of the composite system
AB, then there exist orthonormal states |Φ[A]〉 for subsystem A and orthonormal
states |Φ[B]〉 for subsystem B such that
|ψ[AB]〉 =
κ∑
i=1
Λi|Φ[A]i 〉|Φ[B]i 〉, (2.5)
where the Λi are non-negative real numbers satisfying
∑
i Λ
2
i = 1 known as Schmidt
coefficients. Mathematically the Schmidt Decomposition is equivalent to a Singu-
lar Value Decomposition (SVD), enabling us to efficiently compute this decomposi-
tion numerically. The two bases |Φ[A]i 〉 and |Φ[B]i 〉 for the sub-systems are called the
Schmidt bases for A and B respectively, and the number of non-zero values Λi is
called the Schmidt number or Schmidt rank for |ψ[AB]〉. The Schmidt number is an
interesting property of a composite quantum system, as it can be used to quantify
the amount of entanglement between the sub-systems A and B [106]. As a direct
consequence of the Schmidt decomposition it follows that the state |ψ[AB]〉 of a com-
posite system AB is a product state if and only if it has a Schmidt rank of 1. The
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converse also holds true, i.e. |ψ[AB]〉 is a product state if and only if ρ[A] and ρ[B] are
pure states.
A common measure for the entanglement of two subsystems is the von-Neumann
entropy which can be computed from the Schmidt coefficients. It is given by
S = −
κ∑
i=1
αi log2 αi, (2.6)
where the αi are given by the Schmidt decomposition: αi = Λ
2
i , where the Λi are the
Schmidt coefficients of the Schmidt decomposition according to this bipartition. The
entropy is therefore confined to the interval
0 ≤ S ≤ −
κ∑
i=1
1
κ
log2
1
κ
= log2 κ, (2.7)
i.e. the maximum entropy increases with the Schmidt rank κ. To put it in other
words, the entanglement between the two sub-systems is upper-bounded by the
Schmidt rank κ.
Let now |ψ[AB]〉 be a pure state of a composite system AB. Then, by calcu-
lating the Schmidt decomposition, we obtain ρ[A] =
∑
i Λ
2
i |Φ[A]i 〉〈Φ[A]i | and ρ[B] =∑
i Λ
2
i |Φ[B]i 〉〈Φ[B]i |, therefore the eigenvalues of ρ[A] and ρ[B] are identical, namely Λ2i
for both density matrices.
2.2.2 Construction of MPS
The description of quantum many-body systems is extremely hard in general, as the
state space accessible to the system grows exponentially with the size of the system.
This growth of the underlying Hilbert space allows for highly entangled states which
are intractable classically. This problem can be circumvented by considering the
distribution of the states in Hilbert space. Since these states often arise from local
interactions and local correlations, a description of the states that has this locality
built in may be a good solution. Such a representation is given by matrix product
states (MPS) [48, 49, 84, 107, 108]. Here we will introduce the construction of MPS
and discuss some of their properties that are relevant to this thesis.
Let us consider a state |ψ〉 ∈ (Hd)⊗N of N sites defined on an one-dimensional
chain, where each site is described by a d-dimensional Hilbert space Hd. The state
|ψ〉 can then be expanded in the local basis of the sites:
|ψ〉 =
d∑
i1=1
· · ·
d∑
iN=1
ci1...iN |i1〉 ⊗ . . .⊗ |iN〉. (2.8)
The Schmidt decomposition (SD) of |ψ〉 according to some bipartition A : B then
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Figure 2.1: Diagrammatic representation of the tensors Γ (left) and Λ (middle) with
physical index i and two virtual indices α and β and β and γ respec-
tively. Tensors are represented by circles and their indices by legs. A leg
connecting two circles corresponds to a bond index shared by two tensors
that is summed over. An open leg corresponds to an uncontracted index.
(a) MPS consisting of tensors Γ[i] and Λ[i]
as defined in equation (2.16).
(b) MPS consisting of tensors A[i] as de-
fined in equation (2.18).
Figure 2.2: The state |ψ〉 represented in terms of different tensors for open boundary
conditions.
reads
|ψ〉 =
κ∑
α=1
Λα|Φ[A]α 〉 ⊗ |Φ[B]α 〉, (2.9)
where |Φ[A]α 〉 (|Φ[B]α 〉) are the eigenvectors of the reduced density matrix ρ[A] (ρ[B])
respectively with eigenvalues |Λα|2 > 0 and κ is again the Schmidt rank of the
decomposition. By computing a succession of Schmidt decompositions for this state,
we can then obtain a more local description of the system. Assuming the Schmidt
rank for each decomposition is χ, the coefficients for this representation are given by
ci1...iN =
χ∑
α0,...,αN=1
Λα0Γ
[1]i1
α0α1
Λ[1]α1Γ
[2]i2
α1α2
Λ[2]α2Γ
[3]i3
α2α3
Λ[3]α3 . . .Γ
[N ]iN
αN−1αNΛαN . (2.10)
This representation employs N three-index tensors {Γ[1] . . .Γ[N ]} and N + 1 diagonal
matrices {Λ[0] . . .Λ[N ]}, whose indices il and αl take values in {1, . . . , d} and {1, . . . , χ}
respectively [109]. The diagonal tensors Λ0 and ΛN in this representation are scalars
which are introduced for reasons which will become apparent later on. There is a very
efficient diagrammatic representation of these decompositions which is introduced in
Fig. 2.1.
To obtain this representation, N − 1 Schmidt decompositions have to be concate-
nated. More explicitly, first the SD according to the bipartition of the system into
9
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(a) MPS consisting of tensors Γ[i] and Λ[i]. (b) MPS consisting of tensors A[i], as
given in equation (2.19).
Figure 2.3: Diagrammatic representation of the state |ψ〉 in terms of different tensors
for periodic boundary conditions.
site 1 and the N − 1 remaining sites is calculated:
|ψ〉 =
χ∑
α1=1
Λ[1]α1|Φ[1]α1〉 ⊗ |Φ[2...N ]α1 〉. (2.11)
We then expand the first Schmidt vector |Φ[1]α1〉 in terms of the local basis vectors |i1〉
of the first site:
|Φ[1]α1〉 =
d∑
i1=1
Γ[1]i1α1 |i1〉. (2.12)
Following this, the next Schmidt vector is expanded in the second site’s local basis:
|Φ[2...N ]α1 〉 =
d∑
i2=1
|i2〉 ⊗ |τ [3...N ]α1i2 〉. (2.13)
With a succession of further Schmidt decompositions of |ψ〉, we can then recursively
express every newly constructed vector |τ [3...N ]α1i2 〉 in terms of at most χ Schmidt vectors
{|Φ[3...N ]α2 〉}χα2=1 and the corresponding Schmidt coefficients Λ[2]α2 :
|τ [3...N ]α1i2 〉 =
χ∑
α2=1
Γ[2]i2α1α2Λ
[2]
α2
|Φ[3...N ]α2 〉. (2.14)
In the last step Eq. (2.14) is substituted in Eq. (2.13) and the result is introduced
into Eq. (2.12) to obtain
|ψ〉 =
d∑
i1,i2=1
χ∑
α1,α2=1
Γ[1]i1α1 Λ
[1]
α1
Γ[2]i2α1α2Λ
[2]
α2
|i1〉 ⊗ |i2〉 ⊗ |Φ[3...N ]α2 〉. (2.15)
By iterating this procedure for the remaining Schmidt vectors we can now express
the state |ψ〉 as in Eq. (2.10), representing the state |ψ〉 in terms of the tensors Γ[l]
and the diagonal matrices Λ[l]. A particularly useful feature of the description of |ψ〉
in terms of the tensors Γ and Λ is that it readily gives the SD of |ψ〉 according to the
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bipartition [1 . . . l] : [(l + 1) . . . N ].
In the context of DMRG a slightly different notation is usually employed to describe
MPS and will be used for this purpose throughout this thesis [50, 107]. In this
representation the Λ-matrices are multiplied with the adjoining Γ-tensors, leading
to a more compact representation consisting only of general linear maps A
[l]il
αl−1αl =
Λ
[l−1]
αl−1Γ
[l]il
αl−1αl to describe site l:
|ψ〉 =
d∑
i1...iN
∑
{α}
Λ[0]α0Γ
[1]i1
α0α1
Λ[1]α1Γ
[2]i2
α1α2
Λ[2]α2 . . .Γ
[N ]iN
αN−1αNΛ
[N ]
αN
|i1〉 ⊗ · · · ⊗ |iN〉 (2.16)
=
d∑
i1...iN
∑
{α}
A[1]i1α0α1A
[2]i2
α1α2
. . . A[N ]iNαN−1αN |i1〉 ⊗ · · · ⊗ |iN〉 (2.17)
=
d∑
i1...iN
Tr
(
A[1]i1A[2]i2 . . . A[N ]iN
) |i1〉 ⊗ · · · ⊗ |iN〉 (2.18)
where the dummy matrix Λ[N ] = 1 was multiplied with the last site tensor. This
expression describes a wave function |ψ〉 with open boundary conditions. A diagram-
matic representation of this state is depicted in Figure 2.2. For periodic boundary
conditions the construction procedure results in a representation analytically given
by
|ψ〉 =
d∑
i1...iN
χ∑
α1,...,αN
A[1]i1α1α2A
[2]i2
α2α3
. . . A[N ]iNαNα1 |i1〉 ⊗ · · · ⊗ |iN〉 (2.19)
=
d∑
i1...iN
Tr
(
A[1]i1A[2]i2 . . . A[N ]iN
) |i1〉 ⊗ · · · ⊗ |iN〉, (2.20)
and diagrammatically shown in Figure 2.3.
We can therefore express every state as a MPS by writing A[l]il for the Dl ×Dl+1
matrix with elements A
[l]il
αβ belonging to site l [110]. Note that in general ψ is neither
normalized nor is its MPS representation unique. This representation is most efficient
and natural for one-dimensional systems though, where the entanglement scales in a
way that is favorable for MPS.
As determined by the Schmidt decomposition, the amount of entanglement that can
be carried by a MPS is limited by its bond dimension. For gapped one-dimensional
systems the entanglement has been shown to scale as the surface area of the bi-
partition, i.e. S ∝ Ld−1 where L denotes the linear dimension of the surface area
and d is the dimensionality of the system. Then it follows that the entropy for a
one-dimensional system saturates, i.e. S ∝ L0 = const. In one dimension MPS are
therefore able to capture all the entanglement present in the system, as long as the
bond dimension can be increased sufficiently.
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(a) Left-canonical MPS (b) Right-canonical MPS
Figure 2.4: Diagrammatic representation of the canonical forms of MPS: Here the
contraction of a MPS with its hermitian conjugate results in the iden-
tity, allowing us to avoid the actual calculation it the canonical form is
maintained.
2.2.3 Canonical forms of MPS
As noted above, the representation of a given state ψ in terms of MPS is not
unique. This is immediately obvious by realizing that we can at any point in
the MPS insert a product of a matrix and its inverse without changing the state:
A[i]A[i+1] = (A[i]X)(X−1A[i+1]). By defining a canonical form, this freedom in the
representation can be eliminated [86, 107], effectively fixing the gauge degree of free-
dom for this MPS.
Consider a state ψ with open boundary conditions in its MPS representation
|ψ〉 =
d∑
i1,...,iN=1
Tr
(
A[1]i1A[2]i2 . . . A[N−1]iN−1A[N ]iN
) |i1 . . . iN〉, (2.21)
where the A[m]im are Dm ×Dm+1 matrices with D1 = DN = 1. If D = maxmDm the
state is said to have the bond dimension D. The bond dimension D is usually known
as m in DMRG literature and χ in the context of tensor product algorithms. It can
be shown [109] that any state ψ ∈ (Cd)⊗N has a MPS representation of the form of
equation (2.21) with bond dimension D ≤ dbN/2c that satisfies
1.
∑
iA
[m]i(A[m]i)† = 1Dm ∀ 1 ≤ m ≤ N ,
2.
∑
i(A
[m]i)†Λ[m−1]A[m]i = Λ[m] ∀ 1 ≤ m ≤ N ,
3. Λ[0] = Λ[N ] = 1 and each Λ[m] is a Dm+1 × Dm+1 diagonal matrix which is
positive, has full rank and fulfills the condition TrΛ[m] = 1. This, of course, is
only true if there is no truncation involved in the Schmidt decomposition.
These conditions follow immediately from the construction of a MPS by the con-
catenation of singular value decompositions (SVDs). A matrix product state that
satisfies these conditions is said to be in its canonical form. In practice it is sufficient
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to ensure the first condition for MPS with open boundary conditions, the remaining
conditions then follow by construction.
But even the canonical form is only unique up to permutations and degeneracies
in the Schmidt decomposition as follows from construction. In this representation,
the matrix Λ[m] is the diagonal matrix of non-zero eigenvalues of the reduced density
operator ρm = Trm+1,...,N |ψ〉〈ψ|.
A state given in its MPS representation can always be transformed to its canonical
form using successive SVDs following the prescription for the original construction of
the MPS. Suppose a state with open boundary conditions is given by
|ψ〉 =
d∑
i1,...,iN=1
Tr
(
B[1]i1B[2]i2 . . . B[N−1]iN−1B[N ]iN
) |i1 . . . iN〉. (2.22)
Then, there must exist matrices Y j and Zj with Y jZj = 1 such that, if we define
A[1]i = B[1]iZ1
A[m]i = Y m−1B[m]iZm
A[N ]i = Y N−1B[N ]i
for 1 < m < N , the canonical form of |ψ〉 is given by
|ψ〉 =
d∑
i1,...,iN=1
Tr
(
A[1]i1A[2]i2 . . . A[N−1]iN−1A[N ]iN
) |i1 . . . iN〉. (2.23)
In general one distinguishes between two distinct variants of the canonical form.
By iterating the construction prescription for a canonical MPS as above, from left to
right, we arrive at a left-canonical, i.e. left-orthonormalized MPS description of our
state. The same procedure can instead be iterated starting from the right end of the
wave function, thereby yielding a right-canonical state. Here, we follow Ref. [50]
in denoting right-orthonormal matrices as B and left-orthonormal matrices as A. In
this notation the orthonormality conditions can simply be written as∑
σ
Aσ†Aσ = 1 for left-canonical, and as (2.24)∑
σ
BσBσ† = 1 for right-canonical matrices. (2.25)
These conditions become particularly obvious when considering a MPS in the Γ-Λ-
notation, where A = ΛΓ and B = ΓΛ.
2.2.4 Mixed canonical form
While in theory a left- or right-canonical form is very useful, in practice a mixing of
the two forms has many advantages. Most operations on MPS are performed as local
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Figure 2.5: Diagrammatic representation of the mixed canonical form of a MPS. Key
to this representation is the presence of a orthonormalization center Ψ. To
the left of Ψ, all sites are left-orthonormal, to the right all sites are right-
orthonormal, enabling the efficient evaluation of expressions centered on
this site.
updates, therefore having access to a well-defined local basis is highly desirable. To
that end, we write the wave function in the so-called mixed canonical form, which
provides us with that well-defined basis (see Fig. 2.5). The mixed canonical form is
obtained by singling out a single site k as the center site and writing the state |ψ〉 as
|ψ〉 =
∑
σ
Λ[0]Γ[1]σ1 . . .Γ[k−1]σk−1Λ[k−1]Γ[k]σkΛ[k]Γ[k+1]σk+1 . . .Γ[N ]σNΛ[N ]|σ〉
=
∑
σ
A[1]σ1 . . . A[k−1]σk−1Λ[k−1]Γ[k]σkΛ[k]B[k+1]σk+1 . . . B[N ]σN |σ〉
=
∑
ak−1,σk,ak+1
Ψ[k]σkak−1ak+1|ak−1〉 ⊗ |σk〉 ⊗ |ak+1〉,
where the center site’s tensor is written as Ψ
[k]σk
ak−1ak+1 . Here we can expand the left or
right basis and write it as
|lk〉 = |ak−1〉 ⊗ |σk〉 or
|rk〉 = |σk〉 ⊗ |ak+1〉.
This way we obtain a local description of state |ψ〉 in terms of a single dχ × χ-
dimension center matrix Ψ. Note that this representation is closely related to the
traditional DMRG representation. By including two Γ-matrices instead of one in the
center matrix one arrives at the two-site center matrix used in traditional DMRG.
In this form it is also obvious that the A- (B-) matrices serve to transform the
tensor product of the truncated left (right) basis with the local basis into the new
truncated left (right) basis. One of the main advantages of this mixed canonical form
is that the evaluation of a single-site operator Oˆ[k] reduces to calculations involving
only the operator and the center matrix, i.e. 〈ψ|Oˆ[k]|ψ〉 = ∑Ψ[k]†O[k]Ψ[k] as can be
seen in Fig. 2.6.
Furthermore, if the state is given in the center matrix description for site k, it is
now straightforward to switch the representation to site k±1 with the corresponding
new basis sets |lk±1〉, |σk±1〉, and |rk±1〉. All we have to do is perform one single
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Figure 2.6: Diagrammatic representation of the evaluation of an observable in the
mixed canonical form of a MPS. Since all tensors to the left (right) of
the center matrix are left- (right-) orthonormal, the evaluation of a single
site operator only requires the contraction over the center site and its
conjugate.
Figure 2.7: Diagrammatic representation of shifting the center matrix to the right in
the mixed canonical form. We first contract it with its right neighbor
and then perform a SVD, yielding a new left-orthonormal site A. By
multiplying the remaining parts of the SVD, i.e. S · V †, to the right we
obtain a new center matrix Ψ = S · V † ·B.
canonization step. Suppose for example we want to move from site k to site k + 1,
then we simply compute the SVD of the center matrix Ψ[k] = USV † and multiply
SV † with B[k+1] and write U as A[k]σk , arriving at the mixed canonical form with
Ψ[k+1] = SV †B[k+1] (see also Fig. 2.7).
2.2.5 Construction of iMPS
The elimination of finite-size effects in the simulation of quantum mechanical systems
often requires a tedious finite-size scaling. From the early days of DMRG the infinite-
size algorithm (iDMRG) was known and used to grow a system to the intended size
for later optimization with finite-size DMRG. Recently the iTEBD [111] algorithm
was proposed, which makes use of a system’s translational invariance to reduce the
number of tensors necessary to store the state. This in turn allows a highly efficient
representation of the quantum state consisting only of the system’s unit cell. This
special case of a matrix product representation is now known as an infinite matrix
product state (iMPS) and also lies at the heart of the reformulated iDMRG [45, 112]
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algorithm used for variational ground state calculations in the thermodynamic limit
[113, 114]. Here, we will briefly review how those states are constructed and used.
Consider a one-dimensional quantum many-body state defined on an infinite lattice,
where each site r, r ∈ Z is described by a Hilbert space H[r] ∼= Cd of finite dimension
d. Let the vector |ψ〉 ∈⊗r∈ZH[r] ∼= ⊗r∈Z Cd denote a pure state of the lattice that
is invariant under translations by n sites. For the purpose of introducing the iMPS
formalism we will restrict this to the simplest case of n = 1, but the extension to
arbitrary n is straightforward.
Splitting the chain, we denote the resulting semi-infinite sublattices made of sites
{−∞, · · · , r} and {r + 1, · · · ,∞} with [Cr] and [r + 1B], respectively. Using the
Schmidt decomposition
|ψ〉 =
χ∑
α=1
Λ[r]α |Φ[Cr]α 〉 ⊗ |Φ[r+1B]α 〉, (2.26)
(according to this bipartition, where we assume the Schmidt rank χ to be finite), we
can calculate the spectral decomposition of the reduced density matrices for the left
and right semi-infinite sublattices:
ρ[Cr] =
χ∑
α=1
(Λ[r]α )
2|Φ[Cr]α 〉〈Φ[Cr]α | (2.27)
ρ[r+1B] =
χ∑
α=1
(Λ[r]α )
2|Φ[r+1B]α 〉〈Φ[r+1B]α |. (2.28)
As in the finite case, we now use a three-index tensor Γ
[r]i
αβ to expand the Schmidt
bases |Φ[r]〉 in terms of the local basis vectors |i[r]〉:
|Φ[Cr+1]α 〉 =
χ∑
β=1
d∑
i=1
Λ
[r]
β Γ
[r+1]i
βα |Φ[Cr]β 〉|i[r+1]〉 (2.29)
|Φ[rB]α 〉 =
χ∑
β=1
d∑
i=1
Γ
[r+1]i
αβ Λ
[r]
β |i[r]〉|Φ[r+1B]β 〉. (2.30)
Using this, we can expand |ψ〉 in the local basis |i[r]〉 for site r and the coefficients Γ:
|ψ〉 =
χ∑
α,β=1
d∑
i=1
Λ[r]α Γ
[r+1]i
αβ Λ
[r+1]
β |Φ[Cr]α 〉|i[r]〉|Φ[r+1B]α 〉. (2.31)
For sites {r, r + 1}, this decomposition reads
|ψ〉 =
χ∑
α,β,γ=1
d∑
i,j=1
Λ[r]α Γ
[r+1]i
αβ Λ
[r+1]
β Γ
[r+2]j
βγ Λ
[r+2]
γ |Φ[Cr]α 〉|i[r]〉|j[r+1]〉|Φ[r+2B]γ 〉. (2.32)
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Figure 2.8: Diagrammatic representation of an iMPS consisting of alternating copies
of the tensors Γ and Λ. Due to the translational invariance, the state |ψ〉
is completely determined by these two tensors.
We can now simplify this representation by assuming the state to be invariant under
shifts, which translates into the conditions Γ[r] = Γ[r+1] and Λ[r] = Λ[r+1].
By iterating this construction we can now write any state |ψ〉 that is translationally
invariant under shifts by n sites as a tensor network of n Γ-tensors and n + 1 Λ-
matrices. We observe, that iMPS are always bounded on both ends by non-trivial
Λ-matrices, whereas MPS with open boundary conditions end in scalar Λ-matrices.
Fig. 2.8 shows a diagrammatic representation of iMPS invariant under shifts by one
site.
2.2.6 Canonical form of iMPS
Evaluating arbitrary observables in the framework of iMPS results in the contraction
of an infinite one-dimensional tensor network consisting of alternating copies of the
tensors Γ and Λ. Since this contraction is in principle intractable exactly, it is useful
to employ tensors that obey some kind of orthonormality condition. In Ref. [115]
such a form is proposed as the canonical form of an iMPS, analogous to the finite-size
variant.
An infinite MPS |ψ〉 described by tensors {Γ,Λ} is said to be in its canonical form,
if the diagonal matrix Λ on each bond is related to the Schmidt spectrum resulting
from the Schmidt decomposition of |ψ〉:
|ψ〉 =
χ∑
α=1
Λ[r]α |Φ[Cr]α 〉 ⊗ |Φ[r+1B]α 〉. (2.33)
Λ therefore contains the decreasingly ordered Schmidt coefficients (i.e. eigenvalues of
the reduced density matrix) and the vectors |Φ〉 form orthonormal sets with
〈Φ[Cr]α |Φ[Cr]α′ 〉 = 〈Φ[r+1B]α |Φ[r+1B]α′ 〉 = δαα′ .
While this condition is mathematically correct, it is not computationally available
since the vectors |Φ〉 describe semi-infinite sublattices. Since we cannot compute the
expression a different way to enforce this condition has to be derived. Assuming |ψ〉
is invariant under shifts by one lattice site, we can write ψ as an iMPS consisting of
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just the two tensors Γ and Λ. Defining matrices R and L as
R(αα′)(ββ′) =
d∑
i=1
(
ΓiαβΛβ
) (
Γiα′β′Λβ′
)∗
, (2.34)
L(αα′)(ββ′) =
d∑
i=1
(
ΛαΓ
i
αβ
) (
Λα′Γ
i
α′β′
)∗
, (2.35)
the canonical form corresponds to the conditions
χ∑
β,β′=1
R(αα′)(ββ′)δββ′ = ηδαα′ (2.36)
χ∑
α,α′=1
δα,α′L(αα′)(ββ′) = ηδβ,β′ , (2.37)
where η ∈ C and the symbols (αα′) and (ββ′) indicate composite indices. In other
words, the identity matrix is a left (right) eigenvector of matrix L (R) with eigenvalue
η ∈ C, where η = 1 if and only if |ψ〉 is normalized.
Forcing the iMPS representation of state |ψ〉 to be in its canonical form, we can
discard all tensors of the iMPS that are not contained within the unit cell when
evaluating operators. In this representation it is therefore sufficient to contract only
the unit cell consisting of Γ and Λ to evaluate an operator Oˆ[r] (see also Figure 2.9(a)):
〈ψ|Oˆ[r]|ψ〉 =
d∑
i,j=1
χ∑
α,β=1
Λ[r−1]α Γ
[r]i
αβΛ
[r]
β Oˆ
[r]
ij
(
Λ[r−1]α Γ
[r]j
αβ Λ
[r]
β
)∗
. (2.38)
Analogously we can compute correlation functions (Fig. 2.9(b)) and other expectation
values. Note that these contraction formulas are only valid if the iMPS is in its
canonical form [115].
Due to the construction, the canonical form of an iMPS is unique only up to a
choice of phases eiφα . Suppose two canonical forms for |ψ〉 are given by the tensors
{Γ,Λ} and {Γ′,Λ′} respectively. Then the relations
(Γ′)iαβ = e
iφαΓiαβe
−iφβ , (2.39)
Λ′ = Λ (2.40)
hold.
2.3 Tensor Product States
Since matrix product states proved to be extremely successful in capturing the essen-
tial physics of one-dimensional systems, there have been many attempts to extend
them to higher-dimensional systems. While the naive extension of DMRG to two-
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(a) Evaluation of an operator Oˆ[r] acting
on a single site of the iMPS.
(b) Calculation of the correlator
〈Oˆ[r]Oˆ[r+2]〉 using an iMPS. Due to the
translational invariance, it is sufficient to
contract only the tensors belonging to
the sites that the operators are acting on,
as well as the tensors belonging to the
sites inbetween.
Figure 2.9: Calculation of observables and correlators for an iMPS constructed from
the two tensors Γ and Λ.
dimensional systems is surprisingly useful (see also Sec. 2.8), it is still severely limited.
The failing of DMRG in 2D can be attributed to the area law of entanglement, which
MPS can not fulfill [77]. Therefore a generalized MPS ansatz that is able to cap-
ture the entanglement growth in higher dimensions is desirable. One such ansatz
are tensor network states [116], which can be broadly classified into two ansa¨tze:
On the one hand there are those like the multi-scale entanglement renormalization
ansatz (MERA) [52, 53, 58, 62, 63, 72, 117–119] that attempt to model the entan-
glement structure and on the other hand there are those like the projected entangled
pair-states (PEPS) [75, 78, 79, 107, 120–123] that endeavor to model the real-space
structure of the lattice systems under consideration. Note that in one dimension
MERA is still bound by the area law since it can be mapped directly to a PEPS
[124]. In this thesis we will focus on the latter kind, as it is more closely related to
the idea behind DMRG.
First we will introduce the notion of tree tensor networks, which are a straight-
forward generalization of MPS to tree networks. We then proceed to explain the
construction of PEPS, followed by a short introduction to the ideas behind fermionic
tensor product states.
2.3.1 Tree tensor networks
One of the most useful properties of matrix product states is the fact that one can
always transform the wave function’s basis into a well-defined orthonormal basis,
allowing well-defined truncations in the Schmidt decomposition and stable optimiza-
tion. The logical extension of states with this property is given by so-called tree tensor
networks (TTN), i.e. states that are defined on a tree geometry. The construction of
these states is based on the bipartite nature of trees, allowing them to be split into
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(a) Tree tensor network, where each
branch can have up to two leaves.
(b) Projected entangled-pair states
for the square lattice.
(c) Multi-scale entanglement renor-
malization ansatz (MERA), where
the triangles are isometries and the
squares denote disentanglers.
(d) General tensor product state.
The connections and dimensionality
of the tensors in a general tensor net-
work state can be chosen arbitrarily.
Figure 2.10: Diagrammatic representation of different tensor networks. As in the case
of MPS, uncontracted indices are depicted as open-ended lines. These
are usually the physical indices.
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two subsystems via the Schmidt decomposition, analogous to one-dimensional chains.
Thus the generalization of the one-dimensional construction to trees is straightfor-
ward but in order to introduce the ansatz and the notation, we will cover it here as
well.
To describe a tree of coordination number z (i.e. each vertex has z nearest neigh-
bors), we place tensors Γ[i] of order z+ 1 on the vertices and vectors Λk on the edges
of the tree graph in Figure 2.11(a). We then connect the tensor’s indices in a way
that mimics the model’s underlying lattice structure. A state |ψ〉 on the z = 3 Bethe
lattice can in this representation be written as
|ψ〉 =
(∏
k∈bonds
∑
ak<χ
Λkak
)
×(∏
i∈sites
∑
si<d
Γ
[i]si
alaman
)
| . . . 〉|si〉| . . . 〉.
While the dimension d of the physical indices si is dictated by the model, the di-
mension χ of the virtual indices ak can be chosen arbitrarily and is only limited by
computational resources. This ansatz can easily be extended to lattices with a higher
coordination number but for the sake of simplicity we will only cover the case of z = 3
here.
Analogous to MPS, the tensors in a tree tensor network can then be chosen such
that they satisfy the conditions for a canonical tensor network:∑
ak
Λ2ak = 1 (2.41)∑
si
∑
akal
ΓsiakalamΛ
2
ak
Λ2al
(
Γsiakala′m
)∗
= δama′m . (2.42)
The advantages of the canonical form of TTN are the same as for MPS, i.e. the
canonical form provides a well-defined basis for evaluations of observables and the
imaginary-time evolution.
2.3.2 Projected entangled-pair states
As noted above, while MPS are the natural choice of ansatz state for one-dimensional
systems, they are eminently unsuitable for large higher-dimensional systems. For
these systems the ideas behind MPS can be generalized to create a new class of
states known as tensor product (TPS) [121–123] or projected entangled-pair states
(PEPS) [61, 77, 78].
Consider a pure state |ψ〉 of N spins on a two-dimensional lattice where each site,
labeled by a vector r = (x, y), is described by a finite-dimensional local Hilbert space
H[r] ∼= Cd of dimension d. This state can always be written as
|ψ〉 =
∑
i1...iN
ci1i2...iN |i1i2 . . . iN〉, (2.43)
allowing a decomposition into local subsystems. To determine the decomposition we
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(a) A tree tensor network ansatz with a
two-site unit cell for the z = 3 Bethe lat-
tice.
(b) The structure of the TTN for the
Bethe lattice. Note the introduction of
Λ-tensors on each bond.
Figure 2.11: Diagrammatical representation of the description of the Bethe lattice in
terms of tensor product states.
Figure 2.12: Sketch of the construction of PEPS. The map Q maps the maximally
entangled pairs
∑
i |ii〉 to a tensor T .
concentrate on a single site. For each neighboring site r′ we now introduce auxiliary
systems a[r
′], b[r
′], . . .. Each of these auxiliary systems is in a maximally entangled
state |I〉 = ∑Di=1 |ii〉 with its neighboring site in such a way that it mimics the lattice
structure (see Fig. 2.12).
By applying a linear map Q[r], we can now map these auxiliary systems onto the
physical systems, leading to a representation of |ψ〉 in terms of the linear maps Q[r].
This procedure allows a decomposition of the coefficients ci1i2...iN in terms of local
tensors
T ikab... = 〈ik|Q|ab . . .〉 (2.44)
for each site k. By tracing out the auxiliary systems we arrive at a representation of
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|ψ〉 given by the tensors T :
|ψ〉 =
∑
i1...iN
Tr
(
T [1]i1a... . . . T
[N ]iN
b... |i1 . . . iN〉
)
(2.45)
which becomes exact in the limit of large virtual bond dimension D. The tensors T [r]
are called site tensors and are associated with a lattice site r. Each site tensor projects
the auxiliary systems of dimension D down to the local state space of dimension d.
A state described by these site tensors is usually known as a projected entangled-pair
state (PEPS) or simply as a tensor product state (TPS).
Placing site tensors on each site r of a lattice and entangling them with their neigh-
bors via auxiliary systems can be generalized to arbitrary lattices in a straightforward
manner and has in fact been done for the square, honeycomb, and triangular lattices.
In general, any state defined on a lattice with coordination number z can be written
as a tensor product state consisting of tensors of rank z+1. Here, we will focus on the
square lattice with open boundary conditions where the states can be decomposed in
terms of rank five tensors, defined via
T
[r]ik
udlr = 〈k|Q[r]|udlr〉, (2.46)
where u (up), d (down), l (left), and r (right), denote the auxiliary systems connecting
the site with its nearest neighbors.
TPS are conceptually highly appealing as they fulfill the area law of entanglement
by construction [77]. In this sense they can be seen as a generalization of MPS to
higher dimensions. While MPS capture the entanglement of one-dimensional systems
efficiently, TPS are well-suited to doing the same in two dimensions. PEPS can there-
fore exactly reproduce the area law scaling of the block entropy in higher-dimensional
systems.
But where MPS can be rigorously constructed using the Schmidt decomposition,
there is no such general prescription for tensor product states. While this may seem
a minor drawback it actually connects to the much larger issue of evaluation and
optimization of ansatz states. The canonical form of MPS as defined by the Schmidt
decomposition always offer a single orthornormalization center. Therefore, a MPS
can always be brought in a form where a single bond corresponds to the Schmidt
decomposition relative to this bond. In this basis, the state is in a well defined basis,
where one can e.g. directly truncate the spectrum of the density matrix. Such a
single orthonormalization center can not be consistently defined for generic lattices
with loops.
Additionally, the contraction or multiplication of two matrices results in a new
matrix, making matrix product states efficient to evaluate. The contraction of two
tensors with higher rank r, r > 2 on the other hand results in a bigger tensor of
rank 2r − 2. This makes the evaluation (i.e. contraction) of general tensor networks
both an extremely hard problem. In fact, the problem of optimal contraction order
is already NP hard.
Therefore one of the most important questions in current research on tensor net-
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(a) Diagrammatic representation of one
site tensor A. As before, we represent ten-
sors with circles. The diagonal leg rep-
resents the uncontracted physical index,
while the other four legs are bond indices.
(b) A tensor product state with open
boundary conditions defined on a 3 × 3
lattice.
Figure 2.13: Diagrammatic representation of PEPS and TPS tensors.
works is the search for good contraction strategies. All of the different competing
schemes are approximate contractions, as the exact contraction usually scales expo-
nentially in the number of tensors. One of the most popular approximate contraction
schemes involves treating rows of tensors as MPOs and applying them to border MPS.
In some cases these contractions can be accelerated by making use of stochastic meth-
ods [73]. But even when the optimal contraction is known and can be computed, it
is still not known how to optimize the wave function optimally. For MPS we can
always stick to the canonical form where we have access to a well-defined orthonor-
mal basis, which is not possible for an arbitrary higher-dimensional TPS. This lack
of an orthonormal basis lies at the heart of the problems in dealing numerically with
TPS, as it makes the evaluation of a tensor network both hard and ill-defined at
once. But even with these drawbacks there are extremely interesting applications
of tensor network algorithms. One of the most promising approaches, known as the
infinite projected entangled-pair state algorithm (iPEPS), involves the generalization
of TPS to infinite systems, analogous to the generalization of MPS to iMPS [59, 61].
This class of ansatz states has been applied to many problems with some success
[57, 125–128].
One of the biggest problems of TPS is the lack of an efficient optimization scheme.
Since the exact evaluation scales exponentially, approximate contraction techniques
have to be employed. But even with approximate evaluation schemes the numerical
cost still scales with a high power of the truncated bond dimension χ, ranging from χ7
(scale-invariant MERA with stochastic updates [129]) over χ10 (iPEPS [130]) to χ15
(2D MERA [62]). These costs can be reduced by further approximations which reduce
both numerical cost and the algorithm’s precision. Still, owing to their appealing
concepts tensor networks are a very promising line of research and have been applied
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Figure 2.14: Sketch of the construction of fermionic PEPS. By inserting swap gates
at every crossed bond and summing over the physical index, we can
reduce the contraction of a fermionic tensor network to a contraction of
a generic bosonic network.
to continuous systems, quantum chemistry problems, as well as topological problems.
Today there exist a variety of optimization and contraction schemes for both finite
and infinite systems on different lattices. The description of these schemes extends
well beyond the scope of this work, we will therefore limit ourselves to a short de-
scription of fermionic tensor networks and the implementation of symmetries in tensor
networks.
2.3.3 Fermionic tensor networks
Generic tensor networks are defined for spin systems, but many interesting models are
defined for fermionic particles. For one-dimensional systems this poses no problem
as fermions can be mapped to bosonic particles via a Jordan-Wigner transform in
a straightforward manner. For two-dimensional problems though it is not clear how
this mapping can be done without a high computational cost. Therefore, one of the
most interesting extensions of tensor networks in recent years has been the advent of
fermionic tensor networks. For a more general derivation and introduction consider
e.g. references [131–136]. A conceptually different approach to deduce identical
relations is given by the Grassmann tensor networks [74, 137] which can also be
expressed in terms of fermionic tensor networks. The aim of this introduction is
therefore rather to provide a short guide to the ideas behind fermionic tensor networks
and how the sign structure depends on the contractions.
There have been a variety of approaches to fermionic tensor networks. The first
to simulate fermions with tensor product states were Corboz et al who derived a
fermionic formulation of MERA [134]. Shortly thereafter Kraus and coworkers con-
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Figure 2.15: Sketch of the swap gate for fermionic PEPS. In order to create a fermionic
tensor network, we have to insert a so-called swap gate at every bond
crossing.
Figure 2.16: Sketch of the jump move for fermionic PEPS. The jump move allows
changes in contraction order by inserting additional swap gates.
ceived a different flavor of fermionic PEPS where they dealt with the fermionic sign
structure by inserting an additional bond, thereby increasing the rank of the site
tensors [136]. At the same time Barthel et al introduced the notion of fermionic
operator circuits [131, 138] which is the most general derivation of sign rules for
fermionic tensor networks today. Further schemes have been published by Corboz
et al who use graphical rules [132–134] and Pizorn et al who employ a derivation
in terms of fermionic creation and annihilation operators [135]. This multitude of
approaches all aim to reduce the non-local nature of the fermionic sign structure to
local operations. By rewriting the derivations, one can show them to be equivalent,
which we will do here for the case of fermionic operator circuits and the explicit con-
struction of fermionic site tensors. First let us review the generic case of fermionic
operator circuit calculus.
Consider the set of operators {Aˆ : Fn → Fm} that map the Fock space Fn to the
Fock space Fm which is spanned by the basis states
|n〉 = |n1 . . . n|n|〉 = (f †n1)n1 . . . (f †n|n|)n|n| |0〉 (2.47)
with {fi, f †j } = δij. In this basis every operator Aˆ can be expressed as a matrix with
coefficients Jm,n(Aˆ) = (n|A|m).
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Fermionic tensors obey the statistics of such systems, i.e. they are antisymmetric.
Due to this antisymmetry the calculus of fermionic tensors is non-trivial. Consider
e.g. the contraction of some outgoing modes of an operator Aˆ : Fm → Fn∪p with the
corresponding incoming modes of an operator Bˆ : Fm∪q → Fk:
Cˆ = Bˆ · Aˆ
= |k〉(k|B|n′q)〈n′q| · |np〉(np|A|m)〈m|
= |k〉(k|B|n′q)(np|A|m)〈0|FqFn′F †nF †p |0〉〈m|
= |k〉(k|B|n′q)(np|A|m)〈0|F †pFn′F †nFq(−1)p¯q¯+(p¯+q¯)(n¯+n¯
′)|0〉〈m|
= |k〉(k|B|nq)(np|A|m)〈p|δn,n′(−1)p¯q¯+2n¯(p¯+q¯)|q〉〈m|
= |k〉|q〉(k|B|nq)(np|A|m)δn,n′(−1)p¯q¯〈p|〈m|
= |kp〉(kp|C|mq)〈mq|
where the term (k|B|nq)(np|A|m)δn,n′(−1)p¯q¯ was contracted to form the matrix ele-
ment (kp|C|mq).
Consider now a tensor network consisting of 5-index tensors A. These tensors can
be written as a product of fermionic creation and annihilation operators, where the
horizontal modes are created by α† and the vertical modes by γ†:
Aˆij =
∑
A
[ij]sij
uijdij lijrij
(c†)sij(α†i,j)
rij(γ†i,j)
dij(γi−1,j)uij(αi,j−1)lij (2.48)
This tensor has two incoming modes (labeled by u and l) and two outgoing modes
(labeled by d and r) as well as a physical mode labeled by s.
Contracting some outgoing indices of Aij with some incoming indices of its next
horizontal neighbor Ai,j+1 (i.e. the same contraction as above) would now look like
this:
Aˆi,j+1 · Aˆij
= (|si,j+1ri,j+1di,j+1〉A[i,j+1]〈ui,j+1li,j+1|) · (|sijrijdij〉A[ij]〈uijlij|)
=
(
|si,j+1ri,j+1di,j+1〉A[i,j+1]A[i,j]〈0|γui,j+1i−1,j+1αli,j+1i,j (c†)si,j(α†ij)rij(γ†ij)dij |0〉〈uijlij|
)
=
(
|si,j+1ri,j+1di,j+1〉A[i,j+1]A[i,j]〈ui,j+1||˙si,jdi,j〉〈uijlij|
)
· (−1)r¯i,j(s¯ij+2d¯i,j)δr¯i,j ,l¯i,j+1
= (−1)s¯i,j r¯i,jA[i,j+1]A[i,j]δr¯i,j ,l¯i,j+1 |si,j+1ri,j+1di,j+1si,jdi,j〉〈ui,j+1ui,jli,j|
= Cˆ
Therefore deriving the signs for a given operation on the tensors A constructed using
fermionic creation operators is equivalent to the derivation of the same operation for
generic fermionic operator circuits. The equivalence of this derivation can be shown
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to hold also for the other elemental operations on fermionic tensor networks, making
the choice of fermionic framework one of personal preference.
This equivalence also allows us to greatly simplify the evaluation of fermionic tensor
networks. As has been observed by Corboz et al [132–134] the sign structure can be
derived diagrammatically by considering only line crossings in the contraction scheme
and introducing so-called swap gates at these crossings. This scheme assumes explicit
conservation of the parity of the wave function (see Sec. 2.4 on how to do this) thereby
giving access to the parity quantum number at any point. The swap gate now modifies
the sign of any index in a line crossing where both indices are of odd parity, according
to the prescription
Xi2i1j1j2 = δi1j2δi2j1P (i1, i2), (2.49)
where P (i1, i2) = −1 if the parity of both i1 and i2 is odd and P (i1, i2) = 1 otherwise.
The placement of these swap gates has to be derived according to the graphic rules,
following which one can modify the placement of the swap gates using so-called jump
moves. These moves enable the placement of the swap gates in such a way that the
swap gates can be absorbed in the reduced site tensors. Once this sign structure has
been computed, the tensor network can be evaluated in the same way as a tensor
network for spin systems. For further details on swap gates and fermionic tensor
networks we refer to the literature.
2.4 Symmetries
The number of parameters required to describe a generic many-body state grows
exponentially with the number of particles contained within that state. While this
cost is mediated in large part by only considering a small part of the total Hilbert
space in the form of MPS or TPS, the numerical cost of manipulating these states
is still steep. But the computational cost can be further reduced by also considering
the symmetries of the system.
When a many-body Hamiltonian H is invariant under certain transformations,
these transformations form a symmetry group G. This symmetry group then divides
the total Hilbert space into separate subspaces, i.e. symmetry sectors labeled by
quantum numbers or conserved charges. For a model defined on a lattice we can
distinguish internal and space symmetries. Whereas space symmetries correspond
to some permutation of the lattice sites, internal symmetries correspond to transfor-
mations on the local vector space of each lattice site. An example for an internal
symmetry is the invariance under global spin rotations, mathematically modeled by
the non-abelian group SU(2). Internal symmetries can be further distinguished by
whether they are global, that is if the symmetry operation transforms the vector space
of each site in the same way (e.g. spin-independent rotations) or local if it transforms
the vector space of each lattice site in a different way (e.g. spin-dependent rotations).
By performing a simulation only in a specific symmetry sector, the accessible Hilbert
space is shrunk and the computational cost can often be significantly reduced, while
improving accuracy by explicitly preserving the symmetry. Accordingly, symmetries
play an important role in most numerical calculations.
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These symmetries, of fundamental importance to computational physics, require a
special treatment in the simulations. If these symmetries are not explicitly conserved
at an algorithmic level, it is possible for accumulated numerical errors to destroy the
symmetry, thereby destroying the validity of the simulation. In the case of MPS,
symmetries have a long history of being used. Both abelian and non-abelian sym-
metries have been incorporated into MPS implementations to provide a boost for
ground state and time-dependent calculations. When considering symmetries, it is
important to note that the tensors constituting a MPS are trivalent, that is they
have at most three indices. Since the Clebsch-Gordan coefficients of a symmetry
group are also trivalent, the incorporation of arbitrary symmetries into MPS is con-
ceptually particularly simple. In stark contrast are tensor networks, where an almost
arbitrary number of indices can appear for a tensor, therefore requiring more care in
the treatment of symmetries. But for abelian symmetries the implementation is still
straightforward. Assuming a symmetry group G with quantum numbers g1, g2, g3, a
tensor always has to fulfill the conservation of charge. That is: only those elements
of Ag1g2g3 are non-zero where g1 ◦ g2 = g3, with “◦” being the group operation. This
causes the tensors to factorize into a structural and a degeneracy part. While the
structural part is solely determined by the symmetry group, the degeneracy tensor is
acted on by the optimization procedure. In the case of abelian symmetries this can
easily be implemented in the contraction prescriptions, as the symmetry constraints
result in a block-diagonal structure tensor. Also, the addition of new abelian symme-
tries to an existing implementation is simple as only the group algebra is required to
be known. The increased bookkeeping required to keep track of indices and quantum
numbers is easily offset by the numerical speed-up. Instead of having to consider
dense matrices of size dχ×χ in DMRG, even a simple symmetry like parity (i.e. Z2)
will reduce this to dχ
2
× χ
2
entries, thereby yielding a speed-up of about eight in the
SVD step.
The same procedure can also be applied to tensor networks, where it is required
to keep track of charge flux. This means that each index is considered to be either
incoming or outgoing with the sign of the charge set accordingly. Then an arbitrary-
rank tensor is again required to fulfill the laws of charge conservation: Ag1g2...gR = 0
iff g1 ◦ g2 ◦ . . . ◦ gR 6= 0. This again reduces the cost of computations noticeably for
the price of increasing the cost of tensor manipulations significantly.
Even more involved is the situation for non-abelian symmetries. While these sym-
metries are more powerful, they also require more book-keeping, as the more compli-
cated group structure requires evaluating the Wigner-Eckart theorem for the coupling
of charges. As an example we will consider the spin-rotation symmetry SU(2) in the
following. Again, we aim to work with only the degeneracy tensors of the symme-
try, which in the case of general symmetries are known as reduced matrix elements.
Let T
(k)
q be a general irreducible tensor operator of rank k, then the reduced matrix
elements are given by
〈j′m′|T (k)q |jm〉 = (jkmq|j′m′)〈j′|T (k)|j〉 (2.50)
where the (jkmq|j′m′) are the Clebsch-Gordan coefficients that form the structure
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tensors of the group. While the simplest case, the coupling of two spin-1/2 is a
textbook application of the SU(2), the problem becomes much more involved for
arbitrary spins and higher number of spins. Once the reduced matrix elements have
been obtained, the optimization procedure can again work on block matrices as it
does for abelian symmetries. One of the first implementations of this symmetry was
completed by Ian McCulloch [139] whose matrix-product toolkit was also used for
the calculations of Chapter 3.
By now, the SU(2) symmetry has also been implemented for tensor network algo-
rithms, but there the increased bookkeeping does not appear to pay off yet [140–144].
For this thesis we also implemented abelian symmetries for arbitrary tensor networks.
This implementation was used to perform the simulations described in Chapter 4.
2.5 Matrix Product Operators
Consider an operator O acting on N sites. By writing it in the form
Oˆ =
∑
σ,σ′
Oσ1...σNσ′1...σ′N |σ′1〉〈σ1| . . . |σ′N〉〈σN | (2.51)
we can again perform sequential singular value decompositions on the coefficients
Oσ1...σNσ′1...σ′N , where the double indices (σ
′, σ) take the place of the single physical
index σ in the construction of matrix product states, leading to a matrix product
representation for operators
Oˆ =
∑
σ,σ′
Wσ′1σ1 . . .Wσ′N |σ′〉〈σ| (2.52)
where each Wσ′σ is a rank four object with a graphical representation as shown in
Figure 2.17. In analogy to MPS, this object is called a matrix product operator
(MPO). While this construction is always possible, it is not obviously useful as the
bond dimension of the MPO may be arbitrarily large.
As it turns out though, almost any physical few-body operator has an efficient rep-
resentation as a MPO with a small bond dimension. This representation is extremely
useful and lies at the heart of modern-day DMRG [48–50, 78]. For the construction
of these MPOs I refer to the extensive literature, see e.g. refs. [48, 50] and references
therein.
The key to this efficient representation is the realization that few-body interactions
follow simple rules. MPOs can therefore be interpreted as cellular automata which
interpret the rules to select the next operator to place in an expression [145, 146].
By writing the rules as matrix-products, we obtain the efficient form with low bond
dimension we want.
In many ways MPOs can be treated analogously to MPS. The same algorithms
apply for compressing, adding and multiplying MPOs. But the main operation is still
the application of MPOs to MPS which can be easily performed by a simple site-wise
contraction, enabling the efficient evaluation of expectation values. Furthermore, if
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Figure 2.17: MPOs are represented diagrammatically in the same way as MPS (upper
panel). The evaluation of a MPO reduces to the scalar product of the
MPS over the operator, which is depicted in the lower panel.
we consider a MPS in its mixed canonical representation, the MPO formalism allows
us to always write the Hamiltonian MPO in the correct basis for the center matrix,
thereby enabling a quick and efficient computation of the energy.
2.6 Optimization Procedures
Over the past two decades DMRG has established itself as one of the leading numerical
methods for the simulation of strongly correlated systems. DMRG is based on the
matrix product state ansatz introduced earlier and employs a variational optimization
scheme that we will introduce in the next section. While this variational scheme is
one of the most successful schemes, there is also a scheme employing imaginary-time
evolution to obtain the ground state. This scheme finds use e.g. in the (i)TEBD
algorithm as well as most tensor network algorithms. Following the introduction of
the different optimization schemes for one- or two-dimensional tensor networks we
conclude this section with a description of the two DMRG algorithms in use today.
Let H be a Hamiltonian whose ground state we want to find. Assume we have
some class of ansatz states, then we want to find the state |ψ〉 within this class that
minimizes
E =
〈ψ|H|ψ〉
〈ψ|ψ〉 . (2.53)
Usually the most efficient way of achieving this is a variational search in the ansatz
space. A different approach is given by the imaginary-time evolution where a random
initial state is slowly evolved to a good approximation of the ground state. Here we
will start by describing the imaginary-time evolution, as it is the method of choice
for most tensor networks and was also used to obtain the ground states in Chapter 4.
This is followed by a description of the variational search algorithm as used e.g. in
DMRG and to some extent in finite PEPS. Once the general principle is introduced,
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we will give a detailed introduction to the single-site and two-site DMRG algorithms.
2.6.1 Imaginary-time evolution
Many tensor network algorithms employ a method known as imaginary-time evolu-
tion to compute the ground state. The imaginary-time evolution is based on the idea
that a time evolution can not only be computed for real time t, but also for imaginary
time, τ , where the non-unitary evolution in imaginary time is interpreted as coupling
the system to a heat bath. By evolving the system information is transmitted to
the bath, where it is irretrievably lost to the system. Since the bath can contain an
arbitrary amount of information, its temperature is always lower than the system’s
temperature, putting it at T = 0K. The coupling of system and bath then corre-
sponds to a cooling of the system. In the thermodynamic limit, i.e. after a time of
τ → ∞ has passed, the system has the same temperature as the bath it is coupled
to: it was cooled down to the ground state.
In a closed system with a given initial state |ψ(t = 0)〉 the system’s state at any
point of time is known by
|ψ(t)〉 = e−iHt|ψ(0)〉, (2.54)
where H is the Hamiltonian describing the considered system. If we substitute t by
t 7→ −iτ where τ ∈ R, we obtain the imaginary-time evolution:
|ψ(τ)〉 = e
−Hτ |ψ(0)〉
‖e−Hτ |ψ(0)〉‖ . (2.55)
Since the evolution operator U = e−Hτ is not unitary, this is not the evolution of a
closed system, but of an open system, necessitating the normalization. For τ → ∞
this evolution cools the initial state |ψ(0)〉 down to the system’s ground state |ψ0〉:
|ψ(τ)〉 = e
−Hτ |ψ(0)〉
‖e−Hτ |ψ(0)〉‖
τ→∞−→ |ψ0〉. (2.56)
This can be shown by expanding the initial state |ψ(0)〉 in terms of the eigenstates
{|χk〉} of the Hamiltonian with coefficients αk ∈ C, resulting in
|ψ(0)〉 =
N∑
k=1
αk|χk〉. (2.57)
The energy of state |χk〉 is given by H|χk〉 = Λk|χk〉 and the eigenstates are sorted
according to their energies, such that we have Λ1 ≤ Λ2 ≤ · · · ≤ ΛN . The application
of the time evolution operator then yields
e−Hτ |ψ(0)〉 = e−Hτ
N∑
k=1
αk|χk〉 (2.58)
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=
N∑
k,k′=1
e−Λk′ταk|χk′〉〈χk′ |χk〉 (2.59)
=
N∑
k=1
e−Λkταk|χk〉 (2.60)
= α1e
−Λ1τ |χ1〉+
N∑
k=2
αke
−Λkτ |χk〉. (2.61)
As we have Λ1 ≤ Λ2, all states other than the ground state are suppressed expo-
nentially for τ →∞ and only the ground state |ψ0〉 remains. It is clear though, that
numerically, due to the finite computational resources available, the ground state can
not be exactly computed. Furthermore, our initial state has to have a finite overlap
with the ground state: α1 = 〈ψ0|ψ(0)〉 6= 0. Otherwise, the eigenstate with the lowest
energy will be reached. The speed of the convergence to the correct ground state is
proportional to the energy gap above the ground state.
In general, the imaginary-time evolution is very stable and will converge to the
correct ground state if the initial state had a finite overlap with the true ground
state. But it is not a fast method as it does not contain a prescription to improve the
state in a systematic way. This drawback is offset by its numerical stability, making
it the method of choice for most tensor network algorithms.
Numerically this optimization scheme is usually implemented by making use of the
Trotter-Suzuki decomposition to write the time evolution operator as a series of two-
site gates. These operators increase the bond dimension between the sites they were
applied to. The truncation of the bond dimension then leads to the time-evolving
block-decimation (TEBD) algorithm in one dimension, which employs a well-defined
truncation scheme. The same evolution scheme in higher dimensions works, but it is
not clear that the correct states are truncated. It happens therefore on a regular basis
that the ground state calculation via the imaginary-time evolution becomes stuck.
This can be resolved by adding in ’pseudo-variational’ update steps which change the
site tensors.
2.6.2 Variational optimization
Variational optimization aims to minimize the energy E = 〈ψ|H|ψ〉 of the system
while keeping the norm constant. Mathematically this can be modeled with a La-
grangian multiplier λ, thus arriving at the problem of minimizing
〈ψ|H|ψ〉 − λ〈ψ|ψ〉. (2.62)
Obtaining a solution directly is exponentially hard due to the product form of the
problem making this a highly non-linear optimization problem. Since a direct solution
is not feasible, an iterative procedure is a reasonable choice. A different way would
be a stochastic optimization, leading to Monte Carlo methods which will not be
discussed here.
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Figure 2.18: Sketch of the single-site update procedure as explained in the text.
The key to the iterative solution in terms of TPS or MPS is the realization that
we can optimize the tensors site by site by varying one site tensor and keeping the
remaining tensors constant. Under this condition the computation of the derivative of
Eq. (2.62) with respect to a single site tensor yields a generalized eigenvalue problem
Hv − λNv = 0. (2.63)
Here, N denotes the normalization matrix, i.e. the identity matrix for a properly
orthonormalized state. Solving this equation for the lowest eigenvalue λ0 yields a
vector v0 which can be re-shaped into a new site tensor. Here, λ0 is the current
estimate of the ground state energy. In general, this problem is too hard for exact
diagonalization, but since we are only interested in the lowest eigenvalue, there are
efficient solvers available. On the downside, if the problem is badly conditioned (as
happens when N is far from the identity) the numerical cost can become very high.
For higher-dimensional tensor-product algorithms, where the orthonormality of the
local basis can not be ensured this becomes a problem, making the more resilient
imaginary-time evolution the method of choice. For matrix product states though,
the mixed canonical form ensures correct orthonormalization at all times, reducing
the problem to a normal eigenvalue problem which can be solved with algorithms
such as the Lanczos or Davidson algorithms.
Note that we still have to compute both the normalization and the Hamiltonian
matrices. In the case of canonical MPS the calculation of the normalization matrix is
trivial, as it is the identity matrix by construction. The Hamiltonian matrix on the
other hand has to be computed by explicit contraction, but this can be made much
cheaper by employing an iterative contraction scheme that makes use of the MPO
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structure. Of course we never actually compute the full Hamiltonian matrix in an
an optimized implementation of the DMRG algorithm. Instead the matrix elements
are calculated on the fly to exploit the tensor-product structure of the Hamiltonian
matrix. For tensor networks describing two-dimensional lattices on the other hand,
one has to explicitly calculate both Hamiltonian matrix and normalization matrix.
Since the contraction of a full tensor network is already a hard problem, the repeated
contraction of the lattice for optimization schemes makes any tensor network algo-
rithm much more costly numerically. Also, small numerical errors may accumulate
and lead to a badly conditioned normalization matrix. This is actually a common
problem, making the imaginary-time evolution the preferred optimization strategy
for higher-dimensional tensor networks.
2.6.3 Single-site DMRG
Now that all the building blocks have been introduced, we can assemble the single-site
serial DMRG algorithm [147]. A pictorial representation of the idea behind the single-
site optimization is shown in Figure 2.18. The basic idea is to iteratively perform
a variational optimization of each site, while keeping the orthonormal bases intact.
Given an initial state |ψ〉, the algorithm then runs as follows (following the notation
of Ref. [50]):
1. Bring |ψ〉 into right-canonical form by performing a sequence of SVDs starting
from the right.
2. Compute the matrix elements of the Hamiltonian R[j] iteratively from the right,
storing the the matrices R[j] for all positions.
3. Sweep right: Starting from site k = 1 through site N − 1, sweep through the
system to the right as follows:
• Solve the eigenvalue problem using a large sparse-matrix solver, yielding
eigenvector Ψ˜[k].
• Calculate the admixture to increase the size of the local Hilbert space:
ρadm = α
∑
bl
HˆA•bl |ψ〉〈ψ|HA•bl , (2.64)
where HA•bl denotes the contraction of the Hamiltonian with the left H
matrix L and the newly constructed site tensor. This procedure is depicted
again in Fig. 2.19.
• Diagonalize the density matrix via a SVD and truncate the states.
• Keep left-orthogonalized parts as new site tensor and multiply unused
parts with right neighbor to obtain the new center matrix Ψ[k+1].
• Iteratively build up the left H matrices L[k] by absorbing the new site
tensors A[k].
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• Move to site k + 1 and repeat.
4. Sweep left following the analogous prescription. Starting from site k = N
through site 2, iterate through the chain to the left as follows:
• Solve the eigenvalue problem with an iterative large sparse matrix solver,
using the current center matrix Ψ[k] as an initial guess to obtain the eigen-
vector Ψ˜[k] to the lowest eigenvalue.
• Calculate the admixture
ρadm = α
∑
bl
Hˆ•Bbl |ψ〉〈ψ|H•Bbl . (2.65)
• Diagonalize the density matrix via a SVD and truncate the states accord-
ing to their weight.
• Keep right-orthogonalized parts as new site tensor and multiply remaining
parts to the left to obtain the new center matrix Ψ˜[k−1].
• Iteratively build up the right H matrices R[k] by including the new site
tensor.
• Move to site k − 1 and repeat.
5. Repeatedly sweep left and right until convergence is achieved.
Convergence can be defined in a variety of ways. While simply using the energy
convergence as a criterion is the simplest case, best results are obtained by considering
the variance, i.e. (H − E)2, which should approach zero for a converged eigenstate.
Adding an admixture before orthonormalizing the new sites has the effect of in-
creasing the vector space available for the optimization, which in turn allows the
algorithm to re-shuﬄe the quantum numbers. This procedure goes back to White
[147] and is explained in detail in Ref. [50].
A quite important consequence of the single-site algorithm is that the truncation
error becomes linked to the mixing factor. By changing the mixing factor, one can
tune the precision of the algorithm, thereby modifying the convergence behavior.
Commonly a larger mixing factor is used in the beginning to enable the convergence
to the right part of the phase space, where the mixing factor is then reduced to
accommodate high precision calculations.
The advantage of the single-site scheme over the two-site scheme described in the
next section is the reduced computational cost. By reducing the matrix dimension
in the most expensive step (i.e. the Lanczos step), the single-site scheme becomes
faster. The drawback of course is that we have to compute the admixture.
2.6.4 Two-site DMRG
The two-site algorithm for DMRG is the traditional variant of the algorithm. It is
mostly identical to the single-site algorithm with one crucial difference: Instead of
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Figure 2.19: Sketch of the admixture procedure that is used to artificially increase
the size of the vector space in which the truncation is performed. By
considering the action of the Hamiltonian on the newly computed center
site, we obtain a prediction for the new site tensor. This procedure
significantly improves the single-site scheme, bringing it up to par with
traditional two-site DMRG.
optimizing a single center site in the Lanczos step, one further site is incorporated into
Ψ, leading to a two-site center matrix Ψσkσk+1 = ΨσkBσk+1 or Ψσk−1σk = Aσk−1Ψσk .
The main advantage of the two-site algorithm is that it optimizes directly in a
larger space, removing the need for an artificial increase of the optimization space as
done in the single site algorithm with the admixture. This has the consequence that
the truncation error in two-site DMRG is a well-defined quantity. Also, the two-site
algorithm is somewhat less prone to getting stuck, although this seems to be fixed
by the admixture. In summary the single-site algorithm is conceptually more elegant
and requires less resources, whereas the two-site algorithm is a bit better behaved
but more costly.
2.7 Parallelization
Once symmetries have been implemented there are only a few avenues left that
may improve the performance of general tensor network algorithms. While for two-
dimensional methods there are still algorithmic improvements to explore, this is not
the case for DMRG, which is already highly optimized. One such avenue is the usage
of multiple processors, which we will discuss in two different variants. First we will
introduce the concept of shared-memory parallelism, a technique already in wide-
spread use, which aims to make use of multiple processors for a single update step.
Then we will proceed to discuss a more recent development, the real-space paralleliza-
tion [148]. This scheme was conceived to employ multiple processors for independent
steps of the DMRG, possibly gaining a much larger speed-up than possible with only
shared-memory parallelism.
37
2 Methods
2.7.1 Shared-Memory Parallelization
The numerical cost of most tensor network algorithms is dominated by linear algebra.
in the case of DMRG the most expensive step is the solution of the eigenvalue prob-
lem which in the case of a Lanczos or Davidson solver boils down to matrix-vector
multiplications.
These products are eminently parallelizable at a very elemental level. In fact,
most modern implementations of the linear algebra package (LAPACK) such as the
ACML1 or MKL2 already contain the option of employing multiple processors for
these computations, as long as they are of the shared memory type. These can
then be used simply by linking existing code against the shared-memory variants of
LAPACK.
Shared-Memory parallelism is one of the two paradigms of parallel computing for
general purpose computers. In the case of shared-memory computing all processors
or cores have access to the same memory without explicit communication, effectively
sharing the data contained therein. Therefore the communication of data between
separate shared-memory threads is very efficient as only the addresses of memory
segments have to be communicated.
On the downside, sharing of memory also requires sharing the memory bandwidth.
Thus there is massive degradation in the speed-up for shared-memory parallelism
(SMP) when a large number of cores is used. This scaling becomes better if the cores
spend more computing cycles on actual computations instead of accessing data stored
in memory as can be seen in Fig. 2.20, which in the case of DMRG requires very large
bond dimensions to improve the scaling. So while shared memory has the lowest cost
in implementation with acceptable payoff right away, it does not scale well for a large
number of cores.
2.7.2 Real-Space Parallelization
Recently a new ansatz for the parallelization of DMRG has been proposed by M.
Stoudenmire [148] which is akin to the paradigm of domain decomposition. Instead
of trying to reduce the cost of the most expensive step it was suggested to do many
expensive steps at once. The key to this idea is that the same canonical form does
not have to be maintained at all points at once. Instead several processes can work
at the same time in local canonical representations, even while the global state is not
entirely orthonormal any more. This effectively transforms the MPS from a state with
one orthonormalization center to one with multiple orthonormalization centers. This
real-space parallelization scheme was originally presented for the two-site algorithm,
but here we will adapt it for the single-site algorithm.
The key idea of this scheme is to assign separate processes to separated spatial
regions. First, we divide the state into n = (Number of Processes) intervals of roughly
equal length to avoid load imbalance, then we assign to each interval one process and
let these processes sweep only the subsystems. By exchanging some information with
1AMD Core Math Library i.e. the AMD implementation of LAPACK
2Math Kernel Library i.e. the Intel implementation of LAPACK
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Figure 2.20: The scaling of the SU(2) symmetric matrix product toolkit with shared-
memory parallelization. Here NCPU denotes the number of cores used
for the computation and the pink line shows perfect scaling, where a
speed up S corresponds to the calculation being S times faster when
running on n cores. This plot was created using the SU(2) symmetric
Heisenberg model on a kagome cylinder with a circumference of 6 lattice
spacings.
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Figure 2.21: Sketch of the sweeping scheme for the parallelized DMRG. We begin by
splitting the MPS with a SVD and then working on the two sides on
different nodes. By introducing an inverted center matrix we can “glue”
these separate parts back together after two half-sweeps, thereby closing
the DMRG optimization loop.
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their neighbors all processes always operate in a well-defined mixed canonical basis,
while dealing only with their interval within the system. For concreteness, let us
consider the case of two processors. To begin, we perform some serial sweeps of the
system, then iterate to the middle of the state, i.e. our center matrix. In this form,
our DMRG wave function can be written as
|ψ〉 =
∑
al,al+1,σl
Ψ[l]σlalal+1 |al〉|σl〉|al+1〉. (2.66)
Conventional serial DMRG would now continue by performing one SVD and iterating
to the next site. but in the real-space parallelization scheme we actually perform two
SVDs. A sketch of this sweeping scheme is shown in Fig. 2.21. First we perform
a left-orthogonalization, resulting in a new left-canonical site tensor A[l]. We then
perform a right-orthogonalization resulting in a right-canonical site tensor B[l]. Now
we compute the new left Hamiltonian terms using A[l] and the new right Hamiltonian
terms using B[l]:
Ll =
∑
σl,σ
′
l
Aσl∗W [l]Aσ
′
Rl =
∑
σl,σ
′
l
Bσl∗W [l]Bσ
′
.
We then communicate Rl to the first process and Ll to the second process and let
them start their left/right sweeps respectively. The details of the communication
step are depicted in Fig. 2.22. Once the two processes have completed two half-
sweeps of their intervals they arrive again at the center bond. There they exchange
their respective L- and R-matrices to obtain an update for the other half-chain. At
this point both processes are in a well-defined global basis. Ending the sweeping
procedure now involves collecting all the updated site tensors and writing them to
disk in a consistent way.
This parallelization scheme can be directly generalized to more than two nodes
by spawning new processes multiple times at the SVD step. As a proof of principle
the single-site parallelization scheme has been implemented for this thesis, using Ian
McCulloch’s MP Toolkit as the basis. The performance for this single-site update
is shown in Fig. (2.23(a)), whereas the speed-up of the original two-site proposal is
shown in Fig. (2.23(b)).
To test our implementation we applied it to a 96-site kagome cylinder with a
circumference of 8 lattice spacings with a bond dimension of m = 400. As can be seen
in the plots, the scaling of this trivial implementation is not yet as good as the original
proposal. The bad scaling is caused on the one hand by the relatively small bond
dimension for a sample with very long-range interactions. In this regime, the cost of
the calculation is dominated by the serialized access to the wave function which has
to be loaded by each separate process. This start-up overhead is increased by having
to use a serial file system. Furthermore, with such a small bond dimension, the cost of
using SU(2) symmetry together with long-range interactions make the communication
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Figure 2.22: Sketch of the update procedure for the parallelized DMRG. We send
the left Hamiltonian matrix and the left center matrix to the right-hand
process, where we perform a single-site update with these tensors. We
then communicate the new right-hand Hamiltonian matrix and right
center matrix to the left process and start the serial sweeping procedure
for both processes.
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(a) Speedup of the single-site algorithm in
parallel DMRG using a very simple proof-of-
principle implementation that is not optimal.
The implementation was tested for a 96-site
kagome cylinder with bond dimension m =
400.
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(b) Scaling of the original implementation in
Ref. [96] as tested for the Heisenberg model
on a 192-site square lattice cylinder with up to
m = 2000 states. Used with permission from
the author.
Figure 2.23: Scaling of the parallel DMRG algorithm in a one-site or two-site scheme.
of the Hamiltonian matrices L and R an expensive part. But the main bottleneck
in this case was the implementation. We did not optimize the distribution of the
intervals, but instead used intervals of equal lengths. This caused the edge processes
to idle for long times, as their calculations are much faster than the calculations for
the center processes.
But aside from this benchmark, we were able to demonstrate that the parallelized
single-site update scheme described above actually works. With that in mind, we can
now work on implementing a better variant, which especially takes into account the
edge processes.
2.8 DMRG in Two Dimensions
While DMRG was originally conceived for one-dimensional systems it has long been
used for two-dimensional simulations as well [93, 94, 96, 97, 101, 102] This is feasible
due to the advantages of the slow scaling of DMRG with the bond dimension.
As mentioned above, the entanglement in gapped ground states follows an area
law, which MPS fulfill exactly for one-dimensional systems. But in two dimensions
the entanglement grows faster, so to describe these systems the bond dimension m of
MPS has to grow exponentially as m ∝ eS . This exponential scaling severely limits
the system sizes accessible to DMRG.
Exact diagonalization suffers from the same problem, but enables reliable extrap-
olations to large system sizes by using periodic boundary conditions and solving a
system to a very high precision. While DMRG can determine the ground state of
many systems very exactly the use of periodic boundary conditions is not advisable
for DMRG simulations. Periodic boundary conditions (PBC) significantly increase
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Figure 2.24: Sample mapping of a square lattice to a MPS. The black line denotes
the MPS, while the red lines denote two different cuts of the system,
as explained in the text. Note: this mapping introduces unnecessary
long-range interactions into the Hamiltonian. A more optimal mapping
is possible and was used for our calculations.
the entanglement in the system thereby causing MPS to fail even earlier. This prob-
lem can be partly negated by using cylindrical boundary conditions, i.e. PBC in one
direction and OBC in the the other.
To see why this is the case, consider a system defined on the square lattice (see
Fig. 2.24). To model this system we snake a path through the system, mapping
the two-dimensional square lattice to a one-dimensional MPS. But this mapping
introduces both long-range interactions and long-range entanglement into the 1D
model. Whereas MPS can deal efficiently with short-range entanglement, long-range
entanglement is much harder. If we now consider a cut parallel to the cylinder
seam, i.e. in the x-direction in Fig. 2.24, then it becomes immediately obvious that
increasing the system in the x-direction does not increase the entanglement per cut
bond. An increase in the y-direction on the other hand will lead to more and more
long-range entanglement being carried by single bonds, exponentially increasing the
numerical cost and thus limiting the reachable system sizes.
Related to this is a sub-leading cost and that is the cost of the long-range inter-
actions. While the bond dimension DW of the MPOs only enters as a sub-leading
contribution to the total numerical cost, it does become significant for very long-range
interactions. This becomes even more significant when considering the memory re-
quirements of DMRG.
Nevertheless, the low basic cost of DMRG enables us to treat even large systems
with good precision using DMRG as will be described in the next chapter.
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Following Landau’s theory of phases, conventional phases can be identified by local
order parameters. These local order parameters are associated with the breaking
of symmetries, i.e. a broken symmetry will give rise to a local order parameter
that can be used to identify the phase the system is in. The simple ingredients of
symmetries and order parameters were enough to make Landau’s theory of phase
transitions, together with the Fermi-liquid theory for metals, the main building block
of condensed matter theory for almost half a century.
This theory failed for the first time when fractional quantum Hall states were
discovered. Subsequently, a plethora of phenomena beyond the reach of Landau’s
theory were found in a variety of theories and experimental systems. Among these
states exciting new concepts appeared, such as quantum and topological order. As
opposed to the Ginzburg-Landau paradigm, which is based on external symmetries
such as lattice symmetries, the new ideas of order which were pioneered by X.-G.
Wen are based on internal symmetries of the wave function [12, 19].
Topological states are also known as one of the exotic states of matter as their
existence lies beyond the Landau theory that is able to explain so many observable
phases. Exotic phases are strongly associated with quantum spin liquids (QSLs),
a state of matter that does not break any symmetry, neither of the lattice nor the
Hamiltonian [12, 19, 149–153]. In these phases there is no long-range order, instead
there is long-range entanglement which is responsible for many of the strange phe-
nomena one can find in these systems. Quantum spin liquids, as phases of strongly
interacting spins that do not order even at absolute zero temperature, are linked to
remarkable phenomena such as transmutation of statistics (e.g. fermions appearing
in a purely bosonic model) [25, 154], fractional quantum numbers [21, 22, 155–157],
and the enabling of otherwise impossible quantum phase transitions [158], to name
just some of the exotic physics.
The theory of quantum spin liquids dates back to P.W. Anderson who observed in
1973 that states without magnetic long-range order were in principle viable ground
state candidates for frustrated quantum antiferromagnets [157]. According to his idea,
these systems could avoid all spontaneous symmetry breaking and therefore remain
disordered down to absolute zero. The picture he proposed was that of the iconic
resonating valence bond (RVB) wave function. The RVB state is a linear coherent
superposition of singlet coverings of the lattice, making it a manifestly quantum state
of matter (see Fig. 3).
Even though our understanding of frustrated quantum magnets has much advanced
since the inception of the quantum spin liquid, the concept is still hard to grasp
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(a) Nearest-neighbor dimer covering. (b) Dimer covering with mixed dimer lengths.
Figure 3.1: Two different valence bond coverings on the triangular lattice. On the left
we have a short-range dimer covering with only nearest-neighbor valence
bonds. On the right we have a dimer covering with longer-range valence
bonds. A general RVB state is composed of a superposition of all such
dimer coverings.
[12, 159]. First of all there is the obvious question of how to define a quantum
spin liquid. Often a quantum spin liquid is defined by the absence of any symmetry
breaking which is a purely negative definition and as such quite hard to show. A
better definition also involves the absence of long-range n-spin correlations for any
n and an even more restrictive, but also positive, definition requires QSLs to exhibit
fractional excitations, such as spinons or visons. Here, we will adopt the second
definition and require a quantum spin liquid to exhibit an absence of both long-range
correlations and spontaneous symmetry breaking, as requiring fractional statistics is
equivalent to requiring topological order.
While this definition is viable, it does not lend itself easily to the characterization
and classification of general spin liquids. This task is performed instead by the
framework of the projective symmetry groups (PSG), introduced by X.-G. Wen [12].
Within the PSG scheme one analyzes the breaking of gauge symmetries in a mean-
field ansatz to classify the different QSL ansa¨tze. This is to date the most powerful
tool to study the properties of quantum spin liquids and we will describe it in more
detail in the next section.
While the defining hallmark of all quantum spin liquids is the absence of any
local order parameter [12, 159], the PSG classification of spin liquids resulted in the
realization that spin liquids may be gapless or gapped. Although current experimental
results found only gapless spin liquids [160–165], gapped spin liquids have been found
in many numerical and analytical studies on the kagome, square, and honeycomb
lattice [19, 27, 153, 162, 166–168]. As opposed to gapless spin liquids, which are quite
involved and difficult to characterize, gapped spin liquids have the distinctive property
that they are characterized by topological order, i.e. ground state degeneracy that
only depends on the specific topology of the underlying space. We will treat this
concept of order in more detail in the next section.
In the search for QSLs, two qualitatively different questions emerge immediately
[150]:
• Considering a given Hamiltonian H, how do we know if it actually admits a QSL
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as its ground state? If there is a QSL ground state can one further characterize
the QSL?
• Given a ground state wavefunction in some form, how can one tell if this wave-
function really describes a QSL? If yes, how can this QSL be further character-
ized?
Obviously these two questions are related: if a numerical algorithm can procure the
approximate ground state wavefunction of a particular model, then finding an answer
to the second question immediately provides an answer to the first question as well.
As it turns out there is a tool, the topological entanglement entropy, inspired by
quantum information theory that enables us to partially answer these questions. The
details of this calculation will be discussed in Sec. 3.2.3.
To establish the presence of any quantum spin liquid, gapped or gapless, we have
to find a disordered state that is fully symmetric, so as to ensure the absence of any
local order parameter. The key feature necessary to stabilize quantum spin liquids
are therefore quantum fluctuations that suppress any ordering the system may at-
tempt. Thus a system where low dimension, strong frustration, and low coordination
number all work together to increase the classical degeneracy and subsequently also
the quantum fluctuations will be a prime candidate for spin liquid physics [166]. The
nearest-neighbor antiferromagnetic Heisenberg model on the kagome lattice displays
all these properties and will be discussed in the next section [166, 169, 170].
A different picture emerges if we allow the state to spontaneously break the lattice
symmetry while forcing it to keep the full symmetry of the Hamiltonian. Such states,
with spin-rotation symmetry, but spontaneously broken lattice symmetry are known
as valence bond solid (VBS) or valence bond crystal (VBC) states, where the differ-
ence between VBS and VBC lies in the regularity of the valence bond pattern. These
states are known to occur in nature as they recently have been observed in nature
in the organic compound (C2H5)(CH3)P[Pd(dmit)2]2 [171]and the kagome compound
ZnxCu4−x(OD)6Cl2 [161]. Bond-centered modulations in the local density of states
have also been observed in underdoped cuprates in scanning tunnelling microscopy
experiments [172] and can immediately be interpreted in terms of doped VBS states
[155]. While these states often do not break any apparent symmetry the VBS states
can still be understood in terms of symmetry-breaking by considering “hidden” or
“topological” symmetries. These states also appeared as candidate states for the
ground state of the kagome Heisenberg antiferromagnet discussed below.
In the following we will first discuss the state of the current research in Sec. 3.1,
then move on to elaborate on details of our simulations in Sec. 3.2 before finishing
by presenting the published paper in Sec. 3.3.
3.1 Review of Published Results for the Kagome
Heisenberg Antiferromagnet
Low-dimensional spin-1/2 Mott insulators in vertex-sharing regular two-dimensional
lattices, have been studied extensively for many years as it is well-known that highly
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Figure 3.2: The kagome lattice of corner-sharing triangles.
frustrated 2D quantum antiferromagnets present a bewilderingly rich plethora of
ground state phases. Many of the phases encountered in these systems do not have
any classical counterparts and display exotic order, examples of which include various
valence-bond crystal and quantum spin-liquid phases. The phases one can observe
in such systems are determined not only by the dimensionality and structure (e.g.
the coordination number) of the lattice on whose sites the spins are situated but
also by the spin quantum number S, as well as the type and range of the magnetic
interactions between these spins that often compete for different forms of order, thus
leading to frustrated magnets. It is also known that the quantum versions of classical
models with massively degenerate ground states are prime candidates for systems
with novel ground states, even more so are those model systems with a non-zero
ground state entropy [166, 169, 170].
A special niche among all such candidate spin systems is occupied by those lattices
with periodic arrays of corner-sharing structures, where each corner-sharing structure
(e.g. triangles for nearest-neighbor interactions) in itself is magnetically frustrated
[173]. Within this niche one finds the Heisenberg model on the three-dimensional py-
rochlore lattice of corner-sharing tetrahedra as well as on the two-dimensional kagome
lattice of vertex-sharing triangles. Of these, especially the spin-1/2 Heisenberg an-
tiferromagnet (HAF) on the 2D kagome lattice has been the subject of a profusion
of studies in recent years [35, 36, 56, 100, 156, 165, 166, 174–243]. A sketch of the
kagome lattice is shown in Fig. 3.2. The Hamiltonian for this model is given by
H =
∑
〈i,j〉
Si · Sj, (3.1)
where the brackets 〈·, ·〉 denote nearest neighbors. This model first appeared as a
description for Helium on a graphite substrate in the late eighties [244]. Soon it was
realized that this model’s ground state was lacking magnetic long-range order while
displaying strong frustration and a low coordination number [245–248]. But even
after several decades of research the exact nature of the ground state of the spin-1/2
Heisenberg antiferromagnet on the kagome lattice has remained unclear. There exist
several proposed candidate ground states, ranging from states with magnetic order
to valence-bond crystals or quantum spin liquids of different types [27, 156, 167]. In
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(a) The classical
√
3×√3 state. (b) The classical q = 0 state.
Figure 3.3: The two different classical ground states for the kagome lattice Heisenberg
antiferromagnet, where the arrows denote classical spin orientations. The√
3 ×√3 state on the left breaks translational invariance and requires a
larger unit cell. The q = 0 state (right) on the other hand does not break
the elemental translational symmetry of the kagome lattice.
the remaining parts of this section we will endeavor to explain the different ideas
and candidates for the ground state of this system, leading up to a discussion of the
methods we employed in a large-scale DMRG study to determine the ground state.
3.1.1 Classical ground state
The kagome lattice is based on the triangular Bravais lattice. Its classical ground
state is similar to the triangular lattice in that it obeys the so-called ice-rules, i.e.
neighboring spins have a relative angle of 120◦ to each other, resulting in a non-trivial
infinite classical degeneracy. From this degeneracy set, by the mechanism of order by
disorder, two different ground states can be selected [249]. These states are usually
known as the q = 0 and
√
3×√3 states respectively and are shown in Fig. 3.3. It has
long been debated whether the remnants of the classical orderings would survive the
onset of quantum fluctuations at zero temperature, as e.g. semi-classical approaches
such as large-S calculations plead in favor of the
√
3×√3 state as the ground state
[250, 251]. Exact diagonalization results [188, 215, 252, 253] also show this state to
be stabilized on addition of a ferromagnetic J2 interaction [166].
3.1.2 Valence bond crystals
When considering RVB-like dimer coverings of the kagome lattice, one realizes that
any dimer covering must leave some bonds empty. Indeed it was shown early on that
one-fourth of all triangles in the kagome lattice remain empty in any dimer covering.
These triangles are the source of quantum fluctuations in the system. It is therefore
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Figure 3.4: The unit cell for the 36-site hexagonal valence bond crystal. Here the
broad lines represent valence bond, with blue bonds forming the pinwheel
structure, green bonds forming a perfect hexagon, and red bonds con-
necting them. The light blue line is an outline of a possible choice of unit
cell.
instructive to consider different tilings of these empty triangles and to compute the
energy of these coverings.
Calculations with various methods resulted in VBC proposals with 6-, 12-, 18-,
and 36-site unit cells [167, 185, 187, 201]. Using series expansion the lowest energy
of these proposals was computed for the 36-site unit cell [185, 187] which is sketched
in Fig. 3.4. The construction of this unit cell is based on the idea that the perfect
hexagons minimize the energy and should be as closely packed as possible. From
this goal results the ansatz with the large unit cell, which was later shown to occur
naturally in the vicinity of the ground state [56, 100, 254].
3.1.3 Quantum spin liquids
Many of the competing proposals for the ground state of the kagome lattice Heisen-
berg antiferromagnet were formulated within the framework of the slave-particle
ansatz and classified using projective symmetry groups [12, 159, 205, 255]. The
slave-particle technique is a flavor of mean-field theory, where each spin-1/2 opera-
tor is re-written in terms of creation and annihilation operators. By using different
statistics for these operators two different variants of slave-particle theory can be
identified. Here we will concentrate on slave-boson theory, but slave-fermion theory
is equally valid for this problem. It is important to point out that both slave-boson
and slave-fermion theory can create the same low-energy theories. Since both theories
operate on virtual spaces, the creation of valid low-energy theories requires gauging
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the mean-field theory down to a physical theory, making the differences between the
two slave-particle approaches purely technical [164, 256].
In slave-boson (Schwinger-fermion) theory, each spin-1/2 operator is decomposed
at every site in terms of a bilinear
Si = 1
2
f †iασαβfiβ, (3.2)
where α, β =↑, ↓, and σ is the vector composed of the Pauli matrices [12, 159]. The
f -operators obey fermionic statistics and are known as spinon creation and annihi-
lation operators. These spinons carry spin and form the low-energy quasi-particles
whose excitation spectrum mainly characterizes the effective low-energy theory of a
mean-field ansatz. Spinons can in principle obey both fermionic or bosonic statistics,
but only fermionic spinons can create both gapped and gapless quantum spin liquids.
Common to both fermionic and bosonic approaches is the gauge redundancy intro-
duced by the slave-particle representation, causing the spinons to be coupled to an
emergent gauge field. The symmetry of the invariant gauge group derived from this
gauge field then serves to classify the quantum spin liquid.
To obtain a physical state from the mean-field theory one has to project the en-
larged spinon space down to the physical space with the constraint∑
α
f †iαfiα = 1 (3.3)
where the sum runs over all spin flavors. Note that within this mean field theory pic-
ture the interactions between spinons appear only beyond the mean field level and are
mediated by fluctuating gauge fields. By re-writing in terms of spinon operators the
spin-spin interaction terms give rise to quartic spinon interactions. These interactions
can be decoupled in two channels, divided into spinon hopping (particle-hole) and
pairing (particle-particle) channels. Together these constitute an ansatz for a QSL,
where different mean field ansa¨tze are distinguished by their different structure. The
redundancy in the choice of gauge field however shows the mean-field states to be
only projective representations of physical states. Hence, the same physical state
may be represented by many gauge equivalent mean-field ansa¨tze forming a set. Dif-
ferent projective representations of the lattice and time-reversal symmetries of the
Hamiltonian are formed by different mean-field spin liquid ansa¨tze. A systematic
understanding of distinct quantum spin liquids therefore requires a careful analysis
of the projective symmetry group which is beyond the scope of this work.
When both spinon hopping and pairing terms are present, the calculations of the
spinon ground state can be re-written in the form of a BCS type Hamiltonian for
the spinons, enabling the solution via a Boguliubov transformation. If the Hamil-
tonian is symmetric under spin-rotations, the hopping and pairing channels can be
separated completely into a singlet part which is spin independent and a triplet part
with spin dependency. In a model with spin-rotation invariant exchange the singlet
ansatz already gives rise to stable quantum spin liquid mean field solutions, making
the triplet channels obsolete. Following this one obtains symmetric QSLs that do not
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spontaneously break spin-rotation symmetry. A PSG analysis of the singlet ansa¨tze
on the kagome lattice has been done both for slave-fermion and for slave-boson the-
ories, revealing QSL states which can serve as parent states for physical spin liquids.
Although mean-field theory is in general a rather poor approximation of strongly
correlated systems, it can be shown that a mean-field ansatz can be stable in the
presence of some perturbations. Since we lack another method to classify quantum
order at the moment, we have to deal with this kind of approach.
From these theories emerged numerous different proposals for the kagome Heisen-
berg antiferromagnet. Derived from mean-field theory there are also various theories
for a so-called algebraic or gapless U(1) spin liquid [161, 162, 164, 165, 211, 257, 258].
Based on these proposals Iqbal et al. performed Gutzwiller-projected Monte Carlo
studies, finding the energy of the candidate states to be competitive [223–226]. The
distinctive feature of these ansatz states is the absence of a gap, which can not be dis-
counted by exact diagonalization [170, 188, 246, 247, 252] and is actually supported
by experimental findings [162, 235]. By adding mass-fields or symmetry-breaking
gauge fields to the mean-field theories, these parent states can be broken down to a
lower symmetry, giving rise to gapped quantum spin liquids. Gapped spin liquids are
also known as topological spin liquids as they exhibit fractionalized excitations, one
of the key properties of topological order [6, 8, 9, 11, 12, 173, 206, 259–261].
Topological order
Gapless quantum spin liquids form extremely interesting ground states considering
their ground state is protected by their projective symmetry groups [159]. A different
mechanism for protecting a certain ground state occurs in spin liquids that are gapped
or where the gapless sector is decoupled [12]. These spin liquids sustain a kind of
hidden order called topological order [13, 14]. In these topological spin liquids there
exist fractional excitations which interact with each other through emerging gauge
fields [155, 158, 261, 262].
Topological order is not related to any symmetries of the system and therefore is
not described by any local order parameters. Since this kind of order is determined
by global properties, it is also robust against all local perturbations. Topological
order is characterized either by global properties such as ground state degeneracy,
by fractional excitations, and/or by non-abelian exchange statistics. Progress from
quantum information theory has suggested the topological entanglement entropy [263,
264] as a probe [152, 265–267], a technique we will illuminate later on.
The concept of topological order and quantum order are central to the understand-
ing of quantum spin liquids. A detailed exposition of these ideas would go beyond
the scope of this work, we therefore refer the interested reader to the seminal works
by Wen and co-workers [12, 17, 20, 150, 264, 268, 269].
In this context it is sufficient to understand the significance of the low-energy the-
ories appearing in the PSG. Usually, these low-energy theories correspond to general
quantum order as is the case for a spin liquid with a continuous invariant gauge group
such as the algebraic spin liquid. But if the symmetry is broken, then the bulk can
be gapped, leading to fractionalized excitations and thereby to topological order. A
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possible mechanism for this is known as string-net condensation has been proposed
by Levin and Wen [270, 271].
The emerging spin liquids are then classified according to their invariant gauge
groups. The most prominent examples of which are discussed in the following.
Quantum spin liquid proposals
Based on various mean-field theories there are many proposals for spin liquid ground
states on the kagome lattice. These ansa¨tze have been classified using PSG leading
to many different proposals with many symmetries. Here, we will concentrate on the
main difference, i.e. the presence or absence of topological order. The key competitors
for the ground state are the following:
• An algebraic spin liquid, also known as gapless or U(1) spin liquid depend-
ing on the underlying low-energy theory [161, 162, 164, 165, 272]. This spin
liquid’s mean field ansatz is given by uniform hopping amplitudes, making it a
fully symmetric spin liquid. While this spin liquid does not exhibit topological
order, it can be identified by considering the long-range spin-spin or dimer-
dimer correlation functions which are conjectured to decay with a power-law
[165]. Based on this ansatz there were many projected wave function studies
[161, 165, 223–226], examining the ground state properties, allowing a close
comparison between unbiased data and the gapless spin liquid. Depending on
the method used, these gapless spin liquids emerge as stable low-energy theories
[223–226].
• A chiral spin liquid, which breaks time-reversal symmetry [27, 205, 207, 235,
237] due to massive fermions in the mean-field theory, making it a gapped
ground state. While exact diagonalization studies failed to find conclusive ev-
idence for a chiral theory [252], a chiral theory may be able to explain some
of the features observed in numerical studies [207]. Since these theories pos-
sess an energy gap to the lowest excitations, they exhibit topological order
[14, 205, 273].
• A variety of Z2 spin liquids, all of which are gapped [155, 156, 180, 181,
229, 230, 255]. These theories are derived either from classical states such
as the q = 0 state [156] or various mean-field theories [161, 181, 257, 258].
The classification of the different proposals showed there were a number of
spin liquids that were compatible with the system, while breaking some of the
lattice symmetries. As gapped spin liquids on the kagome lattice, all Z2 spin
liquids exhibit topological order, which can be detected via the topological
entanglement entropy, even though the underlying topological quantum field
theory remains unknown.
3.1.4 Numerical results
Since analytical theories were not able to conclusively determine the ground state
phase of the kagome lattice Heisenberg antiferromagnet, numerical studies tried to
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explore the problem early on. But the exact structure of the KHAFM is very hard
to determine precisely as very small energy differences may lead to very significant
changes in the ground state structure.
This is exemplified by exact diagonalization (ED) studies which computed the
ground state and the excitation spectrum for various system sizes without finding
a conclusive answer [166, 169, 170, 188, 202, 215, 237, 252, 253]. While the classi-
cal
√
3 × √3 order was shown to be unstable early on [253], the fate of the energy
gap remained entirely unclear, as ED studies found a continuum of singlet states in
the spin gap. This failure of exact diagonalization opened the field wide to approx-
imate methods such as Gutzwiller-projected quantum Monte Carlo, DMRG, PEPS,
series expansion, contractor renormalization (CORE), and multi-scale entanglement
renormalization ansatz (MERA). The results can be loosely grouped according to the
different proposals:
• Valence Bond Crystals: After the failure of semi-classical approaches, va-
lence bond crystals were shown to exhibit a very low energy [167, 185, 187, 216]
as computed via series expansion by Singh and Huse. Earlier, a different VBC
proposal was found to have a competitive energy by exact diagonalization of a
reduced basis [274]. This finding was later independently confirmed by a MERA
study that also found the 36-site VBC structure [56] although the validity of
the MERA results was questioned, as the ansatz chosen was biased towards this
ground state. Irrespective of these problems, a study employing quantum dimer
models [191, 275] found a ground state resonating around a certain diamond
VBC to be energetically competitive. Recently a quantum Monte Carlo study
investigated the ground state phase diagram of Zn-paratacamite, a compound
with a distorted kagome lattice, finding evidence for a VBC ground state [254].
The presence of a VBC ground state was disputed by a Gutzwiller-projected
QMC study performed by Iqbal and coworkers [223, 224], where they investi-
gated the stability of the gapless U(1) Dirac spin liquid against dimerization
into a VBC. While they found the U(1) spin liquid to be stable against dimeriza-
tion, the ground state energy computed within this ansatz was higher than the
energy computed for the valence bond crystal, raising some questions about the
validity of the U(1) ansatz. But the biggest blow to this 36-site VBC proposal
came by the large-scale DMRG study performed by Yan et al [100], who found a
lower-energy ground state after destabilizing the valence bond crystal. Since in
this study the authors deliberately biased their ansatz towards the VBC state,
but still found a spin liquid using the essentially unbiased DMRG, the VBC
was concluded to be unlikely. These findings were independently confirmed by
our own results shown in the last section of this chapter.
• Gapless Spin Liquids: Some of the most promising candidates for the ground
state of the kagome lattice Heisenberg antiferromagnet are gapless quantum
spin liquids, which exist in various flavors, among them the algebraic QSL,
the U(1) Dirac QSL, and the uniform RVB QSL [161, 164, 165, 194]. All of
these states have the full symmetry of the Hamiltonian and appear naturally
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as solutions in many slave-particle approaches. The gapless spin liquid has
repeatedly been found to form a stable ground state phase within the framework
of projected wave function studies [161, 165, 223–226]. In these publications,
the gapless spin liquid was found to be stable against dimerization into a VBC
[223, 224], stable against symmetry breaking into a gapped spin liquid [225, 226],
and also energetically competitive. But apart from these Gutzwiller-projected
QMC works, there is no data supporting the gapless spin liquid. In fact, there
now exist various independent DMRG studies which find evidence against the
gapless QSL, such as our own work.
• Chiral Spin Liquids: A projected wave function study found the chiral quan-
tum spin liquid to be stable at mean-field level [27], but unstable upon inclusion
of quantum fluctuations [225]. A different ansatz for a chiral quantum spin liq-
uid known as the cuboc1 phase was studied using mean-field theory without
addition of quantum fluctuations. While this ansatz is able to reproduce and
explain some of the features observed in exact diagonalization, this ansatz is
contradicted by our data and the absence of significant chiral correlations in ED
data [252]. The same is true for a recent contractor renormalization (CORE)
study [276], which proposed the so-called p6 chiral order. As for the cuboc1
order proposed in Ref. [207], their data is incompatible with both our structure
factors and the topological entanglement entropy [152].
• Gapped Z2 Spin Liquids: A gapped Z2 QSL was among the first proposals
for the ground state of this system [156]. This proposal has now found support
from many DMRG studies, which all find a spin gap [100, 220]. Additionally,
there is some evidence for the gapped QSL phase to extend beyond the isotropic
Heisenberg point [183, 277]. Our own work binds all this together, where by
specifically looking for the type of the quantum spin liquid, we were able to
show the presence of the gapped Z2 spin liquid.
3.1.5 Experimental realizations
Theoretical interest in the spin-1/2 kagome HAF lessened for a while before in-
creasing again in the last few years with computational advances and the discov-
ery of several candidate materials that promised to realize the model experimen-
tally [162, 278]. Chronologically, the first of these promising candidates was her-
bertsmithite ZnCu3(OH)6Cl2 [190, 200, 208, 238, 279–283]. For this mineral it has
been shown that the spin-1/2 Cu2+ ions are antiferromagnetically coupled and lie on
the corners of well separated and structurally undistorted kagome lattice planes, as
sketched in Fig. 3.5(a). Even though the structure of the underlying kagome planes
constituting this mineral appears to be perfect, the model is perturbed by a signifi-
cant amount of disorder. This is likely caused by the mixing of the diamagnetic zinc
ions and the spin-1/2 copper ions between the two types of sites. The effect of the dis-
order is the introduction of effectively three-dimensional coupling, i.e. it introduces
a coupling between neighboring kagome planes. This interaction acts to destroy the
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(a) The structure of the kagome planes in Her-
bertsmithite where the kagome planes are sep-
arated by zinc ions (not shown).
(b) The Dzyaloshinski-Moryia vector pattern
of out-of-plane Dz and in-plane Dp compo-
nents in Herbertsmithite.
Figure 3.5: Experimental realization of the kagome lattice Heisenberg antiferromag-
net. On the left the structure of Herbertsmithite is sketched which suffers
from Dzyaloshinski-Moryia interactions with a structure as shown on the
right.
local two-dimensional nature of the system, giving rise to additional terms in the
Hamiltonian in form of a Dzyaloshinskii-Moryia interaction [210, 284], as shown in
Fig. 3.5(b). While herbertsmithite may be structurally perfect, the impurities to-
gether with the spin-orbit coupling have the effect of complicating the comparison
of the unperturbed Heisenberg model with experiments on herbertsmithite. Follow-
ing this realization, herbertsmithite lost part of its initial allure of being an almost
perfect spin-1/2 kagome Heisenberg antiferromagnet.
More recently a new candidate for the role of the experimental realization of the
isotropic kagome HAF was discovered. Kapellasite α−Cu3Zn(OH)6Cl2 is another
member of the atacamite family and a polymorph of herbersmithite [221, 235, 242].
Even though both herbertsmithite and kapellasite share the same chemical composi-
tion, the kagome lattice structure is created in a different way in the two minerals.
Caused by a different crystallographic structure, the kagome lattice in kapellasite is
obtained by doping. In kapellasite, the spin-1/2 Cu2+ ions form a regular triangular
sublattice, which by doping with diamagnetic Zn2+ ions can be diluted to form a
kagome lattice, as opposed to herbertsmithite, where a three-dimensional pyrochlore
lattice has to be doped to form a kagome lattice. The difference in doping is conjec-
tured to reduce the interlayer coupling, as the mixing of copper and zinc sites will
only lead to intralayer disorder.
But while kapellasite may feature less or no spin-orbit coupling, a recent theo-
retical electronic study employing density functional theory within the local density
approximation revealed appreciable non-nearest-neighbor exchange coupling both for
kapellasite and its relative haydeeite, Cu3Mg(OH)6Cl2 [285, 286]. This is shown to
introduce further-neighbor coupling, especially across the diagonals of the hexagons
on the kagome lattice. Also, a recent high-temperature series expansion considered
kapellasite and performed fits to the DC magnetic susceptibility χDC(T ) measured
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in experiment. These fits agree best with a ferromagnetic nearest-neighbor exchange
interaction on the kagome planes (i.e. J1 < 0), while the overall antiferromagnetic
behavior of the mineral is explained by large antiferromagnetic couplings to farther
neighbors. [235, 242].
Apart from spatially isotropic kagome lattices, there are some materials with
anisotropic versions of the kagome lattice where the spin-1/2 HAF has been sug-
gested to occur [34, 287, 288]. Prominent among those are the minerals vorbor-
thite, Cu3V2O7(OH)2 · 2H2O and vesignieite [175, 178, 196, 289], BaCu3(VO4)2(OH)2.
Small differences in the bond lengths between the three copper ions forming triangles
result in inequivalent Cu sites. This in turn leads to the splitting of the interaction J
into two different interactions J and J ′, making the description of the system harder.
The identification of the ground state phase is further hampered by the different
ground states being extremely close together in energy [290]. Even small perturba-
tions can therefore cause huge difference in ground state structure. These problems
can be caused by Dzialoshinski-Moriya interactions or impurities in experimental
samples, destroying the order known from numerical and analytical studies.
3.2 Methodology
Employing the DMRG, an essentially one-dimensional method, to perform a ground
state search for a two-dimensional system is plagued by many problems. Some of the
issues arising when using DMRG in two dimensions have been covered in Chap. 2.8.
Here we will address the details of simulating large kagome cylinders within the
framework of the SU(2)-symmetric DMRG.
3.2.1 Mapping the lattice
In order to obtain the ground state of any system with DMRG we first have to model
the system. While this is straightforward for one-dimensional systems, there are some
points to consider in higher dimensions (see also Chap. 2.8). Here we employed a
variety of different mappings to ensure the results were independent of the specific
mapping chosen. For the kagome lattice, there are two main mappings, depending
on the lattice axis we chose to align to, dubbed XC and YC respectively [100]. A
further mapping was used to simulate torus systems. All of these paths are displayed
in Fig. 3.6. The paths were chosen in such a way that the resulting lattice was
symmetric under reflection at the center. Furthermore the lattices were constructed
with edges of a form that was smooth and reconcilable with many of the valence bond
crystal proposals.
3.2.2 Simulation details
The simulations themselves were performed as for any other DMRG calculations, that
is we started with an ansatz state with a small bond dimension m and then started
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Figure 3.6: Sketches of the mappings of the two-dimensional kagome lattices to one-
dimensional chains. We mapped the cylinders using two different map-
pings, one for aligning the lattice to the X-axis (a) and one for aligning it
to the Y-axis (b) with periodic (open) boundary conditions in the vertical
(horizontal) direction. A different path was chosen for a torus (c), where
we used periodic boundary conditions in both directions. The red broad
line represents the one-dimensional chain.
increasing the bond dimension iteratively while sweeping the system. Whereas con-
ventional implementations have to resort to pinning fields to ensure smooth con-
vergence, the SU(2) symmetry significantly eases this calculation by not having to
employ any tricks, special sweeping schemes, or pinning fields. While sweeping it
is important to keep track of the truncation error and the change in energy as well
as the mixing factor α(see also Chap. 2.8). In the beginning, a small mixing factor
serves to keep the single-site algorithm from getting stuck, but at some point it has
to be decreased to improve the accuracy of the simulation. One major advantage
of the SU(2)-symmetric implementation employed for this simulation is the ability
to directly target specific sectors of the total spin, thus enabling us to perform the
simulations in both the spin S = 0 and the spin S = 1 sector enabling us to compute
the spin gap later on. Once the simulations had reached the limit of the computa-
tional capabilities available to us, the raw data served as the basis for extrapolations.
A standard DMRG technique is the extrapolation of the energy in the truncation
error with a linear fit. But for the single-site algorithm the truncation error directly
depends on the choice of mixing factor. Therefore α has to be kept constant for the
last few sweeps to make the extrapolation well defined and controlled.
The extrapolation in the truncation error yields an estimate for the ground state
energy of a specific cylinder with a specific aspect ratio. To obtain an estimate for
the bulk energy of an infinite cylinder, we used the subtraction method detailed in
Ref. [96]. The subtraction method is based on the assumption that boundary effects
are identical for short and for long cylinders, therefore enabling us to remove them
by subtracting a small cylinder from a large cylinder. If the assumption holds, we
thus obtain the bulk energy.
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3.2.3 Entanglement entropy
How can you identify something if you only know what it is not? As quantum spin
liquids are defined by the absence of any local order parameter they are extremely
hard to characterize. Topological order can not be detected by simple local measure-
ments, but for two-dimensional quantum spin liquids, the degeneracy of the ground
state of the system is linked to the topological genus of the surface on which the QSL
lives [11, 28, 291]. Of particular usefulness has been the influx of new ideas from
quantum information theory to the physics of strongly correlated systems, namely
the entanglement entropy [149–152, 265, 292–294]. This usefulness is based on the
long-range entanglement that causes topological order, as opposed to the short-range
entanglement associated with conventional order [14]. The heuristic picture of a long-
range entangled phase is that it cannot be written as a direct product state, albeit
this is possible for most conventionally ordered phases [18, 295–299]. From this fol-
lows that gapless phases, such as a superfluid or Fermi liquid that exhibit algebraic
decay of correlations will imply long-range entanglement in real space. The converse
does not hold though, as even phases with short-range correlations, such as gapped
spin liquids, can still support long-range entanglement.
Formally, this can be shown using the entanglement entropy, defined as
SA = −TrBρA log ρA (3.4)
i.e. the von Neumann entropy SA obtained by tracing out the subsystem B. As
mentioned in Chap. 2, the entanglement entropy of gapped systems has been shown
to obey an area law, but in recent years, Levin and Wen [264] and Kitaev and Preskill
[263] showed in their seminal papers that the entanglement entropy of a topologically
ordered phase such as a gapped spin liquid contains a universal sub-leading correction:
S(L) = cL− γ +O( 1
L
). (3.5)
This universal correction γ is known as the topological entanglement entropy Stopo.
The topological entanglement entropy is non-zero if and only if the system has topo-
logical order. Furthermore, γ serves to partially characterize the topological order as
it is related to the total quantum dimension of the underlying topological field the-
ory via Stopo = − log(D). Here, D is the total quantum dimension associated with
the phase of matter and given by D =
√∑
i d
2
i where di is the individual quantum
dimension of the i-th quasi-particle.
While Stopo can serve as a positive identification of topological order, two compli-
cations arise:
1. Is it a unique characterization of the topological state?
2. Does this hold for any of the degenerate topological ground states of the Hamil-
tonian?
The first question has to be negated, as there may be more than one topological
theory with the same total quantum dimension. For example, for Kitaev’s toric code
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model, there are four quasi-particles, each with the individual quantum dimension
one, yielding a total quantum dimension of D =
√
4 = 2. The same quantum
dimension results from a doubled semionic theory though or an Ising-type theory
where there are only three types of quasi-particles. A more detailed characterization
can be achieved by computing the braiding and exchange statistics for the topological
excitations, which has recently been demonstrated in the context of iDMRG [300].
The second question is more subtle. It has been shown that equation 3.5 holds
for the minimally entangled basis states of the system, but there still remains the
question of how to obtain those minimally entangled states (MES), as any linear
combination of two degenerate eigenstates is still an eigenstate. Here, a built-in bias
of DMRG towards minimum-entropy states serves to eliminate this complication as
DMRG will always try to minimize the entanglement carried by the wave function.
DMRG now gives us direct access to the topological entanglement entropy, be-
cause at every optimization step the system is bipartitioned into two subsystems. By
evaluating only those splittings of the wave function that are also bipartitions of the
cylinders we can compute S(L) for various cylinder circumferences L. While this
is possible, a better scheme involves a generalization of the von Neumann entropy,
namely the Renyi entropies, defined as
Sn =
1
1− n log(TrBρ
n
A). (3.6)
It has been shown that the same topological entanglement entropy results from the
Renyi entropies as from the von Neumann entropy [301]. The advantage of the
Renyi entropies lies in the fact that numerical errors tend to be suppressed in the
Renyi entropies. While DMRG is very good at calculating the largest eigenvalues
of the reduced density matrix, its precision for the smallest eigenvalues is limited
both by numerical rounding errors and by the convergence of the wave function.
Therefore it would be advantageous to give more weight to the large eigenvalues and
less weight to the smaller eigenvalues, which is exactly what the Renyi entropies
do. In our numerical simulations we have observed a much improved convergence
behavior already for Renyi indices n ' 3.
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3.3 Nature of the Spin Liquid Ground State of the
S = 1/2 Kagome Heisenberg Model
In the previous sections we have presented the antiferromagnetic Heisenberg model
on the kagome lattice and introduced a way to use DMRG to study the problem.
We have shown the model to be of much current interest, both because of the many
exotic proposals for its ground state and because the model, even after more than
20 years of research being still unsolved. In this section we present our work on this
model system. We employed the DMRG to obtain the ground state for cylinders of
an unprecedented size both in the spin S = 0 and S = 1 sectors. This computa-
tion of the spin gap was followed by a thorough and complete investigation of the
ground state properties, finding no sign of a local order parameter. Meanwhile we
found short-ranged correlation functions for spin-spin, dimer-dimer, and chiral-chiral
correlations as well as a diffuse static structure factor. With this characterization of
the ground state we continued to employ a new and untested tool, the analysis of the
entanglement entropy, to gain further understanding of the ground state. We find all
of these results to be compatible with only one particular proposal for the ground
state, namely the gapped topological Z2 spin liquid.
Our study is therefore an independent confirmation of earlier DMRG results for
tori [220] and cylinders [100], which arrived at the same conclusion. At the same time
it improves on their results by yielding better energy estimates while also considering
larger systems. By making use of the SU(2) symmetry it was also possible for us to
obtain wave functions with a significantly higher precision, enabling us to evaluate
new observables, making our study the logical extension of the earlier DMRG studies.
These results agree well with data from state-of-the-art exact diagonalization [214],
but fail to rule out certain other proposals. On the one hand, there are proposals for
chiral spin liquids [207, 276], which may escape us due to symmetry constraints. On
the other hand, there is some evidence for U(1) gapless spin liquids being very close
in energy [223–226]. Nevertheless our study provides a very complete picture of this
problem, arriving at a Z2 quantum spin liquid.
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We perform a density-matrix renormalization group (DMRG) study of the S ¼ 12 Heisenberg anti-
ferromagnet on the kagome lattice to identify the conjectured spin liquid ground state. Exploiting SU(2)
spin symmetry, which allows us to keep up to 16 000 DMRG states, we consider cylinders with
circumferences up to 17 lattice spacings and find a spin liquid ground state with an estimated per site
energy of0:4386ð5Þ, a spin gap of 0:13ð1Þ, very short—range decay in spin, dimer and chiral correlation
functions, and finite topological entanglement  consistent with  ¼ log22, ruling out gapless, chiral, or
nontopological spin liquids in favor of a topological spin liquid of quantum dimension 2, with strong
evidence for a gapped topological Z2 spin liquid.
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A pervasive feature of physics is the presence of sym-
metries and their breaking at low energies and tempera-
tures. It would be an unusual system in which at T ¼ 0
(quantum) fluctuations are so strong that all symmetries
remain unbroken in the ground state. In magnetic systems,
such a state is dubbed a quantum spin liquid (QSL)[1]
and is most likely to occur if fluctuations are maximized
by low-dimension, low-spin, and strong geometrical
frustration; the search for a QSL has thus focused on
frustrated S ¼ 12 quantum magnets in two dimensions. The
Heisenberg antiferromagnet on the kagome lattice [2]
(KAFM) is a key candidate, described by the S ¼ 12 model
H ¼X
hi;ji
~Si  ~Sj; (1)
with hi; ji nearest neighbors.
Experimentally, the focus is on the herbertsmithite
ZnCu3ðOHÞ6Cl2, modeled by Eq. (1) on a kagome lattice
with additional Dzyaloshinskii-Moriya interactions [3]. It
is thought that the ground-state is a spin liquid [4–10], with
no onsite magnetization [6,11] and no spin gap [11–14]
within very tight experimental bounds.
On the theoretical side, the kagome model of Eq. (1)
remains a formidable challenge. While all proposed
ground states show no magnetic ordering, they can be
classified by whether they break translational invariance
or not. The former type of ground state, a valence bond
crystal (VBC), was pioneered byMarston [15]. The emerg-
ing proposal was that of a ‘‘honeycomb VBC’’ (HVBC)
with a hexagonal unit cell of 36 spins [16–20] sharing in
dimer-covered hexagons and a sixfold ‘‘pin wheel’’ at the
center. On the other hand, a multitude of QSL states were
proposed [21–32]. Proposals for a QSL ground state
include a chiral topological spin liquid [21,22,33,34], a
gapless spin liquid [23–26], and various Z2 spin liquids
[27–30] with topological ground-state degeneracy.
In the past, numerical methods failed to resolve the issue
conclusively. Quantum Monte Carlo calculations face the
sign problem. Sizes accessible by exact diagonalization
[2,35–48] are currently limited to 48. Other approaches
diagonalized the valence bond basis or applied the con-
tractor renormalization group (CORE) method, or the
coupled cluster method (CCM) [49–55]. The multiscale
entanglement renormalization ansatz (MERA) [56] found
the VBC state lower in energy than the QSL state reported
in an earlier density-matrix renormalization group (DMRG)
study of tori up to 120 sites [31].
Recently, strong evidence for a QSL was found in a
large-scale DMRG study [57] considering long cylinders
of circumference up to 12 lattice spacings. Ground-state
energies were substantially lower than those of the VBC
state, and an upper energy bound substantially below the
VBC-state energy was found; the ground state, having the
hallmarks of a QSL, was not susceptible to attempts to
enforce a VBC state. As to the type of QSL, Ref. [57] did
not provide direct evidence for a Z2 topological QSL.
This has sparked a series of papers trying to identify the
QSL [21,24,32,54,58], where again chiral spin liquids and
gapless U(1) spin liquids were advocated and a classifica-
tion of Z2 spin liquids achieved. At the moment, the issue
is not conclusive.
Here we study the KAFM using DMRG [59–61], in the
spirit of Ref. [57]. DMRG is a variational method in the
ansatz space spanned by matrix product states, which
allows it to find the ground state of one-dimensional (1D)
systems efficiently even for large system sizes. It can also
be applied successfully to two-dimensional (2D) lattices
by mapping the short-ranged 2D Hamiltonian exactly to
a long-ranged 1D Hamiltonian [57,62–66]. DMRG cost
PRL 109, 067201 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending
10 AUGUST 2012
0031-9007=12=109(6)=067201(6) 067201-1  2012 American Physical Society
scales roughly exponentially with entanglement entropy,
such that area laws limit system sizes, and DMRG favors
open boundary conditions (OBCs) over preferable periodic
boundary conditions (PBCs). The conventional compro-
mise [57], taken also by us, is to consider cylinders, i.e.,
PBCs along the short direction (circumference c) and
OBCs along the long direction (length L), where boundary
effects are less important. Cost is dominated exponentially
by circumference c. We use two different 1D mappings
(labeled as XC and YC plus cylinder size) (see
Supplemental Material [67]) to check for undesired map-
ping dependencies of the DMRG results. Instead of earlier
Abelian U(1) DMRG with up to 8000 ansatz states, we
employ non-Abelian SU(2) DMRG [68,69] based on irre-
ducible representations corresponding to 16 000 ansatz
states in a U(1) approach. This has crucial advantages:
available results can be verified with much higher accu-
racy. The circumference of the cylinders can be increased
by almost 50% from 12 to 17.3 lattice sites (up to 726
sites in total), strongly reducing finite size effects; we
also consider tori of up to 108 sites. We can eliminate
the spin degeneracy that necessitates pinning fields in
U(1)-symmetric simulations and avoid artificial constraints
in gap calculations, making them more accurate and
reliable. We also present results on spin, dimer, and
chiral correlation functions, the structure factor, and topo-
logical entanglement entropy. All data agree with a gapped
nonchiral Z2 spin liquid; other QSL proposals for the
KAFM are inconsistent with at least one of the numerical
results.
Energies.—Energies for cylinders of fixed c and L are
extrapolated in the truncation error of single-site DMRG
[70]; bulk energies per site are extracted by a subtraction
technique [66] and extrapolated to L! 1. Results for
various 1D mappings and c are displayed in Table I. We
also show the spin (triplet) gap to the S ¼ 1 spin sector. We
confirm and extend earlier results [57]. At 16 000 states,
DMRG is highly accurate; negligible changes in energy for
substantially larger c confirm that the thermodynamic limit
energy is found, which we place at 0:4386ð5Þ (Fig. 1).
Similar to Ref. [57], we find the energy to be significantly
below that of VBC states and no trace of a VBC in the
correlation patterns. Except for the edges, bond energies
are fully translationally invariant. All results are consistent
with strict variational upper bounds obtained without
extrapolations from independent DMRG calculations for
infinitely long cylinders using the iDMRG variant [71],
which are below the VBC energies.
On the issue of a spin (triplet) gap [45,72], Yan et al. [57]
argue in favor of a small but finite spin gap. SU(2) DMRG
computes the S ¼ 1 state directly and more efficiently;
boundary excitations are excluded by examining local
bond energies. We find the spin gap (Table I and Fig. 2)
to remain finite also for cylinders of large c. Whereas the
results for small c agree with the S ¼ 1 state energies and
gaps reported in Ref. [57], they display significant differ-
ences for larger c, perhaps due to the more complex earlier
calculation scheme. SU(2)-invariant results evolve more
smoothly with c, allowing a tentative extrapolation to a spin
gap E ¼ 0:13ð1Þ in the thermodynamic limit. Size depen-
dence is small, in line with very short correlation lengths.
The finite spin gap contradicts conjectures of aUð1Þ or other
gapless spin liquids. For the calculation of the singlet gap
found to be finite in Ref. [57], SU(2) DMRG does not offer
a significant advantage to be reported here.
Correlation functions.—For all cylinders, we find an anti-
ferromagnetic spin-spin correlation function h ~Si  ~Sji along
different lattice axes with almost no directional dependence.
Exponential fits with a very short correlation length of  ’ 1
[Fig. 4(a)] were consistently better than power law fits, in
agreement with a spin gap. This is not consistent with an
algebraic spin liquid [23], where the correlations are pre-
dicted to decay according to a power law 1
x4
.
TABLE I. Ground-state energy per site (E=N) and gaps for
L ¼ 1 cylinders (circumference c). Errors are from extrapola-
tion; comparisons are with Ref. [57] except for the tori.
c E=N gap E Eearlier E;earlier
YC4 4 0:446 77 0.2189 0:4467
YC6 6 0:439 15ð5Þ 0.1396(6) 0:439 14 0.142(1)
YC8 8 0:438 38ð5Þ 0.135(3) 0:438 36ð2Þ 0.156(2)
YC10 10 0:4378ð2Þ 0:4378ð2Þ 0.070(15)
YC12 12 0:4386ð4Þ 0:4379ð3Þ
XC8 6.9 0:438 26ð4Þ 0.13899(1) 0:438 24ð2Þ 0.1540(6)
XC12 10.4 0:438 29ð7Þ 0.134(4) 0:4380ð3Þ 0.125(9)
XC16 13.9 0:4391ð3Þ 0.130(7)
XC20 17.3 0:4388ð8Þ
Torus 3 0:436 278 0.2687 0:436 278 0.2687 [47]
Torus 4 0:4383ð2Þ 0.151 0:435 91 0.140 [31]
Torus 6 0:4383ð3Þ 0.1148(1) 0:431 11 0.105 [31]
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FIG. 1 (color online). Bulk energies per site. Lengths are in
units of lattice spacings. The HVBC result [18,19] and the upper
bounds of MERA [56] and DMRG [57] apply directly to the
thermodynamic limit; 2D estimates are extrapolations.
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We also consider the static spin structure factor Sð ~qÞ ¼
1
N
P
ije
i ~qð ~ri~rjÞh ~Si  ~Sji, ~q in units of basis vectors ( ~b1, ~b2) of
the reciprocal lattice. The spectral weight is concentrated
evenly around the edge of the extended Brillouin zone,
with not very pronounced maxima on the corners of the
hexagon (Fig. 3). Results for large cylinders agree well
with ED results for tori up to 36 sites [44]. All our Sð ~qÞ are
in accordance with the prediction for a Z2 QSL [27].
We also find antiferromagnetically decaying, almost
direction-independent dimer-dimer correlations, for
which, again, an exponential fit is favored [Fig. 4(b)], in
agreement with a singlet gap. Our data do not support the
algebraic decay predicted [23] for an algebraic QSL.
Chiral correlation functions [40] hCijkClmni ¼
h ~Si  ð ~Sj  ~SkÞ  ~Sl  ð ~Sm  ~SnÞi, where the loops consid-
ered are elementary triangles, did not show significant
correlations for any distance or direction and decay expo-
nentially (Fig. 5), faster than the spin-spin correlations.
Expectation values of single loop operators Cijk vanish, as
expected for finite size lattices. Chiral correlators for other
loop types and sizes decay even faster. Our findings do not
support chiral spin liquid proposals [21,22,34].
Topological entanglement entropy.—To obtain direct
evidence regarding a topological state, we consider the
topological entanglement entropy [73–75]. For the ground
states of gapped, short-ranged Hamiltonians in 2D, entan-
glement entropy scales as S ’ c, if we cut cylinders
into two, with corrections in the case of topological
ground states [76]. We examine Renyi entropies S ¼
ð1 Þ1log2tr, 0  <1, where  is a subsystem
density matrix. Scaling is expected as S ’ c , where
 is an -dependent constant. , the topological entangle-
ment entropy, is independent of [77–79] and depends only
on the total quantum dimensionD as  ¼ log2ðDÞ [73,74].
In our mappings, DMRG gives direct access to density
matrices of cylinder slices. We calculate S for cylinders
of fixed c and extrapolate in L1 to L! 1; a linear
extrapolation in c! 0 yields . Results are 1D mapping
independent. We show intermediate values of  (Fig. 6),
which all show a clearly finite value of , with a value very
consistent with  ¼ 1; large- results agree. Small-
results are unreliable, as DMRG does not capture the tail
FIG. 3 (color online). Two static structure factors Sð ~qÞ; kx, ky
in units of reciprocal lattice basis vectors. Results are indepen-
dent of the choice of 1D mapping (not shown).
 1e-05
 0.0001
 0.001
 0.01
 0.1
 1
 10
 1  2  3  4  5  6  7  8
co
rr
e
la
to
r |<
S i 
S j
>
|
site offset |i-j|
fitted function: f(x) = a ec x
fitted function: g(x) = b xc
fitted function: h(x) = d x-4
correlator |<Si Sj>|
 1e-05
 0.0001
 0.001
 0.01
 0.1
 1
 10
 1  1.5  2  2.5  3  3.5  4  4.5  5
co
rr
e
la
to
r |<
D i 
D
j>
|
site offset |i-j|
fitted function: f(x) = a ec x
fitted function: g(x) = b xc
fitted function: h(x) = d x-4
correlator |<Di Dj>|
FIG. 4 (color online). Log-linear plots of the absolute value of
the Fig. 4(a) spin-spin and Fig. 4(b) dimer-dimer correlation
functions versus the distance x ¼ ji jj for a XC12 [Fig. 4(a)]
and a YC8 [Fig. 4(b)] sample along one lattice axis with
exponential and power law fits. An x4 line is shown as a guide
to the eye.
 0  0.05  0.1  0.15  0.2  0.25  0.3
tri
pl
et
 g
ap
inverse circumference
SU(2) DMRG Cylinders
Yan et al
linear fit to SU(2) data
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
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cylinders, leading to a spin gap estimate of 0.13(1).
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of the spectrum of  properly, but also point to a finite value
of , and hence a topological ground state. The quantum
dimension is D¼2, excluding chiral spin liquids (¼1=2
orD ¼ ﬃﬃﬃ2p [77]). Rigorously, DMRGonly provides a lower
bound on D [80], but the bound is essentially exact as
DMRG is a method with low entanglement bias [81].
Conclusion.—Through a combination of a large number
of DMRG states, large samples with small finite size effect,
and the use of the SU(2) symmetry of the kagomemodel, we
have been able to corroborate earlier evidence for a QSL as
opposed to a VBC, due to energetic considerations and
complete absence of breaking of space group invariance,
although DMRG should be biased towards VBC due to its
low-entanglement nature and the use of OBC. On the basis
of the numerical evidence (spin gap, structure factor, spin,
dimer and chiral correlations, topological entanglement
entropy) numerous QSL proposals can be ruled out for the
kagome system.On the system sizes reached, the spin gap is
very robust and essentially size independent, ruling out all
proposals for gapless spin liquids, consistent with the ex-
ponential decay of correlators. Individual gapless QSL
proposals make other predictions not supported by numeri-
cal data, e.g., the static spin structure factor [23]. Another
strong observation is the very rapid decay of chiral corre-
lations, ruling out proposals related to chiral QSL. The third
strong observation is finite topological entanglement,which
implies a topologically degenerate ground state for the
kagome system. For quantum dimension 2, as found here,
we have in principle, for a time-reversal invariant ground
state, a choice between a Z2 phase and a double-semion
phase [82,83]. A Z2 QSL emerges straightforwardly in
effective field theories of the kagomemodel as a mean-field
phase stable under quantum fluctuations, breaking a U(1)
gauge symmetry down to Z2 due to a Higgs mechanism
[84], and, microscopically, a resonating valence bond state
formed from nearest-neighbor Rokhsar-Kivelson dimer
coverings of the kagome lattice directly leads to a Z2 QSL
[85,86] albeit for a variational energy far from the ground-
state energy. The concentration of weight of the structure
factor at the hexagonal Brillouin zone edge with shallow
maxima at the corners would also point to the Z2 QSL as
proposed by Sachdev [27], and a Z2 QSL is also consistent
with all other numerical findings. All this provides strong
evidence for the Z2 QSL, whereas to our knowledge, no
plausible scenario for the emergence of a double-semion
phase in the KAFM has been discovered so far, making it
implausible, but of course not impossible. An analysis of the
degenerate ground-state manifold as proposed in Ref. [80],
not possiblewith our data, would settle the issue. Even if the
answer provided final evidence for a Z2 QSL, many ques-
tions regarding the detailed microscopic structure of the
ground-statewave functions and the precise nature of theZ2
QSL would remain for future research.
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Note added.—Recently, we became aware of Ref. [81],
which calculates topological entanglement entropy from
von Neumann entropy for a next-nearest neighbor modifi-
cation of the KAFM, perfectly consistent with our results
of D ¼ 2 for the KAFM itself.
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FIG. 1. (Color online) We map the two-dimensional system
to a one-dimensional chain using two different mappings, one
for aligning the lattice to the X-axis (a) and one for aligning
it to the Y-axis (b) with periodic (open) boundary conditions
in the vertical (horizontal) direction. The red broad line rep-
resents the one-dimensional chain.
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FIG. 2. (Color online) Path for a torus in DMRG
Mapping two-dimensional kagome lattices to one-
dimensional chains for DMRG treatment. As DMRG is
a one-dimensional method, the two-dimensional kagome
lattice on cylinders and tori has to be mapped to a one-
dimensional chain with long-ranged interactions. There
are multiple (in fact, combinatorially many) ways to map
cylinders and tori to one-dimensional systems, however,
ideally they keep interactions as short-ranged and the re-
sulting path as regular as possible. Out of a large variety
we tested we choose the two ways to map the kagome
lattice to chains (Fig. 1) that show the fastest conver-
gence of energy in DMRG runs and label these either as
X-cylinders (XC) or Y-cylinders (YC) depending on the
lattice axes’ alignment. In this notation, YC6 denotes a
cylindrical system where one of the three lattice axes is
aligned with the y-axis and a circumference c of six lattice
spacings. For XC systems (alignment of one of the lattice
axes with the x-axis) the circumference is measured in-
stead in units of
√
3/2 times the lattice spacing, so that
e.g. the XC12 has a circumference of c = 6
√
3 ≈ 10.4
lattice spacings. In the case of tori, which we consid-
ered mainly for reference purposes, only a single path
was retained (Fig. 2). It is worthwhile to point out the
path independence of results: where we consider the same
cylinders as [1], results do agree although they used yet
another mapping.
Identification of bulk vs. boundary excitations. To rule
out boundary excitations in the lowest S = 1 state, we
examine the difference in bond energies for the lowest
lying states in the two spin sectors S = 0 and S = 1,
finding no significant difference at the boundaries but a
visible change in the bulk (Fig. 3).
Supplementary information on ground state properties.
In order to exclude a valence bond crystal more rigor-
ously, we consider the bond energies (nearest-neighbor
correlators) where a valence bond crystal would exhibit
a frozen pattern of different bond energies. We do not
observe this for any of our ground states (see Fig. 3(a)).
Interestingly, it turns out that we can see this frozen pat-
tern in unconverged wave functions (Fig. 4(a)). A further
increase of the number of kept DMRG states and contin-
ued sweeping makes these patterns vanish in the bulk
(Fig. 4(b)). The presence of these frozen bond patterns
hence is a distinguishing feature of an insufficiently con-
verged wave function as it disappears upon lowering the
energy and approaching the true ground state, where the
bond energies only show deviations from the average at
the cylinder’s edges (Fig. 3). DMRG – similar to other
tensor network methods such as PEPS and MERA – has
a low-entanglement bias, because the underlying matrix
product states structure can only capture entanglement
up to a strength roughly logarithmic in the number of
DMRG states: for an insufficient number of ansatz states,
DMRG will therefore among states of similar energy pre-
fer those of low entanglement, in our case valence bond
crystals compared to quantum spin liquids.
To elicit additional information on the spin liquid state,
we strengthen selectively the interaction on various pat-
terns on some bonds, namely on a hexagon and on a
20.1 -0.2
(a) Ground state for S = 0.
0.03 -0.2
(b) Ground state for S = 1.
(c) Difference in bond energies between the S = 0 and
the S = 1 samples.
FIG. 3. (Color online) Bond and triangle energies for the
ground state and lowest triplet excitation of a 74-site XC8
sample. In panels (a) and (b), the line width is proportional to
|〈~Si · ~Sj〉−e0| where e0 is the mean bulk energy. Green bonds
denote 〈~Si · ~Sj〉 < e0, red (dotted) bonds denote 〈~Si · ~Sj〉 > e0.
The triangle color (pattern) and intensity correspond to the
deviation of the sum of the bond energies on the three triangle
bonds from the mean 3e0, where the green (hatched) triangles
denote a lower value, i.e.
P
ei < 3e0. In panel (c), bond
energies of the lowest S = 0 state are subtracted from those
of the lowest S = 1 state. The line width is proportional to
the absolute value of the energy difference, green (hatched)
lines correspond to positive and red (dotted) lines to negative
energy differences.
diamond pattern and check whether this is taken up by
the ground state structure (Fig. 5(a) and (b)). In agree-
ment with the U(1) DMRG calculation of [1], we find in
the SU(2) DMRG calculation that strengthening the in-
teractions on the diamond pattern elicits the strongest
response in the bond energies. Agreement is also ob-
tained for modulating a pattern of every second vertical
(a) This snapshot of a not yet converged calculation
(insufficient number of DMRG states) shows bond
energy patterns that break the translational invariance.
(b) This snapshot of a well converged calculation
(sufficient number of DMRG states and sweeps) shows
no pattern in the bond energies except for edge effects.
In the bulk, a spin liquid state without breaking of
translational invariance emerges.
FIG. 4. Visualization of the energy per bond for two snap-
shots in an iterative DMRG ground state calculation. The
bond line width corresponds to the absolute value of the
bond energy; the sign is negative (antiferromagnetic) for blue
bonds, positive (ferromagnetic) for all red bonds, of which
there are a few towards the edge.
bond (Fig. 5 (c)), which finds an even stronger response;
this was considered in [1] as evidence that the ground
state of the kagome model arises from melting a valence
bond state exhibiting a similar bond pattern.
As an additional check for preferred orderings, we also
consider spin-spin correlations in real space (Fig. 6)
where lattice symmetry breaking orderings would show
up as stronger correlations in certain directions. While
we do not observe any signs for a valence bond crystal
in the ground state, we see the band-like structure of the
spin-spin correlations that was reported by La¨uchli et
al.[2] for tori. These pronounced staggered correlations
along selected loops wrapping around the sample are ar-
tifacts of the periodic boundary conditions and disappear
for large circumferences. In agreement with expectations
for a topological Z2 QSL we also observe the forming of
band-like structures in the bond energies for cylinders
with an odd number of sites (not shown).
[1] S. Yan, D. A. Huse, and S. R. White, Science 332, 1173
(2011)
[2] A. M. La¨uchli, J. Sudan, and E. S. Sørensen, Phys. Rev.
B 83, 212401 (2011)
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FIG. 5. (Color online) Snapshots of the resonance pattern
for a 150-site YC8 sample, using the same nomenclature as
Fig. 3. Line widths correspond to the deviation of the bond
energy from the mean bulk energy e0; triangle color and inten-
sity show the deviation of the sum of the three triangle bond
energies from the bulk average 3e0. In each case, interactions
on certain bonds (highlighted by color) have been enhanced,
in 5(a) a six-site hexagon, in 5(b) an eight-site diamond by
0.001 each. In 5(c), the interaction strength of every second
vertical bond was alternatingly changed by ±0.5%, i.e. every
fourth bond was strenghtened. The surrounding dimers arose
in response to these changes, with the response increasing
from 5(a) to 5(b) to 5(c).
FIG. 6. (Color online) Spin-spin correlations in the ground
state of a 196-site YC8 sample system. The diameter of the
circles (diamonds) is proportional to the absolute value of
the spin-spin correlation with the central reference site (black
square). Blue circles (red diamonds) denote positive (neg-
ative) correlations. Nearest-neighbor correlations have been
left our for clarity. The lattice is drawn as a guide for the
eyes.
4 Symmetry-Protected Topological
Phases and the Bethe Lattice
As we have seen in the last chapter, there are phases of matter which are not charac-
terized by a broken symmetry but rather by an underlying hidden structure. These
phases are usually known as topological phases which can again be divided into two
general classes, according to their stability under perturbations.
The first class is known as intrinsic topological order. The Z2 quantum spin liquid
discussed in the previous chapter belongs to this class. Its discriminating feature is
its stability against local perturbations: these systems do not reduce to topologically
trivial phases, no matter what kind of perturbation is added.
Intrinsic topological order is characterized by long-range entanglement, implying
that the ground state can not be mapped to a simple product state using linear
unitary transformations [18, 295–299]. As discussed in the previous chapter, systems
with intrinsic topological order have been found to exhibit topology-dependent ground
state degeneracy, fractional bulk excitations, and non-trivial topological entanglement
entropy.
The second class of topological order is called symmetry-protected topological
(SPT) order and is sometimes also called symmetry-protected trivial order. As is
the case for intrinsic topological order, the states in SPT phases do not break the
system’s symmetries. Systems with SPT order are instead usually characterized by
non-degenerate ground states on closed manifolds and non-trivial edge degrees of
freedom if the system does have a boundary. These phenomena are caused by a
non-trivial entanglement structure in their ground states, i.e. the states can not be
continuously connected to a topologically trivial state.
The key difference to intrinsic topological order lies in the SPT order’s robustness
with respect to perturbations. If arbitrary perturbations are allowed, one can show
the ground state to belong the the same phase as a topologically trivial state. The
ground state can therefore be mapped to a product state with local unitary trans-
formations, implying it to be only short-range entangled [20]. If however, certain
symmetries are enforced, i.e. only perturbations with certain symmetries are allowed,
systems in this class are in a different phase from the trivial phase. The topological
order in these systems is therefore protected by these symmetries. Accordingly, such
phases are known as symmetry-protected (SPT) topological phases.
Historically the first system with known SPT order was the spin-1 Haldane chain
[302, 303] which we will study in two dimensions later on. In more than one dimen-
sion on the other hand, a general theory is still missing, even though many efforts
have been made to obtain a more complete understanding of SPT order. Most SPT
phases in two and higher dimensions have only been identified in non-interacting
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fermion systems. Common examples of this type of symmetry-protected order are
topological insulators, i.e. non-interacting systems with a gapped bulk and gapless
edge modes. The non-interacting nature of free fermions in these system allowed a
classification of SPT order in topological insulators [304]. For interacting systems a
different scheme of classifying and identifying SPT phases based on symmetry groups
has been generalized by X.-G. wen and co-workers [12, 18, 295, 297–299, 305, 306],
who derived a complete classification procedure for one-dimensional gapped systems
based on projective representations and group cohomology. But the question of sta-
bility and existence of SPT phases in the presence of strong interactions has so far
not been answered conclusively.
After discussing intrinsic topological order in the context of the kagome lattice
Heisenberg antiferromagnet, we will now focus on symmetry-protected topological
order in this chapter. First we will introduce the notion of the Haldane phase, followed
by a numerical study on the Bethe lattice we performed where we establish the
presence of a Haldane-like phase for a strongly interacting model.
4.1 Haldane Phase and Haldane Conjecture
The prime example for a symmetry-protected topological phase is the so-called Hal-
dane phase in quantum spin chains. The Haldane phase was predicted by Haldane
for the anti-ferromagnetic Heisenberg chain with the Hamiltonian
H = J
∑
i
Si · Si+1 (4.1)
with integer spin S. This phase was conjectured to exhibit a non-zero excitation gap
and exponentially decaying correlations [302, 307]. The same model on the other hand
was conjectured to be gapless with power-law correlations in the case of half-integer
spins.
Following this prediction, Aﬄeck, Kennedy, Lieb, and Tasaki found a related model
Hamiltonian for which the ground state could be computed exactly [303, 308, 309].
Since one can show this modified Hamiltonian to be in the same phase as the Heisen-
berg antiferromagnetic chain, the so-called AKLT Hamiltonian provided a tractable
testing ground for the Haldane conjecture. Later on it was realized that the AKLT
state is actually a SPT phase, as it was found to exhibit many of the hallmarks of
a SPT phase, such as edge states and non-local string order. The AKLT model was
also one of the first SPT model systems where edge states could be experimentally
observed [310]. Today, more than twenty years after its inception, the AKLT model
is one of the canonical spin models and has been covered extensively in the literature.
In one dimension the Haldane phase has been the subject of intensive study, result-
ing in a clear picture of the phase. Already in the original papers it was shown that
parity (inversion) symmetry suffices to protect the stability of the Haldane phase for
S = 1. In recent years Pollmann and co-workers [259, 311–313] showed the Haldane
phase to exist only for odd integer spins and in the presence of preserved time-
reversal, link-centered inversion or global dihedral rotation symmetry. As long as
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these symmetries are preserved, the system exhibits non-local string order and edge
spins. This picture changes dramatically in higher dimensions, where many classifi-
cation schemes fail. Furthermore it is not immediately obvious whether the AKLT
phase exists only at a single point or in an extended region of the phase diagram of
this interacting model. By using tensor product states we were able to answer some
of these questions. [314]
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4.2 Phase Diagram of the Isotropic Spin-3/2 Model
on the z = 3 Bethe Lattice
Here we present a numerical study we performed of a higher-dimensional generaliza-
tion of the AKLT model on the Bethe lattice. The Hamiltonian we studied is the
bilinear-biquadratic-bicubic Heisenberg Hamiltonian given by
H =
∑
i
αSi · Si+1 + β (Si · Si+1)2 + γ (Si · Si+1)3 (4.2)
with spin S = 3/2. This model can be shown to exhibit an AKLT-like phase which we
show to be a symmetry-protected topological phase using an adaptation of the tensor
product state algorithms to infinite trees. Similar to intrinsically topologically ordered
phases, SPT phases do not break any symmetries and can not be characterized by
a local order parameter, making them hard to identify. The problem is even more
difficult in this case, as the topological order in SPT phases is trivial, i.e. there is no
ground state degeneracy, the topological entanglement entropy is trivial, and there
are no fractional excitations present. Here we were able to identify the SPT phase
by studying the entanglement spectrum across a cut of the system, the presence of
finite edge spins, and the absence of conventional order. We contrast this with the
identification of the conventional symmetry-breaking order also present in the phase
diagram [315].
Recently, a similar approach has been put forward [314], where the tensor renormal-
ization algorithm was modified to protect SPT order in the model. The key difference
to our study is that we studied the model on the Bethe lattice where Huang et al
studied it on the honeycomb lattice. Further differences lie in the scope of the work,
i.e. we employed a basically unbiased algorithm, enabling us to investigate the full
phase diagram without prejudice, where they only studied the AKLT phase.
Both ref. [314] and our work mark a new stage in the study of SPT order.
Despite many years of trying to develop a theoretical perspective on topological
order it is unclear how either symmetry-protected or intrinsic topological order can
be realized in real materials. As most of the exactly solvable higher-dimensional model
Hamiltonians involve rather unrealistic interactions, it is highly interesting to identify
the presence of SPT order in more realistic models. In our study we demonstrated
that tensor network algorithms, which so far have mainly been employed to study
conventional order, are capable of finding and describing non-trivial SPT order, while
simultaneously capturing conventional symmetry-breaking order.
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We study an SU(2) symmetric spin-3/2 model on the z = 3 Bethe lattice using the infinite
Time Evolving Block Decimation (iTEBD) method. This model is shown to exhibit a rich phase
diagram. We compute the expectation values of several order parameters which allow us to identify
a ferromagnetic, a ferrimagnetic, a anti-ferromagnetic as well as a dimerized phase. We calculate
the entanglement spectra from which we conclude the existence of a symmetry protected topological
phase that is characterized by S = 1/2 edge spins. Details of the iTEBD algorithm used for the
simulations are included.
I. INTRODUCTION
Quantum antiferromagnets are a challenging and inter-
esting topic in condensed matter physics. The interplay
between strong correlations, quantum fluctuations, and
frustration can yield very exciting new phases with often
unexpected properties. One dimensional quantum spin
chains have been proven to be very useful to understand
many of these interesting phases. For these systems, very
powerful analytical and numerical methods exist. A ma-
jor advance on the numerical side was the introduction
of the Density-Matrix-Renormalization Group (DMRG)
method which allows for the efficient simulation of one-
dimensional systems.1 One of the first successes of the
then new DMRG method was its use to prove the fa-
mous Haldane conjecture for integer spin chains numer-
ically. The Haldane conjecture states that the Heisen-
berg antiferromagnetic (HAF) chain with integer spin S
has a nonzero excitation gap and exponentially decaying
spin correlation functions (while spin chains with half-
integer spin are gapless).2,3 For odd integer spins, the
Haldane phase is an example of a so-called symmetry
protected topological phase (SPTP) which is character-
ized by S = 1/2 edge spins. This kind of phase cannot
be characterized by symmetry breaking but instead by
using cohomology theory.4–9
In this paper we make use of an extension of the DMRG
algorithm to the Bethe lattice and study the phase dia-
gram of a general SU(2) symmetric S = 3/2 spin model
on a Bethe lattice with coordination number z = 3. This
model has a special point in this phase diagram, the
so-called Aﬄeck-Kennedy-Lieb-Tasaki (AKLT) point, at
which the ground state is known exactly.10 The AKLT
wave function for this model is a quantum paramagnet
with exponentially decaying correlation functions.10–13
We argue that the AKLT point extends to a phase which
is similar to the Haldane phase in one-dimensional spin
chains in that it is characterized by a fractionalized edge
spin (the precise meaning of an edge spin in this con-
text is explained Sec. IV). Beside the Haldane phase,
the model is shown to exhibit different magnetic phases
as well as a dimerized phase. Even though there exist ex-
perimental systems, such as dendrimers that realize the
tree structure14 related to the Bethe lattice considered
in this work, we are mainly interested in this system be-
cause of its theoretical nature. The S = 3/2 model has
already been shown to exhibit a very complex phase di-
agram on the mean field level and in one-dimensional
systems.15–17 The main goal is to present a conclusive
phase diagram of the model utilizing recently introduced
algorithms which allow an efficient simulation of quan-
tum spin systems on Bethe lattices. We use a descen-
dant of Vidal’s infinite time-evolving block decimation
algorithm (iTEBD)18 adapted to the tree like structure.
The iTEBD method as well as the DMRG have already
successfully been applied to reproduce, e.g., the phase
diagram of the transverse field Ising model and the spin
1/2 XXZ model on the z = 3 Bethe lattice.19–23 We in-
clude details of the algorithm in this paper and discuss a
number of improvement that make it more stable.
This paper is organized as follows: in Sec. II we in-
troduce the model and discuss some of its basic prop-
erties leading up to section Sec. III where we describe
the method we used to obtain the results. In Sec. IV we
first take a closer look at symmetry protected topological
phases before we present the results in Sec. V. The key
points of this paper are summarized again in Sec. VI.
II. MODEL
Throughout this paper we consider the following
nearest-neighbor spin-3/2 model Hamiltonian
H =
∑
i
α~Si · ~Si+1 + β
(
~Si · ~Si+1
)2
+ γ
(
~Si · ~Si+1
)3
(1)
where a different parametrization of the Hamiltonian is
given by
α = cosϕ cos θ (2)
β = sinϕ cos θ (3)
γ = sin θ (4)
2with ϕ ∈ [−pi, pi] and θ ∈ [−pi2 , pi2 ]. The symmetries of
this model include translation, spatial inversion, SU(2),
and time reversal (TR). This model is known to ex-
hibit an AKLT-like wavefunction at the point α = 1.0,
β = 116243 , γ =
16
243 when placed on a z = 3 Bethe lat-
tice. The AKLT state has symmetry protected S = 1/2
edge spins which are discussed in detail in Sec. IV. Fur-
thermore this model exhibits a SU(4) symmetry at four
points in the phase diagram connected by a SO(5) sym-
metric line which is given by15,16 α = − 196 (31J0 + 23J2),
β = 172 (5J0+17J2), and γ =
1
18 (J0+J2) with J0, J2 > 0.
We place this Hamiltonian on the Bethe lattice with co-
ordination number z = 3. The Bethe lattice and its finite
counterpart, the Cayley tree, has first been used in sta-
tistical mechanics.24–26 More recently it has also proved
to be a highly instructive testing ground for tensor net-
work methods as it is loop-free thus removing one of the
major sources of entanglement. Additionally, the Bethe
lattice is self-similar, enabling the application of efficient
infinite-system methods. This lattice is infinite by defini-
tion and thus there are no surface effects.27 Note that the
thermodynamic limit of the Cayley tree and the Bethe
lattice are not equivalent. This inequivalence is rooted in
the large number of surface sites contained in any Cayley
tree.28 Whereas in most systems the ratio of boundary
to bulk sites reduces to zero for large systems, it remains
finite for the Cayley tree. The finite tree is thus domi-
nated by the boundary conditions, making it unsuitable
to study the model’s properties in the thermodynamic
limit.
III. TENSOR PRODUCT STATE BASED
SIMULATIONS ON A TREE LATTICE
A. Definitions
For our simulations we use the infinite tree tensor net-
work state (iTTN)20,23,29–31 representation of the ground
state wave function. The iTTN states are the natural
choice of ansatz state for our model system, since they
model the tree’s geometry. We thus employ this repre-
sentation to compute the ground state properties numer-
ically, using the infinite time-evolving block decimation
(iTEBD) method18,32,33 adapted to infinite trees. The
iTEBD method is a descendant of the density matrix
renormalization group (DMRG) method1,34,35 based on
matrix product states (MPS)11 which can be generalized
to trees. For the sake of completeness, we now review
some of the properties of MPS’s, followed by an intro-
duction to TTN states.
A translationally invariant MPS for a chain of length
L can formally be written in the following form
|ψ〉 =
∑
{mj}
tr [Γm1Λ . . .ΓmLΛ] |m1 . . .mL〉. (5)
Here, Γm are χ×χmatrices with χ being the dimension of
the matrices used in the MPS. The index m = −S, . . . , S
is the “physical” index, e.g., enumerating the spin states
on each site, and Λ is a χ × χ, real, diagonal matrix.
Ground states of one dimensional gapped systems can be
efficiently approximated by matrix-product states36–38,
in the sense that the value of χ needed to approximate the
ground state wavefunction to a given accuracy converges
to a finite value as N → ∞. We therefore think of χ as
being a finite (but arbitrarily large) number, which can
be used to control the simulation’s precision.
The matrices Γ, Λ can be chosen such that they satisfy
the canonical conditions for an infinite MPS33,39∑
m
ΓmΛ
2Γ†m =
∑
m
Γ†mΛ
2Γm = 1. (6)
These equations can be interpreted as stating that the
transfer matrix
Tαα′;ββ′ =
∑
m
Γαmβ
(
Γα
′
mβ′
)∗
ΛβΛβ′ (7)
has a right eigenvector δββ′ with eigenvalue λ = 1.
(∗ denotes complex conjugation.) Similarly, T˜αα′;ββ′ =∑
m(Γ
α′
mβ′)
∗ΓαmβΛαΛα′ has a left eigenvector δαα′ with
λ = 1. We further require that δαα′ is the only eigenvec-
tor with eigenvalue |λ| ≥ 1 (which is equivalent to the
requirement that |ψ〉 is a pure state40).
The considerations given here become most intuitive
when one considers, formally, an infinite chain. We form
a partition of the chain by cutting a bond which results in
two half-chains. The wavefunction can then be Schmidt
decomposed41 in the form
|ψ〉 =
∑
α
λα|αL〉|αR〉, (8)
where |αL〉 and |αR〉 (α = 1, . . . , χ) are orthonormal ba-
sis vectors of the left and right partition, respectively. In
the limit of an infinite chain, and under the canonical
conditions (6), the Schmidt values λα are simply the en-
tries of the Λ matrix, Λαα. The λ
2
α are the eigenvalues
of the reduced density matrix of either of the two parti-
tions, and are referred to as the entanglement spectrum.
The entanglement entropy is S = −∑α λ2α lnλ2α. This is
the von Neumann entropy of the reduced density matrix.
The states |αL〉 and |αR〉 can be obtained by multiply-
ing together all the matrices to the left and right of the
bond, e.g., if the broken bond is between sites 0 and
1, |αL〉 = ∑{mj},j≤0 [∏k≤0 ΛΓmk]γα | . . .m−2m−1m0〉.
Here, γ is the index of the row of the matrix; when the
chain is infinitely long, the value of γ affects only an over-
all factor in the wavefunction. Reviews of MPS’s as well
as the canonical form can be found in Refs. 33 and 42.
B. Tree Tensors Networks
While MPS are the natural choice of ansatz state for
one-dimensional systems, they are eminently unsuitable
3(a) (b)
FIG. 1. The two different tilings for the infinite Bethe lattice
that were employed in the simulations.
for large higher-dimensional systems. For these systems
the ideas behind MPS can be generalized to create a
new class of states known as tensor product (TPS) or
projected entangled pair-states (PEPS).43,44 The con-
struction of these states is based on the bipartite na-
ture of trees, allowing them to be split into two subsys-
tems via the Schmidt decomposition, analogous to one-
dimensional chains. Thus the generalization of the one-
dimensional construction to trees is straightforward but
in order to introduce our ansatz and the notation, we will
cover it here as well.
To describe a tree of coordination number z (i.e. each
vertex has z nearest neighbors), we place tensors Γ[i] of
order z + 1 on the vertices and vectors Λk on the edges
of the tree graph in Fig. 1. We then connect the tensor’s
indices in a way that mimics the model’s underlying lat-
tice structure. A state |ψ〉 on the z = 3 Bethe lattice can
in this representation be written as
|ψ〉 =
(∏
k∈bonds
∑
ak<χ
Λkak
)
×(∏
i∈sites
∑
si<d
Γ
[i]si
alaman
)
| . . .〉|si〉| . . .〉.
While the dimension d of the physical indices si is dic-
tated by the model, the dimension χ of the virtual indices
ak can be chosen arbitrarily and is only limited by com-
putational resources. This ansatz can easily be extended
to lattices with a higher coordination number but in this
publication we will only cover the case of z = 3. Analo-
gous to MPS, the tensors in a tree tensor network can be
chosen such that they satisfy the conditions for a canon-
ical tensor network:∑
ak
Λ2ak = 1 (9)∑
si
∑
akal
ΓsiakalamΛ
2
ak
Λ2al
(
Γsiakala′m
)∗
= δama′m . (10)
The advantages of the canonical form of TPS are the
same as for MPS, i.e. the canonical form provides a
well-defined basis for evaluations of observables and the
imaginary-time evolution.
= =
QRD
= =QRD
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FIG. 2. The simple update procedure for a single two-site unit
cell. By repeating this procedure for every tensor combination
one full update step is completed. Details on the procedure
are provided in the text.
C. Imaginary-time evolution
In order to obtain the model’s ground state within this
class of iTTN we evolve an initial state |ψ〉 in imagi-
nary time. Since the Hamiltonian is given by the sum
over nearest neighbors of products of commuting opera-
tors, we can implement the imaginary-time evolution as a
product of local unitary operators using the second-order
Suzuki-Trotter decomposition of the evolution operator:
e−Ht = limn→∞
(
e−Hδt
)n
. This decomposition incurs a
systematic non-accumulating error of O(δt2) which can
be neglected if the time step δt is sufficiently small (in
our simulations we use δt = 10−6 as the final time step).
While in principle each site tensor Γ[i] and bond tensor Λk
can be different for different sites and bonds we will cal-
culate the ground state within the translation-invariant
sector of iTTN. In this picture, let us consider the ef-
fects of the imaginary-time evolution of the tree tensor
network by a translationally invariant Hamiltonian. If
given a translation-invariant state, the symmetry of the
Hamiltonian guarantees it to never be broken in time,
thus enabling us to describe the full state by examining
only a small number of sites. However, if the system is in
a phase in which the translational symmetry is sponta-
neously broken, it turns out to be advantageous to allow
for a larger unit cell and to guide the wave function into
a symmetry broken state.
Since the infinite Bethe lattice is self-similar, a
translation-invariant ansatz state is the natural choice.
For numerical reasons it is advantageous to slightly break
that translational invariance by adopting a larger unit
cell. Canonically a two-site unit cell is used, but here we
will extend this scheme and for some calculations employ
a six-site unit cell (see Fig. 1), which enables us to also
4capture more involved states such as a dimerized state.
In accordance with the canonical iTEBD algorithm, the
two-site unit cell consists of two site tensors A and B and
three bond vectors Λx, Λy, and Λz, whereas the six-site
cell uses six site tensors and nine bond tensors.
We now have all the ingredients necessary to com-
pute the ground state. By repeatedly applying the near-
unitary operators U(δt) = e−Hδt to an initial state |ψ〉
and then truncating the entanglement spectrum we can
obtain the ground state. The operator’s near-unitary
nature allows us to perform the truncation in a well-
defined basis, yielding a stable algorithm to find the
ground state on the Bethe lattice. This procedure was
introduced in the context of MPS as iTEBD18 and later
on generalized the Bethe lattice.20,21,23 The same algo-
rithm is also used to find an approximate TPS repre-
sentation on higher-dimensional lattices in the so-called
simple update.45 However, as the update algorithm ig-
nores the loops present in a two-dimensional lattice, the
TPS found is not optimal to represent the 2D ground
state.
The update procedure for the imaginary-time evolu-
tion of a tree tensor network consisting of an infinitely
repeated two-site unit cell is now given by the following
steps (Fig. 2):
(1) Contract the site tensors with the adjacent bond
vectors, leaving one bond open.
(2) Compute the QR decomposition of the resulting
tensors relative to the open bond. This modification was
recently introduced by Wang46 to reduce the scaling of
the update with the bond dimension and to stabilize the
update procedure.
(3) Contract the evolution operator with the R ten-
sors resulting from the QR decomposition and calculate
the singular value decomposition of the resulting 4-index
tensor.
(4) Truncate the entanglement spectrum to χ entries
and absorb the unitary matrices in the Q tensors.
(5) Contract the tensors with the inverse bond vectors
to obtain the updated site tensors.
By repeating this procedure for every bond, one full
update step is completed, i.e., the full lattice is updated.
Repeatedly applying the update to the system while de-
creasing the time step brings the initial wave function
increasingly closer to the true ground state wave func-
tion.
For a general Bethe lattice with coordination num-
ber z the computational cost of this algorithm scales as
O(χ3z−3) + O(d2χz+1) and is dominated by the cost of
the SVD step. The high cost of the SVD limits our al-
gorithm to values of χ ≈ 40 on a desktop machine when
no additional symmetries are used.
D. Symmetries
The algorithm’s performance can be improved by ex-
ploiting the model’s symmetries, which enable a de-
(a)
(b)
FIG. 3. Diagrammatic representation of the AKLT wave func-
tion on a chain (a) and a z = 3 Bethe lattice (b). The red
ovals are representing S = 1/2 singlets. A Schmidt decompo-
sition at the blue line cuts in both cases one singlet, leaving
behind localized S = 1/2 edge spins.
composition of the matrices into block-diagonal matri-
ces, hence reducing the cost of the numerical operations.
Here, we made use of the models U(1) symmetry in the
Sz sector. By implementing this symmetry the computa-
tional cost can be significantly reduced, allowing a larger
cut-off dimension of χ ≈ 80. Details of how to implement
this symmetry can be found in e.g. Refs. 47 and 48.
IV. SYMMETRY PROTECTED TOPOLOGICAL
PHASES
Symmetry protected topological phases (SPTP) are
gapped phases which cannot be characterized by any lo-
cal order parameters and are distinct from trivial phases
(i.e., product states) only in the presence of certain sym-
metries. In a series of works it had been shown that
these phases can be completely characterized using pro-
jective representations of the symmetries present.7–9,49–53
In spin systems this means physically that the spin frac-
tionalizes and the projective representation is due to lo-
calized spin-half degrees at the edge of a cut. We briefly
review SPTP for one-dimensional systems and show that
the concept directly generalizes to the Bethe lattice.
We start from a state |ψ〉 on an infinite chain that is
invariant under an internal symmetry. The internal sym-
metry is represented in the spin basis by a unitary matrix
5Σ acting on each site so that |ψ〉 → [⊗i Σ(i)] |ψ〉. We
perform a Schmidt decomposition of the system into two
subsystems (see Fig. 3a) by cutting one bond. We now
only consider the important Schmidt states which corre-
spond to Schmidt values Λα >  for a given  > 0.
These Schmidt states transform under a symmetry trans-
formation as (modulo an overall phase):[⊗
i
Σ(i)
]
|αR〉 =
∑
α′
Uαα′ |α′R〉, (11)
where U is a unitary matrix which commutes with the Λ
matrices.8,40 Similarly, the left Schmidt states |αL〉 trans-
form by the conjugate matrix. As the symmetry element
g is varied over the whole group, a set of matrices Ug
results. The matrices Ug form a χ−dimensional (projec-
tive) representation of the symmetry group. A projective
representation is like an ordinary regular representation
up to phase factors; i.e., if ΣgΣh = Σgh, then
UgUh = e
iρ(g,h)Ugh. (12)
The phases ρ(g, h) can be used to classify different topo-
logical phases.5,7–9
As a concrete example, we now consider the Hal-
dane phase around the AKLT state in the presence of
a Z2 × Z2 symmetry. The generators of the symme-
try group are the spin rotations Rx = exp(ipiSx) and
Rz = exp(ipiSz). The phases for each spin rotation indi-
vidually (e.g., U2x = e
iα1) can be removed by redefining
the phase of the corresponding U -matrix. However, the
representations of RxRz and RzRx can also differ by a
phase, which it turns out must be ±1:
UxUz = ±UzUx. (13)
I.e., the matrices either commute or anti-commute. This
resulting phase cannot be gauged away because the
phases of Ux and Uz enter both sides of the equation
in the same way. Thus we have two different classes
of projective representations. If the phase is −1, then
the spectrum of Λ is doubly degenerate, since Λ com-
mutes with the two unitary matrices Ux, Uz which anti-
commute among themselves. For the AKLT state consid-
ered here, the Schmidt states have half-integer edge spins
(see Fig. 3). Thus we find Ux = σx and Uz = σz, there-
fore UxUz = −UzUx, and the Haldane phase is protected
if the system is symmetric under both Rx and Rz. An
analogous argument can be made for inversion symmetry
(i.e., spatial inversion of the system at a bond) and time
reversal symmetry.5,8
Using the above arguments, we can now characterize
the S = 3/2 AKLT state on the z = 3 lattice. As il-
lustrated in Fig. 3b, a single cut through a bond sepa-
rates the Bethe lattice into two disconnected subsystems.
In the AKLT state, any of the bonds has a S = 1/2
singlet and thus the Schmidt states have localized half-
integer spins at the edges. Thus the transformation of
the Schmidt states under a symmetry operation yields
a (projective) representation U of the symmetry group
which characterizes the phase. Note that there are in
fact different kinds of SPTP that can be realized on the
Bethe lattice depending on the fractionalization of the
spin. For example, in an S = 1 model on a z = 3 lat-
tice with strong dimerization (two strong bonds and one
weak bond), we would obtain a network of S = 1 Haldane
chains.
V. NUMERICAL RESULTS
We employ our variant of the iTEBD algorithm to
study the bilinear-biquadratic-bicubic Heisenberg model
defined in Eq. (1) over the full parameter range of
ϕ = −pi . . . pi, θ = −pi2 . . . pi2 . To ensure unbiased re-
sults we use different iTEBD implementations, one with
a two-site unit cell and one with a six-site unit cell (see
Fig. 1). The simulations were conducted both with and
without explicitly conserving the model’s U(1) symme-
try and were started from different initial wavefunctions
ranging from completely random to fully polarized initial
states. Furthermore, we also studied the dependence on
the evolution scheme by starting the imaginary-time evo-
lution with a slightly modified evolution operator (e.g. by
adding a small ferromagnetic or symmetry-breaking in-
teraction term to the Hamiltonian) and only later in the
calculation using the actual Hamiltonian to converge the
trial wavefunction to the groundstate.
The simulations were started with a large time step
of δt = 0.1 which was then in several steps decreased
to δt = 10−6, reducing the Trotter error to insignifi-
cance. These checks are commonly accepted best prac-
tice for any imaginary-time evolution, as the overlap of
the initial state and the true groundstate has to be fi-
nite in order for the algorithm to be able to evolve the
trial wavefunction to the groundstate. Hence we have
to ascertain the result’s independence of the procedure
and the initial states. As expected we find the strongest
dependence on the initial tensors in the ferromagnetic
(anti-ferromagnetic) phase when starting with an anti-
ferromagnetic (ferromagnetic) initial state, but no signif-
icant correlation otherwise. To establish that our findings
are not dependent on the unit cell, i.e., the constraint of
a two-site unit cell, we also implemented a variant of
the iTEBD algorithm that operates on a six-site unit
cell, see Fig. 1(a). This implementation enables us to
also describe a dimerized phase which would otherwise
be able to escape characterization as it is not commen-
surable with a two-site unit cell.
Special attention was paid to the four SU(4) symmet-
ric points shown in the phase diagram Fig. 4 where
we ran a variety of simulations to ascertain the model’s
behavior. With the exception of the multi-critical point
at ϕ = 2.93, θ = 0.17 we were not able to observe any
behavior diverging from the encompassing phase.
Our results for the phase diagram of the bilinear-
biquadratic-bicubic Heisenberg model are shown in
6FIG. 4. The phase diagram as determined by the tree net-
work iTEBD method. We established the presence of an anti-
ferromagnetic phase (I), a ferromagnetic phase (II), the Hal-
dane phase (III), a dimerized phase (IV ), and a ferrimagnetic
phase (V ). For reference purposes the phase diagram also in-
cludes the AKLT point denoted by a black star and the SO(5)
symmetric line denoted by the dotted line between phases I
and II. The SU(4) symmetric points are marked by white
stars and lie on the SO(5) line.
Fig. 4. We find five different phases: a Ne´el phase, a fer-
romagnetic polarized phase, the Haldane phase, a dimer-
ized phase, and a ferrimagnetic phase.
A. (Anti-)Ferromagnetic phases
We start our analysis of the phase diagram with the
straightforward phases, i.e. the AFM and FM phases.
First we consider the staggered magnetization msz and
the uniform magnetization mz. The polarized phases
can easily be identified by observing the two different
order parameter’s behavior shown in Fig. 5. In the fer-
romagnetic region θ < −pi3 the staggered magnetization
msz disappears, while the magnetization per site mz is
maximal in this region. The opposite holds for the anti-
ferromagnetic part of the phase diagram, where only the
staggered magnetization remains non-zero. Inspired by
the (anti-) nematic order found in mean-field studies16
we also calculate the octupolar order parameter in the
vicinity of the SO(5) line. Again we observe the absence
of different order, except for some small contributions in
the ferromagnetic region at negative ϕ. This might be
due to remnants of the classical order persisting to zero
temperature.
B. Dimerized phase
We determine a dimerized phase to be present in the
region denoted by IV in the phase diagram (Fig. 4). This
FIG. 5. The (staggered) magnetization for various of values
of θ and ϕ = 0.9 with χ = 24. The ferromagnetic phase
can be identified as the region with maximal uniform mag-
netization per site, whereas the anti-ferromagnetic phase is
distinguished by the finite staggered magnetization and van-
ishing uniform magnetization per site. Inbetween those two
phases are the dimerized and the Haldane phases, where both
the staggered (msz) and uniform magnetization (mz) vanish.
In the ferrimagnetic phase they take intermediate values. The
colors correspond to the phases introduced in Fig. 4.
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FIG. 6. Behavior of the dimer order parameters defined in
Eq. 14 for a cut through the phase diagram at ϕ = 0.9 with
χ = 24. The increase of the dimer order parameters occurs
at the boundary between the Haldane and the ferrimagnetic
phase.
phase is hard to characterize due to its diminutive size
and vanishing magnetization, however, careful calcula-
tions strongly indicate its existence. To determine the
properties of this elusive plains we calculate the xy and
z components of the dimer order parameters Dxy and
Dxy defined via
Dxyi,j,k = 〈
(
Sxi S
y
j + S
y
i S
x
j
)
(14)
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FIG. 7. The entropy for a cut in θ direction through the
phase diagram at ϕ = 0.9 for various values of χ showing
the entropy to be clearly converged when increasing the bond
dimension.
− (Sxj Syk + Syj Sxk)〉 (15)
Dzi,j,k = 〈Szi Szj − Szj Szk〉, (16)
where i, j, and k label consecutive lattice sites residing
on different shells (e.g. sites A, B, and C in Fig. 1 (b)).
Calculation of these order parameter components reveals
them to vanish for the magnetically ordered phases, as
well as in the Haldane phase. Only in the dimer phase
do they assume finite values. The hypothesis of a dimer
phase is further corroborated by the vanishing magne-
tization. As opposed to the Haldane phase we also fail
to observe finite edge spins in this phase. Together these
observations indicate the existence of a narrow dimerized
phase close to the SO(5) symmetric line.
C. Ferrimagnetic phase
We found a ferrimagnetic phase that exists between the
dimer phase and the ferromagnetic phase. This phase
shows both a finite staggered magnetization as well as
a finite magnetization per site, but displays vanishing
dimer order parameters. As a test for this phase we try
adding a small (staggered) field in the z direction to the
Hamiltonian. Performing the simulation with this mod-
ified Hamiltonian results in strong polarization which
could be both anti-ferromagnetic or ferromagnetic de-
pending on the applied field.
D. Haldane phase
The last phase is a phase with exponentially decaying
correlations and no broken symmetries (i.e., no local or-
der parameter exists) which is identified as a SPTP. In
this phase, the entanglement spectrum always displays
FIG. 8. Entanglement spectrum throughout a cut in the
phase diagram at ϕ = 0.9 with χ = 24 for various values of
θ. Clearly visible is the doubling of the levels in the Haldane
phase.
an even degeneracy in the entire phase, which is clearly
visible in the iTEBD calculations. The identification of
this phase rests on the presence of a finite S = 1/2 edge
spin and its characteristic degeneracies in the entangle-
ment spectrum shown in Fig. 8. As a direct evidence,
we also calculated the edge spin of the Schmidt states
directly and find a localized spin-1/2. In our simula-
tions we are also able to observe the AKLT point where
the ansatz state reduces to an exact tensor network with
bond dimension χ = 2. By adding small perturbations
which destroy all the necessary symmetries to protect
the phase, it is possible to drive the system out of the
Haldane phase without a phase transition (i.e., the de-
generacies in the spectrum are lifted for an arbitrarily
small perturbation). We also checked numerically that
the phase is robust against small perturbations which do
not break the symmetries needed to protect it. All of
these observation can be explained by the presence of a
SPT phase as discussed in section IV.
VI. SUMMARY
In this work, we have studied a general SU(2) sym-
metric spin-3/2 model on the z = 3 Bethe lattice using
the infinite Time Evolving Block Decimation (iTEBD)
method. We found that the model exhibits a rich phase
diagram containing several magnetic phases, a dimer-
ized phase as well as a symmetry protected topologi-
cal phase (SPTP). The magnetic phases were identified
by calculating the uniform and the staggered magneti-
zation. We found a polarized ferromagnetic phase, an
anti-ferromagnetic as well as a ferrimagnetic phase with
finite (staggered) magnetization. Our simulations sug-
gest the presence of a dimerized phase with vanishing
magnetization and finite dimer order parameters. We
8also identified a symmetry protected topological phase
which shows all the key features of the Haldane phase.
This phase is characterized by spin-1/2 edge spins and
degeneracies in the entanglement spectrum.
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5 Summary and Outlook
In this thesis we have demonstrated the application of numerical algorithms based
on matrix product states to different problems in more than one dimension. In
the process we have introduced new algorithms based on tensor product states and
modified existing algorithms to deal with large systems. Additionally, we have learned
how tensor networks can be modified to treat fermions and how single-site DMRG can
be parallelized. All of these advances enable the simulation of large two-dimensional
systems on high-performance computing clusters.
The highly efficient SU(2) symmetric DMRG algorithm allowed us to study the
ground state of the kagome lattice Heisenberg antiferromagnet with very good accu-
racy and precision in both the spin S = 0 and the spin S = 1 sectors of the system,
thereby yielding the spin gap in a reliable manner. Having access to the resulting
wave functions in their MPS representation enabled us to study various ground state
properties of this system. By performing a careful analysis of the massive amounts of
data we were able to exclude the presence of any conventional order in this system.
At the same time, the generalization of the entanglement entropy to arbitrary Renyi
indices made it possible for us to show for the first time the applicability of this quan-
tum information measure to realistic problems, thereby identifying topological order.
Altogether, this study presents a very complete characterization of the kagome lattice
Heisenberg antiferromagnet and its properties, while also giving a very competitive
ground state energy.
Even though numerics can contribute significantly to the study of previously un-
known ground states, it is still the analytical theory that explains why and how these
observations fit together. This phenomenological theory is still missing in the case
of the kagome HAFM. While there are many proposals for a gapped spin liquid with
a total quantum dimension of 2, it is not clear yet which of those proposals is the
one that actually constitutes the ground states. Likely candidates include a dou-
bled semion theory or a Z2 × Z2 theory. To determine the exact type of low-energy
theory we need to compute the exchange statistics of the topological quasi-particles.
This calculation has been performed for some models using different methods, but
the characterization of the topological quantum field theory underlying the kagome
HAFM still remains to be done.
Furthermore, the investigation of the applicability of the tensor product algorithms
to the Bethe lattice marks one of the first applications of the novel tensor product
algorithms to systems with non-conventional order in more than one dimension. Em-
ploying this new method with enlarged unit cells enabled us to investigate the full
phase diagram, finding both conventional order and a realization of the Haldane phase
in higher-dimensional systems. By analyzing various observables, such as the entan-
glement spectrum and edge spins as well as string order we were able to conclusively
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show this phase to exhibit symmetry-protected topological order.
These applications showcase just two examples in a field that is rapidly evolving.
Where a few years ago quantum Monte Carlo dominated the study of two-dimensional
system we now have the tools available to also treat frustrated and fermionic models
that are close off to QMC due to the sign problem. At the same time the concept
of topological order has matured and with the influx of new ideas from quantum
information theory offers a wealth of interesting problems. Some of these problems
are related to old questions concerning the validity of topological order at finite
temperatures and the robustness of spin liquids. Studying these models with finite-
temperature methods and after finite times we may be in a position to answer some
of these questions.
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