Abstract. In this paper, we prove that all nontrivial zeros of the Riemann zeta function lie on the line ℜs = 1/2.
Introduction
The Riemann zeta function ζ is defined by ζ(s) = ∞ n=1 1 n s for ℜs > 1. It extends to an analytic function in the whole complex plane except for having a simple pole at s = 1. Trivially, ζ(−2n) = 0 for all positive integers n. All other zeros of the Riemann zeta functions are called its nontrivial zeros.
In connection with investigating the frequency of prime numbers, B. Riemann conjectured in 1859 [10] that all nontrivial zeros of ζ have real part equal to 1/2. For a rich history of the Riemann hypothesis and some recent developments, see Bombieri [1] , Conrey [4] , and Sarnak [12] .
In this paper, we prove the following theorem.
Main Theorem. All nontrivial zeros of the Riemann zeta function lie on the line
The paper is organized as follows: Haar measures and Fourier transforms are reviewed in Section 2. In Section 3, we review the explicit formula in the distribution of prime numbers. Local contributions to a global trace formula (Theorem 7.3) are computed in Section 4-5. Definitions of spaces L 2 (X) andL 2 (C) ((6.5) and (6.7)), on which the structure of our proof of the Riemann hypothesis is built, are given in Section 6 along with some preliminary results. Global trace formulas (Theorem 7.2 and Theorem 7.3) are proved in Section 7. Theorem 8.2, Theorem 8.4, Theorem 8.5, Theorem 8.6, and Theorem 8.7, which are related to A. Weil's positivity condition for the Riemann hypothesis, are proved in Section 8. Summarizing all the previous results, we prove the Main Theorem in Section 9.
To avoid the complication of writings, I only considered the rational number field in this paper. But, I feel that techniques of this paper can be adopted to any algebraic number field without much difficulty to give a proof of the Riemann hypothesis for Dedeking zeta functions.
The author is grateful to J.-P. Gabardo, L. de Branges, J. Vaaler, B. Conrey, and D. Cardon who have obtained academic positions in that order for him during his difficult times of finding a job. He wants to thank the Department of Mathematics at Brigham Young University for the support for his research.
Haar measures and Fourier transforms.
Let k denote the field of rational numbers throughout this paper. For every place v, we denote by k v , O v , and P v the completion of k at v, the maximal compact subring of k v , and the unique maximal ideal of O v , respectively.
The adele group A of k is the restricted direct product of the additive groups k v relative to subgroups O v , and is denoted by A.
For every place v of k we denote by | | v the valuation of k normalized so that | | v is the ordinary absolute value if v is real, and |π v | v = 1/p if O v /P v contains p elements where P v = π v O v . In this paper, v and p always correspond to each other this way.
The idele group J of k is the restricted direct product of the multiplicative groups k * v relative to subgroups O * v of units of k v . Let J 1 be the set of ideles α = (α v ) such that |α v | v = 1. We denote by C for the idele class group J/k * . We define a map x → λ v (x) of k v into the set of reals modulo 1 as in Tate [13] . Then (2.1)
is a character on the additive group k v . It is trivial on O v , and is nontrivial on π
is a character on A satisfying ψ(α) = 1 for all α ∈ k. Note that ψ(α) = v ψ v (α v ) for α = (α v ). For a nontrivial character ϕ v of k v with v = ∞, the largest integer ν such that ϕ v is trivial on P −ν v is called the order of ϕ v . Thus, the order of ψ v is 0 for all v = ∞. It follows that, for every integer n, the identity ψ v (xt) = 1 holds for all t With our choice of the Haar measure, the inversion formula
holds if f is continuous and f ∈ L 1 (A); see Tate [13] . For Haar measures on multiplicative groups k * v , J, C, we adopt Weil's normalization as follows; see Section 3 of Weil [16] .
Let G be a locally compact abelian group with a nontrivial proper continuous homomorphism G → R * + , g → |g| whose range is cocompact in R * + . There exists a unique Haar measure d
when Λ → ∞. Let G 0 = {g ∈ G : |g| = 1}. We identify G/G 0 with the range N of the module. Choose a measure d * n on N such that (2.4) holds for the measure d * g given by
where the Haar measure dg 0 is normalized so that
In particular, for N = R * + the unique Haar measure on G satisfying (2.4) is
If N = q Z , the unique Haar measure on G satisfying (2.4) is given by
The explicit formula.
Let h ∈ C ∞ 0 (0, ∞) be a smooth complex-valued function with compact support in (0, ∞). The Mellin transform of h is
We denote
where the sum on ρ ranges over all complex zeros of ζ(s) and where γ is Euler's constant.
Since g 0 has a compact support in (0, ∞), there is a number µ satisfying 0 < µ < 1 such that the support of g 0 is contained in [
Theorem 3.1. Let h 0 be given as in (3.2) . Then 
If v is the infinite place of k, then
Proof of Theorem 3.1. By the explicit formula,
where the sum on ρ is over all complex zeros of ζ(s). Without loss of generality, we assume that µ is not a rational number. If v is a finite place, then
Let A = {u ∈ k v : |u + 1| v = 1}, and put
By definition of the principal value integral ′ ,
Since p is a rational prime for each finite plac v of k, by the normalization (2.6) for the Haar measure on k * v
for all nonzero integers k. Therefore, by (3.4) we have
Next, assume that v is the infinite place of k. By definition of the principal value integral ′ ,
We have
we have
Therefore,
The stated identity then follows from (3.7) and (3.8) . This completes the proof of the theorem. Proof. It follows from Theorem 3.1, (3.3), and the proof of Theorem 1 in Bombieri [2] .
This completes the proof of the theorem.
4. An integral for the infinity place ∞ of Q.
Let ν > −1. The Bessel function of order ν is given by
, where R + = (0, ∞). Its Hankel transform Hf of order ν is given by
For f ∈ L 2 (R), we denote its Fourier transform by
If f is an even function, then 
Proof. Throughout the proof, we assume that ν = −1/2. Note that
cos u, and J 1/2 (u) = 2 πu
By the argument in §14.42 of Watson [14] ,
if the limit on the right side exists. By formula (8) in §5.11 of Watson [14] ,
Then, by partial integration
Let ǫ be a sufficiently small positive number. We write
Since h is smooth and has a compact support in R * , by (4.5) and partial integration (4.10)
By (4.7), (4.9) and (4.10),
Next, we have
where
By using partial integration,
Hence,
By partial integration,
for a positive constant c 1 , we have
Let 0 < p < 1, and let C be the contour in counterclockwise direction which consists of the boundary of region {z = re
If let ǫ → 0 and R → ∞, the above identity becomes
that is,
It follows that (4.12)
Differentiating (4.12) with respect to p and then letting p → 0, we find that
Thus, c = −πγ.
Hence, (4.13) lim
By (4.6), (4.11) and (4.13),
The stated identity then follows from (4.3). This completes the proof of the theorem.
Proof. Since
the stated identity follows.
Integrals for finite places v of Q.
For f ∈ L 2 (k v ), we denote its Fourier transform by
, which is the space of all local constant functions on k * v with compact support.
where the principal value ′ is uniquely determined by the unique distribution on k * v which agrees with
for u = 1 and whose Fourier transform vanishes at 1.
Proof. We first note some properties about
has a compact support in k v and is bounded uniformly for all u ∈ k * v . We write
By (5.4), we obtain that
We also have
It follows that
for all integers m, we can write
we obtain that
It follows from (5.7)-(5.9) that (5.10)
The stated formula then follows from (2.6), (5.6) and (5.10). This completes the proof of the theorem.
Definitions of L
, and preliminary results. 
holds for all α ∈ A, and [13] ) If f (x) satisfies the conditions:
ξ∈k f (α(x + ξ)) converges for all ideles α and adeles x, uniformly for
The Schwartz space S(R) is the space of all smooth functions f , all of whose derivatives are of rapid decay; that is
for all integers k ≥ 0 and N > 0. Let S(A) be the Schwartz-Bruhat space on A (see Weil [15] ), whose functions are finite linear combinations of functions of the form
, the space of locally constant and compactly supported functions on k v if v is finite; and
× t be the multiplicative measure on R * given by
We denote by d × α v the multiplicative measure on k * v given by
We choose the Haar measure
× α is also a Haar measure on C satisfying (2.4). The set of all functions f ∈ S(A) with f (0) = 0 and Hf (0) = 0 is denoted by S 0 (A).
For X = A/k * , we define L 2 0 (X) to be the Hilbert space that is the completion of the Schwartz-Bruhat space S 0 (A) for the inner product given by
For f ∈ S(A), we denote
Let L 2 0 (C) be the subspace of L 2 (C) that is spanned by the images under E of all functions f ∈ S 0 (A), and let
for all f ∈ S(A) with Hf (0) = 0.
Proof. Since S 0 (A) is a codimension 2 subspace of S(A), S(A) contains at least two linearly independent elements not belonging S 0 (A). Hence, there exists an element θ 1 ∈ S(A) satisfying θ 1 (0) = 0 and Hθ
, we have Hθ 1 ∈ S(A). By the proof of Lemma 2 in Appendix I of Connes [3] , |E(Hθ 1 )(x)| ≪ |x| −n for any positive integer n as |x| → ∞. Let δ > 0 be a fixed number. Then, by Lemma 6.1
Since θ(0) = 0 and Hθ 1 (0) = 1, by Lemma 6.3 above argument also gives x∈C,|x|≤δ
Hence, E(θ 1 ) does not belong to L 2 (C). Since E(Hθ 1 ) ∈ L 2 (C) and E(Hθ 1 ) ∈ L 2 0 (C), if we write
If f ∈ S(A) and Hf (0) = 0, an argument similar to that made in the above
This completes the proof of the lemma.
From now on, we always assume that θ is given as in Lemma 6.4. For any element f ∈ S(A), let f 0 = f − Hf (0)θ − f (0)Hθ. Then f 0 ∈ S 0 (A) and
For any f ∈ S(A), we define
Let L 2 (X) be the Hilbert space that is the completion of the Schwartz-Bruhat space S(A) for the norm given by (6.5). It follows that L 2 0 (X) is a subspace of L 2 (X), and that the orthogonal complement
Corollary 6.5. If f ∈ S(A) and Hf (0) = 0, then
Proof. Let f 0 = f − f (0)Hθ be given as in (6.4). By Lemma 6.4,
By (6.2) we get
This completes the proof of the corollary.
We defineL 2 (C) to be the Hilbert space that is the completion of E (S(A)) for the norm
for f ∈ S(A). By Corollary 6.5, L 2 (C) is a codimension one subspace ofL
We define h(u) = h 0 (|u|) if |u v | v = 1 for all (except at most one) places v, and h(u) = 0 for all other u = (u v ) ∈ J. By (3.4), h ∈ S(C). There exists a real-valued function g ∈ S(J) such that
For example, by Lemma 6.1 we could choose g(λ) = h(λ) if λ ∈ I and g(λ) = 0 if λ ∈ I. An operator U (h) acting on the space L 2 (X) is defined by
Proof. Let S be the subspace of L 2 (X) that is spanned by all functions f ∈ S(A)
for all characters χ of C 1 (cf. §38C of Loomis [7] and Lemma 6.1). These subspaces correspond to projections
where d × g is the restriction to C 1 of the Haar measure on C. Let ϕ be an element in L 2 χ (C). We can write (6.11) ϕ(x) =χ(x/|x|)ϕ(|x|), where 1/|x| is meant to be the idele (1/|x|, 1, 1, · · · , 1). If ϕ is orthogonal to the range of the subspace S under E, then (6.12)
We denote φ(u) = ϕ(e u ). Since
by the Plancherel formula
with |x| = e −t . By Lemma 2 in Appendix I of Connes [3] , |E(f )(α)| ≪ |α| −m for any positive integer m as |α| → ∞. By Lemma 6.1,
as n → ∞, where |x| = e −t . Therefore, (6.13)
Since |E(f )(α)| ≪ |α| −m for any positive integer m as |α| → ∞, we can interchange the order of integration and obtain that (6.14)
for n = 1, 2, · · · . By (6.13) and (6.14), we obtain that (6.15)
. If χ v are unramified for all finite places v, we choose f 0 so that R + f ∞ (x)dx = 0. Then f 0 ∈ S(A) satisfying Hf 0 (0) = 0. By Lemma 3 in Appendix I of Connes [3] (cf. Weil [17] ) and by using
where f 1 (x) = χ ∞ (|x|)f 0 (x), we can write
where L(χ, 1/2 + 2πit) is the analytic continuation of
By (6.15) and (6.16), (6.17)
By (6.12) and (6.17), we have
2 + 2πit) = 0 for at most a discrete set of real t, the identity (6.18) implies that φ(t) = 0.
for almost all real t because we can choose b so that the integrand in (6.18) is nonnegative. Since
we have ϕ(|x|) = 0 for all x ∈ C. By (6.11), ϕ(x) = 0 for all x ∈ C. Therefore, the orthogonal complement of the range of S under E in L 2 χ (C) contains no nonzero element. It follows that E is a surjective isometry from S to L 2 (C). By (6.8), E extends to a surjective isometry from L 2 (X) toL 2 (C). This completes the proof of the theorem.
Remark. E cannot be extended to a surjective map from
⊥ . Let h(λ) be given as in (6.9 ). An operator V (h) acting on the spaceL 2 (C) is defined by
where V (h) is given in (6.19) and U (h) is given in (6.10) .
Proof. Let F be any element inL
It follows from Theorem 6.6 that the identity
holds for all F ∈L 2 (C). This completes the proof of the corollary.
The global trace formula.
Theorem 7.1. We have
for all f, g ∈ L 2 (X), where
Proof. Let f be any element in S 0 (A). Then the conditions of Lemma 6.3 are satisfied by f . Since f (0) and Hf (0) = 0, by Lemma 6.3
Since f 0 ∈ S 0 (A), by (7.1) we obtain that
for all f ∈ S(A). It follows that
Let f, g be elements in L 2 (X). By (7.2) and Lemma 6.2,
Let S Λ be the subspace ofL 2 (C) given by
The corresponding orthogonal projection is also denoted by S Λ . We denote by S Λ,0 the restriction of S Λ to the subspace L 2 0 (C) and the corresponding orthogonal projection.
We also denote by S Λ the orthogonal projection of L 2 (X) onto its subspace spanned by functions f (α) ∈ S(A) which vanish for |α| > Λ, and by S Λ,0 the restriction of S Λ to the subspace L 2 0 (X). Theorem 7.2. Let S Λ and V (h) be given as in (7. 3) and (6.19) , respectively. Then (S Λ − S Λ,0 )V (h) is of trace class, and its trace acting on the spaceL
where o(1) tends to 0 as Λ → ∞.
Proof. If S Λ − S Λ,0 is regarded as a subspace in L 2 (X), and if f is an element
where S Λ − S Λ,0 on the left side is meant to a subspace while S Λ − S Λ,0 on the right is a linear transformation. Since L 2 0 (X) ⊥ has dimension 2 by (6.6), the subspace S Λ −S Λ,0 has dimension at most two. Therefore, the orthogonal projection S Λ −S Λ,0 is of trace class on the space L 2 (X).
by definition of θ given in the proof of Lemma 6.4, by (6.10) and (6.5) we have
for a constant A. Thus, U (h) is a bounded linear operator on L 2 (X). By part (b) of Theorem VI.19 in Reed and Simon [8] , (S Λ − S Λ,0 )U (h) is of trace class on L 2 (X). It follows that (S Λ − S Λ,0 )V (h) is of trace class onL 2 (C). Let δ be the Dirac distribution on L 2 (A), and let
Then, by (6.9) and (6.10)
for f ∈ L 2 (X). By Lemma 6.1, we obtain that
and that
Thus, (7.5) can be written as
, by (7.5) we have
Since θ and Hθ belong to L 2 0 (X) ⊥ by (6.6), we have S Λ,0 θ = 0 and S Λ,0 Hθ = 0. It follows from (7.7) that (7.8)
. By (7.6) and (7.8),
It follows that the trace of (S Λ − S Λ,0 ) U (h) acting on the space L 2 (X) is given by the formula
Since θ and Hθ are elements in L 2 (X), (7.9) can be written as
By using a smooth approximation with compact support to the Dirac δ(x) at x = 0, we see that x∈A,|x|>Λ Hθ(x)δ(x)dx → 0. Since A θ(x)dx = 1, we have
for any function on A or C. Thus,
It follows from Corollary 6.7 that
acting on the spaceL 2 (C). If T is a bounded linear operator of trace class on a Hilbert space H, then the trace of T is also given by
where {f n } is an orthonormal base of H; see X.8 and XI.11 in Retherford [9] . By (7.11) and the definition of the space L 2 (X), the trace of (S Λ − S Λ,0 )V (h) acting on the spaceL 2 (C) is equal to the trace of (S Λ − S Λ,0 )U (h) acting on L 2 (X). Hence, by (7.10) the trace of (S Λ − S Λ,0 )V (h) acting on the spaceL 2 (C) is given by the formula
Let P Λ be the orthogonal projection of L 2 (X) onto the subspace
Theorem 7.3. Let h, V (h), S Λ , and Z Λ be given as in (6.9) , (6.19 ), (7.3) , and (7.12) respectively. Then (
is of trace class, and its trace acting on the spaceL 2 (C) is given by the formula
Proof. In the proof of Theorem 8.5, we prove that Z Λ U (h) − S Λ U (h) is of trace class onL 2 (C). By (6.10), (7.12), and Lemma 6.2,
for f ∈ S(A). Hence, for x ∈ C we have (7.13)
We extend h to a function on A by defining h(λ) = 0 for λ ∈ J. Since f ∈ S(A) and h 0 ∈ C ∞ 0 (0, ∞), we can change orders of integrations to obtain that
By (7.13), (7.3), and (6.19) we have (7.14)
Hh(λξ)Ψ(ξx)dξ }d × λ for all F = E(f ) with f ∈ S(A), where ℓ Λ (x) = 1 if |x| > Λ and ℓ Λ (x) = 0 if |x| ≤ Λ. Since such elements F are dense inL 2 (C), (7.14) holds for all F ∈L 2 (C). It follows that the trace of (EZ Λ E −1 − S Λ )V (h) acting on the spaceL 2 (C) is given by
Let δ < Λ be a small positive number. We write
if we notice that log |u|Λ δ = 0 for |u| = δΛ −1 then (7.16)
By (7.15) and (7.16),
Let g(λ) = h(λ −1 )|λ| −1 , and let
By Fourier inversion formula, Theorem 4.1, and Theorem 5.1 we get
for u = 1 and whose Fourier transform vanishes at 1. Since
by Corollary 4.2 and the proof of Theorem 3.1 we have
This completes the proof of the theorem. (1) P is an orthogonal projection of H onto range (P ), (2) P * = P , and (3) P h, h ≥ 0 for all h ∈ H.
Let P be an orthogonal projection on a Hilbert space H. Then (8.1) H = ker (P ) ⊕ range (P ), a direct sum (see page 38 in Conway [5] ). We denote by L Λ the orthogonal projection of L 2 (X) onto the subspace
Let Q Λ be the subspace of all functions f in L 2 (X) such that Hf (α) vanishes for |α| < Λ −1 . We denote also by Q Λ the corresponding orthogonal projection of L 2 (X) onto the subspace Q Λ .
In the next theorem, we prove that Z Λ = Q Λ on the space L 2 (X).
Theorem 8.2. The orthogonal projection Q Λ is given by the formula
Proof. Let f be a function in S(A). We write
where the constant c = 24
Since f 0 ∈ S 0 (A), we have Hf 0 ∈ S 0 (A). By Lemma 2 in Appendix I of Connes [3] , |E(Hf 0 )(α)| ≪ |α| −n for any positive integer n as |α| → ∞. Hence,
It follows from (6.5) that
for all f ∈ Q Λ . Also, for any element f ∈ L 2 (X) we have
where P Λ is given as in (7.12) . That is
By (8.1) we have the following direct sum decomposition
By Lemma 6.2 and Theorem 8.2, we have Proof. Since L 2 0 (C) is the subspace of L 2 (C) that is spanned by images under E of all functions f ∈ S 0 (A), in order to prove the theorem it suffice to show that images under S Λ,0 of all elements of the form F = E(f ) with f ∈ S 0 (A) are contained in 
for all α ∈ C with |α| > Λ. Since
for all α, we have
For all complex numbers a and b,
By (8.5) and (8.7), if f 1 (0) = 0 then
Let δ be a fixed small positive number. Since f ∈ S 0 (A) and
Since Hf 1 (0) = 0 and since the conditions of Lemma 6.3 are satisfied by Hf 1 , by Lemma 6.3 α∈C,|α|<δ
Thus, we have
If we compare the above two paragraphs, a contradiction is derived. Therefore, we must have f 1 (0) = 0. It follows from (8.5) and (8.7) that
. This implies that S Λ,0 F ∈ EQ Λ E −1 . Thus, we have proved that S Λ,0 ⊂ EQ Λ E −1 . This completes the proof of the theorem. Theorem 8.5. Let S Λ,0 be given as in Theorem 8.4 , and let h(u) = h 0 (|u|). Then (EQ Λ E −1 − S Λ,0 )V (h) is of trace class onL 2 (C), and its trace acting on the spacē Proof. By (8.4) and Theorem 7.3, the trace of (EQ Λ E −1 − S Λ )V (h) acting on the spaceL 2 (C) is given by
By Theorem 7.2, the trace of (S Λ − S Λ,0 )V (h) acting on the spaceL
where o(1) → 0 as Λ → ∞. Therefore, the trace of (EQ Λ E −1 − S Λ,0 )V (h) acting on the spaceL 2 (C) is given by
Next, we prove that (EQ Λ E −1 − S Λ,0 )V (h) is of trace class onL 2 (C). By (6.6) and (6.7), the subspace L 2 0 (C) ⊥ e has dimension two. Hence, (
a direct sum. By (7.11) , in order to prove that (EQ Λ E −1 − S Λ,0 )V (h) is of trace class onL 2 (C), it suffices to show that (
Since F ∈ S 0 (A), by definition of h and (6.10)
by definition of P Λ we have (P Λ HF 1 )(0) = 0. Since F 1 ∈ S 0 (A), HF 1 ∈ S 0 (A). Thus, conditions of Lemma 6.3 are satisfied by HF 1 . By Lemma 6.3 and definition of P Λ ,
for all |α| ≤ Λ. It follows that
for all α ∈ C and for all f = E(F ) with F ∈ S 0 (A). Since elements of the form
is an one-dimensional subspace ofL 2 (C).
for F = E(f ) ∈L 2 (C) with f ∈ L 2 (X), by (6.5), (6.7), and Corollary 6.5
for a constant B because h is compactly supported by (3.4) . By Theorem 6.6, V (h) is a bounded linear operator onL 2 (C). Since EQ Λ E −1 − S Λ,0 is bounded by one by Theorem 8.4, (EQ Λ E −1 − S Λ,0 )V (h) is a bounded operator onL 2 (C). We have also shown in the previous paragraph
is an one-dimensional subspace ofL 2 (C). This implies that (EQ Λ E −1 −S Λ,0 )V (h) is of trace class on L 2 0 (C). Then, it follows from the argument in the second paragraph of this proof that (EQ Λ E −1 − S Λ,0 )V (h) is of trace class onL 2 (C). Since Proof. Since
for f ∈ L 2 (C), we have
By (3.4), h is compactly supported. Then it follows from Lemma 6.1 that V (h) is a bounded linear operator on L 2 (C). For f ∈ L 2 (C), Thus, by Definition 7.13 in Chapter II of Conway [5] , V (h) is a positive operator on L 2 (C). This completes the proof of the theorem.
By Proposition 2.12 in Chapter II of Conway [5] and Theorem 8.6, V (h) is selfadjoint on the space L 2 (C).
Theorem 8.7. Let T = EQ Λ E −1 − S Λ,0 . Then the trace of T V (h) acting on the spaceL 2 (C) is nonnegative.
Proof. By Theorem 8.6, V (h) is a positive operator on the space L 2 (C). Then, by Theorem VI.9 in Reed and Simon [8] there exists a self-adjoint operator B such that V (h) = B 2 . By Theorem 8.4, T is an orthogonal projection (To see that T 2 = T directly, we use f 2 = Q Λ f and S Λ,0 F = τ Λ E(f 2 ) = E(f 2 ) as given in the proof of Theorem 8.4). Hence, T = T 2 and T is a bounded operator. By Theorem 8. If T t denotes the adjoint of T , then T t = T and B t = B. By (7.11), for the trace of T V (h) acting on the space L 2 (C), we have trace L 2 (C) (T V (h)) = trace(T B(T B) t ) ≥ 0.
By (6.7), the orthogonal complement of L 2 (C) inL 2 (C) is the subspace {aE(θ) : a ∈ C}. Moreover, E(θ) L2 (C) = E(Hθ) L 2 (C) . By (7.11) , the trace of T V (h) acting on the spaceL 2 (C) is equal to (8.9) E(Hθ) is an element in the space Q Λ , by definition of Q Λ we have Hϕ(0) = 0. This condition implies that E(ϕ(x)) ∈ L 2 (C). That is, E(ϕ) belongs to the orthogonal complement of the subspace {aE(θ) : a ∈ C} inL 2 (C). It follows that T V (h)E(θ), E(θ) L2 (C) = E(ϕ), E(θ) L2 (C) = 0.
Since trace L 2 (C) (T V (h)) ≥ 0, by (8.9 ) the trace of T V (h) acting on the spaceL 2 (C) is nonnegative.
This completes the proof of the theorem. This completes the proof of the main theorem.
