ABSTRACT
INTRODUCTION
In past years, new ways in human-computer interaction have been enabled. The researchers developed various applications on gesture and sign language recognition. Hearing-impaired people use sign language. When hearing-impaired people communicate, they need an interaction point and gestures are used as interaction point. Especially they use upper torso gestures and facial expressions. Handicap of sign language recognition is that signs change in 3D space. Sign language recognition developed using various input devices, such as wearing data gloves, stereo cameras, etc. Madabhushi and Aggarwal [1] developed sign recognition by tracking particular body parts. There are also studies based on depth information acquired from sensors such as Kinect [2, 3] . Ra'eesah Mangera used skeleton model, which is captured with Kinect camera [4] . Each country generally has its own native sign language and some have more than one. It is not clear how many sign languages there are. The 2013 edition of Ethnologue lists 137 sign languages [5] . There are researches made on Turkish [6, 7] , Polish [8] , American [9] Sign Language Recognition systems. In this study, we used 3D skeleton information of human skeleton model generated from Microsoft's Kinect sensor using Nui Capture.
In this paper, it is intended to recognize sign language by analysing skeleton model captured with Kinect camera. With the use of Kinect and Nui Capture application, the upper skeleton information of the human participants are recorded and used for training and testing the system. In order to recognize the signs we used K-Means with Hidden Markov Model (HMM). A kmeans classifier is used to cluster the data. Every sign or gesture is shown with a series of frames. Features extracted from frames (joint angles, joint distances) and converted into observation sequence by means of k-means method and trained with Hidden Markov Model. Baum-Welch algorithm is used for HMM training [10] .
For this work, 18 signs recorded by 3 persons. Each sign repeated 4 times by each signer. The content of recorded signs is shown in Table 1 . The rest of this paper is ordered as follows: Section 2 describes calculations used for feature extraction from skeleton model and describes algorithm for training and testing procedure used in k-means and HMM. Section 3 provides experimental results obtained from records and Section 4 conclusion.
FEATURE EXTRACTION
Kinect Sensor generates depth maps, skeleton model, and RGB images. To interface with the device, NuiCapture and Kinect SDKs are used. NuiCapture is software used to record and analyse Kinect for Windows sensor data easily [11] . NuiCapture can export depth, color, and skeleton data to Matlab, Maya, 3DS Max, and MotionBuilder. The skeleton model extracted with nuiCapture is shown in Figure 1 . Kinect camera tracks the 3-D coordinates of these joints. Sign languages consider hand gestures, upper body joints used in feature extraction.
Joint Distances
For each frame, the 3-D distance between each of the 6 arm joints and the head joint was calculated:
݀ሺ݈‫,ݏ‬ ݄݁ሻ ൌ ඥሺ‫ݔ‬ ௦ െ ‫ݔ‬ ሻ ଶ Figure 1 . Kinect Skeleton Model [4] Additionally, left hand -spine formed from joint distances:
‫ܨ‬ ൌ User heights may be various. To reduce for the variation in user height, each distance was divided by the distance between spine and center shoulder [4
Joint angles
The distance between joints is affected by the height of the user. Therefore, joint dis a scale invariant feature. Joint angles are not dependent on the user height or the distance from the camera. Joint angle also rotation invariant. Joint angles are shown in Figure 2 . calculated. The calculation of shoulder elbow -hand angle equation is given below:
D distance between each of the 6 arm joints and the head joint was Figure 1 . Kinect Skeleton Model [4] spine -right hand distance calculated. 7 dimensional feature vector ൌ ሾ݀ ௦ , ݀ ௦ , ݀ , ݀ , ݀ , ݀ , ݈݄ െ ‫݄ݎ‬ሿ heights may be various. To reduce for the variation in user height, each distance was divided een spine and center shoulder [4] .
The distance between joints is affected by the height of the user. Therefore, joint distances are not a scale invariant feature. Joint angles are not dependent on the user height or the distance from the camera. Joint angle also rotation invariant. Seven joint angles were calculated for each frame. Joint angles are shown in Figure 2 . To calculate the joint angle, the vector between joints must be The calculation of shoulder-elbow-hand angle is illustrated in Figure 3 . The shoulder hand angle equation is given below: 
Relative Joint Positions
Joint angles are rotation invariant, and arms stretched in front of the joint position between the elbow and hand joints and the head joint is calculated for Figure 4 shows the position of the hand relative to
is the shoulder -elbow and elbow -hand vector respectively. Numerator of equation 2 is the scalar product of the vectors and the denominator is the product of the 7 dimensional feature vector is created from joint angles:
‫ܨ‬ ൌ ሾߛ , ߛ ோ , ߚ , ߚ ோ , ߙ , ߙ ோ , ߲ሿ invariant, but a pose with the arms stretched on either side of the and arms stretched in front of the spine will have similar feature vectors. Therefore, the relative the elbow and hand joints and the head joint is calculated for each pose Figure 4 shows the position of the hand relative to the x-component of the head joint. 
Training and Testing
Feature extraction process is applied to all frames and signs. After feature extraction process, a kmeans classifier is trained for each of the signs to obtain cluster centers. In this work, 40 used as a number of cluster (K) for each sign. This value was decided as empirically yielding the best inner-class division. Cluster centers are used for training system. HMM is trained by using BaumWelch algorithm [10] . To calculate the recognition accuracy rate, the total number of correct recognitions is divided by total number of tests.
EXPERIMENTAL RESULTS
The system was tested with 2 different test types as shown in Figure 5 . In Test 1, system was trained with all records of 2 signers and tested with all records of the 3 rd signer. In Test 2, system was trained with 3 repetitions of each word and tested with the 4 th repetition of each word and of each signer. Dataset was divided into two parts, first part consists of 15 words, second part has 18 words. In the second dataset initial 15 words are the same as in the first dataset along with 3 extra words. Extra words are similar to previous words by means of movement. Test results are shown in Table 3 , 4, 5 and 6. 
CONCLUSION
In this paper we have presented sign language recognition system based on skeleton model of gestures. We have developed Turkish Sign Language recognition system using the Kinect camera and achieved close to 100% recognition rates. To increase the accuracy of the system, system can be trained by increasing the repetitions and signer number. The system works well for new words and new users.
It is observed that with Kinect's ability of recognition of human gestures adds another aspect to using computer applications. This research sets another example to sign language recognition systems. It will help hearing-impaired people as automatic translation tools.
This research has an advantage of freedom from any external devices for input except Kinect camera. In order to increase the recognition rate, the system needs as many repeated records and signs from different signers as possible. It is observed that when similar movements are used in test the successful recognition rate is reduced because of insufficient training data.
