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Resumen 
Este proyecto se centra en la implementación de un algoritmo que permita encontrar de manera 
eficiente una buena solución al problema de la programación de piezas en una configuración flow-shop 
híbrido sin espacios entre máquinas. El objetivo del algoritmo es minimizar el instante máximo de 
finalización de los trabajos o makespan. 
El flow-shop es una configuración que consta de una serie de niveles o etapas por las que tienen que 
pasar todas las piezas y éstas recorren las etapas en el mismo orden. En el caso del flow-shop híbrido 
cada una de las etapas puede haber más de una máquina en paralelo y todas las máquinas de una 
misma etapa son idénticas. 
El algoritmo propuesto es del tipo de búsqueda de vecindarios o entornos variables (Variable 
Neighbourhood Search, VNS). Un vecindario lo forman el conjunto de soluciones posibles del 
problema que se obtienen al aplicar una modificación sistemática a la solución de la que se parte. El 
VNS es una meta heurística que, a partir de una solución inicial, explora diferentes vecindarios para 
encontrar el mínimo local de cada vecindario. 
Los factores a fijar son: método de obtención de la solución inicial, el criterio de aceptación de la 
mejor solución y la perturbación a aplicar. Se han empleado un diseño factorial y el análisis de la 
varianza o ANOVA para analizar los resultados obtenidos. Para evaluar y comparar los resultados 
obtenidos entre sí se ha empleado el indicador RPD que, en este proyecto, indica lo cerca que está la 
solución obtenida de una cota mínima teórica. 
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1 Glosario 
n: Número de piezas a procesar. 
m: Número de etapas en el proceso de producción 
pi: Trabajo i ϵ {1, ..., n}. 
mej: Número de máquinas en la etapa j ϵ {1, ..., m}. 
malj: Máquina l ϵ {1, ..., mej} en la etapa j ϵ {1, ..., m}. 
pij:  Tiempo de proceso del trabajo i ϵ {1, ..., n} en la etapa j ϵ {1, ..., m} . 
Cmax: Instante en que el último trabajo termina la última etapa. 
makespan: Instante en que el último trabajo termina la última etapa. Es sinónimo a Cmax. 
RPD: Relative Percentage Deviation. Desviación relativa porcentual. Parámetro que indica la 
desviación de la solución encontrada respecto a la cota mínima teórica. 
LPT: Largest Processsing Time. Hace referencia a la ordenación de piezas o trabajos por tiempo de 
proceso decreciente. 
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2 Introducción 
Se desea construir una herramienta que facilite la toma de decisiones en el entorno de la programación 
de operaciones. 
El poder conocer qué secuencia de entrada de piezas tiene que tener cada una de las máquinas de un 
proceso productivo, de manera que sea más eficiente, es una cuestión esencial hoy en día dada la 
escasez de recursos y la elevada competitividad del entorno. Además, la capacidad de poder adaptar en 
el menor tiempo posible la producción a cambios, imprevistos o no, en el sistema productivo es un 
elemento clave para el éxito de una empresa de producción. 
Estos aspectos son importantes en cualquier proceso productivo, pero en el caso particular de una 
configuración flow-shop híbrido sin espacios entre etapas, el orden de entrada de las piezas es de suma 
importancia debido a que se puede producir bloqueo de la línea. El bloqueo ocurre cuando una pieza 
ha terminado una etapa pero no hay ninguna máquina libre en la etapa siguiente. El objetivo es 
encontrar una secuencia que minimice el tiempo de finalización máximo o cmax, como consecuencia 
la secuencia tenderá a minimizar los bloqueos. 
Tradicionalmente el problema de la programación de operaciones se resolvía a partir de la experiencia 
del personal involucrado en el proceso, esta metodología ,a pesar de ser válida, deja de evaluar un 
número elevado de soluciones posibles, y el criterio para decidir qué solución adoptar puede no ser 
objetivo. Además este tipo de conocimiento es de difícil transmisión, al no estar documentado. 
Existen métodos exactos de cálculo para la resolución del problema, pero el elevado tiempo que 
consumen y la elevada capacidad de cálculo necesaria de los equipos informáticos, los hacen muy 
poco eficientes y muy poco flexibles frente a cambios que se puedan dar en el proceso productivo. Hay 
que tener en cuenta que el tiempo necesario para explorar todo el universo de soluciones posibles para 
este problema aumenta exponencialmente con el tamaño del mismo. Si se tiene un conjunto de n 
piezas el máximo número de permutaciones viene dado por n!, si por ejemplo n=20 el número de 
permutaciones o soluciones es aprox. 2'43*10
18
. Si se tardase una milésima de segundo en analizar 
cada una de las soluciones se tardarían aproximadamente 77 millones de años en analizarlas todas. En 
este proyecto se intenta buscar la mejor solución a problemas de hasta 100 piezas. 
En este proyecto se intenta dar solución a los problemas descritos, es decir, utilizar un criterio objetivo 
para evaluar las soluciones, encontrar una buena solución en un tiempo razonable y permitir adaptar un 
proceso productivo a los diferentes cambios que se puedan dar en su estructura. 
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2.1 Objetivo del proyecto 
El objetivo del proyecto es implementar un algoritmo que, una vez introducidas las características de la 
línea de producción (etapas y máquinas por etapa) y los tiempos de los trabajos (tiempo de proceso de 
cada pieza en cada etapa), realice la programación con el objetivo de minimizar el instante en que se 
acaba el último trabajo (makespan). La programación da el orden de entrada de las piezas en cada una 
de las máquinas que componen la línea de producción. 
2.2 Alcance del proyecto 
El algoritmo implementado permite encontrar solución a problemas que se ajusten a un flow-shop 
híbrido sin espacios entre máquinas, incluyendo el caso particular de que en cada etapa del proceso 
productivo haya una sola máquina. El índice de eficiencia utilizado es el instante en que se acaba el 
último trabajo (makespan). 
La eficiencia del algoritmo se contrastará contra una cota del problema pero no se aplicará a ningún 
caso real. 
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3 Programación de operaciones 
Se define la programación de operaciones como sigue (Companys, 2003): 
 “La programación de operaciones tiene como objeto definir de forma concreta en qué recurso de los 
disponibles se ejecutará cada una de las operaciones necesarias para la realización de las órdenes de 
trabajo emitidas y los instantes (fechas) en que tendrá lugar dicha ejecución. Se asocian a la 
programación de operaciones diferentes sub-funciones entre las que cabe señalar las de carga, 
secuenciación y temporización”.  
Estas sub-funciones se describen como sigue: 
- Carga: Asociación de las operaciones a la estación de trabajo o máquina que corresponda. 
- Secuenciación: Decidir la secuencia con la que se realizaran las operaciones asignadas a cada 
máquina. 
- Temporización: Cálculo de los instantes de inicio y fin de cada operación en cada máquina. 
Las tres sub-funciones se pueden resolver simultáneamente o por separado. En general se siguen los 
siguientes pasos: 
- Se parte de las órdenes de trabajo. Éstas tienen una fecha prevista de entrega. 
- Las órdenes de trabajo se transforman en operaciones específicas y para cada una se 
determinan las necesidades de maquinaria. 
- Las órdenes de trabajo se asignan a estaciones de trabajo concretas. Esto es la carga. 
- Se procede a la secuenciación en cada estación de trabajo. 
- Se desarrolla el programa detallado. Esto es la temporización. 
En este apartado se introducirán los conceptos fundamentales de la programación de operaciones, la 
clasificación de los problemas, las hipótesis generalmente aceptadas en la resolución de dichos 
problemas, las medidas usadas para calcular la eficiencia de un programa de producción y la 
nomenclatura. 
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3.1 El problema del taller mecánico 
El enunciado básico del Problema del Taller Mecánico (Job Shop Problem) es el siguiente 
(Companys, 2003): 
“n piezas (lotes, trabajos u órdenes) deben realizarse en m máquinas (recursos, secciones o puestos de 
trabajo). La realización de cada pieza implica la ejecución, en un orden establecido, de una serie de 
operaciones prefijadas; cada operación está asignada a una máquina concreta y tiene una duración 
(tiempo de proceso) determinada y conocida. Debe establecerse un programa, es decir, la secuencia 
de operaciones en cada máquina y el intervalo temporal de ejecución de las operaciones, con el 
objetivo de optimizar un índice determinado que mide la eficiencia del programa.” 
Debido al origen industrial del problema, en su descripción se habla de piezas y máquinas cuando en 
realidad puede aplicarse a muchos otros ámbitos en los que no intervienen ni piezas ni máquinas. 
Dependiendo de la perspectiva que se tome se pueden diferenciar dos secuencias en este tipo de 
problemas: 
- Desde el punto de vista de una pieza la secuencia corresponde al orden en que la pieza recorre 
las máquinas. Esta secuencia se conoce como ruta de la pieza y es conocida. 
- Desde el punto de vista de la máquina la secuencia corresponde al orden en que las piezas 
entran en la máquina. Esta secuencia no es conocida y es precisamente la incógnita del 
problema. 
3.1.1 Clasificación: problemas estáticos y dinámicos  
En función del flujo de entrada de piezas se distinguen tres tipos de problemas: estáticos, semi-
dinámicos y dinámicos. 
Las características de los problemas estáticos son las siguientes:  
- Las piezas, en número finito y determinado, deben realizarse en un taller con un número finito 
de máquinas. 
- Al realizar la programación se conoce la ruta de cada pieza, las operaciones que la componen, 
en qué máquina debe realizarse cada operación y la duración correspondiente. 
- Todas las piezas están disponibles en el mismo instante que habitualmente se adopta como 
instante inicial o instante 0 en tiempo relativo. 
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Los problemas semi-dinámicos se distinguen de los dinámicos en que los instantes de disponibilidad 
de las piezas y/o máquinas no son todos idénticos pero sí conocidos en el instante de realizar la 
programación. 
En los problemas estáticos o semi-estáticos el objetivo es encontrar un programa que optimice alguno 
de los índices de eficiencia descritos en el apartado 3.3. 
Las características de los problemas dinámicos son los siguientes: 
- El horizonte de funcionamiento del taller se considera ilimitado hacia el futuro, el número de 
máquinas es limitado, mientras que el número de piezas es ilimitado. 
- Todas las piezas a tratar en el futuro no están definidas en un momento determinado; la 
definición de las piezas se conoce progresivamente a medida que va transcurriendo el tiempo. 
- Una pieza queda definida por completo cuando la orden se emite o llega al taller. 
- Cuando las piezas acaban el proceso abandonan el taller y llegan nuevas para ser procesadas. 
En los problemas dinámicos no es posible optimizar un índice de eficiencia, el objetivo es optimizar un 
procedimiento de reprogramación que se adapte a la evolución de la situación. 
3.2 Hipótesis de Conway, Maxwell y Miller para problemas estáticos  
A continuación se enumeran las hipótesis generalmente aceptadas en problemas estáticos (Conway, 
Maxwell, & Miller, 1967) 
- Cada máquina está disponible continuamente desde un instante f ≥ 0, hasta T, con T 
arbitrariamente grande. No se consideran intervalos de no disponibilidad por averías o 
mantenimiento. 
- En las rutas de las piezas no se producen convergencias (montajes) ni divergencias 
(partición en lotes). Cada operación tiene una sola operación inmediatamente precedente 
(excepto la primera operación de cada pieza) y una sola operación siguiente inmediata 
(excepto la última operación de cada pieza). 
- Cada operación puede ejecutarse en un solo tipo de máquina del taller. 
- Sólo hay una máquina de cada tipo en el taller. 
- Cuando una operación ha comenzado no se admiten interrupciones, la operación debe 
finalizar. 
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- No pueden solaparse dos operaciones de la misma pieza (en la misma máquina o en 
máquinas distintas). 
- Cada máquina puede ejecutar una sola operación a la vez. 
- La única restricción activa en el taller afecta a las máquinas. No existen restricciones 
relativas a la disponibilidad de mano de obra, utensilios, materiales, etc. 
3.3 Medidas de eficiencia  
Los índices de eficiencia permiten clasificar los programas según el objetivo que persiguen (minimizar 
los retrasos, los tiempos de espera, etc.) y por otro lado cuantificar la calidad de un programa para 
poder compararlo respecto a otros. 
Una medida de eficiencia es regular si el índice puede formularse en función de los instantes de salida 
de las piezas    y aumenta (empeora) si como mínimo uno de los valores   aumenta, o disminuye 
(mejora) si como mínimo uno de los valores   disminuye: 
                
Algunas de las medidas de eficiencia más habituales son las siguientes: 
-     , tiempo máximo de ocupación de las instalaciones.  
-     , tiempo medio de ocupación de las instalaciones. 
-     , instante máximo de ocupación de las instalaciones.  
-     , instante medio de ocupación de las instalaciones. 
-     , retraso máximo en la entrega de las piezas.  
-     , retraso medio en la entrega de las piezas. 
3.4 Reglas de secuenciación 
Las reglas de secuenciación establecen la prioridad con que las piezas en espera van a ser procesadas 
en una máquina. Estas reglas tienen en cuenta las piezas, las máquinas, el tiempo y los 
recursos.(Pinedo, 2005) 
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Estas reglas pueden clasificarse como estáticas o dinámicas. Las primeras no dependen del tiempo sino 
sólo de las piezas, máquinas o ambas. Las segundas dependen del tiempo, es decir, del instante de 
entrega, tiempo de proceso y del instante actual. Esto implica que en un instante determinado una pieza 
pueda tener más prioridad que otra pero que en un otro instante las prioridades se inviertan. 
Las reglas de secuenciación más utilizadas en problemas del taller mecánico son: 
- SIRO (Service in random order). La pieza que entra en una máquina libre se selecciona 
aleatoriamente de entre las piezas que están en espera. 
- ERD (Earliest Ready Date). Las piezas entran en la máquina en el orden en que hayan llegado 
a la máquina. 
- EDD (Earliest Due Date). Las piezas se procesan en orden creciente de fecha de entrega. Se 
realiza primero lo más urgente. 
- SPT (Shortest Processing Time). Las piezas entran en la máquina ordenadas por tiempo de 
proceso creciente, es decir, se ejecutan antes las que menor tiempo de proceso tengan. 
- LPT (Longest Processing Time). Las piezas entran en la máquina ordenadas por tiempo de 
proceso decreciente, es decir, se ejecutan antes las que mayor tiempo de proceso tengan.ç 
- WSPT (Weighted Shortest Processing Time). Se asigna un peso  y un tiempo de proceso   a 
cada pieza i. Las piezas se ordenan en orden creciente de  
  
  
. 
- ECT (Earliest Completion Time). Es equivalente a la regla SPT cuando no hay tiempos de 
preparación. 
3.5 Clasificación del flujo de piezas en el taller  
El los problemas de programación se distinguen distintos flujos de piezas en las máquinas:  
- Flujo regular (flow-shop): Todas las piezas siguen la misma ruta y pasan por cada una de las 
máquinas en el mismo orden. Además ninguna pieza realiza más de una operación en cada 
máquina. 
- Flujo permutacional (permutation flow-shop): Es un caso particular del flujo regular en el 
cual la secuencia de piezas es la misma en todas las máquinas. 
- Flujo aleatorio (random): La ruta de las piezas no responde a un esquema indefinido, es 
aleatoria. 
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- Flujo general (general job-shop): No todas las piezas pasan en el mismo orden por las 
máquinas y además una pieza puede realizar más de una operación en la misma máquina.  
3.6 Nomenclatura  
3.6.1 Nomenclatura de Conway, Maxwell y Miller  
Los problemas de secuenciación pueden describirse mediante una notación simple compuesta por 
cuatro símbolos (Conway, Maxwell, & Miller, 1967):  
n / m / A / B 
n: En los problemas estáticos y semidinámicos indica el número de piezas (se usa el símbolo n si el 
número es arbitrario). En los problemas dinámicos indica la ley de probabilidad que describe la llegada 
de las piezas al taller. 
m: Indica el número de máquinas (se usa el símbolo m si el número es arbitrario). 
A: Indica el tipo de flujo de las piezas en el taller: 
- F: flujo regular (flow-shop) 
- P: flujo permutacional 
- R: flujo aleatorio 
- G: flujo general (job-shop) 
En el caso de un problema con una sola máquina no hay distinción entre flujos por lo que se omite este 
tercer parámetro en la descripción del problema. 
B: Indica el índice de eficiencia utilizado para evaluar la calidad de los programas (             
Como ejemplo de esta notación se puede tomar el problema de Johnson: 
n/2/F/Fmax: secuencia de un número n arbitrario de piezas en un taller de dos máquinas con flujo 
regular con el objetivo de minimizar el tiempo máximo de ocupación de las instalaciones. 
Este tipo de nomenclatura es rápida y sencilla pero no es exhaustiva debido al gran número de 
variantes del problema del taller mecánico.  
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3.6.2 Nomenclatura de Lawler  
La nomenclatura (Lawler, Lenstra, Rinnooy Kan, & Shmoys, 1982) describe un problema del taller 
mecánico mediante tres parámetros:  
α | β | γ 
α describe el entorno de las máquinas, contiene una sola inscripción: 
- 1, una sola máquina. 
- P,  máquinas idénticas en paralelo. 
- Q,  máquinas en paralelo con velocidades diferentes proporcionales. 
- R,  máquinas en paralelo con velocidades diferentes no relacionadas. 
- F,  flow-shop con m máquinas en serie. 
- HF, flow-shop híbrido, generalización del caso anterior en que hay varias máquinas 
idénticas en paralelo en cada etapa. 
- FF, flow-shop flexible 
- O, taller abierto o flujo aleatorio. 
- Jm,  job-shop o flujo general. 
β describe las características y restricciones del proceso, contiene ninguna, una o varias de entre las 
siguientes inscripciones: 
-   , fechas de disponibilidad de las piezas (diferente a 0). 
- p, todos los tiempos de proceso son iguales. 
- d, todas las fechas de vencimiento son iguales. 
-     , tiempos de preparación dependientes de la secuencia. 
- prmp,  interrupciones (preemptions) 
- bkdw, indisponibilidad de máquina (breakdowns) 
 
γ Indica el índice de eficiencia utilizado para evaluar la calidad de los programas (             
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3.6.3 Nomenclatura de Vignier 
En 1999 (Vignier, Billaut, & Proust, 1999) se propone una notación específica para problemas flow-
shop híbridos. Esta notación sigue la de Lawler pero divide el campo α en cuatro parámetros tal y 
como sigue: 
           
        
          
      
Donde: 
-   : Equivale al parámetro α de la nomenclatura de Lawler. 
-   : Indica el número de etapas. 
-    y    se repiten para cada una de las    etapas: 
   
   
 indica el tipo de máquinas en la etapa k. Es 0 si sólo hay una máquina en la 
etapa, P si hay máquinas idénticas en paralelo, Q si las máquinas son proporcionales o 
R si ha maquinas en paralelo no relacionadas. 
   
   
 indica el número de máquinas en la etapa k. 
De entre las nomenclaturas descritas la notación de Vignier es la más completa y permite describir 
sistemas más complejos y realistas. 
3.7 Programas semi-activos, activos y óptimos. 
El número de programas o soluciones factibles de un problema de programación de operaciones puede 
ser muy elevado, por lo tanto resulta útil filtrar estos programas, eliminando los de bajo interés. Esta es 
la finalidad de la clasificación en problemas semi-activos, activos y activos sin retraso. 
3.7.1 Programas semi-activos  
Los programas semi-activos son un subconjunto de las soluciones del problema. 
En el diagrama de Gantt de un problema cualquiera, los desplazamientos de las operaciones hacia la 
izquierda tanto como sea posible, sin alterar el orden de las operaciones en ninguna máquina, se llaman 
desplazamientos limitados a la izquierda. Los desplazamientos quedan limitados porque se llega a un 
punto en que o la máquina o la pieza no están disponibles. Un programa en el cual no son posibles 
ulteriores desplazamientos limitados a la izquierda se llama programa semi-activo. 
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3.7.2 Programas activos 
Los programas activos son un subconjunto de los programas semi-activos. 
Ulteriores retrasos pueden ser recuperados aplicando desplazamientos hacia la izquierda en que la 
secuencia de las piezas en alguna máquina pueda cambiar. Los desplazamientos generales a la 
izquierda pueden definirse como el conjunto de estos desplazamientos y de los desplazamientos 
limitados, y después definir programa activo un programa en que no sean posibles ulteriores 
desplazamientos generales a la izquierda. Es decir, en un programa activo, ninguna operación puede 
iniciarse sin que retrase cualquier otra operación o sin que viole algunas de las restricciones 
tecnológicas. 
 
3.7.3 Programas activos sin retrasos  
Se define un programa activo sin retraso como un programa en que las máquinas disponibles no 
permanecen inactivas manteniendo las operaciones en la cola a la espera de poder realizar un 
operación sobre una pieza con más prioridad. Es decir, en un programa activo sin retraso no existe 
ningún movimiento en el diagrama de Gantt que no provoque el retraso de alguna operación. 
 
3.7.4 Programa óptimo 
Se denomina programa óptimo a un programa que minimiza el índice de eficiencia. Si el índice de 
eficiencia es regular, la búsqueda de la solución óptima se efectúa en el conjunto de los programas 
activos. De hecho existirá siempre un programa óptimo activo de calidad igual o superior a un 
programa cualquiera, porque la trasformación a programa activo no puede empeorar el índice de 
eficiencia. 
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4 Configuraciones Productivas  
Con el objetivo de dar una visión general de los problemas de programación de operaciones en este 
capítulo se detallan las configuraciones productivas más comunes. Empezando por el caso más 
sencillo, una sola máquina y una etapa, hasta llegar a las configuraciones más completas, como la del 
flow-shop híbrido, objeto del proyecto.  
4.1 Una máquina  
La configuración productiva más sencilla está constituida por una única máquina en la que se realiza 
una única operación por cada pieza. 
Todas las piezas se procesan en la máquina, es decir, la sub-función de carga se realiza 
automáticamente y sólo hace falta programar la secuenciación y la temporización. Dado un ejemplar 
con n trabajos a realizar las soluciones son n!. Según la nomenclatura de (Conway, Maxwell, & Miller, 
1967) esta configuración productiva se define como: 
n / 1 / / D 
 
Figura 4.1 Configuración productiva con una máquina. Fuente: propia. 
4.2 Máquinas en paralelo  
Una generalización del caso anterior es la que prevé  m máquinas en paralelo en cada etapa en lugar de 
una sola. Es decir, el proceso productivo está formado por una única operación, pero existen diversos 
centros de trabajo alternativos que pueden realizarla. 
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Figura 4.2 Configuración productiva de una etapa con m máquinas en paralelo. Fuente: propia. 
En referencia a la eficiencia relativa de las máquinas podemos detallar tres casos distintos:  
- Máquinas idénticas: Todas las máquinas tardan el mismo tiempo en realizar la misma tarea  
- Máquinas uniformes: Cada máquina lleva asociado un factor de velocidad, por lo tanto 
puede realizar las tareas con una velocidad diferente respecto a las otras. Existirán máquinas 
más rápidas, que realizaran las tareas en menos tiempo y máquinas más lentas.  
- Máquinas diferentes: el tiempo de proceso puede ser completamente arbitrario; una misma 
máquina puede ser rápida en una tarea pero lenta en otra en comparación con otras máquinas.  
En problemas con máquinas en paralelo es necesario desarrollar también la subfunción de carga, a 
diferencia de lo que ocurre en configuraciones compuestas por  una sola máquina por etapa de trabajo. 
Un desarrollo interrelacionado de carga y secuenciación permite lograr generalmente programas 
mejores, pero debido a las dificultades que ello entraña, en algunas ocasiones se resuelven 
independientemente las dos subfunciones. 
4.3 Flow-shop  
Otra configuración productiva fundamental es el flow-shop, según la nomenclatura de(Conway, 
Maxwell, & Miller, 1967):  
       n / m / F / D  
En este tipo de sistemas se tiene que procesar un conjunto de n piezas en m etapas de trabajo en serie 
donde cada etapa dispone de una sola máquina. 
La ruta de producción de todas las piezas es idéntica, es decir, todas las piezas recorren las máquinas 
en un mismo orden. Las piezas se procesan en cada máquina sólo una vez y cada operación tiene una 
duración determinada llamada tiempo de proceso (   ). 
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Figura 4.3 Configuración flow-shop tradicional. Fuente: propia. 
El flow-shop tradicional consta de m etapas en serie, con una única máquina en cada etapa y todas las 
piezas siguen una misma ruta. Van de la etapa 1 a la etapa m. 
Se conoce como flow-shop  flexible la configuración en que no todas las piezas tienen que pasar 
necesariamente por todas las máquinas sino que pueden saltar algunas etapas del proceso producción. 
El fenómeno de saltar una etapa se conoce como stage skipping. 
4.4 Flow-shop híbrido 
En esta variante se caracteriza porque en cada etapa se dispone de una o varias etapas en paralelo. Las 
características son: 
- m etapas en serie. 
- Cada etapa está formada por     máquinas en paralelo y, como mínimo, en una etapa hay 
más de una máquina. Las máquinas disponibles para realizar una operación pueden ser 
idénticas, proporcionales o diferentes. 
- Todas las piezas siguen la misma ruta. Van de la etapa 1 a la etapa m. 
 
Figura 4.4 Flow-shop híbrido de m etapas con mej máquinas en paralelo en cada etapa. Fuente: propia. 
4.5 Job-shop 
En este sistema las máquinas están dispuestas en una cierta configuración y cada pieza sigue su propia 
ruta a través de la línea de producción. Las características son: 
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- m etapas en serie. 
- Una única máquina en cada etapa. 
- Cada pieza sigue su propia ruta.  
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5 Métodos existentes para su resolución 
5.1 Procedimientos generales de resolución  
Para resolver el problema planteado existen dos métodos de resolución, los exactos y los heurísticos. 
Entre los métodos heurísticos existe la subcategoría de los métodos metaheurísticos. 
La diferencia entre los métodos exactos y los heurísticos es que los primeros evalúan todas las 
soluciones posibles del problema y los segundos evalúan una sólo una parte de las posibles soluciones. 
5.2 Métodos exactos 
Son los que garantizan encontrar la solución óptima de un problema. El problema que presentan es que 
el tiempo de proceso aumenta exponencialmente cuando aumenta la dimensión del problema. 
Los métodos exactos se emplean sobre todo para la resolución de problemas de un tamaño reducido, 
en los que el número de combinaciones a evaluar es suficientemente pequeño como para poder 
examinar el conjunto de soluciones en un tiempo aceptable. 
Estos métodos se basan en enumerar el conjunto de soluciones del espacio de exploración. Haciendo 
uso de diversas técnicas y heurísticas se logra, respectivamente, detectar más rápidamente las 
soluciones no óptimas y orientar las elecciones a medida que el procedimiento avanza. 
 
5.2.1 Branch and Bound  
El branch and bound (B&B)(Land & Doig, 1960) es un tipo de algoritmo de optimización que utiliza 
la separación (branch) y la acotación (bound) de las soluciones. 
Este método divide el espacio de soluciones en diversas ramas (ramificación) y cada una de ellas es 
evaluada. El procedimiento sólo explora aquellas ramas que tengan posibilidades de proporcionar una 
solución óptima (poda). Tiene en cuenta todas las soluciones posibles pero algunas familias o ramas de 
soluciones quedan descartadas cuando se demuestra que no pueden llegar a dar soluciones óptimas. El 
método B&B hace uso de las cotas para decidir las ramas que se descartan y las que se sigue 
investigando en busca de la solución óptima. 
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5.2.1.1 Concepto de cota mínima 
La cota mínima para un parámetro en un problema indica el valor mínimo que puede alcanzar el 
parámetro en dicho problema. La cota mínima no garantiza que el parámetro pueda alcanzar ese valor 
mínimo, lo que garantiza es que el valor del parámetro no puede ser inferior al de la cota. Si el 
parámetro alcanza el valor de la cota mínima significa que se ha obtenido una solución óptima para el 
parámetro. 
 
Figura 5.1 Ejemplo de resolución utilizando B&B. Fuente: propia. 
 
5.2.2 Programación entera y mixta 
La casi totalidad de los problemas combinatorios admiten una formulación con programas lineales 
enteros o binarios y especialmente como mixtos. El inconveniente de este método es la gran cantidad 
de variables que surgen en la mayoría de los problemas. 
5.3 Métodos heurísticos 
A diferencia de los métodos exactos, los métodos heurísticos no garantizan el encontrar una solución 
óptima. La ventaja que aportan estos métodos es que proporcionan una solución razonablemente buena 
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en un tiempo de cálculo mucho menor que los métodos exactos y por lo tanto se pueden aplicar a 
problemas de gran dimensión. 
Los métodos heurísticos se pueden definir (Díaz, 1996): 
"Un método heurístico es un procedimiento para resolver un problema de optimización bien definido 
mediante una aproximación intuitiva, en la que la estructura del problema se utiliza de manera 
inteligente para obtener una buena solución." 
Estos métodos suelen ser muy útiles cuando el problema a tratar tiene alguna de estas características: 
- No existe ningún método exacto para encontrar una solución o, aunque exista, su aplicación 
requiere demasiados recursos. 
- Hay limitaciones de tiempo o memoria para almacenar los resultados. 
- No es necesario encontrar una solución óptima. 
- Los datos disponibles no son fiables o se han simplificado. Al no partir de datos reales no tiene 
sentido intentar encontrar una solución óptima. 
- Cuando se quiere encontrar una primera solución para aplicar posteriormente otros 
procedimientos, especialmente metaheurísticos. 
En función de la forma en que se busca y se construye la solución existen diferentes algoritmos 
heurísticos. A continuación se definen algunos. 
 
5.3.1 Métodos constructivos 
Son aquellos que incorporan componentes individuales a una solución parcial hasta que se obtiene una 
solución factible. El algoritmo más popular de este tipo es Greedy (avaro) que construye la solución 
añadiendo en cada paso sólo un elemento buscando el máximo beneficio en cada paso. 
 
5.3.2 Métodos destructivos 
Se tienen todos los elementos en una solución no factible y se van eliminando los peores hasta que se 
obtiene una solución factible. 
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5.3.3 Métodos de descomposición 
Dividen el problema en subproblemas más pequeños, siendo la salida de uno la entrada del siguiente. 
Así, cuando se han resuelto todos los subproblemas se obtiene la solución del problema global. 
 
5.3.4 Métodos de reducción 
Identifican alguna característica que podría tener la solución óptima y de esta manera simplifican el 
problema. Por ejemplo la detección de alguna variable con ciertos valores o correlación. 
 
5.3.5 Métodos de manipulación del modelo 
Modifican las estructuras del modelo con el objetivo de simplificarlo, deduciendo, a partir de la 
solución del problema simplificado, la solución del problema original. 
 
5.3.6 Métodos de búsqueda por entornos 
Parten  de  una  solución  factible  inicial  (probablemente  obtenida  de  otra  heurística)  y mediante  
alteraciones  de  la  solución,  van  iterando  a  otras  factibles  de  su  entorno, almacenado la mejor 
solución encontrada hasta que se cumpla un determinado criterio de parada. Pertenecen a esta 
categoría dos de las heurísticas más utilizadas: los algoritmos de descenso exhaustivo y no exhaustivo.  
En la heurística de descenso exhaustivo (AED) a partir de la solución en curso se generan y evalúan 
todos los vecinos, si el mejor de ellos es mejor que la solución en curso se toma como nueva solución 
en curso y se reitera el procedimiento; en caso contrario si el mejor vecino es peor o igual a la solución 
en curso el procedimiento se da por terminado. 
En  cambio  en  el  método  de  descenso  no-exhaustivo  (ANED)  a  partir  de  la  solución  en curso 
se generan y evalúan en cierto orden sus vecinos, si uno de ellos es mejor que la solución en curso se 
toma como nueva solución en curso (sin terminar la generación de los vecinos de la solución primitiva) 
y se prosigue aplicando el procedimiento a los vecinos de la nueva solución en curso; cuando se han 
generado todos los vecinos de una determinada solución en curso sin que ninguno sea mejor el 
procedimiento se da por terminado. 
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5.4 Métodos metaheurísticos 
Las metaheurísticas son una clase de heurísticas adecuada para solucionar un tipo más general de 
problemas combinatorios, haciendo uso de diferentes procedimientos (habitualmente heurísticos) de 
una forma eficiente. Se trata de una familia de algoritmos que son capaces de solucionar problemas 
difíciles para los cuales los métodos heurísticos clásicos no son efectivos ni eficientes. 
Las metaheurísticas deben buscar un equilibrio entre la intensificación y la diversificación de la 
búsqueda. La intensificación permite hallar soluciones de mayor calidad mientras que la 
diversificación logra que el procedimiento explore un espacio mayor de soluciones. Así, si existe una 
falta de diversificación en el método, se converge muy rápido a mínimos locales; y si falta 
intensificación, la exploración se vuelve demasiado larga. 
A continuación se presentan los diferentes enfoques de los métodos metaheurísticos. 
 
5.4.1 El enfoque constructivo  
Los métodos metaheurísticos de enfoque constructivo se basan en construir la solución del problema 
tomando a cada paso una decisión para la colocación de una nueva tarea o pieza. Así, el tamaño del 
problema disminuye a cada paso que se da y por tanto, a cada paso se descartan soluciones para el 
problema. 
A pesar de que los métodos de enfoque constructivo pueden en teoría alcanzar el óptimo, raramente se 
da esta circunstancia. Sin embargo, estos métodos ofrecen algunas ventajas significativas tales como su 
simplicidad y su rapidez. Así, los métodos constructivos alcanzan una solución factible en poco 
tiempo. Dependiendo del método constructivo empleado la solución factible hallada será de mejor o de 
peor calidad.  
5.4.2 El enfoque iterativo 
Los métodos meta heurísticos de enfoque iterativo se basan en realizar a cada iteración una búsqueda 
local de soluciones. Esto es, dados unos vecindarios y una solución actual, el procedimiento explora 
todas las soluciones de los vecindarios de la solución actual y selecciona la mejor de estas soluciones. 
Un vecindario se compone del conjunto de soluciones que se forman a partir de un movimiento 
elemental respecto de la solución actual. 
Habitualmente la primera solución de este tipo de métodos se halla por mediación de un método 
constructivo. A partir de ésta, el procedimiento lleva a cabo la búsqueda iterativa de vecindarios 
encontrando, a cada iteración una nueva solución para el problema. 
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6 Método propuesto de resolución 
El método de resolución implementado en este proyecto es la metaheurística Variable Neighbourhood 
Search (VNS). 
La VNS es una metaheurística para resolver problemas de optimización cuya idea básica es el cambio 
sistemático de entorno o vecindario dentro de una búsqueda local . 
Un problema de optimización consiste en encontrar, dentro de un conjunto Z de soluciones factibles, la 
que optimiza una función f(x). Si el problema es de minimización se formula como sigue: 
                 (Ec. 6.1) 
donde  x representa una solución alternativa, f es la función objetivo y X es el espacio de soluciones 
factibles del problema. Una solución óptima x* (o mínima global) del problema es una solución 
factible donde se alcanza el mínimo de  
Una estructura de entornos o vecinos en el espacio de soluciones X es una aplicación que asocia a cada 
solución     en un entorno de soluciones      , que se llaman vecinas de x. Denotaremos por 
              a un conjunto finito de estructuras de entornos en el espacio X. 
La VNS está basada en tres hechos simples: 
1. Un mínimo local con una estructura de entornos no lo es necesariamente con otra. 
2. Un mínimo global es mínimo local en todas las posibles estructuras de entornos. 
3. Para muchos problemas, los mínimos locales con la misma o distinta estructura de entornos 
están relativamente cerca. 
Esta última observación implica que los óptimos locales proporcionan información acerca del óptimo 
global. Puede ser que ambas soluciones tengan características comunes pero en general se desconoce 
cuáles son estas características. Por lo tanto procede realizar un estudio organizado en las 
proximidades de este óptimo local hasta que se encuentre uno mejor. 
Los hechos 1 a 3 sugieren el empleo de varias estructuras de entornos en las búsquedas locales para 
abordar un problema de optimización. El cambio  de estructura de entornos se puede realizar de forma 
determinística, estocástica, o determinística y estocástica a la vez. 
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6.1 Esquemas fundamentales  
6.1.1 VNS descendente (VND) 
La búsqueda clásica es la llamada búsqueda de entorno variable descendente en la que el cambio de 
vecindario se realiza de manera determinista y la solución actual se sustituye iterativamente por el 
resultado de la búsqueda local siempre y cuando se produzca mejora. 
El pseudocódigo del VND se puede ver en la Figura 6.1. 
Inicialización 
-  Generar solución inicial    
- Seleccionar el conjunto de estructuras de entornos              
- Inicializar variables: 
   (mejor solución encontrada hasta el momento) =    
s' (solución resultado de la búsqueda) =    
 
Iteraciones 
Repetir la siguiente secuencia hasta que se obtenga una mejora: 
k=1 
mientras k ≤      hacer 
Exploración del entorno: Encontrar la mejor solución s' del k-ésimo entorno de    
Si       
            hacer 
      
k=1 
si no 
k=k+1 
fin si 
fin mientras 
  
Figura 6.1 Pseudocódigo del VND. Fuente: (Hansen, Mladenovic, & Moreno Pérez, 2003) 
 
6.1.2 VNS reducida (RVNS) 
La búsqueda de entorno variable reducida (Reduced Variable Neighbourhood Search, RVNS) se 
obtiene si se seleccionan soluciones aleatorias de      , sin aplicarles a continuación un descenso. 
La RVNS es útil para instancias muy grandes de problemas en las que la búsqueda local es muy 
costrosa. Se observa que el mejor valor para el parámetro      es frecuentemente 2. Como condición 
de parada normalmente se usa el máximo número de iteraciones entre dos mejoras. 
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El pseudocódigo del RVNS se puede ver en la Figura 6.2. 
Inicialización 
-  Generar solución inicial    
- Seleccionar el conjunto de estructuras de entornos              
- Elegir una condición de parada 
- Inicializar variables: 
   (mejor solución encontrada hasta el momento) =    
s' (solución resultado de la búsqueda) =    
 
Iteraciones 
Repetir la siguiente secuencia hasta que se cumpla la condición de parada: 
k=1 
mientras k ≤      hacer 
Agitación: Generar al azar una solución s' del k-ésimo entorno de    
Si       
         
   hacer 
      
k=1 
si no 
k=k+1 
fin si 
fin mientras  
Figura 6.2 Pseudocódigo del RVNS. Fuente: (Hansen, Mladenovic, & Moreno Pérez, 2003) 
 
6.1.3 VNS Básica (BVNS) 
La búsqueda de entorno variable básica (Basic Variable Neighbourhood Search, BVNS) combina 
cambios determinísticos y aleatorios de estructura de entornos. La agitación se realiza de manera 
aleatoria mientras que la búsqueda local se realiza de manera determinista. 
La condición de parada puede ser, por ejemplo, el máximo tiempo de CPU permitido, el número 
máximo de iteraciones entre dos mejoras o simplemente el número máximo de iteraciones. 
El pseudocódigo de la BNVS se puede ver en la Figura 6.3. 
Inicialización 
-  Generar solución inicial    
- Seleccionar el conjunto de estructuras de entornos              
- Elegir una condición de parada 
- Inicializar variables: 
   (mejor solución encontrada hasta el momento) =    
s' (solución resultado de la búsqueda) =    
 
Iteraciones 
Repetir la siguiente secuencia hasta que se cumpla la condición de parada: 
k=1 
mientras k ≤      hacer 
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Agitación: Generar al azar una solución s' del k-ésimo entorno de    
Búsqueda local: Aplicar algún método de búsqueda local con   como solución inicial, se 
llamará s'' el mínimo local obtenido. 
Si       
          
   hacer 
       
k=1 
si no 
k=k+1 
fin si 
fin mientras  
Figura 6.3 Pseudocódigo del BNVS. Fuente: (Hansen, Mladenovic, & Moreno Pérez, 2003) 
6.2 Aplicación del VNS al problema 
Las fases del VNS son las siguientes: 
1. Generación de una solución inicial 
2. Generación de los vecindarios 
3. Recorrido de los vecindarios 
4. Criterio de aceptación 
5. Perturbación de la solución 
En los siguientes apartados se explicará cómo se ha llevado a cabo cada una de estas fases en el 
algoritmo implementado. 
6.2.1 Solución inicial 
Se han implementado tres variantes. Una de las variantes consiste en la adaptación de la heurística 
NEH al problema flow-shop híbrido. Con esta heurística se pretende probar la conveniencia de iniciar 
la búsqueda con una solución de cierta calidad. Las otras dos variantes son más simples, una consiste 
en una regla de ordenación y la última en una secuencia aleatoria. 
6.2.1.1 Heurística NEH 
La heurística NEH (Nawaz, Enscore Jr, & Ham, 1983) es una heurística constructiva que fue diseñada 
para resolver problemas de secuenciación en un flow-shop con m máquinas (m>2) con el objetivo de 
minimizar el makespan o cmax. 
Esta heurística consta de 3 pasos: 
Paso 1. Se ordenan las piezas en orden decreciente de tiempo total de proceso       
           
 
       (Ec. 6.2) 
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Paso 2. Tomar la primera pieza y construir la secuencia parcial k=1. 
Paso 3. A partir de la secuencia parcial formada por k piezas, se toma la pieza k+1 y se coloca 
tentativamente en las k posiciones calculando el cmax de la secuencia parcial generada. Se toma la 
secuencia parcial que minimice el cmax parcial. k=k+1. Si están todas las piezas colocadas se ha 
llegado al final, si no, iniciar paso 3. 
A través del siguiente ejemplo se ilustra el funcionamiento de la heurística NEH. En la Tabla 1 se 
puede ver la matriz de tiempos de proceso en el ejemplo. 
Tabla 1. Tiempos de proceso de las piezas por etapas. 
 p1 p2 p3 p4 p5 
m1 1 5 2 9 6 
m2 2 4 5 9 4 
m3 7 4 2 8 3 
 
Siendo p las piezas y m las etapas, de la matriz se extrae que la pieza p3 requiere de 2 unidades de 
tiempo en la etapa m1 y 5 unidades de tiempo en la etapa m2. 
Ejecutando el paso 1 de la heurística se obtiene el siguiente orden de las piezas (Tabla 2). 
Tabla 2. Piezas ordenadas por Si decreciente. 
 p4 p5 p2 p1 p3 
Si 26 14 13 10 9 
 
Así pues el paso 2 indica que la primera pieza es p4. 
Paso 3. A continuación se toma la pieza k+1 que en el ejemplo es p5, se coloca en las 2 posiciones 
posibles y se calcula el cmax para las dos secuencias resultantes, p4-p5 y p5-p4. Los resultados se 
pueden ver a continuación (Figura 6.4). 
Tabla 3. cmax para las secuencias parciales p4p5 y p5p4 
 p4 p5 p5 p4 
cmax 29 32 
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Figura 6.4 cmax de las secuencias parciales del ejemplo para k=2. En el primer diagrama se calcula cmax para la 
secuencia p4-p5, y en el segundo para la secuencia p5-p4. Fuente: propia. 
La secuencia parcial que tiene un cmax menor es p4 p5. En el paso siguiente se generan las secuencias 
parciales que resultan al introducir p2, que es la siguiente pieza según se han ordenado las piezas en el 
paso 1, en las 3 posiciones posibles (p2-p4-p5, p4-p2-p5, p4-p5-p2) y se calcula el cmax para cada una de 
ellas. Se selecciona la secuencia que tenga un menor cmax. 
El proceso continuará hasta tener las 5 secuencias completas de 5 piezas y evaluar cuál de ellas 
proporciona un cmax menor. 
6.2.1.1.1 Adaptación de la heurística a una configuración flow-shop híbrido. 
Se ha visto al presentar la heurística que ésta se desarrolló para resolver problemas de secuenciación en 
una configuración de flow-shop. En este proyecto la configuración productiva estudiada es un flow-
shop híbrido, por lo tanto ha habido que adaptar la heurística. La diferencia entre las dos heurísticas, tal 
y como se ha visto en las secciones 4.3 y 4.4,  es que en el flow-shop híbrido hay al menos una etapa 
con más de una máquina. En este proyecto todas las máquinas de una misma etapa son idénticas. 
Las piezas pasan de la etapa mj a la etapa mj+1 por orden de finalización en la etapa mj. Permanecen en 
la máquina de la etapa mj hasta que alguna máquina de la etapa mj+1 queda libre. 
Una vez seleccionada la pieza pi que tiene que pasar a la etapa mj+1, se selecciona la máquina de la 
etapa mj+1 a la que se envía pieza de la siguiente manera: 
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1. Como las máquinas en una etapa son idénticas se numeran entre 1 y mej. Siendo mej el número 
de máquinas en la etapa j {1,..,m}. Una máquina se identifica como malj, donde j ϵ {1, ..., 
m}corresponde a la etapa a la que pertenece la máquina y l ϵ {1, ..., mej}corresponde al 
número asignado a la máquina dentro de la etapa j. Así la máquina ma12 identifica la máquina 
1 de la etapa 2. 
2. Se ordenan las máquinas de la etapa mi+1 por mej. 
3. Se selecciona la máquina de la etapa mi+1 con menor mej que quede libre en un instante 
inferior o igual al instante de salida de la pieza pi en la etapa mj. 
4. Si no hay ninguna máquina que cumpla con la condición del paso 3 se asigna la pieza pi a la 
máquina con mej menor y que tenga la mínima diferencia entre el instante en que queda libre 
la máquina y el instante de finalización de la pieza pi en la etapa mj. 
Para ilustrar la adaptación de la heurística se utiliza el mismo ejemplo que en el apartado anterior pero 
ahora en la etapa 1 hay dos máquinas, en la etapa 2 hay una máquina y en la etapa 3 hay 3 máquinas. 
La máquina malj señala la máquina l de la etapa j. Así la máquina m23 es la segunda máquina de la 
tercera etapa. 
Paso 1. La ordenación inicial de las piezas se hace de la misma manera que en la configuración flow-
shop (Tabla 4). 
Tabla 4. Ordenación inicial de las piezas 
 p4 p5 p2 p1 p3 
Si 26 14 13 10 9 
Paso 2. La pieza inicial es p4 y k=1. 
Paso 3. Se toma la pieza k+1, que es p5, y se generan las k+1 secuencias parciales resultantes de 
insertar la pieza k+1 en todas las posiciones posibles. Se obtienen las secuencias p4-p5 y p5-p4. 
A continuación se evalúa cmax para cada una de las secuencias. Se puede ver en la Figura 6.5 que 
debido a la configuración del ejemplo las secuencias parciales p4-p5 y p5-p4 tienen el mismo cmax=27. 
Se toma como mejor secuencia p4-p5 que es el orden en que se ordenan las piezas en el paso 1. 
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Figura 6.5 Cálculo de cmax para la secuencia parcial p4-p5. Fuente: propia. 
Se repite el paso 3. Ahora k=2. Se generan las 3 secuencias parciales insertando la pieza k+1, que es 
p2, en las k+1 posibles posiciones. Estas 3 secuencias parciales son: p2-p4-p5, p4-p2-p5 y p4-p5-p2. A 
continuación se muestra un diagrama para cada una de las secuencias (Figura 6.6, Figura 6.7 y Figura 
6.8 respectivamente). En la Tabla 5 se puede ver el cmax para cada una de las secuencias parciales. 
Tabla 5. cmax para las secuencias parciales. 
 
 
 
Figura 6.6 Cálculo de cmax para la secuencia parcial p2-p4-p5. Fuente: propia. 
 
 p2 p4 p5 p4 p2 p5 p4 p5 p2 
cmax 26 26 27 
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Figura 6.7 Cálculo de cmax para la secuencia parcial p4-p2-p5. Fuente: propia. 
 
 
Figura 6.8 Cálculo de cmax para la secuencia parcial p4-p5-p2. Fuente: propia. 
La heurística continuaría ejecutando el paso 3 hasta que k=5. Una vez evaluadas las 5 secuencias el 
algoritmo se queda con la que proporcione un cmax menor. 
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6.2.1.2 LPT 
Esta solución inicial consiste en ordenar las piezas por tiempo de proceso decreciente. A modo de 
ejemplo se aplicará este método al proceso descrito por la matriz de tiempos de proceso descrita en la 
Tabla 6 . 
Tabla 6. Tiempos de proceso para LPT. 
 p1 p2 p3 p4 p5 
m1 1 5 2 9 6 
m2 2 4 5 9 4 
 
Siendo p las piezas y m las etapas, de la matriz se extrae que la pieza p5 requiere de 6 unidades de 
tiempo en la etapa m1 y 4 unidades de tiempo en la etapa m2. 
Se define Si , tal y como se ve en la Ec. 6.2, como el tiempo total de proceso de la pieza pi. Así para la 
pieza p3 el tiempo total de proceso es S3=2+5=7. Aplicando el método LPT las piezas del ejemplo se 
ordenarán por Si decreciente tal y como se ve en la Tabla 7. 
Tabla 7. Piezas ordenadas por Si. 
 p4 p5 p2 p3 p1 
Si 18 10 9 7 3 
 
6.2.1.3 Aleatoria 
El orden de las piezas en la solución inicial es aleatorio. 
6.2.2 Generación de los vecindarios 
A continuación se describen los vecindarios empleados: 
- Vecindario Inserta: Lo forma el conjunto de soluciones generadas al eliminar un trabajo en la 
posición p1 e insertarlo en la posición p2 (p1, p2 ϵ {1,..., n}, p2 ϵ {p1-1, p1} (Nowicki & 
Smutnicki, 1996), esto es intercalar una de las piezas entre otras dos de la secuencia original. 
Este vecindario tiene un tamaño (n-1)
2
, siendo n el número total de trabajos. 
Tanto    como   se escogen aleatoriamente. 
En la Figura 6.9 se puede ver un ejemplo de dos soluciones o vecinos pertenecientes a este 
vecindario. La primera solución se genera a partir de la inserción de la primera pieza entre la 
cuarta y la quinta. En la segunda solución se inserta la quinta pieza de la solución inicial entre 
la segunda y la tercera. 
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Figura 6.9 Ejemplos de vecinos Inserta. En el vecino 1 se ha insertado la primera pieza en la cuarta posición y en 
el vecino 2 se ha insertado la quinta pieza en la tercera posición. Fuente: propia. 
 
- Vecindario Swap: Lo forman el conjunto de soluciones posibles obtenidas a partir de una 
solución de partida cuando se intercambian de posición dos trabajos, ni y nj donde i≠ j. Este 
vecindario tiene un tamaño n*(n-1), siendo n el número total de trabajos. 
Las posiciones a intercambiar se escogen aleatoriamente. 
En la Figura 6.10 se pueden ver dos soluciones pertenecientes a este vecindario. El primer 
vecino se genera al intercambiar la posición de las piezas primera y segunda. El segundo 
vecino se genera al intercambiar la posición de las piezas segunda y cuarta. 
 
Figura 6.10 Ejemplos de vecinos Swap. En el vecino 1 se han intercambiado las piezas primera y segunda, y en el 
vecino 2 se han intercambiado las piezas segunda y cuarta. Fuente: Propia. 
 
6.2.3 Recorrido de los vecindarios y criterio de aceptación 
En este proyecto se ha escogido que el recorrido de los vecindarios sea secuencial. 
El número de iteraciones en cada vecindario depende de si la solución mejora o no. Es decir, se 
permanece en un vecindario hasta que la solución deja de mejorar en      iteraciones consecutivas. 
Para definir el número de iteraciones     se ha querido tener en cuenta la dimensión del problema. El 
número máximo de iteraciones consecutivas sin que mejore la solución local se define: 
     
 
 
       (Ec. 6.3) 
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Siendo n el número de piezas del problema. 
En cuanto a los criterios de aceptación se toma siempre la solución actual como mejor solución local si 
su      es estrictamente menor que el de la mejor solución local encontrada hasta el momento, y se 
toma la solución actual como la mejor solución absoluta si su      es estrictamente menor que el de la 
mejor solución encontrada hasta el momento. 
En el caso de que      de la solución actual sea mayor o igual al      de la mejor solución local 
encontrada se han definido dos criterios de aceptación. En el primero se toma la nueva solución local 
como la mejor solución local con una probabilidad del 10% y en el segundo la probabilidad de aceptar 
la nueva solución como la mejor local es del 50%. El objetivo de definir estos criterios es comprobar 
qué efecto tiene sobre la mejor solución absoluta encontrada un enfoque más o menos intensivo. Es 
decir, con el primer criterio se explora más intensivamente una región de soluciones y con el segundo 
se explora una región mayor del universo de soluciones. Al primer criterio se le denominará A_10 y al 
segundo A_50. 
Sólo se toma una solución como mejor absoluta si es estrictamente mejor que cualquiera de las 
evaluadas hasta el momento. 
 
6.2.4 Perturbación de la solución 
A continuación se describen las perturbaciones utilizadas. 
6.2.4.1 Perturbación ligera 
Esta transformación consiste en que las piezas que ocupan una posición par p pasan a ocupar una 
posición impar, siendo p par la pieza en la posición p pasa a la posición p-1. Las piezas en una posición 
impar i pasan a ocupar una posición par, siendo i impar la pieza en la posición i pasa a la posición i+1. 
Si el número de piezas es impar la última pieza no cambia de posición. Esta perturbación no genera 
soluciones muy alejadas de las ya exploradas. En la Figura 6.11 se puede ver un ejemplo de solución 
obtenida utilizando esta perturbación. 
 
Figura 6.11 Ejemplo de solución obtenida al aplicar perturbación ligera. Fuente: propia. 
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6.2.4.2 Perturbación pesada 
Esta transformación consiste en invertir el orden de las piezas de la solución de partida. Esta 
perturbación genera soluciones bastante alejadas de las regiones ya estudiadas. En la Figura 6.12 se 
puede ver un ejemplo de solución obtenida al aplicar esta perturbación. La quinta pieza de la solución 
de partida pasa a ser la primera pieza de la solución perturbada, la cuarta pieza de la solución de 
partida pasa a ser la segunda pieza de la solución perturbada y así sucesivamente hasta que la primera 
pieza de la solución de partida pasa a ser la quinta y última pieza de la solución perturbada. 
 
Figura 6.12 Ejemplo de solución obtenida al aplicar perturbación Pesada. Fuente: propia. 
 
6.2.4.3 Perturbación aleatoria 
Esta perturbación consiste en generar una solución aleatoria. Esta perturbación favorece la posibilidad 
de que se estudien regiones del universo de soluciones a las que no se ha accedido con anterioridad a 
través de una transformación estructurada de una solución de partida. Se puede ver un ejemplo en la 
Figura 6.13. 
 
Figura 6.13 Ejemplo de solución obtenida al aplicar perturbación Aleatoria. Fuente: propia. 
 
6.2.5 Condiciones de parada 
El algoritmo finaliza cuando se ha cumplido el tiempo máximo de proceso tmax. El tiempo que se 
dedica a generar la solución inicial no está incluido en el tiempo destinado al algoritmo. Este tiempo 
máximo depende de la dimensión del problema y se define como sigue (Urlings, Ruiz, & Stützle, 
2010): 
             
 
   
 (Ec. 6.4) 
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Siendo: 
- k es un parámetro que se fija en 0.005 segundos. 
- n es el número de piezas del problema 
-     
 
    es el número de máquinas total del problema 
Así para un problema de 100 piezas y 30 máquinas el tiempo máximo de proceso será de 15 segundos. 
 
6.2.6 Valoración de una solución 
En este proyecto, para evaluar la solución encontrada, se ha decidido compararla con una cota mínima, 
cm, para     . Como ya se dijo en la sección 5.2.1.1 la cota es el valor menor que puede alcanzar una 
variable. En este trabajo se ha calculado la cota mínima propuesta por (Sawik, 2000) tal y como se ve 
en la Ec. 6.5 
         
   
   
 
                
 
              (Ec. 6.5) 
A modo de ejemplo se procede a detallar el cálculo de la cota mínima para un problema de 5 piezas y 2 
etapas. La matriz de tiempos de proceso se puede ver a continuación (Tabla 8): 
Tabla 8. Matriz de tiempos de proceso cota mínima 
 p1 p2 p3 p4 p5 
m1 1 5 2 9 6 
m2 2 4 5 9 4 
 
De la matriz se extrae que la pieza p2 tarda en procesarse 5 unidades de tiempo en la etapa m1 y 4 
unidades de tiempo en la etapa m2. 
Hay 2 máquinas en la etapa m1 y 3 máquinas en la etapa m2. En la Figura 6.14 se puede ver la 
configuración empleada en este ejemplo. 
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Figura 6.14 Configuración productiva para el ejemplo de cálculo de cota mínima. Fuente: propia. 
 
A continuación se detallan los pasos de cálculo. 
1. Se suma el tiempo de proceso de todas las piezas en la etapa m1 y se divide por el número de 
máquinas en la etapa m1. A la parte entera del producto de esta operación se le llamará a1. 
   
  
 
    
2. Se busca el mínimo de la suma del tiempo de proceso de todas las piezas para las etapas 
diferentes a m1. En el ejemplo corresponde al tiempo de proceso mínimo en la etapa m2. A este 
valor se le llamará b1. 
     
3. Se ejecuta el paso 1 para la etapa m2 obteniendo a2 y se ejecuta el paso 2 para las etapas 
diferentes a m2 obteniendo b2. 
   
  
 
        
4. Se suman las parejas ai+bi. A esta suma se la llamará ci. 
            
           
5. La cota corresponde al ci de valor máximo. En este caso la cota mínima del problema es 13. 
Para la solución s obtenida por el algoritmo se calcula el parámetro RPD que indica lo cerca que está la 
solución obtenida de la cota mínima cm. 
    
    
  
           (Ec. 6.6) 
Si el parámetro RPD tiene el valor 2% significa que la solución evaluada tiene un valor un 2% superior 
al de la cota mínima. 
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6.3 Descripción del algoritmo 
El algoritmo comienza con la generación de la solución inicial s. Ésta puede ser NEH, LPT o Aleatoria 
como se ha visto en el apartado 6.2.1. A continuación comienza la búsqueda local en el primer 
vecindario (V1). Una vez que se cumple la condición de salida comienza la búsqueda local en el 
segundo vecindario (V2). 
Cuando se cumple la condición de salida del segundo vecindario se evalúa si se cumplen las 
condiciones para finalizar el algoritmo. Si no se cumplen las condiciones se perturba la mejor solución 
local encontrada s' y comienza la búsqueda local en el primer vecindario. 
En la Figura 6.15 se puede ver un esquema general del algoritmo. 
 
Figura 6.15 Esquema general del algoritmo. Fuente: propia 
A continuación se detalla la búsqueda local dentro de un vecindario. 
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6.3.1 Búsqueda local 
Se parte de la mejor solución local encontrada s', se genera el vecino s'' y se evalúa su     . Si s'' es 
mejor que s' se toma s'' como la mejor solución local, si s' es, además, mejor que la mejor solución 
absoluta encontrada s* se toma s'' como la mejor solución absoluta. Si       de s'' es igual o mayor 
que      para s' se aplican los criterios de aceptación definidos en 6.2.3. Si no se mejora s' en 
     iteraciones consecutivas se finaliza la búsqueda local. 
En la Figura 6.16 se puede ver el flujo de la búsqueda local. 
 
Figura 6.16 Esquema de la búsqueda local. Fuente: propia 
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7 Análisis computacional 
Se ha decidido realizar un diseño de factorial completo para evaluar cómo influyen en el valor del 
     los factores considerados. 
- Solución inicial (NEH, LPT, Aleatoria) 
- Criterio de aceptación (A_10, A_50) 
- Perturbación de la solución (Ligera, Pesada, Aleatoria) 
Se han generado 40 colecciones de ejemplares para la evaluación de las diferentes variables. Cada 
colección está compuesta de 10 ejemplares diferentes. 
- Número de piezas                     
- Número de etapas                      
El número de máquinas en paralelo en cada etapa es variable generado aleatoriamente según una 
distribución uniforme entre 1 y 10, y el tiempo de proceso de las piezas en cada una de las etapas es 
variable generado aleatoriamente según una distribución uniforme entre 1 y 99. 
Cada uno de los 400 ejemplares se ha calculado con las 18 variantes (3x2x3) implementadas. Esto son 
7.200 casos y cada caso se ha repetido 5 veces. Por ejemplo cada uno de los 10 ejemplares n=10, e=3 
con las variables Solución inicial= NEH, criterio de aceptación =      y perturbación = Ligera se ha 
repetido 5 veces. En la Figura 7.1 se puede ver el árbol de ejemplares. En total se han obtenido 36.000 
resultados. 
Tal y como se ha descrito en la sección 6.2.6 el indicador que se utiliza para evaluar las soluciones 
obtenidas es RPD (Ec. 6.6) que indica lo lejos que está la solución obtenida de la cota mínima teórica 
calculada. 
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Figura 7.1 Árbol de ejemplares. Fuente: propia 
El algoritmo se ha ejecutado en un equipo portátil Acer Aspire E1-571G con un procesador Intel Core 
i7 2.1 GHz y 8 GB DDR3 de memoria RAM.  
Los resultados se han analizado mediante el análisis de la varianza o ANOVA (ANalysis Of VAriance). 
Para poder aplicar este método se deben cumplir tres requisitos: 
- Independencia de los experimentos realizados 
- Distribución normal de los resultados 
- Homogeneidad en la varianza 
Tal y como se puede ver a continuación se cumplen todos los requisitos (Figura 7.2) y por lo tanto se 
puede realizar el ANOVA. 
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Figura 7.2 Comprobaciones para aplicar ANOVA. 
Los resultados del ANOVA son: 
Analysis of Variance 
 
Source                 DF   Adj SS   Adj MS    F-Value  P-Value 
  Piezas                4  87072,3  21768,1  376310,33    0,000 
  Etapas                7   4503,3    643,3   11121,42    0,000 
  Sol_Ini               2    124,1     62,0    1072,34    0,000 
  Pert                  2     12,6      6,3     108,96    0,000 
  Crit_acept            1     77,9     77,9    1346,76    0,000 
  Piezas*Etapas        28   7633,4    272,6    4712,90    0,000 
  Piezas*Sol_Ini        8     52,0      6,5     112,47    0,000 
  Piezas*Pert           8      8,6      1,1      18,68    0,000 
  Piezas*Crit_acept     4     20,9      5,2      90,23    0,000 
  Etapas*Sol_Ini       14     22,4      1,6      27,67    0,000 
  Etapas*Pert          14      0,1      0,0       0,16    1,000 
  Etapas*Crit_acept     7      0,7      0,1       1,76    0,093 
  Sol_Ini*Pert          4      1,1      0,3       4,85    0,001 
  Sol_Ini*Crit_acept    2      5,4      2,7      46,89    0,000 
  Pert*Crit_acept       2      8,1      4,0      69,65    0,000 
Error                 612     35,4      0,1 
Total                 719  99578,5 
Se puede ver que todos los factores (piezas, etapas, sol_ini, pert y crit_acept) son significativos ya que 
tienen un p-valor inferior a 0,05. Además se observa que todas las interacciones de segundo orden son 
significativas excepto Etapas*Pert y Etapas*Crit_acept que tienen un p-valor mayor que 0,05. 
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Antes de entrar a evaluar el efecto de cada uno de los factores estudiados sobre el parámetro RPD es 
necesario entender cómo el tamaño del problema afecta al parámetro RPD. A continuación se muestra 
la relación entre el valor medio de RPD y el tamaño del problema. 
 
Figura 7.3 Media e IC del 95% para el parámetro RPD en función del número de piezas del problema. 
Como se puede ver en la Figura 7.3 el tamaño del problema (número de piezas a programar) tiene una 
gran influencia en la respuesta del parámetro RPD. Se puede ver que las medias para RPD en función 
del número de piezas están muy alejadas entre sí. 
 
Figura 7.4 Media e IC del 95% para el parámetro RPD en función del número de etapas del problema. 
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En la Figura 7.4 se puede ver que el número de etapas del problema también influye en el valor medio 
del parámetro RPD. Sin embargo se observa que parece no haber diferencia significativa entre las 
medias de RPD para problemas con entre 4 y 8 etapas. Para problemas de 3 etapas la media de RPD es 
significativamente mayor y para problemas con 9 y 10 etapas la media de RPD es significativamente 
inferior. 
En la Figura 7.5 se muestra la interacción entre los factores número de piezas y número de etapas del 
problema. Se observa que cuando el número de piezas del problema aumenta el valor del parámetro 
RPD tiende a igualarse para cualquier número de etapas. Sin embargo cuando el número de piezas es 
pequeño, el número de etapas del problema tiene una gran influencia sobre el parámetro RPD. 
Se puede deducir que para los problemas de mayor dimensión el factor dominante es el número de 
piezas. 
 
Figura 7.5 Interacción entre los factores piezas y etapas. 
A continuación se estudia en detalle el efecto sobre el parámetro RPD de los diferentes factores. 
7.1 Solución inicial 
Se reitera que tal y como se ha indicado en la sección 6.2.5 el tiempo empleado en obtener la solución 
inicial no computa como tiempo de ejecución del algoritmo. 
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Antes de ver cómo afecta la solución inicial a la calidad del resultado del algoritmo hay que analizar en 
detalle la solución inicial NEH. 
Esta solución inicial es particular porque se debe ejecutar el algoritmo NEH completo y por lo tanto 
hay que tener en cuenta el tiempo de proceso que esto conlleva. En la Figura 7.6 se puede ver cómo 
evoluciona el tiempo de proceso para la obtención de esta solución inicial en función del tamaño del 
problema. 
Se puede ver que el tiempo de proceso aumenta exponencialmente. En particular para los ejemplares 
n=100 el tiempo de proceso se dispara. Para poner en perspectiva estos valores en la Figura 7.7 se 
puede ver el tiempo medio de proceso en función del tamaño del problema sin tener en cuenta el 
tiempo empleado en calcular la solución inicial. 
 
Figura 7.6 Tiempo de proceso del algoritmo NEH en segundos. 
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Figura 7.7 Tiempo de proceso excluyendo la generación de la solución inicial en segundos. 
Para los ejemplares de mayor tamaño se ejecuta el algoritmo durante un periodo de tiempo que es 
similar al que se necesita para obtener la solución inicial NEH. 
Observando la Figura 7.8 se deduce que la solución inicial NEH tiene un efecto significativo sobre el 
parámetro RPD porque su media e intervalo de confianza no coinciden con la media e intervalo de 
confianza de las otras dos soluciones iniciales, puede parecer que las otras dos soluciones iniciales no 
afectan de manera significativa al parámetro RPD ya que los intervalos de confianza se solapan. 
En la Figura 7.9 se muestra la interacción entre los factores número de piezas y solución inicial. Se 
puede ver que para problemas con menor número de piezas la solución inicial no influyen en el valor 
del parámetro RPD. Sin embargo para problemas con 40 piezas o más la solución inicial sí es un factor 
significativo sobre el valor del parámetro RPD. 
En la Figura 7.10 se comprueba que efectivamente para problemas con 10 piezas la solución inicial no 
es un parámetro significativo. Los IC en función de la solución inicial son prácticamente iguales. 
En la Figura 7.11, Figura 7.12 y Figura 7.13 se comprueba que la solución inicial sí es un factor 
significativo para problemas de 40, 70 y 100 piezas respectivamente ya que los IC de las medias de 
RPD en función de la solución inicial no se solapan. 
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Figura 7.8 Media e IC del 95% para el parámetro RPD en función del factor solución inicial 
 
Figura 7.9 Interacción entre los factores piezas y solución inicial. 
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Figura 7.10 Media e IC del 95% para el parámetro RPD cuando n=10 por solución inicial. 
 
Figura 7.11 Media e IC del 95% para el parámetro RPD cuando n=40 por solución inicial. 
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Figura 7.12 Media e IC del 95% para el parámetro RPD cuando n=70 por solución inicial. 
 
Figura 7.13 Media e IC del 95% para el parámetro RPD cuando n=100 por solución inicial. 
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7.2 Criterio de aceptación 
En la Figura 7.14 se pueden ver los resultados obtenidos por criterio de aceptación sin tener en cuenta 
el tamaño del problema. Se comprueba que el factor es significativo puesto que los IC en función del 
criterio de aceptación no se solapan.  
 
Figura 7.14 Media e IC del 95% para el parámetro RPD por criterio de aceptación. 
En la Figura 7.15 se muestra la interacción entre los factores criterio de aceptación y número de piezas. 
De la figura se puede deducir que para problemas con menor número de piezas el criterio de 
aceptación no tiene influencia sobre la media del parámetro RPD. En la Figura 7.16 se comprueba que 
efectivamente para problemas n=10 los IC son prácticamente iguales independientemente del criterio 
de aceptación utilizado. 
De la Figura 7.15 se puede deducir también que el criterio de aceptación sí es un factor significativo 
para problemas con 40 piezas o más. El detalle de las medias e IC para 40, 70 y 100 piezas se puede 
ver en la Figura 7.17, Figura 7.18 y Figura 7.19 respectivamente. En estas figuras se observa que 
efectivamente los IC en función del criterio de aceptación no se solapan cuando el problema tiene más 
de 40 piezas o más. 
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Figura 7.15 Interacción entre los factores piezas y criterio de aceptación. 
 
Figura 7.16 Media e IC del 95% para el parámetro RPD cuando n=10 por criterio de aceptación. 
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Figura 7.17 Media e IC del 95% para el parámetro RPD cuando n=40 por criterio de aceptación. 
  
Figura 7.18 Media e IC del 95% para el parámetro RPD cuando n=70 por criterio de aceptación. 
crit_acept_A_50crit_acept_A_10
8,8
8,6
8,4
8,2
8,0
7,8
7,6
7,4
7,2
7,0
Crit_acept
R
P
D
 (
%
)
95% CI for the Mean
Individual standard deviations were used to calculate the intervals.
Interval Plot of RPD (%) - n=40
crit_acept_A_50crit_acept_A_10
5,6
5,4
5,2
5,0
4,8
4,6
4,4
4,2
Crit_acept
R
P
D
 (
%
)
95% CI for the Mean
Individual standard deviations were used to calculate the intervals.
Interval Plot of RPD (%) - n=70
Pág. 66  Memoria 
 
 
Figura 7.19 Media e IC del 95% para el parámetro RPD cuando n=100 por criterio de aceptación. 
En la Figura 7.20 queda reflejada la interacción entre la solución inicial y el criterio de aceptación. Se 
puede ver que la respuesta mejora con el criterio de aceptación A_10 y la solución inicial NEH. En la 
Figura 7.21, la Figura 7.22 y la Figura 7.23 se puede ver la interacción en problemas de 10, 40 y 100 
piezas respectivamente. 
En la Figura 7.21 se puede ver que, en problemas con n=10, para el criterio de aceptación A_10 la 
media del parámetro RPD permanece constante, la línea roja permanece prácticamente horizontal, 
indicando que el valor de RPD cuando se emplea el criterio de aceptación A_10 no se ve afectado por 
la solución inicial utilizada. 
Sin embargo, para problemas con n=10, cuando se utiliza el criterio de aceptación A_50 sí influye en 
el valor de RPD la solución inicial utilizada. Esta conclusión se extrae de la pendiente que toma la 
línea azul en la Figura 7.21. Se puede ver que el valor de RPD cambia cuando cambia la solución 
inicial. 
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Figura 7.20 Interacción entre los factores solución inicial y criterio de aceptación. 
 
Figura 7.21 Interacción entre las variables solución inicial y criterio de aceptación para problemas n=10. 
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En la Figura 7.22 y la Figura 7.23 se observa que al aumentar el tamaño del problema, cuando se 
utiliza la solución inicial NEH, el parámetro RPD pierde sensibilidad respecto al criterio de aceptación 
empleado. Esta conclusión se obtiene al observar que la diferencia entre los valores del parámetro RPD 
cuando se utilizan los diferentes criterios de aceptación disminuye al aumentar el tamaño del problema 
para la solución inicial NEH. 
 
 
Figura 7.22 Interacción entre las variables solución inicial y criterio de aceptación para problemas n=40. 
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Figura 7.23 Interacción entre las variables solución inicial y criterio de aceptación para problemas n=100. 
7.3 Perturbación de la solución 
En este capítulo se analiza cómo las diferentes perturbaciones de la solución afectan al parámetro 
RPD. Tal y como se puede ver en la Figura 7.24 parece que el factor perturbación no es claramente 
significativo para el valor del parámetro RPD. 
A diferencia del resto de factores estudiados, solución inicial y perturbación, se puede ver en la Figura 
7.25 que la interacción entre la perturbación de la solución y el número de piezas es más importante 
para problemas de 20 y 40 piezas. En la figura se puede ver que para problemas con 20 y 40 piezas hay 
diferencia entre aplicar la perturbación ligera y aplicar perturbación pesada o random. 
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Figura 7.24 Media e IC del 95% para el parámetro RPD en función de la perturbación 
 
Figura 7.25 Interacción entre los factores piezas y perturbación de la solución. 
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En la Figura 7.26 se puede comprobar que efectivamente para problemas de 100 piezas los IC de para 
el parámetro RPD en función de la perturbación se solapan considerablemente. Esto indica que el 
factor es poco significativo. Sin embargo cuando se tienen en cuenta problemas de 20 y 40 piezas el 
factor tiende a ser más significativo. En la  y la  se puede ver el IC para problemas con 20 y 40 piezas 
respectivamente y efectivamente la media e IC para la perturbación ligera aparece como un factor más 
significativo ya que se solapa considerablemente menos con los IC de las perturbaciones pesada y 
random. 
 
Figura 7.26 Media e IC del 95% para el parámetro RPD cuando n=100 en función de la perturbación. 
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Figura 7.27 Media e IC del 95% para el parámetro RPD cuando n=20 en función de la perturbación 
 
Figura 7.28 Media e IC del 95% para el parámetro RPD cuando n=40 en función de la perturbación. 
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En la Figura 7.29 se puede ver el gráfico de la interacción entre los factores perturbación y criterio de 
aceptación en detalle. En esta figura se observa que la perturbación de la solución sí interacciona con el 
criterio de aceptación. Se deduce del gráfico que cuando el criterio de aceptación es A_50 el valor del 
parámetro RPD es poco sensible a la perturbación empleada, esto se deduce porque los valores de la 
media de RPD para este criterio de aceptación prácticamente forman una línea horizontal. Sin embargo 
si el criterio de aceptación es A_10, pese a que normalmente da mejor resultado que A_50, claramente 
la perturbación ligera mejora el resultado respecto a las perturbaciones pesada y random. Es decir, se 
puede ver que la media para RPD es menor cuando se utiliza el criterio de aceptación A_10 y la 
perturbación ligera. 
 
Figura 7.29 Interacción entre los factores perturbación y criterio de aceptación. 
 
En la Figura 7.30 se muestra la interacción entre los factores perturbación de la solución y solución 
inicial. Aunque siempre se obtiene mejor solución utilizando la solución inicial NEH o LPT, Se puede 
observar que para la solución inicial random se obtiene mejor media de RPD si se utiliza la 
perturbación ligera. 
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Figura 7.30 Interacción entre los factores perturbación y solución inicial. 
7.4 Análisis de los resultados obtenidos 
A raíz de los resultados obtenidos se puede ver que el valor del parámetro RPD es menor cuanto 
mayor es la dimensión del problema. Creo que esto se debe a que la cota mínima calculada es más 
precisa cuanto mayor es la dimensión del problema, no parece que sea el algoritmo el que dé peores 
resultados para problemas relativamente pequeños. De todas formas también se extrae de los 
resultados que para problemas pequeños, 10 o 20 piezas, los niveles de las variables empleados no 
afectan de manera significativa al valor de RPD. Teniendo esto en cuenta sólo se tendrán en cuenta los 
problemas de mayor tamaño para elegir los niveles de los factores que mejor resultado dan. 
Los resultados muestran que los niveles de los factores estudiados que mejor resultado proporcionan 
son solución inicial NEH, criterio de aceptación A_10 y perturbación Ligera. 
Hay que tener en cuenta que la solución inicial NEH conlleva un mayor tiempo de proceso. Tal y 
como se ha visto en el capítulo anterior el tiempo empleado en la generación de la solución inicial es 
muy similar al tiempo que emplea el algoritmo en procesar los ejemplares de mayor dimensión. 
Un aspecto interesante es que el algoritmo proporciona mejores resultados cuando se utilizan los 
niveles de los factores estudiados que van encaminados a analizar de manera más intensa una región 
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concreta del universo de soluciones en lugar de los niveles que, por el contrario, tienen el efecto de 
explorar un mayor número de regiones pero de manera menos intensa. 
Teniendo esto en cuenta se quiere explorar si al incorporar un nuevo criterio de aceptación que no 
acepte nunca soluciones locales peores como buenas mejora el valor de RPD. Además se quiere 
explorar si permitiendo que el algoritmo se ejecute durante más tiempo se obtienen resultados de RPD 
significativamente mejores. Estos aspectos se estudian en el capítulo siguiente. 
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8 Posibles mejoras para el algoritmo 
Como se ha visto en el capítulo anterior los mejores resultados se obtienen cuando el valor de las 
variables hace que el algoritmo se centre en explorar las regiones estudiadas de manera más intensa en 
lugar de recorrer un mayor número de regiones. 
Con el objetivo de comprobar si la tendencia se mantiene si se intensifica la búsqueda local se procede 
a introducir un nuevo criterio de aceptación denominado B y aumentando el valor del parámetro k a 
0.015, lo que permitirá triplicar el tiempo máximo de cómputo permitido al algoritmo. 
El criterio de aceptación B consiste en que el algoritmo sólo acepta mejores soluciones si son 
estrictamente mejores que las soluciones encontradas hasta el momento. Al no haber posibilidad de 
escoger soluciones peores como buenas se refuerza la búsqueda intensiva en la región estudiada. 
El nuevo valor del parámetro k, como se puede ver en la Ec. 6.4, hace que el tiempo de proceso sea 
mayor. Por ejemplo para ejemplares de 100 piezas y 30 máquinas el tiempo de proceso pasará de 15 
segundos, con el antiguo valor de k, a 45 segundos. 
Se ha realizado un diseño factorial completo incluyendo la nueva variable k y el nuevo nivel para el 
criterio de aceptación. 
Se vuelven a comprobar los requisitos para aplicar ANOVA  con los nuevos niveles de las variables, es 
decir, criterio de aceptación B y k=0.015. En la Figura 8.1 se puede ver que se cumplen los requisitos 
para aplicar ANOVA. 
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Figura 8.1 Comprobaciones para aplicar ANOVA. 
Los resultados del análisis ANOVA son los siguientes: 
Analysis of Variance 
 
Source                  DF  Adj SS   Adj MS    F-Value  P-Value 
  Piezas                 4  268786  67196,5  886820,38    0,000 
  Etapas                 7   13166   1880,9   24822,47    0,000 
  Sol_Ini                2     208    104,1    1374,46    0,000 
  Pert                   2     167     83,4    1100,29    0,000 
  Crit_acept             2     299    149,3    1970,79    0,000 
  k                      1      92     92,1    1215,37    0,000 
  Piezas*Etapas         28   23082    824,4   10879,33    0,000 
  Piezas*Sol_Ini         8      91     11,4     150,84    0,000 
  Piezas*Pert            8      63      7,8     103,33    0,000 
  Piezas*Crit_acept      8      94     11,8     155,58    0,000 
  Piezas*k               4      22      5,6      73,36    0,000 
  Etapas*Sol_Ini        14      42      3,0      39,81    0,000 
  Etapas*Pert           14       2      0,1       1,96    0,017 
  Etapas*Crit_acept     14       5      0,3       4,27    0,000 
  Etapas*k               7       1      0,1       1,11    0,352 
  Sol_Ini*Pert           4       7      1,7      22,39    0,000 
  Sol_Ini*Crit_acept     4      15      3,8      50,64    0,000 
  Sol_Ini*k              2      11      5,6      73,75    0,000 
  Pert*Crit_acept        4     113     28,2     372,61    0,000 
  Pert*k                 2       0      0,0       0,63    0,531 
  Crit_acept*k           2       0      0,1       1,83    0,161 
Error                 2018     153      0,1 
Total                 2159  306419 
Según ANOVA todos los factores y sus interacciones de segundo grado son significativas excepto las 
interacciones Etapas*Pert, Etapas*k, Pert*k, Crit_acept*k. 
A continuación se evalúan las diferencias en la respuesta que producen las novedades incorporadas. 
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8.1 Criterio de aceptación 
Para mantener las mismas condiciones en las que se han evaluado los otros niveles de esta variable y 
así poder extraer conclusiones correctas, se va a evaluar el efecto de la variable criterio de aceptación 
con el nuevo nivel B fijando el parámetro k=0.005.En la Figura 8.2 se puede observar cómo el criterio 
de aceptación B parece obtener mejores resultados que A_10 y A_50. Como la interacción entre el 
criterio de aceptación y el tamaño del problema continua siendo significativa se procede a estudiar esta 
interacción. En la Figura 8.3 se puede ver gráficamente la interacción entre las variables. En problemas 
de 40 piezas parece que tiene mayor peso el criterio de aceptación utilizado. En la Figura 8.4  y la 
Figura 8.5 se puede ver el efecto de la variable para problemas de 40 y 100 piezas respectivamente. 
 
 
Figura 8.2 Media e IC del 95% para el parámetro RPD por criterio de aceptación. 
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Figura 8.3Interacción entre el tamaño del problema y el criterio de aceptación. 
 
Figura 8.4 Media e IC del 95% para el parámetro RPD por criterio de aceptación para problemas de 40 piezas. 
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Figura 8.5 Media e IC del 95% para el parámetro RPD por criterio de aceptación para problemas de 100 piezas. 
Para ejemplares con n≥40 piezas claramente se obtienen mejores resultados empleando el criterio de 
aceptación B que es el más restrictivo. 
De la misma manera que se ha hecho en el apartado 7.2 se procede a estudiar la interacción entre las 
variables solución inicial y criterio de aceptación. En la Figura 8.6 se tiene la interacción sin tener en 
cuenta el tamaño del problema. En la Figura 8.7 y la Figura 8.8 se puede ver la interacción para 
problemas con 40 y 100 piezas respectivamente. 
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Figura 8.6 Interacción entre las variables criterio de aceptación y solución inicial. 
De la Figura 8.7 y la Figura 8.8 se extrae que cuanto mayor es el problema si se emplea la solución 
inicial NEH el factor criterio de aceptación pierde peso. Para la solución inicial LPT el emplear el 
criterio de aceptación B proporciona mejores resultados, sin embargo para la solución inicial Random 
se tiene que para problemas de tamaño 100 piezas no se obtiene mejora en la solución al emplear el 
criterio de asignación B. 
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Figura 8.7 Interacción entre las variables criterio de aceptación y solución inicial para problemas n=40. 
 
Figura 8.8 Interacción entre las variables criterio de aceptación y solución inicial para problemas n=100. 
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8.2 Parámetro k 
El objetivo que tiene el aumentar el parámetro k es comprobar si un mayor tiempo de proceso hace que 
se obtengan resultados significativamente mejores y ver si se mantiene la tendencia y mejoran los 
resultados con los niveles de las variables más restrictivas o, si por el contrario, un mayor tiempo de 
proceso da la oportunidad de que los niveles de las variables que favorecen el que se estudie un mayor 
número de regiones produzcan resultados mejores. 
En la Figura 8.9 se puede ver el efecto del aumento del tiempo de proceso sobre el valor RPD y en la 
Figura 8.10 la interacción entre el tiempo de proceso y el tamaño del problema para RPD. El aumento 
del tiempo de proceso proporciona mejores resultados en general pero cuando se tiene en cuenta el 
tamaño del problema se observa que el impacto del aumento de k se da para problemas con n≥40 
piezas. 
 
Figura 8.9 Media e IC del 95% para el parámetro RPD en función del valor de k. 
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Figura 8.10 Interacción entre el tamaño del problema y el tiempo de proceso. 
A continuación se compara el valor de RPD en función del parámetro k para las diferentes variables. 
8.2.1 Solución inicial 
En la Figura 8.11 se muestra la interacción entre la solución inicial y el parámetro k. El valor de RPD 
mejora con el aumento del tiempo de proceso pero, tal y como se muestra en la Figura 8.10 se tiene 
que tener en cuenta el tamaño del problema. En la Figura 8.12, Figura 8.13 y Figura 8.14 se muestra la 
interacción entre la solución inicial y el parámetro k para problemas de 40, 70 y 100 piezas 
respectivamente. 
Se puede ver que si se utiliza la solución inicial NEH conforme aumenta el tamaño del problema la 
respuesta del algoritmo es más insensible al aumento de tiempo de proceso. Hay que recordar que el 
tiempo dedicado a calcular la solución inicial no se incluye dentro del tiempo de proceso y que el 
tiempo de cálculo para la solución inicial NEH aumenta exponencialmente con el tamaño del problema 
tal y como se muestra en la Figura 7.6. Se puede decir que cuando se emplea la solución inicial NEH 
en la práctica se está aumentando el tiempo de proceso. 
Para las soluciones iniciales LPT y Random como era de esperar un aumento en el tiempo de proceso 
proporciona mejores resultados. 
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Figura 8.11 Interacción entre el k y la solución inicial. 
 
 
Figura 8.12 Interacción entre k y la solución inicial para problemas de 40 piezas. 
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Figura 8.13 Interacción entre k y la solución inicial para problemas de 70 piezas. 
 
Figura 8.14 Interacción entre k y la solución inicial para problemas de 100 piezas. 
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8.2.2 Criterio de aceptación 
En la Figura 8.15 se muestra la interacción entre el parámetro k y la variable criterio de aceptación. Se 
observa que, tal y como se había obtenido en el análisis ANOVA, la interacción no es significativa. La 
media del parámetro RPD cambia cuando cambian los niveles de los factores por separado pero no se 
aprecia que la combinación de estos factores afecte a la media del parámetro. 
 
Figura 8.15 Interacción entre k y criterio de aceptación. 
 
8.2.3 Perturbación de la solución 
En la Figura 8.16 se muestra la interacción entre el parámetro k y la variable criterio de aceptación. Se 
observa que, tal y como se había obtenido en el análisis ANOVA, la interacción no es significativa. La 
media del parámetro RPD cambia cuando cambian los niveles de los factores por separado pero no se 
aprecia que la combinación de estos factores afecte a la media del parámetro. 
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Figura 8.16 Interacción entre k y la perturbación de la solución. 
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9 Algoritmo propuesto 
Para indicar qué niveles de los factores proporcionan un mejor resultado no se van a tener en cuenta 
los resultados obtenidos en problemas de dimensión pequeña, ya que como se ha visto en los capítulos 
anteriores los niveles de las variables afectan muy poco o nada a la calidad de la solución encontrada. 
Teniendo en cuenta los resultados obtenidos se puede decir que el algoritmo proporciona mejores 
resultados cuando más enfocado a la intensificación está, es decir, si se utiliza una solución inicial 
NEH, un criterio de aceptación B y una permutación Ligera. 
Hay que tener en cuenta que la solución NEH para problemas grandes es muy costosa en tiempo de 
proceso. La solución inicial LPT proporciona resultados mejores que la solución inicial aleatoria lo 
cual era previsible y queda de manifiesto que se tiene que llegar a un compromiso entre el tiempo de 
proceso que se desea destinar a encontrar una solución y la calidad que se quiere que tenga la solución. 
Si se desea una solución buena lo habitual es que se opte por la solución inicial LPT, sin embargo si el 
tiempo de proceso no es una restricción y se quiere una solución de gran calidad se deberá optar por la 
solución inicial NEH. 
El que el mejor criterio de aceptación sea el B confirma la hipótesis formulada en el capítulo 7 de que 
el algoritmo parecía proporcionar mejores resultados cuanto más enfocado a la intensificación está. 
Un aspecto incorporado en este proyecto a tener en cuenta es el haber utilizado una medida objetiva 
como es la cota mínima para evaluar las soluciones encontradas, ya que así se proporciona una medida 
absoluta de la calidad de la solución encontrada independientemente del algoritmo utilizado. 
En definitiva, para casos en que se quiera minimizar el tiempo de proceso los niveles de los factores 
que se deben utilizar son parámetro k=0,005, solución inicial LPT, criterio de aceptación B y 
permutación de la solución ligera. Si por el contrario no es necesario limitar el tiempo de proceso los 
niveles de los parámetros a utilizar son k=0,015, solución inicial NEH, criterio de aceptación B y 
permutación de la solución ligera. 
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10 Presupuesto 
En este capítulo se realiza la valoración económica del proyecto. Las fases que componen el proyecto 
son: 
1. Definición del problema. 
1.1. Estudio del caso particular: búsqueda de información y publicaciones que traten sobre 
problemas del taller mecánico, en particular, la configuración flow-shop híbrido sin espacios 
entre máquinas. 
1.2. Estudio de los métodos de resolución: estudio de los métodos empleados que mejor 
funcionen para el caso particular. 
2. Diseño del software: Elección de la solución a implementar. 
2.1. Programación del software: Traducción de la solución a lenguaje C#. 
3. Interpretación de los resultados obtenidos: Obtención de los resultados, interpretación de los 
mismos e incorporación de las posibles mejoras. 
En la tabla siguiente (Tabla 9) se puede ver el tiempo dedicado a cada fase y el coste total de cada una. 
Los salarios están basados en salarios del mercado e incluyen impuestos. 
Tabla 9. Fases del proyecto y costes asociados. 
Concepto Profesional 
Tiempo 
dedicado [h] 
Salario [€/h] Coste total [€] 
Estudio del caso particular Ingeniero 50 35 1.750 
Estudio de los métodos de 
resolución 
Ingeniero 40 35 1.400 
Diseño del software Ingeniero 50 35 1.750 
Programación del software Ingeniero 150 35 5.250 
Interpretación de los resultados 
obtenidos 
Ingeniero 30 35 1.050 
  Total 11.200 
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11 Análisis del impacto ambiental 
Actualmente la solución a cualquier problema debe tener en cuenta cómo afecta ésta al 
medioambiente. La solución implementada debe tener como objetivo que el proceso resultante sea lo 
más sostenible posible. Un proceso sostenible es aquel que se puede mantener durante largo tiempo sin 
agotar los recursos o causar grave daño al medio ambiente. 
No se han identificado riesgos ambientales derivados de la hipotética implantación de la herramienta 
desarrollada en una empresa. Por el contrario se identifican varios beneficios potenciales que se 
indican a continuación. 
La implantación de la herramienta por lo general reducirá el tiempo de proceso en la cadena de 
producción y por lo tanto también la energía consumida. Aunque en los últimos años ha habido un 
auge de la generación de electricidad mediante fuentes sostenibles, en el mix de generación actual 
continúan teniendo un peso muy importante los combustibles fósiles. Por lo tanto una reducción en la  
energía consumida se traduce en un menor uso de combustibles fósiles con la consiguiente reducción 
en la emisión de gases contaminantes y de efecto invernadero. 
El reducir el tiempo de proceso implica que se obtiene una misma producción en un tiempo menor. 
Esto se traduce en un menor estrés de la maquinaria, una mayor vida útil de la misma y un menor 
número de averías y reparaciones. En definitiva la utilización de menos materiales y la generación de 
menos residuos. 
Además, en el caso de que la implantación de la herramienta resulte en pasar de utilizar papel a utilizar 
un soporte informático para realizar los diferentes cálculos, se ahorrará en consumo de papel y diverso 
material de oficina. 
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Conclusiones 
El problema tratado en este proyecto corresponde a la programación de operaciones de una 
configuración flow-shop híbrido en el que todas las máquinas en una misma etapa son idénticas, el 
objetivo es minimizar el instante máximo de finalización de los trabajos o makespan. 
El procedimiento metaheurístico de programación propuesto está basado en la Búsqueda en Entornos 
Variables (Variable Neighborhood Search, VNS). El VNS parte de una solución inicial y utiliza como 
idea fundamental la exploración de vecinos en diferentes vecindarios. 
Se han estudiado 54 variantes del algoritmo: 3 soluciones iniciales, 3 criterios de aceptación, 3 
perturbaciones de la solución y 2 niveles de tiempo de proceso. Para realizar el análisis de cómo 
afectan estos factores a la calidad de la solución se ha realizado un diseño factorial completo. Cada una 
de las variantes del algoritmo se ha aplicado a 400 ejemplares. Los ejemplares van desde las 10 piezas 
y 3 etapas hasta las 100 piezas y 10 etapas.  
Para evaluar la calidad de las soluciones obtenidas por el algoritmo se ha empleado el parámetro RPD 
que mide la distancia entre la solución encontrada y la cota mínima calculada para el problema en 
cuestión. 
De los resultados obtenidos se puede extraer la siguiente conclusión: para problemas de dimensión 
pequeña, entre 10 y 20 piezas, el nivel empleado en los factores estudiados no es significativo, es decir, 
la calidad de la solución no cambia al variar los niveles de los factores. Sin embargo para problemas de 
mayor tamaño, entre 40 y 100 piezas, se plantean dos alternativas en función del tiempo de que se 
disponga para ejecutar el algoritmo. Si se dispone de poco tiempo los niveles a utilizar son solución 
inicial LPT, criterio de aceptación B, perturbación de la solución ligera y parámetro k=0,005. Si por el 
contrario el tiempo que tarde en ejecutarse el algoritmo no es un problema se deben utilizar los niveles 
solución inicial NEH, criterio de aceptación B, perturbación de la solución ligera y parámetro k=0,015. 
La diferencia entre las dos alternativas se debe a que el tiempo de proceso que conlleva generar la 
solución inicial NEH es muy elevado pero produce los mejores soluciones. 
Algunas de las modificaciones futuras y desarrollos para el algoritmo pueden ser: 
- Estudiar el efecto de una solución inicial con un tiempo de generación intermedio entre LPT y 
NEH. 
- Estudiar el efecto de incorporar otros vecindarios. 
- Estudiar si los resultados se mantienen para ejemplares de mayor tamaño tanto en piezas como 
en etapas. 
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