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Resumo
A ana´lise funcional e´ um dos ramos da matema´tica que estuda, entre outros assun-
tos, espac¸os de func¸o˜es e suas caracter´ısticas. E´ uma rica fusa˜o de conceitos de a´lgebra
linear, ana´lise e topologia com destaque para os espac¸os vetoriais de dimensa˜o infinita. O
seu desenvolvimento comec¸ou nos estudos de transformac¸o˜es, tais como a transformada
de Fourier, e nos estudos de equac¸o˜es diferenciais e equac¸o˜es integrais. Obteve grande
impulso em meados do se´culo XX devido aos trabalhos de John von Neumann sobre os
estudos de modelagem da mecaˆnica quaˆntica em espac¸os de Hilbert. A partir da segunda
metade do se´culo XX, devido aos trabalhos de von Neumann, Naimark e Gelfand, a ana´lise
funcional tem sido utilizada nos estudos de a´lgebras na˜o comutativas, K-teoria alge´brica
e em mecaˆnica quaˆntica.
Tendo em vista a importaˆncia da ana´lise funcional e sua vasta aplicac¸a˜o em diversos
campos da cieˆncia, a finalidade deste trabalho consistira´ em apresentar um dos principais
e mais utilizados teoremas da ana´lise funcional: o Teorema de Hahn-Banach.
Palavras-chave: ana´lise funcional, teorema de Hahn-Banach.
Abstract
Functional analysis is a branch of mathematics that studies, among other things,
function spaces and their characteristics. It is a rich fusion of concepts of linear alge-
bra, analysis and topology with emphasis on vector spaces of infinite dimension. The
development started in studies of transformations, such as Fourier transform, and stu-
dies of differential equations and integral equations. Got big boost in the mid-twentieth
century because of the work of John von Neumann on modeling studies of quantum me-
chanics in Hilbert spaces. From the second half of the twentieth century due to the work
of von Neumann, Naimark and Gelfand, functional analysis has been used in studies of
noncommutative algebras, algebraic K-theory and quantum mechanics.
Given the importance of functional analysis and its wide application in many fields
of science, the purpose of this work consists in studying one of the main theorems of
functional analysis: the Hahn-Banach Theorem.
Keywords : functional analysis, Hahn-Banach theorem.
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6Introduc¸a˜o
O objetivo deste trabalho consistiu em enunciar e demonstrar um dos principais te-
oremas da ana´lise funcional: o Teorema de Hahn-Banach. Com o foco neste intuito,
iniciamos o nosso trabalho com o cap´ıtulo 1 mostrando basicamente uma breve revisa˜o de
ana´lise e topologia para fixarmos os conceitos mais utilizados, como por exemplo, espac¸os
me´tricos, sequeˆncias de Cauchy e espac¸os completos, assumindo que o leitor ja´ conhec¸a
tais resultados.
De fato, no cap´ıtulo 2, iniciamos nossa jornada trabalhando em espac¸os mais ricos
com uma noc¸a˜o de norma: os Espac¸os Normados. Assumindo que o leitor tenha um amplo
conhecimento em a´lgebra linear, foi poss´ıvel destacar exemplos interessantes em Espac¸os
de Banach como lp(R) e l∞. Vimos que em um mesmo espac¸o, pore´m substituindo sua
norma obtemos estruturas completamente diferentes. Ale´m disso, ampliamos o conceito
de base introduzindo a base de Schauder para os espac¸os de dimensa˜o infinita.
Oo cap´ıtulo 3 foi inteiramente dedicado aos operadores lineares entre espac¸os norma-
dos. Introduzimos os operadores limitados e os operadores cont´ınuos e vimos que estes
conceitos sa˜o inteiramente equivalentes. Vimos que em espac¸os normados de dimensa˜o
finita todo operador definido neste espac¸o e´ limitado, e portanto, cont´ınuo. Mais do que
isso, espac¸os de dimensa˜o finita sa˜o completos e suas normas sa˜o equivalentes. Va´rios
contraexemplos bastante interessantes surgem ao destacarmos os espac¸os de dimensa˜o in-
finita. Ainda neste cap´ıtulo introduzimos os funcionais lineares que nada mais sa˜o do que
operadores lineares cujo contradomı´nio e´ R. Mais adiante comec¸amos a discutir extenso˜es
lineares. No final, fizemos um breve estudo do espac¸o dual e vimos em que condic¸a˜o o
espac¸o dual tem uma estrutura de espac¸o de Banach definida. Para um conhecimento pos-
terior de espac¸os reflexivos e´ muito importante obter todos esses conceitos sobre espac¸o
dual o qual, neste trabalho, na˜o foi trabalhando com grande finalidade.
No cap´ıtulo 4 discutimos o Lema de Zorn, importante axioma da teoria dos conjuntos
que serviu como base para a demonstrac¸a˜o do teorema principal. E, por fim, no u´ltimo e
mais importante cap´ıtulo enunciamos e demonstramos o teorema de Hahn-Banach vari-
ante real.
71 Espac¸os Me´tricos
Um dos conceitos mais importantes da matema´tica e´ o conceito da continuidade que
a propo´sito e´ relacionada com os conceitos de limite e convergeˆncia. Mas essas definic¸o˜es
na˜o tem sentido em quaisquer conjuntos. Precisamos de conjuntos que permitam intro-
duzir um conceito de distaˆncia entre pontos. Com esta motivac¸a˜o, iniciamos esta sec¸a˜o
mostrando e exemplificando um espac¸o bastante importante: o espac¸o me´trico.
Definic¸a˜o 1. Um espac¸o me´trico e´ um par (X, d) em que X e´ um conjunto qualquer e
d : X ×X → R uma me´trica, isto e´, uma func¸a˜o que satisfaz as seguintes propriedades:
M1) d(x, y) > 0, ∀x, y ∈ X.
M2) d(x, y) = 0⇔ x = y, ∀x, y ∈ X.
M3) d(x, y) = d(y, x), ∀x, y ∈ X.
M4) d(x, y) 6 d(x, z) + d(z, y), ∀x, y, z ∈ X.
Notac¸a˜o: Vamos considerar X como sendo o espac¸o me´trico deixando subentendido sua
me´trica d.
Exemplo 1. Um dos exemplos mais importantes de espac¸o me´trico e´ a reta real. Consi-
dere o conjunto R dos nu´meros reais munido da me´trica d(x, y) = |x− y|.
Exemplo 2. Apo´s a reta real veˆm o espac¸o euclidiano. Considere o conjunto Rn de todas
as n-uplas reais. Dado x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Rn definimos a me´trica como
sendo d(x, y) =
√
(x1 − y1)2 + . . .+ (xn − yn)2. Na˜o e´ dif´ıcil mostrar que d satisfaz todas
as propriedades pore´m a` desigualdade triangular e´ mostrada devido a famosa desigualdade
de Cauchy-Schwarz.
Exemplo 3. Todo subconjunto Y de um espac¸o me´trico X possui uma estrutura natural
de espac¸o me´trico. Basta definir a distaˆncia entre dois pontos de Y como sendo a mesma
distaˆncia do conjunto X. A me´trica definida em Y e´ chamada de me´trica induzida em Y
8pela me´trica de X. Isso nos da´ uma imensa variedade de exemplos de espac¸o me´tricos.
Basta, por exemplo, considerar subconjuntos do espac¸o euclidiano Rn.
Exemplo 4. Seja C([a, b]) o espac¸o de func¸o˜es reais cont´ınuas definidas em J = [a, b].
Dadas f, g ∈ C([a, b]) definimos a me´trica como sendo d(f, g) = max
t∈J
|f(t) − g(t)|. Com
isso, temos que (C([a, b]), d) e´ espac¸o me´trico. Uma questa˜o interessante neste exemplo
e´ que, como este conjunto e´ formado por func¸o˜es cont´ınuas definidas em um conjunto
compacto [a, b] de R, o teorema de Weierstrass nos garante que estas func¸o˜es sa˜o limitadas
e, mais do que isso, possuem um ma´ximo e mı´nimo neste intervalo. Assim a me´trica do
ma´ximo coincide com a me´trica do supremo.
Exemplo 5. Considere l∞ =
{
x : N→ R | sup
i∈N
|xi| <∞
}
como sendo o conjunto das
sequeˆncias reais limitadas. Dados x = (xi)i∈N, y = (yi)i∈N ∈ l∞ definimos a me´trica como
sendo d(x, y) = sup
i∈N
|xi − yi|. Assim, (l∞, d) e´ um espac¸o me´trico.
1.1 Conjunto Aberto, Fechado e Fecho
E´ muito importante ter a noc¸a˜o de conjuntos abertos e fechados o qual tem como
objetivo mostrar-nos mais adiante a convergeˆncia de sequeˆncias e as caracterizac¸o˜es desses
conjuntos em termos de sequeˆncias. Usaremos esse resultados mais adiante em certas
demonstrac¸o˜es.
Definic¸a˜o 2. Seja X um espac¸o me´trico, r > 0 um nu´mero real e x0 ∈ X. Definimos a
bola aberta de centro x0 e raio r como sendo o conjunto de pontos de X cuja distaˆncia
ao ponto x0 e´ inferior a r, isto e´, B(x0, r) = {x ∈ X | d(x, x0) < r}. A bola fechada de
centro x0 e raio r e´ o conjunto de pontos de X cuja distaˆncia ao ponto x0 e´ inferior ou
igual a r, ou seja, B(x0, r) = {x ∈ X | d(x, x0) ≤ r}.
Definic¸a˜o 3. Um subconjunto A de um espac¸o me´trico X e´ dito ser aberto se ∀x0 ∈ A
existir r > 0 tal que B(x0, r) ⊆ A. Por outro lado, um subconjunto F e´ dito ser fechado
se o seu complementar e´ aberto, ou seja, se X\F e´ aberto.
Definic¸a˜o 4. Seja X espac¸o me´trico e A ⊂ X.
1. Um ponto a ∈ X e´ dito ser ponto de acumulac¸a˜o de A se para cada  > 0
B(a, ) ∩ (A\{a}) 6= ∅.
Os pontos de A que na˜o sa˜o pontos de acumulac¸a˜o sa˜o chamamos de pontos iso-
lados.
92. Um ponto a ∈ X e´ dito ser ponto aderente de A se para cada  > 0
B(a, ) ∩ A 6= ∅.
3. Um ponto a ∈ X e´ dito ser ponto interior de A se existir  > 0 tal que B(a, ) ⊂ A.
4. O conjunto de pontos aderentes de A e´ chamado de fecho e denota-se como A.
5. O conjunto de pontos interiores de A designa-se por interior de A e denota-se
como A˚.
Seja X um espac¸o me´trico e A,F ⊂ X. Duas propriedades bastantes importantes que
caracterizam os conjuntos abertos e fechados sa˜o:
Proposic¸a˜o 1.
i) A e´ dito ser aberto se, e somente se, A = A˚.
ii) F e´ dito ser fechado se, e somente se, F = F .
Demonstrac¸a˜o. A demonstrac¸a˜o do item i) pode ser encontrada em ([3],pag. 74) e do
item ii) em ([3],pag. 81). 
1.2 Convergeˆncia e Sequeˆncias de Cauchy
Definic¸a˜o 5. Uma sequeˆncia em um conjunto X e´ uma func¸a˜o x : N → X sendo o
valor da aplicac¸a˜o x no elemento n ∈ N indicado por xn e chamado de n-e´simo termo da
sequeˆncia x.
Notac¸a˜o: (xn)n∈N.
Definic¸a˜o 6. Uma subsequeˆncia da sequeˆncia (xn)n∈N em um conjunto X e´ a restric¸a˜o
da aplicac¸a˜o x a um subconjunto infinito N′ = {n1 < n2 < . . .} do conjunto N.
Notac¸a˜o: (xnk)k∈N′.
Observac¸a˜o 1. Note que a subsequeˆncia na˜o e´ de fato uma sequeˆncia em X pois na˜o e´
uma aplicac¸a˜o de N para X. Apesar disso (xnk)k∈N′ pode ser considerada um sequeˆncia
em X, de modo natural, com a aplicac¸a˜o 1→ xn1 , . . . , k → xnk .
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Definic¸a˜o 7. A sequeˆncia (xn)n∈N em um espac¸o me´trico X e´ dita ser convergente se
existir x ∈ X tal que lim
n→∞
d(xn, x) = 0, isto e´, dado  > 0 existe n0 ∈ N tal que
d(xn, x) < , ∀n > n0.
Notac¸a˜o: xn → x.
Definic¸a˜o 8. Um sequeˆncia (xn)n∈N em um espac¸o me´trico X e´ dita ser limitada se o
conjunto dos seus valores xn for um subconjunto limitado em X.
Exemplo 6. A sequeˆncia xn = n em R na˜o e´ limitada.
Exemplo 7. A sequeˆncia xn =
n
n+ 1
em R e´ limitada pois 0 < xn < 1, ∀n ∈ N.
Exemplo 8. A sequeˆncia xn = (−1)n em R e´ limitada pois −1 ≤ xn ≤ 1, ∀n ∈ N mas
na˜o e´ convergente.
Proposic¸a˜o 2. Seja X um espac¸o me´trico. Enta˜o:
i) Toda sequeˆncia convergente em X e´ limitada e o limite e´ u´nico.
ii) Se xn → x e yn → y em X, enta˜o d(xn, yn)→ d(x, y).
Demonstrac¸a˜o. Pode ser encontrada em ([1],pag. 26). 
Definic¸a˜o 9. A sequeˆncia (xn)n∈N em um espac¸o me´trico X e´ dita ser de Cauchy se
para todo  > 0 existir um n0 ∈ N tal que
d(xm, xn) < , ∀m,n > n0
Teorema 1. Toda sequeˆncia convergente em um espac¸o me´trico e´ sequeˆncia de Cauchy.
Demonstrac¸a˜o. Seja X um espac¸o me´trico e (xn)n∈N sequeˆncia em X tal que xn → x.
Enta˜o dado  > 0 existe n0 ∈ N tal que ∀n ≥ n0 temos que d(xn, x) < 
2
. Logo, pela
desigualdade triangular, obtemos que:
d(xm, xn) ≤ d(xm, x) + d(x, xn) < 
2
+

2
= , ∀m,n > n0
Isto mostra que (xn)n∈N e´ sequeˆncia de Cauchy. 
Proposic¸a˜o 3. Toda sequeˆncia de Cauchy em um espac¸o me´trico e´ limitada.
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Demonstrac¸a˜o. Seja (xn)n∈N sequeˆncia de Cauchy em um espac¸o me´trico X e x(N) o
conjunto formado por todos os elementos da sequeˆncia dada. Enta˜o para  = 1 temos que
existe n0 ∈ N tal que d(xm, xn) < 1, ∀m,n > n0. Em particular, para n > n0 temos que
d(xn, xn0) < 1, isto e´, xn ∈ B(xn0 , 1).
Logo, fazendo A = {x1, x2, . . . , xn0−1}, obtemos que x(N) = A ∪ {xn0 , xn0+1, . . .} ⊂
A ∪ B(xn0 , 1). Como A e´ limitado pois e´ finito, temos que A ∪ B(xn0 , 1) e´ limitado.
Portanto x(N) e´ limitado, ou seja, (xn)n∈N e´ limitada 
Definic¸a˜o 10. Um espac¸o me´trico X e´ dito ser completo se toda a sequeˆncia de Cauchy
e´ convergente.
Exemplo 9. Os exemplos (1), (2), (4) e (5) sa˜o exemplos de espac¸os me´tricos completos.
Exemplo 10. Considere o conjunto dos nu´meros racionais com a me´trica usual do exem-
plo (1), isto e´, d(x, y) = |x− y|, ∀x, y ∈ Q. Este e´ um exemplo de espac¸o me´trico o qual
na˜o e´ completo.
Proposic¸a˜o 4. Seja Y subconjunto na˜o vazio de um espac¸o me´trico X. Enta˜o:
i) x ∈ Y se, e somente se, existe uma sequeˆncia (xn)n∈N em Y tal que xn → x.
ii) Y e´ fechado em X se, e somente se, dada (xn)n∈N sequeˆncia em Y com xn → x
implica que x ∈ Y .
Demonstrac¸a˜o.
i) (=⇒) Seja x ∈ Y . Se x ∈ Y enta˜o a sequeˆncia (x, x, . . .) converge para x. Se x /∈ Y
enta˜o x e´ ponto aderente de Y . Enta˜o, para cada n ∈ N, considere a bola B(x, 1/n) e
tome xn ∈ B(x, 1/n) ∩ Y . Assim notamos que xn → x quando n→∞ pois 1/n→ 0.
(⇐=) Suponha que exista (xn)n∈N sequeˆncia em Y tal que xn → x. Enta˜o x ∈ Y ou
toda bola centrada em x contem pontos xn o que faz com que x seja ponto aderente de
Y . Assim x ∈ Y por definic¸a˜o.
ii) Y e´ fechado se e somente se Y = Y . Assim, usando (i), segue o resultado.

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2 Espac¸os Normados e Espac¸os
de Banach
O estudo sistema´tico dos espac¸os normados, principalmente os espac¸os de dimensa˜o
infinita, iniciou-se no comec¸o do se´culo XX com os trabalhos de S. Banach, M.R. Fre´chet,
D. Hilbert, F. Riesz e outros. Hoje a noc¸a˜o de norma parece ser uma passo simples
no estudo matema´tico mas foi um fato extraordina´rio notar que a definic¸a˜o abstrata
introduz noc¸o˜es precisas de limite, continuidade, compacidade, etc. Ale´m disso, essa
noc¸a˜o abstrata possibilitou transportar muitos conceitos geome´tricos para sistemas de
dimensa˜o infinita. Nesta sec¸a˜o apresentaremos esses espac¸os iniciando nossa jornada
rumo ao teorema principal.
Definic¸a˜o 11. Uma norma em um K-espac¸o vetorial X e´ uma aplicac¸a˜o ‖.‖ : X → R
que satisfaz as seguintes condic¸o˜es:
N1) ‖x‖ > 0, ∀x ∈ X.
N2) ‖x‖ = 0⇔ x = 0, ∀x ∈ X.
N3) ‖αx‖ = |α|‖x‖, ∀x ∈ X e ∀α ∈ K.
N4) ‖x+ y‖ 6 ‖x‖+ ‖y‖, ∀x, y ∈ X.
O par (X, ‖.‖) e´ chamado de espac¸o normado.
Notac¸a˜o: Quando necessa´rio vamos mencionar X como sendo o espac¸o normado
deixando subentendido sua norma. E´ importante ressaltar tambe´m que quando na˜o men-
cionado estara´ subentendido que o espac¸o vetorial sera´ sobre o corpo R.
Observac¸a˜o 2. Se na definic¸a˜o de norma a condic¸a˜o ‖x‖ = 0 ⇒ x = 0 for retirada,
diz-se que ‖.‖ e´ uma seminorma.
Observac¸a˜o 3. Cada norma em X define ou induz uma me´trica d em X dada por
d(x, y) = ‖x − y‖, ∀x, y ∈ X. Isto significa dizer que todo espac¸o normado e´ um espac¸o
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me´trico com a me´trica induzida pela norma. Isso e´ interessante pois todos os conceitos e
noc¸o˜es va´lidos para espac¸o me´tricos tambe´m valem para espac¸os normados.
Observac¸a˜o 4. Notamos que pela propriedade (N4) obtemos |‖y‖ − ‖x‖| ≤ ‖y − x‖,
∀x, y ∈ X. Com isso, conclu´ımos que a norma e´ uma aplicac¸a˜o cont´ınua.
Definic¸a˜o 12. Um espac¸o normado que e´ completo com relac¸a˜o a me´trica induzida pela
norma e´ chamado de espac¸o de Banach.
2.1 Exemplos Primordiais
Exemplo 11 (Espac¸o Euclidiano). Seja o espac¸o vetorial Rn sobre o corpo R. Defina
a norma como sendo ‖x‖ =
(
n∑
i=1
|xi|2
)1/2
. Esta norma e´ chamada de norma euclidiana.
Afirmac¸a˜o 1: ‖.‖ e´ norma.
Demonstrac¸a˜o. Para isso vamos mostrar que as quatro propriedades valem.
N1) Por definic¸a˜o de mo´dulo temos que |xi| ≥ 0, ∀i ∈ {1, . . . , n}. Segue enta˜o que
‖x‖ ≥ 0.
N2) Agora ‖x‖ = 0⇐⇒ |xi| = 0,∀i ∈ {1, . . . , n} ⇐⇒ x = 0.
N3) Seja α ∈ R. Enta˜o:
‖αx‖ =
(
n∑
i=1
|αxi|2
)1/2
=
(
|α|2
n∑
i=1
|xi|2
)1/2
= |α|
(
n∑
i=1
|xi|2
)1/2
= |α|‖x‖.
N4) Para mostrar a u´ltima propriedade necessitamos da desigualdade de Cauchy-Schwarz.
Suporemos que o leitor esteja familiarizado com o resultado e com os conceitos de produto
interno que podem ser encontradas em ([3],p.34).
Considere o produto interno usual em Rn. Enta˜o, ∀x, y ∈ Rn, por definic¸a˜o temos:
‖x+ y‖2 = 〈x+ y, x+ y〉 = 〈x, x〉+ 2〈x, y〉+ 〈y, y〉
= ‖x‖2 + 2〈x, y〉+ ‖y‖2 ≤ ‖x‖2 + 2|〈x, y〉|+ ‖y‖2.
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Usando a desigualdade de Cauchy-Schwarz |〈x, y〉| ≤ ‖x‖‖y‖, obtemos
‖x+ y‖2 ≤ ‖x‖2 + 2‖x‖‖y‖+ ‖y‖2 ≤ (‖x‖+ ‖y‖)2
Extraindo a raiz quadrada dos dois lados chegamos ao resultado desejado. Logo,
‖x+ y‖ ≤ ‖x‖+ ‖y‖.

Afirmac¸a˜o 2: (Rn, ‖.‖) e´ espac¸o de Banach.
Demonstrac¸a˜o. Basta mostrar que Rn e´ completo. Para isso, seja xk = (x(k)1 , . . . , x
(k)
n )
sequeˆncia de Cauchy em Rn. Enta˜o dado  > 0 existe n0 ∈ N tal que
‖xm − xk‖ =
(
n∑
i=1
(x
(m)
i − x(k)i )2
)1/2
<  ∀m, k > n0. (2.1)
Note que para m, k > n0 e i = 1, . . . , n fixado temos que
(x
(m)
i − x(k)i )2 < 2 ⇒ |x(m)i − x(k)i | < .
Isto mostra que para cada i = 1, . . . , n a sequeˆncia (x
(k)
i )k∈N e´ sequeˆncia de Cauchy
em R. Como R e´ completo temos que a sequeˆncia e´ convergente, isto e´, x(k)i → xi quando
k →∞. Com isso, defina x = (x1, . . . , xn) os respectivos limites. Note que x ∈ Rn. Logo,
tomando k →∞ em (2.1) temos
‖xm − x‖ ≤ , ∀m > n0
Portanto xm → x. Conclu´ımos que Rn e´ completo. 
Exemplo 12 (Espac¸o lp(R)). Seja p ≥ 1 um nu´mero real fixado. Definimos o espac¸o
lp(R) como sendo o conjunto de todas as sequeˆncias xn = (x(n)1 , x
(n)
2 , . . .) de elementos de
R tal que
∞∑
i=1
|x(n)i |p <∞.
Definimos a norma como sendo ‖x‖p =
( ∞∑
i=1
|xi|p
)1/p
.
Afirmac¸a˜o 1: ‖.‖p e´ norma.
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Demonstrac¸a˜o. Os axiomas N1), N2) e N3) sa˜o imediatos utilizando o mesmo me´todo
do exemplo (11). Para provar o axioma N4) precisamos de uma desigualdade bastante
interessante.
Desigualdade de Ho¨lder para somas finitas: Sejam p > 1 e q nu´meros reais conjuga-
dos, isto e´, 1
p
+ 1
q
= 1. Enta˜o temos que a seguinte desigualdade vale
N∑
i=1
|xiyi| ≤
(
N∑
i=1
|xi|p
)1/p( N∑
i=1
|yi|q
)1/q
.
N4) Sejam x, y ∈ lp(R) e n ∈ N.
Utilizando o seguinte truque
|xi + yi|p = |xi + yi||xi + yi|p−1 ≤ (|xi|+ |yi|)|xi + yi|p−1 (2.2)
obtemos a seguinte desigualdade
n∑
i=1
|xi + yi|p ≤
n∑
i=1
|xi||xi + yi|p−1 +
n∑
i=1
|yi||xi + yi|p−1 (2.3)
No primeiro termo da direita da desigualdade (2.3) usaremos a desigualdade de Ho¨lder.
Assim obtemos:
n∑
i=1
|xi||xi + yi|p−1 ≤
(
n∑
i=1
|xi|p
)1/p( n∑
i=1
(|xi + yi|p−1)q
)1/q
Notamos que a multiplicac¸a˜o dos expoentes (p− 1)q = p pois sa˜o conjugados. Logo,
n∑
i=1
|xi||xi + yi|p−1 ≤
(
n∑
i=1
|xi|p
)1/p( n∑
i=1
(|xi + yi|p
)1/q
(2.4)
Utilizando o mesmo processo para o segundo termo da direita da desigualdade (2.3)
obtemos
n∑
i=1
|xi||xi + yi|p−1 ≤
(
n∑
i=1
|yi|p
)1/p( n∑
i=1
(|xi + yi|p
)1/q
(2.5)
16
Assim, juntando as desigualdades (2.4) e (2.5) com (2.3), obtemos o seguinte resultado
n∑
i=1
|xi + yi|p ≤
( n∑
i=1
|xi|p
)1/p
+
(
n∑
i=1
|yi|p
)1/p( n∑
i=1
|xi + yi|p
)1/q
(2.6)
Dividindo tudo pelo u´ltimo termo e notando que 1− 1
q
=
1
p
obtemos
(
n∑
i=1
|xi + yi|p
)1/p
≤
(
n∑
i=1
|xi|p
)1/p
+
(
n∑
i=1
|yi|p
)1/p
(2.7)
Finalmente tomando n→∞ segue que:
( ∞∑
i=1
|xi + yi|p
)1/p
≤
( ∞∑
i=1
|xi|p
)1/p
+
( ∞∑
i=1
|yi|p
)1/p
(2.8)
Note que as se´ries convergem pois x, y ∈ lp(R) e tambe´m x + y ∈ lp(R). Portanto,
por (2.8)
‖x+ y‖p ≤ ‖x‖p + ‖y‖p.
Essa desigualdade e´ a famosa Desigualdade de Minkowski. 
Afirmac¸a˜o 2: (lp(R), ‖‖p) e´ espac¸o de Banach.
Demonstrac¸a˜o. Seja xm = (x
(m)
1 , x
(m)
2 , . . .) sequeˆncia de Cauchy em l
p(R). Enta˜o dado
 > 0 existe n0 ∈ N tal que
‖xm − xn‖ =
( ∞∑
i=1
|xmi − xni |p
)1/p
< , ∀m,n > n0. (2.9)
Notamos que para i = 1, 2, . . . fixado temos que
|xmi − xni | < , ∀m,n > n0.
Assim, notamos que (x
(m)
i )m∈N e´ sequeˆncia de Cauchy de elementos em R. Como R e´
completo temos que esta sequeˆncia e´ convergente, isto e´, x
(m)
i → xi quando m → ∞.
Defina x = (x1, x2, . . .) os respectivos limites das sequeˆncias vistas anteriormente. Basta
mostrar que x ∈ lp(R) e xm → x. Note que, por (2.9), temos que ∀m,n > n0
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(
k∑
i=1
|xmi − xni |p
)
≤ p, k = 1, 2, . . .
Tomando n→∞ temos que ∀m > n0
(
k∑
i=1
|xmi − xi|p
)
≤ p, k = 1, 2, . . .
Finalmente tomamos k →∞. Assim, para todo m > n0
( ∞∑
i=1
|xmi − xi|p
)
≤ p (2.10)
Isto mostra que xm−x ∈ lp(R). Como xm ∈ lp(R) e lp(R) e´ espac¸o vetorial segue que
x ∈ lp(R). De fato, x = xm + (x− xm) ∈ lp(R).
Consequentemente a desigualdade (2.10) implica que xm → x. Conclu´ımos que lp(R)
e´ completo. 
Exemplo 13 (Espac¸o l∞). Considere o espac¸o l∞ como sendo o espac¸o das sequeˆncias
reais limitadas. Defina a norma como sendo ‖x‖∞ = sup
i∈N
|xi|.
Afirmac¸a˜o 1: ‖x‖∞ e´ norma.
Demonstrac¸a˜o. Para isso vamos mostrar que as quatro propriedades valem.
N1) Pela definic¸a˜o de mo´dulo temos que |xi| ≥ 0, ∀i ∈ N. Assim temos ‖x‖∞ ≥ 0.
N2) Note ‖x‖∞ = 0⇐⇒ sup
i∈N
|xi| = 0⇐⇒ |xi| = 0,∀i ∈ N⇐⇒ x = 0.
N3) Seja α ∈ R. Enta˜o:
‖αx‖∞ = sup
i∈N
|αxi| = |α| sup
i∈N
|xi| = |α|‖x‖∞.
N4) Seja x, y ∈ l∞. Enta˜o:
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‖x+ y‖∞ = sup
i∈N
|xi + yi| ≤ sup
i∈N
(|xi|+ |yi|) = sup
i∈N
|xi|+ sup
i∈N
|yi| = ‖x‖∞ + ‖y‖∞

Afirmac¸a˜o 2: (l∞, ‖x‖∞) e´ espac¸o de Banach.
Demonstrac¸a˜o. Seja xm = (x
(m)
1 , x
(m)
2 , . . .) sequeˆncia de Cauchy em l
∞. Enta˜o dado  > 0
existe n0 ∈ N tal que
‖xm − xn‖ = sup
i∈N
|x(m)i − x(n)i | < , ∀m,n > n0
Em particular, para cada i = 1, 2, . . . fixado temos que
|x(m)i − x(n)i | < , ∀m,n > n0 (2.11)
Assim, notamos que a sequeˆncia de nu´meros reais (x
(m)
i )m∈N e´ sequeˆncia de Cauchy
em R. Como R e´ completo temos que esta sequeˆncia converge, isto e´, x(m)i → xi. Com
isso, definimos x = (x1, x2, . . .) como sendo os respectivos limites. Vamos mostrar que
x ∈ l∞ e que xm → x. Por (2.11), tomando n→∞ temos
|x(m)i − xi| ≤ , ∀m > n0 (2.12)
Como cada xm ∈ l∞ temos que existe km nu´mero real tal que |x(m)i | ≤ km, ∀i ∈ N .
Pela desigualdade triangular e por (2.12), obtemos:
|xi| = |xi − x(m)i + x(m)i | ≤ |xi − x(m)i |+ |x(m)i | ≤ + km
Essa desigualdade vale para todo i ∈ N e notamos que do lado direito da desigualdade
na˜o temos dependeˆncia de i. Assim, provamos que a sequeˆncia (x
(m)
i )m∈N e´ limitada no
qual implica que x ∈ l∞. Tambe´m por (2.12) obtemos que
‖xm − x‖ = sup
i∈N
|x(m)i − xi| ≤ , ∀m > n0
Isso mostra que xm → x. Conclu´ımos que l∞ e´ completo. 
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Exemplo 14 (Espac¸o C([a, b])). Considere C([a, b]) o espac¸o de func¸o˜es cont´ınuas
definidas em [a, b]. Definimos a norma como sendo ‖f‖max = max
t∈[a,b]
|f(t)|.
Afirmac¸a˜o 1: ‖.‖max e´ norma.
Demonstrac¸a˜o. As propriedades N1), N2) e N3) sa˜o imediatas decorrente do mesmo
me´todo apresentado no exemplo anterior. Vamos provar a propriedade N4).
N4) Sejam f, g ∈ C[a, b]. Enta˜o:
‖f + g‖max = max
t∈[a,b]
|f(t) + g(t)| ≤ max
t∈[a,b]
(|f(t)|+ |g(t)|)
= max
t∈[a,b]
|f(t)|+ max
t∈[a,b]
|g(t)| = ‖f‖max + ‖g‖max.
(2.13)

Afirmac¸a˜o 2: (C([a, b]), ‖.‖max) e´ espac¸o de Banach.
Demonstrac¸a˜o. Seja fm = (f
(m)
1 , f
(m)
2 , . . .) sequeˆncia de Cauchy em C([a, b]) e escreva
J = [a, b] para facilitar a notac¸a˜o. Enta˜o dado  > 0 existe n0 ∈ N tal que
‖fm − fn‖ = max
t∈J
|fm(t)− fn(t)| < , ∀m,n > n0 (2.14)
Em particular, para cada t0 ∈ J fixado, temos que
|fm(t0)− fn(t0)| < , ∀m,n > n0 (2.15)
Isso nos mostra que, para cada t0 ∈ J fixado, temos que a sequeˆncia de nu´meros
(fm(t0))m∈N e´ sequeˆncia de Cauchy em R. Como R e´ completo temos que esta sequeˆncia
e´ convergente, isto e´, fm(t0) → f(t0). Desse modo, podemos associar cada ponto t0 ∈ J
com um u´nico nu´mero real f(t0). Isso define uma func¸a˜o definida em J . Por (2.14),
tomando n→∞, temos
max
t∈J
|fm(t)− f(t)| ≤ , ∀m > n0 (2.16)
Assim, para todo t ∈ J ,
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|fm(t)− f(t)| ≤ , ∀m > n0 (2.17)
Com isso, mostramos que a sequeˆncia fm(t) converge para f(t) uniformemente. Como
sabemos que as func¸o˜es fm(t) sa˜o cont´ınuas e a convergeˆncia e´ uniforme segue que o limite
e´ cont´ınuo em J . Enta˜o f ∈ C([a, b]) e tambe´m que fm → f .
Conclu´ımos que C([a, b]) e´ completo. 
Um exemplo bastante importante e´ o Lp(Ω). Este espac¸o mencionaremos pois e´ de
extrema importaˆncia no desenvolvimento na teoria das se´ries de Fourier e espac¸os de
Sobolev. Omitiremos todos os detalhes somente com o objetivo de ilustrar.
Exemplo 15 (Espac¸o Lp(Ω)). Seja Ω ⊆ Rn um conjunto mensura´vel e seja 1 ≤ p <∞.
Definimos o espac¸o Lp(Ω) como sendo o espac¸o das classes de equivaleˆncia de func¸o˜es reais
p-integra´veis no sentido de Lebesgue, ou seja,
Lp(Ω) =
{
f : Ω→ R |
∫
Ω
|f |p <∞
}
Definindo a norma como sendo
‖f‖p =
(∫
Ω
|f |p
)1/p
temos que (Lp(Ω), ‖‖p) e´ espac¸o de Banach.
Exemplo 16. Vamos mostrar um contraexemplo bastante interessante. Considere o
espac¸o C[0, 1] do exemplo (14) com a seguinte norma
‖f‖ =
∫ 1
0
|f(t)|dt.
Na˜o e´ dif´ıcil verificar que ‖.‖ e´ uma norma. Apesar de algebricamente o espac¸o C[0, 1]
ser igual ao exemplo (14) eles possuem caracter´ısticas muito diferentes. O espac¸o C[0, 1]
munido desta norma ‖.‖ na˜o e´ um espac¸o de Banach.
De fato, considere a sequeˆncia de func¸o˜es cont´ınuas
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fn : [0, 1]→ R tal que fn(t) =

0, 0 ≤ t ≤ 1/2
n(t− 1
2
), 1/2 < t < 1/2 + 1/n
1, 1/2 + 1/n ≤ t ≤ 1
Afirmac¸a˜o 1: fn e´ sequeˆncia de Cauchy em C[0, 1].
Demonstrac¸a˜o. Para isso, note que para n > m temos
‖fm − fn‖ =
∫ 1
0
|fm(t)− fn(t)|dt =
∫ 1/2+1/n
1/2
|(m− n)(t− 1/2)|dt +
+
∫ 1/2+1/m
1/2+1/n
|m(t− 1/2)− 1|dt ≤
∫ 1/2+1/n
1/2
|m− n||t− 1/2|dt
+
∫ 1/2+1/m
1/2+1/n
|m(t− 1/2)− 1|dt =∗ |m− n| 1
2n2
− m
2
(
1
m2
− 1
n2
) + (
1
m
− 1
n
)
=∗∗ − m
2n2
+
1
2n
− 1
2m
+
m
2n2
+
1
m
− 1
n
=
1
2
(
1
m
− 1
n
)
(∗) Observe que 1
n
< t− 1
2
<
1
m
, o que implica que 0 <
m
n
< m(t− 1
2
) < 1. Assim,
|m(t− 1
2
)− 1| = −m(t− 1
2
) + 1.
(∗∗) Como n > m seque que |m− n| = n−m.
Continuando, tome n0 =
2

. Assim, para todo n > m > n0, obtemos que
‖fm − fn‖ ≤ 1
2
(
1
m
− 1
n
) ≤ 1
2
(

2
+

2
) < .
Portanto, fn e´ sequeˆncia de Cauchy em C[0, 1]. 
Afirmac¸a˜o 2: fn na˜o converge em C[0, 1].
Demonstrac¸a˜o. ∀f ∈ C[0, 1],
‖fn−f‖ =
∫ 1
0
|fn(t)−f(t)|dt =
∫ 1/2
0
|f(t)|dt+
∫ 1/2+1/n
1/2
|fn(t)−f(t)|dt+
∫ 1
1/2+1/n
|1−f(t)|dt
Desde que os integrantes sa˜o na˜o negativos, nos temos que cada integral esta´ bem
definida.
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Agora suponha que ‖fn − f‖ → 0. Enta˜o isso implicaria que cada integral se aproxi-
maria de 0 e, por f ser cont´ınua, no´s ter´ıamos que
f : [0, 1]→ R em que f(t) =
{
0, 0 ≤ t ≤ 1/2
1, 1/2 < t ≤ 1
Mas isso e´ imposs´ıvel para func¸o˜es cont´ınuas. Portanto fn na˜o converge em C[0, 1].
Logo, (C[0, 1], ‖.‖) na˜o e´ espac¸o de Banach. 
Um subespac¸o Y de um espac¸o normado X e´ um subespac¸o normado com a norma
obtida pela restric¸a˜o da norma de X para o subespac¸o Y . Esta norma e´ dita induzida
pela norma de X. Pore´m note que se X for completo na˜o necessariamente temos que o
subespac¸o Y e´ completo.
Exemplo 17. Para exemplificar a afirmac¸a˜o acima basta considerarmos a sequeˆncia de
nu´meros reais (xn)n∈N = 1n ⊂ (0, 1]. Notamos que esta sequeˆncia e´ sequeˆncia de Cauchy
mas na˜o converge em (0, 1] pois se convergisse, ter´ıamos que xn → 0 quando n → ∞.
Mas 0 /∈ (0, 1]. Portanto apesar de R ser completo, o conjunto (0, 1] na˜o e´ completo.
Teorema 2. Um subespac¸o Y de um espac¸o de Banach X e´ completo se e, somente se,
o conjunto Y e´ fechado em X.
Demonstrac¸a˜o.
(⇒) Seja (xn)n∈N sequeˆncia convergente em Y , isto e´, existe x0 ∈ X tal que xn → x0.
Vamos provar que x0 ∈ Y . Para isso, lembre que toda sequeˆncia convergente e´ sequeˆncia
de Cauchy. Como por hipo´tese Y e´ completo enta˜o existe x1 ∈ Y tal que xn → x1. Como
o limite e´ u´nico, enta˜o segue que x0 = x1 ∈ Y . Logo, Y e´ fechado em X.
(⇐) Suponha Y fechado em X e seja (xn)n∈N sequeˆncia de Cauchy em Y . Como X
e´ completo enta˜o existe x0 ∈ X tal que xn → x0. Como Y e´ fechado em X enta˜o temos
que x0 ∈ Y . Logo, toda sequeˆncia de Cauchy em Y e´ convergente para um ponto de Y .
Portanto, Y e´ completo. 
Observac¸a˜o 5. Podemos verificar que Rn tambe´m e´ espac¸o normado com as seguintes
normas:
‖x‖∞ = max
1≤k≤n
|xk| ou ‖x‖1 = |x1|+ . . .+ |xn| =
n∑
i=1
|xi|.
23
Na verdade, veremos mais adiante que todas as normas em espac¸os de dimensa˜o finita
sa˜o equivalentes. Em particular, todas as normas em Rn sa˜o equivalentes.
Definic¸a˜o 13. Uma norma ‖.‖a em um espac¸o vetorial X e´ dita ser equivalente a norma
‖.‖b em X se existem nu´meros positivos α e β tal que para todo x ∈ X tenhamos
α‖x‖b ≤ ‖x‖a ≤ β‖x‖b.
Observac¸a˜o 6. Esta definic¸a˜o e´ importante pois tem como consequeˆncia o fato de que
normas equivalentes definem a mesma topologia em X.
2.2 Base de Schauder
Como vimos em a´lgebra linear uma base de Hamel ou simplesmente base de um
espac¸o vetorial X e´ um conjunto B ⊂ X linearmente independente tal que span(B) = X.
Como sabemos, o termo span(B) significa o gerador linear, o conjunto das combinac¸o˜es
lineares finitas dos elementos de B. Pore´m a base de Hamel pode ser bastante com-
plicada quando trabalhamos em espac¸os de dimensa˜o infinita pois estes podem na˜o ser
enumera´veis. Por exemplo, conseguir´ıamos imaginar uma base de Hamel para o espac¸o
C[0, 1]? Tal base pode na˜o ser enumera´vel. Como tambe´m o espac¸o l∞ onde o conjunto
de infinitos vetores canoˆnicos na˜o formam uma base de Hamel.
O que precisamos e´ uma definic¸a˜o mais geral de base que possa incluir estes espac¸os
ta˜o importantes. Nesta sec¸a˜o, discutiremos uma noc¸a˜o mais ampla de base para esses
espac¸os, chamada de base de Schauder.
Definic¸a˜o 14. Seja X um espac¸o normado. Uma sequeˆncia (en)n ⊆ X e´ dita uma base
de Schauder para X se para todo x ∈ X existir uma u´nica sequeˆncia (an)n ⊆ K tal que
x =
∞∑
n=1
anen.
Notamos que o conceito de base de Hamel faz sentido para qualquer espac¸o vetorial.
Pore´m, para bases de Schauder, e´ necessa´rio que espac¸o em questa˜o tenha uma noc¸a˜o de
distaˆncia entre vetores bem definida para que qualquer vetor possa ser ”aproximado” por
combinac¸o˜es lineares finitas. Neste caso, precisamos trabalhar com os espac¸os normados.
Observac¸a˜o 7. No caso de X ser espac¸o normado com dimX = m, a definic¸a˜o contempla
este caso. Basta supor que an = 0 se n > m.
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Exemplo 18. Uma base de Schauder para o espac¸o lp(R) e´ dada por (en)n∈N ⊆ lp(R)
onde en = (0, . . . , 0, 1︸︷︷︸
n-e´sima
, 0, . . .) e´ a sequeˆncia cujo o n-e´simo termo e´ 1 e o resto e´ 0.
Demonstrac¸a˜o. De fato, seja x ∈ lp(R) da forma x = (x1, x2, . . .). De maneira natural,
notamos que x pode ser escrito como x = x1e1 + x2e2 + . . ..
Bom, para provar realmente isso, note que
lim
N→∞
‖x− (x1e1, x2e2, . . . , xNeN)‖ = lim
N→∞
( ∞∑
i=N+1
|xi|p
)1/p
=
(
lim
N→∞
∞∑
i=N+1
|xi|p
)1/p
.
Como x ∈ lp(R) enta˜o
‖x‖p =
∞∑
i=1
|xi|p <∞.
Como
∞∑
i=N+1
|xi|p e´ o resto de uma se´rie convergente, logo tende para zero quando
N →∞. Assim provamos que cada elemento x ∈ lp(R) pode ser escrito como combinac¸a˜o
linear infinita de elementos da base (en)n∈N. Basta mostrar que esta maneira de escrever
e´ u´nica.
Suponha por absurdo que o vetor x pode ser escrito de duas maneiras distintas, ou
seja,
x =
∞∑
n=1
αnen e x =
∞∑
n=1
βnen
onde αn, βn ∈ R. Logo,
∞∑
n=1
αnen =
∞∑
n=1
βnen
ou seja,
∞∑
n=1
(αn − βn)en = 0.
Temos que
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∥∥∥∥∥
∞∑
n=1
(αn − βn)en
∥∥∥∥∥ =
( ∞∑
n=1
|αn − βn|p
)1/p
= 0
Portanto, |αn − βn| = 0, ∀n ∈ N. Segue que αn = βn, ∀n ∈ N. Assim temos que todo
elemento de lp(R) se exprime de modo u´nico. Segue que (en)n∈N e´ base de Schauder para
lp(R). 
Exemplo 19. Aqui esta um exemplo de base de Schauder que na˜o e´ base de Hamel.
Seja Y subespac¸o de l∞ formado pelas sequeˆncias com apenas um nu´mero finito de
entradas na˜o nulas. Notamos que a base de Schauder canoˆnica {ej}∞j=1 tambe´m e´ uma
base de Hamel para Y pois Y = span{ej}. No entanto mostraremos que o subespac¸o Y
possui uma base de Schauder o qual na˜o e´ base de Hamel.
Demonstrac¸a˜o. De fato, ao considerarmos a sequeˆncia
{
ηk =
ek
k
− ek+1
(k + 1)
}∞
k=1
, notamos
que esta sequeˆncia na˜o e´ base de Hamel do subespac¸o Y pois a u´nica representac¸a˜o na˜o
nula de e1, por exemplo, e´ e1 =
∞∑
k=1
ηk (uma soma infinita). Entretanto, essa e´ uma base
de Schauder de Y pois cada elemento x = (x1, . . . , xn, 0, 0, . . .) de Y pode ser escrito na
forma
x =
n∑
k=1
akηk + an
∞∑
k=n+1
ηk
onde {ak}nk=1 sa˜o a soluc¸a˜o do sistema linear x1 = a1, xj =
aj − aj−1
j
, 2 ≤ j ≤ n. 
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3 Operadores Lineares
No decorrer do estudo de a´lgebra linear nos deparamos com as transformac¸o˜es lineares,
importantes no estudo dos espac¸os vetoriais. No entanto, neste contexto, chamaremos as
transformac¸o˜es lineares entre espac¸os normados de operadores lineares. Nesta sec¸a˜o estu-
daremos algumas propriedades de operadores lineares dando in´ıcio ao estudo de funcionais
lineares cont´ınuos e limitados.
Definic¸a˜o 15. Um operador linear entre espac¸os normados X e Y e´ uma aplicac¸a˜o
T : X → Y tal que T (x+ αy) = T (x) + αT (y), ∀x, y ∈ X e ∀α ∈ R.
Exemplo 20 (Operador Identidade). O operador identidade I : X → X definido por
I(x) = x, ∀x ∈ X e´ um operador linear.
Demonstrac¸a˜o. De fato, sejam x, y ∈ X e α ∈ R. Enta˜o:
I(x+ αy) = x+ αy = I(x) + αI(y).

Exemplo 21 (Operador Nulo). O operador nulo θ : X → X tal que θ(x) = 0, ∀x ∈ X
e´ um operador linear.
Exemplo 22 (Operador Derivada). Considere X = P([a, b]) o conjunto de todos os
polinoˆmios definidos em [a, b]. Defina o operador T : X → X tal que T (x(t)) = x(t)′,
∀x(t) ∈ X. Enta˜o este operador e´ linear.
Demonstrac¸a˜o. De fato, sejam x(t), y(t) ∈ P([a, b]) e α ∈ R.
T (x(t) + αy(t)) = (x(t) + αy(t))′ = x(t)′ + αy(t)′ = T (x(t)) + αT (y(t))

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Pore´m este operador na˜o e´ limitado, e consequentemente na˜o cont´ınuo, como veremos
mais adiante.
Exemplo 23. Considere X = C([a, b]) e defina o operador T : X → X tal que
T (f) =
∫ t
a
f(s)ds, para t ∈ [a, b].
Este operador e´ linear.
Demonstrac¸a˜o. De fato, sejam f, g ∈ C([a, b]) e α ∈ R.
T (f + αg) =
∫ t
a
(f + αg)(s)ds =
∫ t
a
(f(s) + αg(s))ds
=
∫ t
a
f(s)ds+
∫ t
a
αg(s)ds
=
∫ t
a
f(s)ds+ α
∫ t
a
g(s)ds = T (f) + αT (g).
(3.1)

3.1 Operadores Lineares Cont´ınuos e Limitados
Definic¸a˜o 16. Sejam (X, ‖.‖1) e (Y, ‖.‖2) espac¸os normados e T : X → Y um operador
linear. O operador e´ dito ser limitado se existe c ∈ R tal que ‖T (x)‖2 ≤ c‖x‖1, ∀x ∈ X.
Definic¸a˜o 17. Um operador e´ dito ser cont´ınuo em x0 ∈ X se dado  > 0 existir δ > 0
tal que ‖x− x0‖ < δ implica que ‖T (x)−T (x0)‖ < . Dizemos que T e´ cont´ınuo se T for
cont´ınuo para todo x ∈ X.
Definic¸a˜o 18. Um operador e´ dito ser uniformemente cont´ınuo se dado  > 0 existir
δ > 0 tal que para todo x, y ∈ X com ‖x− y‖ < δ implica que ‖T (x)− T (y)‖ < .
Observac¸a˜o 8. Para uma func¸a˜o ser cont´ınua em todos os pontos, basta ser poss´ıvel
escolher δ para cada x, enquanto que a continuidade uniforme exige que um δ global, isto
e´, um mesmo δ para todo x.
Exemplo 24 (Operador Shift). O operador shift a` esquerda T : lp(R)→ lp(R) definido
como sendo
T (x1, x2, . . .) = (x2, x3, . . .)
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e´ limitado.
Demonstrac¸a˜o. De fato, seja x ∈ lp(R). Pela definic¸a˜o de norma de lp(R) temos que
‖x‖ =
( ∞∑
n=1
|xn|p
)1/p
Enta˜o
‖T (x)‖p = ‖
∞∑
n=2
en−1xn‖p =
∞∑
n=2
|xn|p ≤ |x1|p +
∞∑
n=2
|xn|p =
∞∑
n=1
|xn|p = ‖x‖p.
Segue que
‖T (x)‖p ≤ ‖x‖p.
O que implica
‖T (x)‖ ≤ ‖x‖.
Portanto, T e´ limitada.

Na definic¸a˜o de operador limitado surge a seguinte pergunta: Qual o menor c poss´ıvel
tal que ainda vale a desigualdade ‖T (x)‖ ≤ c‖x‖ para todo x ∈ X?
Para isso, notamos que para x 6= 0 podemos escrever, pela definic¸a˜o que
‖T (x)‖
‖x‖ ≤ c.
Isso nos mostra que o menor c poss´ıvel e´ o supremo deste nu´mero. Logo, definimos a
norma do operador linear T como sendo
‖T‖ = sup
x∈X
x 6=0
‖T (x)‖
‖x‖ .
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Se X = {0} definimos ‖T‖ = 0.
Assim, se T e´ operador linear limitado, por definic¸a˜o, segue que
‖T (x)‖ ≤ ‖T‖‖x‖, ∀x ∈ X.
Esta´ formula e´ de extrema importaˆncia e aplicaremos com bastante frequeˆncia.
Proposic¸a˜o 5. Seja T operador linear. Enta˜o:
i) ‖T‖ e´ norma.
ii) Podemos escrever ‖T‖ = sup
x∈X
‖x‖=1
‖T (x)‖.
Demonstrac¸a˜o. i) Vamos mostrar que as quatro propriedades sa˜o va´lidas.
N1) Imediato.
N2) Por um lado temos que se T = 0 segue que ‖T‖ = ‖0‖. Por outro lado, se ‖T‖ = 0
temos que ‖T (x)‖ = 0, ∀x ∈ X com x 6= 0. Enta˜o T = 0.
N3) Dado α ∈ R temos:
‖αT‖ = sup
x∈X
x 6=0
‖αT (x)‖
‖x‖ = supx∈X
x 6=0
|α|‖T (x)‖
‖x‖ = |α| supx∈X
x 6=0
‖T (x)‖
‖x‖ = |α|‖T‖.
N4) Finalmente, dados T1, T2 operadores lineares obtemos
‖T1 + T2‖ = sup
x∈X
x 6=0
‖(T1 + T2)(x)‖
‖x‖ = supx∈X
x 6=0
‖T1(x) + T2(x)‖
‖x‖ ≤
≤ sup
x∈X
x 6=0
‖T1(x)‖+ ‖T2(x)‖
‖x‖ = supx∈X
x 6=0
‖T1(x)‖
‖x‖ + supx∈X
x 6=0
‖T2(x)‖
‖x‖ = ‖T1‖+ ‖T2‖.
ii) Seja x ∈ X tal que x 6= 0. Tome y = x‖x‖ . Enta˜o ‖y‖ = 1 e como T e´ linear segue
que
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‖T‖ = sup
x∈X
x 6=0
‖T (x)‖
‖x‖ = supx∈X
x 6=0
‖T
(
x
‖x‖
)
‖ = sup
y∈X
‖y‖=1
‖T (y)‖.

Teorema 3. Seja T : X → Y um operador linear entre espac¸os normados. Enta˜o as
seguintes proposic¸o˜es sa˜o equivalentes:
(i) sup
‖x‖≤1
‖T (x)‖ <∞.
(ii) ∃ k ≥ 0 tal que ‖T (x)‖ ≤ k‖x‖, ∀x ∈ X.
(iii) T e´ uniformemente cont´ınua.
(iv) T e´ cont´ınua.
(v) T e´ cont´ınua em 0.
Demonstrac¸a˜o.
(i) ⇒ (ii)
Seja k = sup
‖x‖≤1
‖T (x)‖. Dado x ∈ X com x 6= 0 tome o vetor y = x‖x‖ . Com isso notamos
que ‖y‖ ≤ 1 e portanto temos que
‖T (y)‖ = ‖T
(
x
‖x‖
)
‖ < k =⇒ ‖T (x)‖‖x‖ < k.
Assim ‖T (x)‖ < k‖x‖, ∀x ∈ X.
(ii) ⇒ (iii)
Dado  > 0 e suponha que (ii) vale. Enta˜o tome δ =

k
. Assim, ∀x, y ∈ X com ‖x−y‖ < δ
obtemos que
‖T (x)− T (y)‖ = ‖T (x− y)‖ ≤ k‖x− y‖ < k 
k
= 
Portanto T e´ uniformemente cont´ınua.
(iii) ⇒ (iv) e (iv) ⇒ (v) sa˜o imediatos.
(v) ⇒ (i)
Como T e´ cont´ınuo em 0 enta˜o existe δ > 0 tal que para ‖x‖ = ‖x − 0‖ ≤ δ temos que
‖T (x)− T (0)‖ = ‖T (x)‖ ≤ 1.
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Assim, se ‖x‖ ≤ 1, segue que ‖δx‖ ≤ δ e isso implica que ‖T (δx)‖ ≤ 1. Portanto,
‖T (x)‖ ≤ 1/δ, isto e´, (i) vale.

Observac¸a˜o 9. O que podemos notar nesta proposic¸a˜o e´ que existem muitas maneiras
de provar que tanto a norma de T e´ finita como T e´ cont´ınua e limitada. Na verdade por
esta proposic¸a˜o obtemos que operador linear limitado e cont´ınuo sa˜o sinoˆnimos.
Proposic¸a˜o 6. Seja X e Y espac¸os normados e T operador linear limitado definido em
um subespac¸o D(T ) de X. Enta˜o:
i) Seja (xn)n∈N sequeˆncia em D(T ) tal que xn → x. Enta˜o, T (xn)→ T (x).
ii) Espac¸o nulo Ker(T ) e´ fechado.
Demonstrac¸a˜o.
i) Seja (xn)n∈N sequeˆncia em D(T ) tal que xn → x. Pela linearidade de T e por T ser
limitado temos que
‖T (xn)− T (x)‖ = ‖T (xn − x)‖ ≤ ‖T‖‖xn − x‖ → 0 quando n→∞.
Portanto T (xn)→ T (x).
ii) Seja (xn)n∈N sequeˆncia convergente em Ker(T ), isto e´, xn → x. Pelo item i) temos
que T (xn)→ T (x). Segue que T (x) = 0 pois T (xn) = 0, ∀n ∈ N. Logo, x ∈ Ker(T ).

A seguir veremos que todo operador linear definido em um espac¸o normado de di-
mensa˜o finita e´ limitado. Antes, pore´m, vamos enunciar um resultado que utilizaremos
com o intuito de demonstrarmos o lema posterior.
Definic¸a˜o 19. Um conjunto K em um espac¸o normado X e´ dito ser compacto se toda
a sequeˆncia em K tem subsequeˆncia convergente em K.
Teorema 4. Em um espac¸o normado de dimensa˜o finita X, um conjunto K ⊂ X e´
compacto, se e somente se, K e´ fechado e limitado em X.
Demonstrac¸a˜o. Esta demonstrac¸a˜o pode ser encontrada em ([1],pag. 77 e 78). 
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Corola´rio 1 (Teorema de Heine-Borel). Um subespac¸o K ⊂ Rn (com a topologia
usual) e´ compacto se, e somente se, e´ limitado e fechado.
Observac¸a˜o 10. Ja´ em um espac¸o de dimensa˜o infinita conjuntos fechados e limitados
nem sempre sa˜o compactos. Um contraexemplo bastante interessante e´ considerar o su-
bespac¸o A = {(xn) ∈ l∞ | xn = 0, exceto para um nu´mero finito de ı´ndices} de l∞. Tome
a esfera unita´ria S = {x ∈ A | ‖x‖∞ = 1} como um subconjunto de A. Portanto temos
que S e´ limitada e fechada no entanto na˜o e´ compacta, pois a sequeˆncia
xn = (0, . . . , 0, 1︸︷︷︸
n-e´sima
, 0, . . .) ∈ S
na˜o admite subsequeˆncia convergente.
Lema 1. Seja X espac¸o normado e seja {e1, . . . , en} um conjunto linearmente indepen-
dente. Enta˜o existem constantes C,D > 0 tal que para quaisquer escalares a1, . . . , an ∈ R
tem-se que
C
n∑
i=1
|ai| ≤
∥∥∥∥∥
n∑
i=1
aiei
∥∥∥∥∥ ≤ D
n∑
i=1
|ai|.
Demonstrac¸a˜o. Para a desigualdade da direita basta tomarmos D = max
1≤i≤n
‖ei‖. Assim
temos:
‖
n∑
i=1
aiei‖ ≤
n∑
i=1
|ai|‖ei‖ ≤ max
1≤i≤n
‖ei‖
(
n∑
i=1
|ai|
)
= D
n∑
i=1
|ai|.
Por outro lado, considere a aplicac¸a˜o T : Rn → X dada por T (a1, . . . , an) =
n∑
i=1
aiei
onde Rn e´ equipado com a me´trica induzida pela norma ‖.‖1 (mencionada na observac¸a˜o
(5)).
Afirmac¸a˜o 1: T e´ cont´ınua.
Demonstrac¸a˜o. De fato, seja xk = (a
(k)
1 , . . . , a
(k)
n ) sequeˆncia em Rn tal que xk → x em que
x = (a1, . . . , an). Enta˜o, para cada i = 1, . . . , n, temos que
|a(k)i − ai| ≤
n∑
j=1
|a(k)j − aj| = ‖xk − x‖1 → 0 quando k →∞.
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Isso nos mostra que a
(k)
i → ai quando k →∞.
Logo,
‖T (xk)− T (x)‖ = ‖
n∑
i=1
a
(k)
i ei −
n∑
i=1
aiei‖ ≤
n∑
i=1
|a(k)i − ai|‖ei‖ → 0 quando k →∞.

Como {ei}ni=1 e´ linearmente independente enta˜o T e´ injetora. Assim, considere o
subconjunto de Rn dado por S = {x ∈ Rn |
n∑
i=1
|ai| = 1} (esfera unita´ria). Enta˜o S e´
fechado e limitado. Pelo teorema de Heine-Borel segue que S e´ compacto.
Portanto existe x0 ∈ S tal que ‖T (x0)‖ ≤ ‖T (x)‖, ∀x ∈ S. Tomaremos C = ‖T (x0)‖.
Notamos que como x0 ∈ S enta˜o x0 6= 0. Como T e´ injetora temos que ‖T (x0)‖ 6= 0 e
portanto segue que C > 0.
Assim, sendo a1, . . . , an ∈ R na˜o todos nulos, defina bi = ain∑
j=1
|aj|
.
Notamos que
n∑
i=1
|bi| = 1 e portanto temos que y = (b1, . . . , bn) ∈ S. Com isso, vemos
que
C ≤ ‖T (y)‖ = ‖
n∑
i=1
biei‖ = ‖ 1n∑
j=1
|aj|
n∑
i=1
aiei‖ = 1n∑
j=1
|aj|
‖
n∑
i=1
aiei‖
Portanto temos C
n∑
j=1
|aj| ≤ ‖
n∑
i=1
aiei‖. 
Teorema 5. Todo espac¸o normado de dimensa˜o finita e´ completo.
Demonstrac¸a˜o. Seja X espac¸o normado de dimensa˜o finita e {ei}ni=1 uma base para X.
Dada uma sequeˆncia de Cauchy (xk)k∈N em X podemos escrever xk na base para cada k,
isto e´, xk =
n∑
i=1
a
(k)
i ei. Enta˜o, usando o Lema (1), ∀i = 1, . . . , n fixado e ∀k, l ∈ N temos
|a(k)i − a(l)i | ≤
n∑
j=1
|a(k)j − a(l)j | ≤
1
C
‖
n∑
j=1
(a
(k)
j − a(l)j )ei‖ =
1
C
‖xk − xl‖.
Logo {a(k)i }k∈N e´ sequeˆncia de Cauchy em R. Como R e´ completo temos que esta
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sequeˆncia e´ convergente, isto e´, a
(k)
i → ai quando k → ∞. Definimos x = (a1, . . . , an) os
respectivos limites e podemos escreveˆ-lo na base, ou seja, x =
n∑
i=1
aiei. Basta mostrar que
a sequeˆncia (xk)k∈N converge para x.
Afirmac¸a˜o: xk → x.
Notamos que
‖xk − x‖ = ‖
n∑
i=1
a
(k)
i ei −
n∑
i=1
aiei‖
= ‖
n∑
i=1
(a
(k)
i − ai)ei‖ ≤ D
n∑
i=1
|a(k)i − ai| → 0 quando k →∞.
Donde segue xk → x.

Corola´rio 2. Todo subespac¸o Y de um espac¸o normado X com dimY <∞ e´ fechado em
X.
Demonstrac¸a˜o. Pelo teorema (5) segue que Y e´ completo. Pelo teorema (2) segue que Y
e´ fechado. 
Exemplo 25. Um contraexemplo deste corola´rio bastante interessante e´ o subespac¸o de
l2(R) definido da seguinte maneira: Y = {x ∈ l2(R) | ∃n ∈ N tal que ∀m > n xm = 0}.
Para gerar este contraexemplo, vamos provar que Y na˜o e´ fechado em l2(R), ou seja,
vamos encontrar uma sequeˆncia convergente em Y cujo limite na˜o pertence ao conjunto.
Para isso, considere a sequeˆncia xk = (1, 1/2, 1/4, . . . , 1/k, 0, 0, . . .). Claramente no-
tamos que {xk}k∈N ⊆ Y . Seja x = (1, 1/2, 1/4, . . .) /∈ Y .
Afirmac¸a˜o: xk → x.
Demonstrac¸a˜o. Notamos que
‖x− xk‖2 = ‖(0, . . . , 0, 1
k + 1
,
1
k + 2
, . . .)‖2 =
√√√√ ∞∑
i=k+1
1
i2
→ 0
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pois a se´rie em questa˜o e´ convergente (via teste de comparac¸a˜o).
Logo, xk → x mas x /∈ Y . Portanto, Y na˜o e´ fechado em X. 
Teorema 6. Todas as normas em um espac¸o normado de dimensa˜o finita sa˜o equivalen-
tes.
Demonstrac¸a˜o. Seja X um espac¸o normado de dimensa˜o finita, {ei}ni=1 base de X e con-
sidere duas normas quaisquer ‖.‖a e ‖.‖b.
Enta˜o para todo x ∈ X podemos representar da seguinte maneira: x = a1e1 + . . .+ anen.
Pelo Lema (1) temos que existe C > 0 tal que
‖x‖b ≥ C(|a1|+ . . .+ |an|)
Assim, usando a desigualdade triangular, segue que
‖x‖a ≤
n∑
i=1
|ai|‖ei‖a ≤ ( max
1≤i≤n
‖ei‖a)︸ ︷︷ ︸
k
n∑
i=1
|ai|
Portanto temos que ‖x‖a ≤ k
c
‖x‖b. A outra desigualdade obtemos repetindo o mesmo
argumento trocando os pape´is das normas. 
Exemplo 26. Notamos que em espac¸os de dimensa˜o infinita isso nem sempre e´ verda-
deiro. Considere o espac¸o C([0, 1]) e as normas do ma´ximo e da integral apresentadas
nos exemplos (14) e (16), respectivamente. Mostraremos que estas normas na˜o sa˜o equi-
valentes neste espac¸o.
Para isso, seja a sequeˆncia de func¸o˜es fn ∈ C([0, 1]) tal que fn(t) = tn, ∀n ∈ N. Note
que
‖fn‖max = max
t∈[0,1]
|tn| = 1
e,
‖fn‖ =
∫ 1
0
tndt =
1
n+ 1
.
Agora suponha que as normas fossem equivalentes. Enta˜o existiria uma constante
α > 0 tal que ∀n ∈ N
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‖fn‖max ≤ c‖fn‖ =⇒ ‖fn‖max‖fn‖ = n+ 1 < c
Mas isso e´ imposs´ıvel para todo n ∈ N. Portanto as normas na˜o sa˜o equivalentes em
C[0, 1].
Teorema 7. Se T : X → Y e´ linear e dimX <∞, enta˜o T e´ limitado.
Demonstrac¸a˜o. Seja dimX = n e seja {ei}ni=1 base para X. Assim, ∀x ∈ X, podemos
escrever x =
n∑
i=1
aiei em que ai ∈ R, ∀i = 1, . . . , n. Considere T : X → Y um operador
linear qualquer. Logo, uma vez que T e´ linear, segue que:
‖T (x)‖ = ‖T
(
n∑
i=1
aiei
)
‖ ≤
n∑
i=1
‖aiT (ei)‖ ≤
n∑
i=1
|ai|‖T (ei)‖ ≤ ( max
1≤k≤n
‖T (ek)‖)
n∑
i=1
|ai|.
Pelo Lema (1) segue que existe D > 0 tal que
n∑
i=1
|ai| ≤ D‖x‖. Assim, temos que
‖T (x)‖ ≤ ( max
1≤k≤n
‖T (ek)‖)
n∑
i=1
|ai| ≤ ( max
1≤k≤n
‖T (ek)‖)D‖x‖
Portanto, temos que ‖T (x)‖ ≤ C‖x‖ onde C = D max
1≤k≤n
‖T (ek)‖.

Exemplo 27. Um contraexemplo do teorema anterior e´ considerar o subespac¸o definido
como Y = {(xn) ∈ lp(R) |
∞∑
n=1
|n2xn|p <∞} ⊂ lp(R). Note que este subespac¸o em questa˜o
e´ de dimensa˜o infinita. Consequentemente defina o operador T : Y → lp(N) tal que
T (xn) = n
2xn.
Este operador e´ linear, no entanto na˜o e´ limitado, pois se considerarmos {en}∞n=1 a
base canoˆnica de lp(R) ter´ıamos que ‖en‖p = 1, mas ‖T (en)‖p = n2, ∀n ∈ N.
Exemplo 28. Outro contraexemplo e´ considerar X = P([0, 1]) o conjunto dos polinoˆmios
definidos em [0, 1] e a norma do supremo. Seja o operador derivada definido no exem-
plo (22). Vamos mostrar que este operador na˜o e´ limitado e, consequentemente, na˜o e´
cont´ınuo.
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Demonstrac¸a˜o. De fato, seja o polinoˆmio xn(t) = t
n. Notamos que:
‖xn(t)‖ = sup
t∈[0,1]
|xn(t)| = 1, ∀n ∈ N
e,
‖T (xn(t))‖ = sup
t∈[0,1]
|x′n(t)| = n,∀n ∈ N.
Assim, ficamos com ‖T (xn(t))‖ = n‖xn‖. Como n ∈ N e´ arbitra´rio, segue que na˜o
existe constante c tal que para todo n ∈ N tenhamos
‖T (xn)‖ ≤ c‖xn‖.

3.2 Funcionais Lineares
Definic¸a˜o 20. Um funcional linear e´ uma aplicac¸a˜o linear f : X → R em que o
domı´nio e´ um espac¸o normado X e o contradomı´nio e´ um corpo R.
Exemplo 29. A norma ‖.‖ : X → R e´ um funcional no entanto na˜o e´ linear.
Exemplo 30. Considere a func¸a˜o T : C[a, b] → R tal que T (f) =
∫ b
a
f(t)dt. T e´
funcional linear limitado.
Demonstrac¸a˜o. De fato, na˜o e´ dif´ıcil mostrar que T e´ linear. No entanto, para mostrarmos
que T e´ limitado precisamos lembrar que estamos no espac¸o C([a, b]) o qual e´ constitu´ıdo
por func¸o˜es cont´ınuas definidas em [a, b]. Logo,
|T (f)| = |
∫ b
a
f(t)dt| ≤ (b− a) max
t∈[a,b]
|f(t)| = (b− a)‖f‖max.
Tomando o supremo sobre todos f ∈ C([a, b]) com norma 1 obtemos, por definic¸a˜o,
que ‖T‖ ≤ (b− a). Logo, T e´ limitada. 
Um conceito muito importante e´ o conceito de funcional sublinear.
Definic¸a˜o 21. Um funcional sublinear e´ uma aplicac¸a˜o p : X → R onde X e´ um
espac¸o vetorial e que satisfaz
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p(x+ y) ≤ p(x) + p(y),∀x, y ∈ X.
p(αx) = αp(x),∀α ≥ 0,∀x ∈ X.
Exemplo 31. A norma ‖.‖ : X → R e´ um funcional sublinear.
3.3 Extensa˜o de Operadores Lineares
Definic¸a˜o 22. Seja T : D(T ) ⊂ X → Y um operador linear definido no subespac¸o
D(T ) ⊂ X onde X, Y sa˜o espac¸os normados. Definimos uma extensa˜o de T como sendo
T˜ um operador definido no subespac¸o D(T˜ ) ⊇ D(T ) tal que T˜
∣∣∣
D(T )
= T , ou seja, T˜ (x) =
T (x), ∀x ∈ D(T ).
Observac¸a˜o 11. Em espac¸os normados de dimensa˜o finita, extenso˜es lineares de um
subespac¸o para todo o espac¸o sa˜o feitas atrave´s de sua base. Por exemplo, considere {ei}
uma base de Hamel para o subespac¸o Z ⊂ X e {ei}∪{hj} uma base de Hamel para espac¸o
X. Dado um funcional f definido em Z queremos um funcional que estenda f para todo
o espac¸o X. Para isso, para qualquer colec¸a˜o de escalares {αk}, definimos o funcional F
como sendo (as somas a seguir sa˜o finitas)
F
(∑
i
aiei +
∑
j
bjhj
)
= f
(∑
i
aiei
)
+
∑
j
bjαj
F e´ extensa˜o linear de f a todo espac¸o X.
Aqui esta´ um teorema que nos garante que podemos estender um operador linear
definido em um subespac¸o a seu fecho preservando sua norma.
Teorema 8. Seja T : D(T ) ⊂ X → Y operador linear limitado definido no subespac¸o
D(T ) ⊂ X onde X e´ um espac¸o normado e Y espac¸o de Banach. Enta˜o existe uma
extensa˜o T˜ definida em D(T ) em que T˜ e´ um operador linear limitado com ‖T˜‖ = ‖T‖.
Demonstrac¸a˜o. Seja x ∈ D(T ). Pelo teorema (4) existe uma sequeˆncia (xn)n∈N em D(T )
tal que xn → x. Em particular, xn e´ sequeˆncia de Cauchy. Uma vez que T e´ linear e
limitado temos que:
‖T (xn)− T (xm)‖ = ‖T (xn − xm)‖ ≤ ‖T‖‖xn − xm‖.
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Isto nos mostra que a sequeˆncia (T (xn))n∈N em Y e´ sequeˆncia de Cauchy. Como,
por hipo´tese, Y e´ completo enta˜o existe y0 ∈ Y tal que T (xn) → y0. Assim, defina
T˜ : D(T )→ Y como sendo T˜ (x) = y0.
Afirmac¸a˜o 1: T˜ esta´ bem definido.
Demonstrac¸a˜o. Isso significa mostrar que a definic¸a˜o independe da escolha da sequeˆncia
em D(T ). Para isso, dado x ∈ D(T ) e suponha que exista (zn)n∈N e (wn)n∈N sequeˆncias
convergindo para x. Construa a sequeˆncia (vm)m∈N da seguinte forma: (z1, w1, z2, w2, . . .).
Note que vm → x. Como T e´ limitado, pela proposic¸a˜o (6), seque que a sequeˆncia
(T (vm))m∈N e´ convergente. Sabemos que subsequeˆncias de sequeˆncias convergentes sa˜o
tambe´m convergentes. Isso significa dizer que as subsequeˆncias (T (zn))n∈N e (T (wn))n∈N
sa˜o convergentes e necessitam convergir para o mesmo limite. Assim T˜ esta´ bem definido
para todo x ∈ D(T ). 
Afirmac¸a˜o 2: T˜ e´ extensa˜o linear limitada.
Demonstrac¸a˜o. Claramente T˜ e´ linear e T˜ (x) = T (x), ∀x ∈ D(T ), isto e´, T˜ e´ extensa˜o de
T . Basta provar que T˜ e´ limitada. Para isso, usaremos o fato de que ‖T (xn)‖ ≤ ‖T‖‖xn‖,
∀n ∈ N.
Com isso, tomando n → ∞ temos que T (xn) → y0 = T˜ (x). Como a norma e´ uma
aplicac¸a˜o cont´ınua obtemos ‖T˜ (x)‖ ≤ ‖T‖‖x‖. Portanto T˜ e´ limitada e ‖T˜‖ ≤ ‖T‖. Por
outro lado, como T˜ e´ extensa˜o e por definic¸a˜o de norma temos que ‖T˜‖ ≥ ‖T‖, concluindo
que ‖T˜‖ = ‖T‖.

3.4 Espac¸os Duais
Sejam X e Y espac¸os normados. Considere o conjunto dos operadores lineares limi-
tados de X em Y , que denotaremos por L(X, Y ).
Sera´ que este espac¸o tem estrutura de um espac¸o normado? A reposta e´ sim.
Assim, dados T1, T2 ∈ L(X, Y ) e α ∈ R definimos o operador soma como sendo
(T1 + T2)(x) = T1(x) + T2(x),∀x ∈ X
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e o produto por escalar sendo como
(αT )(x) = αT (x),∀x ∈ X.
Assim L(X, Y ) tem estrutura de espac¸o vetorial. Lembrando do que vimos anterior-
mente temos que a norma neste espac¸o e´ definida como ‖T‖ = sup
x∈X
x 6=0
‖T (x)‖
‖x‖ = supx∈X
‖x‖=1
‖T (x)‖.
Isto e´, temos uma estrutura fixa de espac¸o normado. Sera´ que podemos ir ale´m disso e
nos perguntarmos se este espac¸o e´ de Banach? A reposta esta´ no teorema a seguir.
Teorema 9. Se Y e´ espac¸o de Banach enta˜o L(X, Y ) e´ espac¸o de Banach.
Demonstrac¸a˜o. Considere (Tn)n∈N sequeˆncia de Cauchy em L(X, Y ). Enta˜o, ∀1 > 0
existe n0 ∈ N tal que ∀m,n > n0 temos
‖Tm − Tn‖ < 1.
Observe que ∀x ∈ X temos que
‖Tm(x)− Tn(x)‖ = ‖(Tm − Tn)(x)‖ ≤ ‖Tm − Tn‖‖x‖ ≤ 1‖x‖, ∀m,n > n0 (3.2)
Agora para cada x ∈ X fixado e dado  > 0 tome 1 tal que 1‖x‖ < . Por (3.2) temos
que para cada x ∈ X, (Tn(x))n∈N e´ sequeˆncia de Cauchy em Y . Como Y e´ completo enta˜o
existe T (x) ∈ Y tal que Tn(x)→ T (x). Perceba que o limite T (x) depende exclusivamente
da escolha de x ∈ X. Assim, defina o operador T : X → Y tal que T (x) = lim
n→∞
Tn(x).
Vamos mostrar que T ∈ L(X, Y ) e Tn converge para T em L(X, Y ).
Afirmac¸a˜o 1: T e´ linear.
Demonstrac¸a˜o. Dados x, y ∈ X e α ∈ R temos que
T (x+ αy) = lim
n→∞
Tn(x+ αy) = lim
n→∞
Tn(x) + α lim
n→∞
Tn(y) = T (x) + αT (y)

Afirmac¸a˜o 1: T e´ limitada.
Demonstrac¸a˜o. Usando (3.2) e a continuidade da norma temos que ∀n > n0 e ∀x ∈ X
41
‖Tn(x)− T (x)‖ = ‖Tn(x)− lim
k→∞
Tk(x)‖ = lim
k→∞
‖Tn(x)− Tk(x)‖ ≤ 1‖x‖.
Isto mostra que o operador Tn−T e´ limitado. Uma vez que ∀n ∈ N temos Tn limitado
enta˜o T = Tn − (Tn − T ) e´ limitado. Portanto T ∈ L(X, Y ).
Finalmente, notamos que por definic¸a˜o, temos que
‖Tn − T‖ = sup
x∈X
x 6=0
‖Tn(x)− T (x)‖
‖x‖ ≤ , ∀n > n0.
Logo, Tn → T em L(X, Y ).

Definic¸a˜o 23. Seja X espac¸o normado. Definimos o espac¸o dual de X, denotado por
X ′, como sendo o conjunto dos funcionais lineares cont´ınuos de X em R.
Observac¸a˜o 12. Como R e´ completo temos que o espac¸o dual e´ um espac¸o de Banach.
Vamos ilustrar alguns exemplos de espac¸os duais omitindo qualquer demonstrac¸a˜o.
Exemplo 32. O espac¸o dual de Rn e´ Rn. Demonstrac¸a˜o pode ser encontrada em ([1],pag.
121).
Exemplo 33. O espac¸o dual de l1(R) e´ o l∞(R). Demonstrac¸a˜o pode ser encontrada em
([1],pag. 121).
Exemplo 34. O espac¸o dual de lp(R) e´ o lq(R). Demonstrac¸a˜o pode ser encontrada em
([1],pag. 122).
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4 Lema de Zorn
Ale´m de todos os conceitos apresentados ate´ momento, a demonstrac¸a˜o do teorema
de Hahn-Banach requer o uso de uma forma de induc¸a˜o transfinita baseada em um dos
axiomas mais importantes da teoria dos conjuntos: o Lema de Zorn. Equivalente ao
Axioma da Escolha, o Lema de Zorn e´ um princ´ıpio de maximalidade em conjuntos
parcialmente ordenados e certamente e´ um dos mais difundidos.
Nesta cap´ıtulo apresentaremos alguns conceitos importantes com o objetivo de enun-
ciar este importante axioma.
Definic¸a˜o 24. Um conjunto parcialmente ordenado e´ um par (M,) onde M e´ um
conjunto no qual existe uma ordenac¸a˜o parcial, ou seja, uma relac¸a˜o bina´ria denotada por
 que satisfaz as seguintes condic¸o˜es:
PO1) a  a, ∀a ∈M . (Reflexiva)
PO2) Se a  b e b  a enta˜o a = b, ∀a, b ∈M . (Antissime´trica)
PO3) Se a  b e b  c enta˜o a  c, ∀a, b, c ∈M . (Transitiva)
O termo “parcial”aparece pois na˜o sabemos ao certo se todos os elementos sa˜o com-
para´veis. Caso existam a e b elementos de M o qual na˜o vale a  b e nem b  a, esses
elementos sa˜o chamados de elementos incompara´veis. Em contraste, dois elementos
sa˜o chamados de elementos compara´veis se eles satisfizerem a  b ou/e b  a.
Definic¸a˜o 25. Um conjunto e´ dito conjunto totalmente ordenado se for parcialmente
ordenado tal que quaisquer dois elementos do conjunto sa˜o compara´veis.
A partir do momento que podemos ”comparar”elementos de um conjunto, uma per-
gunta natural surge: Sera´ que dado um conjunto podemos saber se existe algum elemento
que e´ maior do que todos? Seguem duas definic¸o˜es importantes neste contexto.
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Definic¸a˜o 26. Seja M um conjunto parcialmente ordenado. Enta˜o:
1. Um limitante superior de um subconjunto A ⊆M e´ um elemento a ∈M tal que
x  a, ∀x ∈ A. De maneira ana´loga definimos um limitante inferior.
2. Um elemento maximal em M e´ um elemento a ∈M tal que ∀x ∈M com a  x
temos a = x. De maneira ana´loga definimos um elemento mı´nimo.
Vejamos alguns exemplos para fixarmos as ideias apresentadas ate´ enta˜o.
Exemplo 35. Considere o conjunto dos nu´meros reais R com a ordenac¸a˜o usual. (R,≤)
e´ um conjunto totalmente ordenado o qual na˜o possui elemento maximal.
Exemplo 36. Seja P(X) o conjunto das partes de X com a ordenac¸a˜o parcial inclusa˜o,
isto e´, dados A,B ∈ P(X), A  B se, e somente se, A ⊂ B. Assim (P(X),) define
um conjunto parcialmente ordenado. Observe que se X tiver mais de um elemento esta
ordem na˜o e´ total pois dados x, y ∈ X temos que {x} * {y} e {y} * {x}. Ale´m disso, o
u´nico elemento maximal neste caso e´ o X.
Axioma 1 (Lema de Zorn). Um conjunto na˜o vazio parcialmente ordenado, no qual
todo subconjunto totalmente ordenado possui um limite superior, possui um elemento ma-
ximal.
Vejamos um resultado bastante interessante que exemplifica a aplicac¸a˜o do Lema de
Zorn.
Teorema 10. Todo espac¸o vetorial na˜o vazio admite base de Hamel.
Demonstrac¸a˜o. Seja X um espac¸o vetorial na˜o vazio e considere M o conjunto de todos
os subconjuntos linearmente independentes de X. Claramente M 6= ∅ pois X 6= ∅. Defina
uma ordenac¸a˜o parcial em M dada pela inclusa˜o de conjuntos, isto e´, dados A,B ⊂ M ,
A  B se, e somente se, A ⊂ B. Seja C ⊂ M um subconjunto totalmente ordenado
e considere W a unia˜o de todos elementos de C. A unia˜o de subconjuntos linearmente
independentes nem sempre e´ linearmente independente mas neste caso sera´ pois estamos
tratando de subconjuntos linearmente independentes com uma ordem parcial dada. Por-
tanto W e´ um limitante superior de C. Aplicando o Lema de Zorn temos que M possui
um elemento maximal denotado por N . Basta provar que N e´ base de Hamel para X.
Afirmac¸a˜o: N e´ base de Hamel para X.
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Seja Y = span{N}. E´ claro que Y ⊆ X. Se Y 6= X existe 0 6= x ∈ X\Y . Mas se
tomarmos o conjunto N ∪ {x} ter´ıamos um conjunto linearmente independente contendo
propriamente N , o que contradiria sua maximalidade. Portanto Y = X e N e´ uma base
de Hamel para X. 
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5 Teorema de Hahn-Banach
Este cap´ıtulo e´ dedicado exclusivamente a demonstrac¸a˜o do Teorema de Hahn-Banach
variante real. Sua primeira versa˜o apareceu no trabalho de Eduard Helly em 1922 mas
foi amplamente conhecida devido aos trabalhos de Hans Hahn em 1927 e, de forma mais
geral, de Stefan Banach em 1929. O Teorema de Hahn-Banach e´ um resultado sobre ex-
tenso˜es de funcionais lineares definidos em subespac¸os a todo espac¸o vetorial. Aplicac¸o˜es
importantes como a noc¸a˜o de operador adjunto e convergeˆncia fraca fazem do teorema
um dos resultados mais importantes de ana´lise funcional. Em seu trabalho Banach usou
o funcional sublinear p, ate´ enta˜o na˜o utilizado, com o intuito de generalizar o teorema
e contribuir no desenvolvimento da teoria dos espac¸os localmente convexos. Sua variante
complexa surgiu aproximadamente uma de´cada apo´s a variante real e pode ser demons-
trada utilizando este teorema, bastando relacionar funcionais lineares complexos com os
reais.
Iniciamos nossa demonstrac¸a˜o com o seguinte lema:
Lema 2. Seja X um espac¸o vetorial real e p : X → R um funcional sublinear. Seja
f : Z → R funcional linear definido em um subespac¸o vetorial pro´prio Z ⊂ X tal que f e´
dominado por p, isto e´, f(x) ≤ p(x), ∀x ∈ Z. Dado x0 ∈ X\Z existe g extensa˜o linear de
f definida no subespac¸o span{Z ∪{x0}} tal que g e´ dominado por p, ou seja, g(x) ≤ p(x)
∀x ∈ span{Z ∪ {x0}}.
Demonstrac¸a˜o. Seja x0 ∈ X\Z e considere o subespac¸o Y ⊆ X como sendo o subespac¸o
gerado por Z ∪ {x0}. Note que x0 6= 0 pois 0 ∈ Z. Logo, ∀x ∈ Y podemos escrever
x = z + αx0 com z ∈ Z e α ∈ R.
Afirmac¸a˜o 1: Esta representac¸a˜o e´ u´nica.
Demonstrac¸a˜o. De fato, sejam duas representac¸o˜es de Y dadas por z + αx0 = zˆ + βx0
com z, zˆ ∈ Z e α, β ∈ R. Isso implica que z − zˆ = (β − α)x0. Notamos que z − zˆ ∈ Z
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pore´m x0 /∈ Z. Assim so´ existe uma u´nica soluc¸a˜o z − zˆ = 0 e β − α = 0. Portanto, a
representac¸a˜o e´ u´nica. 
Esta representac¸a˜o u´nica sera´ importante para definirmos o candidato a extensa˜o
linear de f .
Com isso, dados y, z ∈ Z temos
f(y)− f(z) = f(y − z) ≤ p(y − z) = p(y + x0 − x0 − z) ≤ p(y + x0) + p(−x0 − z)
Isso implica que
−p(−x0 − z)− f(z) ≤ p(y + x0)− f(y) (5.1)
Como do lado esquerdo da desigualdade (5.1) na˜o temos dependeˆncia de y e do lado
direito na˜o temos dependeˆncia de z enta˜o a desigualdade continua valendo se tomarmos
o supremo sobre z ∈ Z do lado esquerdo e o ı´nfimo sobre y ∈ Z do lado direito. Isso e´
importante para garantir mais adiante que essa desigualdade vale para todo elemento em
Z.
Logo, tome c um nu´mero real tal que:
sup
z∈Z
{−p(−x0 − z)− f(z)}︸ ︷︷ ︸
d1
≤ c ≤ inf
y∈Z
{p(y + x0)− f(y)}︸ ︷︷ ︸
d2
(5.2)
Portanto defina o funcional g : Y → R como sendo
g(z + αx0) = f(z) + αc
Afirmac¸a˜o 2: g e´ linear.
Demonstrac¸a˜o. Basta observar que f e´ linear e, por definic¸a˜o, temos que g e´ linear. 
Afirmac¸a˜o 3: g e´ extensa˜o de f .
Demonstrac¸a˜o. Repare que para α = 0 temos que g(z) = f(z), ∀z ∈ Z. Segue que g tem
a propriedade de ser extensa˜o de f . 
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Afirmac¸a˜o 4: g e´ dominado por p.
Demonstrac¸a˜o. Para isso temos que provar que g(x) ≤ p(x),∀x ∈ Y . Para facilitar,
vamos dividir esta afirmac¸a˜o em 3 casos.
Caso 1) α < 0.
Seja x = z + αx0 ∈ Y . Pela desigualdade (5.2) temos que d1 ≤ c. Tomando o vetor
z
α
∈ Z segue que:
−p(−x0 − z
α
)− f( z
α
) ≤ c
Multiplicando por −α > 0 dos dois lados
αp(−x0 − z
α
) + αf(
z
α
) ≤ −αc =⇒ αf( z
α
) + αc ≤ −αp(−x0 − z
α
)
Como f e´ linear
f(z) + αc ≤ −αp(−x0 − z
α
)
Como p e´ sublinear
f(z) + αc ≤ p(αx0 + z) (5.3)
Portanto, pela desigualdade (5.3), obtemos
g(x) = g(z + αx0) = f(z) + αc ≤ p(z + αx0) = p(x)
Caso 2) α = 0.
Neste caso temos x ∈ Z e portanto g(x) = f(x) ≤ p(x).
Caso 3) α > 0.
Este caso se torna inteiramente ana´logo utilizando a outra parte da desigualdade (5.2).
Seja x = z + αx0 ∈ Y . Pela desigualdade (5.2) temos que c ≤ d2. Tomando o vetor
z
α
∈ Z segue que:
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c ≤ p( z
α
+ x0)− f( z
α
)
Multiplicando por α > 0 dos dois lados
αc ≤ αp( z
α
+ x0)− αf( z
α
) =⇒ αf( z
α
) + αc ≤ αp( z
α
+ x0)
Como f e´ linear
f(z) + αc ≤ αp( z
α
+ x0)
Como p e´ sublinear
f(z) + αc ≤ p(z + αx0) (5.4)
Portanto, pela desigualdade (5.4), obtemos
g(x) = g(z + αx0) = f(z) + αc ≤ p(z + αx0) = p(x)

Finalmente iremos demonstrar o teorema de Hahn-Banach variante real. Enunciare-
mos e demonstraremos mais duas verso˜es do teorema com o objetivo de complementar o
estudo. Uma versa˜o generalizara´ de certa forma o teorema principal e a segunda versa˜o
nos proporcionara´ uma visa˜o do teorema sobre os espac¸os normados.
Teorema 11 (Teorema de Hahn-Banach Real). Seja X um espac¸o vetorial real e
p : X → R um funcional sublinear. Seja f : Z → R funcional linear definido em um
subespac¸o vetorial Z ⊂ X tal que f e´ dominado por p, isto e´, f(x) ≤ p(x), ∀x ∈ Z.
Enta˜o f possui uma extensa˜o linear F : X → R que e´ dominada por p, ou seja, F satisfaz
F (x) ≤ p(x), ∀x ∈ X. F e´ dita ser extensa˜o de Hahn-Banach de f .
Demonstrac¸a˜o. Considere E o conjunto de todos os pares da forma (D(g), g) onde D(g) e´
subespac¸o de X e g : D(g)→ R extensa˜o linear de f dominada por p. Isto significa dizer
que g satisfaz g(x) ≤ p(x), ∀x ∈ D(g) e g|Z = f . Claramente E 6= ∅ pois (Z, f) ∈ E.
Observe que os elementos do conjunto E sa˜o pares constitu´ıdos de conjuntos e extenso˜es
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lineares o qual nos permite ter uma ideia intuitiva de comparac¸a˜o de elementos. Assim
definimos uma ordem parcial no conjunto E dada por: (D(g), g)  (D(h), h) se, e somente
se, D(g) ⊂ D(h) e h|D(g) = g (h extensa˜o linear de g). Portanto constru´ımos um conjunto
parcialmente ordenado. Mas afinal qual o objetivo de construir este conjunto? O intuito
de toda essa construc¸a˜o e´ utilizar o Lema de Zorn e conseguir um candidato para ser a
extensa˜o linear que queremos.
Enta˜o dado um conjunto C ⊂ E totalmente ordenado queremos encontrar um limi-
tante superior. Para isso, definimos o candidato (D(gˆ), gˆ) de forma que D(gˆ) =
⋃
i∈I
D(gi)
e gˆ : D(gˆ)→ R funcional linear tal que gˆ|D(gi) = gi, ∀i ∈ I (I conjunto de ı´ndices). Vamos
mostrar que o candidato (D(gˆ), gˆ) e´ realmente o limitante superior de C.
Afirmac¸a˜o 1: D(gˆ) e´ subespac¸o vetorial de X.
Demonstrac¸a˜o. Sejam x, y ∈ D(gˆ) e λ ∈ R. Enta˜o existem (D(g1), g1), (D(g2), g2) ∈ C
tal que x ∈ D(g1) e y ∈ D(g2). Sem perda de generalidade, suponha que (D(g1), g1) 
(D(g2), g2). Enta˜o x ∈ D(g1) ⊂ D(g2) e tambe´m λy ∈ D(g2). Assim, x + λy ∈ D(g2) ⊂
D(gˆ). 
Afirmac¸a˜o 2: gˆ esta´ bem definido.
Demonstrac¸a˜o. Suponha que exista x ∈ D(g1) ∩ D(g2) com (D(g1), g1), (D(g2), g2) ∈ C.
Como D(g1)∩D(g2) ⊂ D(g1) e D(g1)∩D(g2) ⊂ D(g2) segue que ou (D(g1)∩D(g2), g1) 
(D(g2), g2) ou (D(g1)∩D(g2), g2)  (D(g1), g1). Ambos os casos temos que g1(x) = g2(x),
∀x ∈ D(g1) ∩ D(g2). Portanto gˆ esta´ bem definida. 
Afirmac¸a˜o 3: gˆ e´ funcional linear.
Demonstrac¸a˜o. Seja x, y ∈ D(gˆ) e λ ∈ R. Enta˜o existem (D(g1), g1), (D(g2), g2) ∈ C
tal que x ∈ D(g1) e y ∈ D(g2). Sem perda de generalidade, suponha que (D(g1), g1) 
(D(g2), g2). Como ja´ vimos, temos que x + λy ∈ D(gˆ). Como gˆ |D(g2)= g2 seque que
gˆ(x+ λy) = g2(x+ λy) = g2(x) + λg2(y) = gˆ(x) + λgˆ(y). Logo gˆ e´ linear. 
Observamos que, por definic¸a˜o, gˆ e´ extensa˜o de gi, ∀i ∈ I. Portanto obtemos que
(D(gi), gi)  (D(gˆ), gˆ), ∀i ∈ I. Segue enta˜o que (D(gˆ), gˆ) e´ um limitante superior de
C. Aplicando o Lema de Zorn temos que E possui um elemento maximal denotado por
(D(F ), F ). Note que por definic¸a˜o do pro´prio conjunto E, ja´ temos que F e´ extensa˜o
linear de f dominada por p. Falta mostrar que o domı´nio da F e´ todo espac¸o vetorial X.
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Afirmac¸a˜o 4: D(F ) = X.
Demonstrac¸a˜o. Suponha que seja falso. Enta˜o existe x0 ∈ X\D(F ). Pelo lema 2 existe
g extensa˜o linear de F dominada por p, ou seja, ∃ (D(g), g) ∈ E tal que (D(F ), F ) 
(D(g), g). Isto contradiz o fato de (D(F ), F ) ser elemento maximal de E. Segue que
D(F ) = X.

Teorema 12 (Teorema de Hahn-Banach Real Generalizado). Seja X um espac¸o
vetorial real e p : X → R um funcional o qual satisfaz:
p(x+ y) ≤ p(x) + p(y),∀x, y ∈ X (5.5)
p(αx) = |α|p(x),∀α ∈ R, ∀x ∈ X (5.6)
Seja f : Z → R funcional linear definido em um subespac¸o vetorial Z ⊂ X tal que
|f(x)| ≤ p(x), ∀x ∈ Z (5.7)
Enta˜o f possui uma extensa˜o linear F : X → R satisfazendo |F (x)| ≤ p(x), ∀x ∈ X.
Demonstrac¸a˜o. Na˜o e´ dif´ıcil mostrar usando o teorema anterior. Basta notar que por
(5.7) temos que |f(x)| ≤ p(x), ∀x ∈ Z o que implica que f(x) ≤ p(x), ∀x ∈ Z. Assim
usando o Teorema de Hahn-Banach (11) existe F extensa˜o linear de f definida em todo
X satisfazendo F (x) ≤ p(x), ∀x ∈ X.
Por outro lado, usando (5.6) obtemos que ∀x ∈ X
−F (x) = F (−x) ≤ p(−x) = | − 1|p(x) = p(x) =⇒ F (x) ≥ −p(x).
Conclu´ımos enta˜o que |F (x)| ≤ p(x), ∀x ∈ X. 
Teorema 13 (Teorema de Hahn-Banach para Espac¸os Normados). Seja X um
espac¸o normado e f um funcional linear limitado definido em um subespac¸o Z de X.
Enta˜o existe F funcional linear limitado definido em todo o espac¸o X tal que F e´ extensa˜o
de f o qual preserva norma, isto e´, satisfaz
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‖F‖X = ‖f‖Z
onde
‖F‖X = sup
x∈X
‖x‖=1
|F (x)| e ‖f‖Z = sup
x∈Z
‖x‖=1
|f(x)|
Demonstrac¸a˜o. Caso Z = {0} e´ trivial pois temos f = 0 e sua extensa˜o sera´ F = 0.
Enta˜o seja Z 6= {0}. Queremos usar o teorema (12). Para isso, temos que descobrir
um funcional p satisfazendo as propriedades do teorema (12). Sabemos que, para todo
x ∈ Z temos |f(x)| ≤ ‖f‖Z‖x‖. Assim obtemos uma ideia para o nosso funcional linear
p.
Definimos o funcional p como sendo
p : X → R tal que p(x) = ‖f‖Z‖x‖.

Afirmac¸a˜o 1: p satisfaz as condic¸o˜es do teorema (12).
Demonstrac¸a˜o. Notamos que, pela desigualdade triangular, obtemos
p(x+ y) = ‖f‖Z‖x+ y‖ ≤ ‖f‖Z(‖x‖+ ‖y‖) = p(x) + p(y).
Tambe´m, ∀α ∈ R temos que
p(αx) = ‖f‖Z‖αx‖ = |α|‖f‖Z‖x‖ = |α|p(x).

Agora podemos usar o teorema (12). Assim, existe F funcional linear definida em X
o qual e´ extensa˜o de f e satisfaz
|F (x)| ≤ p(x) = ‖f‖Z‖x‖, ∀x ∈ X (5.8)
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Basta mostrar que F preserva a norma. Logo, tomando o supremo em (5.8) sobre
todos x ∈ X com norma 1 obtemos
‖F‖X = sup
x∈X
‖x‖=1
|F (x)| ≤ ‖f‖Z .
Por outro lado, como F e´ extensa˜o de f e por definic¸a˜o de norma temos que ‖F‖X ≥
‖f‖Z . Portanto obtemos que ‖F‖X = ‖f‖Z .

A seguir, apresentaremos algumas aplicac¸o˜es do teorema de Hahn-Banach relacionados
com os assuntos vistos ate´ enta˜o.
Teorema 14. Seja X espac¸o normado e x0 ∈ X \ {0}. Enta˜o existe g funcional linear
limitado definido em X tal que g(x0) = ‖x0‖ e ‖g‖X = 1.
Demonstrac¸a˜o. Seja X espac¸o normado e x0 um elemento de X na˜o nulo. Considere o
subespac¸o Z = {αx0 | α ∈ R} de X. Neste subespac¸o defina o funcional linear f : Z → R
tal que f(αx0) = α‖x0‖.
Observe que ∀y ∈ Z temos que
|f(y)| = |f(αx0)| = |α|‖x0‖ = ‖αx0‖ = ‖y‖
Esta observac¸a˜o nos diz que ‖f‖Z = 1, isto e´, f e´ limitada. Com isso, pelo teorema
(13) existe g funcional linear limitado definido em todo o espac¸o X tal que g e´ extensa˜o
de f e, mais do que isso, ‖g‖X = ‖f‖Z = 1. Finalmente observamos que pela definic¸a˜o
do funcional f e por g ser extensa˜o linear de f , segue que g(x0) = f(x0) = ‖x0‖.

Teorema 15. Seja X, Y espac¸os normados em que X 6= {0}. Se L(X, Y ) e´ espac¸o de
Banach enta˜o Y e´ espac¸o de Banach.
Demonstrac¸a˜o. Seja (yn)n∈N sequeˆncia de Cauchy em Y . Dado x0 ∈ X \ {0} fixado, pelo
teorema (14), existe gx0 ∈ X ′ tal que gx0(x0) = ‖x0‖ e ‖gx0‖ = 1.
Primeiramente, considere as aplicac¸o˜es Tn : R→ Y tal que Tn(λ) = λyn, ∀n ∈ N.
Claramente observamos que ∀n ∈ N, Tn e´ linear e ∀λ ∈ R temos
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‖Tn(λ)‖ = ‖λyn‖ = |λ|‖yn‖ ⇒ ‖Tn‖ = sup
λ∈R
λ 6=0
‖Tn(λ)‖
|λ| = ‖yn‖.
Como (yn)n∈N e´ sequeˆncia de Cauchy em Y enta˜o (yn)n∈N e´ limitada. Pela observac¸a˜o
acima, isso implica que os operadores Tn sa˜o limitados. Com isso, temos que Tn ∈ L(R, Y ),
∀n ∈ N.
Agora, considere os operadores Tn ◦ gx0 : X → Y tal que (Tn ◦ gx0)(x) =
‖gx0(x)‖yn
‖x0‖ .
Vamos mostrar que Tn ◦gx0 ∈ L(X, Y ) e, posteriormente, que estes operadores sa˜o de fato
sequeˆncia de Cauchy em L(X, Y ).
Certamente Tn ◦ gx0 e´ linear pois Tn e gx0 sa˜o lineares, ∀n ∈ N.
Afirmac¸a˜o 1: ∀n ∈ N, Tn ◦ gx0 e´ limitada.
Demonstrac¸a˜o. Basta notar que ∀x ∈ X e ∀n ∈ N,
‖(Tn ◦ gx0)(x)‖ = ‖
‖gx0(x)‖yn
‖x0‖ ‖ = ‖gx0(x)‖
‖yn‖
‖x0‖ ≤ ‖gx0‖︸ ︷︷ ︸
1
‖x‖‖yn‖‖x0‖ ⇒
‖Tn ◦ gx0‖ = sup
x∈X
x6=0
‖(Tn ◦ gx0)(x)‖
‖x‖ ≤
‖yn‖
‖x0‖
Pela mesma observac¸a˜o que usamos anteriormente, como (yn)n∈N e´ sequeˆncia de Cau-
chy em Y enta˜o (yn)n∈N e´ limitada. Portanto, Tn ◦ gx0 e´ limitada, ∀n ∈ N. 
Conclu´ımos enta˜o que Tn ◦ gx0 ∈ L(X, Y ), ∀n ∈ N.
Afirmac¸a˜o 2: (Tn ◦ gx)n∈N e´ sequeˆncia de Cauchy em L(X, Y ).
Demonstrac¸a˜o. Como (yn)n∈N e´ sequeˆncia de Cauchy em Y enta˜o ‖ym− yn‖ → 0 quando
m,n→∞.
Logo ∀x ∈ X,
‖(Tm ◦ gx0)(x)− (Tn ◦ gx0)(x)‖ =
‖gx0(x)‖
‖x0‖ ‖ym − yn‖ ≤ ‖gx0‖︸ ︷︷ ︸
1
‖x‖
‖x0‖‖ym − yn‖ ⇒
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‖Tm ◦ gx0 − Tn ◦ gx0‖ ≤
‖ym − yn‖
‖x0‖ → 0 quando m,n→∞.
Portanto (Tn ◦ gx)n∈N e´ sequeˆncia de Cauchy em L(X, Y ). 
Finalmente, usando a hipo´tese de que L(X, Y ) e´ de Banach enta˜o existe T ∈ L(X, Y )
tal que Tn ◦ gx0 → T em L(X, Y ).
Isso significa que dado 1 > 0 existe n0 ∈ N tal que ‖Tn ◦ gx0 −T‖ < 1, ∀n > n0. Isso
implica que ∀x ∈ X
‖(Tn ◦ gx0)(x)− T (x)‖ ≤ ‖Tn ◦ gx0 − T‖‖x‖ < 1‖x‖. (5.9)
Assim, dado  > 0, tome 1 de modo que 1‖x0‖ < . Como a equac¸a˜o anterior (5.9)
vale ∀x ∈ X, em particular vale para x0. Logo,
‖yn − T (x0)‖ = ‖(Tn ◦ gx0)(x0)− T (x0)‖ ≤ ‖Tn ◦ gx0 − T‖‖x0‖ < 1‖x0‖ < 
Portanto yn → T (x0) ∈ Y . Logo Y e´ espac¸o de Banach. 
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Conclusa˜o
Comec¸amos o trabalho no aspecto de revisa˜o de ana´lise e topologia com o intuito
de chegarmos aos espac¸os normados, grande foco do trabalho. Introduzimos noc¸o˜es de
topologia e convergeˆncia de sequeˆncias bastantes utilizadas em grande parte do trabalho
para provarmos se certos espac¸os eram espac¸os de Banach ou na˜o.
No avanc¸o dos estudos de espac¸os normados percebemos que as dimenso˜es dos espac¸os
nos davam grandes exemplos e contraexemplos de resultados bastante interessantes. Espac¸os
normados de dimensa˜o finita nos garantem normas equivalentes, completamento e ope-
radores limitados. Pore´m em espac¸o de dimensa˜o infinita mudamos nossos conceitos e
aprimoramos nossos conhecimentos devido a contraexemplos bastante interessantes.
A partir de toda essa introduc¸a˜o dentro do contexto do teorema principal surge um
fato marcante e curioso: na˜o e´ simplesmente a existeˆncia da extensa˜o do funcional linear
que o teorema garante mas sim a existeˆncia de um funcional linear definido em todo o
espac¸o e, mais do que isso, dominado por p. Aplicac¸o˜es interessantes surgem a partir deste
teorema como a garantia de funcionais lineares na˜o-nulos, por exemplo. Outra aplicac¸a˜o
deste teorema - demonstrada no trabalho - e´ a rec´ıproca do teorema (9), isto e´, se L(X, Y )
e´ de Banach enta˜o Y e´ de Banach. Isso motiva e incorpora o estudo de espac¸os reflexivos,
convergeˆncia fraca e operadores adjuntos.
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