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RESUMEN
En este proyecto se exponen los conceptos teo´ricos en los que se basa la Tomograf´ıa
Computarizada, aplicando el proceso conocido como suma de retroproyecciones fil-
tradas, y se realiza una simulacio´n del mismo teniendo en cuenta el ruido introducido
en las mediciones (como ocurre en el proceso real). En la recuperacio´n de las ima´ge-
nes se aplican, con el fin de compararlos, dos me´todos de filtrado, cada uno basado
en un concepto matema´tico diferente; la Transformada Discreta de Fourier y las
Wavelets. Para las pruebas, se utilizan dos ima´genes que representan una aplica-
cio´n me´dica y una industrial. Finalmente, se comparan los resultados obtenidos con
cada me´todo, para diferentes niveles de ruido y diferente nu´mero de proyecciones.
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ABSTRACT
Theoretical mathematical concepts related to the filtered back-projections process
are explained and their use in Computed Tomography is presented. A simulation of
that process was done, taking into account incidental noise which is inherently part
of the tomographic process. In order to reduce noise’s effects on recovered images,
two filtering methods were applied; one of them is based upon the Discrete Fourier
Transform and the other on the Wavelets. Two test images that represent a medical
and an industrial application were used in the simulation; both simulations used
varying noise levels and a number of projections. Final results were compared.
v
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Introduccio´n
La Tomograf´ıa Computarizada es un proceso que ha revolucionado el diagno´stico
me´dico e industrial, ya que permite obtener una imagen de la seccio´n transversal
de un cuerpo de manera no invasiva. Este proceso esta´ basado en la Transformada
de Radon y la imagen se obtiene midiendo la atenuacio´n de la intensidad de los
Rayos-X que pasan a trave´s del cuerpo, los cuales que son emitidos desde muchas
direcciones.
Cuando se realizan dichas mediciones, es inevitable la introduccio´n de ruido que
deteriora la calidad de la imagen obtenida, con el fin de disminuir ese deterioro se
realiza un proceso adicional de filtrado, que tradicionalmente se ha fundamentado
en la Transformada Discreta de Fourier. En el presente proyecto se propone la utili-
zacio´n un me´todo alternativo basado en las Wavelets, y se comparan los resultados
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obtenidos al aplicar separadamente los dos me´todos. Los resultados se obtuvieron
por medio una simulacio´n hecha con el programa MATLAB.
En el cap´ıtulo 1 se exponen los conceptos matema´ticos ma´s importantes aplicados
en el proyecto, como son la Transformada de Radon, su inversa, la Transforma-
da de Fourier, y la Transformada Discreta de Fourier; en el cap´ıtulo 2 se exponen
los conceptos ba´sicos de Wavelets, entre ellos, la Transformada Wavelet Continua,
Ana´lisis Multiresolucio´n (AMR) y la Transformada Wavelet Discreta; en el cap´ıtulo
3 se explica el proceso mediante el cual se obtienen las ima´genes tomograficas, de-
nominado, suma de retroproyeciones filtradas, as´ı como los dos procesos de filtrado;
finalmente, en el cap´ıtulo 4 se muestran algunos resultados y se dan las conclusiones
obtenidas despue´s de su ana´lisis.
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CAP´ITULO 1
Elementos de ana´lisis funcional
1.1. Preliminares
En este cap´ıtulo se presentara´ alguna terminolog´ıa necesaria para la lectura de esta
monograf´ıa. En particular, se hara´ un resumen de resultados ba´sicos de ana´lisis
funcional tales como nociones sobre operadores lineales, teor´ıa de distribuciones,
transformadas de Fourier y de Radon. Las pruebas de los teoremas relacionados con
estos temas sera´n omitidas, pero se pueden encontrar en algunos de los siguientes
textos [2], [15], [22], [24], [51], [52].
Recuerde que L1(R) es el espacio de todas las funciones f : R → C, tal que
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∫
R |f(t)|dt = ‖f‖L1 < ∞. De igual forma se tiene L2(R), el espacio las funciones
cuadrado-integrables, cuya norma es
‖f‖L2 =
(∫
R
|f(t)|2dt
)1/2
<∞.
Este espacio se dota con el producto escalar
〈f, g〉L2 =
∫
R
f(t)g(t)dt,
donde g(t) denota el conjugado complejo de g(t). Con este producto interno el espa-
cio L2(R) es de Hilbert. Las funciones f, g ∈ L2(R) son ortogonales si 〈f, g〉L2 = 0.
En general, Lp(R) (p ≥ 1), es el espacio de todas las funciones (clases de equivalen-
cia) f : R→ C, tal que ∫R |f(t)|pdt = ‖f‖pLp <∞, aca´
‖f‖Lp =
(∫
R
|f(t)|pdt
)1/p
es la norma de f en Lp(R).
El espacio de las funciones localmente integrables, L1loc(Ω) se define por
L1loc(Ω) := {u : Ω→ R : u ∈ L1(K), ∀K compacto de Ω}.
La funcio´n caracter´ıstica del conjunto A, χA, se define por
χA(t) =

1, t ∈ A;
0, t /∈ A.
Tambie´n se utilizara´ la notacio´n I{A} para denotar esta funcio´n y la llaman funcio´n
indicadora.
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La expresio´n f(x) = O
(
g(x)
)
significa que existe una constante positiva M tal que
|f(x)| ≤ M |g(x)|, siempre que x → x0. En otras palabras, si g(x) 6= 0 entonces
|f(x)
g(x)
| →M, cuando x→ x0. Se dice que f es de orden g cerca de x = x0.
De manera ana´loga, la expresio´n f(x) = o(g(x)) significa que l´ımx→x0
f(x)
g(x)
= 0.
El soporte de una funcio´n f : D ⊆ R → C, denotado sopf , se define como el
conjunto sopf = {x ∈ D : f(x) 6= 0}.
El espacio Eucl´ıdeo n−dimensional se denota por Rn, y un elemento x ∈ Rn, se
escribe como x = (x1, . . . , xn); con el producto interno usual denotado por x · y :=∑n
i=1 xiyi. La esfera unitaria (n−1)−dimensional se denota por Sn−1 y ω ∈ Sn−1 si∑n
i=1 ω
2
i = 1, con ω = (ω1, . . . , ωn). La ecuacio´n x ·ω = p, representa un hiperplano
en el espacio Rn. Si x = (x1, x2), ω = (cos θ, sen θ) y p ∈ R, la ecuacio´n
x · ω = (x1, x2) · (cos θ, sen θ) = x1 cos θ + x2 sen θ = p
representa la recta en forma normal en R2.
Sea F = C o R, X y Y espacios normados. Un operador lineal es una funcio´n
T : X → Y tal que T (a u + b v) = a T (u) + b T (v), para cada a, b ∈ F y cada
u, v ∈ X. El operador T es continuo en u0 si para cada  > 0 existe δ > 0 tal que si
‖u− u0‖X < δ entonces ‖T u− T u0‖Y < . (1.1.1)
Si (1.1.1) se cumple para cada u0 ∈ X se dice que T es continuo en X. Si δ no
depende del punto u0 se dice que T es uniformemente continuo en X.
El operador T es acotado si y so´lo si existe una constante c > 0 tal que ‖T u‖Y ≤
c‖u‖X para cada u ∈ X.
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Proposicio´n 1.1.1. El operador T : X → Y es continuo si y so´lo si T es acotado.
Demostracio´n. Ver por ejemplo, [33, Th 2.7-9, p. 97].
Sean X y Y espacios normados y T : X → Y un operador lineal, T es compacto
si el conjunto {Tu : ‖u‖X ≤ 1} tiene clausura compacta en Y . Claramente, todo
operador acotado de rango finito (R(T ) es finito dimensional) es compacto.
L(X, Y ) denota el conjunto de todos los operadores lineales y continuos (o acotados)
de X en Y . L(X, Y ) es un espacio normado con la norma definida por
‖T‖ := sup
u6=0
‖Tu‖Y
‖u‖X = sup‖u‖=1 ‖Tu‖, para cada u ∈ X, T ∈ L(X, Y ),
aT + bS se define por (aT + bS)u := aTu+ bSu, para cada T, S ∈ L(X, Y ), u ∈ X
y cada a, b ∈ F .
Si Y = F entonces L(X,F ) se llama el dual topolo´gico de X y se denota por X ′,
es decir, X ′ = L(X,F ) sus elementos se llaman funcionales lineales continuos o
formas lineales continuas sobre X. En consecuencia, f ∈ X ′ ⇔ f : X → F es una
aplicacio´n lineal y continua, es decir, ‖f(u)‖ = |f(u)| ≤ c‖u‖X , para cada u ∈ X y
c > 0. Es costumbre escribir 〈f, u〉 (o 〈u, f〉) en lugar de f(u).
‖f‖X′ = sup
u6=0
|〈f, u〉|
‖u‖X .
Ejemplo 1.1.1. Sea X = C[a, b], f : X → R : ϕ 7→ 〈f, ϕ〉 = ∫ b
a
g(x)ϕ(x)dx para
cada g ∈ L1([a, b]), entonces 〈f, ϕ〉 define un funcional lineal y continuo sobre X.
En efecto,
|〈f, ϕ〉| ≤
∫ b
a
|g(x)||ϕ(x)|dx ≤ ma´x
a≤x≤b
|ϕ(x)|
∫ b
a
|g(x)|dx = c‖ϕ‖∞.
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No todos los funcionales lineales y continuos son de la forma
〈f, ϕ〉 =
∫ b
a
g(x)ϕ(x)dx.
Por ejemplo, la “funcio´n” δ de Dirac definida en R con las siguientes propiedades:
1. δ(x) = 0 para x 6= 0.
2.
∫∞
−∞ δ(x)dx = 1.
3. Para cada ϕ ∈ C(R) se tiene ∫∞−∞ δ(x)ϕ(x)dx = ϕ(0).
Desde el punto de vista del “rigor”matema´tico esto carece de sentido. No es posible
construir una funcio´n en el sentido ordinario que tenga esas propiedades. Sin embar-
go, Dirac observo´ que δ actuaba como un operador en las funciones continuas ϕ. Es
decir, δ se puede definir de manera apropiada como un funcional lineal y continuo
en el espacio de las funciones continuas C(−a, a), esto es,
δ : C(−a, a)→ R : ϕ 7→ 〈δ, ϕ〉 = ϕ(0).
Por tanto, δ actu´a sobre funciones continuas de tal manera que produce un valor
de la funcio´n en cero. El acotamiento de δ es inmediato,
|〈δ, ϕ〉| = |ϕ(0)| ≤ sup
−a<x<a
|ϕ(x)| = ‖ϕ‖∞.
1.2. Introduccio´n a la teor´ıa de distribuciones
En esta seccio´n recogemos algunos resultados ba´sicos sobre distribuciones. La teor´ıa
de distribuciones libera al ca´lculo diferencial de ciertas dificultades que provienen
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de la no diferenciabilidad de ciertas funciones. Este hecho extiende el ca´lculo a una
clase de objetos que se llaman distribuciones o funciones generalizadas.
Sea Ω un abierto de Rn, el espacio de las funciones C∞ y de soporte compacto
contenido en Ω, lo denotaremos como C∞0 (Ω), esto es,
C∞0 (Ω) = {ϕ ∈ C∞(Ω) : sopϕ es un compacto contenido en Ω},
donde sopϕ = {x ∈ Ω : ϕ(x) 6= 0}. Es usual denotar este espacio D(Ω) y se llama
el espacio de las funciones de prueba. Si K es un compacto contenido en Ω entonces
DK(Ω) = {ϕ ∈ C∞(Ω) : sopϕ ⊂ K}.
Ejemplo 1.2.1. Una funcio´n t´ıpica de D(Ω) es
ϕ(x) =

0 si |x| ≥ 1
k exp( 1|x|2−1) si |x| < 1,
donde x = (x1, . . . , xn) ∈ Rn y |x| =
√
x21 + · · ·+ x2n, la constante k se escoge de
tal forma que
∫
Rn ϕ(x)dx = 1; ϕ ∈ C∞(Rn) y su soporte es la bola unitaria en Rn,
es decir, sopϕ = B1(0).
Un multi-´ındice α = (α1, . . . , αn) es una n−tupla de enteros no negativos αi ≥ 0,
|α| = α1 + · · ·+αn es el orden del multi-´ındice; α! = α1!α2! · · ·αn!. Adema´s, si β es
un multi-´ındice, α + β = (α1 + β1, . . . , αn + βn) y α ≥ β si y so´lo si αi ≥ βi para
i = 1, 2, . . . n.
Si x = (x1, . . . , xn) ∈ Rn y α = (α1, . . . , αn) es un multi-´ındice, entonces definimos
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xα = xα11 x
α2
2 · · ·xαnn y
∂αu :=
∂|α|u
∂xα11 . . . ∂x
αn
n
,
Por ejemplo, si α = (1, 0, 3), |α| = 4, u = u(x, y, z) entonces
∂αu :=
∂4u
∂x1∂y0∂z3
=
∂4u
∂x∂z3
.
Convergencia en D(Ω): Sea (ϕj)∞j=1 una sucesio´n de funciones enD(Ω), ϕj → ϕ ∈ D(Ω),
cuando j →∞ si
a) existe un compacto K ⊂ Ω tal que para cada j, sopϕj ⊂ K
b) ∂αϕj → ∂αϕ converge uniformemente en K, para cada α multi-´ındice.
La convergencia uniforme en K de la sucesio´n (∂αϕj)
∞
j=1 significa que
sup
x∈K
|(∂αϕj − ∂αϕ)(x)| → 0, cuando j →∞.
Como todos las ϕj y ϕ se anulan fuera deK, entonces supx∈Rn |(∂αϕj−∂αϕ)(x)| → 0.
Una aplicacio´n f es continua en D(Ω), si para cada sucesio´n (ϕj)∞1 con l´ımite ϕ, se
tiene 〈f, ϕj〉 → 〈f, ϕ〉, cuando j →∞.
Definicio´n 1.2.1. Sea Ω un abierto de Rn. Una distribucio´n es un funcional lineal
y continuo sobre D(Ω).
En otras palabras, la aplicacio´n T : D(Ω) → C es una distribucio´n si T es lineal
y, para cada compacto K ⊂ Ω, existe una constante CK > 0 y un entero no
negativo m (depende de K) tal que |〈T, ϕ〉| ≤ CK
∑
|α|≤m supx∈K |∂αϕ(x)|, para
cada ϕ ∈ DK(Ω) y para cada multi-´ındice α.
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El espacio de todas las distribuciones se denota por D′(Ω), el dual topolo´gico de
D(Ω), es decir, D′(Ω) = L(D(Ω),C).
Si el entero m se puede escoger independiente del compacto K, la distribucio´n se
llama de orden finito en Ω y al menor entero m se le llama el orden de la distribucio´n.
Ejemplo 1.2.2. Sea f una funcio´n localmente integrable en Ω, es decir, f es medible
Lebesgue y en todo compacto K ⊂ Ω se tiene ∫
K
|f(x)|dx < ∞. Le asociamos a f
una aplicacio´n Tf : D(Ω)→ R definida por
〈Tf , ϕ〉 =
∫
Ω
f(x)ϕ(x)dx,
para cada ϕ ∈ D(Ω). Tf esta´ bien definida, pues para cada ϕ ∈ D(Ω) tenemos∫
Ω
|f(x)ϕ(x)|dx =
∫
K
|f(x)||ϕ(x)|dx ≤M
∫
K
|f(x)|dx <∞,
donde M = ma´xx∈K |ϕ(x)|. Tf es una distribucio´n de orden cero. En efecto,
a) Tf es claramente lineal.
b) Si K es un compacto de Ω y ϕ ∈ DK(Ω) entonces
|〈Tf , ϕ〉| ≤
∫
Ω
|f(x)||ϕ(x)|dx ≤ ma´x
x∈K
|ϕ(x)|
∫
K
|f(x)|dx
= CK ma´x
x∈K
|ϕ(x)|,
donde CK =
∫
K
|f(x)|dx. Aca´ m = 0 (independiente de K), luego Tf ∈ D′(Ω) y es
de orden cero.
Tf se dice que es una distribucio´n que se representa por f . Cuando una distribu-
cio´n se representa por una funcio´n localmente integrable, se llama una distribucio´n
regular. En caso contrario, se llama una distribucio´n singular.
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Ejemplo 1.2.3. La aplicacio´n δx : D(Rn) → R definida por 〈δx, ϕ〉 = ϕ(x), para
cada ϕ ∈ D(Rn) y cada x ∈ Rn, es una distribucio´n singular de orden cero. En efecto,
la linealidad es obvia, puesto que para todo a, b ∈ R y para cada ϕ, ψ ∈ D(Rn) se
tiene 〈δx, aϕ + bψ〉 = (aϕ + bψ)(x) = aϕ(x) + bψ(x) = a〈δx, ϕ〉 + b〈δx, ψ〉. Si K
es un compacto de Rn y ϕ ∈ D(Rn) entonces |〈δx, ϕ〉| = |ϕ(x)| ≤ ma´xx∈K |ϕ(x)|,
aca´ CK = 1 y m = 0.
Presentamos tres importantes propiedades de las distribuciones, multiplicacio´n de
una funcio´n por una distribucio´n, derivacio´n y convolucio´n.
1. Multiplicacio´n de una funcio´n u ∈ C∞(Ω) por una distribucio´n T : Para cada
ϕ ∈ D(Ω) se define uT por 〈uT, ϕ〉 = 〈T, uϕ〉, uT esta´ bien definida ya que si
ϕ ∈ D(Ω) y u ∈ C∞(Ω) entonces uϕ ∈ D(Ω).
2. Derivada de una distribucio´n: Si α es un multi-´ındice y T ∈ D′(Ω) se define
la derivada de T para cada ϕ ∈ D(Ω) por 〈∂αT, ϕ〉 = (−1)|α|〈T, ∂αϕ〉.
Ejemplo 1.2.4. La funcio´n escalo´n unitario o de Heaviside H(x) definida en
R por
H(x) =

0, x < 0
1, x ≥ 0,
es una distribucio´n regular representada por TH = H que satisface
〈H,ϕ〉 =
∫
R
H(x)ϕ(x)dx =
∫ ∞
0
ϕ(x)dx,
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para cada ϕ ∈ D(R). Su derivada en el sentido de las distribuciones es: H ′ = δ.
En efecto,
〈H ′, ϕ〉 = −
∫
R
H(x)ϕ′(x)dx = −
∫ ∞
0
ϕ′(x)dx = ϕ(0) = 〈δ, ϕ〉.
3. Convolucio´n de una funcio´n y una distribucio´n: Primero recordemos la convo-
lucio´n de funciones. Sean f , g funciones continuas en Rn y una de ellas tiene
soporte compacto, su convolucio´n h = f ∗ g se define por
h(x) =
∫
Rn
f(x− y)g(y)dy =
∫
Rn
(τxf˜)(y)g(y)dy,
donde (τxf)(y) = f(y − x) y f˜(x) = f(−x).
En consecuencia, se justifica definir la convolucio´n T ∗ ϕ de una distribucio´n
T y una funcio´n ϕ ∈ D(Rn) como la funcio´n dada por (T ∗ ϕ)(x) := 〈T, τxϕ˜〉.
Se puede probar que T ∗ ϕ ∈ C∞(Rn).
No´tese que (δ ∗ ϕ)(x) = 〈δ, τxϕ˜〉 = (τxϕ˜)(0) = ϕ(x). Luego δ ∗ ϕ = ϕ.
Con el propo´sito de extender la transformada de Fourier a las distribuciones, defi-
namos primero las funciones de decrecimiento ra´pido.
Definicio´n 1.2.2. Una funcio´n ϕ ∈ C∞(Rn) es de decrecimiento ra´pido si para
cada α y β multi-´ındices, existe una constante positiva M tal que
∣∣xα∂βϕ(x)∣∣ ≤M,
para cada x ∈ Rn.
El conjunto de todas las funciones de decrecimiento ra´pido forma un espacio vecto-
rial real (o complejo) y lo denotamos por S(Rn).
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Convergencia en S(Rn): Una sucesio´n (ϕj) converge a 0 en S(Rn) si y so´lo si
xα∂βϕj(x) −→ 0 uniformemente en Rn cuando j →∞.
El dual topolo´gico S ′(Rn) := L(S(Rn),C) se llama espacio de las distribuciones
temperadas.
El funcional lineal T : S(Rn)→ C es continuo si para cada sucesio´n (ϕj)∞j tal que
ϕj → ϕ en S(Rn) se tiene 〈T, ϕj〉 → 〈T, ϕ〉 para cada ϕ ∈ S(Rn).
1.3. Transformada de Fourier
En esta seccio´n se recordara´ la definicio´n y algunas propiedades importantes de la
transformada de Fourier.
Definicio´n 1.3.1. Sea f ∈ L1(R) y ω ∈ R. La transformada de Fourier de f en ω
se define por fˆ(ω) :=
∫
R f(t)e
−iωtdt.
Como
∫
R |f(t)||e−itω|dt =
∫
R |f(t)|dt = ‖f‖L1 <∞ se tiene que la transformada de
Fourier esta´ bien definida. La aplicacio´n f 7→ fˆ se llama transformacio´n de Fourier
y se denota por F (F(f) = fˆ). La funcio´n fˆ es continua y tiende a cero cuando
|ω| → ∞ (Lema de Riemann-Lebesgue). Es claro que F(a f+b g) = aF(f)+bF(g),
para cada a, b ∈ R.
En general fˆ no es una funcio´n integrable, por ejemplo, sea
f(t) =

1, |t| < 1;
0, |t| > 1.
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Entonces
fˆ(ω) =
∫ 1
−1
e−itωdt =
[
e−iω − eiω
−iω
]
=
2 senω
ω
6∈ L1(R).
Si fˆ(ω) es integrable, entonces existe una versio´n continua de f y se puede obtener
la fo´rmula de inversio´n de Fourier
f(t) = F−1(fˆ(ω)) = 1
2pi
∫
R
fˆ(ω)eiωtdω. (1.3.1)
La siguiente proposicio´n recoge algunas propiedades fundamentales de la transfor-
mada de Fourier.
Proposicio´n 1.3.1. Sean f , g ∈ L1(R), entonces
1. (̂Txf)(ω) = e
−iωxfˆ(ω), donde (Taf)(t) = f(t− a).
2. (Txfˆ)(ω) = ̂(eix(·)f)(ω)
3. f̂ ∗ g = fˆ gˆ
4. Si  > 0 y g(t) = g( t) entonces gˆ(ω) = 
−1gˆ(ω/).
Demostracio´n. Ve´ase por ejemplo, [22] o [51]
Otro resultado u´til es el siguiente: Si f, g ∈ L1(R) ∩ L2(R), entonces
‖f‖22 =
1
2pi
∫
R
|fˆ(ω)|2dω (fo´rmula de Plancherel) (1.3.2)
〈f, g〉2 = 1
2pi
∫
R
fˆ(ω)gˆ(ω)dω (fo´rmula de Parseval). (1.3.3)
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Por extensio´n, la transformada de Fourier se puede definir para cualquier f ∈ L2(R).
En virtud a que el espacio L1(R) ∩ L2(R) es denso en L2(R). Luego, por isometr´ıa
(excepto por el factor 1/2pi) se define fˆ para cualquier f ∈ L2(R), y las fo´rmulas
(1.3.2) y (1.3.3) permanecen va´lidas para todo f, g ∈ L2(R).
Si f es tal que
∫
R |t|k|f(t)|dt <∞, para algu´n entero k ≥ 1, entonces
dk
dωk
fˆ(ω) =
∫
R
(−it)ke−iωtf(t)dt. (1.3.4)
Rec´ıprocamente, si
∫
R |ω|k|fˆ(ω)|dω <∞, entonces
(iω)kfˆ(ω) = F(f (k))(ω). (1.3.5)
1.3.1. Serie de Fourier
Sea f una funcio´n 2pi−perio´dica en R. Se escribira´ f ∈ Lp(0, 2pi) si f(t)χ[0,2pi](t) ∈
Lp(0, 2pi), con p ≥ 1. Cualquier funcio´n f , 2pi−perio´dica en R, tal que f ∈ L2(0, 2pi),
se puede representar por una serie de Fourier convergente, f(t) =
∑
n cne
int en
L2(0, 2pi), donde los coeficientes de Fourier son dados por
cn =
1
2pi
∫ 2pi
0
f(t)e−intdt.
Se puede verificar que si f ∈ L1(R), entonces la serie, fo´rmula de sumacio´n de
Poisson,
S(t) =
∞∑
k=−∞
f(t+ 2kpi) =
1
2pi
∞∑
n=−∞
fˆ(n)eint (1.3.6)
converge casi para todo t y pertenece a L1(0, 2pi). Adema´s, los coeficientes de Fourier
de S(t) esta´n dados por ck =
1
2pi
fˆ(k) = F−1(f)(−k). En efecto, para ver la expresio´n
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(1.3.6), basta probar que ∫ 2pi
0
∑
k
∣∣f(t+ 2kpi)∣∣dt <∞.
Para la segunda parte se calculan los coeficientes de Fourier de S(t), que son los
valores de la transformada de Fourier de f en los enteros. Esto es, sea
h(t) =
∞∑
k=−∞
f(t+ 2kpi),
entonces h es 2pi−perio´dica y adema´s, sus coeficientes de Fourier son
hˆn =
1
2pi
∫ 2pi
0
h(t)e−intdt =
1
2pi
∫ 2pi
0
[ ∞∑
k=−∞
f(t+ 2kpi)
]
e−intdt
=
∞∑
k=−∞
1
2pi
∫ 2pi
0
f(t+ 2kpi)e−intdt
=
∞∑
k=−∞
1
2pi
∫ 2pi(k+1)
2pik
f(z)e−in(z−2kpi)dz
=
1
2pi
∫ ∞
−∞
f(z)e−inzdz =
1
2pi
fˆ(n).
Como consecuencia de la fo´rmula de sumacio´n de Poisson tenemos
∞∑
k=−∞
fˆ(ω + 2kpi) =
1
2pi
∞∑
n=−∞
f(n)e−inω (1.3.7)
donde f es una funcio´n tal que fˆ ∈ L1(R), continua, y
∑∞
n=−∞ f(n) converge
absolutamente.
1.4. Transformada discreta de Fourier (DFT)
Sea SN el conjunto de sucesiones perio´dicas de nu´meros complejos, con per´ıodo
fundamental N , cada elemento x = {xn}∞n=−∞ en SN puede ser considerado como
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una sen˜al perio´dica x[n] = xn definida para valores discretos de tiempo, donde x[n]
es el valor de la sen˜al en el momento t = tn. Una sucesio´n xn es perio´dica con
per´ıodo fundamental N , si xn+N = xn para todo entero n.
Si x = {xn}∞n=−∞ ∈ SN y y = {yn}∞n=−∞ ∈ SN definimos la suma de x y y como
x+y y el producto por escalar como c x, en donde (x+ y)n = xn+yn y (c x)n = c xn
para todo n ∈ Z y c ∈ C. El conjunto SN forma un espacio vectorial bajo estas
operaciones.
Sea x = {xn}∞n=−∞ ∈ SN , la Transformada Discreta de Fourier (DFT) de x es la
sucesio´n (FN {x})k = xˆk donde
xˆk =
N−1∑
n=0
x[n] e−
i2pikn
N
Si consideramos a x como la sen˜al x[n] = xn, la DFT de x[n] se representa
x(k) = F [x[n]]. Hay que resaltar que la DFT de x tambie´n es perio´dica con per´ıodo
fundamental N , por lo tanto xˆk ∈ SN , y FN es un operador lineal de SN en SN .
Sea x = {xk}∞k=−∞ ∈ SN y FN (x) = xˆ donde
xˆk =
N−1∑
n=0
x[n] e−
i2pikn
N
entonces x = F−1 (xˆ) se denomina la Transformada Discreta Inversa de Fourier
(IDFT) y esta´ definida por
xn =
1
N
N−1∑
k=0
x(k) e
i2pikn
N
La Transformada Discreta de Fourier cumple las siguientes propiedades:
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Translaciones: Si x ∈ SN y zn = xn−j para todo n ∈ Z con j ∈ Z, entonces
FN {z}k = e−
i2pijk
N FN {x}k.
Convolucio´n: Si x ∈ SN y h ∈ SN la sucesio´n y = (x ∗ h)n =
∑N−1
j=0 xjhn−j
tambie´n pertenece a SN , se denomina la “convolucio´n” de las sucesiones
x y h y FN {x ∗ h}k = FN {x}k FN {h}k.
1.4.1. Transformada Ra´pida de Fourier (FFT)
Utilizando la notacio´n de sen˜ales y de acuerdo con la definicio´n de la DFT, podemos
descomponer la suma de la siguiente manera, si N es una potencia de 2.
x(k) =
N−1∑
n=0
x[n] e−
i2pikn
N =
∑
n pares
x[n] e−
i2pikn
N +
∑
n impares
x[n] e−
i2pikn
N
x(k) =
N
2
−1∑
r=0
x[2r] e−
i2pik(2r)
N +
N
2
−1∑
r=0
x[2r + 1] e−
i2pik(2r+1)
N
si hacemos g [n] = x [2n] y h [n] = x [2n+ 1]
x(k) =
N
2
−1∑
n=0
g[n] e−
i2pik(2n)
N +
N
2
−1∑
n=0
h[n] e−
i2pik(2n+1)
N
x(k) =
N
2
−1∑
n=0
g[n] e
− i2piknN
2 +
N
2
−1∑
n=0
h[n] e
− i2piknN
2 e−
i2pik
N
y haciendo WN = e
− i2pi
N tendremos que x(k) =
N−1∑
n=0
x[n]W knN
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yx(k) =
N
2
−1∑
n=0
g[n]W knN
2
+
N
2
−1∑
n=0
h[n]W knN
2
W kN
sean g(k) =
∑N
2
−1
n=0 g[n]W
kn
N
2
y h(k) =
∑N
2
−1
n=0 h[n]W
kn
N
2
entonces
x(k) = g(k) + h(k)W kN
donde g(k) y h(k) son perio´dicas con per´ıodo fundamental N
2
y son las DFT de g[n]
y h[n], que tambie´n son perio´dicas con per´ıodo fundamental N
2
. Por lo tanto para
0 ≤ k ≤ N
2
−1 podemos escribir x(k) = g(k)+h(k)W kN y para los valores de k tales
que N
2
≤ k ≤ N − 1 e´stos se pueden expresar como k = m+ N
2
con 0 ≤ m ≤ N
2
− 1
entonces x(m+ N
2
) = g(m+ N
2
) + h(m+ N
2
)W
m+N
2
N = g(m) + h(m)W
m+N
2
N .
De manera similar g(k) y h(k) se pueden expresar como
g(k) = p(k) + q(k)W kN
2
y h(k) = r(k) + s(k)W kN
2
donde p(k) , q(k) , r(k) y s(k), son las DFT con per´ıodo fundamental N
4
de las
sen˜ales p[n] , q[n] ,r[n] y s[n] con el mismo per´ıodo, y tales que p[n] = g[2n] = x[4n],
q[n] = g[2n+ 1] = x[4n+ 2], r[n] = h[2n] = x[4n+ 1] y s[n] = h[2n+ 1] = x[4n+ 3].
Si N es una potencia de 2, siguiendo este procedimiento podemos hallar los valores
de x(k) a partir de los de x[n], como en la definicio´n, pero realizando menos operacio-
nes, lo que hace este me´todo ma´s eficiente desde del punto de vista computacional.
De acuerdo con Boggess [7], si N = 2L, para hallar x(k) = F [x [n]] aplicando la
definicio´n se requieren N2 multiplicaciones, mientras que aplicando la FFT se quie-
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ren aproximadamente L 2L−1. Para N = 23, aplicando la definicio´n se requieren 64
multiplicaciones mientras que aplicando la FFT se requieren 12.
1.5. La transformada de Radon
Para propo´sitos de este trabajo definiremos la transformada de Radon para fun-
ciones en R2, con la natural extensio´n a funciones de Rn, pero en algunos casos
consideraremos funciones definidas en otros espacios, como S(Rn) o D(Rn), ve´ase
por ejemplo, Helgason [24] o Natterer [42].
Sea f una funcio´n definida en un dominio D ⊂ R2. La aplicacio´n definida por
la integral de l´ınea de f a lo largo de todas las rectas L en el plano, se llama
la transformada de Radon de f , siempre que la integral exista. De manera ma´s
concreta,
Rf(ω, p) :=
∫
x·ω=p
f(x1, x2)ds,
donde ds es la longitud de arco Eucl´ıdea. Tambie´n denotaremos la transformada
de Radon por Rωf(p). Si ahora introducimos un nuevo sistema de coordenadas por
una rotacio´n de ejes por el a´ngulo θ, esto es,
x1
x2
 =
cos θ − sen θ
sen θ cos θ

p
t
 tenemos
que x1 = p cos θ − t sen θ y x2 = p sen θ + t cos θ, considerando a t como para´metro
real se tiene
ds =
√(dx1
dt
)2
+
(dx2
dt
)2
dt =
√
(− sen θ)2 + (cos θ)2dt = dt.
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Por tanto,
Rf(ω, p) =
∫ ∞
−∞
f(p cos θ − t sen θ, p sen θ + t cos θ)dt =
∫ ∞
−∞
f
(
p ω + tω⊥
)
dt,
donde ω⊥ = (− sen θ, cos θ).
La aplicacio´n f 7→ Rf se llama la transformacio´n de Radon. Claramente Rf es
una funcio´n definida en S1 × R, es decir, la familia de todas las rectas en R2, con
la obvia condicio´n de compatibilidad Rf(−ω,−p) = Rf(ω, p). Aca´ S1 es la esfera
unitaria en R2, es decir, el c´ırculo unitario.
Si consideramos la distribucio´n δ de Dirac, δ(p− x · ω), que tiene su soporte en la
recta x · ω = p, con el abuso usual del lenguaje, tenemos la extensio´n a todo R2
Rf(ω, p) =
∫
R2
f(x)δ(p− x · ω)dx = 〈δ(p− x · ω), f(x)〉.
Para simplificar, escribiremos en varias ocasiones
∫
f(x)δ(p− x · ω)dx, en lugar de∫
R2 f(x)δ(p− x · ω)dx.
Como la distribucio´n δ es homoge´nea de grado −1, entonces la transformada de
Radon tambie´n lo es. En efecto, para t 6= 0 tenemos
Rf(tξ, tp) =
∫
R2
f(x)δ(tp− tx · ξ)dx
= |t|−1
∫
R2
f(x)δ(p− x · ξ)dx = |t|−1Rf(ξ, p).
Observe que si t = −1, se tiene Rf(−ξ,−p) = Rf(ξ, p). Tambie´n tenemos que si
λ = tξ y |λ| = t > 0, entonces
Rf(λ, p) = Rf(tξ, p) = |t|−1Rf(ξ, p/t) = 1|λ|Rf
( λ
|λ| ,
p
|λ|
)
.
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Calculemos la derivada de la transformada de Radon. Si ξ = (ξ1, ξ2) entonces
∂
∂ξj
Rf(ξ, p) =
∫
f(x)
∂
∂ξj
δ(p− x · ξ)dx, j = 1, 2
pero
∂
∂ξj
δ(p− x · ξ) = −xjδ′(p− x · ξ) y ∂
∂p
δ(p− x · ξ) = δ′(p− x · ξ).
Por lo tanto,
∂
∂ξj
Rf(ξ, p) = −
∫
f(x)xjδ
′(p− x · ξ)dx = − ∂
∂p
∫
f(x)xjδ(p− x · ξ)dx
= − ∂
∂p
[
R(xjf)(ξ, p)
]
.
De otro lado, la transformada de Radon de la derivada se puede obtener as´ı,
Rξ
( ∂
∂xj
f
)
(p) =
∫
∂f
∂xj
(x)δ(p− x · ξ)dx = ξj
∫
f(x)δ′(p− x · ξ)dx
= ξj
∂
∂p
(Rξf)(p).
Aplicando estos hechos al Laplaciano ∆ =
∂2
∂x21
+
∂2
∂x22
tenemos
Rξ(∆f)(p) =
(
ξ21 + ξ
2
2
) ∂2
∂p2
(Rξf)(p).
Cuando ξ se restringe a un elemento ω ∈ S1, entonces
(R∆f)(ω, p) = ∂
2
∂p2
Rf(ω, p).
Esto significa que R relaciona a ∆ y ∂2
∂p2
cuando los argumentos esta´n restringidos
a S1 × R.
Recordemos que τa denota la translacio´n por a, es decir, τaf(x) = f(x − a), luego
R(τaf)(ω, p) = R[f(x− a)](ω, p) = Rωf(p− ω · a) = τω·aRf(p).
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Una propiedad u´til e interesante en esta teor´ıa, es la transformada de Radon de la
convolucio´n de las funciones f y g. Esto es, Rω(f ∗ g) = Rωf ∗ Rωg, es decir, la
transformada de Radon de la convolucio´n, es la convolucio´n de las transformadas
de Radon. En efecto, sean f y g funciones en S(R2), entonces
Rω(f ∗ g)(p) =
∫
(f ∗ g)(x)δ(p− x · ω)dx
=
∫ [∫
f(z)g(x− z)dz
]
δ(p− x · ω)dx.
Haciendo el cambio de variable y = x− z y aplicando el teorema de Fubini se tiene
Rω(f ∗ g)(p) =
∫
f(z)dz
∫
g(y)δ
(
(p− z · ω)− y · ω)dy
=
∫
f(z)Rg(ω, p− z · ω)dz
=
∫
f(z)dz
∫ ∞
−∞
Rg(ω, p− v)δ(v − z · ω)dv
=
∫ ∞
−∞
Rg(ω, p− v)dv
∫
f(z)δ(v − z · ω)dz
=
∫ ∞
−∞
Rωg(p− v)Rωf(v)dv =
(Rωf ∗ Rωg)(p)
luego Rω(f ∗ g) = Rωf ∗ Rωg.
No´tese la diferencia con la transformada de Fourier, en donde la transformada de
Fourier de la convolucio´n, es el producto de las transformadas de Fourier.
La transformada inversa de Radon no so´lo es de intere´s para desarrollar algoritmos
de reconstruccio´n, sino que tambie´n es u´til en el estudio local de la dependencia
de los datos. Existen varios me´todos para obtener la inversa de Radon, ve´ase por
ejemplo, Deans [15], Natterer [42] o Ramm y Katsevich [47]. Por motivos de com-
pletitud, haremos una corta descripcio´n sobre la inversa siguiendo el trabajo de
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Natterer.
El operador lineal potencial de Riesz, Iα, es importante en la obtencio´n de la trans-
formada inversa de Radon. Este operador se define por la expresio´n
Îαf(ξ) = |ξ|−αfˆ(ξ), para α < n.
La transformada inversa de Radon para una funcio´n f ∈ S(Rn), esta´ dada por
f =
1
2
(2pi)1−nI−αR#Iα−n+1g, α < n
donde g = Rf y R#h(x) = ∫
Sn−1 h(ω, x · ω)dx.
En efecto, al aplicar la transformada inversa de Fourier tenemos
Iαf(x) = (2pi)−n/2
∫
Rn
eix·ξ|ξ|−αfˆ(ξ)dξ.
Al introducir coordenadas polares hiperesfe´ricas ξ = rω obtenemos
Iαf(x) = (2pi)−n/2
∫
Sn−1
∫ ∞
0
eirx·ω|r|n−1−αfˆ(rω)drdω. (1.5.1)
Como f ∈ S(Rn), entonces fˆ(rω) = (2pi)−(n−1)/2R̂f(ω, r) (ve´ase [42, Theorem 1.1]).
Sustituyendo fˆ(rω) en (1.5.1) se obtiene
Iαf(x) = (2pi)−n+1/2
∫
Sn−1
∫ ∞
0
eirx·ω|r|n−1−αR̂f(ω, r)drdω.
Al remplazar ω por−ω y r por−r y teniendo en cuenta queRf(ω, r) = Rf(−ω,−r),
se obtiene la misma expresio´n con intervalo de integracio´n (−∞, 0), en lugar de
(0,∞),
Iαf(x) = (2pi)−n+1/2
∫
Sn−1
∫ 0
−∞
eirx·ω|r|n−1−αR̂f(ω, r)drdω.
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Al sumar miembro a miembro estas fo´rmulas se obtiene
Iαf(x) =
1
2
(2pi)−n+1/2
∫
Sn−1
∫ ∞
−∞
eirx·ω|r|n−1−αR̂f(ω, r)drdω.
Esta expresio´n se puede escribir como
Iαf(x) =
1
2
(2pi)−n+1
∫
Sn−1
(2pi)−1/2
∫ ∞
−∞
eirx·ω|r|−(α+1−n)R̂f(ω, r)drdω.
Observe que la integral interna se puede expresar en te´rminos del potencial de Riesz
Iαf(x) =
1
2
(2pi)−n+1
∫
Sn−1
Iα+1−nRf(ω, x · ω)dω
=
1
2
(2pi)−n+1R#Iα+1−nRf(x)
al aplicar I−α se obtiene f = 1
2
(2pi)1−nI−αR#Iα+1−nRf .
Nota 1.5.1. En Rn con n > 3, las coordenadas polares hiperesfe´ricas (r, θ1, . . . , θn−2, ϕ)
se definen por
x1 = r cos θ1
x2 = r sen θ1 cos θ2
x3 = r sen θ1 sen θ2 cos θ3
...
xn−2 = r sen θ1 sen θ2 . . . sen θn−3 cos θn−2
xn−1 = r sen θ1 sen θ2 . . . sen θn−2 cosϕ
xn = r sen θ1 sen θ2 . . . sen θn−2 senϕ
donde r ≥ 0, 0 ≤ θj ≤ pi, 0 ≤ ϕ < 2pi.
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El elemento de superficie sobre la esfera unitaria es
dω = (sen θ1)
n−2(sen θ2)n−3 . . . (sen θn−2)dθ1 . . . dθn−2dϕ.
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CAP´ITULO 2
Introduccio´n a las wavelets
2.1. Introduccio´n
El origen de la descomposicio´n de una sen˜al en wavelets esta´ en la necesidad de
conocer las caracter´ısticas y particularidades de la sen˜al en diferentes instantes de
tiempo. La principal virtud de las wavelets es que permite modelar procesos que
dependen fuertemente del tiempo y para los cuales su comportamiento no tiene
porque´ ser suave [1], [10], [13], [25], [40], [58], [59]. Una de las ventajas de las
wavelets frente a los me´todos cla´sicos, como la transformada de Fourier, es que
en el segundo caso se maneja una base de funciones bien localizada en frecuencia
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pero no en tiempo, esto es, el ana´lisis en frecuencia obtenido del ana´lisis de Fourier
es insensible a perturbaciones que supongan variaciones instanta´neas y puntuales
de la sen˜al como picos debidos a conmutaciones o variaciones muy lentas como
tendencias. En otras palabras, si f es una sen˜al (f es una funcio´n definida en todo
R y tiene energ´ıa finita
∫∞
−∞ |f(t)|2dt). La transformada de Fourier fˆ(ω) proporciona
la informacio´n global de la sen˜al en el tiempo localizada en frecuencia. Sin embargo,
fˆ(ω) no particulariza la informacio´n para intervalos de tiempo espec´ıficos, ya que
fˆ(ω) =
∫ ∞
−∞
f(t)e−iω tdt
y la integracio´n es sobre todo tiempo (ve´ase p.e. [7], [21], [44]). As´ı, la imagen obteni-
da no contiene informacio´n sobre tiempos espec´ıficos, sino que so´lo permite calcular
el espectro de amplitud total |fˆ(ω)|, mientras que la mayor´ıa de las wavelets in-
teresantes presentan una buena localizacio´n en tiempo y en frecuencia, disponiendo
incluso de bases de wavelets con soporte compacto [13], [39], [40], [57].
En este cap´ıtulo se presenta una introduccio´n a la teor´ıa wavelets, en particular se
estudiara´ la transformada wavelet y el ana´lisis multirresolucio´n en L2(R). Con este
concepto se ilustra como construir otras bases wavelets, y adema´s, permite analizar
funciones (sen˜ales) en L2(R) en varias escalas (niveles de resolucio´n) [8], [10], [13],
[56]. Para ello, se utiliza versiones escaladas de un conjunto ortonormal en L2(R).
Para tal descomposicio´n de una funcio´n f ∈ L2(R), so´lo se necesitan los coeficientes
de la expansio´n de f en dicho conjunto ortonormal.
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2.2. Transformadas wavelets
El ana´lisis wavelets es un me´todo de descomposicio´n de una funcio´n o sen˜al usando
funciones especiales, las wavelets. La descomposicio´n es similar a la de la trans-
formada de Fourier, donde una sen˜al f(t) se descompone en una suma infinita de
armo´nicos eiωt de frecuencias ω ∈ R, cuyas amplitudes son los valores de la trans-
formada de Fourier de f , fˆ(ω):
f(t) =
1
2pi
∫ ∞
−∞
fˆ(ω)eiω tdω, donde fˆ(ω) =
∫ ∞
−∞
f(t)e−iω tdt.
El ana´lisis de Fourier tiene el defecto de la no localidad: el comportamiento de una
funcio´n en un conjunto abierto, no importa cua´n pequen˜o, influye en el comporta-
miento global de la transformada de Fourier. No se captan los aspectos locales de la
sen˜al tales como cambios bruscos, saltos o picos, que se han de determinar a partir
de su reconstruccio´n.
2.2.1. Transformada wavelet continua
La teor´ıa wavelets se basa en la representacio´n de una funcio´n en te´rminos de una
familia biparame´trica de dilataciones y traslaciones de una funcio´n fija ψ, que se
llama la wavelet madre, en general no es senoidal. Esto es,
f(t) =
∫
R2
1√|a|ψ
(t− b
a
)
Wψf(a, b)dadb
en dondeWψf es una transformada de f definida adecuadamente. Tambie´n se tiene
de modo alterno un desarrollo en serie f(t) =
∑
j,k cj,k2
j/2ψ(2jt − k) en donde se
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suma sobre las dilataciones en progresio´n geome´trica. Para conservar la norma en
L2(R) de la wavelet madre ψ, se insertan los factores 1√|a| y 2
j/2, respectivamente.
Definicio´n 2.2.1. Una wavelet ψ es una funcio´n cuadrado integrable tal que la
siguiente condicio´n de admisibilidad se tiene
Cψ :=
∫
R
|ψˆ(ω)|2
|ω| dω <∞, (2.2.1)
donde ψˆ(ω) es la transformada de Fourier de ψ.
Observacio´n 2.2.1. Si adema´s ψ ∈ L1(R), entonces la condicio´n (2.2.1) implica
que
∫
R ψ(t)dt = 0. En efecto, por el Lema de Riemann-Lebesgue (ver p.e., [44]),
l´ımω→∞ ψˆ(ω) = 0 y la transformada de Fourier es continua, lo cual implica que
0 = ψˆ(0) =
∫
R ψ(t)dt.
Sea ψ ∈ L2(R). La funcio´n dilatada y trasladada se define por
ψa,b(t) :=
1√|a|ψ
(t− b
a
)
, a, b ∈ R, a 6= 0.
Esta funcio´n se obtiene a partir de ψ, primero por dilatacio´n en el factor a y, luego,
por traslacio´n en b. Es claro que ‖ψa,b‖2 = ‖ψ‖2.
Definicio´n 2.2.2. Para f, ψ ∈ L2(R), la expresio´n
Wψf(a, b) :=
∫
R
f(t)ψa,b(t)dt (2.2.2)
se llama la transformada wavelet de f .
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Por la desigualdad de Cauchy, se ve queWψf es una funcio´n acotada con
∣∣Wψf(a, b)∣∣ ≤
‖f‖2‖ψ‖2. Note tambie´n que Wψf(a, b) = 〈f, ψa,b〉L2(R) = 〈f, ψa,b〉.
La transformada wavelet Wψf de f puede ser descrita en te´rminos del producto
de convolucio´n. Recordemos que la convolucio´n de dos funciones f, g ∈ L2(R) se
define por (f ∗ g)(t) = ∫R f(t − z)g(z)dz. Observe que esta fo´rmula esta´ definida
para al menos todo t ∈ R, pero f ∗ g no necesariamente esta´ en L2(R). Usando
la notacio´n ψ˜(t) = ψ(−t), se tiene Wψf(a, b) = (f ∗ ψ˜a,0)(b). Note tambie´n que
ˆ˜ψa,b(ω) =
√|a| ˜ˆψ(aω)e−iω b. Estos hechos se aplicara´n en la prueba de la siguiente
proposicio´n, la cual establece la fo´rmula de Plancherel para la transformada wavelet.
Proposicio´n 2.2.1. Sea ψ ∈ L2(R) y satisface la condicio´n (2.2.1). Entonces para
cualquier f ∈ L2(R), las siguientes relaciones se tienen
1. Isometr´ıa:
∫
R |f(t)|2dt = 1Cψ
∫
R2
∣∣Wψf(a, b)∣∣2db daa2
2. Fo´rmula de inversio´n f(t) = 1
Cψ
∫
R2Wψf(a, b)ψa,b(t)db daa2
Demostracio´n. 1. Es fa´cil verificar que (f ∗ ψ˜a,0)(b) =
√|a|F−1{fˆ(ω) ˜ˆψ(aω)}. En
consecuencia,
∫
R2
∣∣Wψf(a, b)∣∣2db da
a2
=
∫
R
∫
R
∣∣(f ∗ ψ˜a,0)(b)∣∣2dbda
a2
=
∫
R
∫
R
|a|∣∣F−1(fˆ(·) ˜ˆψ(a ·))(ω)∣∣2dωda
a2
=
∫
R
∫
R
∣∣fˆ(ω)∣∣2∣∣ψˆ(aω)∣∣2dωda|a|
=
∫
R
∣∣fˆ(ω)∣∣2 [∫
R
∣∣ψˆ(aω)∣∣2 da|a|
]
dω
= Cψ
∫
R
∣∣fˆ(ω)∣∣2dω = Cψ‖f‖22.
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Observe que se utilizo´ el teorema de Fubini y la fo´rmula de Plancherel para la
transformada de Fourier.
2. Para simplificar los ca´lculos en la fo´rmula de inversio´n, suponga que f, fˆ ∈ L1(R).∫
R
Wψf(a, b)ψa,b(t)db =
√
|a|
∫
R
F−1
(
fˆ(·) ˜ˆψ(a ·)
)
(ω)ψa,b(t)dω
=
√
|a|
∫
R
fˆ(ω)
˜ˆ
ψ(aω)F−1(g)(ω)dω,
donde g(b) := ψa,b(t). Ahora, la transformada inversa de Fourier de g es
F−1(g)(ω) = 1
2pi
∫
R
g(b)eiω bdb =
1
2pi
√
|a|
∫
R
ψ(z)e−iaωzeiωtdz
=
1
2pi
√
|a|ψˆ(aω)eiωt.
Sustituyendo e integrando respecto a a−2da se obtiene
∫
R2
Wψf(a, b)ψa,b(t)dbda
a2
=
1
2pi
∫
R
|a|
[∫
R
fˆ(ω)
∣∣ψˆ(aω)∣∣2eiωtdω] da
a2
=
1
2pi
∫
R
fˆ(ω)
[∫
R
∣∣ψˆ(aω)∣∣2 da|a|
]
eiωtdω
= Cψ
1
2pi
∫
R
fˆ(ω)eiωtdω = Cψf(t).
Otro resultado de intere´s que se presentara´ en la siguiente proposicio´n, es la fo´rmula
de Parseval para la transformada wavelet.
Proposicio´n 2.2.2. Sea ψ ∈ L2(R) y satisface la condicio´n (2.2.1). Entonces para
cualquier f, g ∈ L2(R), se tienen
〈f, g〉L2(R) =
1
Cψ
∫
R2
Wψf(a, b)Wψg(a, b)dadb
a2
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Demostracio´n. Como (f ∗ ψ˜a,0)(b) =
√|a|F−1{fˆ(ω) ˜ˆψ(aω)} o de manera equivalen-
te, F(f ∗ ψ˜a,0)(ω) = √|a|fˆ(ω) ˜ˆψ(aω), entonces∫
R
Wψf(a, b)Wψg(a, b)db = |a|
∫
R
fˆ(ω)˜ˆg(ω)|ψˆ(aω)|2dω,
ahora, integrando respecto a a−2da se sigue∫
R2
Wψf(a, b)Wψg(a, b)dbda
a2
=
∫
R
|a|
[∫
R
fˆ(ω)˜ˆg(ω)
∣∣ψˆ(aω)∣∣2dω] da
a2
=
∫
R
fˆ(ω)˜ˆg(ω)
[∫
R
∣∣ψˆ(aω)∣∣2 da|a|
]
dω
= Cψ
∫
R
fˆ(ω)˜ˆg(ω)dω = Cψ〈fˆ , gˆ〉L2(R)
= Cψ〈f, g〉L2(R).
No´tese que se aplico´ el teorema de Fubini y la fo´rmula de Parseval para la trans-
formada de Fourier.
En la siguiente proposicio´n se listan algunas propiedades.
Proposicio´n 2.2.3. Sean ψ y ϕ wavelets y f, g ∈ L2(R). Entonces
1. Wψ(αf + βg)(a, b) = αWψf(a, b) + βWψg(a, b), α, β ∈ R.
2. Wαψ+βϕf(a, b) = α¯Wψf(a, b) + β¯Wϕf(a, b), α, β ∈ R.
3. Wψ(Tcf)(a, b) = Wψf(a, b − c), donde Tc es el operador traslacio´n definido
por Tcf(t) = f(t− c).
4. Wψ(Dcf)(a, b) =
√
cWψf(c a, c b), donde Dc es el operador dilatacio´n definido
por Dcf(t) =
√
cf(c t).
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2.2.2. Transformada wavelet discreta
La transformada wavelet continua introduce cierta redundancia, pues la sen˜al ori-
ginal se puede reconstruir completamente calculando Wψf(a, ·) para una cantidad
numerable de escalas, por ejemplo, potencias enteras de 2. Esto es, si se elige la
escala a = 2−j para cada j ∈ Z, y tambie´n se discretiza en el dominio del tiempo
en los puntos b = 2−jk, k ∈ Z, la familia de wavelets sera´ ahora dada por
ψ2−j ,2−jk(t) =
1√
2−j
ψ
(t− 2−jk
2−j
)
= 2j/2 ψ(2jt− k), ∀j, k ∈ Z.
Se utilizara´ la notacio´n ψjk para denotar la wavelet ψ comprimida 2
j y trasladada
el entero k, es decir, ψjk(t) = 2
j/2 ψ(2jt− k).
Con la eleccio´n de a = 2−j y b = 2−jk, observe que el muestreo en el tiempo se
ajusta proporcionalmente a la escala, es decir, a mayor escala se toma puntos ma´s
distantes, ya que se busca informacio´n global, mientras que a menor escala se buscan
detalles de la sen˜al, por tal motivo se muestrea en puntos menos distantes entre si.
Para otras elecciones de a y b se puede consultar [8, 9, 10].
Definicio´n 2.2.3. Una funcio´n ψ ∈ L2(R) es una wavelet si la familia de funciones
ψjk definidas por
ψjk(t) = 2
j/2 ψ(2jt− k), ∀j, k ∈ Z, (2.2.3)
es una base ortonormal en el espacio L2(R).
Una condicio´n suficiente para la reconstruccio´n de una sen˜al f es que la familia
de dilatadas y trasladadas ψjk forme una base ortonormal en el espacio L2(R), ver
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[13] y [25] para ma´s detalles. Si esto se tiene, cualquier funcio´n f ∈ L2(R) se puede
escribir como
f(t) =
∑
j,k
dj,kψjk(t) (2.2.4)
en virtud de (2.2.3) y teniendo en cuenta que f(t) =
∑
j,k dj,k2
j/2ψ(2jt− k), donde
dj,k = 〈f, ψ2−j ,2−jk〉 = Wψf(2−j, 2−jk). Por lo tanto, para cada f ∈ L2(R) los coe-
ficientes dj,k = 〈f, ψjk〉 =
∫
R 2
j/2f(t)ψ(2jt− k)dt se llama la transformada wavelet
discreta de f . En consecuencia, la expresio´n (2.2.4) se puede escribir en forma alter-
na como f(t) =
∑
j,k〈f(t), ψjk(t)〉ψjk(t). Esta serie se llama representacio´n wavelet
de f .
Un ejemplo cla´sico es la wavelet de Haar, la cual se define por
ψ(t) = χ[0, 1
2
) − χ[ 1
2
,1) =

1, 0 ≤ t < 1
2
;
−1, 1
2
≤ t < 1.
-
6
t
y
1 ◦
0
◦
1
•
•
−1 • ◦
...
...
...
...
1
2
...
...
Figura 2.2.1
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Observacio´n 2.2.2. 1) ψjk(t) es ma´s apropiada para representar detalles finos de
la sen˜al como oscilaciones ra´pidas. Los coeficientes wavelet dj,k miden la cantidad
de fluctuacio´n sobre el punto t = 2−jk con una frecuencia determinada por el ı´ndice
de dilatacio´n j.
2) Las wavelets gozan de la “propiedad zoom,” esto hace que las bases wavelet sean
excelentes detectores de singularidades, en otras palabras, las singularidades pro-
ducen coeficientes wavelet grandes.
3) La propiedad zoom es comu´n en todos los sistemas wavelet, constituye la mayor
diferencia con los sistemas de Fourier para la deteccio´n de singularidades. En pro-
blemas de teor´ıa de sen˜ales, las singularidades llevan informacio´n esencial como la
presencia de esquinas en las ima´genes. Esto hace de las bases wavelet una herra-
mienta muy u´til para el procesamiento de ima´genes, en detrimento del ana´lisis de
Fourier [8, 9, 39, 57].
4) Es interesante notar que dj,k = Wψf(2−j, 2−jk) es la transformada wavelet de
f en el punto (2−j, 2−jk). Estos coeficientes analizan la sen˜al mediante la wavelet
madre ψ.
2.3. Ana´lisis Multirresolucio´n
El sistema de Haar no es muy apropiado para aproximar funciones suaves. De hecho,
cualquier aproximacio´n de Haar es una funcio´n discontinua [13], [25]. Se puede
probar que si f es una funcio´n muy suave, los coeficientes de Haar decrecera´n muy
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lentamente. Por tanto se pretende construir wavelets que tengan mejor propiedades
de aproximacio´n, y una forma de hacerlo es a trave´s del ana´lisis multirresolucio´n
(AMR) [13], [36], [37], [39], [40].
Sea ϕ ∈ L2(R), la familia de trasladadas de ϕ, {ϕ0k, k ∈ Z} = {ϕ0k(· − k), k ∈ Z}
es un sistema ortonormal (con el producto interno de L2(R)). Aca´ y en lo que sigue
ϕjk(t) = 2
j/2ϕ(2jt − k) = D2jTkϕ(t), j ∈ Z, k ∈ Z, donde Daf(t) = a1/2f(a t) y
Taf(t) = f(t− a) son los operadores dilatacio´n y traslacio´n, respectivamente.
Se definen los espacios vectoriales
V0 =
{
f(t) =
∑
k
ckϕ(t− k) :
∑
k
|ck|2 <∞
}
,
V1 =
{
h(t) = f(2t) : f ∈ V0
}
,
...
Vj =
{
h(t) = f(2jt) : f ∈ V0
}
, j ∈ Z
= gen{ϕjk(t) = 2j/2ϕ(2jt− k) : k ∈ Z}.
Note que ϕ genera la sucesio´n de espacios {Vj, j ∈ Z}. Suponga que la funcio´n ϕ
se escoge de tal forma que los espacios este´n encajados Vj ⊂ Vj+1, j ∈ Z, y
⋃
j≥0 Vj
es denso en L2(R), estos dos hechos fundamentales hacen parte de la definicio´n de
ana´lisis multirresolucio´n.
Definicio´n 2.3.1. Un ana´lisis multirresolucio´n (AMR) en L2(R) es una sucesio´n
creciente de subespacios cerrados Vj, j ∈ Z, en L2(R),
· · · ⊂ V−2 ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ V2 ⊂ · · · tales que
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1.
⋃
j∈Z Vj es denso en L2(R),
2.
⋂
j∈Z Vj = {0},
3. f(t) ∈ Vj ⇔ f(2t) ∈ Vj+1, j ∈ Z,
4. f(t) ∈ V0 ⇔ f(t− k) ∈ V0, j ∈ Z,
5. Existe una funcio´n ϕ ∈ L2(R) tal que el conjunto de funciones {ϕ(t− k)}k∈Z
es una base ortonormal para V0.
La funcio´n ϕ se llama funcio´n de escala. En el espacio Vj+1 las funciones (sen˜ales)
se describen con ma´s detalle que en el espacio Vj, la resolucio´n es mejor en el
espacio “ma´s grande”. Esto es, las funciones en Vj+1 que no esta´n en Vj realzan
la resolucio´n [10], [39]. Es usual reunir estos “sintonizadores finos” en un nuevo
subespacio Wj = Vj+1 \ Vj. Sin embargo, la eleccio´n de estos subespacios no es
u´nica. Pero se puede escoger a Wj como el complemento ortogonal de Vj en Vj+1.
Es decir, Wj = Vj+1 ∩ V ⊥j , j ∈ Z, o de manera equivalente
Vj+1 = Vj ⊕Wj, j ∈ Z. (2.3.1)
Informalmente, esto quiere decir que si se tiene una funcio´n (sen˜al) f a resolucio´n
2j+1 y se proyecta a resolucio´n inferior 2j entonces
f = Pjf +
∑
k∈Z
〈f, ψjk〉ψjk,
aca´ Pj representa la proyeccio´n ortogonal en el espacio Vj donde se recoge la versio´n
“suavizada” de f y la diferencia f − Pjf representa el “detalle” de f , que esta´ en
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Wj y se expresa como
∑
k∈Z〈f, ψjk〉ψjk. Recuerde que
Pjf =
∑
k∈Z
〈f, ϕjk〉ϕjk, j ∈ Z.
En otras palabras, Wj contiene los detalles en Vj+1 que no se representan en Vj, y
cada funcio´n (sen˜al) en Wj es ortogonal a toda funcio´n en Vj (ver p.e., [7, 25, 56]).
El conjunto de funciones linealmente independientes ϕjk que generan a Vj son las
funciones de escala, mientras que el conjunto de funciones linealmente independien-
tes ψjk que generan a Wj son las wavelets.
Por definicio´n, el subespacio Wj es cerrado. Note tambie´n que si f ∈ V0, entonces
por 5 de la definicio´n anterior se tiene f(t) =
∑
k〈f, Tkϕ〉Tkϕ(t). Adema´s, por la
ortogonalidad de {Tkϕ(t)}k∈Z,
∑
k
∣∣〈f, Tkϕ〉∣∣2 = ‖f‖22.
Observe que al aplicar la descomposicio´n (2.3.1) en cada Vj se obtiene
VN = VN−1 ⊕WN−1 = VN−2 ⊕WN−2 ⊕WN−1
= · · · = V−N ⊕
( N−1⊕
j=−N
Wj
)
,
y cuando N →∞ se tiene
⋃
j∈Z
Vj =
⊕
j∈Z
Wj ⊕
⋂
j∈Z
Vj.
Usando las condiciones 1 y 2 de la definicio´n de AMR se obtiene
⊕
j∈ZWj = L2(R).
Por definicio´n, tambie´n los subespacios Wj satisfacen las condiciones 3 y 4 de la
definicio´n de AMR o de manera directa como se prueba en el siguiente lema.
Lema 2.3.1. Sea (Vj)j∈Z un AMR y Wj = Vj+1 ∩ V ⊥j . Entonces
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i) f ∈ Wj ⇔ Tf ∈ Wj, para cada j ∈ Z.
ii) f ∈ Wj ⇔ Df ∈ Wj+1, para cada j ∈ Z.
Demostracio´n. Sea f ∈ Wj, esto significa que f ∈ Vj+1 y 〈f,D2jTkϕ〉 = 0 para cada
k ∈ Z. Por la condicio´n 3 y 4 de AMR, la primera relacio´n es equivalente a Tf ∈ Vj+1
y Df ∈ Vj+2. Adema´s de la relacio´n TD2 = D2T2, se sigue inmediatamente, que la
segunda relacio´n es equivalente a 〈Tf, TD2jTkϕ〉 = 〈Tf,D2jTk+2j〉 = 0, ∀k ∈ Z.
Por tanto Tf ∈ Vj+1 ∩ V ⊥j , y as´ı, Tf ∈ Wj.
La segunda relacio´n tambie´n es equivalente con 〈Df,D2j+1Tkϕ〉, ∀k ∈ Z, de lo cual
se sigue que Df ∈ V ⊥j+1 que junto con Df ∈ Vj+2 se obtiene Df ∈ Wj+1.
La siguiente proposicio´n justifica los comentarios hechos arriba y es u´til en futuros
resultados.
Proposicio´n 2.3.1. Sea (Vj)j∈Z un AMR con funcio´n de escala ϕ. Entonces para
cada j ∈ Z, el conjunto de funciones {ϕjk(t) = 2j/2ϕ(2jt − k), k ∈ Z} es una base
ortonormal para Vj.
Demostracio´n. Para probar que {ϕjk(t), k ∈ Z} genera a Vj, se debe ver que to-
da f(t) ∈ Vj se puede escribir como combinacio´n lineal de funciones de {ϕ(2jt −
k), k ∈ Z}. La propiedad 3 de la definicio´n de AMR, implica que la funcio´n f(2−jt)
pertenece a V0 y por tanto f(2
−jt) es combinacio´n lineal de {ϕ(t − k), k ∈ Z}.
Haciendo la transformacio´n t 7→ 2jt, se tiene que f(t) es combinacio´n lineal de
{ϕ(2jt − k), k ∈ Z}. Resta probar que {ϕjk(t), k ∈ Z} es ortonormal. Para ello se
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debe ver que
〈ϕjk, ϕjm〉 = δjk =

0, si j 6= k;
1, si j = k
o equivalentemente, 2j
∫∞
−∞ ϕ(2
jt−k)ϕ(2jt−m)dt = δkm. Para establecer esta igual-
dad, basta hacer el cambio de variable z = 2jt, para obtener
2j
∫ ∞
−∞
ϕ(2jt− k)ϕ(2jt−m)dt =
∫ ∞
−∞
ϕ(z − k)ϕ(z −m)dz = δkm,
en virtud de la propiedad 5 de la definicio´n de AMR.
Los siguientes resultados se utilizan en la existencia de los sistemas AMR, bajo
hipo´tesis apropiadas. Para cualquier f ∈ L2(R),
a) l´ımj→−∞ Pjf = 0, donde Pj es la proyeccio´n ortogonal sobre el espacio Vj.
b) l´ımj→∞ Pjf = f .
En efecto, puesto que ‖Pj‖ = 1, basta probar el resultado para funciones en L2(R)
con soporte compacto. Si f tiene soporte en [−a, a], entonces al aplicar las desigual-
dades de Cauchy-Schwarz y de Minkowski se tiene
‖Pjf‖22 =
∥∥∥∑
k∈Z
〈f, ϕjk〉ϕjk
∥∥∥2
2
=
∑
k∈Z
|〈f, ϕjk〉|2
=
∑
k∈Z
∣∣∣∣∫ a−a f(t)2j/2ϕ(2jt− k)dx
∣∣∣∣2
≤
∑
k∈Z
(∫ a
−a
|f(t)|2dt
)
2j/2
(∫ a
−a
|ϕ(2jt− k)|dt
)2
= ‖f‖22
∑
k∈Z
(∫ 2ja−k
−2ja−k
|ϕ(z)|dz
)2
.
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Si 2ja < 1/2, entonces estas integrales esta´n definidas sobre intervalos ajenos cuya
unio´n se escribe Ωj = ∪k∈Z(−2ja− k, 2ja− k), con ∩jΩj = Z, el cual tiene medida
cero. Por tanto, ‖Pjf‖22 ≤ ‖f‖22
∫
Ωj
|ϕ(z)|2dz → 0, j → −∞, por el teorema de la
convergencia dominada de Lebesgue.
2.4. Ecuacio´n de escala
Puesto que el conjunto {ϕ(·−k)}k∈Z constituye una base ortonormal de V0 entonces
cada f ∈ V0 se puede expresar como f =
∑
n∈Z anϕ0n, ϕ0n(x) = ϕ(x − n). Ahora,
como ϕ ∈ V0, y V0 ⊂ V1, se tiene entonces ϕ ∈ V1. Pero la propiedad de dilatacio´n
implica que ϕ(2−1·) ∈ V0. En consecuencia, se puede expandir
ϕ(2−1t) =
∑
n∈Z
gnϕ(t− n), t ∈ R,
para algunos coeficientes (gn)n∈Z. O de manera equivalente,
ϕ(t) =
∑
n∈Z
gnϕ(2t− n), t ∈ R, (2.4.1)
en donde las constantes de estructura (los (gn)) satisfacen
∑
n∈Z |gn|2 < ∞. La
relacio´n (2.4.1) se llama ecuacio´n de escala. Los coeficientes gn constituyen un filtro
g = (gn)n∈Z asociado a la funcio´n de escala.
Ejemplo 2.4.1. Si ϕ(t) = χ[0,1)(t), entonces claramente ϕ(t) = ϕ(2t) + ϕ(2t − 1)
es la ecuacio´n de escala, con las constantes de estructura g0 = 1, g1 = 1 y gn = 0,
en otro caso.
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A continuacio´n se dan algunas propiedades de las constantes de estructura.
Proposicio´n 2.4.1. Los coeficientes de la ecuacio´n de escala satisfacen las siguien-
tes propiedades:
gn = 2
∫
R
ϕ(t)ϕ(2t− n)dt, n ∈ Z (2.4.2)
∑
k∈Z
gkg¯2n+k = 2δ0n (delta de Kronecker). (2.4.3)
∑
n∈Z
|gn|2 = 2 (2.4.4)
Si tambie´n ϕ ∈ L1(R),
∫
R ϕ 6= 0 y la ecuacio´n (2.4.1) converge en L1(R), entonces
∑
n∈Z
gn = 2. (2.4.5)
Demostracio´n. Puesto que gn/
√
2 son los coeficientes de Fourier de ϕ ∈ V1 con
respecto a la base ortonormal
√
2ϕ(2t− n), se tiene
gn√
2
=
∫
R
ϕ(t)
√
2 ϕ(2t− n)dt,
o lo que es lo mismo, gn = 2
∫
R ϕ(t)ϕ(2t− n)dt. De la propiedad 5 de la definicio´n
de AMR se tiene
∫
R ϕ(t− n)ϕ(t)dt = δ0n. Al sustituir (2.4.1) y aplicar la identidad
de Parseval y la ortogonalidad se tiene
δ0n =
∑
k,m∈Z
gkg¯m
∫
R
ϕ(2t− 2n− k)ϕ(2t−m)dt = 1
2
∑
2n+k=m
gkg¯m,
lo cual es lo mismo que (2.4.3). En particular, si se toma n = 0 en la u´ltima
expresio´n, se obtiene
∑
k=m gkg¯k =
∑
k∈Z |gk|2 = 2. Si, adema´s, se tiene ϕ ∈ L1(R)
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con
∫
R ϕ(t)dt 6= 0, entonces al integrar (2.4.1) te´rmino a te´rmino se llega∫
R
ϕ(t)dt =
∑
n∈Z
gn
∫
R
ϕ(2t− n)dt = 1
2
∑
n∈Z
gn
∫
R
ϕ(t)dt,
al dividir por
∫
R ϕ se obtiene
∑
n∈Z gn = 2.
2.5. Construccio´n de la funcio´n de escala
Para construir la funcio´n de escala, es necesario encontrar los coeficientes gn. Una
forma de hacerlo es v´ıa la transformada de Fourier, puesto que de manera directa es
dif´ıcil (ver p. e., [13], [25]). En consecuencia, al aplicar la transformada de Fourier
a la ecuacio´n (2.4.1) se obtiene
ϕˆ(ω) =
1
2
∑
n∈Z
gne
−inω/2ϕˆ
(ω
2
)
= ϕˆ
(ω
2
)
P (e−iω/2) (2.5.1)
donde el polinomio P es dado por P (z) = 1
2
∑
n∈Z gnz
n.
Al iterar (2.5.1) se tiene ϕˆ(ω) = P (e−iω/2)ϕˆ
(
ω
2
)
,
ϕˆ
(ω
2
)
= P (e−iω/2
2
)ϕˆ
( ω
22
)
, ϕˆ(ω) = P (e−iω/2)P (e−iω/2
2
)ϕˆ
( ω
22
)
.
Continuando de esta manera se obtiene
ϕˆ(ω) = P (e−iω/2) · · ·P(e−iω/2n)ϕˆ( ω
2n
)
=
(
n∏
j=1
P
(
e−iω/2
j))
ϕˆ
( ω
2n
)
.
Para una funcio´n de escala dada ϕ, la ecuacio´n precedente se tiene para cada n. En
el l´ımite, cuando n→∞, la u´ltima ecuacio´n se transforma
ϕˆ(ω) =
( ∞∏
j=1
P
(
e−iω/2
j))
ϕˆ(0).
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Si ϕ satisface la condicio´n de normalizacio´n
∫
R ϕ = 1, entonces ϕˆ(0) = 1 y as´ı,
ϕˆ(ω) =
∞∏
j=1
P
(
e−iω/2
j)
. (2.5.2)
Por tanto, si el producto
∏∞
j=1 P
(
e−iω/2
j)
converge, entonces la funcio´n de escala
queda determinada salvo un factor no nulo ϕˆ(0), que es su media. En consecuencia,
la u´nica funcio´n de escala asociada al filtro g esta´ dada por (2.5.2). Es decir, si la
funcio´n P asociada al filtro g cumple cierta propiedad de convergencia, entonces se
tiene ϕˆ y, antitransformando, se obtiene ϕ. En resumen, se tiene
Proposicio´n 2.5.1. Sea g un filtro y P el polinomio dado por P (z) = 1
2
∑
n∈Z gnz
n.
Si la funcio´n Φ definida por Φ(ω) = l´ımn→∞
∏n
j=1 P
(
e−iω/2
j)
esta´ en L2(R) y veri-
fica l´ım|ω|→∞Φ(ω) = 0. Entonces existe una funcio´n de escala ϕ asociada al filtro g
y determinada por ϕˆ = Φ con
∫
ϕ = 1.
La condicio´n sobre la ortonormalidad de la base {ϕ0k}k∈Z, se puede expresar en
te´rminos de los coeficientes gk. En otras palabras, el sistema {ϕ0k}k∈Z es ortonormal
si y so´lo si la transformada de Fourier de ϕ satisface 2pi
∑
k∈Z |ϕˆ(ω + 2kpi)|2 = 1.
En efecto, como ϕ(t − k) forma una base ortonormal en V0, entonces al aplicar el
teorema de Plancherel (ver p.e., [44]) se tiene
δ0m =
∫
R
ϕ(t)ϕ(t−m)dt =
∫
R
ϕˆ(ω)ϕˆ(ω)e−imωdω =
∫
R
|ϕˆ(ω)|2eimωdω
=
∑
k∈Z
∫ 2pi(k+1)
2pik
|ϕˆ(ω)|2eimωdω =
∫ 2pi
0
eimω
(∑
k∈Z
∣∣ϕˆ(ω + 2kpi)∣∣2) dω.
Sea F (ω) = 2pi
∑
k∈Z
∣∣ϕˆ(ω + 2kpi)∣∣2, entonces
1
2pi
∫ 2pi
0
eimωF (ω)dω = δ0m (∗)
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La funcio´n F es 2pi−perio´dica ya que
F (ω + 2pi) = 2pi
∑
k∈Z
∣∣ϕˆ(ω + 2pi(k + 1))∣∣2 = 2pi∑
j∈Z
∣∣ϕˆ(ω + 2pij)∣∣2 = F (ω).
Como F es perio´dica, su serie de Fourier,
∑
m∈Z cme
imt, donde los coeficientes de
Fourier son dados por cm =
1
2pi
∫ 2pi
0
F (ω)e−imωdω. Por tanto, la condicio´n de or-
tonormalidad (∗), es equivalente a c−m = δm0, lo cual a su vez es equivalente a
F (ω) = 1.
Como consecuencia se este resultado se tiene la siguiente condicio´n necesaria sobre
el polinomio P (z) para la existencia de un AMR.
Corolario 2.5.1. El polinomio P (z) =
∑
n∈Z gnz
n satisface
|P (e−it)|2 + |P (e−i(t+pi))|2 = 1, 0 ≤ t ≤ 2pi. (2.5.3)
Demostracio´n. De los resultados anteriores se tiene
∑
n∈Z
∣∣ϕˆ(ω + 2npi)∣∣2 = 1
2pi
y
ϕˆ(ω) = P (e−iω/2)ϕˆ
(
ω
2
)
. Luego
1
2pi
=
∑
n∈Z
∣∣ϕˆ(ω + 2npi)∣∣2 = ∑
n par
∣∣ϕˆ(ω + 2npi)∣∣2 + ∑
n impar
∣∣ϕˆ(ω + 2npi)∣∣2
=
∑
k∈Z
∣∣ϕˆ(ω + (2k)2pi)∣∣2 +∑
k∈Z
∣∣ϕˆ(ω + (2k + 1)2pi)∣∣2
=
∑
k∈Z
(∣∣P (e−i(ω2 +2kpi))∣∣2∣∣∣ϕˆ(ω
2
+ 2kpi
)∣∣∣2
+
∣∣P (e−i(ω2 +(2k+1)pi))∣∣2∣∣∣ϕˆ(ω
2
+ (2k + 1)pi
)∣∣∣2)
=
∣∣P (e−iω2 )∣∣2∑
k∈Z
∣∣∣ϕˆ(ω
2
+ 2kpi
)∣∣∣2 + ∣∣P (−e−iω2 )∣∣2∑
k∈Z
∣∣∣ϕˆ((ω
2
+ pi
)
+ 2kpi
)∣∣∣2
=
∣∣P (e−iω2 )∣∣2 1
2pi
+
∣∣P (−e−iω2 )∣∣2 1
2pi
.
En consecuencia, 1 =
∣∣P (e−iω2 )∣∣2 + ∣∣P (−e−iω2 )∣∣2.
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Observe que (2.5.3) en te´rminos de los coeficientes gn esta´ dado por
1
4
∑
n,k∈Z
gng¯ke
−i(n−k)t +
1
4
∑
n,k∈Z
gng¯k(−1)n−ke−i(n−k)t = 1,
los te´rminos impares se cancelan y por lo tanto se tiene
∑
n−k par
gng¯ke
−i(n−k)t =
∑
j∈Z
cje
−2ijt = 2
donde cj =
∑
n−k=2j gng¯k, pero esto es va´lido para todo t, luego cj = 2δj. Por tanto,∑
n∈Z gng¯n−2j = 2δj o equivalentemente
∑
n∈Z gn−2kg¯n−2m = 2δk−m,0.
2.6. Descomposicio´n y reconstruccio´n
En esta seccio´n se describira´n algoritmos de descomposicio´n y reconstruccio´n asocia-
dos a un AMR. Estos algoritmos se utilizara´n junto con el ana´lisis multirresolucio´n
en la descomposicio´n y reconstruccio´n de sen˜ales en donde tanto la funcio´n de escala
como la wavelet son funciones continuas.
2.6.1. Algoritmo de descomposicio´n
Sean cj,k y dj,k los coeficientes de la funcio´n de escala ϕ y de la wavelet ψ, respec-
tivamente, para j, k ∈ Z, definidos por
cj,k :=
∫
R
f(t)ϕjk(t)dt (2.6.1)
dj,k :=
∫
R
f(t)ψjk(t)dt, (2.6.2)
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donde ϕjk(t) = 2
j/2ϕ(2jt − k) y ψjk(t) = 2j/2ψ(2jt − k) son respectivamente, la
funcio´n de escala y la wavelet madre.
Ahora bien, como ϕjk(t) = 2
j/2ϕ(2jt− k), entonces existe hm tal que
ϕjk(t) =
∑
m∈Z
hm2
j/2ϕ1m(2
jt− k) =
∑
m∈Z
hm2
(j+1)/2ϕ(2j+1t− 2k −m)
=
∑
m∈Z
hmϕj+1,m+2k(t) =
∑
m∈Z
hm−2kϕj+1,m(t). (2.6.3)
Reemplazando este valor en (2.6.1), se obtiene
cj,k =
∫
R
f(t)
∑
m∈Z
hm−2kϕj+1,m(t)dt
=
∑
m∈Z
hm−2k
∫
R
f(t)ϕj+1,m(t)dt =
∑
m∈Z
hm−2kcj+1,m. (2.6.4)
Como V0 ⊂ V1, para cada ϕ ∈ V0 tambie´n se satisface ϕ ∈ V1. Adema´s, {ϕ1k, k ∈ Z}
es una base ortonormal para V1, entonces existe una sucesio´n (hk) ∈ `2(Z) tal que
ϕ(t) =
∑
k∈Z
hkϕ1k(t), (2.6.5)
por tanto, los elementos de la sucesio´n se puede escribir como hk = 〈ϕ, ϕ1k〉 y
(hk) ∈ `2. La ecuacio´n (2.6.5) relaciona funciones con diferentes factores de escala.
Se conoce tambie´n como ecuacio´n de dilatacio´n. Por ejemplo, para la base de Haar
se tiene
hk =

1/
√
2, k = 0, 1
0, en otro caso.
Si ϕ es la funcio´n de escala de un AMR, entonces la wavelet madre ψ se relaciona
con ϕ por medio de la ecuacio´n
ψ(t) =
∑
k∈Z
(−1)kh1−kϕ1k(t). (2.6.6)
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Al sustituir (2.6.6) en (2.6.2) se obtiene
dj,k =
∑
p∈Z
(−1)ph1−p+2kcj+1,p. (2.6.7)
Si los coeficientes de escala en cualquier nivel j son dados, entonces todos los coefi-
cientes de la funcio´n escala de nivel inferior para J < j, se pueden calcular recursi-
vamente usando la ecuacio´n (2.6.4), mientras que todos los coeficientes wavelet de
nivel inferior (J < j) se calculan aplicando (2.6.7).
Si cj,· y dj,· representan los coeficientes de la funcio´n de escala y wavelet en el nivel
j, respectivamente, la Figura 2.6.1 representa el algoritmo de descomposicio´n en
forma esquema´tica. Por ejemplo, la flecha que relaciona los coeficientes cj−1 y cj−2,
indica que cj−2 se calcula so´lo usando cj−1.
. . .
@
@I
dj−k+1,·
. . . cj−k+1,·ﬀ ﬀ
@
@I
. . .
. . .
@
@I
dj−1,·
cj−2,·ﬀ ﬀ
@
@I
cj−1,·ﬀ
@
@I
cj,·
Figura 2.6.1
Observe que las fo´rmulas (2.6.4) y (2.6.7) comparten un hecho interesante, esto
es, en cada ecuacio´n, si el ı´ndice de dilatacio´n k se incrementa en uno, todos los
ı´ndices de (hm) se desplazan en dos unidades; lo cual significa que si existe solamente
un nu´mero finito de te´rminos no nulos en la sucesio´n (hm), entonces aplicando el
algoritmo de descomposicio´n a un conjunto de coeficientes de escala no nulos en el
nivel j + 1, se obtendra´ so´lo la mitad de coeficientes no nulos en el nivel j. Este
proceso en teor´ıa de sen˜ales se conoce como downsampling . Un resultado ana´logo
se tiene para los coeficientes wavelet.
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Para expresar lo anterior en la terminolog´ıa de filtros, recuerde que la convolucio´n
de dos sucesiones en `2(Z) x = (. . . , x−1, x0, x1, . . . ) y y = (. . . , y−1, y0, y1, . . . ) se
define por (x ∗ y)m :=
∑
k∈Z xkym−k. En consecuencia, (2.6.4) se puede expresar
como
cj−1,k =
∑
m∈Z
h˜2k−mcj,m = (h˜ ∗ cj)2k, (2.6.8)
note que se reemplazo´ j por j−1 y para simplificar se utilizo´ la notacio´n y˜m = y−m.
Si se define el operador downsampling para la sucesio´n x como
(
(↓ 2)x)
k
:= x2k,
k ∈ Z, entonces (2.6.8) se puede escribir cj−1,· = (↓ 2)(h˜ ∗ cj). De un procedimiento
similar se obtiene, con gm = (−1)mh1−m, dj−1,· = (↓ 2)(g˜ ∗ cj). Al algoritmo de
descomposicio´n, Mallat lo llamo´ algoritmo piramidal [36], mientras que Daubechies
lo llamo´ algoritmo de cascada [13].
2.6.2. Algoritmo de reconstruccio´n
Recuerde que dado un AMR, el conjunto de funciones linealmente independientes
ϕjk que generan a Vj son las funciones de escala, mientras que el conjunto de fun-
ciones linealmente independientes ψjk que generan a Wj son las wavelets. En otras
palabras, {ϕjk}k∈Z y {ψjk}k∈Z son generadas, respectivamente, por ϕ y ψ, esto es,
ϕjk(t) = 2
j/2ϕ(2jt−k) y ψjk(t) = 2j/2ψ(2jt−k), ∀k ∈ Z forman las bases ortonorma-
les para Vj y Wj, respectivamente. Definiendo a2k = 〈ϕ10, ϕ0k〉, a2k−1 = 〈ϕ11, ϕ0k〉,
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b2k = 〈ϕ10, ψ0k〉 y b2k−1 = 〈ϕ11, ψ0k〉, donde ak = h−k y bk = (−1)khk+1. Entonces
cj,k =
∑
m∈Z
a2m−kcj−1,m + b2m−kdj−1,m
=
∑
m∈Z
hk−2mcj−1,m + (−1)kh2m−k+1dj−1,m. (2.6.9)
Observe que esta u´ltima expresio´n es casi la suma de dos convoluciones. La diferen-
cia esta´ en que el ı´ndice para la convolucio´n es k−m mientras aca´ aparece k− 2m.
En otras palabras, (2.6.9) es una convolucio´n pero sin los te´rminos impares (falta
hk−(2m−1)). Para que (2.6.9) sea una convolucio´n, se altera la sucesio´n original inter-
calando ceros entre sus componentes y obteniendo una nueva sucesio´n que contiene
ceros en todas sus entradas impares. Este procedimiento se llama upsampling , de-
notado por (↑ 2). Ma´s expl´ıcitamente, si x = (. . . , x−2, x−1, x0, x1, x2, . . . ), entonces(
(↑ 2)x)
k
= (. . . , x−2, 0, x−1, 0, x0, 0, x1, 0, x2, . . . ) o de manera equivalente,
(
(↑ 2)x)
k
=

xk/2, si k es par,
0, si k es impar.
En consecuencia, cj,k =
(
((↑ 2)cj−1) ∗ h
)
k
+
(
((↑ 2)dj−1) ∗ g
)
k
. La Figura 2.6.2
representa el algoritmo de reconstruccio´n en forma esquema´tica.
cj,·
@
@R
dj+1,·
cj+1,·- -
@
@R . . .
. . .
@
@R
dj+k−1,·
cj+k−1,·- -
@
@R cj+k,· -
@
@R
dj,·
Figura 2.6.2
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CAP´ITULO 3
Recuperacio´n de ima´genes tomogra´ficas
En este cap´ıtulo se describe el proceso mediante el cual se obtienen ima´genes to-
mogra´ficas y los dos procesos de filtrado aplicados; el tradicional que aplica la Trans-
formada Discreta de Fourier y el que utiliza Wavelets. Se utilizan dos ima´genes de
prueba con las que se comparara´, en cada caso, la imagen recuperada. Cada una
representa una aplicacio´n diferente de la Tomograf´ıa computarizada; en medicina
para detectar anormalidades en los o´rganos internos, y en la industria para detectar
fallas en piezas meca´nicas.
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3.1. Tomograf´ıa Computarizada de Rayos X
Es una imagen de la seccio´n transversal de un objeto, obtenida a partir de las
mediciones de la intensidad de los rayos X que pasan a trave´s de e´l y que son
emitidos desde muchas direcciones diferentes. Si f(x, y) representa la densidad del
cuerpo en cada punto (x, y) de una seccio´n transversal del mismo. En la parte (a)
de la siguiente Figura, se muestra la Tomograf´ıa de una seccio´n de la cabeza [28], y
en la parte (b), la de una pieza meca´nica [29].
(a) (b)
3.1.1. Transformada de Radon en R2
D
L3
f(x,y)
L2
L1
Figura 3.1:
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Teniendo en cuenta la definicio´n dada en 1.5, sea f una funcio´n definida sobre un
dominio D de R2, si L es cualquier recta en el plano, como se muestra en la Figura
3.1, la funcio´n que asigna a cada recta L la integral de f a lo largo de L, es la
Transformada Bidimensional de Radon de f y se representa fˇ = Rf , es decir
fˇ = Rf = g(L) =
∫
L
f(x, y)ds
donde ds es un incremento a lo largo de L.
3.1.2. Ley de Beer-Lambert
Si un haz de rayos atraviesa un cuerpo cuyo coeficiente de absorcio´n es µ, la inten-
sidad del rayo disminuye en forma proporcional al coeficiente de absorcio´n y a la
distancia recorrida.
EMISOR
RECEPTOR
D
HAZ DE RAYOS X
IE
IR
f(x,y) 
f(x,y)= Densidad en (x,y)
Figura 3.2:
Sea D un dominio finito bimimensional que representa un objeto capaz de absorber
radiacio´n, cuyo coeficiente de absorcio´n var´ıa de punto a punto en D y es nulo fuera
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de D, si un haz de Rayos X atraviesa dicho objeto viajando sobre una l´ınea recta L
desde el emisor hasta el detector, como se muestra en la Figura 3.2, los rayos son
atenuados por el material del objeto. De acuerdo con la Ley de Beer-Lambert, dicha
atenuacio´n es proporcional a la distancia recorrida a trave´s del mismo y la constante
de proporcionalidad es el coeficiente de atenuacio´n, el cual se puede asumir como la
densidad del material, si los Rayos X son monocroma´ticos (tienen solo una longitud
de onda).
Representando la densidad como f : R2 → R y la intensidad del haz de Rayos
X como I, cuando dicho haz atraviese un pequen˜o segmento de longitud 4s, I
disminuira´ una cantidad 4I, lo que se representa
4I = −f(x, y) · I · 4s
de donde
ln
[
I(emisor)
I(detector)
]
=
∫
L
f(x, y)ds
que es una integral de l´ınea sobre el segmento de recta comprendido entre el emisor
y el detector. Esta integral es la Transformada de Radon de f sobre la recta L, y
como los valores de I en el emisor y el detector son medidos, el valor de la integral es
conocido. A partir de ellos podemos hallar los de f(x, y) aplicando la Transformada
Inversa de Radon.
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3.1.3. Ima´genes como representacio´n de funciones
Una imagen puede ser definida como una funcio´n bidimensional f(x, y) donde x y
y son las coordenadas en el plano y el valor de f para cualquier par (x, y), es la
intensidad o nivel de gris en ese punto. Si f(x, y) representa la densindad de un
cuerpo en el punto (x, y), la imagen obtenida a partir de los valores de f(x, y),
representa la estructura interna de una seccio´n de dicho cuerpo. En la parte (a) de
la siguiente figura, se muestra la gra´fica correspondiente a la funcio´n z = f(x, y)
con z = e−x
2−y2 , y en la parte (b), la representacio´n de la misma como una imagen.
-4
-2
0
2
4
-4
-2
0
2
4
0
0.5
1
(a) (b)
Matema´ticamente el objetivo de la Tomograf´ıa Computarizada es recuperar f(x, y)
a partir de dichas mediciones, aplicando la Transformada Inversa de Radon, para
luego representarla como una imagen.
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3.1.4. Ecuacio´n Polar de una recta
La recta cuya distancia al origen es r y cuya perpendicular forma un a´ngulo θ con
la horizontal se puede definir como
L(r, θ) =
{
(x, y) ∈ R2 |r = x cosθ + y senθ}
è
u
u
(x,y)
ru
su
L(r,è)
x
y
Figura 3.3:
Si definimos u como el vector unitario con direccio´n θ y u⊥ como el vector unitario
perpendicular a u, como se muestra en la Figura 3.3, la recta L(r, θ) se puede
expresar en forma parame´trica como
L(r, θ) =
{
(x, y) ∈ R2 |(x, y) = r u+ s u⊥} para s ∈ R (3.1.1)
ya que u = (cos θ, sen θ) y u⊥ = (−sen θ, cos θ) la recta L(r, θ) se puede expresar
como
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L(r, θ) =
{
(x, y) ∈ R2 |(x, y) = (r cos θ − s sen θ, r sen θ + s cos θ)} (3.1.2)
para s ∈ R. Para θ ∈ [0, 2pi], el vector u = (cos θ, sen θ) describe una circunferen-
cia unitaria, por lo tanto, podemos identificar el intervalo [0, 2pi] con la esfera
unitaria S1.
3.1.5. Proyecciones
Teniendo en cuenta las ecuaciones (3.1.1) y (3.1.2) la Transformada de Radon
de f ∈ L1(R2) se puede definir como
g(r, θ) =
∞∫
−∞
f
(
r u+ s u⊥
)
ds
g(r, θ) =
∞∫
−∞
f (r cos θ − s senθ, r sen θ + s cos θ) ds
Y de acuerdo con esta definicio´n observamos que Rf = g(r, θ) = g(−r, θ + pi).
Para r ∈ R y un a´ngulo fijo θk, g(r, θk) se denomina la proyeccio´n de f(x, y) para
el a´ngulo θk. Si f(x, y) representa la densidad en cada punto (x, y) de una seccio´n
transversal de dicho cuerpo, la proyeccio´n de f(x, y) para el a´ngulo θk, representa
la atenuacio´n de los rayos que viajan sobre las trayectorias L (r, θk) para cada valor
de r.
En la pra´ctica, cuando hacemos pasar un haz de Rayos X paralelos a trave´s de un
cuerpo, y medimos su atenuacio´n, los valores obtenidos representan dicha proyeccio´n
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tal como se muestra en la siguiente figura
èk
un punto g(rj , èk)
en la proyección
Proyección
completa g(r,èk)
z'
y
x ×  
    
x
L(rj , )  èk 
rj
Proyeccio´n para un a´ngulo fijo
Teorema 3.1.1. Teorema de la “Rebanada” de Fourier (Fourier Slice)
Si g(r, θk) es la proyecio´n de f(x, y) para un a´ngulo fijo θk, la Transformada de
Fourier unidimensional de g(r, θk) es
G(ω, θk) =
∞∫
−∞
g(r, θk) e
−i2piωrdr
y la Transformada de Fourier bidimensional de f(x, y) es
F (u, v) =
∞∫
−∞
∞∫
−∞
f(x, y) e−i2pi(ux+vy)dxdy
Entonces
G(ω, θk) = F (u, v) |u=ω cos θk , v=ω sen θk= F (ω cos θk , ω sen θk, )
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Es decir que la Transformada unidimensional de Fourier de g(r, θk) es igual a la
Transformada bidimensional de Fourier de f(x, y) ( F (u, v) ), evaluada sobre la recta
del plano u-v que pasa por el origen con a´ngulo de inclinacio´n θk. La demostracio´n
de este teorema se puede ver en [46].
De acuerdo con el Teorema 3.1.1, si conocemos G(ω, θk) para todos los valores
de θk con 0
◦ ≤ θ < 180◦, tambie´n conocemos F (u, v) para todas las rectas del
plano u-v que pasan por el origen, es decir para todos los puntos este plano, y
a partir de F (u, v) podemos recuperar f(x, y) aplicando la Transformada Inversa
Bidimensionalde Fourier de F (u, v), es decir
f(x, y) =
∞∫
−∞
∞∫
−∞
F (u, v) ei2pi (ux+vy)dudv
Si expresamos las variables u y v en Coordenadas Polares como u = ω cos θ y
v = ω sen θ entonces dudv = ω dωdθ y tenemos que
f(x, y) =
2pi∫
0
∞∫
0
F (ω cos θk , ω sen θk) e
i2piω (x cos θ+y sen θ)ωdωdθ
y aplicando el Teorema de la Rebanada de Fourier
f(x, y) =
2pi∫
0
∞∫
0
G(ω, θ) ei2piω (x cos θ+y sen θ)ωdωdθ (3.1.3)
donde G(ω, θ) es la Transformada de Fourier unidimensional de la proyeccio´n g(r, θ).
De la ecuacio´n (3.1.3) se tiene que
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f(x, y) =
pi∫
0
∞∫
−∞
|ω|G(ω, θ) ei2piω (x cos θ+y senθ)dωdθ
y haciendo x cos θ + y sen θ = r tendremos que
f(x, y) =
pi∫
0
 ∞∫
−∞
|ω|G(ω, θ) ei2piωrdω
 dθ (3.1.4)
no´tese que la expresio´n entre corchetes es la Transformada Inversa unidimensional
de Fourier de la funcio´n G¯(ω) = |ω|G(ω, θ) = G¯(ω, θ).
G¯(ω) se puede interpretar como la Transformada Unidimensional de Fourier de de
una proyeccio´n g¯(r, θ) = F−11
[
G¯(ω, θ)
]
con el inconveniente que |ω| → ∞ cuando
ω →∞ y su Transformada inversa de Fourier estar´ıa idefinida. En la pra´ctica |ω| se
aproxima tomando el producto de ella misma con otra funcio´n H(ω) que se anule
fuera de un intervalo finito. A este tipo de funciones se les llama funciones ventana
y la ma´s elemental es la ventana rectangular definida como
H(ω) =

1 si |ω| ≤ ωc
0 si |ω| > ωc
w
-wc wc0
H(ù)
Ventana rectangular
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remplazando |ω|G(ω, θ) por H(ω) |ω|G(ω, θ) = Y (ω, θ) en la ecuacio´n (3.1.4)
tendremos que
f(x, y) ∼=
pi∫
0
 ∞∫
−∞
Y (ω, θ) ei2piωrdω
 dθ
y como
∞∫
−∞
Y (ω, θ) ei2piωrdω = F−11 [Y (ω, θ)] con θ constante
si y(r, θ) = F−11 [Y (ω, θ)] entonces
f(x, y) ∼=
pi∫
0
y(r, θ)dθ (3.1.5)
3.1.6. Retroproyecciones
Si se tiene una proyeccio´n g(r, θk) como se muestra en la Figura de la seccio´n 3.1.5,
el plano x′- y′ se obtiene rotando el plano x-y un a´ngulo θk, y los planos x′- y′ y x′- z′
son perpendiculares. Se tiene que g (r, θk) esta´ definida sobre el plano x
′- z′ de tal
manera que x′ = r y z′ = g (r, θk) = g (x′) (θk constante).
La funcio´n bidimensional z′ = h (x′, y′) definida sobre el plano x′- y′ que se obtiene
copiando z′ = g (x′) para todos los valores de y′, es decir,
h (x′, y′) = g (x′) = g (r) = g (r, θk) para todo y′
se muestra en la siguiente Figura.
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x’
z’
y’ z’ = h (x’,y’)
Como r = x′ y r = x cos θk + y sen θk, entonces con θk constante, h (x′, y′) genera
una funcio´n en el plano x-y que se denomina la retroproyecio´n de f(x, y) para el
a´ngulo θk y que se representa fθk(x, y), es decir
fθk(x, y) = g (x cos θk + y senθk , θk)
para cada θk, la retroproyeccio´n correspondiente se puede representar como una
imagen y para ilustrarlo utilizaremos una imagen de prueba denominada “Shepp-
Logan Phantom”, que es una representacio´n artificial de una seccio´n transversal de
la cabeza humanama, se usa ampliamente para probar algoritmos de reconstruccio´n
de ima´genes tomogra´ficas y se muestra en la siguiente figura.
Shepp-Logan Phantom
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Si expresamos esa imagen como f(x, y) y aplicamos la Transformada de Radon a
todas las rectas cuya perpendicular forma un a´ngulo θ = 0◦ con el eje horizontal,
obtendremos la proyecco´n de f(x, y) para θ = 0◦, es decir g(r, 0◦) cuya gra´fica se
muestra en la siguiente figura parte (a), as´ı como la imagen correspondiente a su
retroproyeccio´n en la parte (b).
z
x
g(r,0°)
a-Proyeccio´n para θ = 0◦ b-Imagen Retroproyeccio´n θ = 0◦
Si aplicamos la Transformada de Radon a todas las rectas cuya perpendicular forma
un a´ngulo θ = 90◦ con el eje horizontal, obtendremos la proyeccio´n de f(x, y) para
dicho a´ngulo, es decir g(r, 90◦). Su gra´fica as´ı como la imagen correspondiente a su
retroproyeccio´n se muestran en la siguiente figura, partes (a) y (b).
z’
x’
g(r,90°)
a-Proyeccio´n para θ = 90◦ b-Imagen Retroproyeccio´n θ = 90◦
63
3.2. Filtros
De acuerdo con [7], un filtro se puede considerar como “una caja negra” o Sistema
que recibe una sen˜al de entrada, la procesa, y entrega una sen˜al de salida, diferente
de alguna manera. El proceso de “filtrado” consiste en separar la parte u´til de la
sen˜al de la parte no deseada que es considerada como “ruido”.
3.2.1. Filtros ana´logos
Desde el punto de vista matema´tico, una sen˜al ana´loga es una funcio´n f : R → C
generalmente suave a trozos, y un filtro ana´logo es una transformacio´n “L” que
asigna a una sen˜al de entrada (funcio´n de variable real) x(t), la sen˜al de salida
L [x(t)] = y(t). La variable “t” generalmente representa el tiempo.
Propiedades
Linealidad: Para que el filtro sea lineal debe satisfacer las siguientes condiciones:
1. L [x(t) + h(t)] = L [x(t)] + L [h(t)]
2. L [c · x(t)] = c · L [x(t)] donde c es una constante.
3. para x(t) = 0 , L [x(t)] = 0
Invarianza en el tiempo: Se dice que un filtro es invariante en el tiempo cuando
para cualquier x(t) y a ∈ R se cumple que si y(t) = L [x(t)] entonces L [x(t− a)] =
y(t− a).
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Si h(t) es la respuesta de un filtro lineal e invariante en el tiempo a la sen˜al (distri-
bucio´n) δ(t), entonces la respuesta del filtro a cualquier sen˜al de entrada x(t), es la
convolucio´n de las sen˜ales x(t) y h(t), es decir
y(t) = x(t) ∗ h(t) =
∞∫
−∞
x(τ)h(t− τ)dτ
Si X(ω) = F [x(t)], H(ω) = F [h(t)] y Y (ω) = F [y(t)] representan la Transfor-
mada de Fourier de x(t), h(t) y y(t) respectivamente, y adema´s y(t) = x(t) ∗ h(t),
entonces de acuerdo con la propiedad de convolucio´n de la Transformada de Fou-
rier, enunciada en 1.3.1 numeral 3, se tiene que Y (ω) = X(ω)H(ω). Como y(t) es la
sen˜al de salida del filtro, Y (ω) = F [y(t)] representa la Transformada de Fourier de
la sen˜al filtrada. Es por eso que un producto de dos funciones X(ω)H(ω) se puede
considerar como la Transformada de Fourier de una sen˜al filtrada, la cual se puede
expresar como y(t) = F−1 [X(ω)H(ω)].
3.2.2. Filtros digitales
De manera similar a como fueron considerados los filtros ana´logos en la seccio´n
3.2.1, desde el punto de vista matama´tico, una sen˜al digital es una sucesio´n, y un
filtro digital es una transformacio´n “H” que asigna a una sen˜al de entrada x[n],
la sen˜al de salida H [x[n]] = y[n]. La variable “n” generalmente representa valores
discretos de tiempo.
En la pra´ctica una sen˜al digital (sucesio´n) x[n], se obtiene tomando muestras de una
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sen˜al ana´loga (funcio´n de variable real) x(t), en valores de tiempo equidistantes.
El intervalo de tiempo entre dos muestras consecutivas se denomina per´ıodo de
muestreo y se representa Ts, tambie´n se define la frecuencia de muestreo, que indica
el nu´mero de muestras que se toman cada segundo, y se representa fs, por lo tanto
fs =
1
Ts
y x [n] = x(nTs).
Consideremos que la sen˜al x[n] tiene duracio´n finita, como ocurre en la mayor´ıa
de feno´menos reales, se puede suponer que x[n] = 0 para n ≥ N y n < 0, y para
hallar la DFT de x [n] se construye una sen˜al perio´dica x˜[n] tal que x˜[n] = x[n]
para 0 ≤ n < N y x˜[n + N ] = x˜[n], donde N es el per´ıodo fundamental. Si x˜(k)
representa la DFT de x˜[n] entonces podemos obtener x˜[n] a partir de x˜(k), ya que
x˜[n] = F−1 [x˜(k)], y a partir de x˜[n] podemos obtener x[n].
Propiedades
Linealidad: Para que el filtro sea lineal debe satisfacer las siguientes condiciones:
1. H [x[n] + h[n]] = H [x[n]] +H [h[n]]
2. H [c · x[n]] = c ·H [x[n]] donde c es una constante.
3. Para x[n] = 0 , H [x[n]] = 0
Invarianza en el tiempo: Se dice que un filtro es invariante en el tiempo cuan-
do para cualquier x[n] y a ∈ Z, se cumple que si y[n] = H [x[n]] entonces
H [x [n− a]] = y [n− a].
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Una sen˜al digital, importante en la Teor´ıa de Sen˜ales, es la denominada impulso
unitario, ya que tiene propiedades similares a la distribucio´n delta de Dirac y se
define
δ[n] =

1 si n = 0
0 si n 6= 0
Si h[n] es la respuesta de un filtro digital lineal e invariante en el tiempo, a la sen˜al
δ[n], entonces la respuesta del filtro a cualquier sen˜al de entrada x [n], esta´ dada
por
y [n] = x [n] ∗ h [n] =
∞∑
k=−∞
x [k]h [n− k]
que es la convolucio´n de las sen˜ales x[n] y h[n]. Como en la pra´ctica las sen˜ales
toman siempre valores finitos y son de duracio´n finita, la convergencia de las sumas
esta´ garantizada.
Si x(k) = F [x[n]], h(k) = F [h[n]] y y(k) = F [y[n]] representan la Transformada
discreta de Fourier (DFT) de x[n], h[n] y y[n] respectivamente, y adema´s
y[n] = x[n] ∗ [n], entonces de acuerdo con la propiedad de convolucio´n de la DFT,
se tiene que y(k) = x(k)h(k). Como y [n] es la sen˜al de salida del filtro, y(k) =
F [y[n]] representa la DFT de la sen˜al filtrada. Es por eso que un producto de dos
sucesiones x(k)h(k) se puede considerar como la DFT de una sen˜al digital filtrada,
y sera´ equivalente a y [n] = F−1 [x(k)] ∗ F−1 [h(k)] = x[n] ∗ h[n].
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Espectro de Amplitud de una sen˜al
Si x [n] es una sen˜al de duracio´n finita y x˜ [n] la sen˜al perio´dica construida a partir
de x [n], sabemos que si x˜ (k) es la DFT de x˜ [n] entonces
x˜ [n] =
1
N
N−1∑
k=0
x˜ (k) e
i2pikn
N
Adema´s, teniendo en cuenta que tanto x˜[n] como x˜(k) son perio´dicas con per´ıodo
fundamental N , podemos obtener los N valores diferentes de x˜[n], es decir, la sen˜al
x[n], a partir de a partir de los N valores diferentes de x˜(k) de la siguiente manera:
x[n] =
1
N
N−1∑
k=0
x˜(k) e
i2pikn
N para 0 ≤ n ≤ N − 1 (3.2.1)
A partir de esta expresio´n podemos decir que x[n] = xn esta´ escrita como combi-
nacio´n lineal de la base {an}N−1n=0 donde an =
(
e
i2pik
N
)n
para 0 ≤ k ≤ N − 1 y los
valores de x(k)
N
son los coeficientes de dicha combinacio´n lineal respecto a esa base.
En teor´ıa de sen˜ales; los elementos de la suma (3.2.1) se denominan armo´nicos
de la sen˜al x [n], el valor
∣∣∣x(k)N ∣∣∣ se denomina la magnitud, y el valor Ωk = 2kpiN , la
frecuencia angular del respectivo armo´nico. La gra´fica que representa la magnitud de
los armo´nicos en funcio´n de la frecuencia angular se denomina espectro de amplitud
de x[n], y los valores de frecuencia angular cercanos a ±pi corresponden a frecuencias
altas mientras que los cercanos a cero, corresponden a las bajas [43]. El espectro
de amplitud siempre se considera entre −pi y pi, lo que corresponde a valores de k
entre −N
2
y N
2
.
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Filtro Pasa-Bajo Filtro Pasa-Alto
–ð ð0 –ð 0 ð
Figura 3.4: Espectro de Amplitud de los Filtros Pasa-Bajo y Pasa-Alto
Para un filtro H, si h[n] representa la respuesta del filtro a la sen˜al δ [n], es decir
h[n] = H [δ[n]], el espectro de amplitud de h[n] nos indica co´mo el filtro modifica
los armo´nicos de la sen˜al que esta´ filtrando. En la Figura 3.4 se muestra el espectro
de amplitud de un filtro pasa-bajo, que atenu´a la magnitud de los armo´nicos con
frecuencias altas, y el espectro de amplitud de un filtro pasa-alto, que atenu´a la
magnitud de los armo´nicos con frecuencias bajas.
3.3. Suma de retroproyecciones filtradas
De la ecuacio´n (3.1.5) y teniendo en cuenta que
y(r, θ) = F−11 [Y (ω, θ)] donde Y (ω, θ) = H(ω) |ω|G(ω, θ)
y(r, θ) se puede asumir como una proyeccio´n filtrada y tomando valores discretos
de θ, la imagen recuperada se puede aproximar como
f(x, y) ∼=
pi∑
θk=0
y(r, θk)
69
y si fθk(x, y) es la retroproyeccion correspondiente a y(r, θk) entonces
f(x, y) ∼=
pi∑
θk=0
fθk(x, y)
Para ilustrar la suma de retroproyeciones filtradas, mostramos en la siguiente Figura
la imagen obtenida al sumar las retroproyecciones para 0◦ y 90◦ de la imagen de
prueba“Shepp-Logan Phantom”.
Suma de dos retroproyecciones
Si hallamos retroproyecciones para 0◦ ≤ θk < 180◦, tomando incrementos de 5◦
y luego las sumamos, la imagen obtenida aparece la siguiente figura, junto con la
original
Ima´genes original y reconstruida
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3.4. Aplicacio´n
En este proyecto se simula el proceso real mediante el cual se obtienen ima´genes
tomogra´ficas, considerando tanto la aplicacio´n me´dica como la industrial. Para este
fin se implementaron rutinas con el programa MATLAB versio´n 2009 y en la reali-
zacio´n de las pruebas se utilizaron las ima´genes que se muestran a continuacio´n.
Tomada de [28]
3.4.1. Ruido
En el ana´lisis de un feno´meno f´ısico, la diferencia entre el valor real y el valor medido
se considera ruido, por lo tanto e´ste se puede considerar como una sen˜al indeseada
que se suma a la sen˜al que tiene la informacio´n u´til. Para un valor fijo θk la proyecio´n
con ruido se pude representar como
Rηf(r, θk) = Rf(r, θk) + η(r, θk)
En tomograf´ıa existen varios factores que generan ruido en las ima´genes. La re-
construcio´n de e´stas esta´ basada en la estimacio´n de las integrales de l´ınea con que
se halla cada proyeccio´n, dicha estimacio´n se determina midiendo la cantidad de
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fotones que llegan a un dispo´sitivo denominado receptor. Dependiendo de las con-
diciones del generador de Rayos-X, del receptor, de la sincronizacio´n del proceso y
la digitalizacio´n de las mediciones, el ruido agregado a cada proyeccio´n alterara´ la
imagen reconstruida en mayor o menor grado. Para conocer ma´s acerca de este tema
ver [23].
Como el ruido es introducido en cada proyeccio´n, vamos a simular este hecho suman-
do una sen˜al aleatoria unidimensional a cada una de ellas. Dicha sen˜al es conocida
como ruido blanco, tiene media cero y una potencia que depende de su desviacio´n
estandar [31].
Densidad espectral del Ruido Blanco
De acuerdo con [32] el ruido blanco se puede representar como una sucesio´n
x [k], k = 0, ±1, ±2, · · · de valores aleatorios no correlacionados, con media cero y
varianza σ2, es decir
E [x [k]] = 0
y
E [x [j]x [k]] =

σ2 si j = k
0 si j 6= k
tal sucesio´n es un proceso de´bilmente estacionario con funcio´n de autocovarianza
C [k] =

σ2 si k = 0
0 si k 6= 0
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que satiface la condicio´n C [k]→ 0 cuando k →∞.
Tal sucesio´n tiene un espectro continuo y su densidad espectral esta´ dada por
f (λ) =
1
2pi
∞∑
k=−∞
e−iλkC [k] =
σ2
2pi
, |λ| ≤ pi
es decir que la densidad espectral de tal sucesio´n tiene el mismo valor para todas las
frecuencias, por lo tanto la sen˜al de ruido afecta a todos los armo´nicos de la misma
manera. Como la luz blanca se considera compuesta por una mezcla uniforme de
todos los colores, una sucesio´n con densidad espectral constante es llamada ruido
blanco.
Relacio´n Sen˜al a Ruido (SNR)
Potencia de una sen˜al: Para una sen˜al de tiempo discreto (sucesio´n) x [n], la
potencia promedio de dicha sen˜al en el intervalo n1 ≤ n ≤ n2 esta´ dada por
1
n2 − n1 + 1
n2∑
n=n1
|x [n]|2
La razo´n entre la potencia de una sen˜al y la potencia de la sen˜al de ruido se denomina
Relacio´n Sen˜al a Ruido y se representa SNR (signal to noise ratio), es decir, si Px
y Pr son la potencias de la sen˜al x [n] y de la sen˜al de ruido r [n] respectivamente
SNR =
Px
Pr
tambie´n es comu´n expresar esta relacio´n en decibelios
SNRdB = 10 log10
(
Px
Pr
)
dB
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Para ima´genes, si f (xm , yn) representa la imagen original y f˜ (xm , yn) la imagen con
ruido
SNR =
∑M
m=1
∑N
n=1 |f(xm, yn)|2∑M
i=1
∑N
j=1
∣∣∣f(xm, yn)− f˜(xm, yn)∣∣∣2 (3.4.1)
en este caso las dos ima´genes se toman como matrices de taman˜o M × N y SNRdB =
(10 log10 SNR) dB, mediante este valor se cuantifica la calidad de la imagen to-
mogra´fica.
En nuestra simulacio´n se trata de mejorar dicha calidad filtrando las proyecciones
antes de obtener las retroproyecciones y la suma de e´stas. El me´todo de filtrado uti-
lizado hasta ahora se basa en la aplicacio´n de la Transformada Discreta de Fourier,
en este proyecto se aplicara´ adema´s otro me´todo basado en la utilizacio´n de Wa-
velets, y se comparara´n los resultados obtenidos despue´s de aplicar dichos me´todos
bajo algunas condiciones espec´ıficas.
3.4.2. Reduccio´n del ruido
Se debe tener en cuenta que para poder procesar las ima´genes en un computador,
se debe trabajar con valores discretos de las proyecciones. Sea g(rj, θk) = Rf(rj, θk)
la sen˜al de variable discreta que se obtiene tomando muestras de la proyeccio´n de
la imagen f (x , y) para θk, a continuacio´n se expondra´ co´mo se realiza la reduccio´n
de ruido (filtrado).
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Proyección sin ruido
Con ruido SNR=100
Con ruido SNR=500 Con ruido SNR=1000
Figura 3.5: Proyeccio´n con diferentes SNR
Aplicando la Transformada Discreta de Fourier (DFT)
La teor´ıa completa del proceso de filtrado de una sen˜al de variable discreta aplicando
la DFT se puede consultar en [45] (Cap 5, 6, 7 y 8), aqu´ı esbozaremos brevemen-
te el procedimiento utilizado. A partir de la ecuacio´n (3.1.4) la imagen se puede
aproximar como
f (x , y) ∼= f(xm, yn) =
pi∑
θk=0
IDFT
{
Y˜ (l, θk)
}
donde Y˜ (l, θk) = |l| G˜(l, θk), siendo G˜(l, θk) la DFT unidimensional de
g˜(rj, θk) = g(rj, θk) + η(rj, θk) respecto a rj, y η(rj, θk) la sen˜al de ruido blanco
unidimensional introducido en esa proyeccio´n para un valor fijo de θk. En la Figura
3.5 se muestra una proyeccio´n de la imagen de prueba 2 y a continuacio´n la misma
proyeccio´n con ruido blanco para diferentes valores de SNR.
En el producto |l| G˜(l, θk), |l| representa un filtro denominado Filtro Rampa, en
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Filtro Rampa
Figura 3.6: Ciclo Filtro Rampa
este caso de variable discreta, cuyo espectro se muestra en la Figura 3.6. Este filtro
acentu´a los armo´nicos correspondientes a frecuencias altas, y para compensar este
efecto, se utiliza otro cuyo espectro se obtiene a partir de una funcio´n ventana. Para
este propo´sito MATLAB nos ofrece las opciones que definimos a continuacio´n.
Filtro Shepp-Logan
H(l) =
sen
(
pil
2L
)
pil
2L
Filtro Coseno
H(l) = cos
(
pil
2L
)
Filtro Hamming
H(l) = 0,54 + 0,46 cos
(
pil
L
)
Filtro Hanning
H(l) = 0,5 + 0,5 cos
(
pil
L
)
para −L < l ≤ L.
En la Figura 3.7 se muestra el espectro de amplitud de dichos filtros.
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Figura 3.7: Filtros
Si fθk(xm, yn) representa la retroproyeccio´n filtrada obtenida a partir de
IDFT
{
H(l)Y˜ (l, θk)
}
, la imagen obtenida a partir de la suma de retroproyecciones
filtradas se representa
f˜(xm, yn) =
pi∑
θk=0
fθk(xm, yn)
El procedimiento se puede resumir en los siguientes pasos
1. Se halla la DFT de la proyeccio´n a filtrar g(rj, θk), aplicando un procedimiento
eficiente (FFT).
2. Se multiplica la DFT hallada por el filtro rampa y el filtro adicional escogido.
3. Se halla la IDFT (IFFT) del producto obtenido en el paso anterior, obteniento
la proyeccio´n filtrada, y con la cual se halla la retroproyecio´n correspondiente.
4. Se suman todas las retroproyecciones para obtener la imagen recuperada.
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 Original  Filtro Rampa  Filtros Rampa y Sheep-L
Filtros Rampa y Coseno Filtros Rampa y Hamming Filtros Rampa y Hanning
SNR = 8.01 SNR = 10.39
SNR = 15.72 SNR = 18.96 SNR = 19.78
Figura 3.8: Imagen de prueba 1 e ima´genes recuperadas
En la Figura 3.8 se muestra la imagen de prueba 1 y la imagen recuperada con 90
proyecciones y diferentes filtros, a las cuales se les sumo´ una sen˜al de ruido blanco
con SNR=5000, en la Figura 3.9, la imagen de prueba 2 y la imagen recuperada
tambie´n con 90 proyecciones y diferentes filtros, a las cuales se les sumo´ una sen˜al
de ruido blanco con SNR=1000. Inicialmente se aplico´ solo el filtro rampa, luego
un filtro adicional.
En nuestra simulacio´n las ima´genes de prueba se representan como una matriz
f(xm, yn) de taman˜o M × N , con M = N = 512, y para compararlas con las
ima´genes recuperadas se calculo´ el valor de SNR aplicando la ecuacio´n (3.4.1) en
cada caso. Los valores obtenidos para diferentes niveles de ruido y los diferentes
filtros utilizados se relacionan en el Cap´ıtulo 4.
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 Original  Filtro Rampa  Filtros Rampa y Sheep-L
Filtros Rampa y Coseno Filtros Rampa y Hamming Filtros Rampa y Hanning
SNR =  0.65 SNR = 0.99 
SNR = 2.36 SNR = 3.77 SNR = 4.38
Figura 3.9: Imagen de prueba 2 e ima´genes recuperadas
Aplicando Wavelets
Adema´s de la Wavelet Haar expuesta en la seccio´n 2.2.2, existen otras funciones que
satisfacen las condiciones de la definicio´n 2.3.1 y son utilizadas para descomponer
funciones con el fin de procesarlas. En nuestra simulacio´n utilizaremos adema´s de
la Wavelet Haar, otras cuatro cuyas gra´ficas se muestran en la Figura 3.10. El
procedimiento mediante el cual se obtienen estas funciones se puede consultar en
[56].
De acuerdo con [41] el proceso general consta de tres pasos
1. Descomposicio´n: Si N representa el valor del nivel de descomposicio´n, se escoge
el tipo de wavelet, el valor de N y se descompone la sen˜al a dicho nivel, con
el tipo de wavelet escogido.
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Daubechies 2 Daubechies 3
Daubechies 4 Coiflet 1
Figura 3.10: Wavelets utilizadas
2. Comparacio´n con el umbral: Para cada nivel de descomposicio´n, desde el 1
hasta el N se escoge un umbral y se hace la comparacio´n de los coeficientes
de detalle.
3. Reconstruccio´n: Se reconstruye la sen˜al utilizando los coeficientes de aproxi-
macio´n del u´ltimo nivel y los coeficientes de detalle modificados de todos los
niveles.
Descomposicio´n: Si Wj−1 es el complemento ortogonal de Vj−1 en Vj entonces
Vj = Vj−1 ⊕Wj−1
por lo tanto, si una funcio´n f ∈ Vj, se puede expresar como f = fj−1 +wj−1, donde
fj−1 ∈ Vj−1 y wj−1 ∈ Wj−1, las cuales se denominan respectivamente componente de
aproximacio´n y componente de detalle para f , en su primer nivel de descomposicio´n.
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Si queremos obtener un segundo nivel de descomposicio´n y sabemos que Wj−2 es
el complemento ortogonal de Vj−2 en Vj−1 entonces Vj−1 = Vj−2 ⊕Wj−2, y como la
funcio´n fj−1 ∈ Vj−1, entonces se puede expresar como fj−1 = fj−2 + wj−2, donde
fj−2 ∈ Vj−2 y wj−2 ∈ Wj−2, por lo tanto
f = fj−2 + wj−2 + wj−1
y para un nivel de descomposicio´n N tendremos que
f = fj−N + wj−N + wj−(N−1) + wj−(N−2) + · · ·+ wj−1
Sea {Vj , j ∈ Z} un A.M.R. con funcio´n de escala ϕ(x) y wavelet asociada ψ(x), si
f ∈ Vj entonces
f =
∑
k∈Z
< f, ϕj,k > ϕj,k =
∑
k∈Z
aj,kϕj,k
donde aj,k =< f, ϕj,k > son los coeficientes de aproximacio´n de f y de acuerdo con
[7], representan las muestras de la funcio´n. Sabemos que {ϕj−1,k}k∈Z es una base
ortonormal para Vj−1 y {ψj−1,k}k∈Z es una base ortonormal para Wj−1, por lo tanto
f = fj−1 + wj−1 =
∑
k∈Z
< f, ϕj−1,k > ϕj−1,k +
∑
k∈Z
< f, ψj−1,k > ϕj−1,k
y se puede expresar como
f =
∑
k∈Z
aj−1,kϕj−1,k +
∑
k∈Z
dj−1,kψj−1,k
donde aj−1,k =< f, ϕj−1,k > y dj−1,k =< f, ψj−1,k > son respectivamente los
coeficientes de aproximacio´n y los coeficientes de detalle del primer nivel de des-
composicio´n.
81
Para el segundo nivel de descomposicio´n expresamos fj−1 =
∑
k∈Z aj−1,kϕj,k como
fj−1 = fj−2 + wj−2 =
∑
k∈Z
aj−2,kϕj−2,k +
∑
k∈Z
dj−2,kψj−2,k
donde aj−2,k =< f, ϕj−2,k > y dj−2,k =< f, ψj−2,k > son respectivamente los coefi-
cientes de aproximacio´n y los coeficientes de detalle del segundo nivel de descom-
posicio´n. Por lo tanto para el nivel N de descomposicio´n
fj−(N−1) = fj−N + wj−N =
∑
k∈Z
aj−N,kϕj−N,k +
∑
k∈Z
dj−N,kψj−N,k
y conociendo los coeficientes de aproximacio´n y de detalle desde el nivel 1 hasta el
N , podemos reconstruir la funcio´n f como
f =
∑
k∈Z
aj−N,kϕj−N,k +
∑
k∈Z
dj−N,kψj−N,k + · · ·+
∑
k∈Z
dj−1,kψj−1,k
Teniendo la funcio´n (sen˜al) en esta forma, podemos hacer cambios en los coeficien-
tes para obtener ciertos efectos en la funcio´n (sen˜al) reconstruida, lo que equivale
a procesarla. Los cambios ma´s comunes en la pra´ctica esta´n relacionados con la
compresio´n, para que ocupe menos espacio en la memoria de un computador, y con
la reduccio´n de ruido, para mejorar la calidad de la informacio´n.
Matlab asume los coeficientes de aproximacio´n aj,k, los valores del filtro de escala y
los del filtro wavelet como vectores [41], sean A, H y G tales vectores, los valores de
los coeficientes de aproximacio´n y de detalle del primer nivel de descomposicio´n, que
se representara´n como los vectores A1 y D1 , se obtienen haciendo la convolucio´n
de A con H y G seguida de un submuestreo, por lo tanto, si A tiene L elementos,
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AA1 D1
A2 D2
A3 D3
Figura 3.11: Estructura de los vectores de coeficientes
y H y G tienen, M elementos cada uno, el nu´mero de elementos de A1 y D1
sera´ el mayor entero menor o igual que L+M−1
2
, generalmente LM , por lo tanto
el nu´mero de elementos de A1 y D1 sera´ aproximadamente L
2
. Si continuamos
haciendo descomposiciones a partir de los valores de A1, obtendremos los vectores
A2 y D2 corespondientes a los coeficientes de aproximacio´n y de detalle para el
segundo nivel de descompocicio´n, y el nu´mero de elementos de esos vectores sera´ L
4
.
El ma´ximo nivel de descomposicio´n Nmax depende de L y se tendra´ cuando el
nu´mero de elementos del vector de detalle DNmax = 1, es decir
L
2Nmax
= 1
por lo tanto Nmax = log2 L, como este valor debe ser entero positivo, se escoge el
mayor entero menor o igual que log2 L. La estructura de esta descomposicio´n se
muestra en la Figura 3.11. En la pra´ctica los ma´ximos niveles de descomposicio´n
son 4 o 5 [41], lo cual generalmente es menor que el ma´ximo posible.
Cada proyeccio´n ma´s la sen˜al de ruido g = g(rj, θk) + η(rj, θk), puede se puede
suponer como el vector de coeficientes A, y calculando los vectores A1 y D1 podemos
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Figura 3.12: Primer nivel de descomposicio´n de g
reconstruir g = gj−1 +wj−1 utilizando uno de los diferentes tipos de wavelet. En la
Figura 3.12 se muestra el primer nivel de descomposicio´n de g, donde gj−1 y wj−1
se reconstruyeron combinando los elementos de dichos vectores con la funcio´n de
escala y la Wavelet Daubechies 4.
Para el segundo nivel de descomposicio´n g = gj−2 + wj−2 + wj−1 podemos hacer
algo similar utilizando los vectores A2, D2 y D1. En la Figura 3.13 se muestra el
segundo nivel de descomposicio´n de g, que es la suma de una proyeccio´n y una
sen˜al de ruido blanco con SNR=400, y donde gj−2, wj−2 y wj−1 se reconstruyeron
combinando los elementos de los vectores mencionados, con la funcio´n de escala y
la Wavelet Haar.
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Figura 3.13: Segundo nivel de descomposicio´n de g
Comparacio´n con el umbral: El umbral es el valor estimado del nivel de ruido,
los valores mayores que el umbral son sonsiderados como sen˜al y los menores como
ruido. Adema´s cuando la sen˜al de ruido se descompone utilizando una base, el
estimador de ruido puede ser aplicado porque el ruido blanco permanece como tal
en todas las bases [34]. Lo que implica que la sen˜al de ruido aparece en todos los
niveles de descomposicio´n.
De acuerdo con [38] el proceso de comparacio´n con el umbral se puede definir
como un operador de estimacio´n de la siguiente manera; en una base ortogonal
B = {gm}0≤m≤N el estimador de f a partir de X = f +W puede se escrito como
F˜ = DX =
N−1∑
m=0
ρT (XB [m]) gm
donde XB [m] = 〈X, gm〉. Aqu´ı se supone que W es un ruido blanco con varianza
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σ2, y ρT es la funcio´n de comparacio´n con el umbral. Hay dos maneras de comparar
los valores de una sen˜al con el umbral, denominadas comparacio´n r´ıgida (hard) y
comparacio´n flexible (soft)
Comparacio´n Rı´gida
ρT (x) =

x si |x| > T
0 si |x| ≤ T
Comparacio´n Flexible
ρT (x) =

x− T si x ≥ T
x+ T si x ≤ −T
0 si x < |T |
En la siguiente Figura se puede apreciar la forma en que cada funcio´n de compara-
cio´n opera los coeficientes.
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Estimacio´n del umbral: Existen varios procedimientos para estimar el umbral,
basados en conceptos de Estad´ıstica y Procesos Estoca´sticos, por lo tanto haremos
una breve descripcio´n de algunos de ellos. Para mayor informacio´n ver [38]
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Umbral Minimax: De acuerdo con [41], en esta estimacio´n se aplica el principio
minimax, utilizado en estad´ıstica para disen˜ar estimadores. La reduccio´n de ruido
en una sen˜al se puede considerar como el estimador de la regresio´n de una funcio´n
desconocida, el estimador minimax es el minimiza el ma´ximo error cuadra´tico medio
obtenido para una funcio´n de un conjunto dado.
Umbral Universal: Fue propuesto por Donoho y Johnstone [17] y esta´ dado por
T = σ
√
2 logN
donde N y σ son respectivamente la longitud y la varianza de la sen˜al de ruido.
Umbral SURE (Stein’s Unbiased Risk Estimate): El riesgo de un estimador
D se define como
r(D, f) = E
{‖f −DX‖2}
y el riesgo del umbral como
r(f, T ) =
N−1∑
m=0
Φ
(|(XB [m])|2)
donde
Φ(u) =

u− σ2 si u ≤ T 2
σ2 + T 2 si u > T
y σ2 es la varianza de la sen˜al de ruido, as´ı, el valor de T se optimiza minimizando el
riesgo. MATLAB nos da la posibilidad de aplicar la comparacio´n tanto r´ıgida como
flexible con estos tres umbrales. Una vez escogido el umbral se hace la comparacio´n
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de los coeficientes de detalle en cada nivel de descomposicio´n y se obtienen los
coeficientes de detalle modificados.
Reconstruccio´n: Teniendo en cuenta que
g = gj−N + wj−N + wj−(N−1) + wj−(N−2) + · · ·+ wj−1
donde gj−N es la componente de aproximacio´n para el nivel N de descomposicio´n
y wj−N , wj−(N−1), ...,wj−1 son las componentes de detalle para los N niveles de
descomposicio´n. Si w˜j−N , w˜j−(N−1), ..., w˜j−1 son las componentes de detalle re-
construidas con los coeficientes de detalle modificados, entonces la proyeccio´n con
reduccio´n de ruido sera´
g˜ = gj−N + w˜j−N + w˜j−(N−1) + · · ·+ w˜j−1
En la Figura 3.14 se muestra una proyeccio´n con ruido blanco tal que SNR = 400,
y luego la misma proyeccio´n, obtenida despue´s de descomponerla al nivel 3 y hacer
comparacio´n flexible con el umbral universal en cada nivel.
Con las proyecciones reconstruidas se obtienen las retroproyecciones que finalmente
se suman para obtener la imagen recuperada. En la Figura 3.15 se muestra la
imagen de prueba 1 y en la Figura 3.16 la imagen de prueba 2, para las dos Figuras
se aplico´ el Filtro Rampa y adema´s reduccio´n de ruido por comparacio´n con el
umbral, ambas se recuperaron con 90 proyecciones, para la primera SNR=8000 en
cada proyeccio´n, y para la segunda SNR=2000 en cada una.
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Figura 3.14: Reduccio´n de ruido por comparacio´n con el umbral
En la imagen de prueba 1 la reduccio´n de ruido se hizo utilizando la Wavelet Dau-
bechies 4, comparacio´n flexible y umbral universal, y en la imagen de prueba 2 la
Wavelet Daubechies 4, comparacio´n flexible y umbral minimax.
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Original Con Filtro Rampa Con Filtro Rampa      + Wavelets
SNR = 10.28 SNR = 10.35
Figura 3.15: Imagen de prueba 1 y sus reconstruccio´nes
Original Con Filtro Rampa
Con Filtro Rampa 
     + Wavelets
SNR = 4.2 SNR = 17.41
Figura 3.16: Imagen de prueba 2 y sus reconstruccio´nes
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CAP´ITULO 4
Ana´lisis de resultados
En este cap´ıtulo se resumen y analizan los valores de Relacio´n Sen˜al a Ruido (SNR)
de las ima´genes recuperadas, despue´s de simular el proceso aplicado en la Tomo-
graf´ıa Computarizada con dos ima´genes de prueba. Se considero´ que cada proyeccio´n
es afectada por ruido blanco (como ocurre en el proceso real) y se filtro´ cada una
de e´stas aplicando dos procedimientos diferentes, uno basado en la Transformada
Discreta de Fourier y el otro en las Wavelets. Para los dos me´todos se calculo´ el
valor de SNR de las ima´genes variando el nu´mero de proyecciones y el valor de
SNR en cada proyeccio´n, en el primer me´todo se vario´ el tipo de filtro aplicado
(Rampa, Shepp-Logan, Coseno, Hamming y Hanning) y en el segundo, el tipo de
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Wavelet utilizada (Haar, Daubechies 2, Daubechies 3, Daubechies 4 y Coiflet 1), el
tipo comparacio´n (Rı´gido y Flexible), el criterio de seleccio´n de umbral (Universal,
SURE y Minimax) y el nivel de descomposicio´n (1, 2, o 3).
4.1. Para la imagen de prueba 1
Los valores ma´s altos de SNR en la imagen recuperada se obtuvieron bajo las
siguientes condiciones; utilizando el me´todo que aplica la Transformada de Fourier,
con el filtro Hanning, aunque con el filtro Hamming los valores fueron muy similares,
y utilizando el me´todo con Wavelets, los resultados fueron muy similares para los
cinco tipos de wavelet utilizados, sin importar el tipo de comparacio´n, el criterio de
seleccio´n del umbral, ni el nivel de descomposicio´n.
En las siguientes tablas se muestran los valores de SNR en la imagen de prueba 1
recuperada, obtenidos con el filtro Hanning y con la Wavelet Daubechies 4, variando
el nu´mero de proyecciones y el valor de SNR en las proyeccio´nes.
Si el valor de SNR en cada proyeccio´n es 500
Nu´mero de proyecciones 36 45 60 90 180
Fourier - Filtro Hanning 2.24 2.97 4.37 7.22 15.44
Wavelet Daubechies 4 0.48 0.64 0.84 1.31 2.78
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Si el valor de SNR en cada proyeccio´n es 2000
Nu´mero de proyecciones 36 45 60 90 180
Fourier - Filtro Hanning 3.80 5.43 8.23 15.40 35.91
Wavelet Daubechies 4 1.38 1.86 2.61 4.34 10.03
Si el valor de SNR en cada proyeccio´n es 5000
Nu´mero de proyecciones 36 45 60 90 180
Fourier - Filtro Hanning 4.43 6.40 10.08 19.91 49.12
Wavelet Daubechies 4 2.20 3.10 4.52 8.13 20.76
Si el valor de SNR en cada proyeccio´n es 8000
Nu´mero de proyecciones 36 45 60 90 180
Fourier - Filtro Hanning 4.64 6.78 10.65 21.42 54.08
Wavelet Daubechies 4 2.59 3.68 5.50 10.31 28.68
Si el valor de SNR en cada proyeccio´n es 10000
Nu´mero de proyecciones 36 45 60 90 180
Fourier - Filtro Hanning 4.72 6.87 10.86 22.08 55.99
Wavelet Daubechies 4 2.80 3.98 5.84 11.38 32.98
De acuerdo con los valores contenidos en las tablas anteriores podemos afirmar que
se puede obtener un valor mayor de SNR en las ima´genes recuperadas, cuando se
filtran las proyecciones utilizando el me´todo que aplica la Transformada Discreta
de Fourier.
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4.2. Para la imagen de prueba 2
Los valores ma´s altos de SNR en la imagen recuperada se obtuvieron bajo las
siguientes condiciones; utilizando el me´todo de filtrado que aplica la Transformada
de Fourier, con el filtro Hanning, y utilizando el me´todo con Wavelets, con la Wavelet
Daubechies 4, comparacio´n flexible, critero universal y nivel de descomposicio´n 3,
por lo tanto, con el fin de comparar estos dos casos con ma´s detalle, en las siguientes
tablas se muestran los los valores de SNR en la imagen de prueba 2 recuperada,
obtenidos variando el nu´mero de proyecciones y el valor de SNR en las proyeccio´nes.
Si el valor de SNR en cada proyeccio´n es 500
Nu´mero de proyecciones 36 45 60 90 180
Fourier - Filtro Hanning 2.82 3.72 4.81 7.34 14.82
Wavelet Daubechies 4 1.34 1.83 2.37 3.61 7.41
Si el valor de SNR en cada proyeccio´n es 1000
Nu´mero de proyecciones 36 45 60 90 180
Fourier - Filtro Hanning 5.28 7.17 9.53 14.43 28.75
Wavelet Daubechies 4 4.50 6.39 8.30 12.74 26.29
Si el valor de SNR en cada proyeccio´n es 3000
Nu´mero de proyecciones 36 45 60 90 180
Fourier - Filtro Hanning 12.82 18.93 25.52 38.97 78.31
Wavelet Daubechies 4 24.01 54.06 61.33 108.29 207.95
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Si el valor de SNR en cada proyeccio´n es 5000
Nu´mero de proyecciones 36 45 60 90 180
Fourier - Filtro Hanning 17.97 27.74 37.99 59.27 118.78
Wavelet Daubechies 4 32.62 91.61 100.67 183.05 331.67
Si el valor de SNR en cada proyeccio´n es 10000
Nu´mero de proyecciones 36 45 60 90 180
Fourier - Filtro Hanning 26.50 44.48 61.97 96.53 194.68
Wavelet Daubechies 4 34.86 105.73 113.59 213.89 381.21
Como podemos observar en las tablas anteriores, para valores de SNR en las proyec-
ciones, superiores a 1000, con las Wavelets se obtienen mejores resultados, aunque
es importante destacar que hay condiciones en las que aplicando la Transformada
de Fourier se obtienen mejores resultados que utilizando Wavelets.
Considerando ahora los resultados obtenidos con la Wavelet Daubechies 4, vamos
a compararlos cambiando algunas condiciones. En las siguientes tablas se muestran
los resultados obtenidos con los dos tipos de comparacio´n; r´ıgido y flexible y con
los tres criterios de seleccio´n del umbral, para la Wavelet Daubechies 4 y nivel de
descomposicio´n 3.
Si el valor de SNR en cada proyeccio´n es 500 y criterio Universal
Nu´mero de proyecciones 36 45 60 90 180
Comparacio´n Rı´gida 0.43 0.57 0.75 1.14 2.28
Caomparacio´n Flexible 1.34 1.83 2.37 3.61 7.41
95
Si el valor de SNR en cada proyeccio´n es 500 y criterio SURE
Nu´mero de proyecciones 36 45 60 90 180
Comparacio´n Rı´gida 0.40 0.52 0.69 1.03 2.14
Comparacio´n Flexible 0.42 0.54 0.72 1.10 2.26
Si el valor de SNR en cada proyeccio´n es 500 y criterio Minimax
Nu´mero de proyecciones 36 45 60 90 180
Comparacio´n Rı´gida 0.40 0.53 0.70 1.05 2.15
Comparacio´n Flexible 0.80 1.06 1.34 2.16 4.34
Si el valor de SNR en cada proyeccio´n es 3000 y criterio Universal
Nu´mero de proyecciones 36 45 60 90 180
Comparacio´n R´ıgida 4.62 7.67 9.26 15.47 30.40
Comparacio´n Flexible 24.01 54.06 61.33 108.29 207.95
Si el valor de SNR en cada proyeccio´n es 3000 y criterio SURE
Nu´mero de proyecciones 36 45 60 90 180
Comparacio´n R´ıgida 2.20 3.11 3.99 6.18 12.55
Comparacio´n Flexible 3.04 4.28 5.58 8.66 17.83
Si el valor de SNR en cada proyeccio´n es 3000 y criterio Minimax
Nu´mero de proyecciones 36 45 60 90 180
Comparacio´n R´ıgida 2.68 3.85 4.82 7.71 15.67
Comparacio´n Flexible 10.84 18.71 21.96 36.04 72.57
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Si el valor de SNR en cada proyeccio´n es 10000 y criterio Universal
Nu´mero de proyecciones 36 45 60 90 180
Comparacio´n R´ıgida 21.83 71.52 64.25 159.14 345.37
Comparacio´n Flexible 34.86 105.73 113.59 213.89 381.21
Si el valor de SNR en cada proyeccio´n es 10000 y criterio SURE
Nu´mero de proyecciones 36 45 60 90 180
Comparacio´n R´ıgida 8.11 16.59 19.19 31.80 66.49
Comparacio´n Flexible 18.75 51.40 54.64 108.29 237.40
Si el valor de SNR en cada proyeccio´n es 10000 y criterio Minimax
Nu´mero de proyecciones 36 45 60 90 180
Comparacio´n R´ıgida 11.58 22.95 27.23 48.61 101.08
Comparacio´n Flexible 27.29 85.81 91.09 187.64 372.50
De acuerdo con los valores contenidos en las tablas anteriores podemos afirmar que
la relacio´n SNR de las ima´genes recuperadas siempre es mayor cuando se hace la
comparacio´n flexible, se aplica el criterio universal de estimacio´n del umbral y se
aumenta el nu´mero de proyecciones.
Si comparamos los resultados para la Wavelets Daubechies 4, comparacio´n flexible
y umbral universal, variando el nivel de descomposicio´n, el nu´mero de proyecciones
y el valor de SNR en las mismas tendremos
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Si el valor de SNR en cada proyeccio´n es 500
Nu´mero de proyecciones 36 45 60 90 180
Nivel de descomposicio´n 1 0.91 1.15 1.55 2.38 4.84
Nivel de descomposicio´n 2 1.26 1.69 2.22 3.31 7.03
Nivel de descomposicio´n 3 1.34 1.83 2.37 3.61 7.41
Si el valor de SNR en cada proyeccio´n es 3000
Nu´mero de proyecciones 36 45 60 90 180
Nivel de descomposicio´n 1 7.49 11.62 14.13 23.27 48.28
Nivel de descomposicio´n 2 18.33 35.69 42.18 74.53 154.96
Nivel de descomposicio´n 3 24.01 54.06 61.33 108.29 207.95
Si el valor de SNR en cada proyeccio´n es 10000
Nu´mero de proyecciones 36 45 60 90 180
Nivel de descomposicio´n 1 16.03 30.88 38.07 67.57 142.39
Nivel de descomposicio´n 2 29.15 76.10 92.61 169.05 369.109
Nivel de descomposicio´n 3 34.86 105.732 113.59 213.89 381.21
De acuerdo con los valores contenidos en las u´ltimas tres tablas podemos observar
que al aumentar el nivel de descomposicio´n, aumenta el valor de SNR en la imagen
recuperada, pero el incremento del nivel 1 al 2 es mayor que el incremento del nivel
2 al 3, lo que permite suponer que para niveles de descomposicio´n mayores que 3, los
incrementos en el valor de SNR en la imagen recuperada no sera´n muy significativos.
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4.3. Conclusiones
1. Los valores de SNR en las ima´genes recuperadas, de acuerdo con del me´todo
de filtrado utilizado, son mayores dependiendo del tipo de imagen a recuperar.
Para ima´genes irregulares, como las que se requieren en medicina, los mejores
resultados se obtuvieron utilizando el me´todo que aplica la Transformada
Discreta de Fourier, mientras que para ima´genes regulares como las que se
requieren en la industria, los mejores resultados se obtuvieron utilizando el
me´todo que aplica las Wavelets.
Para ima´genes regulares y utilizando el me´todo que aplica Wavelets,
2. Se obtienen mejores resultados aplicando la comparacio´n flexible.
3. Se obtienen mejores resultados con el criterio universal de estimacio´n del um-
bral.
4. El aumento en el nivel de descomposicio´n mejora los resultados, sin embargo,
el incremento de un nivel a otro en el valor de SNR en la imagen recuperada,
disminuye a medida que se aumenta dicho nivel.
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