Abstract: We propose a path planning method to reduce the inspection time of A01 (automatic optical inspection) machines in SMT (surface mount technology) in-line system. Inspection windows of board should he clustered to consider the FOV (fieldof-view) of camera. The number of clusters is desirable to he minimized in order to reduce the overall inspection time. We newly propose a genetic algorithm to minimize the number of clusters for a given hoard. Comparative simulation results are presented to verify the usefulness ofproposed algorithm.
Introduction
One important process in electronic manufacturing today is PCB (printed circuit board) assembly using SMT (surface mount technology). SMT has replaced the older through-hole-technology because it can increase dramatically the densities of component per hoard. The inspection machines are employed in the SMT in-line systems to perform a sequence of inspections on component placement and soldering. Due to the growth of image processing technology, they have become very popular in PCB assembly line. Efficient operation of the inspection machine is essential for reducing product cost and therefore increasing competitiveness. In this paper, we propose a method for the SMT inspection machines to reduce the total inspection time. Fig.1 shows a typical inspection machine that consists of a gantry and a camera. The gantry moves in y-direction, and the camera moves along the gantry in x-direction. These x and y-direction movements can occur concurrently.
Since the FOV (field-of-view) of camera is hounded by its limit, the camera travels over the hoard to acquire overall images.
The inspection windows are rectangle areas to be inspected in a hoard. The cluster is defined as the group of inspection windows that can be acquired by one FOV. Hence the number of clusters is equal to the number of images to be acquired. If we reduce the number of clusters, we can reduce the overall image acquisition time. This paper presents a clustering algorithm to minimize the total clusters of the inspection machine. [5] to om problem, because our problem is different with the typical clustering problem in the viewpoint of decision variables and optimization criteria. In this paper, we modify the typical single-link and ISODATA algorithms, and apply them to our problem. We also propose the S-shape algorithm by heuristic approach. Finally a genetic algorithm is proposed to get a near-optimal solution. We verify the efficiency and usefulness of the proposed method through the comparative simulation using a commercial machine. Fig.2 shows windows, FOV and path of an inspection machine. The windows are rectangle areas to be inspected by camera, which include component windows, solder windows and bridge windows. Several hundreds or thousands of windows are usually located in a board. FOV is the maximum area that can be acquired at a time by a camera. The widtb and length of FOV is usually within several tens of mm. The cluster is defined as a group of windows that can be acquired at a time. The size of FOV hounds that of cluster. The camera visits every cluster at once to acquire images of overall windows. The path is the sequence of clusters to be visited by camera.
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Path Planning Problem
To minimize the total inspection time, two items should be decided optimally: clusters and path. The number of clusters is desirable to be minimized, because it can reduce the total stop time as well as total image acquisition time.
The path will greatly effect on the total traveling time of camera. We divide the path-planning problem into two subproblems: clustering problem and sequencing problem. The clustering problem is to create the minimum clusters for all windows, and the sequencing problem is to find the optimal sequence ofclusters to minimize the total traveling time.
The sequencing problem can be modeled as a standard traveling salesman problem (TSP). Therefore we can apply directly the well-known TSP algorithms [6] [7] to the sequencing problem. The start node and end node are predetermined at the wait location of a camera. The cost is the moving time, which can be calculated by profiles of x and y
The typical clustering problem is to create clusters to minimize the sum of &stances between windows and center of clusters. There is no limitation on the maximum size of clusters. Also, the number o f clusters is usually fixed as a given condition. However, in our clustering problem, the maximum size of clusters should be bounded by the size of FOV. And the number of clusters is not given condition but a decision variable to be minimized. Therefore it is very hard to apply the typical clustering algorithms to our clustering problem. We define the clustering problem of inspection machines mathematically. Let W = {w1;.., w,) be the set of all (4) , where n is the number of clusters. The constraint in (3) means that all windows should be included in clusters, and the constraint in (4) means that each window should be included exactly in one cluster.
.,W" as:
Min n (2) S.t. ( J Y . = W i=l (3)
Clustering Algorithms
Now we propose clustering algorithms to solve the clustering problem of inspection machines, which was defined in the former section.
Single-link algorithm
The single-link algorithm [ 
ISODATA algorithm
The ISODATA (iterative self-organizing data analysis) algorithm [4] is the most popular algorithm for the typical clustering problem. This algorithm was updated from Kmeans algorithm [9] that improves the clustering by moving the center (mean) of k-clusters. The ISODATA algorithm improves them more efficiently through iterative merging or splitting. Basically this algorithm is also under the category of local improvement method, the solution depends on the initial clusters. The modified ISODATA algorithm for our clustering problem is as follows: 
S-shape algorithm
The S-shape algorithm is newly developed for ow clustering problem. Both of the single-link and the ISODATA algorithms are methods of improving the initial clusters. But this algorithm is a method of constructing clusters step by step. Starting from the comer window, clusters are constructed by S-shaped movement of the center. This heuristic approach is simple to be implemented and can generates a reasonable solution for many boards.
However the result mainly depends on the distribution of windows of the board. The S-shape algorithm is as follows: 
Genetic algorithm
The genetic algorithms have been widely used for complex optimization problems. Differently with the local search and the heuristic search, these algorithms can make the solution get out of the local ones and approach to the global one.
[IO] However, convergence ofthe solution may take a lot of time, which depends on the problem size and parameters.
Several researches have been announced for the typical clustering problems [I 1][12] . To apply the genetic algorithm into our clustering problem, we have to newly define the chromosome, fitness function, and operators (selection, crossover and mutation).
A. Chromosome and fitness
We define the chromosome of the clustering problem as:
The gene, the element of the chromosome, has the value of window index ( 3) or zero (0). The wii E Wj denotes the j -th window of cluster i , and 0 denotes the boundary between clusters. Hence the chromosome is the integer string that represents all of windows and clusters in a board.
Each generation consists of p chromosomes, where p i s the population size. The S-shape algorithm makes the chromosomes of initial generation by randomly selecting the start window and direction.
Let nk be the number of clusters for the k -th chromosome Vk ( k = l , . . . , p ) , then it can be obtained by counting the number of zeros. Let n , , be the maximum for a generation, then it is maximum value of n k . We define the fitness function e, for k -th chromosome as: 
B. Crossover operator
In the crossover stage, two chromosomes (5, V, ) are selected randomly with crossover probability. Then, the crossover operator changes the selected chromosomes to new chromosomes ( V, I 
Simulation Results
We use a commercial SMT inspection machine (AI-400, Samsung Techwin Co. LTD) [I31 for simulation. The size of FOV is 16(mm)x12(mm), and the image acquisition time for one FOV is 0.25 (sec). The maximum speed and acceleration of the X and Y gantry are 700 ("/sec) and 0.2 (mmisec'), respectively. The maximum sire of the board can be inspected is 256(mm)x245 (mm).
The proposed algorithms generated the clusters, and then a TSP algorithm generated the moving sequence of camera.
We constructed an initial tour by nearest-neighbor method, and improved the tour by 2 d p t method. This hybrid method is one of the most practical TSP algorithms. [6] We implemented the proposed algorithms using C H programming language under the MS-Windows XP, and installed them to the off-line programming software of the target machine. The population size for genetic algorithm was set at 100. The crossover probability and mutation probability were set at 0.5 and 0.8, respectively. Fig.3 shows cluster distributions for a sample board, which were generated by four algorithms proposed in this paper. According to the applied algorithm, clusters were generated and distributed differently in the same board. Fig.4 shows the evolution progress of the applied genetic algorithm. The number of clusters is decreased exponentially as the evolution of generation, which means that the proposed operators and parameters are fit well for the specified problem. Table 2 shows the improvement ratio of the genetic algorithm with respect to the other algorithms. It verifies that the genetic algorithm can improve the performance about 4 -I O (%). 
Conclusions Reference
In this paper, we proposed the clustering algorithms for path planning of SMT inspection machines. We defined the path-planning problem of SMT inspection machines, and divide it into two sub-problems: clustering and sequencing problems. For the clustering problem, we modified the typical single-link and ISODATA algorithms to consider the constraints of inspection clusters. And we newly developed an S-shape algorithm and a genetic algorithm. The chromosome, fitness function and operators are defined to solve our clustering problem by genetic algorithm. The sequencing problem was modeled as a standard TSP, so we used the well-known TSP algorithms.
The simulation results show that all of proposed algorithms can be implemented and installed well to the practical machines. And they can contribute to improve the productivity of the machine by reducing the number of clusters and moving time. The optimization performance of generic algorithm was relatively higher than the other algorithms.
Our results will be useful for increasing the productivity of electronic assembly lines. In the future, we will solve the clustering and sequencing problem concurrently to improve the optimization performance. 
