Abstract-In this paper, we present a method of parameter estimation for a class of problems where the desired signal is embedded in colored noise with unknown covariance. The new algorithm is a variation of the covariance differencing scheme proposed by Paulraj and Kailath. Unlike the previous method, however, the proposed algorithm does not require multiple estimates of the signal covariance matrix. Instead, it uses a priori knowledge of the structure of the noise covariance matrix to transform the array covariance matrix in a way that leaves its noise component unchanged while transforming the signal component in some appropriate manner. We can then eliminate the noise component by forming the difference of the original and transformed covariance matrices. This unique feature of the proposed method allows covariance differencing methods to be applied to a wider class of problems than was previously possible. To illustrate this, we apply the new covariance differencing algorithm to the problems of bearing estimation, resolution of overlapping echos, and transient response analysis. Simulation results are presented for each problem, and the new method's performance is compared to that of conventional methods for solving each respective problem. It is interesting to note that our algorithm eliminates the need for array rotation or translation which is often required for the conventional covariance differencing technique.
I. INTRODUCTION
I N recent years, a new and very powerful technique for parameter estimation-the eigenstructure or signal subspace method-has been developed. Eigenstructure algorithms are closely related to Pisarenko's method for estimating the frequencies of sinusoids in white Gaussian noise. In theory, they yield asymptotically unbiased estimates of arbitrarily close parameters, independent of the signal-to-noise ratio. Simulation results have shown that these methods perform well in comparison to other highresolution methods in terms of resolvability and bias at relatively low signal-to-noise ratios (see, for example, [4] , [11] of problems. They were first developed as a solution to the direction-of-arrival estimation problem in array processing by Beinvenu and Kopp [1] , [2] and Schmidt [3] and were later modified and improved by Johnson and DeGraaf [4] and Kumaresan and Tufts [5] . Signal subspace methods have also been suggested as means for estimating the frequencies of exponentially damped sinusoids in noise. Berni [6] has proposed a variation of Pisarenko's method as a solution to this problem, while Wax et al. [7] have discussed techniques for applying eigenstructure analysis to it. Su [8] developed the so-called extended Prony-signal subspace method (EPSS) and has shown that Prony's method and the Kumaresan-Tufts method of pole retrieval from transient response are special cases of this generalized signal subspace procedure. Recently, Bruckstein et al. [9] applied an eigenstructure approach to the problem of resolving overlapping echos in a scattering medium-a problem having important applications in the areas of geophysics, radar, and biomedical signal processing. As we shall see, this problem lends itself well to solution by signal subspace techniques.
Although signal subspace methods have proven to be powerful tools, they are not without drawbacks. An important weakness of all signal subspace algorithms is their need to know the noise covariance explicitly. In fact, most authors assume white Gaussian noise. Others have proposed a whitening approach for the case of known noise covariance. The important problem of developing signal subspace-based procedures for signals in noise fields with unknown covariance has not been satisfactorily addressed. As we shall see, several authors have wrestled with this problem in the context of direction-of-arrival estimation in unknown noise. We have not, however, encountered any satisfactory results for the case of frequency estimation or echo resolution. It is our intent to propose a solution to the problem of direction-of-arrival estimation, echo resolution, and frequency response analysis for a broad class of unknown noise fields.
II. THE SIGNAL MODEL
We begin our discussion by developing a mathematical model for the signals to be analyzed. As we shall see, the signals used for all three of the applications mentioned in the Introduction-bearing estimation, echo resolution, and transient response analysis-have very similar structures. This fact can be exploited in order to provide a unified treatment of the new covariance differencing method for all of the applications in question. In the subsequent development, we shall consider signals having the form
where S/ (•) is known except for the value of r,. The parameter a, will, in general, be unknown. In some cases, this parameter will be a random variable whose statistics need to be evaluated. For other applications, a, will be a deterministic quantity whose actual value is of interest. The parameter n t denotes the Gaussian noise process which corrupts the signal measurements. It will be assumed that this noise process is statistically independent of the signals. The parameter r will be some member of a predetermined subset of the complex plane which will be denoted by 9. In the following discussion, algorithms which estimate T, and either the statistics of the parameters {a,; i = 1, • • • , d } or their actual values will be developed. To do this, it will be useful to work with the statistics of the signal measurements {r,; I = 1, • • • , N }. In order to obtain a useful representation for these statistics, we introduce the vector
Equation (1) may then be rewritten in the form
where we have defined the matrix 5 and the vectors a and n as below:
Since we have assumed *,-(•) is known a priori, we may assume the structure ofS(T) is known for all r e 0. The set of all $(T) such that r e 6 will be denoted by S. For the bearing estimation and echo resolution problems, we shall work with a covariance matrix R defined by
where A is the signal covariance matrix and will be assumed to have full rank, Q is the noise covariance matrix, and t denotes the conjugate transpose operation. In order to simplify the notation, we shall denote the signal related component of R-namely, SAS^-by R s .
For the transient response analysis problem, an additional preprocessing step will be required in order to obtain a useful form for the covariance matrix R. The final format for R used for this problem will be identical to that of (4), however.
When the noise covariance matrix is known to within a multiplicative constant, the signal parameters may be found by directly applying conventional signal subspace techniques as described in [l]- [5] . If Q, however, is unknown, then signal subspace techniques cannot be applied without incurring a serious degradation in performance [20] . The remainder of this paper develops a signal subspace algorithm for a class of problems where Q is not known explicitly.
III. THE COVARIANCE DIFFERENCE METHODS
In recent years, several authors have tried to apply eigenstructure methods to bearing estimation problems where the noise covariance is unknown. Their work has resulted in the development of the so-called covariance differencing scheme. In this approach, two representations of the spatial covariance matrix R are obtained under the assumption that the noise covariance matrix remains the same for each representation, while the signal component of the array covariance matrix is changed in a controlled manner. The two representations are then subtracted in order to eliminate the noise covariance matrix and signal subspace techniques are then applied. The rest of this section discusses methods by which useful representations of the array covariance matrix can be obtained and how the eigenstructure methods can subsequently be employed to estimate the signal bearings.
A. Covariance Differencing Based on Multiple Measurements
In the context of the bearing estimation problem, Paulraj and Kailath [16] and Tuteur and Rockah [17] have suggested a procedure which obtains two separate measurements of R under the assumption that either the signal covariance matrix A or the steering vectors {S(TJ)\ i = 1, • • • , d} change between measurements, while the noise covariance remains the same. This scenario occurs, for example, when the noise covariance matrix is invariant under array rotation. When the array is rotated, the steering vectors will change since the angles of arrival of the signals will be different for each orientation. The noise covariance matrix will, however, be unchanged by the array rotation. As noted in [16] and [17] , Q will be rotationally invariant when the noise is either spherically or cylindrically isotropic or when the dominant noise sources are located on the array platform.
In order to summarize this method, let R o denote the covariance matrix of the first orientation and /?, the covariance matrix of the second. The procedure is then to 
In order to estimate the signal bearings and the signal covariance matrix, we apply a signal subspace-based bearing estimation algorithm to the above difference matrix (see [16] for further details). Although this procedure does allow for the application of signal subspace techniques to a wider class of bearing estimation problems than was previously possible, several new and important limitations are encountered when this method is applied. First, this algorithm places added demands on the stationarity of the channel by requiring two measurements of the array covariance matrix. Second, in order to obtain a second measurement, this covariance differencing algorithm usually requires some sort of translation and/or rotation of the array which may not be practical for some applications. In the following section, we propose a new technique which eliminates these limitations.
B. A Linear Transformation-Based Approach to Covariance Differencing
Under certain conditions, the above approach may be modified in a manner that eliminates the need for a second measurement of the covariance matrix R. This method applies to the signal measurements r a linear transformation L (•) designed so that the statistics of the noise process are preserved while certian essential components of the signal are altered in a useful and predictable manner. A second covariance matrix R L can then be constructed from the transformed set of measurements. The advantages of this approach are that 1) it requires only a single set of signal measurements, 2) it can be used in a wide variety of applications including those where it is not practical to obtain multiple measurements of the signal, 3) it eliminates the need for array rotation or translation when applied to the bearing estimation problem, and 4) it may provide for substantial computational savings over conventional techniques.
In order to select the appropriate transformation L( •), some a priori knowledge about the structure of Q is required. This information, generally obtained through assumptions made about the noise process, is required. For example, in transient response analysis problems, when the noise process involved is assumed to be stationary, Q will be a Hermitian symmetric Toeplitz matrix. Although this limited knowledge would not provide adequate information for the application of conventional signal subspace techniques, it will be shown that the covariance differencing scheme proposed here can successfully handle this situation. For the remainder of this work, we shall restrict our attention to two types of linear transformations: 1) premultiplication of r by a permutation matrix, and 2) complex conjugation. It is interesting to note that the latter transformation was first discussed in a related context by Farrier and Jeffries [21] .
The transformed covariance matrix will be defined in a manner similar to that given in (4):
= Rs + Q
where R$ denotes the transformed version of R s . Note that this relationship follows from the assumption that the noise-dependent component of R is invariant under the selected transformation. The noise-dependent term may thus be eliminated through the following subtraction process:
where AR is defined to be the covariance difference matrix. In the succedent discussion, we develop signal subspace techniques which provide estimates of the signal parameters using the covariance difference matrix defined above.
Although the details concerning the signal subspace algorithms to be used vary between applications and transformations, certain basic similarities exist. For all the applications to be discussed here, it will be possible to represent AR in the form
where S L and A L correspond to the quantities obtained for S and A after transformation.
The proposed signal subspace algorithm is predicated upon our ability to obtain from the eigenvalue decomposition of AR a set of basis vectors for the orthogonal complement of (S, S L ). These vectors will then be used to estimate {s(r,,):
The proposed algorithm will be based upon the following assumptions:
has full column rank 3) both A and A L are nonsingular. Note that the validity of the second and third assumptions depends upon the structure of S(T), the linear transformation L (•), and upon the nature of the signals being analyzed. Hence, it will be necessary to separately verify these assumptions for each application.
When these three assumptions hold, the eigenvalue decomposition of the difference matrix will yield 2d nonzero eigenvalues and L -2d zero eigenvalues. The eigenvectors corresponding to the zero eigenvalues span what shall be called the null subspace. We may show that the eigenvectors in the null subspace are orthogonal to the columns of (S, S L ). For this, let us assume that u denotes an arbitrary eigenvector in the null subspace. We then have the relation
will have an inverse. Also, since (5, S L ) has full column rank, we may multiply both sides of the above relation by the matrix
to obtain the desired relation (5, S L )\ = 0. This implies that the null subspace eigenvectors are orthogonal to the columns of (S, S L ). The eigenvectors of the nonzero eigenvalues of the difference matrix form a basis for the subspace spanned by the columns of (S, S L ). This subspace will henceforth be termed the signal subspace.
The null subspace eigenvectors of AR can be used to estimate the columns of S by computing
the null subspace eigenvectors of the difference matrix. G(T) will have a large peak when S(T) corresponds to a column of 5. Hence, the columns of 5 can be determined by performing a search of S for vectors which cause peaks inG(r). A problem arises, however, when a column of S L lies in S. When this occurs, G ( T ) will have more than d peaks, and hence some procedure will be required for determining which peaks of G(T) correspond to columns of 5 and which belong to S L . As we shall subsequently see, this problem is especially acute in bearing estimation applications where generally all the columns of S L lie in the parameter manifold. The method to be used to solve this problem will be highly dependent upon the specific application to which the algorithm is being applied. For this reason, we shall reserve our discussion of these techniques to later sections.
The preceding development was based upon the assumption that the covariance matrix R is readily available. In general, the matrix R is estimated as the sample covariance from the available data, and this estimated covariance R will be a perturbed version of the actual covariance matrix. Consequently, when this estimate is used in (6), the resulting difference matrix will also be perturbed from its true value. Due to this perturbation, AR will usually have full rank, and hence will have nonzero eigenvalues. Thus, as for conventional signal subspace algorithms, some criterion is needed to determine which eigenvalues correspond to the null subspace eigenvectors. Unlike the conventional methods, however, no optimal criterion for selecting these eigenvalues exists. For the multiple measurement based covariance differencing scheme, Tuteur and Rockah [17] have suggested that a likelihood-ratio test could be applied in an ad hoc manner to the positive eigenvalues of the difference matrix. We propose using this same procedure for determining the null subspace eigenvalues for the covariance differencing method proposed here.
In summary, we have developed a new linear transformation-based covariance differencing approach which allows us to apply the eigenstructure methods to a class of noise fields where the noise covariance is not explicitly known. The proposed method is superior to the covariance differencing methods of [16] since it neither requires multiple measurements of the covariance matrix R nor depends upon translation or rotation of an array. As we shall see, this new procedure will prove to be very flexible since, unlike the previously proposed covariance differencing methods, it can be applied to a variety of parameter estimation problems amenable to the signal subspace techniques.
IV. APPLICATIONS
In this section, we discuss several practical applications for the algorithm presented in the previous section.
A. Bearing Estimation
Let us consider first the problem of estimating the bearings of signals impinging on a linear array with N omnidirectional uniformly spaced elements. The sensor measurements will generally be corrupted by some noise process generated by the signal environment or perhaps the sensors themselves. We assume that stationary random narrow-band signals with center frequency co o are present and that these signals emanate from point sources in the far field. Although we are confining our development to the narrow-band case, the method can be easily extended to wide-band signals following the techniques of [14] . For simplicity, we will also restrict our consideration here to signals which are not coherent so that the signal covariance matrix A will have full rank. The coherent signal case can be handled using a preprocessing algorithm known as spatial smoothing [18] .
To proceed further, we work with the frequency domain representation of the received signal. The Fourier coefficients of the signals and noise are obtained by taking L-point FFT's of nonoverlapping segments of data at each sensor. The coefficients which correspond to the frequency of interest, namely, co o , are then selected as the input signal. The frequency domain version of the received signal vector at the /th sensor can then be described by In the application discussed here, it shall be assumed that the noise field consists of a set of point sources distributed symmetrically about the array broadside. This situation is typically encountered when the noise field is cylindrically or spherically isotropic. When this scenario is valid, the noise covariance matrix Q will be a symmetric Toeplitz matrix [19] . It is well known that symmetric Toeplitz matrices are invariant under the transformation JQJ where
The proposed method takes advantage of this property to obtain a second representation of the array covariance matrix R. After acquiring an initial estimate of this covariance matrix, we pre-and postmultiply it by J to obtain JRJ. We then obtain the difference
Since Q is assumed to be symmetric Toeplitz, we obtain
Assumptions 2) and 3) of the previous section can now be verified.
In order to prove that the matrix (5, JS) has full column rank, perform the following factorization:
where and / is a d X d identity matrix. Since the square matrix in (10) is obviously nonsingular, the rank of (S, JS) is the same as that of (S, S*). The latter, however, is a Vandermonde matrix which will have linearly dependent columns only when for i, 7 = 1, This condition will hold whenever two signals arrive from the same direction (it is assumed that this never occurs) or there exists a pair of signals which are located symmetrically about the array broadside. When either of these two situations exists, the particular signals in question may cancel and it may generally not be possible to detect them. If we constrain ourselves to scenarios where array rotation is not feasible, then there exists no known procedure that can be used to overcome this problem. This shortcoming is not, however, unique to the proposed algorithm. All known covariance difference methods have some associated conditions under which signal cancellation may occur. For example, in the algorithm proposed by Paulraj and Kailath [16] , signal cancellation occurs when the angle of array rotation corresponds to the difference in the angles of arrival of two signals.
Since we have assumed the signals are not coherent, the signal covariance matrix will have full rank. Furthermore, it is trivial to show A L also has full rank since the matrix A is unaffected by the transformation (i.e., A L = A). Hence, assumption 3) is satisfied.
Having verified that (S, JS) has full column rank and that A and A L are nonsingular, (7) can be used to estimate the steering vectors and subsequently the signal bearings. A problem arises, however, when we consider the effect of the steering vectors which form the columns of JS as defined in (9) on the array response given by G(T). By inserting (10) into (9), the difference matrix can be factored into the form
Now note that if 5, the set of actual steering vectors, includes a vector corresponding to a signal with bearing 6, then 5* will have a corresponding column having a form identical to a steering vector for a bearing of -d. The matrix S* can therefore be seen to be comprised of a set of steering vectors corresponding to the so-called "phantom" signals having bearings { -0,; / = 1, • • • , d}. Thus, the array response generated by the G(T) will have peaks not only at the actual directions of arrival, but also at the bearings corresponding to these "phantom" signals. Consequently, we are faced with the problem of determining which peaks in the array response represent the bearings of actual signals and which are due to "phantom" signals. Paulraj and Kailath [16] have proposed an effective so-lution to this problem. After estimating the possible source bearings, they propose to make a guess at the form of (5, S*). They then compute
[(s, s*)\s, s*)]~\s, S*)'AR(S, s*) • [(S, S*)\s,S*)]~\ (11)
If the initial guess is correct, the result will have positive elements along the upper half of its diagonal and negative values along the lower half of the diagonal. If, however, the guess is incorrect, this result will not be obtained, but the structure of the resulting matrix will suggest the appropriate ordering (see [16] for further details). The actual steering vectors can thus be determined from the signs of the diagonal elements of the matrix which results in (11) .
As noted in the previous section, the proposed algorithm will possess certain properties which can be exploited in order to reduce its computational complexity. It can be shown that when the transformation discussed in this section is used, the difference matrix will have eigenvalues which are symmetrically distributed about the origin. Furthermore, if «, corresponds to an eigenvector of the difference matrix, then Ju t will also be an eigenvector of this matrix. These properties can be exploited in order to reduce the computational complexity of the eigenvalue decomposition routine. Furthermore, they will be valid even when R is used in place of R in (6) . To prove these statements, we begin by noting that if then (R-JRJ) Ui = X,«,,
J(JRJ -R)Ju t = X, w, (JRJ-R)(Ju i ) = \ i (Ju,) (R -JRJ)(JUi) = -\(Jui).
Thus, if X, is an eigenvalue of R -JRJ and H, is its corresponding eigenvector, then the difference matrix will also have -X, as an eigenvalue and Ju, as an eigenvector. In summary, it can be said that for every positive eigenvalue of the difference matrix, there must exist a corresponding negative eigenvalue. Hence, R -JRJ must then have eigenvalues symmetrically distributed about zero.
We may take advantage of the symmetry of the eigenvalues of the difference matrix to reduce the amount of computation required in performing the eigenvalue decomposition of the matrix. Only the L/2 positive (or negative) eigenvalues and their eigenvectors need be computed since the other eigenvalues and eigenvectors can be obtained by multiplying the known eigenvalues by minus one and their corresponding eigenvectors by J. Hence, we have eliminated the need to obtain a full eigendecomposition of the difference matrix. Instead, the computationally economical inverse iteration-based routines [22] can be applied to obtain the eigenvectors of the difference matrix, resulting in a significant computational savings.
B. Echo Resolution
Let us now consider the application of the new covariance differencing technique to the problem of resolving overlapping echos received by a single sensor. This problem is encountered in a wide variety of areas including radar signal processing and geophysics. Let us assume that a signal of known shape and finite duration is transmitted into a scattering medium and overlapping echos of this signal with unknown arrival times are received by a single sensor. The problem is then to estimate the number of echos received and the arrival time of each echo. The test signal is transmitted into the medium repetitively assuming that all returns from past trials have died out before the next trial is conducted. The received signal will have the following form:
where a, is a random variable which models the fading effects of the channel, n{t) is a real zero-mean Gaussian random process with completely unknown covariance, and s(t) represents the test signal. We assume that a total of d echos have been received with delays denoted by TJ , j
Paralleling the development in Section II, we construct the received signal vector
r=[r(t x ),r(t 2 ), ••• , r(t N )] T .
The other quantities involved in (3a)-(3d) can thus be defined easily: In [9] , Bruckstein et al. have proposed applying the MU-SIC algorithm [3] to this covariance matrix in order to estimate both the number of echos present and their corresponding delays. This method assumes the additive noise is white. We will show that the covariance differencing approach proposed in this paper can be used to extend these results to the situations where colored noise with unknown covariance is present. It is easy to appreciate that the previously proposed covariance differencing methods are clearly inappropriate for this problem. Let us first consider the structure of Q. If we assume n,-(?) is a real, stationary Gaussian process, then Q must be a symmetric Toeplitz matrix. Thus, the noise covariance matrix will be invariant under the transformation JQJ where J is the exchange matrix previously defined. If we assume that the probing signal is designed in a manner which forces the columns of the matrix (5, JS) to be linearly independent, then the covariance difference method described in the previous section can be applied. A signal which meets this requirement is the exponentially damped sinusoid-a signal with many important practical applications. The asymmetry of this signal forces (S, JS) to have full column rank as long as S has full column rank (the conditions under which S will have full column rank are discussed in [9] ).
We can now directly apply a MUSIC-based covariance differencing approach to this problem. The difference matrix is obtained as before: AR = R -JRJ and its eigenvalue decomposition is then found. The same procedure proposed in the previous section is used to detect the number of echos present. In order to estimate the delays {T,; i = 1, • • • , d }, (6) is used with
S ( T ) = [s(ti -r ) , s ( t 2 -T ) , ••• , s ( t N -T ) ] ' .
In the above expression, r is a parameter representing possible values of echo delay and is varied over the interval [t u t N ]. The parameter r, denotes the time the probing signal is initially transmitted and is generally taken to be zero. When the response function G(T) is plotted as a function of T, the large peaks in the plot correspond to the arrival times of the echos.
Finally, for the case of asymmetric signals such as damped sinusoids, no "phantom" signal peaks are encountered. This is due to the fact that
JS(T) = [s(t N -T), -r)]
will not lie in S. Furthermore, as for the bearing estimation problem, the number of samples per trial must be greater than twice the number of echos present. This, however, is not a serious restriction since, in general, the number of samples will be much larger than the number of echos.
C. Transient Response Analysis
Pole estimation is an important problem in many areas of signal processing. In this section, we will consider the application of the proposed covariance differencing method to this problem. We will deal exclusively with systems having their poles inside the unit circle in the z domain. The measured signal is assumed to be corrupted by additive Gaussian noise with unknown covariance.
We formulate this problem by assuming that a sampled signal having the form
is measured at the output of some unknown system. In this problem, a, are unknown constants, p, are complex quantities having the form a, + jw h and n{t k ) is a stationary Gaussian random process with unknown covariance. We create, from the sampled signals, vectors r, having the form where N + 1 is the array length. In order to apply the covariance differencing method, the length of the array must be greater than twice the number of poles (i.e., N > 2d). We now introduce the following notations: We next compute the sample covariance matrix (13) where L represents the total number of signal vectors used and is equal to M -N + 1, with M being the total number of samples. As L becomes large, (13) will converge to
Q (14) (15) where Q is the noise covariance matrix. If we let 
We show in the Appendix that if L > d, A will be nonsingular. Thus, R will have a form appropriate for applying an eigenstructure method. Furthermore, if the noise is a stationary Gaussian random process, Q will be a Hermitian symmetric Toeplitz matrix. It is well known that Hermitian symmetric Toeplitz matrices have the property where Hence, the difference matrix can be written in the form When the columns of S correspond to poles at e m+jai , the columns of 5' will correspond to poles at e~a i+jui . Thus, if e ai+jul is inside the unit circle, e~a i+Jm will be outside the unit circle. As we shall see, this property will be useful in locating the poles of the system. Finally, notice that if Q is real, the conjugation operation is redundant and the transformation reduces to that used in the previous problems.
After obtaining the eigenvalue decomposition of the difference matrix, the number of poles present can be determined using techniques discussed in Section III. The pole locations are estimated using the minimum norm solution presented in [5] . This method finds a vector d satisfying the following constraints:
where U s is an N x Id matrix whose columns consist of the eigenvectors of AR which span the signal subspace. For this problem, the elements of d are taken to be the coefficients of an Mh-order polynomial. The resulting polynomial will have 2d pole-related roots and N -2d extraneous roots. The extraneous roots will lie symmetrically about the interior of the unit circle (see [11] , [12] , and [14] for proof of this statement). The algorithm calculates d using results presented in [5] and then constructs a polynomial of the form
After solving for and plotting the zeros of this polynomial, it is a simple matter to locate the system poles. As has been noted, all extraneous zeros lie inside the unit circle, while the signal zeros will form pairs with one zero located inside the unit circle at e pi and another at e ~pi outside the unit circle. The poles lying outside the unit circle can be easily located, and then by applying an appropriate transformation, the actual system poles can be obtained.
V. SIMULATION RESULTS
In this section, some simulation results for the covariance differencing approach are presented which compare the new technique's performance to that of conventional methods of parameter estimation. We shall consider examples of all the three application areas discussed in Section IV beginning with the direction-of-arrival estimation problem.
A. Bearing Estimation
In our first example, we consider three signals having bearings of -60°, 22°, and 30° and corresponding signal-to-noise ratios' of -12, -3, and 0 dB, respectively, impinging on an eight-element array. The noise component was generated using a symmetric Toeplitz covariance matrix whose top row is Three hundred snapshots, obtained from 64-point FFT's, were used to form the sample covariance matrix. Ten independent trials were conducted using both the proposed covariance differencing algorithm and the conventional MUSIC routine. The results are shown in Fig. 1 . In these diagrams, the function 10 log (G(T)) was plotted as a function of bearing. Fig. l(a) depicts results for the proposed covariance differencing algorithm using the null subspace eigenvectors to form the array response from (6) . Fig. l(b) depicts the array response obtained when the conventional MUSIC algorithm [3] is applied under the mistaken assumption that white noise is present. Fig. 1 shows that the proposed covariance differencing method yields a marked improvement over the performance of the conventional MUSIC algorithm. The array response formed using the conventional MUSIC method has a large spurious peak at 0°. Furthermore, this method is generally unable to resolve the signal at -60°. The peaks obtained at this location are almost 40 dB below those of other signals and have relatively large amounts of bias.
The experiment was repeated using signals with bearings at -60°, 18°, and 30° and signal-to-noise ratios of -12, -9, and -10 dB. At these lower signal-to-noise ratio levels, the covariance differencing method is far superior to the conventional MUSIC algorithm. For this problem, the conventional MUSIC scheme generally cannot detect the signal at 30°. Furthermore, the peak at 60°i s again quite small, and for some trials, it is difficult to discern it from spurious peaks in the array response. Note also that a large spurious peak is again found near the origin. Conversely, the covariance differencing algorithm-whose results are displayed in Fig. 2(a) -detects the signals, yields bearing estimates with much less variance than the conventional MUSIC algorithm, and has relatively small spurious peaks. ' For this problem, the signal-to-noise ratio is defined by 
B. Echo Resolution
We have also performed simulations for the echo resolution problem. Our work closely follows an example performed by Bruckstein et al. [9] in which three damped sinusoidal signals having delays of 0.2, 0.26, and 0.4 s and signal-to-noise ratios 2 of approximately 3 dB were combined with colored Gaussian noise to form the received signal. The covariance matrix Q is assumed to be symmetric Toeplitz with values
The signals were assumed to experience Rayleigh fading. The signal amplitudes are then random variables having Rayleigh density function with variance equal to one. Five hundred snapshots, consisting of 25 samples each, were used to estimate the covariance matrix. As in [9] , the signal was sampled every 0.08 s for intervals of 1 s. Both the conventional MUSIC algorithm as presented 2 For this problem, the signal-to-noise ratio is defined as in [9] .
in [9] and the proposed method were used to estimate the signal delays. We see from Fig. 3(a) that the conventional method is unable to estimate the signals having delays of 0.2 and 0.26 s, while the covariance differencing algorithm [ Fig. 3(b) ] was able to estimate the delays for all three signals. Note that as predicted for this problem, the covariance differencing algorithm did not generate "phantom" signals.
C. Transient Response Analysis
In this final example, we consider the estimation of the poles of the transient response of a system whose output measurements are corrupted by noise. The signal used is The variable n (•) is a zero-mean colored Gaussian noise process where both the signal and noise are assumed to be real. The covariance differencing method was applied to this problem using 100 samples with N = 13. The covariance matrix Q has the form Qij = 0.97
The results are shown in Fig. 4(a) . The Kumaresan-Tufts method was also used to estimate the poles of the response. The results for this method are shown in Fig. 4(b) . As can be seen from Fig. 4 , the covariance differencing scheme is able to estimate the poles of the response much more accurately than the Kumaresan-Tufts method. In fact, for the Kumaresan-Tufts method, the root corresponding to signal poles are widely scattered in the z plane, while those of the proposed method have closely grouped sets of signal roots. From these results and other simulation work not presented here, it has been found that the covariance differencing algorithm outperforms Kumaresan-Tufts method for problems where both highly correlated noise is present and relatively large data sets are available. The proposed method begins to show improvement over the older method when greater than 50 samples are available. This observation can be explained by observing that as the number of data samples increases, the covariance differencing methodis able to obtain a better estimate of the noise covariance matrix and can then eliminate it more effectively. Interestingly, we have found that the Kumaresan-Tufts method proves to be quite robust even in the face of colored noise. For this reason, the covariance differencing method is useful only when highly correlated noise is present. Finally, it is interesting to note that the properties of the covariance differencing method that are predicted theoretically appear in practice. For example, it is apparent from Fig. 4(a) that the extraneous roots lie relatively symmetrically about the interior of the unit circle. Second, note that the signal-related roots have images outside the unit circle. As mentioned before, this makes locating the poles quite simple. In this work, eigenstructure techniques have been extended to problems in which the desired signal is corrupted by additive noise with unknown covariance. The new method uses information concerning the symmetric structure of the noise covariance matrix to separate it from the signal covariance matrix. This so-called covariance differencing technique has proven to be useful in a wide variety of problems including bearing estimation, echo resolution, and transient response analysis. Simulation results have demonstrated that the new technique affords significant improvement in certain situations over conventional methods.
Although this paper has addressed a wide variety of problems, there are still many areas in which improvement is possible. For example, a more powerful method for detecting the number of signals is needed. The current methods are ad hoc and techniques with sounder theoretical basis are desirable. It would also be of interest to investigate other noise fields and array geometries having structures that can be similarly exploited, perhaps via different transformations, in order to apply the covariance differencing techniques.
APPENDIX
The nonsingularity of A in (15) can be easily proved using a procedure proposed by Shan et al. [18] 
