Here we examine a proposed approximation for the quantum statistical density matrix motivated by the nonextensive thermostatistics of Tsallis and co-workers. The approximation involves replacing the physical potential energy with an effective one, corresponding to a generalized nonextensive statistical ensemble. We examine the convergence properties of averages calculated using the effective potential, and introduce a related method for enhanced sampling in numerical path integration. As a necessary measure, path integral energy estimators are introduced for potentials that involve explicit temperature dependence. This sampling method is found to be effective for path integral simulations involving broken ergodicity.
I. INTRODUCTION
Path integration is a widely employed means of calculating quantum mechanical averages for thermodynamic observables. Much of the utility of this technique in computer simulation is related to the well known isomorphism ͓1,2͔ between the path integral expression for the partition function of a single quantum particle and that of a classical polymer ring having N pseudoparticle ''beads.'' Due to this isomorphism, many of the techniques from classical simulations may be applied to quantum problems. Difficulties arise however, when the number of beads N, required to accurately represent the quantum system, becomes large ͓3͔, and/or when barriers separating potential minima are high. Both of these situations occur at low temperatures. In the former case, the bonds between the beads in the isomorphous polymer chain become stiff, and long simulation times are required for conformational sampling. In the case of high barriers, tunneling is restricted and the system may manifest a ''broken ergodicity'' ͓4 -6͔.
To mitigate the problem of stiff bonds in the polymer chain, a number of strategies have been developed. Some of these methods enhance the sampling of the N-bead configurations. These include normal mode techniques for the intrachain interactions ͓7͔, which are closely related ͓8͔ to Fourier path integral methods ͓9-11͔, and the staging algorithm ͓12͔. Other methods move beyond the so-called primitive hightemperature approximation to the discretized action, thereby reducing the required number of beads. Among these techniques are higher-order factorizations of the thermal density operator ͓13-15͔, use of the Wigner-Kirkwood expansion ͓16͔, generating an effective potential with renormalization group techniques ͓17͔, and schemes that make use of exact harmonic propagators ͓18 -22͔. Some methods that enhance sampling of classical systems with high barriers have been successfully applied to path integral simulations ͓7͔.
In this paper we will explore a formal connection, recently pointed out by Straub and Andricioaei ͓23,24͔, between the path integral formulation of quantum statistical mechanics and the nonextensive thermostatistics proposed by Tsallis ͓25͔. This connection, which will be described in a greater detail in the following section, amounts to replacing the physical potential appearing in the propagator with an effective one. Focusing on a pair of simple one-dimensional systems, we compare the convergence properties with those of the standard primitive high-temperature approximation to the propagator, and develop a Monte Carlo method for enhanced sampling in quantum systems with broken ergodicity.
The paper is organized as follows: In Sec. II, we review the connection between path integration and the nonextensive thermostatistics of Tsallis and co-workers. In Sec. III, we derive energy estimators required for application of our effective potential. Section IV outlines the two main computational methods we have used. Section V presents results for a one-dimensional harmonic oscillator and a onedimensional bistable potential, and Sec. VI concludes the paper.
II. CONNECTION WITH NONEXTENSIVE THERMOSTATISTICS
In one dimension, the primitive path integral expression for the partition function may be constructed beginning with the identity
where x 1 ϭx Nϩ1 ϭx, ␤ϭ1/kT and (x,x;␤) is the diagonal part of the density matrix. To make this formal expression useful, the density operator is factored using the Trotter product formula ͓26,27͔ 
͑2.3͒
where
͑2.4͒
and qϭ1ϩ1/N. Equation ͑2.4͒ defines the nonextensive effective potential we will use throughout this paper. V has the obvious and important property that lim (␤/N)→0 V ϭV; in the high temperature limit, Eq. ͑2.3͒ will become equivalent with Eq. ͑2.2͒. Classically, Eq. ͑2.3͒ is the so-called Maxwell-Tsallis statistical distribution ͓28,23,24͔, a product of the Tsallis distribution over configurations and the Boltzmann distribution over momenta. The effective potential characterizes the classical configurational distribution
is the generalized partition function. This distribution is obtained as a result of extremizing the ''generalized entropy'' ͓25͔,
subject to the constraints,
In the limit that q→1 (N→ϱ), the Boltzmann distribution is recovered. For q 1 however, although many of the properties of the Gibbs-Boltzmann statistical mechanics are preserved, thermodynamic state functions like the entropy and internal energy are no longer extensive functions of the system. Note that the second constraint in Eq. ͑2.8͒ is one of the several forms that have been explored within the context of the nonextensive thermostatistics ͓29,30͔.
Of particular relevance to this work is the transformation of the Tsallis distribution for q different from unity. When qϽ1 ͑not possible when qϭ1ϩ1/N), the configurational distribution becomes localized around minima on the physical potential, and presents a cutoff for high energies ͓29,31͔. While this may be advantageous for local sampling of the configuration space, we do not expect qϾ1 to mitigate the issue of globally enhancing the sampling ͓32͔. In contrast, for qϾ1 the distribution becomes broader, and manifests greater probability in barrier regions of the potential energy function. This property has been used to advantage in simulations of classical systems with problems of broken ergodicity ͓33,34͔.
Throughout the rest of this work, we employ a symmetric factorization of the density operator
In terms of calculating averages for observables that commute with V(x), Eq. ͑2.9͒, although a better hightemperature approximation, gives no advantage over equation ͑2.2͒, due to the cyclic invariance of the trace. It does, however, preserve the Hermitian property of the density operator, and will be advantageous when directly calculating the average kinetic energy. For a particle of mass m, substitution of Eq. ͑2.9͒ into Eq. ͑2.1͒ gives
͑2.11͒
is the action, and
The free particle propagator is
͑2.14͒
We use the primitive action ͓Eq. ͑2.12͔͒ and its effective potential counterpart
throughout this paper.
III. ENERGY ESTIMATORS
Using any method for evaluating path integrals, estimating the energy requires special attention, since the Hamiltonian is not diagonal in the position representation ͓2,11͔. Because our effective potential ͓Eq. ͑2.4͔͒ depends explicitly on temperature, we will need to generalize the standard estimators.
A. Thermodynamic estimator
One common energy estimator for path integrals is derived by using the thermodynamic expression for the internal energy
Taking the ␤ derivative inside the integral in our expression for the partition function ͓Eq. ͑2.11͔͒, we arrive at
͑3.2͒
The terms inside the average constitute the thermodynamic estimator for systems with temperature-dependent potentials. The last term in this estimator vanishes for temperatureindependent potentials, giving the standard thermodynamic estimator ͓2͔. With the Tsallis effective potential, we have
͑3.3͒
We confirm that for ␤/N small, equation ͑3.3͒ goes to the standard estimator.
B. Virial estimator
As an alternative to the thermodynamic estimator, Herman, Bruskin, and Berne ͓35͔ developed an estimator based on the quantum virial theorem ͑see Appendix A for details͒. This estimator may have better statistical properties than its thermodynamic counterpart ͓35,36͔, as N is increased. For temperature-dependent potentials, the virial estimator is
͑3.4͒
For the Tsallis effective potential, Eq. ͑3.4͒ becomes
͑3.5͒
By construction, the averages calculated with either the thermodynamic or the virial estimator must be the same for all N. In Appendix B, to underscore the importance of the ␤ derivative term in Eq. ͑3.4͒, we calculate the internal energy for a semiclassical approximation to the harmonic oscillator density matrix.
C. Hamiltonian estimator
The previous two estimators are both derived from thermodynamic considerations, but we can also calculate the average energy by a direct application of the Hamiltonian to the density operator. As mentioned earlier, because the kinetic energy operator is not diagonal in the position representation, the symmetry of the Trotter factorization ͓Eq. ͑2.9͔͒ is important when we directly apply the operator to Eq. ͑2.11͒. Since the Hamiltonian estimator does not involve any temperature derivatives, however, generalizing it to temperature-dependent potentials is trivial. The Hamiltonian estimator is
Sustitution of the Tsallis effective potential gives
͑3.9͒
This estimator is seldom used in path integral simulations on account of the spatial derivatives of the potential which must be computed ͓37͔. In general, the Hamiltonian estimator will converge with N to the exact energy differently than two previous estimators, even in the primitive approximation to the path integral. In particular, E h converges from above, while E t and E v converge from below ͓38͔. This property has been used previously to judge the convergence of the energy with respect to N ͓39͔.
IV. METHODS
In this paper, path integrals are evaluated using two different numerical schemes. For the simple one-dimensional systems we are working with, it proves convenient to make use of an established technique, based on numerical quadratures. We use this method to evaluate and compare results based on Eqs. ͑2.12͒ and ͑2.15͒. The technique is described below.
To address the problem of broken ergodicity in path integral simulations, we develop a path integral Monte Carlo ͑PIMC͒ technique. We describe our Monte Carlo method, based on generalized parallel sampling ͓40͔, below.
A. Numerical matrix multiplication
Numerical matrix multiplication ͑NMM͒ ͓41,42͔ is an accurate and efficient way of evaluating density matrices for low-dimensional systems ͓43͔. The technique is not well suited for many-dimensional systems, but for the onedimensional systems studied here, it is completely equivalent to and much more efficient than Monte Carlo methods.
NMM is based on the observation that ͑x 1 ,x 2 ;␤ ͒ϭ ͵ dx 3 ͑x 1 ,x 3 ;␤/2͒͑x 3 ,x 2 ;␤/2͒.
͑4.1͒
When the density matrix is discretized and stored as a matrix, one can find the density matrix at ␤/2 by repeated iterations of Eq. ͑4.1͒, ͑x 1 ,x 3 ;␤/2͒ϭ ͵ dx 4 ͑x 1 ,x 4 ;␤/4͒͑x 4 ,x 3 ;␤/4͒,
The subscripts on the dummy integration variables are simply indicated for consistency, with n being the number of iterations. The hierarchy is closed by Eqs. ͑2.13͒ and ͑2.14͒ with 2 n ϭN. Thirumalai, Bruskin, and Berne ͓42͔ give a useful prescription for these calculations, which we follow. A grid for our integrations is initially set up with 2M ϩ1 points in each direction, running from ϪS/2 to S/2 and with spacing ⌬. This implies SϭM ⌬. Writing out the numerical integration rule gives ͑i⌬, j⌬;␤ ͒ϭ⌬ ͚ kϭϪM M ͑i⌬,k⌬;␤/2͒͑k⌬, j⌬;␤/2͒.
͑4.4͒
We need to choose two of S, ⌬, and M, such that we reach convergence. In the calculations presented here, we started by setting
which is eight standard deviations from the average position for a quantum harmonic oscillator of mass m at the highest temperature. A grid spacing ⌬ was determined, keeping in mind the breadth of the Gaussian in Eq. ͑2.14͒
We choose ⌬ small enough that the free particle density matrix is sampled well in the space of i and j. That is, ␣ should be small. Rewriting Eq. ͑4.7͒, we have ⌬ϭបͱ2␣␤/mN.
͑4.8͒
We set ⌬ implicitly by choosing ␣ in Eq. ͑4.8͒. All other parameters on the right hand side are determined by the system. Ordinarily, one begins a calculation by choosing n so that the high temperature approximation in Eq. ͑2.13͒ is valid. Since we are addressing the quality of this approximation, as it depends upon the treatment of the potential energy, we start by assigning S and ␣ instead. Table I summarizes the values of ␣ used in our NMM calculations. We chose ␣ both to expedite our computations and to have a quantitative agreement ͑in the primitive approximation͒ with the analytic finite-N harmonic oscillator averages ͓17,44͔.
Adapting the energy estimators of the preceding section to NMM, we calculated the thermodynamic estimator using a three-point approximation to the derivative
where ␦ϭ10
Ϫ4 . The Hamiltonian estimator was calculated with formula ͑3.6͒, and
͗V ͘ϭ
In the last integral above, the second derivative was taken along one of the dimensions of the density matrix before setting yϭx. We performed this differentiation numerically using a five-point approximation for the second derivative.
To ensure that the numerical error in the derivative was small, the second derivative was also taken by successive iterations of a five-point approximation to the first derivative.
The difference between these two approximations to the second derivative was kept small. The virial estimate of the energy was calculated using the obvious quadrature ͑see Appendix B͒.
B. Generalized parallel sampling
Along with a direct comparison of the rates of convergence in N, based on Eqs. ͑2.12͒ and ͑2.15͒, we also investigate application of the Tsallis effective potential as part of a proposed Monte Carlo method for enhanced sampling. In classical simulations where broken ergodicity is present, Straub and Andricioaei have developed methods for calculating Maxwell-Boltzmann averages using Tsallis statistical distributions ͓23͔. One of their methods is umbrella sampling ͓45͔, which is generally not efficient when there is insufficient overlap between the sampling distribution and the physical one ͑at qϭ1, for example͒. Parallel tempering ͓46-50͔ is an alternative method in which several Monte Carlo simulations are performed simultaneously at different temperatures. With a given probability, pairs of configurations at different temperatures may be exchanged. Such exchanges are accepted with probability
where p T i (x j ) is the probability of configuration j at temperature T i . The composite Markov chain of all random walks, including the exchanges, is itself a Markov process ͓48͔.
Just as the sampling distribution need not be related to the natural distribution in the umbrella sampling method, we can also generalize the parallel tempering method. Instead of a series of distributions at different temperatures, the method may be generalized by incorporating a number of simultaneous Monte Carlo simulations, each of which may sample a different probability distribution. In the present context, we generate these distributions using a family of effective po- 
where, in our path integral case,
͑4.14͒
The same technical concerns that one has with the standard parallel tempering method carry over to this generalization, which we call generalized parallel sampling ͑GPS͒ ͓40͔. These concerns include ensuring that there is sufficient overlap among the various distributions that exchanges are frequently accepted. Furthermore, at least one of the simulations ͑say at the highest q value͒ should quickly converge to its equilibrium distribution. That is, the largest q should be chosen such that there is no broken ergodicity associated with sampling p q (x).
In our simulations we ran PIMC in parallel on k systems, each with q set according to
where, 1Ͻ jϽk. For Ϸ⑀, the q j 's are approximately linearly related. For the GPS calculations, we did not require that qϭ1ϩ1/N. Instead, for the highest q we have q k ϭ1 ϩ1/␥, from Eq. ͑4.15͒. When exchanges are not attempted, each distribution ͑4.14͒ was sampled using the standard PIMC.
Choosing the qs according to Eq. ͑4.15͒ allows for close spacing between low values of q, which can mitigate any correlation between the distributions at q 1 and q k . Although we have not found it necessary here, it is also possible to choose the set of qs in a more systematic way, based on the acceptance ratio for exchange moves ͓40͔.
V. RESULTS AND DISCUSSION
We first applied the effective potential substitution to the one-dimensional harmonic oscillator. NMM calculations were performed to determine the convergence behavior, with N, of path integral averages. We compared these results with those calculated using the primitive approximation. We repeated these NMM calculations for a bistable onedimensional potential.
In addition, for the bistable potential, we applied the GPS method described in the preceding section. The GPS results were compared with calculations done using standard PIMC methods.
A. Harmonic oscillator
For the harmonic oscillator
we have calculated the free energy, Fϭ␤ Ϫ1 ln Z, along with the internal energy ͑using the three estimators described above͒ and the standard deviation of the position operator. For the harmonic oscillator, all of these observables can be worked out analytically for any N ͓17,44,38͔. We reproduced the analytical results using NMM and then repeated the calculations using the effective action ͓Eq. ͑2.15͔͒.
We looked at the harmonic oscillator at a low temperature (ប␤ϭ20), where the number of beads required to get good approximations for the observables was relatively high, and also at a higher temperature (ប␤ϭ1). Our results are summarized in Figs. 1-4 . Since the thermodynamic and virial estimators give the same averages by construction, differences between the two estimates of the internal energy in simulations are due to the statistical issues not present in NMM. These two estimators are, therefore, equal to one another in NMM calculations. Differences in E t and E h , instead, give an indication of the sufficiency of N ͓38͔, and disappear as N→ϱ. The free energy, by contrast, does not depend on selecting an estimator and gives a direct measure of the convergence of the path integral approximation to the partition function.
As expected, Figs. 1 and 2 show that the free energy and the internal energy converge to the exact result for large N when we use the Tsallis effective potential. We also note that the convergence is relatively poor in comparison with the standard primitive approximation. Figures 3 and 4 show that the relative convergence due to the application of the effective potential does not improve at higher temperatures.
Having computed ⌬xϭͱ͗x 2 ͘Ϫ͗x͘ 2 we can draw a comparison between the standard and effective potential approaches. In Fig. 5 , we see that while the width of the distribution in the standard approximation decreases for small N, the opposite behavior is observed for the path integral using the effective action. Note, however, that since we have qϭ1ϩ1/N in these calculations, q increases with decreasing N.
The decrease of ⌬x for small N in the primitive approximation, along with that of the free energy and the thermodynamic estimate for the internal energy, is well known ͓17,2͔ and has been described as ''classical collapse'' ͓44͔, since the configurational distribution tends toward the classical one. Using the effective action appears to mitigate this collapse, at least for ⌬x. In any case, the fact that the quantum mechanical configurational distribution becomes broadened with increasing q suggests that the effective potential may prove useful as part of an enhanced sampling scheme in systems with high barriers. 6 . Estimates for the Helmholtz free energy of a quantum mechanical bistable potential. N is the number of ''beads'' in the path integral. We have aϭ1, mϭ1, បϭ1, 2 ϭ8ប/ma 2 , and ␤ ϭ20. Both the standard primitive approximation ͑ϩ͒ and use of the Tsallis effective potential (ϫ) are shown.
FIG. 7.
Internal energy estimates for a quantum mechanical bistable potential. N is the number of ''beads'' in the path integral. We have aϭ1, mϭ1, បϭ1, 2 ϭ8ប,ma 2 , and ␤ϭ20. Shown are the data from the standard primitive approximation using the Hamiltonian estimator (*) or the thermodynamic estimator ͑ϩ͒ and from use of the Tsallis effective potential with the Hamiltonian estimator (ᮀ) or the thermodynamic estimator (ϫ).
B. Quartic bistable potential
We have investigated a bistable potential
First, using the same approach as with the harmonic oscillator, we compared the convergence of thermodynamic averages between the standard primitive approximation and use of the effective potential. The results are summarized in Figs. 6 and 7. Again, observables converge faster in N when calculated using the standard primitive approximation. The reference energies in these figures ͑e.g. F re f ) come from the fully converged NMM calculations, and are essentially exact.
Next, we applied the GPS technique to the system and compared with the standard PIMC method. In these calculations, we did not maintain qϭ1ϩ1/N in the effective potential, but rather set the various qs according to Eq. ͑4.15͒. The parameters of the simulation were adjusted such that broken ergodicity would be present. Looking at Fig. 8 , we note that the configurational distribution at qϭ1 ͑physical potential͒, in contrast to the distribution at qϭ2 ͑effective potential͒, has little probability of being in the barrier region. This is precisely the type of situation in which a parallel sampling method is useful.
Based on NMM calculations, it was determined that N ϭ8 was adequate for simulation of this system in the primitive approximation. In the GPS calculation therefore, each of the parallel walkers was a polymer ring with eight beads. There were kϭ5 different qs, set according to Eq. ͑4.15͒ with ⑀ϭ10
Ϫ3 , ␥ϭ1 and ϭ1000. Exchanges were made among the five walkers, between rings of neighboring q. Such exchanges were attempted with probability 0.025. When an exchange was attempted, walkers not involved in the exchange were updated with standard PIMC moves. When no exchange was attempted, all walkers attempted PIMC moves. As a measure of convergence, we have calculated , where ͓7͔
͑5.3͒
and (x,x;n)/Z(n) is the normalized spatial probability distribution after n Monte Carlo moves.
FIG. 8. Probability distribution for the quantum mechanical double well. The solid curve is for qϭ1 and the dotted curve for qϭ2. We have Nϭ8, aϭ3, mϭ1, បϭ1, 2 ϭ40ប/ma 2 , and ␤ ϭ4. The number of Monte Carlo moves is the total number, summed over all particles in all polymer walkers in each simulation. The GPS is calculated for the walker at qϭ1. The solid line is a typical GPS run and the dotted line is a standard PIMC simulation.
FIG. 11. Probability distribution for the double well potential. The thick solid is the ''exact'' result, calculated from NMM. The thin solid curve is the GPS disribution and the dotted curve is the standard PIMC result. We have Nϭ8, aϭ3, mϭ1, បϭ1, 2 ϭ40ប/ma 2 , and ␤ϭ4.
In Fig. 9 , we see that the center of mass ͑centroid͒ of the qϭ1 walker in our GPS simulation crosses the barrier frequently compared with that of the standard PIMC simulation, which is completely trapped in one of the wells. All plots related to the Monte Carlo simulations are normalized for computer time. That is, the number of Monte Carlo moves is the same for the single chain in the standard PIMC simulation as the total number over all chains in the GPS simulation.
From Fig. 10 we see that the GPS distribution is converging to the exact one. From the standard PIMC simulation, (n) is not converging. The distributions after representative GPS and standard PIMC simulations are shown in Fig. 11 . Each simulation involved a total of 4ϫ10 7 Monte Carlo moves.
Data averaged over ten independent simulations are presented in Table II . Relative to the standard PIMC approach, the GPS simulations converged to a significantly smaller average , and were able to predict the root-mean-square deviation of the configurational distribution with a reasonable accuracy. In all of the PIMC simulations, the isomorphic polymer chain remained trapped on one side of the barrier.
VI. CONCLUSIONS
We have shown that direct substitution of the Tsallis effective potential into the path integral does not generally enhance convergence. In the simple one-dimensional systems investigated here, neither the free energy nor the internal energy converged more rapidly in N after making the substitution. We did note however, that the configurational distributions of quantum systems undergo broadening similar to that observed in classical systems ͓34,28,23,24͔, as q is increased from unity. This broadening has been used as the basis for a generalized parallel sampling technique for path integrals.
For a simple quantum system where broken ergodicity prohibits convergence of standard PIMC methods, we have successfully applied a Monte Carlo method for enhanced sampling, GPS, to path integrals. This method dramatically enhances the frequency of barrier crossing for the isomorphic polymer chain. It does not, however, mitigate the problem of stiff bonds as N becomes large. For simulations requiring large N, and where broken ergodicity is present, the GPS technique can readily be combined with the existing path integral methods for stiff bonds-normal mode techniques, for example.
Although GPS allows for accurate sampling of the quantum configurational distribution in systems with broken ergodicity, the underlying reason for its success-that broken ergodicity is not present at high q-suggests that other enhanced sampling schemes involving the Tsallis effective potential could also be usefully adapted to path integral simulations. For example, the ''q-jumping'' method of Andricioaei and Straub ͓34͔, which is a special case of GPS ͓40͔. It would be interesting to compare the numerical efficiency of such alternative approaches with that of GPS.
For path integral simulations involving the Tsallis effective potential, in the form given by Eqs. ͑2.3͒, ͑2.4͒, and ͑2.15͒, we have introduced three estimators for the internal energy. In path integral simulations that make use of the Tsallis effective potential, agreement between E h and E t ͑or E v ) can be useful to judge the sufficiency of N, just as is the case in the primitive approximation. Indeed, the same criterion is broadly applicable and can be extended, using estimators presented here, to any path integral simulation involving a temperature-dependent effective potential.
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APPENDIX A
Below, we follow Herman, Bruskin, and Berne's derivation of the virial estimator ͓35͔. We start by rewriting Eq. ͑3.2͒
Next, consider the following average:
͑A5͒
where 
Substitution back into Eq. ͑A1͒ yields Eq. ͑3.4͒.
