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Abstract
Geometric information is omnipresent in any data used as input in computer graphics
applications. While this is obvious for geometry processing applications, where 3D mod-
els are the objects of interest, it is not directly apparent in the case of image and video
processing applications. However, there are at least two different views for interpret-
ing images as representations for geometric information. First, images can be seen as
height fields over spatial 2D domains and as such describe geometric shapes in the used
color space. Second, images show projected 3D geometry, which we can describe or at
least approximate and exploit. In order to take advantage of the provided geometric
information in the input data the key issue is to find the most appropriate geometry
representation which is perfectly suited for specific application’s requirements.
In this thesis we show that a combination of raster- and vector-representations of
the geometric information contained in the input data provides novel opportunities and
ways for solving very challenging tasks in the areas of image and geometry processing.
By this we also draw parallels between these two, at first glance, completely different
areas in computer graphics, and show a way to address problems posed in these areas
in a unified manner. We present a number of novel approaches which provide several
improvements over previous works by appropriate recovery and exploitation of different
geometry representations in the input data.
In the first part of this thesis we show how to efficiently represent and exploit geom-
etry in the color space for a number of image processing tasks. The standard raster-
representation of an image is extended inside the concept of two-colored pixels (TCPs)
with an appropriate vectorization of the geometric information in the color space. We
exploit the same TCP concept as a basic operator for an interactive brush tool, as a
supporting data structure for retargeting applications and also as a feature/non-feature
classifier for the computation of genuine image mosaics. In the context of our mosaicing
algorithm, for matching we propose polynomial image descriptors as a very compact
geometric representation of an image in the color space.
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In the second part of this thesis we interpret an image as a container for the pro-
jected 3D world space geometry. Under the assumption of existence of (nearly) planar
structures in the underlying scene we define a vectorization of an image through 2D
projective transforms, so called homographies. We propose a novel image completion
method which exploits the perspective information provided by the homographies. Our
approach is interactive since all the necessary computations are described as convolu-
tion operations and are done in the Fourier domain. In addition, we present a unifying
framework for a 2D video editing system which allows for quite challenging application
scenarios such as video enhancement, background replacement or perspectively correct
video cut and paste.
In the third and last part of this thesis we propose novel algorithms for two important
geometric operations, namely for the computation of offset surfaces and for Boolean
operations. Our offsetting operation can handle arbitrary, maybe degenerated polyg-
onal meshes and is guaranteed to produce the geometrically correct output within a
prescribed tolerance. We also introduce a simple but effective mesh operation, which
allows for detecting and including sharp features into the output offset surface. Finally,
the problem of limited voxel resolution inherent to every volumetric method is avoided
by our volume tiling approach. Our hybrid Booleans not only exploit hybrid geome-
try representations but also compute the final output surface in a hybrid way, i.e., by
stitching the appropriately clipped polygonal input geometry with the newly extracted
output geometry, where a volumetric approach is used.
ii
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1. Introduction
Geometric information is omnipresent in any data used as input in computer graphics
applications. While this is obvious for geometry processing applications, where 3D mod-
els are the objects of interest, it is not directly apparent in the case of image and video
processing applications. However, there are at least two different views for interpreting
images as representations for geometric information. First, images can be seen as height
fields over spatial 2D domains and as such describe geometric shapes. Second, images
show projected 3D geometry, which we can describe or at least approximate and exploit.
In order to take advantage of the provided geometric information in the input data the
key issue is to find the most appropriate geometry representation which is perfectly
suited for specific application’s requirements.
We differentiate between the following two representations for geometric information:
Raster-representations allow only for regular positions of elements, which represent prop-
erties in space, thus a raster-representation can be understood as a scalar-valued func-
tion. Vector-representations allow for irregular positions of elements and additionally
store orientation information, and so a vector-representation can be interpreted as a
vector-valued function.
In this thesis we show that an appropriate combination of raster- and vector-
representations of the geometric information contained in the input data provides novel
opportunities and ways for solving very challenging tasks in the areas of image and ge-
ometry processing. Some examples are image and video retargeting, computing image
mosaics from large database of images, image completion, perspectively correct object
cut & paste in videos, or feature-sensitive offset surface computation and Boolean oper-
ations for polygonal meshes. By this we also draw parallels between these two, at first
glance, completely different areas in computer graphics, and show a way to address prob-
lems posed in these areas in a unified manner. We present a number of novel approaches
1
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which provide several improvements over previous works by appropriate recovery and
exploitation of different geometry representations in the input data.
When talking about geometry and geometry representations it is important to specify
the space in which this geometry is defined. We use the same interpretation for the
world space of 3D models and the world space captured in images and call it simply
XYZ-space. For image processing applications we mainly deal with only one color space,
namely the RGB-space. If relevant and appropriate we point out the differences to other
color spaces in the given context.
Raster- and Vector-Representations of Geometric Information
In geometry processing volumetric (or raster-) and polygonal (or vector-) geometry rep-
resentations are most commonly used. In a polygonal representation geometric entities
(polygons) are explicitly enumerated and irregularly sample the underlying geometric
shape. Hence, this kind of representation is well-suited for rendering and computations
based on this representation are very accurate. In contrast, a volumetric geometry rep-
resentation implicitly describes the corresponding geometric shape. Due to used regular
sampling computations done based on volumetric representations are not as accurate
as the ones based on polygonal representations, but numerically more stable and thus
more robust. Additionally, operations like inside/outside queries or Boolean operations
are in general easier and faster to compute. Volumetric representations are usually
implemented as axis-aligned grid-like structures, which we here simply call grids.
Grids subdivide the space of interest in certain basic elements, which are restricted
to lie on the predefined, finite number of positions in space. Images can be understood
as regular 2D grids, where each grid element, so-called pixel, is an axis-aligned square
portion of the image, which in general stores color information. For 3D models in
geometry processing applications similar axis-aligned 3D grids can be used where the
volume, i.e., 3D space occupied by the geometric object of interest, is in the simplest
case regularly subdivided into cubic volumetric elements, so called voxels. Each voxel
stores certain volumetric information, which is usually a kind of labeling describing the
location of this voxel with respect to the geometric object, e.g., ”inside the object”,
”outside the object” or ”containing the object”. Similar labeling can also be used for
an image, i.e., for a 2D grid, when implicitly describing a 2D geometric shape, which is
shown in this image.
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In summary, grids describe a rasterization of the domain of interest, no matter if
we are in the image or in the geometry processing application setting, and implicitly
represent geometric shapes. The approximation error of such a raster-representation
can be controlled by its spatial resolution, i.e., the more basic elements, pixels or voxels,
we use, the better is the approximation of the corresponding geometric shape. Still,
an appropriate representation of non-axis-aligned geometric shapes is not possible since
grids have strongly limited orientation resolution. Hence, we can conclude that in order
to achieve high accuracy in our geometry representation we have to extend grids with
an additional representation to remedy its orientation resolution limits.
We have already mentioned that in geometry processing besides the volumetric repre-
sentation the most commonly used geometry representation are polygonal meshes, which
provide a piece-wise linear approximation of the given 3D surface. Each polygon (or face)
of the polygonal mesh is aligned to the surface and can be seen as a vector, whose direc-
tion is defined by the face normal. According to this, we denote such a representation
vector-representation. Vector-representations contain the orientation information about
the 3D surface, which was missing in the case of raster-representations.
In order to introduce orientation information in images, that means to find an ap-
propriate vector-representation of the geometric information in images, we can explore
geometry with respect to the one of the two possible views for images as geometry con-
tainers, which were mentioned before. In the case where images are viewed as height
fields over spatial 2D domains, it is straightforward to use polygonal representations of
the corresponding geometric shape in RGB-space. Otherwise, we can provide geometric
hints about the captured geometry in XYZ-space. In computer vision this problem is
often addressed as 3D reconstruction, which is ill-posed and also very time-consuming.
In order to avoid expensive computations or tedious user interaction additional assump-
tions about the underlying scene geometry (e.g., planarity) can be made.
In analogy to controlling the spatial resolution in the raster-representation by changing
the number of grid elements (e.g., pixels or voxels), when using vector-representations we
can control the orientation resolution by changing the number of vectors (e.g., polygons).
The float-valued vertex positions in vector-representations lead on the one hand to high
accuracy of this representation, but on the other hand they introduce numerical issues
during computations, e.g., when trying to intersect nearly parallel polygons. Hence, also
here, as in the case of raster-representations, we can conclude that vector-representations
alone are not sufficient to satisfy our needs regarding the stability and robustness.
3
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In order to get the best from both worlds we combine raster- and vector-representions,
achieving robustness, efficiency and accuracy at the same time in our computations.
In the polygon-based geometry processing area vector-representations, i.e., polygonal
meshes, are usually given as the input data to the application and the corresponding
raster-representations are created in a rasterization process. In the image processing
area it is exactly the other way around: raster-representations, i.e., images, are given as
input and the main task would be to find a proper vectorization of the grids depending on
the application or the problem to be solved and so enrich the image grid with additional
orientation information of the underlying geometry.
Thesis Structure and Contributions
Geometric information can be specified with respect to the color space (e.g., RGB-space)
or the world space (XYZ-space) and depending on the application the one or the other
way is more suitable. This thesis is structured in three parts, where each part introduces
different methods based on combinations of raster- and vector-representations having one
of the spaces (XYZ or RGB) in focus. In Fig. 1.1 we visualize the spectrum of geometry
representations explored and applied in this thesis.
In Part I we show how to efficiently represent and exploit geometry in the RGB-space
for a number of image processing tasks [PvCK09, PK10]. Vectorization of the images
is achieved by the concept of two-colored pixels. Instead of storing only one color as
done in the standard mono-colored pixel image representation, two-colored pixels store
two colors and one feature edge in each pixel. By this, height fields of the RGB-space
are represented as piecewise constant functions which preserve feature boundaries. We
show how to exploit two-colored pixels as a basic edge-aware image processing operator
allowing for a wide range of image processing effects. Further we use them also as a sup-
porting data structure for image retargeting. A simple extension to 3D video volumes
allows for similar retargeting application on videos. Finally, we use two-colored pixels as
a feature/non-feature classifier in the context of our novel genuine image mosaicing ap-
proach. Here, another geometry representation in the RGB-space in form of polynomial
patches is used to define powerful image descriptors.
In Part II we present image and video processing algorithms, where the additional
orientation information in the images, i.e., the vector-representation of the underlying
geometry, is provided by using the concept of homographies [PSK06, PSK∗08]. Homo-
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(I) (II) (III)
Figure 1.1.: The spectrum of geometry representations explored and applied in this
thesis: (I) Each color channel of an image in the RGB-space can be viewed as a
height field above the image space domain; here we visualize only the green channel
(upper right). This geometry can be represented compactly by using a polynomial
patch (lower left) or as a piecewise constant function (lower right). (II) Homographies
describe the orientation of 3D planar structures through simple 2D quad metaphors. In
the image (red frame) captured from the depicted camera position (blue) the specified
quad (green) represents the corresponding planar facade in the XYZ-space. (III) For
geometry processing applications we combine vector- (left) and raster-representations
(right) and introduce new algorithms based on this hybrid geometry representations.
graphies are 2D projective transforms used to represent the effect of planar geometric
structures in XYZ-space. We introduce a novel image completion approach where per-
spective correction is applied by exploiting the homography information provided inter-
actively by the user. We describe different interaction metaphors in order to handle not
only purely planar but also moderately curved surfaces. In addition, we also introduce a
system for video editing based on homography detection and tracking. We use tracking
techniques to register the given video volume and create a setting where the tracked
planar parts of the input video appear frozen. Therefore, modification of a single frame
can be easily propagated through the whole video volume achieving the illusion of a
3D effect in the final result. We demonstrate our video system on a number of quite
challenging application scenarios such as video enhancement, background replacement
or perspectively correct video cut and paste.
In Part III we describe novel algorithms for computation of offset surfaces and Boolean
operations on polygonal meshes by using hybrid geometry representations [PK08, PCK10].
5
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We combine a volumetric mesh representation (raster-representation), where an adap-
tive octree is used, along with the polygonal mesh information (vector-representation)
stored in each octree cell. By this we are able to robustly evaluate the needed operation
in the volumetric representation but at the same time during the extraction of the final
output mesh we exploit the polygonal information of the input data. Offset surfaces
generated with our method are feature-preserving and with the proposed volume tiling
approach we avoid the problem of limited voxel resolutions. The computation of Boolean
operations is confined to a very small region around the intersections of the input meshes
which allows for highly adaptive refinement resolutions.
6
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Part I. Image Processing with Two-Colored Pixels
In the RGB-space a digital image can be seen as a sampling of a 3D color function,
which is defined over a regular 2D image domain. Each of the color channels (red, green,
blue) can be interpreted as a geometric height field over the same domain. Such a height
field actually describes a 3D geometry, but the image coordinates are restricted to the
pixel positions. Hence, it is sometimes referred to as 21
2
D geometry.
The just described color height fields obviously do not properly represent the projected
3D geometry shown in the image, but they are still very valuable descriptors, which are
often used without explicit geometric interpretation. For example, many algorithms in
image processing apply image comparisons based on the sum of squared distances of the
corresponding color values. This computation can be geometrically interpreted as the
sum of volumes enclosed by the corresponding height fields of the compared images.
In addition, a direct connection of the color information in the image to the projected
3D geometry is for many image applications not crucial. Instead, often the focus is
put on a proper handling of strong color discontinuities in images, e.g., to transitions
between very dark and very bright image areas, since human perception is very sensitive
to this kind of changes in the color space. Such high discontinuity areas are in this
context often called feature edges, or simply features. Features are often computed by
thresholding the image gradients, leading to a 2D edge description. But we can interpret
features also as high-slope areas in the color height fields, leading to 3D edges on the
height fields. No matter if we see features as 2D or as 3D entities, they always imply
orientation information which can be exploited for different image processing tasks.
Having the color height fields interpretation of the RGB-space in mind, in this part of
the thesis we show how to exploit geometry representations in the RGB-space in order
to improve a number of image processing operations. The basic idea for all the applica-
tions presented in this part is enriching the standard raster-representation of an image
with a vector-representation by using the concept of two-colored pixels (TCPs), which
is introduced in Chapter 2. TCP representation of an image is actually a piecewise
constant and feature-aware approximation of the geometry in the RGB-space. We show
how to apply the TCP concept as a basic operator in the context of an interactive brush
tool in Chapter 3. Further, in Chapter 4 TCPs are used as a supporting data struc-
ture for defining a novel image retargeting approach. There, we also extend the TCP
concept to video, where similar techniques are applied for video retargeting. Finally,
in Chapter 5 we introduce a novel image mosaicing technique, where TCPs are used as
9
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a feature/non-feature classifier. In order to achieve fast image comparisons, we use
polynomial descriptors as an additional geometric representation in the RGB-space.
10
2. Two-Colored Pixels
Conventionally, digital images are represented by a regular 2D array of mono-colored
pixels (MCPs), i.e., small axis-aligned squares with one constant color each, e.g., in the
RGB-space. While this raster-representation has the decided advantage that the global
regularity enables a very efficient processing, it also has some obvious disadvantages.
The piecewise constant approximation of the continuous color distribution has only
linear approximation order and the sampling nature of the representation leads to alias
effects in regions with sharp contrast. The spatial resolution of such an image, i.e., the
number of MCPs per row or column, not only restricts the size of the detail that can be
represented but also the locations where this detail can be displayed.
In order to address these problems we can generalize the MCP representation. We
still split an image into an axis-aligned array Ti,j of square pixels, but a pixel does not
have only a single color. Instead, each pixel stores a feature line Li,j and two colors C
−
i,j
and C+i,j for the two pixel segments on the negative and the positive side of the feature
line respectively. We call these image elements two-colored pixels (TCPs). Fig. 2.1
shows a comparison between the MCP and the TCP image representation. Obviously,
TCPs much better capture the color discontinuities in the image due to the fact that the
feature lines are placed on the high-contrast boundaries. Notice that the resolutions of
the shown images are chosen such that the MCP image has three times more pixels than
the shown TCP image, since TCPs require roughly three times more memory, which is
still a rather conservative estimate.
Geometrically, in both representations (MCP and TCP) an image can be seen as a
piecewise constant surface in the RGB-space. The difference is that in the MCP repre-
sentation the discontinuities (features) are restricted to lie on the pixel grid lines whereas
in the TCP representation the only restriction is the numerical precision of the coeffi-
cients of the feature lines Li,j. TCPs extend the standard image raster-representation
in the sense that additional orientation information, encoded in the feature lines, is pro-
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I T = (L,C−,C+) 63× 42 MCPs 36× 24 TCPs
L
C−
C+
Figure 2.1.: Left: Example of a TCP T created from a 9×9 MCP array I and described
by the two colors C− and C+ and the feature line L (green). Right: Although the
MCP image consists of three times more pixels than the TCP image, the latter one
still much better captures the detail.
vided. In other words, the TCP representation can be understood as a combination of
a raster- and a vector-representation of an image.
The underlying concept of TCPs has been explored in different contexts before. In
the area of signal processing wedgelets [Don99] or platelets [WN03] were effectively used
for image approximation, compression of piecewise polynomial images [SDDV05] or in
the context of depth video compression [MMS∗09].
Other works use representations similar in spirit to TCPs: the standard pixel repre-
sentation is enriched with feature information to improve pixel-based algorithms. Bala et
al. [BWG03] use what they call edge-and-point representation in order to capture depth
discontinuities for high-quality rendering. This idea was extended for feature-based tex-
tures [RBW04] and later for encoding feature distance functions [PZ08]. Tumblin and
Choudhury [TC04] introduced bixels, a novel image representation by storing an addi-
tional sample feature point in each pixel, which inherits the idea of Dual Contouring
used for surface extraction [JLSW02]. Concurrently Pradeep [Sen04] presented an idea
similar to bixels, called silhouette maps for texture magnification.
We extend previous works by showing how to efficiently compute TCPs on the GPU
making them applicable in the context of realtime applications like interactive edge-
aware image processing (Chapter 3) or realtime image retargeting (Chapter 4). We
also extend the TCP concept to video volume for the example of video retargeting
(Section 4.3) and apply it as a feature/non-feature classifier for computing genuine image
mosaics (Chapter 5).
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Unfortunately, there is no existing device for capturing TCP images, but a MCP
image can be transformed into a TCP representation. We split the given MCP image
into MCP sub-images of the size N × N and a TCP is computed for each of them.
The core of the TCP concept is the feature line, which divides an image tile into two
mono-colored segments. In the following, we will first introduce the general concept for
computing feature lines and thus creating TCPs (Section 2.1). Then we will present our
hierarchical approach (Section 2.2) for the efficient computation. Finally, we will explain
how to exploit the CUDA platform for a parallel high-performance implementation of
our approach (Section 2.3).
2.1. General TCP Concept
For a given MCP image I let L(x, y) = a ·x+ b · y+ c be the implicit representation of a
line L in image coordinates. We define a TCP of I to be the 3-tuple T = (L,C−,C+),
where C− and C+ are the average colors on the two sides of the line L, computed as
follows:
C− =
1
n−
·
∑
L(x,y)<0
Ix,y , n
− =
∑
L(x,y)<0
1 , (2.1)
C+ =
1
n+
·
∑
L(x,y)≥0
Ix,y , n
+ =
∑
L(x,y)≥0
1 . (2.2)
Here the values Ix,y,C
−,C+ ∈ [0, 1]3 are three-dimensional RGB-color vectors and n−
and n+ define the number of pixels on the negative and on the positive side of the line
L respectively. The feature line is chosen such that the following approximation error
(energy) E(I,L) is minimized:
E(I,L) =
∑
L(x,y)<0
∥∥Ix,y −C−∥∥+ ∑
L(x,y)≥0
∥∥Ix,y −C+∥∥ . (2.3)
For T we define the contrast value K(T) to be the maximal difference between color
values in the RGB-channels of the corresponding average colors. For C− = (r− g− b−)T
and C+ = (r+ g+ b+)T we obtain:
13
2. Two-Colored Pixels
K(T) = max{‖r− − r+‖, ‖g− − g+‖, ‖b− − b+‖} . (2.4)
The contrast value K(T) defines the importance of the feature line L or in other words:
the higher the contrast, the stronger is the color discontinuity of the underlying im-
age signal. We exploit this measure later in the context of our interactive brush tool
(Section 3.2) and for defining the feature energy in the context of image retargeting
(Section 4.1.2).
2.2. Hierarchical Approach for Computing TCPs
Let a square image I of N × N MCPs be given that should be converted into a single
TCP. The task is then to find the optimal feature line L such that the approximation
error (2.3) is minimized. If we restrict the precision of the line L to pixel precision then
we can encode each line by the two boundary pixels where it enters and leaves the given
square image I.
More precisely, let b0, . . . , b4N−5 be the boundary pixels of I enumerated in clockwise
order. Then the line Li,j connects the two boundary pixels bi and bj and thus splits
the TCP into two regions. If we do not make any a priori assumptions about the color
distribution within I, then we have to check O(N2) candidate lines Li,j in order to find
the line that minimizes the equation (2.3). Since this leads to an infeasible computation
complexity, we propose a hierarchical heuristic to find a good feature line. Even if we
cannot guarantee that the optimal solution will be found, in practice we will obtain a
solution Lˆ with E(I, Lˆ) close to the global optimum.
The basic assumption of our method is that significant color discontinuities can be
detected at rather coarse image resolutions and that in the vicinity of the optimum, the
energy (2.3) is convex. The second statement can be justified by the observation that,
in non-degenerate configurations, if we shift the optimal feature line slightly, the energy
(2.3) increases monotonically. The closest local minimum can be expected to have a safe
distance to the global minimum. Otherwise the color discontinuity would not have been
significant.
Our strategy is to first compute a candidate feature line on a coarse level and then to
iteratively refine the location of that line. Here, the coarseness of the levels is controlled
14
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Figure 2.2.: Hierarchical approach. After enumerating all boundary pixels of the 9× 9
image (a) we set up a hierarchical data structure for all valid lines between them.
First, we choose the red boundary samples and all valid feature lines between them
are building the first level of the hierarchy (b). The children of the line L4,20 on level
2 of the hierarchy are shown in (c), where additional blue boundary samples were
chosen. Analogously we show the children of the line L2,18 on level 3 (additionally
used samples in green) (d). The tree structure is visualized in (e). In this example,
the hierarchical procedure has to check 16+8+8 = 32 candidate lines while the brute
force approach would have to check 352 possible feature lines.
by only considering a subset of the boundary pixels bi. Coarsening the pixel resolution
of the image I by some low-pass filter is not necessary since the energy (2.3) is based on
the computation of an average color anyway.
Let bi·2k be the coarsest level boundary pixels where k + 1 defines the number of
hierarchy levels. In the first step we compute the energy (2.3) for each possible feature
line Li·2
k,j·2k and choose the one with minimal energy. On the next hierarchy level, we
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select the boundary pixels bi·2k and bj·2k as well as their neighbors bi·2k±2k−1 and bj·2k±2k−1 .
These six boundary pixels define a set of 9 candidate lines, among which we again look
for the one with minimal energy. This recursion is continued until we reach the finest
level. See Fig. 2.2 for an illustration of the hierarchical refinement. If we start with a
coarsest level that has only 8 active boundary pixels then we have to check 16 candidate
lines in the first step and then 8 on each hierarchy level (since one has already been
computed on the previous level).
In the example in Fig. 2.2 we have converted a 9× 9 MCP image into a single TCP.
In order to store a feature line we store indices of the starting and the ending boundary
pixel, which means that in this case – where we have to encode 32 boundary pixels in
total – we need 2 · 5 = 10 bits. If we assume that for storing a feature line we could use
24 bits as in the case of a RGB-color, then the possible MCP image resolution would be
maximally 1025× 1025, which is far beyond the resolutions used in practice.
2.3. CUDA-based Implementation
Since the evaluation of (2.3) is essentially accumulation of pixel colors, it can be imple-
mented on the GPU in a very efficient manner. In order to avoid the recursive refinement
in the hierarchical approach, we build a pre-computed data structure that unfolds the
recursion into a tree traversal. Notice that this tree has to be computed only once for
a given resolution N × N and not for each TCP conversion. For example in Fig. 2.2
on the first hierarchy level the tree contains 16 nodes corresponding to the 16 candidate
lines. Then each node has 9 child nodes representing the candidates on the next finer
level. For the examples shown in Fig. 2.2 the complexity of this data structure amounts
to a tree with 16 + 16 · 9 + 16 · 92 = 1456 nodes.
The needed accumulation operation can be implemented by using CUDA parallel re-
duction kernels [Har07, NBGS08]. We use two kernels when computing the approxima-
tion error for one feature line: One reduction kernel is used to compute the two average
colors (2.1) and (2.2) and then the computed average colors are used as additional input
to the second reduction kernel to compute the final approximation error (2.3). With
our hierarchical data structure the execution of these reduction kernels can be done in
parallel for a number of TCPs (depending on the available GPU-memory on the CUDA
device) per level of the hierarchy.
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Our hierarchical algorithm along with the CUDA-based implementation for computing
TCPs described in the previous Chapter allows us to implement an interactive edge-
aware image processing tool with a simple brush metaphor where the TCP concept is
used as a basic operator. The user can select a shape (square or circular) and size of
the brush as well as the resolution N ×N of the TCP operator and then apply it to the
input image. Moving such a brush across the input MCP image results in generating a
number of TCPs inside the brush region. The TCP computation is always based on the
original MCP input image. Regarding the distribution of the TCPs inside the brush,
the user can choose between the regular or the spraying brush. For the regular brush we
apply regular subdivision of the brush region in N × N TCPs. For the spraying brush
we randomly distribute the TCPs across the brush region. In Fig. 3.1 we show a few
brush tool examples.
Figure 3.1.: Brush tool examples. From left to right: square regular, square spraying,
circular regular and circular spraying (radial TCP distribution) brushes. The TCPs
are rendered in red/green colors, the corresponding feature lines are yellow.
We define a number of different modes for applying our TCP operator (Section 3.1).
Depending on the combination of the chosen modes a number of different edge-aware
image operations can be implemented (Section 3.2). In Section 3.3 we present some
results created with our TCP brush and comparisons with previous works in this area.
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3.1. TCP Operator Modes
In order to be able to better predict the effect of a specific operation when moving the
TCP brush across the image, we first have to better analyse the elements and properties
of TCPs. In the following we list the most important observations with respect to a
given TCP T = (L,C−,C+):
• The feature line (or vector) L provides a linear approximation to the strongest
color discontinuity of the underlying sub-image. Hence it can be used for edge
enhancement, e.g., by rendering it as a line of a certain thickness.
• The two colors C− and C+ represent average, i.e., low pass filtered, colors and
hence provide noise reduced color information. However, since the two regions
are separated by the strongest local color discontinuity, this low pass filter does
not blur over the discontinuity. This effect can be exploited for edge-preserving
filtering operations.
• The local contrast value K(T) can be understood as a measure of the strength
of the discontinuity. This information can be used to implement non-linear filters
that adapt the filter characteristics depending on the contrast.
The effect of an operation created with the TCP brush is controlled by the way how
the information from all TCPs overlapping a pixel is combined to determine the resulting
pixel color of the output image. We exploit the above observations to distinguish several
different TCP operator modes:
Filter modes We can compute a (weighted) average of the overlapping TCPs, or we can
select just the most dominant one, e.g., based on the contrast value K(T).
Rendering modes We can either use the entire square TCP or we can restrict its support
to a circular disc to avoid anisotropic effects, or we can restrict its support to a
strip along the feature line to enhance discontinuities.
3.2. Edge-aware Operations using TCP Operator
Let I be the N×N input MCP image corresponding to a specific TCP T = (L,C−,C+)
and let J be the corresponding N × N output array. The Jx,y are 4D-vectors
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(Jrx,y J
g
x,y J
b
x,y J
a
x,y)
T , where the rgb-channels store the final colors of the specific
operation and the content in the a-channel depends on the used mode.
Depending on the combination of the modes described in Section 3.1 we distinguish
between different filters and different rendering domains. We apply either a maximum
filter or an averaging filter, depending on whether the most dominant value is chosen
or the average is computed. For rendering we use either the full or the line rendering
domain, depending on whether the full TCP area (square or circular) is used or only a
strip along the feature line.
Maximum filter: We use the contrast value K(T) as a priority value for the maximum
filter. The a-channel of J is used for storing the maximal contrast value and the other
three channels are used for storing the RGB output color. For each Jx,y we check if
the contrast value of the currently explored TCP T is higher than the stored one. If
K(T) > Jax,y then:
Jx,y =
{
(r− g− b− K)T , L(x, y) < 0
(r+ g+ b+ K)T , L(x, y) ≥ 0 (3.1)
Averaging filter: This filter does averaging over all contributing TCP colors instead of
choosing only one among them. Here the a-channel of J is used for storing the number of
accumulated colors and the rgb-channels sum up the corresponding color contributions,
i.e., we get:
Jx,y +=
{
(r− g− b− 1)T , L(x, y) < 0
(r+ g+ b+ 1)T , L(x, y) ≥ 0 (3.2)
Line rendering: Instead of updating each value Jx,y (full rendering domain) we can
choose to update only values lying inside a stripe defined by the thickness value l (given
in % of the TCP size N), i.e., Jx,y is updated only if |L(x, y)| ≤ 0.5 · l ·N .
After applying one of the above operations we generate the final output RGB-color
of the pixel (x, y) on the screen as (Jrx,y J
g
x,y J
b
x,y)
T for the maximum filter or as
(
Jrx,y
Jax,y
Jgx,y
Jax,y
Jbx,y
Jax,y
)T for the averaging filter. For computing grayscale images we replace
the colors C− and C+ with the color vector (1 −K 1 −K 1 −K)T in the above com-
putations (3.1) and (3.2).
19
3. Interactive TCP Brush Tool
3.3. Results & Discussion
We have tested our TCP brush on an Intel 3GHz CPU with 4GB RAM and a NVIDIA
GeForce GTX280 graphics card. In Table 3.1 we show a comparison between three differ-
ent TCP implementations: the naive TCP implementation on the CPU, our hierarchical
approach implemented on the CPU and our hierarchical approach with CUDA on the
GPU. The hierarchical CPU method is already very fast, but the CUDA implementation
is especially adept at handling large brush sizes, with a speed improvement of about one
order of magnitude.
Using 16× 16 TCP resolution
brush size naive CPU hier. CPU hier. CUDA
2 · 16 13.3 fps 422 fps 820 fps
4 · 16 3.3 fps 106 fps 488 fps
8 · 16 0.8 fps 26 fps 202 fps
16 · 16 0.2 fps 6.6 fps 66 fps
32 · 16 0.05 fps 1.7 fps 18 fps
Table 3.1.: Comparison of different TCP implementations.
Next, we will show some results and demonstrate that our interactive brush tool can
be effectively applied for different image processing applications.
Image abstraction is a way of communication through images where important infor-
mation (features) are preserved while removing the rest [DS02, OBBT07, KL08]. Almost
two decades ago Haeberli [Hae90] introduced painterly image abstractions by painting
with a number of different styles and brush shapes. Hertzmann [Her98] applied similar
ideas which were later used by Hertzmann and Perlin [HP00] for painterly video render-
ing. In Fig. 3.2 we show a comparison of the technique by Hertzmann [Her98] with two
results created with the TCP operator. Notice that the TCP-guided brush strokes are
better in capturing the structure of the input image.
Edge-aware image processing is a topic often addressed in the past [DS02, CPD07,
OBBT07, FFLS08, KL08, KLC09]. A well-known operation is edge-preserving filtering.
The most famous edge-preserving filter is probably the bilateral filter (BLF) [TTM98].
BLF is a nonlinear filter, but when approximated by linear filters in high-dimensional
space [PD06] and by using the bilateral grid data structure [CPD07] it can be applied in
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(a) (b)
(c) (d)
Figure 3.2.: Comparison of painterly image abstractions for the input image (a) (taken
from [Her98]): solution by Hertzmann [Her98] (b), and our solutions: maximum filter
(c) and averaging filter (d).
realtime. Adams et al. [AGDL09] proposed a general acceleration method for non-linear
filters. Farbman et al. [FFLS08] discuss the limitations of the BLF and show that their
weighted least squares (WLS) framework creates superior results when compared with
BLF. Our TCP operator introduces a novel approach to edge-aware image processing
and edge-preserving filtering is just one possible application. In Fig. 3.3 we compare our
TCP-based averaging filter with the WLS approach of Farbman et al. [FFLS08] on a
synthetic image. Although both approaches preserve the feature lines very well there are
some differences. First, WLS tends to create piecewise constant regions, whereas with
our method piecewise linear regions are created due to the nature of the TCP averaging
process. Second, WLS creates gradual segments in the vicinity of the feature lines, which
results in a bleeding effect. Our TCP-based filtering does not produce such artifacts,
but it introduces edges not present in the input, which best approximate the underlying,
21
3. Interactive TCP Brush Tool
input WLS TCP 16× 16 TCP 32× 32
Figure 3.3.: Comparison of the WLS filtering [FFLS08] and our TCP-filtering. Intu-
itively, the used TCP size determines the minimal feature size to be preserved during
the filtering operation. The input synthetic image as well as the WLS solution are
taken from [FFLS08].
noisy area in the image. We can conclude that the decision, which filtering method to
use, is strongly application dependent.
In Fig. 3.4 we show several examples for different effects which can be achieved with our
interactive brush tool. Applying our averaging filter results in edge-preserving filtering
(Fig. 3.4 (b)). Line rendering with the averaging filter can be used for edge-enhancement
(Fig. 3.4 (i)) or for creating grey-valued drawings which expose the structural information
in the images (if wished on different scales by using different TCP sizes) (Fig. 3.4 (c)).
By using the maximum filter we create nice painterly image abstractions (Fig. 3.4 (e),
(f)). Finally, by combining the averaging and the maximum filter we can achieve the
”structure highlighting” effect (see Fig. 3.4 (l), (j)).
When using line rendering it may happen that some pixels of the output do not receive
any color contribution from any TCP. Such pixels belong to low contrast regions. We
can fill in smooth color information into those ”holes” by using a simple color diffusion
technique known from image inpainting [BSCB00]. In Fig. 3.4 (e) we show one such
example where the remaining hole regions are white. The result after image inpainting
is shown in Fig. 3.4 (f).
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(a)
(b) (c)
(d)
(e) (f)
(g)
(h) (i)
(k)
(l) (j)
Figure 3.4.: Examples created with our interactive TCP brush tool (TCP size 32×32):
Input images (a), (d), (g), (k). Averaging filter (b). Averaging filter with grey-valued
line rendering and different TCP sizes (2k×2k, k = 2, ..., 5) for capturing edge features
on different scales (c). Line rendering with maximum filter before (e) and after image
inpainting (f). In (h): visualization of brushes with different line thickness values
l ∈ {25+ i · 15%|i = 0, ..., 5}) used. For edge enhancement in (i) we use, e.g., l = 25%
and l = 100% and our averaging filter. The images in (j) and (l) show two different
examples where we combine grey-valued line rendering and averaging filter in order
to create ”structure highlighting” in the final output.
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Retargeting
In our context retargeting is the process of an ”ap-
propriate” resizing of the captured image informa-
tion for presentation on a different platform/dis-
play from the one used for capturing. Imagine
capturing an image with a 3:2 aspect-ratio digital
camera, as the one shown in the upper image of
the right Figure (shore image taken from [AS07]),
and wanting to show this image on a display hav-
ing a different, e.g., the (inverse) aspect-ratio 2:3.
A simple linear scaling of the original image would
distort all the information in the image equally.
This effect is shown in the lower left image in the
Figure. Instead, we would like to preserve the vi-
sually important content, which means that these
parts should be scaled (nearly) uniformly. The
less important content can be more or less arbitrarily distorted. In order to emphasize
the content-dependency during the resizing step, this process is called content-aware
image retargeting. The lower right image of the Figure shows one retargeting solution
created with the method proposed in this Chapter.
A number of approaches for content-aware image and video retargeting have been pre-
sented in the past. A nice overview is given by Shamir and Sorkine [SS09]. Seam carving
approaches [AS07, RSA08] remove non-significant pixels in images or videos. These ap-
proaches perform very well as long as the seams do not pass through feature regions,
which is not avoidable in general. Removing pixels from the feature regions results in
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visible aliasing artifacts. Warping based approaches are able to create better results in
general. We differentiate between per-pixel warping and mesh warping approaches.
Wolf et al. [WGCO07] introduced per-pixel warping for retargeting where for each
pixel position in the source image the target position in the output is computed by
solving a least-squares optimization problem. Zhang et al. [ZHM08] improved the
performance of this method by using shrinkability maps and a multi-grid solver. Very
recently Kra¨henbu¨hl et al. [KLHG09] embedded the per-pixel warping idea along with
a number of interactive tools in their video retargeting system.
In this Chapter we present a novel, TCP-based image retargeting approach, which
falls into the group of mesh warping approaches [GSCO06, WTSL08, KFG09, WFS∗09].
The idea here is to use a regular quad mesh structure which is overlaid on the image.
The retargeting result is then defined as a solution of an energy minimization problem.
Karni et al. [KFG09] use a simple intensity gradient as importance measure and the
iterative ”local-global” optimization [SA07]. Wang et al. [WTSL08] use gradient and
saliency maps [IKN98] and propose a nonlinear optimization method which was very
recently extended to videos [WFS∗09]. Our retargeting method uses the TCP grid as
the helping mesh data structure and we define the retargeting problem as a simple
linear minimization problem, which is faster than previous approaches (Section 4.1).
Additionally, we introduce image retargeting on adaptive meshes (Section 4.2), and, by
extending the TCP concept to video, we are able to apply a similar warping technique
in the video volume for video retargeting (Section 4.3).
4.1. TCP-based Image Retargeting
For content-aware image retargeting, we allow for arbitrary retargeting of an input image.
In the ”regions of interest” the aspect ratios should be preserved as well as possible, which
means that these regions are only allowed to scale (nearly) uniformly. The distortion in
the rest of the image can be arbitrary, but it should be equally distributed. We adapt
the idea used in some previous works [GSCO06, WTSL08, KFG09] and overlay a mesh
on the image. Hence, image retargeting becomes mesh deformation.
We first compute a regular TCP representation of the input image which defines the
quad mesh M = (V,E, T ), where V = {vi ∈ R2|i = 0, ..., n−1} is the set of grid vertices,
E ⊆ {(i, j)|vi,vj ∈ V } is the set of grid edges and T = {Tk} is the set of TCP 3-tuples
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which correspond to the quad mesh faces. In order to deform the mesh we have to move
the vertices vi to some new positions v
′
i. This mapping will be defined as a solution of
a linear minimization problem, derived from the feature-aware structure of the TCPs.
4.1.1. Deformation Energy
Our approach is inspired by the method of Wang et al. [WTSL08] who define the
distortion energy per quad. Instead, we define the distortion energy per edge, which
simplifies the following computations. We measure the distortion of an edge by the
deviation from being linearly scaled after the retargeting. For an edge e = (i, j) ∈ E the
rotational deformation energy is:
D(e) = ‖(v′i − v′j)− se · (vi − vj)‖2 (4.1)
The optimal scaling factors se can be computed with the following simple partial deriva-
tive computation:
∂D(e)
∂se
= −2 · (vi − vj)T
[
(v′i − v′j)− se · (vi − vj)
]
(4.2)
∂D(e)
∂se
!
= 0 ⇒ se =
(vi − vj)T · (v′i − v′j)
‖(vi − vj)‖2 (4.3)
Now, in contrast to Wang et al. [WTSL08], we insert the scaling factor (4.3) into (4.1)
(later in Section 4.1.4 we will explain how this difference is reflected in the complexity
and the speed performance) and get the final formulation for the deformation energy of
the given edge e:
D(e) = ‖(v′i − v′j)−
(vi − vj)T · (v′i − v′j)
‖(vi − vj)‖2 · (vi − vj)‖
2 (4.4)
which is quadratic in the unknown target locations v′i. Therefore, this energy can be
minimized by solving a sparse linear system. The total deformation energy for all grid
edges is simply the sum over all edge deformation energies, namely:
Dgrid =
∑
e∈E
D(e) (4.5)
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4.1.2. Feature Energy
By only using the energy in equation (4.5) the mesh would always scale linearly. Previous
retargeting approaches define an importance function, which is used for weighting of the
individual energy terms. The higher the importance is, the higher the weight, and thus
less deformation will be allowed in areas of high importance. Often gradient magnitude
is used as an importance measure [AS07, RSA08, KFG09]. Wang et al. [WTSL08] use a
more sophisticated measure which combines gradient and saliency maps. In our method
the importance is defined by the TCPs in two different ways. Similar to previous works
we also use a scalar weighting factor, which is in our case the contrast K of the TCP (see
Section 2.1). Additionally, in our formulation we also exploit the directional information
stored in the feature lines of the TCPs.
In order to embed the TCP information into the problem formulation the idea is to
add feature lines of the TCPs as additional (virtual) edges in our mesh. The vertices
of the feature lines do not introduce new unknowns in our problem, but instead they
additionally constrain the grid vertices.
Let the feature line Lk of the TCP Tk be defined by the vertices w
k
0 and w
k
1 . These
vertices are lying per construction on two different grid edges ek0 = (i
k
0, j
k
0 ) ∈ E and
ek1 = (i
k
1, j
k
1 ) ∈ E. Hence, the feature line vertices can be expressed through linear
combinations of grid vertices:
wkm = α
k
m ·vikm + (1− αkm)·vjkm , αkm ∈ [0, 1], m ∈ {0, 1} (4.6)
We can define the deformation energy of the feature line D(Lk) analogously to how we
have defined the deformation energy for the grid edges in equation (4.4). The total
energy of all feature lines is defined by the following equation:
Dfeature =
∑
Tk∈T
K(Tk) ·D(Lk) (4.7)
The deformation energy per feature line is weighted with the contrast of the correspond-
ing TCP, which is our scalar importance measure.
4.1.3. Relaxation Energy
In order to give the user more control over the retargeting process we also introduce
a relaxation energy term. Intuitively the relaxation should push the mesh towards the
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linearly scaled solution. Let v¯i be the vertex positions of the linearly scaled mesh. For
the edge e = (i, j) ∈ E we define the deviation of the edge scaling factor se from the
linear scaling ‖v¯i − v¯j‖/‖vi − vj‖ to be the relaxation energy per edge. Therefore we
define the total relaxation energy for grid edges and feature lines to be:
Drelax,grid =
∑
e=(i,j)∈E
∥∥∥∥se − ‖v¯i − v¯j‖‖vi − vj‖
∥∥∥∥
2
(4.8)
Drelax,feature =
∑
Tk∈T
∥∥∥∥sLk − ‖w¯0k − w¯1k‖‖w0k −w1k‖
∥∥∥∥
2
(4.9)
Finally, the total relaxation energy is simply the sum:
Drelax = Drelax,grid +Drelax,feature (4.10)
4.1.4. Linear Minimization
In order to find the optimally deformed mesh we solve the minimization problem for the
following quadratic, deformation energy functional:
D = Dgrid + λfeature ·Dfeature + λrelax ·Drelax (4.11)
We usually set λfeature = 10 and λrelax = 1. The solution of the minimization problem
is found by solving a sparse linear system A · X = b in the least squares sense, where
the vector of unknowns X = (...v′i,x...v
′
i,y...)
T consists of the x- and y-components of the
target vertex positions v′i = (v
′
i,x v
′
i,y)
T , and each row of the matrix A corresponds to a
partial derivative of the function D.
Let w× h be the input image resolution and w′× h′ the target image resolution after
the retargeting. We want to preserve the rectangular form of the image during the
retargeting step. Therefore we solve our linear system subject to the following boundary
constraints:
v′i,x =
{
0, if vi,x = 0
w′, if vi,x = w
, v′i,y =
{
0, if vi,y = 0
h′, if vi,y = h
(4.12)
For solving the system we use the constrained solver proposed recently by Bommes et
al. [BZK09]. In contrast to the method of Wang et al. [WTSL08] the unknowns in x-
and y-direction are coupled in our case due to equation (4.4). This means that we have
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to solve a system with twice as many unknowns, but: 1) our system is only linear and 2)
we have to factorize the matrix only once and for the rest of the retargeting procedure
we only have to adjust the constraints (4.12) and the right-hand side of the system. This
makes our method applicable for interactive deformation of very fine meshes, whereas
Wang et al. [WTSL08] have to use rather coarse meshes for interactive deformation.
As we will show later in Section 4.4 using too small TCP size results in a more linear
scaling. Our adaptive approach described in the following alleviates this problem.
4.2. Adaptive Image Retargeting
Using a regular TCP grid as discussed so far makes the method easy to describe and to
implement. But with an adaptive TCP grid we could use more samples (grid vertices)
in regions of higher importance and thus control deformations in these regions on a
finer scale allowing for stronger distortions in the more sparsely sampled, homogeneous
regions. For this reason we propose an adaptive approach for image retargeting.
Figure 4.1.: Example adaptive TCP grid for image retargeting. Black vertices represent
the unknowns. Green vertices are additional constraints to our system, represented
as linear combinations of the end vertices of the corresponding long edges (depicted
as green arcs for better illustration).
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We start with a regular TCP grid; then by using a given error threshold θ we create a
quadtree hierarchy by recursive 1-4 subdivision of each TCP for which the approximation
error (2.3) lies above θ. The subdivision is continued until we reach the finest TCP level.
Once we have the adaptive TCP representation we can easily create an adaptive mesh
Ma = (Va, Ea, Ta) from it. Each TCP T ∈ Ta is spanned by four vertices in Va (we write
vi ∈ T for such a vertex). Note that Ma is not a quad mesh in general (see Fig. 4.1).
Still, all its faces are by construction quad-shaped polygons and we want to force them
to stay quad-shaped also after the deformation. For this reason we first construct the
set Elong of so-called long edges (green arcs in Fig. 4.1). These are edges which connect
two vertices of a TCP, but are not topological edges of the mesh. Formally:
Elong = {e = (i, j) | ∃T ∈ Ta : vi, vj ∈ T, e /∈ Ea} (4.13)
A vertex v˜ ∈ Va which lies in the interior of a long edge el = (il, jl) ∈ Elong can be
represented by a linear combination of the vertices vil ,vjl ∈ Va with a β ∈ [0, 1] (green
vertices in Fig. 4.1). This linear combination is an additional constraint to our system:
v˜ = β · vil + (1− β) · vjl (4.14)
Finally, the grid energy (equations (4.5) and (4.8)) consists of energy terms of all valid
edges. An edge e is said to be valid if it is either a long edge (e ∈ Elong), or if it is an
edge of the adaptive mesh (e ∈ Ea) that is incident to equally sized TCPs. In other
words, the mesh edges which lie on the long edges are called invalid. For the feature
energy (equations (4.7) and (4.9)) the end vertices of the feature lines are defined as
linear combinations of the end vertices of the incident valid edges.
Additionally, we want to treat all edges in the same way, i.e. similar rotational dis-
tortions should have similar impact on the energy no matter which length the edges
have. Therefore we rescale the energy terms of the ”longer” edges. If Nmin × Nmin is
the minimal TCP size used, then the energy terms corresponding to edges having the
length N are scaled by N2min/N
2. Notice that by the definition of valid edges above, this
scaling factor is unambiguous.
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4.3. Extending TCPs for Video: Two-Colored Voxels
In this section we will extend the TCP concept to a video volume and apply it for the
example of video retargeting. We will describe only the regular setting, but the extension
to an adaptive one is straightforward.
Let F = {F0, ..., Ft−1} be the input image sequence consisting of t frames. We split
this video volume in volumetric elements Vi,j,k, having the spatial size N ×N and the
temporal depth D. In this notation (i, j) are the spatial TCP coordinates of Vi,j,k and
k is the coordinate of the first frame covered by Vi,j,k. Analogously to the TCP concept
we define each Vi,j,k to be a 3-tuple (Ni,j,k,C
−
i,j,k,C
+
i,j,k), where Ni,j,k is the feature plane
which splits Vi,j,k in two parts and C
−
i,j,k and C
+
i,j,k define the average colors on the
negative and on the positive side of the feature plane, respectively. We call Vi,j,k two-
colored voxels (TCVs).
Like a feature line of a TCP, the feature plane of a TCV should provide a linear
approximation to the strongest color discontinuity inside the volume covered by the
TCV. Exhaustive computation of such a plane by using similar hierarchical structure
as done for feature lines in Section 2.2 would be too expensive. Hence, an alternative
method is to approximate the best feature plane by defining a finite number of directions
and offsets to be tested. Since we already have a very efficient method for computing
TCPs, we choose a different approach.
Each frame Fm is split into TCPs Ti,j,m. The TCV Vi,j,k covers all TCPs in the set
{Ti,j,m|m = k, ..., k +D − 1}. We compute the feature plane Ni,j,k as the least-squares
plane of the feature lines from the set {Li,j,m|m = k, ..., k +D − 1}.
4.3.1. TCV-based Video Retargeting
Applying TCP-based image retargeting to each input frame Fm results in strong flick-
ering because time coherence is completely ignored. In order to get smooth transitions
between the consecutive frames in the retargeted video, we exploit our TCV concept.
We compute a regular TCV representation Vi,j,k for F by using a fixed depth D, which
divides F in volume slices. Each two consecutive volume slices share a keyframe in the
sequence. The computed TCVs implicitly define TCP grids and corresponding quad
meshes on the keyframes. All keyframe meshes together define the set of unknowns
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in our video retargeting problem. Solving this problem on the whole volume is too
expensive. Therefore we propose to use a window that is two volume slices wide, and for
each position of this window only the solution of the inner keyframe mesh is used later
for retargeting (see Fig. 4.2). The retargeting solutions for other frames are computed
by linear interpolation between the keyframes. Notice that the keyframes F0 and Ft−1
are special cases since they never become inner keyframes of a volume slice, thus they
are computed together with keyframes FD−1 and Ft−D, respectively.

y
x
t
Vi,j,k
(2 ·D − 1) frames
Figure 4.2.: Video retargeting process by moving a block of two volume slices with
TCVs Vi,j,k of depth D along the time axis. The TCP grids on the three keyframes
of this block define the unknowns of a linear system to be solved. The solution of the
inner keyframe (red) is used for retargeting.
In order to set up the linear system, we follow the method for image retargeting and
define the deformation energy for the grid edges in the same manner as for the image
case. Including the deformation energy of a feature plane Ni,j,k is done by computing the
feature lines for each TCP included in the corresponding TCV as lines on the plane Ni,j,k.
Notice that in this setting feature planes are parametrized by the 8 corners of the TCV;
in the image case 4 corners of the corresponding TCP were used (see Section 4.1.1).
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linear TCP linear TCP linear TCP
Figure 4.3.: Some results created with our TCP-based retargeting in comparison with
linear scaling. Notice the effect of nearly uniform scaling of the visually important
content in the results created with our TCP-based retargeting. Input images taken
from [AS07] (Camera) and [WLL∗06] (Girl).
4.4. Results & Discussion
Finally, we will show some results created with our approach, comparisons with previous
retargeting methods and also discuss our method, its advantages and limitations.
As mentioned in Section 4.1.4, our image retargeting method is interactive, even for
very fine meshes (e.g. 4× 4 TCP grids on 10 Megapixel images). This is possible due to
our edge-based formulation of the energy functional to be minimized. In Fig. 4.3 we show
a number of TCP-based retargeting results for different input images in comparison with
naive linear scaling. Notice how the visually important details in the images are nearly
uniformly scaled, whereas the rest parts in the images are more strongly distorted.
In Fig. 4.4 we show a comparison of our method with approaches of Rubinstein et
al. [RSA08] and Wang et al. [WTSL08]. In the ”girl and vase” example we see that
our approach nicely distributes the deformation so that the important objects like the
vase are preserved, but also the focus on the girl is not lost. The ”building” example
shows that our approach is better in preserving line features which is one of the main
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Rubinstein et al. Wang et al. TCP
Wang et al. TCP
Figure 4.4.: Comparison of our image retargeting solution with previous works (images
taken from [WTSL08]). In the top row seam carving of Rubinstein et al. [RSA08]
destroys the vase and the approach of Wang et al. [WTSL08] removes the girl from
the focus of the image. In our case we preserve the girl in the focus as well as the vase.
In the bottom row we show that our approach is able to preserve line features much
better than the approach of Wang et al. due to the exploited feature line information
in the TCP representation.
advantages of our TCP based image retargeting. Remember that our TCP-based feature
energy (Section 4.1.2) not only accounts for scalar importance, defined by the TCP
contrast value, but also for directional importance, defined by the TCP feature lines.
Decreasing the TCP size results in decreasing feature awareness of our method, which
is visualized in Fig. 4.5. In the limit case where only one pixel is used for computing
the corresponding TCP imagine that we have one arbitrary feature line and two equal
average colors. The chosen TCP size determines the minimal size of the features taken
into account. This means that on the one hand if we choose to use large TCP size, we
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Input image linear 4× 4 8× 8 16× 16 32× 32 adaptive
Figure 4.5.: The effect of the TCP size on the final retargeting result. Decreasing TCP
size (here from 32× 32 to 4× 4) results in images which are more close to the linearly
scaled version of the input image. Our adaptive method additionally improves the
final retargeting result.
input image linear regular TCP adaptive TCP
Figure 4.6.: Comparison of the regular and adaptive retargeting approach for extreme
retargeting to less than a third of the width of the input image. In the top left
image we visualize the used adaptive TCP grid, where the grey shading represents the
contrast values and the feature lines are shown in red.
probably miss important features in the image. On the other hand using too small TCP
size can result in more linear scaling. This was one of the reasons for introducing the
adaptive retargeting method in Section 4.2.
In Fig. 4.6 a comparison is shown between linear scaling and solutions created with our
regular and our adaptive image retargeting approach. Although the regular approach
already produces a very good result, we see, e.g., that the hat is unnaturally stretched.
In the adaptive case more deformation is pushed into the homogenous regions leading
to a more uniform resizing of the person (with the hat) in the resulting image. In
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(a) (b) (c)
(d)
(e)
(f) (g) (h)
(i)
(j)
Figure 4.7.: Video Retargeting example visualized for two input frames (a) and (f). Lin-
ear scalings (b), (d), (g), (i) compared with our solutions (c), (e), (h), (j), respectively.
order to better see the effect we also show the corresponding TCP grid meshes after the
retargeting.
Finally, in Fig. 4.7 we also show two frames from a car image sequence retargeted
with our video retargeting method. The computation of feature lines from feature planes
within volume slices (Section 4.3.1) guarantees smooth transitions between keyframes,
but the smoothness property cannot be guaranteed across the keyframes. Nevertheless,
the results we have achieved with our method are very satisfying and by using additional
temporal constraints we could achieve smoothness property for the whole retargeted
sequence.
Although our image retargeting approach performs well in most of the cases, it can
produce unexpected results since the importance induced by the TCPs does not always
perfectly match the visual importance. We show two such examples in Fig. 4.8. The
bee example in the top row shows the case where a wide homogeneous vertical part of
the image is strongly distorted, but unfortunately also including the back part of the
bee. In the bottom row the head of the mother is distorted badly. Notice, that in both
cases other important areas like the flowers (top row) or baby, hands and cake (bottom
row) are well preserved. These problems could easily be resolved by using a simple
user interaction, similar to the one shown by Avidan and Shamir [AS07]. By using a
simple brush interaction metaphor the user could interactively paint the importance in
the image, which would be additionally provided to the retargeting algorithm.
37
4. TCP-based Content-Aware Retargeting
input linear TCP
input linear TCP
Figure 4.8.: Examples where our TCP retargeting did not perform well. Top row:
mostly homogeneous vertical part contains in this case the visually important ob-
ject, the bee. Unfortunately, the bee is affected by the strong distortion in this region.
Bottom row: many visually important features like baby, the hand holding the can-
dle and the cake on the table are well preserved. However, the strong distortion of
mother’s head in this example is not acceptable.
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An image mosaic is a simple collection
and arrangement of so-called tile im-
ages. When viewing an image mosaic
from a close distance, the individual
tile images are recognized, but when
viewed from a large distance a com-
pletely different image, the image mo-
saic, appears. Image mosaics are often
used in art or in advertisements in or-
der to emphasize the connotation. We
show in the right Figure an image mosaic computed with our method and two cutouts
taken from different positions in the image visualizing the tile images used there.
Methods for computing image mosaics can be roughly split into two groups. A nice
overview is given by Battiato et al. [BBFG07]. The one group of approaches considers
the problem of how to arrange the individual tiles in the image mosaic. Hausner [Hau01]
used a centroidal Voronoi diagram for placing mono-colored image tiles in his decorative
mosaics, Kim and Pellacini [KP02] introduced a general framework based on energy min-
imization for creating so-called Jigsaw image mosaics (JIM), and Smith et al. [SLK05]
have extended the previous two approaches creating animated image mosaics. Further,
Lai et al. [LHM06] have shown how to create decorative mosaics on 3D surfaces, and
Kim et al. [KEA06] used mosaic representation for video navigation.
The method described in this Chapter falls into the second group of approaches.
These approaches use regular arrangements of tile images and are more focused on
how to select them. According to this, image mosaics created with these approaches
are raster-representations having tile images as raster elements. The most prominent
method from this second group are probably Photomosaics of Silvers [Sil97]. However,
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a proper comparison with his work is not possible since his technique remains propri-
etary. Related methods in this group often apply simple image blending or some color
correction algorithms in order to preserve the high frequency information in the final
output image[FR98] or video mosaic [KGFC02]. One of the main aspects of our method
is that the original tile image colors remain unperturbed in the final image mosaic such
that the look of individual tiles is not compromised. This is what we call genuine image
mosaic or short GIzMO.
In the following we will first give an overview of our mosaicing algorithm for a regular
tiling of an input image (Section 5.1). Then we will describe our polynomial descriptors
used for matching (Section 5.2) as well as the used TCP-based feature classification
(Section 5.3). Having all algorithmic details given, we will explain how to generate a
genuine image mosaic (Section 5.4). Then we will extend our regular approach to an
adaptive one (Section 5.5) and finally, we will show some more results and comparisons
with other methods (Section 5.6).
5.1. Algorithm Overview
The input to our method is a background image I of an arbitrary resolution H ×W and
the total number of tiles N to be used. We are using square tiles, a restriction which
is done only for convenience and which can be easily relaxed. The tiles are arranged in
a Nh × Nw grid where Nh defines the number of tiles to be placed in each column and
Nw defines the number of tiles to be placed in each row of the final mosaic. In order to
compute Nh and Nw from N we use the aspect-ratio of the background image I. From
Nw ·Nh != N and H/W != Nh/Nw we get:
Nh =
⌊√
N ·H
W
⌋
Nw =
⌊√
N ·W
H
⌋
Now we can either rescale I or simply crop the inner part of I in order to exactly match
the tiling resolution. The final image mosaic of I is created by replacing each of the
Nh ·Nw tile images Ii,j (where i ∈ {0, ..., Nh − 1} and j ∈ {0, ..., Nw − 1}) with the best
matching source image from a large database.
Creating and exploiting large image databases became one of the hot topics in com-
puter graphics in recent years. This is mainly due to the fact that the image resources
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Input: I, N
binary class.
?
yes
no
bi-quadratic
average color
GIzMO
Figure 5.1.: Workflow of our mosaicing method. For a given input image I and a tiling
size N we first apply TCP-based binary classification. Then for each tile, depending
on feature or non-feature, either bi-quadratic or average color descriptor (here only
the green channel is shown) matching is performed in order to create the final result.
can be easily gathered from the internet, e.g., on Google-Images or Flickr.com billions
of images are stored. Torralba et al.[TFF07] have created a huge database of 80 mil-
lions tiny images (resolution 32 × 32) using it mainly for object recognition. Hays and
Efros [HE07] use about 2.3 millions of images from Flickr.com for their scene comple-
tion method. Lalonde et al. [LHE∗07] have created an image-based object library using
the online tool LabelMe [RTMF07]. We have used Flickr.com for creating our image
database, resulting in a searching space of over one million square RGB-images. The
source images were downloaded from random groups without specific focus, e.g., land-
scape, building, portraits, animals, snow, Japan, Niagara falls, etc. All the images were
scaled while preserving the original aspect ratio and then cropped to a square of 600×600
pixels. For images having aspect ratio W
H
of almost one we took only the central square
part of the image. Otherwise, additionally left and right (W
H
> 1) or top and bottom
(W
H
< 1) square image parts were taken. Besides the RGB color information for each
image the polynomial descriptors, which are used for matching, are also precomputed
and stored (see Section 5.2).
The workflow of our mosaicing algorithm is depicted in Fig. 5.1. For each tile, we
first compute a feature classification, where intuitively each tile image is classified as
a ”feature” or as a ”non-feature” tile (see Section 5.3). Then for each tile image we
search for the best matching source image in our image database. Depending on the
classification different descriptors are used for the matching.
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The core of our algorithm is the searching and matching procedure applied for each
tile image Ii,j. Since we use a huge database of images, we need simple descriptors which
on the one hand have a very compact representation, but on the other hand sufficiently
well capture the characteristics of the tile image.
5.2. Polynomial Image Descriptors
An image descriptor is a k-dimensional vector which describes the content of an image
as faithfully as possible. In the k-dimensional descriptor space, we can then define a
norm which allows us to measure the similarity of images. In our setup we always use
the Euclidian norm in Rk.
Our system uses polynomial descriptors [Far02], which means we are considering an
image (or tile) as a surface patch in RGB-space and then compute a polynomial patch
f : [0, 1]2 → R3 which minimizes the approximation error in the least squares sense to
the red, green and blue image channels, respectively. This can be also understood as
computing one least squares fit per channel in RGB-space resulting in three polynomial
functions. We have also tested our method in other color spaces like L*a*b*, which is
adapted to human color perception [KP92], but this did not result in a visually perceiv-
able improvement of the results. Alternatively, computing image descriptors could also
be based on other approximation or compression schemes like wavelet-schemes [JFS95].
However, our experiments showed that the simpler least squares approximant served our
purpose very well.
Let I be a m×m square image with RGB-pixels I(i, j) ∈ R3. A polynomial descriptor
Dn of bi-degree n is represented in tensor-product Be´zier form as
Dn(u, v) =
n∑
p=0
n∑
q=0
bpq B
n
p (u)B
n
q (v).
and the corresponding descriptor vector is given by the k = 3 (n+1)2 coordinates of the
Be´zier coefficients. The descriptor for an arbitrary sub-image [a, b]× [c, d] of the image
I is computed by minimizing the quadratic functional
E(Dn) =
b∑
i=a
d∑
j=c
‖Dn(u, v)− I(i, j)‖2 ,
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Figure 5.2.: The approximation quality of our polynomial image descriptors on two
examples. From left to right: original image, constant, bi-linear and bi-quadratic
approximation. In all cases N = 8 · 11 tiles were used.
u :=
i− a
b− a, v :=
j − c
d− c .
In the case of bi-quadratic polynomials (n = 2), the normal equation for this least
squares problem consists of three copies of the same 9 × 9 linear system with different
right-hand sides
Mb = r
where the entries of M and r are of the form
m3p+q,3p′+q′=
b∑
i=a
d∑
j=c
B2p(u)B
2
q (v)B
2
p′(u)B
2
q′(v)
and
r3p+q =
b∑
i=a
d∑
j=c
B2p(u)B
2
q (v) I(i, j)
respectively. Notice that the entries of M only depend on the resolution (b−a)× (d− c)
of the sub-image. Hence M is pre-computed once and can be reused for every tile that
has the same size. Since we still have to evaluate the right hand side for every image
and solve the 9× 9 system, we pre-compute the descriptors offline for all images in the
database and only generate the descriptors for the tiles on the fly.
The polynomial degree n of the descriptor Dn determines its approximation power
and hence Dn can capture more and more features of an image with increasing n. In
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(a)
(b) (c) (d)
Figure 5.3.: Solutions when using different descriptors. Given an input image (a), we
generate a GIzMO either by using matching with average colors (b), which is still very
aliased and blocky or by using higher order descriptors which creates much better
approximation (c). Finally, an appropriate combination of these two solutions that
takes into account feature information provides good approximation in high contrast
regions while still generating the artistic mosaicing effect in homogenous regions as
shown in (d). In all three GIzMOs we have used N = 2120 tiles.
our system we compute descriptors of degree n = 0 (=average color, k = 3), n = 1 (≈
color gradient, k = 12), and n = 2 (≈ edge orientation and characteristics, k = 27). For
higher degrees we did not observe any visual improvements. In Fig.5.2 we visualize the
approximation power of the polynomial descriptors. The higher the polynomial degree
the higher is the approximation quality. In Fig.5.3 we show some GIzMOs with different
polynomial descriptors in comparison.
A similar idea for using higher dimensional image descriptors for creating image mo-
saics was also applied by Di Blasi et al. [dBGP06] in their mosaicing method. They
partition each tile image into a 3 × 3 grid and for each grid cell the average RGB-
color is computed. This leads to a 27-dimensional piecewise constant image descriptor.
Our 27-dimensional descriptor is a quadratic polynomial and therefore more faithfully
approximates the image color functions.
5.3. TCP-based Feature Classification
When creating image mosaics based on polynomial descriptors we observe that with
increasing degree n the reproductions of the input images become more and more faithful.
While this is a positive result from the approximation point of view, we find that from
the artistic point of view it is not desired because in fairly homogeneous regions of the
input image, the faithful reproduction implies that images with very little detail and
contrast are picked.
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On the one hand, by using constant or bi-linear descriptors, we can preserve the mosaic
appearance but we lose many image features due to the quite limited descriptive power
of the low-degree polynomials (see Fig. 5.3 (b)). On the other hand, when using higher
order descriptors, e.g., our bi-quadratic descriptor, we lose the characteristic appearance
of image mosaics (see Fig. 5.3 (c)).
In order to obtain the best of both worlds, we run a classification procedure on each
tile. If a tile is classified as ”feature” we use bi-quadratic descriptors in order to find the
best matching image which recovers the local image detail. If a tile is classified as ”non-
feature”, we switch to constant or bi-linear descriptors. The reduced approximation is
acceptable since the non-feature tiles do not contain significant local detail anyway (see
Fig. 5.3 (d)).
In order to classify an image tile as feature or as non-feature we exploit the TCP
concept described in Chapter 2. The motivation for this classifier is to be able to rate
the significance of an edge (feature) in the image independently from its orientation and
location within a tile. By computing the TCP representation Ti,j = (Li,j,C
−
i,j,C
+
i,j)
of a tile Ii,j we compute a feature line Li,j which splits the tile Ii,j into two regions
and computes the average colors in each (C−i,j and C
+
i,j). The difference ‖C−i,j − C+i,j‖
between these two colors measures the significance and it is compared to some user-given
threshold θ for feature/non-feature classification of the tile Ii,j. Analogously, we could
also use the TCP contrast value K(Ti,j) as defined in Section 2.1, but the described
color difference served our purpose well.
Notice that we intentionally do not take the relative image areas n+ and n− (cf.
equations 2.1 and 2.2) into account when computing the optimal feature line of the
TCP. This is important since we want to capture global image features, hence also small
local parts of the global features should be preserved.
5.4. GIzMO Generation
Fig. 5.1 depicts the workflow of our image mosaicing technique. After the TCP-based
binary classification (Section 5.3) we compute for each of the Nh ·Nw tiles in the input
background image I the corresponding descriptor and then find the closest descriptor in
the image database. In practice we can allow the user to control the feature threshold θ
manually and so create the subjectively best solution. First, by computing both, feature
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(a) (b)
(c) (d) (e) (f)
Figure 5.4.: A number of void images with too low entropy are shown here: (a) too dark,
(b) too bright, (c) not enough details or (d) broken (canceled download). Example
GIzMOs created with (e) and without (f) void images (for both N = 400) visualize
much higher variability in the homogenous areas when void images are not used.
and non-feature descriptors for each tile we generate two GIzMOs. Then the user can
interactively adjust the feature threshold θ and so generate from her point of view the
best looking final GIzMO.
To make the mosaic generation fast, we use the efficient Approximate Nearest Neighbor
(ANN) library [MA06] which quickly finds the nearest descriptors in 3-, 12-, or 27-
dimensional space (corresponding to constant, bi-linear, or bi-quadratic descriptors).
In order to prevent the repetition of the same image tile in homogeneous regions we
have tried error diffusion techniques known from classical dithering schemes like Floyd-
Steinberg. The effect of error diffusion, however, is very minor because due to our large
image database the average color of the tile usually matches the retrieved image very
well. This is why we decided to search for the n closest neighbors and simply pick the
best candidate which has not been used yet.
All images are treated the same when downloaded from the internet although for
the generation of image mosaics not all of them are appropriate. Those images which
do not contain significant visual information are visually disturbing since they strongly
reduce the mosaicing effect. We call these images void images and remove them from the
database in a preprocessing step. We have tested a number of different image statistics
[GW01] like statistical moments or image uniformity, and among those finally decided
to use average entropy of the gray-level histogram of each image. Since entropy is a
measure of variability it is exactly the measure we need. In our current implementation
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all images having entropy below 6.0 are removed from the database. This threshold was
chosen empirically. In Fig. 5.4 a number of void images is shown and also a comparison
between a GIzMO created with (e) and without (f) void images.
5.5. GIzMOs with Adaptive Tiling
So far we have considered only the generation of image mosaics with a regular tiling
pattern. In order to avoid visual periodicity, which is induced by equal spacing of the
image tiles, we can apply a greedy coarsification procedure, which merges neighboring
tiles into one and then replaces a whole group of small tiles with one image from the
database (see Fig. 5.6, 5.7, 5.8, 5.9 for some examples). As a side effect, we can build
an image mosaic with fewer images without a significant decrease in quality.
Our adaptive tiling idea originates from the area of incremental mesh decimation
[GGK02], which is a bottom-up approach: starting from a fine input mesh a coarse out-
put mesh is generated. During the decimation one is in general interested in preserving
feature regions: in the case of meshes these are edge or corner features. Parallels to
our case of tile coarsification are obvious: we want to preserve the feature tiles and to
decimate the non-feature tiles. In contrast to top-down adaptive mosaicing approaches
as the one proposed by Di Blasi et al. [dBGP06], our adaptive tiling introduces more
irregularity by merging neighboring non-feature tiles while preserving the visually dom-
inant features. As a consequence our coarse tiles are not restricted to dyadic locations
and sizes and hence they avoid the visual periodicity in the final image mosaic even more
effectively.
We start with a regular grid of Nh ×Nw square tiles and do the feature classification
first. Then, each pair of horizontally or vertically neighboring non-feature tiles is an
initial candidate for the next merging operation. We rate the visual quality of each
candidate by computing the approximation error of the best fitting image from the
database after the merge. Since only non-feature tiles are merged we use the constant
descriptor as similarity metric. Finally, we run a simple greedy procedure which applies
the best horizontal and vertical merge operation in each step. Notice that we possibly
compare rectangular parts of the input image with square images from the database.
This does not cause a large bias because in the non-feature regions the color variation
is naturally very low.
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(a) (b) (c) (d) (e) (f) (g)
Figure 5.5.: Adaptive tiling. Starting from the regular grid in (a) a number of successive
merging operations are shown (b)-(d) where the newly merged tiles are yellow. Then
we show some examples where another collapse of the large blue tile in the upper
direction is not possible because of the red tiles (e)-(g).
Figure 5.6.: Adaptive tiling. From left to right: input image (the visualization of the
binary classification shown as inset), a regular GIzMO (N = 2120) and then two
adaptive GIzMOs created by restricting the max. tile size to be two (N = 1208) or five
(N = 979) times the minimal tile size, respectively. The approximation of important
features remains unperturbed by the adaptive tiling process while the number of tiles
is reduced considerably.
During the greedy coarsification, neighboring tiles are allowed to be merged only if
the resulting tile is still rectangular. This implies a number of constraints on the size
and configuration of the tiles that qualify for a merge operation. Fig. 5.5 shows a few
examples when merging is not permitted. In general, a merge between a large tile and
one or several (smaller) neigboring tiles is not permitted if the smaller tiles not all have
the same depth (cf. Fig. 5.5(e)) or the sum of their lengths does not add up to the
larger tile’s side lengths (cf. Fig. 5.5(f,g)). For aesthetical reasons we further restrict the
maximum aspect ratio of the tiles to be maximally 2:1. Optionally we may also restrict
the maximal tile size.
The image mosaic generation is now done just as in the previous regular case (see
Section 5.4). The only difference is that for large tiles, which are in general rectangular
and not square, we now crop the inner part of the best (square) image match from
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the database. The larger the ratio of the tile the larger is the error we are making
because the average color of the cropped region might differ from the average color of
the entire image. Since the large tiles are non-feature regions anyway this error is in
general negligible.
5.6. Results & Discussion
All images shown in this Chapter were computed on a AMD64 machine with a 2,2GHz
CPU and 2 GB RAM. Computing GIzMOs never took more than a few minutes for
high-resolution input images and high tiling resolutions of several thousand tiles. In
order to speed-up the computation process we cache all precomputed descriptor data
from the database in the main memory. This caching process takes about 1 min. We
show some more GIzMO examples in Fig. 5.7.
Next, we will summarize the most important properties of our algorithm for comput-
ing genuine image mosaics presented in this Chapter, which distinguish our work from
previous approaches:
TCP-based feature classification We apply the TCP concept (Chapter 2) for binary
classification of the tile images into ”feature” and ”non-feature” regions. By this we can
easily vary between the pure artistic and pure approximative image mosaics.
Huge image database We generate GIzMOs by using a huge database of over a million
source images downloaded from the internet. Previous approaches have used databases
of a few hundreds or a few thousands images.
Polynomial image descriptors We use polynomial descriptors for image matching.
They allow for compact geometric representations of images in RGB space. By varying
the polynomial degree we automatically vary the approximation level and hence the
visual faithfulness of the image mosaic.
Genuine image mosaics The final GIzMO is obtained by simply copying the source
images without applying any kind of color modification. Although such mosaics were
presented before, in our case the approximation quality of the output mosaics is clearly
improved by using polynomial descriptors in connection with our huge database.
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
Figure 5.7.: From left to right: the original image (binary classification shown as inset),
a regular GIzMO and an adaptive GIzMO. Building: regular N = 2120, adaptive
N = 1146. Giraffe: regular N = 2120, adaptive N = 1274. Airplane: regular
N = 972, adaptive N = 571. Gizmo: regular N = 2961, adaptive N = 1469.
Void images We sort out all so-called void images in a preprocessing step. These are
images which do not contain sufficient visual information in order to contribute to a
satisfying final mosaic and have a compromising effect on the esthetic appearance.
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Adaptivity We propose a bottom-up approach for adaptive tiling which allows for
creating a new kind of irregular image mosaics. We avoid the visual periodicity, which
is induced by the equal spacing of the image tiles in regular image mosaics.
Having the interpretation of images as geometric shapes in the RGB space, we have
exploited two different geometric representations, namely TCPs and polynomial image
descriptors, for computing GIzMOs. Although we restrict our method to axis-aligned
tiling raster and do not apply any color correction, still all important features are suf-
ficiently well captured. In Fig. 5.8 we make a comparison of our method with previous
works [Hau01, KP02] which do not use regular tilings, but instead are concerned with
appropriate arrangement of the image tiles. Without explicit description of the feature
lines our method is still able to capture all of them.
A large number of tools is available on the internet for creating image mosaics. Most
of these tools apply color modifications to the source images in order to produce the
final result. We have picked one which does not apply color correction: the Patchworkr
[Yav], and show a comparison with our method in Fig. 5.9. There we see that our
method captures the overall appearance much better, e.g., the eyes or the Mona Lisa’s
smile.
Our mosaicing method does not simply use a huge database of images, but actually
it also relies on it, i.e., the vast number of possible source images makes it possible to
use any image as input for creating a good looking image mosaic. At the same time we
create a strong restriction regarding the way of how to use our method. Imagine the
setting where a person has a few hundred images taken during a holiday and wants to
create image mosaics using such a small database. This will probably not work since
the size of the database is too small.
One possible way to approach this problem would be not to use the given database
images as a whole, but also only parts of it as possible sources. Similar idea is followed
by Orchard and Kaplan [OK08] for creating, what they call, Cut-Out Image Mosaics.
There, arbitrarily shaped image parts are chosen to assemble the final mosaic, but this
approach is computationally very intensive and already for very small image databases
(several hundreds of images) several hours of computation are needed for creating the
final mosaic. In contrast, our method generates large image mosaics after just a few
minutes of processing time.
51
5. GIzMOs: Genuine Image Mosaics
(a) (b) (c) (d) (e)
Figure 5.8.: Comparison of the simulated decorative mosaic [Hau01] (a), JIM [KP02]
(b) and GIzMOs (c)-(e). In all cases roughly 400 tiles were used. The images (a)
and (b) were taken from [KP02]. The solution when using matching with average
colors (c) appears very aliased and blocky. When using an appropriate combination
of feature and non-feature descriptors we get the result in (d) which provides sufficient
approximation while still preserving the artistic mosaicing effect. Our method goes
even further and allows for higher approximation by using an adaptive mosaicing
approach which avoids the periodicity of the regular tiling (e).
(a) (b) (c)
Figure 5.9.: Comparison of the solution created with the Patchworkr tool [Yav] (a), our
regular GIzMO (b) and our adaptive GIzMO solution (c). Notice that our solutions
better preserve the feature information from the input image (shown in Fig. 5.2).
N=2700 in (a) and (b). For (c) only N=1180 tiles were used.
In order to retain low processing time and still allow the user to use different, small
image database for each target image mosaic, one possible way would be to allow for
extending the main huge database with small ”private” image databases, where the
private images should get higher priority during the matching procedure. Especially
in the low contrast, non-feature areas this method would most likely not cause any
problems.
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When capturing real world images we capture real 3D world geometry in the XYZ-
space and project it to a 2D image plane, i.e., this process defines a projective mapping.
If we try to modify the image information then operations as simple as copying image
parts from one position in the image to some other different position are erroneous: even
under the assumption that the used capturing device is free of any distortion errors, there
is still the perspective distortion which is not taken into account when performing the
above mentioned operation. Therefore, it could be helpful or even necessary to provide
some geometric hints to image and video editing applications about the underlying 3D
geometry in the XYZ-space to avoid errors which arise due to perspective distortions.
An image is a 2D raster-representation of the projected 3D geometry, and each im-
age element (pixel) stores the color information of the part, which is covered by this
element. Providing additional geometric information about the projected 3D geometry
corresponds to extending the raster-representation of an image with some kind of orien-
tation (or vector) information of the underlying geometry in the XYZ-space. The perfect
solution would be to provide the complete 3D model, e.g., in form of a polygonal mesh,
of the underlying scene and in each pixel to store the reference of the polygon which
is seen there. However, this is a task, which is in general very hard to carry out and
very often simply not affordable. Hence, we are interested in a simple and user-friendly
way of providing additional geometric information of the captured 3D geometry in the
XYZ-space.
In the context of interactive image and video editing one is mainly interested in simple
interaction metaphors which should be on the one hand as easy as possible to use,
but on the other hand as powerful as possible for the target application. Regarding
the task of providing additional geometric information to an image or video editing
application the main question would be: What is the minimal information to be provided,
which is necessary in order to allow for representing the captured world space geometry
shown in the images? If we assume that the geometry in the XYZ-space can be well
approximated by a few planes then the solution is to use 2D projective transforms, so-
called homographies. Although defined in 2D, homographies provide the 3D information
about the perspective we need, namely the orientation of the underlying plane in the
XYZ-space. The exact 3D location of the plane is not well-defined due to the missing
depth information.
In this second part of the thesis we will show how to exploit homographies to represent
the orientation of the planar geometry in the XYZ-space for image and video editing
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applications. In Chapter 6 we describe the basics of the 2D projective transforms and in-
troduce the tools needed for the following applications. There we show how the user can
define homographies by using the quad and the quad-grid interaction metaphors. With
the quad-grid metaphor not only planar, but also moderately curved surfaces can be
sufficiently well approximated. In addition, we also explain how to (semi-)automatically
detect a homography mapping for a sequence of images. Then in Chapter 7 we intro-
duce a novel, interactive image completion approach which can deal with perspectively
distorted images. Finally, in Chapter 8 we present our system for 2D video editing,
which is again based on homographies. The core idea in our video editing system is to
detect and track planar regions through the video and then apply video editing in the
registered video. In practice, this reduces the amount of needed interaction to modifying
only a single frame in the video. Although pure 2D image based editing is applied we
are able to create the impression of 3D effects in the resulting video.
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In this Chapter we will first describe the concept of a 2D projective transform along
with all terms necessary to understand this concept. For more detailed information on
projective geometry we would like to refer the interested reader to the book of Richard
Hartley and Andrew Zisserman [HZ03].
Given the Euclidian vector space IRn we write the elements of this space as vectors
v = (v0 ... vn−1)T ∈ IRn. The corresponding projective space IPn is defined as a set of
equivalence classes v˜ = {((w ·v)T w)T = (w · v0 ... w · vn−1 w)T | w ∈ IR =0} ⊂ IRn+1
excluding the 0-vector. Geometrically we can interpret v˜ ∈ IPn as a hyper line in IRn+1.
For ease of use we simply write v˜ = (w ·v0 ... w ·vn−1 w)T ∈ IPn and say that v˜ is the
representation of v in so-called homogenous coordinates. The term homogenous describes
in this context the fact that all points on the hyper-line v˜ are treated the same, i.e.,
they all correspond to the same vector v. From now on we will use the .˜ -notation to
emphasize that a point is given in its homogenous representation.
With the concept of homogenous coordinates we are now able to define projective
mappings in a form of a matrix-vector multiplication as usually done for linear trans-
formations. In the specific setting of capturing real world images we in fact apply the
projective mapping P : IP3 → IP2. In this specific case the mapping is defined by a
general 3× 4 matrix P – also called camera matrix – of rank 3:
P · v˜ = P ·
⎛
⎜⎜⎜⎝
w·v0
w·v1
w·v2
w
⎞
⎟⎟⎟⎠ =
⎛
⎜⎝ w
′ ·v′0
w′ ·v′1
w′
⎞
⎟⎠ = v˜′
Now we can think of planar structures in images as of different 2D projective spaces and
we can establish a connection between them by a 2D projective transform, a so-called
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homography. A homography H is defined as an invertible mapping H : IP2 → IP2 such
that three points p˜0, p˜1, p˜2 ∈ IP2 lie on the same line if and only if the projected points
H(p˜0), H(p˜1) and H(p˜2) also do. This means that a homography maps lines to lines
and therefore it is sometimes also called collineation. Algebraically homography can be
defined as a linear transformation of homogenous vectors represented by a non-singular
3 × 3-matrix H. Hence, a connection between two points p˜ and p˜′ in two projective
planes IP2 can be given as:
H · p˜ =
⎡
⎢⎣ h00 h01 h02h10 h11 h12
h20 h21 h22
⎤
⎥⎦ ·
⎛
⎜⎝ pxpy
pz
⎞
⎟⎠ =
⎛
⎜⎝ p
′
x
p′y
p′z
⎞
⎟⎠ = p˜′ (6.1)
Since homography is a transformation on homogenous vectors, we can multiply the
matrix H with an arbitrary non-zero scale factor without changing the transformation.
This means that homography is defined up to a scale and since there are nine elements
in the matrix H we can conclude that homography has eight degrees of freedom.
As example, if we now take two images I and I ′ capturing the same planar geometry,
which we refer to as reference plane, then we can compute the planar transformation H
between them by providing point correspondences pi ↔ p′i, where pi ∈ I and p′i ∈ I ′.
Each point correspondence gives us two constraints, one for the x- and one for the
y-components. As mentioned above, a homography has eight degrees of freedom and
therefore we need four point correspondences in order to fully constrain the needed ho-
mography and compute it by solving the corresponding linear equation system. Once we
have computed the homography mapping H between I and I ′ we say that these images
are now registered with respect to the corresponding reference plane. The transformed
image spaces H(I) and H−1(I ′) are called distorted.
By using homographies we can describe the orientation of planar 3D structures in the
XYZ-space. In order to allow the user of an image or video editing system to specify
homographies we introduce two different interaction metaphors: the quad interaction
metaphor for representing a single 3D plane (Section 6.1) and the quad-grid interaction
metaphor for approximating moderately curved surfaces (Section 6.2). We also show
how to (semi-)automatically compute homographies between images and how to track
this information through a sequence of images (Section 6.3).
Using different interaction metaphors for specifying homographies is somewhat re-
lated to methods from the field of image-based modeling and editing [DTM96, HAA97,
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(a) (b) (c)
Figure 6.1.: Quad interaction metaphor. Homographies are defined by drawing convex
quads directly in the image space (a). These quads are mapped to rectangles in the
rectified space with a user-specified aspect ratio (b), (c). The quads do not have to
bound the rectified region as shown in (c).
OCDD01], where user interaction to supply 3D information about the underlying scene
is a very important part of the workflow. In the context of texture analysis Liu et al.
[LLH04] use the quad-grid metaphor to manually tag the periodicity of a non-planar
texture sample and typically several repetitions of the underlying pattern have to be
selected. In our case, we use it to define piecewise homographies for the rectification of
non-planar surfaces.
6.1. Quad Interaction Metaphor for Sketching a
Homography
The most natural way to define a homography is through a pair of quadrilaterals in
image space. The four 2D point correspondences provide the eight constraints needed
for computing the nine entries of the 3× 3 homography matrix H (Equation 6.1) up to
a constant scaling factor, which establishes uniqueness in homogeneous coordinates.
In the particular setting, where we want to establish a connection between a plane
in the XYZ-space and the image plane, one convex, but otherwise general quadrilateral
can be defined in the image space. The other, corresponding quadrilateral is restricted
to be a rectangle, for which only the aspect ratio should be specified by the user. This
leads to a very intuitive user interface where the user simply draws a quad directly onto
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Figure 6.2.: Quad-Grid interaction metaphor. Curved surfaces can be rectified by defin-
ing a regular quad grid (left). Rectifying each quad and putting the resulting rectan-
gles together yields an unfolded orthogonal view of the surface (right).
the image. The shape of the quad should be such that it covers an image region which
corresponds to a rectangular 3D pre-image.
Having the mapping of a general quadrilateral to a rectangle in mind, we call this
process of aligning a plane in XYZ-space to the image plane intuitively rectification
and the image space after applying the homography, i.e., the distorted image space, is
referred to as rectified space. Fig. 6.1 shows an example for applying quad interaction
metaphor. Similar quad metaphors are available in applications like Photoshop or Gimp.
6.2. Quad-Grid Interaction Metaphor
By using the quad metaphor as presented in the previous Section 6.1, we can actually
approximate arbitrary surfaces in a piecewise linear manner. Also very complex scenes
containing curved surfaces can be modelled. The main problem is that eventually a large
number of quads would be necessary and therefore it can become tedious to manually
define all the homographies for each small part of the surface. Hence, we propose here
an intuitive extension of the quad interaction metaphor, allowing the user to define a
whole grid of quads Qi,j in an efficient manner. Each of the quads in the grid implies
a homography Hi,j which rectifies the interior of Qi,j. Putting all these rectified pieces
together yields an unfolded orthogonal view of the whole curved surface (see Fig. 6.2).
60
6.2. Quad-Grid Interaction Metaphor
(a) (b) (c) (d)
Figure 6.3.: The piecewise homographies of the initial constellation of the quad-grid
(a) cause discontinuities at the common boundaries (b). The quad-grid constellation
after our snapping procedure (c) eliminates the discontinuities (d). The remaining
distortions in the interior of the quads are due to the piecewise linear approximation
of the cylindrical surface.
The idea is to generate a regular quad grid by first selecting a polygon with n vertices
and then offsetting this polygon m times to generate a n×m grid of vertices pi,j. In our
system the user can select groups of vertices and shift them simultaneously to quickly
align the quads to the perceived 3D orientations.
While this metaphor allows even untrained users to quickly generate a rough approxi-
mation of a consistent quad mesh, it turns out to be quite difficult to position the vertices
with a sufficient precision such that the rectified image is a continuous deformation of
the input image (see Fig. 6.3). The reason for this difficulty is that even if the homogra-
phies Hi,j are defined by the common corners {pi,j,pi+1,j,pi,j+1, pi+1,j+1} of the quads
Qi,j there is no guarantee that the homographies of two neighboring quads, e.g., Hi,j−1
and Hi,j coincide on the whole common boundary edge pi,j pi+1,j. Geometrically this is
obvious since for an arbitrary pair of 2D quads there does not have to exist a spatial
configuration of two 3D rectangles and a perspective mapping which projects the 3D
rectangles to the 2D quads.
6.2.1. Quad-Grid Snapping
To make the quad grid metaphor less sensitive, we derive a snapping mechanism which
drags the grid defined by the user to a nearby configuration satisfying the property
that homographies belonging to neighboring quads are continuous along the common
boundary edge.
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Qi−1,j−1 Qi−1,j
Qi,j−1 Qi,j
Q′i−1,j−1 Q
′
i−1,j
Q′i,j−1 Q
′
i,j
Figure 6.4.: Quad-grid snapping. Midpoints of neighboring squares in rectified space
(the circles in the right image) are not necessarily mapped to the same point in image
space (the half-circles in the left image). Our snapping method searches for the best
update of each grid-point pi,j in order to minimize the sum of midpoint deviations.
For simplicity reasons let us assume that the rectified quads are squares, i.e., Q′i,j :=
Hi,j(Qi,j) = [i, i+1]×[j, j+1]. From projective geometry we know that two homographies
are identical along a line if they agree on at least three points along that line [BP94].
Since by construction neighboring homographies Hi,j−1 and Hi,j coincide at the common
corner points pi,j and pi+1,j, we can measure the inconsistency by looking at how strongly
the two mappings deviate at the mid-point of the common edge (see Fig. 6.4).
Because our snapping mechanism adjusts the positions of the grid vertices pi,j, it is
better to compute the deviation in image space and to consider the inverse homographies
H−1i,j which map unit squares [i, i+1]×[j, j+1] to image quads Qi,j, i.e., H−1i,j (Q′i,j) = Qi,j.
For these the mid-point deviation on the edge pi,j pi+1,j is computed by ‖H−1i,j−1(i+ 12 , j)−
H−1i,j (i+
1
2
, j)‖. For a given grid point pi,j we can sum up these mid-point deviations for
all adjacent edges, namely for pi,j pi−1,j, pi,j pi+1,j, pi,j pi,j−1 and pi,j pi,j+1 which gives
us a quality score for this vertex.
Our grid snapping procedure is now a simple iterative relaxation procedure which
moves each vertex in a direction which reduces its quality score. Since the procedure
is quite fast there is no need for aggressive optimization. Hence we simply check for
each vertex if moving it in one of the 8 principal directions improves the local quality
and iterate over all interior vertices (Fig. 6.4). The boundary vertices are kept fixed to
impose proper boundary conditions. Even if there is no strict mathematical guarantee
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for the convergence of this non-linear optimization, in practice the snapping procedure
always worked robustly and quickly converged after only a few iterations.
For cylinder-like objects one would be rather inclined to use cylinder mapping, but
our quad-grid metaphor is much more flexible, since we can handle more complex non-
planar configurations. Also, defining a cylinder requires placing an arbitrarily oriented
ellipse on the image, which is a more involved interaction than just clicking a number
of points.
6.3. Homography-based Video Registration
In the previous two Sections 6.1 and 6.2 we have shown how to interactively define ho-
mography mappings. In this Section we address the problem of semi-automatic detection
of homography mappings for a sequence of images, capturing the same planar structure
in the XYZ-space.
The two major objectives of our registration procedure are maximum robustness and
minimum user interaction. Hence, we are using a combination of SIFT-based feature
tracking [Low04], RANSAC [FB81], and homography matching [BL03].
We use SIFT features because they are exhaustively explored in the literature and
their quality and robustness are well-known [MS05]. Many other approaches used SIFT
features for matching in the past, e.g. Brown and Lowe [BL03] apply SIFT-based homog-
raphy matching in their method for generating panoramas, Snavely et al. [SSS06] used
SIFT-features in the context of an interactive image browsing system, and the results
from that paper were also used by Agarwala et al. [AAC∗06] for creating multi-viewpoint
panoramas.
Now let us assume that we are given an input consisting of a sequence of video frames
F0, . . . , Fn. The registration procedure leads to a sequence of homographies H1, . . . , Hn
such that in the distorted images Hi(Fi) all pixels whose pre-image lies in the reference
plane match the corresponding pixel in the reference frame F0. The quality of the
registration procedure is visualized in Fig. 6.5.
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(a) (b)
(c)
(d)
X-axis (320 pixels)
Y-axis (240 pixels)
Time-axis (385 frames)
Figure 6.5.: Video Registration. By taking slices through a video volume we see that
the noisy raw video data (a,c) is well aligned after the registration process (b,d).
6.3.1. Local registration
We will first explain how to register two arbitrary images, here on the example of two
given, successive video frames Fi and Fi+1. Initially, we compute the SIFT features in
both images. Since these features come with a signature, for every feature point pj in
Fi we can find the corresponding feature point qj in Fi+1 which has the most similar
signature. The feature pair (pj, qj) is discarded if there is another SIFT feature nearby,
which makes the match unreliable. For symmetry reasons, we search for additional
feature pairs by exchanging the roles of Fi and Fi+1. After this first step, we have a set
of candidate feature pairs (p0, q0), . . . , (pk, qk) with k typically being in the range of a
few hundreds.
In the second step we apply a RANSAC procedure in order to find an initial homogra-
phy G˜i between Fi and Fi+1. For this we pick a random set of 4 feature pairs to provide
the 8 constraints that we need. If we write G˜i in homogeneous coordinates as a 3 × 3
matrix, we can normalize one entry to unity and solve an 8× 8 system for the unknown
matrix entries.
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We check the matching quality of the initial homography G˜i by computing the match-
ing error ej = ‖G˜i(pj) − qj‖ for all candidate feature pairs and taking the median of
these values [Ste99, CSR99]. By this definition we implicitly assume that at least half
of the features belong to the planar region to be detected. If this assumption does not
hold, the user can constrain the feature matching by roughly sketching a region in the
image where the planar region is visible in at least 50% of the pixels.
After O(k) RANSAC tests, we pick the homography G˜i with the best matching quality,
i.e. with the smallest median matching error. In order to make the computation more
robust, we collect the set of all feature pairs for which the matching error with respect
to G˜i lies below half a pixel. Then we compute the final homography Gi by least squares
fitting to this over-constrained problem.
The RANSAC procedure has led to very good results in all our experiments. There are
two potential reasons why a tentative homography G˜i can have a bad matching quality:
The 4 random feature pairs either do not lie in a plane or they do not lie in the correct
plane. Consequently, good matching quality indicates that the 4 random features are
lying in the right plane and hence the RANSAC selection criterion is correct.
6.3.2. Global registration
If the registration step would be based only on the local registration, i.e., on frame to
frame homographies Gi then matching errors would accumulate and lead to a clearly
visible drift in the registered video volume. To compensate for these accumulation errors,
hence making the registration more stable, we have to globally register the video frames,
i.e., we have to register each frame Fi to the reference frame F0.
First, we register F1 to F0 simply by using the local registration procedure of Sec-
tion 6.3.1. Now assume that we have already globally registered the frames F1, . . . , Fk−1,
i.e., we have the homographies Hi mapping Fi back to F0, i ∈ {1, . . . , k − 1}. Our goal
is to use as much feature information as possible to compute Hk.
Next, we find feature pairs (pj, qj) between F0 and Fk directly by using the same
technique as in the local registration. For longer video sequences these will be only very
few if any. For the left-over features qj in Fk we then try to construct new partners
pj in F0. Since the mapping H1 for F1 is most likely to be the most accurate match,
we begin by checking whether we can find feature pairs between F1 and Fk. For each
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such pair (p′j, qj), we add (H1(p
′
j), qj) to the list of candidate pairs between F0 and
Fk. We continue this procedure with the remaining intermediate frames F2, . . . , Fk−1.
Eventually, we have a large set of feature pairs between F0 and Fk to which we can apply
the local registration procedure.
Repeating the above method we compute all homographies H1, ..., Hn which leads to
a globally registered video volume, where the planar geometry information is not only
tracked through the whole image sequence, but also frozen at the position shown in the
reference frame F0.
6.3.3. Image-based Homography Matching
The feature-based homography matching (Sections 6.3.1 and 6.3.2) fails if there are not
enough SIFT features in the planar region to be tracked. In those cases we let the user
sketch the planar region via a simple 2D user interface. The most intuitive metaphors
turned out to be either sketching a polygon, e.g., a quad, or painting an image region
with a brush tool. In both cases the user defines a set of pixels Ω that lie in the focus
region. This pixel set can then be tracked by a variant of the standard Lucas-Kanade
image matching algorithm [BM04], where the non-linear functional
E(Hi) =
∑
p∈Ω
(F0(p)− Fi(Hi(p)))2
is minimized iteratively. This frame-to-frame matching could be also extended and
applied in a global, multi-frame manner [ZMI99], but the results we have achieved with
the local method above were stable enough in all our experiments.
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Image completion techniques are used for filling in missing pixel information in a given
image. Such missing areas, simply called holes, are created when, e.g., a foreground
object is removed from a digital photo. The most advanced image completion methods
are working in a fragment-based manner. The conceptual idea is to fill a hole in the
image by copying small source fragments from known regions of the image such that
they completely cover the missing region. The mutual overlap of the source fragments
and the defined part of the target fragments is used to compute a similarity measure
which controls the selection of the best source fragment candidate in order to guarantee
a seamless appearance of the completed image.
The various approaches to fragment-based image completion mainly differ in three
aspects. First, in the definition of the search space. Source fragments can be taken
anywhere from the source image or only from certain user-defined sub-regions in order
to preserve specific structural information or to reduce time complexity. Second, the
selection of the best source fragment is based on a similarity measure, which can use pixel
color information as well as structural information such as the presence and orientation of
image features. Third, once the best source fragment is found, it has to be transformed
to the target location in the image. Besides mere translation, certain types of affine
transforms, like scaling and rotation, have been proposed.
The fundamental assumption, which justifies the fragment-based image completion
approach, is that for a small enough image fragment, we can assume the captured scene
in the XYZ-space, which is visible in this fragment, to be planar. Hence we can ignore
all kinds of occlusion and dis-occlusion effects when copying a fragment from one image
location to another and therefore we do not need any true 3D information about the
scene. However, the restriction to affine transforms of the fragments, as it has been
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(a) (b) (c) (d)
Figure 7.1.: If we complete the matted, black part in the input image (a) directly in
the image space, we get the solution with strong perspective artifacts (b). In contrary
when additionally using the information about the perspective provided by the user
using the quad metaphor and performing image completion in the rectified space (c)
we obtain the perspectively correct solution (d).
done in the previous work, mathematically corresponds to the even more strict and
somewhat unrealistic assumption that these planar scene fragments are aligned to the
image plane. A natural generalization of the existing approaches is therefore to allow
for projective transforms of the image fragments, which enables the compensation of
perspective distortion.
In this Chapter we present a novel system for interactive image completion which ap-
plies perspective corrections when copying fragments. The needed information about the
perspective in images is provided interactively by the user through different interaction
metaphors for defining homographies in images, which were described in the previous
Chapter (Section 6.1 and Section 6.2). Based on this information the system rectifies
the corresponding image regions and then performs the image completion in the recti-
fied image space. Fig. 7.1 shows a simple example for an application of our interaction
metaphor and the resulting image completion which is free from perspective artifacts.
In the following we will first give a short overview of previous image completion tech-
niques (Section 7.1) and then describe our completion system in detail (Section 7.2).
Then we propose a novel convolution-adapted similarity measure (Section 7.3) which
allows for a straightforward implementation of the search and matching procedure in
the Fourier domain (Section 7.4). In addition, operations like checking fragment validity
(Section 7.4.1) or handling of the user-specified structural information (Section 7.4.2)
are described in a similar way and also performed in the Fourier domain. Hence, our
system is very fast and allows us to use large source fragments and multiple high resolu-
tion source images while still obtaining interactive response times. Finally, we conclude
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with discussion of our method and present results, which demonstrate the power and
usefulness of our system (Section 7.5).
7.1. Overview of Previous Image Completion Techniques
There are two fundamental approaches to image completion: image inpainting methods
and example-based approaches. Image inpainting [BBC∗01, BBS01, BSCB00, OBMC01]
is good in filling small missing areas like thin gaps, e.g., when removing scratches from
old photographs, but the diffusion process of image inpainting leads to blurring artifacts
when trying to complete large missing areas.
Example-based approaches have their origin in texture synthesis, where large texture
patches are synthesized from small texture samples on a per-pixel basis using a pixel
neighborhood for color prediction [Ash01, EL99, WL00]. Instead of this per-pixel proce-
dure some approaches use larger patches or fragments [EF01, LLX∗01] in order to speed
up the process. By using graph-cut techniques [KSE∗03], optimal boundaries between
patches can be computed.
In the context of image completion there are some approaches working on per-pixel
basis [BVSO03, Har01, JT03], but fragment-based approaches [BC02, CPT03, DCOY03,
SYJS05] in general produce superior results. The automated method presented by Drori
et al. [DCOY03] leads to very good results but at the cost of high computation time.
An important observation for image completion is that the propagation of structure
should be treated separately from texture propagation [BVSO03, CPT03]. Sun et al.
[SYJS05] presented an interactive approach, where the user supplies freehand drawn
curves for structure propagation. Putting a human user into the loop usually leads to
much more plausible completions than the ones generated by sophisticated heuristics.
Hence user-control is considered an important feature. In our system the user also has
the possibility to specify structure information as additional color channel to the image.
Drori et al. take user-defined points of interest [DCOY03] into account to control the
propagation direction when completing rotationally symmetric shapes. Depth images
have also been used to restrict the search for source fragments to regions of similar
depth in order to avoid artifacts emerging from perspective distortion [Har01, PGB04].
Wilczkowiak et al. [WBTC05] have mentioned perspective correction but not really
explored it in the context of image completion. We investigate the perspective correction
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much more thoroughly. Moreover, we embed it into an easy-to-use interactive workflow
and generalize it to continuous piecewise homographies, which enables the rectification
of more complex scene geometries.
Other techniques apply non-greedy methods. Kwatra et al. [KEBK05] propose a
global texture optimization and very recently Komodakis and Tziritas [KT06] proposed
a global optimization method for image completion. However they also do not consider
the problem of perspective distortion and show only low-resolution examples.
7.2. System Description
Our interactive system uses several image buffers as source buffers S(·, ·). When search-
ing for fragments, one buffer is set as the target buffer T (·, ·). Since all buffers are
treated the same, our system explicitly supports scenarios where an image is completed
by transforming source fragments from several input images.
The workflow of our system is as follows: After loading the input image(s) the user
first paints an α-matte in the target buffer T (·, ·) which defines the image regions to be
replaced (α = 1). Then the user can define a set of 3D planes in the image by using
different interaction metaphors (Sections 6.1 and 6.2), which are used for rectification.
Each rectification generates another image buffer where we can later search for source
fragments. If no 3D plane is specified, our system behaves just like previous image
completion techniques without perspective corrections. Optionally, the user can further
define structural information (lines, curves, or arbitrary sets of pixels) which will be used
to restrict the source fragment search in order to preserve these structures. Since the
input image and the rectified source buffers are related by known perspective transforms,
we can apply the same transformations to the α-matte and hence the roles of source and
target buffers can be exchanged in the image completion phase.
After the specification phase, the user interactively picks target fragment locations
(usually near the boundary of the undefined region) and chooses target fragment sizes,
and the system finds the best fitting source fragment. By this the unknown region
(α = 1) is incrementally filled with fragments. Since we use a Fast Fourier Transform
(FFT) based approach for the searching procedure, we obtain interactive response times
even if we search for large target fragments in high-resolution source buffers.
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Notice that even if we are implicitly using 3D information, the user interface is com-
pletely 2D. The user only draws curves or picks locations on 2D images.
In our system we could use arbitrarily shaped fragments, but due to their rotational
invariance we prefer to use circular fragments. When applying a projective transform, a
circular fragment would be mapped to an ellipse which would make fragment matching
computationally more involved (and less intuitive). However, we can exploit the freedom
to switch the target buffer and to use an individual source buffer for each rectified region
in order to avoid the use of elliptical fragments.
Assume we had a circular planar fragment in 3D object space which is mapped to
an ellipse in image space. Rectifying the supporting plane corresponds to aligning the
fragment to the camera plane such that it becomes circular in the distorted image. Hence
if we restrict the selection of target fragments to the rectified region of the target buffer
and the source fragment search to the rectified regions of the source buffers then circular
fragments are always mapped to circular fragment since they, in fact, correspond to
circular fragments in 3D object space. The perspective distortion of the fragment then
becomes effective only when the completed region is mapped back to the input image
by un-rectifying the target buffer.
In practice it turns out that we do not even have to explicitly restrict the fragment
search to the rectified regions since the most similar fragment is usually found in this
region anyway. Due to the fact that we are using a FFT-based evaluation procedure, the
unsuccessful search in the distorted regions is faster than explicitly checking whether a
given source fragment belongs to the rectified region. Moreover, it is not necessary to
rectify the whole missing region explicitly (see Colosseum example in Fig. 7.9).
7.3. Convolution-adapted Similarity Measure
A source fragment S(u,v) is a subset of pixels from a source buffer S(·, ·) and is defined
by an index set P which contains all the offsets to access the fragment pixels relative to
the location (u, v):
S(u,v) = {S(u+ i, v + j) : (i, j) ∈ P}.
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This formulation allows for arbitrary fragment shapes. For example, circular fragments
with radius r are given by
P = {(i, j) : (i− r)2 + (j − r)2 ≤ r2}.
Target fragments T(u,v) are defined analogously. We define colors as vectors (r g b)
T
in the RGB-space, represented by a unit cube, i.e., (r g b)T ∈ [0, 1]3. Using other color
spaces like the CIE L∗a∗b∗ color space, which is adapted to human color perception
[KP92], did not bring any significant improvements in our experiments.
In order to enable an extremely fast fragment search based on classical template
matching techniques (see Section 7.4), we will derive a convolution-adapted similarity
measure. Mathematically, a convolution is an integral over products of functions values.
In the case of fragment matching, we therefore sum up the products of pixel values from
the source and target fragments respectively. However, we cannot simply compute the
dot product of two color vectors since its value strongly depends on the pixel brightness,
i.e., two bright colors, which are quite different, may still have a larger dot product than
two dark colors, which are very similar.
We can avoid these difficulties with the dot product if we consider unit vectors only.
Hence, we extend our 3D color vectors from [0, 1]3 to 4D unit vectors by:
⎛
⎜⎝ rg
b
⎞
⎟⎠ → 1√
3
⎛
⎜⎜⎜⎝
r
g
b√
3− r2 − g2 − b2
⎞
⎟⎟⎟⎠ (7.1)
which corresponds to adding an imaginary fourth color channel to the RGB-space.
A qualitative comparison of this color similarity measure with the standard squared
difference norm reveals that the dot product measure still tends to be less sensitive
to differences of dark colors. The reason for this is that for dark colors, the fourth
component is dominant while for bright colors it is negligible. We can balance this
varying influence of the fourth component by shifting the color space [0, 1]3 to a different
sector on the 4D unit sphere:
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(a) (b) (c)
Figure 7.2.: Each diagram visualizes a metric induced by a similarity measure for 1D-
colors x and y. (a) squared differences (x − y)2, (b) measure proposed in equation
7.1, and (c) measure proposed in equation 7.2 with γ = 1. Measure (c) behaves very
similar to (a).
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where the coefficient γ ∈ [0, 2] controls the degree of regularization. In our experiments,
we always set γ = 1.
By using the projection of the 3D RGB color space to a portion of a 4D unit sphere,
we can describe the similarity of two colors by a 4D dot product. Finally, we compute
the similarity between two fragments S(u,v) and T(u′,v′) by summing up pixel similarities
for all pixels in the fragments, i.e.:
d(S(u,v), T(u′,v′)) =
∑
(i,j)∈P
〈 S(u+ i, v + j), T (u′ + i, v′ + j) 〉
In Fig. 7.2 we show a visual comparison of the similarity metrics in a 1D setting.
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
(a)
(b)
(c)
(d)
(e)
(f) (g)
Figure 7.3.: This Figure depicts the fragment search for one color channel. The source
buffer S(·, ·) (a) and the flipped and padded target fragment buffer Tˆ (·, ·) (b,c) are
transformed using the FFT. The resulting spectra (d) and (e) are multiplied in the
Fourier domain and the result (f) is transformed back to the spatial domain leading
to the buffer C(·, ·) in (g). Here the best matching source fragment location is found
as the maximum inside the red rectangle. Only these pixel positions correspond to
locations such that the source fragment does not interfere with the buffer boundary.
7.4. FFT-based Processing Stages
The previously described similarity measure (Section 7.3) is adapted for convolution
computations and allows us to exploit the convolution theorem for the Fourier transform
[NA02] to evaluate the fragment similarities for all potential source fragments S(u,v). By
using the FFT this can be done very efficiently. Fig. 7.3 depicts the general principle.
Let I = [0,m− 1]× [0, n− 1] denote the index set of pixels in the source buffer S(·, ·).
In order to apply the Discrete Fourier Transform, all image buffers are assumed to be
discrete periodic functions with respect to I.
We start with the source buffer S(·, ·) and a target fragment T . The target fragment
is flipped at the origin, Tˆ (i, j) = T (−i,−j), and then extended to I by padding zero
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values. This leads to a buffer Tˆ (·, ·) with the same size as S(·, ·). The convolution of
S(·, ·) and Tˆ (·, ·) yields another buffer C(·, ·) with
C(u, v) =
∑
(i,j)∈I 〈 S(i, j), Tˆ (u− i, v − j) 〉
=
∑
(i,j)∈I 〈 S(u+ i, v + j), Tˆ (−i,−j) 〉
=
∑
(i,j)∈F 〈 S(u+ i, v + j), Tˆ (−i,−j) 〉
= d(S(u,v), T )
which stores in its pixels the similarity measures between the target fragment T and the
source fragment S(u,v) located at (u, v).
We compute the convolution by applying the Fourier transform to S(·, ·) and Tˆ (·, ·).
In the frequency domain, the convolution operation becomes a simple multiplication of
the corresponding pixel values. Finally the inverse Fourier transform yields the buffer
C(·, ·). The pixel with the valid maximum value in C(·, ·) identifies the best matching
source fragment in S(·, ·). Checking fragment validity will be explained in Section 7.4.1.
Similar ideas for exploiting FFT based on the standard SSD measure were proposed by
Kwatra et al. [KSE∗03]. Our similarity measure provides another, straightforward way
to implement FFT-based evaluation. Further, we will show how to apply similar ideas
for checking fragment validity (Section 7.4.1) or for handling structures (Section 7.4.2).
Hel-Or et al. [HOHO03] propose a kernel projection technique for pattern matching
based on the SSD measure which has an expected performance similar to our Fourier
method. However, in real photographs and with larger fragments the situation often
occurs that several source fragment candidates have quite similar matching scores and
hence a relatively high number of kernel projections is necessary. This has a negative
effect on the average performance. Furthermore the fast feedback of our system did not
make the usage of methods necessary where nearest neighbors search is approximated
[AM93, DIIM04].
7.4.1. Checking Fragment Validity
For simplicity, we consider a source fragment as valid, if it lies completely in the interior
of the source buffer (i.e. it lies completely within one period of the periodic source buffer
function) and does not overlap with the unknown image region.
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Figure 7.4.: The validity check for a source fragments as a convolution operation. Con-
volving the α-matte with the full fragment mask leads to an image where valid frag-
ments are indicated by pixels with value zero, i.e., black color (the boundary of this
region is depicted by the yellow line) lying inside the red rectangle.
The first validity check is trivially satisfied by restricting the source fragments to a
region which is sufficiently far away from the source buffer boundary. For circular frag-
ments with radius r we have to stay 2r pixels away from the lower and right boundaries.
The second validity check can be implemented as another convolution operation and
hence FFT can be exploited again. We take the α matte of the source buffer as the first
buffer with α(u, v) = 1 in undefined regions and zero everywhere else. For the second
buffer we set β(u, v) = 1 in all pixels which belong to the interior of the flipped and
padded target fragment and zero everywhere else. If the two buffers α(·, ·) and β(·, ·) are
convolved then non-zero entries in the result indicate source fragment positions where
the fragment overlaps the undefined region. Hence, valid source fragment positions
correspond to zero entries (Fig. 7.4 shows an example).
7.4.2. Handling Structural Information
As observed by Sun et al. [SYJS05], structure preservation is an important aspect in
image completion. Instead of adapting their technique, which uses continuous structure
curves, we use an alternative pixel-based approach which nicely fits into our FFT-based
computation without causing significant overhead. In our setting structure is an arbi-
trary set of pixels that can even consist of several connected components. To define this
structural information, the user simply draws lines or freehand curves onto the image or
paints complete regions (see examples in Fig. 7.7 and 7.9).
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Figure 7.5.: Computing one-sided structure distance by convolving the structure dis-
tance map of the buffer (structure shown in red on the left) with the target fragment
structure mask.
For each structure defined by the user, the image buffers are augmented by an ad-
ditional layer D(·, ·) which stores the distance map of that structure. Since structures
reach into the known as well as the unknown regions, the distance map D(·, ·) is defined
everywhere in the image (including the target fragment). Structures can be arbitrary
sets of pixels and we do not impose any topological constraints.
In order to evaluate the two-sided structure distance measure proposed by Sun et al.
[SYJS05] we have to integrate the distance of all target structure pixels to the source
structure and vice versa. Since the distance values are already stored in the distance
map D(·, ·), we can simply formulate the integration as another convolution.
From the distance map structure channel of the target fragment we extract the binary
structure pixel mask X(u,v)(·, ·) by thresholding:
X(u,v)(u
′, v′) =
{
1 D(u+ u′, v + v′) ≤ ε
0 otherwise
.
After flipping and padding this binary mask we obtain a buffer Xˆ(·, ·) whose convolution
with D(·, ·) yields the one sided distances for each source fragment candidate (Fig.
7.4). The opposite distance is obtained analogously by thresholding the source buffer’s
structure channel and convolving it with the (flipped and padded) target fragment’s
structure distance map. Since both convolutions are computed in the Fourier domain,
this operation can be computed quite efficiently.
For the normalization of the integrated distance values we have to know the number
of structure pixels in each fragment. This can be pre-computed by another convolution,
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this time by the thresholded structure map of the source buffer with the binary fragment
mask β(·, ·) which we already used for the validity check (Section 7.4.1).
Finally, in order to preserve structures we discard all source fragments whose two-sided
structure distance measure (normalized by the number of structure pixels) is above a
given tolerance h. This tolerance bounds the average deviation of source and target
structures measured in pixels. In our experiments, we generally set this tolerance to 5%
of the fragment radius.
7.5. Results & Discussion
We will start the discussion by providing some details of our implementation of the pre-
sented image completion method. In our implementation we use the FFT library FFTW
[FJ05] which is optimized for image sizes of 2a 3b 5c 7d 11e 13f , a, b, c, d ≥ 0, (e+ f) ∈
{0, 1} pixels. This covers a wide range of different image formats. As we demonstrate in
Section 7.5, the FFT is quite efficient such that we can afford a relatively large number
of source buffers with high image resolutions and large fragments without compromising
the interactivity of our system. Notice that the complexity of the FFT-based fragment
search does not depend on the size of the fragments at all.
Figure 7.6.: Gradient correction
In order to avoid the accumulation
of alias and resampling effects, we com-
pute pixel colors by oversampling and
low pass filtering when copying frag-
ments. In the current implementation
we use a jittered 9× 9 grid of samples.
To obtain a seamless composition of the target fragments, we apply a variant of the
gradient correction. In contrast to Sun et al. [SYJS05] we do not set all gradients on
the common boundary to zero but only at those pixels where the gradient in the source
fragment is below a certain theshold. By this we preserve strong gradients and avoid or
at least reduce color bleeding in image regions with high contrast as shown in Fig. 7.6.
We have tested our image completion system on a large number of examples. All the
completions shown in this Chapter have been generated on an AMD Athlon64 3500+
system. The user interaction for each example took several seconds to several minutes
depending on the size and complexity of the task.
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Figure 7.7.: Examples where one simple quad interaction was sufficient. Upper row:
cityhall (1280x960). Lower row: example taken from [SYJS05] visualizing structure
handling (red lines drawn to capture the wooden fencing in the middle-right image).
Trying to complete images with extreme perspective distortion as shown in Fig. 7.1
without using perspective correction leads to strong perspective artifacts. This problem
can be alleviated when using different scales as Drori et al. [DCOY03]. When using
structure propagation as proposed by Sun et al. [SYJS05], perspective artifacts can
be avoided to some extent but at the cost of extensive user interaction. However, for
the simple cube-example in the last row of Fig. 7.9 there is no possibility to complete
the missing area appropriately with structure propagation only. Our system solves all
these completion tasks by exploiting additional orientation information of the underlying
geometry provided by the user-given homographies.
In Fig. 7.7, Fig. 7.8 and Fig. 7.9 we visualize our completion system on a number of
challenging examples. The regions to be removed as chosen by the user are emphasized
by whitening the rest part of the image. In addition, we show all interaction metaphors
needed for each completion task.
In Fig. 7.7 we show two examples, where only one quad interaction was sufficient. In
the rider image taken from [SYJS05] we show that our system is capable of handling
structure curves, specified by the user. In this case just a few lines were used to specify
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(a) (b) (c)
(d) (e) (f)
Figure 7.8.: Multiview example. This example shows how our system can combine
information from several photos. Images (a) and (d) are the input. First, (a) is
completed using the user information depicted in (b) and the result is shown in (c).
Then, we use (c) and (d) with the user interaction shown in (c) and (e) to generate the
final solution in (f). The quads drawn in (c) and (e) specify the rectifications which
establish the correspondence between the two input images.
the wooden fences. Notice that the rider example was the example used for visualizing
different stages of our system in Fig. 7.3, Fig. 7.4 and Fig. 7.5.
In Fig. 7.9 we demonstrate the flexibility and simplicity of our method on different
high-resolution images with difficult completion tasks. The Colloseum (1024x768) and
the old arc (1280x882) are examples for using our method to restore old buildings by
removing damaged parts and completing the missing areas. Old arc was an especially
challenging example because of the high similarity of the colors. In order to improve
the matching procedure the user has added an additional structure layer. The Gallery
(1024x768) is an example for using our method for perspectively correct modeling of
geometric structures in images.
Since our method is not restricted in terms of the number of input buffers we can
use multiple images as input. Fig. 7.8 shows a complex example where the completion
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of a building in the main image is done by using information from an additional image
showing the backside of the same building (both having the resolution of 1280x960).
Our completion system shares the common limitation of all image completion ap-
proaches, namely we cannot complete a part of an image in a meaningful manner if
the necessary information is not contained in the known regions of the source image.
However, due to our fast fragment search, we can at least extend our search space to sev-
eral images without seriously compromising the response time of our system. As already
stated, homographies do not provide us with real 3D information about planar geometry
in the XYZ-space. In particular this means that varying depth within a fragment cannot
be handled properly. This can be seen quite clearly in the Colloseum example in Fig. 7.9
where the depth of some arcs is not correctly captured during the completion, since this
information is simply not available in the system. To account for these problems, much
more detailed manual annotation of the source image would be necessary.
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Figure 7.9.: Complex completion examples: for the top example (old arc, 1280x882) we
used three different grids and one structure layer for the restoration. The structure
layer guarantees a proper alignement of the fragments to the structure of the arc.
The Colosseum (1024x768), gallery (1024x768) and cube (1280x1120) examples were
completed by using only one quad-grid each.
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Thanks to advances in technology, today’s digital still and video cameras are becoming
more and more affordable. The amount of digital image data created and stored on
storage devices all around the world is immense. The increasing amount of image data
induces the demand for appropriate image and video processing methods where one is
especially interested in improving the image data quality or changing the content.
When using a video camera in everyday life, e.g., during a holiday for taking some
short memos of the sights one often makes the experience that the results are unsatisfying
for mainly two reasons: First, the videos are in general shaky, because holding the video
camera still is difficult even for a professional without appropriate equipment and second,
the videos taken with an amateur camera have in general much lower resolution than
the still images and consequently much lower quality.
Further processing of shaky, low resolution video content is a very challenging problem
which is just one of the tasks we address in this Chapter with our semi-interactive system
for advanced 2D video processing and editing. We describe a unifying framework for
several different video editing tasks. The main idea we propose here is simple: in the
given input video we track planar regions through the video and generate appropriate
homography mappings between the frames by using the registration method explained
in Section 6.3. The intuition behind this procedure is to freeze the movement of the
underlying planar region by fixing its orientation.
Hence, we are able to stabilize the video by choosing one of the frames as the reference
frame and rectify all other frames to this one by using the corresponding homography
mappings. The whole process is semi-automatic. User interaction, if needed at all,
consists of only painting a few brush strokes in order to mark the planar regions of
interest and thus provide some additional ”semantic” information to the system. This
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Figure 8.1.: Our video editing system is built upon a pure 2D interface and is based
on standard homography tracking. Each tracked region can be easily modified in one
frame and this new information, e.g. here a painting, can automatically be propagated
through the whole video, thus creating the desired 3D effect.
enables even complex editing operations in a simple 2D interface, which otherwise would
require difficult user interactions or even tedious frame-by-frame operations.
The homography guided registration step provides a per-pixel correspondence of the
tracked planar regions. This means that in the rectified stream of images we can assume
that all pixels having the same spatial position contain approximately the same image
information. The degree to which this assumption holds, depends on the actual planarity
of the region. For relief structures such as facades it usually still works sufficiently well.
Depending on the application scenario additional still images or videos can be regis-
tered to the current data using the same idea. The flexibility of our framework allows
us to easily perform video-to-image, image-to-video and video-to-video editing opera-
tions all using the same intuitive user interactions. By this we can create apparent 3D
effects without having to generate a 3D reconstruction of the scene (one example shown
in Fig. 8.1). The frozen video parts can be used as canvas regions for changing the
video content. We can use a high-resolution image in order to improve the quality of a
low-resolution and low-quality video, or apply image completion techniques and propa-
gate the result through the stream and thus perform video completion. Furthermore we
can simply paste new content like still images or videos. Finally, registration between
different videos allows for perspectively correct object cut and paste operations.
8.1. Overview of Related Video Editing Techniques
Aligning images from two input videos, having similar camera trajectories and capturing
a similar scene frame-by-frame leads to a Video Matching approach [ST04] which is
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related to our method. However, our approach is conceptually different since we apply
planar matching and the input videos do not have to show the same scene.
A straightforward application of previous image completion methods [DCOY03, CPT03,
SYJS05, PSK06] in each frame of a video won’t work properly because in the case of video
one has to consider the temporal coherence issue. Wexler et al. [WSI04] describe video
completion as global optimization problem. Jia et al. [JHM05] use tracking of moving
objects in order to improve a fragment-based completion process. Our registration pro-
cedure aligns video data so that temporary neighboring pixels describe approximately
the same part of the scene. Hence, we can reduce the video completion problem to an
image completion problem, at least for an approximately planar part of the scene which
we have used for the matching.
There are several methods dealing with the problem of cutting out objects from a
video which is closely related to the general problem of the foreground-background seg-
mentation or simply the matting problem [CCSS01, SJTS04, LLW06]. Doing video cut
and paste [WXSC04, WBC∗05, LSS05] requires static cameras or stabilized video data
in general. This is exactly the setting we are creating with our method, hence enabling
the application of these methods to a wider range of videos.
The operation of overlaying a low-resolution video with a high-resolution image can be
understood as a texture replacement on 3D objects. Texture replacement in photos has
been addressed by e.g. Liu et al. [LLH04]. Bhat et al. [BZS∗07] have proposed a method
for video enhancement by transferring high-resolution photos to low-resolution videos.
They compute a 3D reconstruction of the scene using a multiview-stereo algorithm. Van
den Hengel et al. [vdHDT∗07] propose a method for interactive 3D reconstruction of
objects from video. In contrast to these two methods our approach is purely 2D and
thus completely avoids 3D reconstruction which makes it easier to handle low quality
footage and ambiguous configurations.
There is a number of approaches dealing with video enhancement. Image deblurring
is used in order to increase the quality of an image. In the context of super-resolution a
sequence of low-resolution images is used in order to create one high-resolution still im-
age [BBZ96]. Matsushita et al. introduced a method for deblurring a video by copying
image details between neighboring frames [MOTS05]. In this work they also addressed
the stabilization problem, but their approach smoothes the camera movement whereas
our approach completely freezes the movement. Irani and Anandan [IA98] apply modifi-
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cations on the mosaic representation of the video and propagate it through the sequence.
Our method does not use mosaic representations but only one registered frame where
the frozen plane is used as ordinary canvas.
A proper comparison of our system with commercially available tools is not possi-
ble due to proprietary issues. To the best of our knowledge most of these tools (e.g.,
Maya Live or Boujou) apply some kind of 3D reconstruction which is the main differ-
ence to our system. The most similar tool to our system seems to be the Monet tool
(www.imagineersystems.com). There, just like in our case, some sort of homography
matching is applied, but it is exclusively based on tracking features. As a consequence it
does not work well in homogeneous regions and it has to rely on user input to constrain
the possible motions (e.g. max. translation and rotation). Our system, in addition,
allows for image based homography matching (Section 8.3) which does not require the
identification of features. The image-based technique proved to be more stable and more
reliable especially when there are not many features to be tracked. Also no additional
user input is required in our method to estimate the maximum shift and rotation. With
perspectively correct object cut and paste between videos we introduce a versatile 3D
video effect which is easy to achieve with our 2D system and would be much harder with
all the above mentioned tools.
8.2. System Overview
In Chapter 7 in the context of our image completion system we have explained that
in order to achieve a realistic result when pasting a fragment from one still image into
another, it is necessary to apply perspective correction. In general this is not possible
since a single image does not contain the required 3D information about the underlying
geometry in the XYZ-space for this operation. However, if the object to be copied is
approximately planar then the perspective correction is defined by a homography. Even
if the object to be copied is not exactly planar, the result will still look acceptable if the
deviation from a reference plane is not too strong.
Now we take this idea one step further and apply it to video streams. Again, to copy
an object from one video into another, we have to apply a perspective correction. As
stated before, this correction can be approximated by a homography if the object is
sufficiently planar or the difference in orientation between source and target perspective
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Figure 8.2.: In the most general setting two video streams are perspectively registered
to their respective reference frames. A homography M between the two reference
frames provides the necessary information to copy image content from frame Ei in
one stream to frame Fj in the other stream. The perspectively correct distortion is
computed by concatentation of the corresponding homographies: (H ′j)
−1 M Hi.
is not too large. However, the major difference between the two scenarios (image-to-
image and video-to-video) is that in the case of a video stream, the relative position of
the camera with respect to a reference plane in object space can change.
Instead of requiring manual specification of homography mappings between consecu-
tive video frames we establish this connection with a robust tracking technique. From
the tracking information, we compute homographies that perspectively register each
frame of the video stream to a reference frame. In this perspectively registered video
stream, the planar region appears frozen such that we, in fact, have played back the
video setting to the setting of still images.
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In the most general application scenario, we copy an object from one video with
moving camera (or moving reference plane) into another video with moving camera (see
Fig. 8.2). Here the transformations go from the original frames to the reference frames in
the corresponding streams. Then the actual copy operation is applied from the reference
frame of one video stream into the reference frame of the other video stream. Notice
that due to the planarity assumption all operations can be done in 2D such that there
is no need for explicit 3D reconstruction of the scene. This makes the user interaction
easier and the computation more robust (even for small base-lines).
There are various special cases of this general scenario that also lead to very useful
video processing operations. For example, if just one video stream is used, the perspec-
tive registration can be used as a video stabilization tool for shaky footage taken with
a hand-held camera. If we have one video stream plus one photograph, we can copy
(parts of) the photo as a texture onto a moving object in the video. Since still photos
usually have a much higher quality than videos, this operation can be used to effectively
improve the visual quality. If multiple planar regions should be processed in the same
scene (video), multiple rectified video streams are generated independently and for each
editing operation the corresponding homographies are used. We will demonstrate our
2D video editing system for various applications later in Section 8.5.
8.3. User Interface
The user interface in our system is simple and intuitive. The editing operations are
broken down to their atomic components and are represented by nodes of a data flow
graph. For a specific video editing task the user creates such a graph by taking the
needed nodes per drag-and-drop and connecting them as needed (see Fig. 8.3).
Each node has a number of possible inputs (left) and outputs (right), which are
depicted by the big (red or green) dots. By connecting the different nodes the user
intuitively defines the flow of the information in the graph. Green connections are valid,
whereas the red connections indicate that there is no data available. By clicking on one
of the nodes in the graph the corresponding application unit is opened, e.g. if clicking
on a ”Tracking” node, the tracked stream is shown and the user can mask regions for
tracking (Section 6.3) or define the homography mapping by using the quad metaphor
(Section 6.1).
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Figure 8.3.: Composition graph created with our system for the video editing task pre-
sented in Fig. 8.1.
The graph in Fig. 8.3 corresponds to the video editing example shown in Fig. 8.1. We
have there two input nodes: ”VideoResource” for the input video and ”ImageResource”
for the input image. The editing operation we want is to replace the painting in the
video with the source image. Therefore the video source is tracked (”Tracking”-node)
and matted (”VideoMatte”-node). Each registered and rectified frame is composed with
the input image (”ComposeImage”-node) and then it is projected back to the video space
(”Invert”-node) by using the inverse of the map that was used for rectification. Finally,
by overlaying (”Overlay”-node) the so composed image with the foreground information
from the matting node we get the final result.
For non-expert users who do not have the technical knowledge about which transfor-
mation to use in order to achieve the desired effect, our system provides an application
wizard. The user simply chooses the desired application scenario (see Section 8.5), which
corresponds to selecting an appropriate graph as the one in Fig. 8.3. Then the wizard
guides the user through all steps, e.g., loading image or video sources, specifying the
tracking regions, specifying the needed homography through a quad metaphor, etc.
The main functional units in our system are: the registration unit , which does the
tracking, i.e. the perspective registration, the matting unit , which separates foreground
and background and the compositing unit , which actually transfers image information
from one video stream into the other. The registration unit implements the method
described in detail in Section 6.3. The compositing is done by just over-painting the
corresponding image region, possibly followed by simple luminance correction. Matting
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(a) (b) (c)
Figure 8.4.: Interactively created background for video difference matting. In our regis-
tered setting the user can create a reference background image (c) by painting visible
background information with a brush in several rectified frames if necessary (a,b).
is the probably most time consuming part. In the next Section 8.4 we describe a simple
interactive video matting technique, which can be applied in our specific system setting
and which can be used for creating a fast, initial matting solution. For creating high-
quality mattes we use state-of-the-art matting techniques [WBC∗05, LSS05].
8.4. Fast Interactive Video Matting Solution
In the perspectively registered video volume we have established the property that the
pixel information along the time axis does not change for the pixels which belong to the
focus regions, i.e., to the tracked planar region. Under the additional assumption that
every point of the focus region is visible in at least one frame, foreground object removal
is straightforward. All we have to do is to find out whether a given pixel p in frame F ′i
belongs to the focus region. If it does, its color value can be propagated along the time
axis in the video volume. By this we remove any occlusion from the focus region.
Instead of implementing a heuristic criterion which classifies pixels as foreground or
background, we let the user decide through a simple 2D user interface. The user can
browse through the video sequence and paint over visible background regions in any
frame. Based on the perspective registration, this information can be propagated into
every other frame. Painting over different parts of the background in different frames
eventually removes any foreground object occluding the focus region (see Fig. 8.4).
By this we generate a background stream for the focus region which can be used for
segmentation by subtracting the background stream from the original stream. Notice
90
8.5. Application Scenarios, Results & Discussion
that the background stream we produce is more or less just a background picture that
deforms over time based on the homographies Hi. If the background is sufficiently planar
this will not generate any visible artifacts. In our implementation we use the background
subtraction in combination with morphological dilation and erosion to compute an ac-
ceptable foreground matte. If higher quality is required, we apply state-of-the-art video
cutout techniques [WBC∗05, LSS05].
8.5. Application Scenarios, Results & Discussion
In the following we will discuss different application settings, for which our 2D video
editing system can be used.
Video Stabilization. Perspective registration stabilizes the video. Even though only
the planar focus region that we have tracked appears completely frozen and the rest is
distorted according to the deviationfrom the reference plane, the stabilization effect is
surprisingly good in most experiments.
Video Completion. Our system reduces video completion to image completion. In the
registered and rectified video volume we can apply image completion with perspective
correction (see Chapter 7) for the tracked planar part of the scene that we have used for
matching. Image completion can be done in a single frame and the completed solution
can be propagated through the video.
Object Texturing. The registration of the video stream allows us to use the rectified
planar focus region, taken from one of the frames, as a canvas for drawing or pasting
textures to the tracked planar objects (see Fig. 8.1). This information can be propagated
through the video by using the computed homographies. This creates a perspectively
correct mapping of the texture to the moving object. During texture propagation we
apply simple luminance correction based on the average luminance of the focus region in
order to create a visually plausible result. In Fig. 8.5 we show an example where several
planar regions are (video-)textured simultaneously.
High-Resolution Video. As a special case of object texturing, if we have a low-
resolution video as input then we can register a high-resolution image to the video and
copy pixels from the image to the video. This process simulates texture mapping where
low resolution video information is replaced by the high resolution image information.
The user only has to paint the region in the low resolution reference frame of the in-
put video and then the system exploits the registration information and propagates the
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Figure 8.5.: Multiple planes. In this example we have used the three dominant planes
(the left wall, the right wall and the floor) as canvas surfaces. On the left wall we have
mapped the facade from another source video, on the right wall the ”Grafiti” image
is pasted and on the floor another static video stream is synthesized. From left to
right we see three example frames of the original video and the corresponding rectified
versions (top) and the final composition (bottom).
(a) (b) (c) (d)
Figure 8.6.: High-resolution video. One frame from the input mobile phone low-quality
video (320x240) (a,b) and one frame from the result video (960x720) of our system
(c,d) after threefold magnification and pasting the information from a high-resolution
image (2592x1944). Notice that the statue in the foreground is still low-resolution.
pasted image information to the other frames (e.g. the facade in Fig. 8.6). The gener-
ation of such a high resolution background is achieved with the technique described in
Section 8.4.
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Background Replacement. In Fig. 8.7 an example for the replacement of the out-
door scenery in the input stream is shown. In the first step the given input stream is
perspectively registered. Rectifying each frame, i.e., mapping the windows to a quad,
makes it easy to mask out the outdoor scene seen through the window. We apply a
second registration pass only to the outdoor scenery. To avoid unwanted distortions we
restrict the 2D homographies to their translational, rotational, and scaling components.
This corresponds to treating the outside scenery as a plane at infinite distance. The
so generated mappings between the frames are simply applied to another, stabilized
or static outdoor video. We replace the outdoor part in the rectified space and map
the stream back to the original camera space. This results in a very realistic scenery
replacement.
Perspectively Correct Video Cut & Paste. By using homography matching be-
tween planar parts in two different scenes we are able to transfer moving characters
from one video to another creating plausible looking results of perspectively correct
movements (see Fig. 8.8). After the registration we define a homography between the
reference frames of both videos by using the quad metaphor (Section 6.1). Since placing
the quads at the correct position in the respective reference frame is difficult, we allow
the user to adjust the mapping by drag-and-drop in the original video. Finally, we are
able to cut out the dinosaur from the one video and paste it into the other one creating
the illusion of a perspectively correct movement parallel to the hedge.
The input videos shown in Fig. 8.4 and Fig. 8.6 is a low-quality video stream (320x240)
taken with a low-cost digital camera. All other videos shown here are taken with an
amateur video camera with a progressive scan at 15fps and 720x576. All streams were
corrected for lens distortion before using them. We have tested our system on an AMD64
3500+ PC with 4GB RAM. The perspective registration procedure never took more than
a few seconds per frame. For high-quality mattes as created for examples in Fig. 8.1 and
Fig. 8.8 we have used an interface similar to the Video Cutout interface of Wang et al.
[WBC∗05]. This is a non-trivial task which can take up to a few minutes of interaction
time per frame depending on the matte complexity and the user precision requirements.
Our registration approach relies on the existence of planar geometry in the scene,
i.e., the videos we are able to handle must contain approximately planar regions for
tracking. Obviously, the perspectively corrected video cut & paste produces satisfying
results only if the pasted object is sufficiently planar or the difference between source
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Figure 8.7.: Background replacement. On the left we show the mask used for homogra-
phy tracking of the indoor part (top) and the masked background (bottom) used for
the similarity matching of the outdoor part. On the right we show three frames from
two different result videos showing different background replacements.
Figure 8.8.: Perspectively Correct Object Cut&Paste. Using the hedge stream and the
dino stream as inputs we define the connection between them interactively by provid-
ing two quads as point correspondences to the system, as shown on the left. After
cutting out the dino from the one stream we can paste it perspectively correct into
the other, registered one. On the right we see four frames from the final composition.
and target perspective is not too large. Still, the variety of the examples presented here
shows that there are quite a few application scenarios for our 2D video editing system.
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In contrast to image and video processing, in geometry processing it is natural to deal
with different geometry representations, since 3D models, defined in the XYZ-space, are
the objects of interest.
The most commonly used vector-representation in geometry processing is a polygonal
mesh, which describes a geometric surface explicitly by sets of vertices, edges and faces.
Polygonal meshes are the preferred representation when high accuracy is needed or when
memory consumption should be as low as possible. The main problem of geometric
algorithms which are based on polygonal representations is robustness. Eventually for
simple operations like intersection computation of two polygonal meshes a large number
of case distinctions is necessary and due to numerical issues inconsistencies in the output
meshes occur frequently. One possible work-around is to use exact arithmetics, but this
results in a significant performance drop. Therefore, if robustness and efficiency are
the main requirements we can convert the polygonal representation into a volumetric
geometry representation and perform the needed geometric operation in the volume
instead.
Probably the simplest volumetric or raster-representation of a polygonal mesh is cre-
ated by subdividing the volume surrounding the mesh into small cubic volumetric ele-
ments, so called voxels. This representation can be understood as a 3D pendant of a
pixel image, but instead of square 2D image elements (pixels), cubic 3D elements (vox-
els) are used. Each voxel can be assigned an appropriate volumetric label, e.g., one from
{INSIDE, SURFACE, OUTSIDE}, which describes its location in space with respect
to the corresponding mesh surface. Such a volumetric representation obviously lacks
the high accuracy we have had in the polygonal case, but therefore numerical problems
are avoided by replacing complicated geometric computations in the polygonal case by
simple min/max computations in the volume.
In order to enjoy the best of both worlds we combine the vector- (polygonal) and
raster- (volumetric) geometry representations by augmenting each voxel with the cor-
responding polygonal geometry information. Hence, when operating on voxels we still
have full access to the polygonal mesh or at least to the relevant parts of the mesh.
This hybrid approach is very similar to the TCP concept presented for images in Part I.
As explained there, TCP-grid is 2D raster-representation of the input image and its
cells are augmented with the feature lines information which can be interpreted as a
vector-representation of the underlying geometry defined in the RGB-space.
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In this part of the thesis we will introduce two different geometric operations, namely
offsetting and Boolean operations, based on the hybrid geometry processing idea. The
core processing pipeline in these two cases is very similar and other geometric operations
could probably also benefit from this procedure. We roughly sketch this pipeline in
Chapter 9. Then in Chapter 10 we present our novel, hybrid method for computing
offset surfaces of polygonal meshes. We show how to effectively detect and include sharp
features in the final offset surface and also how to avoid the problem of limited voxel
resolutions by using our volume tiling approach. In Chapter 11 we introduce hybrid
Booleans, a novel, hybrid approach for computing Boolean operations on polygonal
meshes. The main advantage of our method is that the computations are narrowed to
intersection areas, and only there new surface is extracted and appropriately connected
to the original input geometry.
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Pipeline
The two geometric operations, offsetting and Boolean operations, which we will present
in this part of the thesis are based on a combination of polygonal and volumetric pro-
cessing. That is what we call hybrid geometry processing. We abstractly sketch the
hybrid processing pipeline in Fig. 9.1.
INPUT
polygonal mesh
rasterization
geometric operation on
the hybrid representation
surface extraction
OUTPUT
polygonal mesh
Figure 9.1.: Hybrid Geometry
Processing Pipeline
We use polygonal meshes as input in our
processing pipeline, since polygonal meshes are
the most commonly used vector-representation.
All (commercial) CAD systems are able to han-
dle polygonal meshes or at least provide import
and export routines for them. Hence, polygonal
meshes can be seen as the universal geometry
representation for interchange. For robustness
reasons we avoid direct processing of polygonal
meshes. Instead, we first compute a hierarchi-
cal hybrid data structure in a so called rasteri-
zation step. What we get is a voxel representa-
tion, which stores volumetric as well as polygo-
nal information. The desired geometric opera-
tion is computed on this hybrid representation.
Finally, in a surface extraction step the volume
is converted back to the vector-representation
resulting in an output polygonal mesh. Usu-
ally, such a conversion of a voxel based repre-
sentation to a polygonal mesh lacks accuracy and produces obvious aliasing artifacts
in the output. Not in our case, since we are exploiting the per-voxel stored polygonal
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information during the extraction stage. Hence, we are able to faithfully reconstruct
the output mesh surface. Please note that for visualization purposes in Fig. 9.1 we have
separated the rasterization and the main processing step for computing a geometric op-
eration. In practice, an optimal implementation of the desired geometric operation does
not have to be strictly separated from the rasterization step, rather it can be computed
on-the-fly during the rasterization procedure. One example is our offsetting approach
described in Chapter 10.
To put it briefly, our offsetting approach (Chapter 10) and our method for computing
Boolean operations (Chapter 11) are different implementations of the above geometry
processing pipeline. Still, there are some commonalities in the terminology and the terms
used there, hence, we will review these shortly before we come to the more detailed,
specific descriptions in the corresponding Chapters.
Polygonal Mesh. The input as well as the output in the pipeline is in each case
a polygonal mesh. Notice that an input consisting of several meshes (as actually
needed for Boolean operations) can be considered as a single mesh with several con-
nected components. Such a polygonal mesh M = (V,E, F ) consists of a set of vertices
V = {v0, · · · ,vn−1 | vi ∈ IR3, i = 0 · · ·n − 1}, a set of edges E = {ei,j | vi,vj ∈ V }
and a set of faces F . Since each polygonal mesh can be easily converted into a trian-
gle mesh, it suffices to consider only triangle meshes and therefore we get F = {ti =
Δ(va,vb,vc) | va,vb,vc ∈ V }. This is especially helpful when describing different al-
gorithmic details, since dealing with triangles is far easier than dealing with arbitrary
polygons. In order to distinguish between input and output elements we use the prime
symbol ” ’ ” in the notation to depict the output elements, e.g., M = (V,E, F ) would
be an input mesh, M ′ = (V ′, E ′, F ′) would be the corresponding output mesh, v′i would
be an output vertex, etc.
Rasterization. The process of creating volumetric geometry representation, i.e., raster-
representation, is called rasterization. Probably the most prominent example of a ras-
terization process in computer graphics is the 2D rasterization as done in the rendering
pipeline. For example, when rendering a continuous, white line on the screen only a
subset of the pixels is set to have white color. Analogously, when creating a volumetric,
voxel representation of a mesh, we set only those voxels containing the mesh to be la-
beled SURFACE. Additionally, the voxels lying inside the mesh are labeled INSIDE
and those lying outside the mesh are labeled OUTSIDE. According to such a labeling,
we say that the corresponding geometric shape is implicitly described. As mentioned
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above, the geometric operation can be done on-the-fly during the rasterization step as
done in our offseting approach. There, this labeling is given with respect to the output
offset surface, whereas in the case of our method for computing Boolean operations it
is initially given with respect to the input surface. An additional evaluation stage of
the Boolean operation is needed to create the final rasterization and the labeling with
respect to the output Boolean surface, which is used for the later surface extraction.
Hybrid Data Structure. During the rasterization process we create a data structure
of voxels, where we store the volumetric information, containing the above explained
INSIDE/SURFACE/OUTSIDE labeling of the voxel. Additionally, in each voxel we
also store references to the mesh entities (vertices, edges, faces) which are ”of impor-
tance” for this voxel. In the offsetting case important mesh entities are those, which lie
in the offset distance from the corresponding voxel and hence contribute to the output
offset surface inside this voxel. In contrast, in the case of Boolean operations important
mesh entities for a voxel are those which intersect this voxel.
Hierarchy. A naive way to manage voxels is to use a regular voxel grid, which should
cover the volume of the bounding box of the output surface. This would be definitely
a waste of memory, since we are working on polygonal meshes which explicitly describe
the boundary of an object and therefore only a small part of this bounding box is really
important for the desired geometric operation. Hence, we use an adaptive octree data
structure to efficiently rasterize only the necessary parts of the volume with the highest
(voxel) resolution. The refinement of the adaptive octree is controlled by the user-given
maximal octree level L.
Surface Extraction. After the volumetric computation of the desired geometric op-
eration we end up with a set of voxels, implicitly defining the final output surface. In
order to convert this result to a polygonal mesh we apply a variant [BPK05] of the Dual
Contouring approach [JLSW02], which we call Extended Dual Contouring (EDC). In
contrast to the original work EDC is guaranteed to extract manifold surfaces. Depend-
ing on the output topology EDC generates up to eight different samples per SURFACE
cell. These vertex samples are appropriately connected to define the final output mesh.
The vertex sample computation is one of the crucial steps in the hybrid processing
pipeline, where we exploit the per voxel stored face (triangle) references to accurately
place the output vertices.
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Features. One of the main properties we require from our extraction methods is to be
able to reconstruct features in the resulting polygonal mesh. In our case features are
always meant to be geometric features, i.e. sharp edges or corners. Notice that there
is also a different semantic notion of features in the area of solid modeling [SMN94].
Surface extraction methods based on the Marching Cubes idea [LC87] are not able
to extract sharp features directly, at best they can be approximated by extrapolation
[KBSS01, HWC∗05]. Schaefer and Warren [SW05] have presented a Marching Cubes
approach on dual grids, which are aligned to features and thus improve the extracted
feature quality by construction. When polygonizing an implicit surface Ohtake et al.
[OBP02] have introduced an optimization method which is able to reconstruct sharp
features. As explained above, we use EDC, where we can explicitly place the output
samples on the features if necessary. Furthermore, for cases where the volumetric EDC
extraction still fails to properly extract features, we propose a novel method to introduce
features in the final mesh (Section 10.5.1).
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Hybrid Geometry Representation
The first geometric operation based on the hybrid geometry processing pipeline (Chap-
ter 9), which we want to introduce, is the offsetting operation. Offset surfaces play a
very important role in geometry processing and especially in various CAD/CAM ap-
plications. They can be used for tolerance analysis in machine processing and collision
detection. In the context of tool path generation for numerically controlled (NC) milling
machines, offset surfaces are used to define the domain where the machine tool positions
are constrained to lie and they provide the input for collision-free path planning. Fur-
thermore offset surfaces are used in finite element modeling, electrical circuit design, for
generating hollowed or shelled versions of surface models, filleting and rounding of 3D
models, as well as for morphological operations on geometric models.
An offset surface of a solid is the set of points having the same distance δ (offset
distance) from the original geometry. The offsetting operation can be understood as a
special case of the Minkowski sum which is a well explored operation in mathematical
morphology [Ser83]. The Minkowski sum of two sets M and S in Euclidian space is
defined as M ⊕ S = {m + s|m ∈ M, s ∈ S}. If we take M to be an arbitrary input
mesh and S a sphere of the given radius δ centered at the origin then an offset surface is
defined as the boundary of their Minkowski sum. Notice that this definition is based on
an unsigned distance function. Hence for closed objects, an offset surface usually falls
into at least two – inner and outer – connected components.
For a polygonal mesh, the Minkowski sum can be decomposed into a set of spheres,
cylinders, and prisms corresponding to vertices, edges, and faces of the mesh. A con-
structive solid geometry approach to offset surface computation is based on computing
the union of all these elements, i.e., computing the minimum of the superposition of all
the unsigned distance fields associated with these elements. In our algorithm we follow a
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Figure 10.1.: Here we show the offsetting result for an architectural model having all
kinds of inconsistencies like, holes, gaps, overlaps, double walls and self-intersections.
The zoomed views show complex regions of the model with sharp feature lines in red.
volumetric approach to identify the cells in a voxel grid that are intersected by the offset
surface and extract a polygonal representation from them. Fig. 10.1 shows an example
of an offset generated with our algorithm. Notice the quality of the extracted features.
Since our approach is volumetric, self-intersections are elimintated automatically. There
are two major observations that have inspired our approach to offset computation and
which distinguish our algorithm from previous approaches.
Transpose computation: For a proper evaluation of the distance function within a
voxel cell, we would have to compute the minimum distance for each point within the
cell to all triangles and then take the minimum and maximum of these distances across
the cell. Instead we compute for each triangle the minium and maximum distances
within a cell by a closed formula and then take the minimum over all triangles. While
this computation is correct for the minimum distance, it provides only a conservative
estimate of the true maximum distance (max of min ≤ min of max). Hence, we base
the actual offset computation only on the minum values and use the maximum distance
estimates as an efficient refinement criterion for our adaptive octree.
Offsets vs. (zero) iso-contours: The computation of offset surfaces is a very special
instance of the more general problem of iso-contour extraction. The major difference is
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that for offsets the part of the input geometry that affects a certain region of the output
surface has the distance δ. Hence in a sufficiently refined voxel grid (or from a certain
octree level on) the input geometry always lies outside the cell for which the distance
function has to be computed. This strongly reduces the number of special configurations
to be considered and efficient classification schemes known from polygon clipping can be
exploited.
In the following we give an overview of previous offsetting techniques (Section 10.1) be-
fore we start describing our method in detail. We first discuss the input to our offsetting
approach (Section 10.2), followed by the detailed description of the rasterization phase
(Section 10.3). For the rasterization important distance computations are explained
in Section 10.4 and the extraction of the offset surface is described in Section 10.5.
There we also describe how to faithfully reconstruct features in the output offset surface
(Section 10.5.1). The possibly displaced samples are appropriately moved to their final
positions during the smoothing procedure as explained in Section 10.5.2. In order to
avoid the problem of limited voxel resolutions we propose the volume tiling approach in
Section 10.6. Finally, we conclude this Chapter with discussion and results created with
our method (Section 10.7).
10.1. Overview of Previous Offsetting Techniques
The mathematical basis for offsetting of solids is described in an earlier work by Rossignac
et al. [RR85]. There the offseting operation is introduced as a new solid-to-solid trans-
formation and associated with methods like filleting and rounding of solids. A number
of methods for computing offset surfaces have been suggested since then.
An offset surface can be generated by creating solid primitives (for each vertex a
sphere, for each edge a cylinder and for each face another parallel face) and combining
those by trimming to the final offset surface [RR85, For95]. This is a computation-
ally rather involved process and trimming at tangential intersections is numerically very
unstable. Our algorithm is also based on computing the union of a set of primitives.
However, our computations are stable since we work on a volumetric representation and
hence intersections are computed by min/max operations applied to distance functions.
Since our algorithm is a hierarchical approach where the offset surface is intermediately
represented by an adaptively refined octree, it can be understood as a kind of an adap-
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tively sampled distance field [FPRJ00]. In order to be able to extract the offset of a
given surface we are computing not only the minimum but also the maximum distance
in each cell. In the context of iso-surface extraction adaptive subdivision is often applied
[VKSM04], where usually sampling of a volumetric function is done at cell corners. In
contrary we are estimating minimum and maximum distance for the cells as a whole.
Surface-based approaches for generating offset surfaces simply shift the original ver-
tices in offset direction [QS03]. This is problematic when it comes to handle self-
intersections which can either occur locally in concave areas of high curvature or globally
when different parts of the input mesh meet. If the input mesh is convex or decomposed
into convex pieces then this approach is simple and effective [VKKM03]. Cohen et al.
[CVM∗96] introduced simplification envelopes for global error-control in mesh simplifi-
cation. Their offset surface generation method requires manifold meshes, which do not
contain any degenerated configurations. In contrary our algorithm can process all kinds
of mesh inconsistencies since we treat every triangle independently.
Offsetting is a very important operation in layered manufacturing and in this context,
approaches were introduced where 3D offsetting is reduced to computing 2D offsets of the
2D contours generated by slicing the input geometry [MS00]. These methods, however,
are not applicable for more general scenarios. Since offsetting can be understood as a
morphological operation it is an intuitive approach to extend the 2D pixel-based erosion
and dilation operations [GW01] to 3D resulting in a very simple volumetric offsetting
approach, where the 26-neighborhood in a voxel-grid is used to propagate distance in-
formation [GZ95]. Obviously, the accumulation of errors with increasing offset distances
is the main problem of this method.
More advanced volumetric methods were presented based on distance volumes and
the fast marching method [BMW98, BM99]. While these methods work on regular voxel
grids, we use an adaptive octree data structure instead, which allows for much higher
voxel resolutions for a given memory budget. Moreover, the approximation properties
of fast marching [Set99, OF02] do not allow for high accuracy. In contrast, our method
uses accurate distance computations for the offset surface extraction by exploiting the
mesh information stored in our hybrid geometry representation.
Varadhan et al. [VM04] have proposed a method to approximate the Minkowski
sum of polyhedral models, which covers also the computation of offset surfaces as a
special case. Since our approach is especially designed for offset surface computation
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it runs much faster as shown in Section 10.7. The acceleration is mostly due to our
cell-to-{vertex, edge, triangle} distance computation described in Section 10.4 which is
more specialized than the max-norm distance computation in [VM04]. Furthermore our
method is immune to all kinds of degeneracies in the input model whereas their method
requires closed manifolds which are free from artifacts like self-intersections.
An offsetting approach based on point-based representations was introduced by Chen
et al. [CWRR05b, CWRR05a], where point samples are first generated on the input
surface and then moved in normal direction. They use a regular voxel grid, i.e., the
complexity grows cubically with the voxel resolution. In contrast, in our algorithm only
those voxels are generated, which are actually needed for the offset surface extraction.
This implies that the complexity only grows quadratically with the voxel resolution.
Huang et al. In [HLC∗01, HC02] presented an offsetting method mostly aiming at
visualizing the offset surface via surface splats. In their case the classification, whether a
cell intersects the offset surface, is based on conservative estimates for both the minimum
and maximum distance. While this is sufficient for visualization purposes, it would be
non-trivial to extract a proper manifold offset surface from it. This is why we use an
estimate only for the maximum distance while computing the exact minimum distance
for each cell.
Feature preservation for offset surfaces is addressed in [QZS∗04] where the spatial cells
are adjusted to align with gradient discontinuities. We use a standard adaptive octree
and recover features from normal information, which is a similar idea to the one used in
the context of Extended Marching Cubes [KBSS01].
10.2. What is the Input?
The input to our algorithm is an arbitrary, maybe non-manifold or otherwise degener-
ated polygonal mesh M = (V,E, F ), usually a STL file. STL format (abbreviation for
STereoLithography) is the most common standard data format for polygonal meshes,
where meshes are represented as triangle soups , i.e. as sets of triangles without any
additional connectivity information. Such a format is on the one hand easy to generate,
but on the other hand when transferring STL-files between systems, various types of
inconsistencies can occur like thin gaps, holes, and flipped orientation. Our offsetting
approach is able to handle any kind of such inconsistencies.
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Moreover the user specifies an offset distance δ and a maximum octree level L. The
maximum octree level obviously limits the topological resolution ε of the offset surface
since in each cell only one sheet of the surface can be extracted. Hence, sheets of the
offset surface which are closer than the size of a voxel are implicitly merged. This
limitation is acceptable for most practical applications since the input polygonal mesh
is usually only an approximation of some unknown object surface anyway. Each of
the elements (vertex, edge, or face) of the mesh defines an unsigned distance function
in space (represented by a sphere, cylinder or prism). The offset surface M ′ of M is
implicitly computed by taking the minimum over all these distance functions in space,
which is done on-the-fly during the following rasterization step.
10.3. Rasterization
The rasterization of the offset surface is done by traversing an octree in breadth first
order and splitting each cell which is potentially intersected by the offset surface, i.e. for
which the minimum distance to M is less than δ and (a conservative estimate of) the
maximum distance is larger than δ.
In our transposed computation the minimum distance for a cell can be found by
simply taking the minimum of the distances with respect to all vertex, edge, and face
primitives (see Section 10.4). If the cell does not intersect the input surface, the minimum
distance is always found somewhere on the boundary of a cell (otherwise it is zero). For
the maximum distance within a cell we would have to find that point, which has the
maximal minimum distance to any primitive in the input. This information, however,
is not available since we are processing the individual primitives independently. Hence,
we have to settle with a conservative estimate of the maximum distance, the most
simple one being the minimum distance plus the diagonal of the cell. In Section 10.4
we will describe a tighter estimate. The remaining false positives, i.e., cells where the
true maximum distance is below δ while our estimate is above δ, will be detected and
discarded later in the mesh extraction phase (see Section 10.5).
Our main hybrid data structure is a (linearized) octree where the children of a cell
are grouped in blocks of 8 cells. The cells are defined as:
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1 struct OctreeCel lData {
2 int f i r s t c h i l d ;
3 int l o c a t i o n [ 3 ] ;
4 f loat minDist , maxDist ;
5 f loat minPoint [ 3 ] , minNormal [ 3 ] ;
6 Data∗ p r im i t i v e s ;
7 } ;
8 struct Data {
9 Ver t ex L i s t V;
10 Edge List E;
11 Face L i s t F ;
12 } ;
Due to the linear layout, we only need to store the index of the first child node, the
others follow in the next seven entries. The integer location of the cell is stored for
efficiency reasons. During the computation, minDist and maxDist hold the cur-
rently best (lowest) estimate for the respective distances, which encodes the volumetric
INSIDE/SURFACE/OUTSIDE information in each cell. In addition we store the po-
sition minPoint where the current minimum distance on the cell boundary is taken
on and the normal vector minNormal pointing from the corresponding base point on
the input surface M . This information is used in the surface extraction phase (see Sec-
tion 10.5) to compute an offset surface sample within the cell. The pointer primitives
points to a set of lists that store those mesh primitives which can have an effect on this
cell, i.e., for which the offset distance lies within the interval between minimum and
maximum distance to the primitive. While maintaining these lists per cell causes some
memory overhead, it effectively avoids many redundant computations on refined octree
levels. The pseudo-code of our rasterization method is:
1 root . minDist := 0 ;
2 root . maxDist := FLTMAX;
3 root . p r im i t i v e s→V := { a l l v e r t i c e s }
4 root . p r im i t i v e s→E := { a l l edge}
5 root . p r im i t i v e s→F := { a l l f a c e s }
6 for l e v e l = 1 to L
7 for a l l c e l l s C from l e v e l −1
8 i f (C. minDist ≤ δ ≤ C. maxDist )
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9 {
10 SPLIT(C) ;
11 for D = CHILD(C, 0 ) . . . CHILD(C, 7 )
12 {
13 for a l l vi ∈ C. p r im i t i v e s→V
14 SPHEREMINMAX(vi , D) ;
15 for a l l ej ∈ C. p r im i t i v e s→E
16 CYLINDERMINMAX(ej , D) ;
17 for a l l fk ∈ C. p r im i t i v e s→F
18 PRISMMINMAX(fk , D) ;
19 }
20 }
We initialize the root cell of the octree and push all mesh elements into the list of relevant
primitives. In the main loop we traverse the octree level by level. Each surface cell from
the previous level is split and for each of its children the minimum and maximum distance
is computed. By this approach we refine the octree only when and where it is needed.
The template for the distance computation is:
1 <ELEMENT>MINMAX(ELEMENT X, CELL C)
2 {
3 Dmin = min
ci∈C
{min
xj∈X
‖|ci − xj‖|} ;
4 Dmax = max
ci∈C
{min
xj∈X
‖|ci − xj‖|} ;
5
6 C. minDist = min (C. minDist , Dmin ) ;
7 C. maxDist = min (C. maxDist , Dmax ) ;
8
9 i f (Dmin ≤ δ ≤ Dmax ) )
10 C. pr im i t i v e s−>Push (X) ;
11 }
The different versions of the minmax procedures for spheres, cylinders, and prisms only
differ in the way how the values Dmin and Dmax are calculated. A detailed description
is given in the following Section 10.4.
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Figure 10.2.: False positive octree cell.
The minimum operation in line 6 guar-
antees that the global minimum is com-
puted correctly. The maximum, obtained
by taking the minimum of the maxima
in line 7, is in general only a conserva-
tive estimate of the true maximum dis-
tance. This can cause some slight com-
putational overhead due to splitting false
positive cells, i.e., cells that are wrongly assumed to intersect the offset surface. How-
ever, this does not affect the overall correctness of the algorithm since these cells are
discarded in the mesh extraction phase. Fig. 10.2 depicts such a situation. Although
the maximum distance is computed correctly for each individual triangle ti, the combi-
nation may lead to a conservative estimate, when the cell is intersected by the medial
axis. Eventually such false positive cells are never used for mesh extraction since they
are not adjacent to an outer cell. Notice that false positives can only occur near the
medial axis of the input geometry (in cells where the maximum distance is not taken
at one of the corners) and only in the interior of the offset volume (since the minimum
distance is always computed correctly).
10.4. Distance Computation
The last missing functionality in the previously described rasterization procedure, is
the actual distance computation. For each distance primitive, i.e., sphere, cylinder,
and prism, we have to compute the minimum and maximum distance with respect to
a given cell. Here we can take advantage of several nice properties of distance fields.
Moreover, from a certain octree level on, the primitives are guaranteed to be located
outside the cells through which the offset surface passes. This allows us to apply efficient
classification techniques known from polygon clipping in order to determine whether the
minimum distance is taken on at a face, edge, or corner of the cell.
For the distance field of a convex object, all iso-contours are convex, too. Hence, if
we restrict the spatial distance field to a planar polygon, the maximum distance value is
always obtained at one of the corner vertices. If we apply this observation to the six sides
of a cubical cell, it follows that the maximum distance within a cell is always obtained
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at one of the corners. Since we are processing just spheres, cylinders, and prisms, which
are all convex, this observation applies in our case.
For the minimum distance within a cell it is in general not sufficient to check the
distance at the corners since the minimum can be obtained in the interior of one of the
edges or faces, too. However, since the iso-contours of the distance field to a polygonal
mesh can be decomposed into planar, cylindrical, and spherical regions there is usually
just a finite number of different relative constellations that needs to be checked.
In the following let C be the cell to be checked. It has eight corners c1, . . . c8, twelve
edges η1, . . . η12, and six sides s1, . . . s6. Notice that the edges and sides are parallel to
the coordinate axes, which makes distance computations significantly easier since some
of the vector entries vanish.
10.4.1. SPHERE Distance Function
For a given input mesh vertex position v ∈ V we want to estimate minimum and
maximum distance of this vertex from the cell C.
For the minimum distance we first have to determine whether this minimum is ob-
tained at a corner, edge, or side of the cell. Let S1, . . . S6 be the supporting planes of
the cell sides s1, . . . s6, oriented such that the cell lies in the intersection of the negative
half-spaces. By checking the vertex v with respect to the six supporting planes, we gen-
erate a six digit binary number from which we can conclude directly on which corner,
edge, or side the minimum distance is obtained. If v happens to lie in the interior of the
cell (binary code 000000), the minimum distance is set to zero.
The same binary code can be used to determine, which corners are candidates for
the maximum distance. If the minimum distance is obtained at a side of the cell, we
have to check the four corners of the opposite side. If the minimum lies on an edge, the
candidates for the maximum distance are the corners of the opposite edge. Finally in
case the minimum distance occurs at a corner the maximum is obtained at the opposite
corner. The binary code 000000 implies that all eight corners have to be checked.
We store the binary code as a vertex attribute and re-use it when the incident edges
and faces are processed.
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10.4.2. CYLINDER Distance Function
An input mesh edge e ∈ E with endpoints v,w ∈ V defines a cylindrical distance field
which is valid in the region between the two planes with normal vector ne = v − w
passing through v and w respectively. Hence we first check if the cell intersects this
region. Otherwise no further computation is needed since minimum and maximum
distance have already been determined correctly based on the edge’s endpoints.
In case the cell intersects the cylinder region, we next check if the edge e is intersecting
the cell by using the 3D version of the Liang-Barsky line clipping algorithm [FvDFH90].
If this is the case, the minimum distance is set to zero. Otherwise, the binary codes
computed and stored for the two endpoints v and w can be used to quickly determine
the relative constellation of e and C. We multiply the binary codes of v and w digit by
digit (logical ”and”). If the resulting binary code does not vanish we can again restrict
the distance computation to one side (including its four boundary edges and corners),
one edge (including its endpoints), or one vertex of the cell. From a certain octree level
on (i.e. when the cell size is less than the offset distance δ), the edge e is most likely
to lie outside of the cell and hence the probability for a constellation, which allows for
simplified calculations, is very high.
In order to compute the minimum and maximum distances for the cell, we have to
compute distances between e and either some of the sides, edges or corners of the cell.
The distance between e and a corner ci can be computed by solving a quadratic equation.
If the nearest point on the supporting line of e to ci does not lie in the interior of e, we
compute the distances between ci and the endpoints of e instead [SE03]. While edge-
to-corner distances are needed for the minimum and the maximum, edge-to-edge and
edge-to-side distances are only necessary for computing the minimum distance.
The distance between e and a cell edge ηj is computed by solving a 2 × 2 system.
Again the minimum distance between the respective supporting lines is only valid if the
corresponding nearest points are actually lying on e and ηj respectively. Otherwise, we
fall back to the edge-to-vertex or even vertex-to-vertex distance computation.
Finally, the distance between e and a side sk is obtained by the minimum of the two
endpoint’s distances to the supporting plane of sk. However these distances are only
valid if the orthogonal projection of the endpoints lies in the interior of sk. If one of the
vertex-to-plane distances is invalid, we don’t have to do any further computations since
we can substitute it by the corresponding edge-to-edge distance (computed previously).
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Notice that for the sake of simplicity and efficiency we are computing the distances
between e and the complete cell C, not only the part of C that falls into the valid
cylinder region. Even if this causes redundant computations, it turns out that these
computations are less expensive than clipping of the cell C at the two bounding planes
and computing the distances to the clipping polygon.
10.4.3. PRISM Distance Function
An input mesh triangle t ∈ F and its normal vector span an infinite triangle prism (ITP).
We start by checking if the cell C intersects this prism. If this is not the case we can
skip any further computation since the distance estimates have already been computed
in the spherical or cylindrical distance function. Next we check if t intersects the cell in
which case the minimum distance is set to zero. Otherwise we again use the binary codes
stored at the vertices and multiply them digit by digit to obtain a six digit binary code
for t. This code determines the relative spatial constellation and allows us to identify
the sides, edges, and corners to which the distance function has to be evaluated.
The distance between a cell corner ci and the triangle t is computed by the standard
procedure described in [SE03]. Within the ITP, the distance field is just the linear
distance field to a plane. Hence for polygons the extremal distances are always obtained
on the boundary and for edges the extremal distances are obtained at the endpoints. We
exploit this observation by computing the intersections of the relevant cell edges ηj with
the sides of the prism and the intersections of the prism edges with the relevant sides
of the cell. Minimum and maximum distances are then computed as the minimum and
maximum among the point-to-plane distances between the set of points (intersection
points and cell corner points) and the supporting plane of t.
10.5. Offset Surface Extraction
After the rasterization we have a number of SURFACE cells on the finest resolution level
L that are intersected by the offset surface, i.e., for which minDist ≤ δ ≤ maxDist.
The false positives among these SURFACE cells (see Fig. 10.2) are easily detected as
those which do not have a neighbor cell with δ ≤ minDist (OUTSIDE cell). All false
positives are discarded from mesh extraction. To the remaining surface cells we apply
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Figure 10.3.: 2D illustration for the computation of cell representatives. p is the mini-
mum distance point, n is the tangent plane normal vector pointing to the correspond-
ing base point, c is the cell-midpoint, and c′ is the resulting representative (a). If the
local smoothness assumption does not hold, c′ is not guaranteed to actually lie on the
offset surface (b). If the representative lies outside the cell (c), we simply clamp the
projection to the cell hull. A smoothing procedure will resolve these problems later
(see Section 10.5.2).
the EDC algorithm, which is guaranteed to produce manifold meshes and it extracts a
mesh which is topologically equivalent to the boundary between SURFACE cells and
OUTSIDE cells.
What remains to be done is the computation of a surface sample in each cell. For
this we use the minimum distance information d = minDist, p = minPoint, and n =
minNormal and set up the plane equation
nTx = nTp+ δ − d
which represents the tangent plane of M shifted by δ. This is the best planar approx-
imation to the offset surface within the current cell. We define a surface sample by
projecting the center c of the cell to that plane (see Fig. 10.3 (a)), i.e.,
c′ = c+ n
(
nT (p− c) + δ − d)
If the assumption that the offset surface is locally smooth (flat) does not hold, the sample
c′ might actually not lie on the offset surface (Fig. 10.3 (b)). Furthermore the sample
c′ might even lie outside the cell (Fig. 10.3 (c)). The samples computed outside the cell
are simply clamped. These problems will be taken care of later in the smoothing step,
which is described in Section 10.5.2.
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(a) (b)
(c) (d) (e)
Figure 10.4.: Feature reconstruction on the inner offset of a cube. In (a) we see one
of the corners of the extracted offset surface from inside (feature faces are green).
(b) shows the same part after the insertion of feature vertices and (c) after the edge
flipping (features now shown in red). As explained in Section 10.5 (see also Fig. 10.3),
the cell representatives do not necessarily lie on the offset surface in the vicinity of a
non-smooth feature. (d) shows the offset surface from outside. By mesh smoothing,
these outliers can be pulled back (see Section 10.5.2) to the correct offset surface (e).
10.5.1. Feature Reconstruction
The extracted offset surface exhibits artifacts in the concave areas where sharp features
should arise when the offset distance is larger than the concave radius of curvature.
Here we will explain how our initial offset surface can be improved by adding feature
information. We reconstruct these features in three steps (see Fig. 10.4):
Step 1: Detecting feature faces. The normal in each vertex v′ ∈ M ′ of the re-
constructed offset surface (these are the cell representatives computed in Section 10.5),
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is the corresponding minNormal computed in Section 10.3. We define a face to be
a feature face if the maximum angle between two of these vertex normals is above a
prescribed threshold φ. The choice of this threshold is not critical since setting it too
low will only cause false positive feature detections which do not compromise the quality
of the resulting surface.
Step 2: Subdivision. Each vertex of a feature triangle t′ = Δ(v′0,v
′
1,v
′
2) defines with
its normal vector n′i, i = 0, 1, 2, a tangent plane n
′
i · x = d′i. A good sample point on the
sharp feature can therefore be computed by intersecting these tangent planes [KBSS01].
The linear system ⎛
⎜⎝ n
′
0,x n
′
0,y n
′
0,z
n′1,x n
′
1,y n
′
1,z
n′2,x n
′
2,y n
′
2,z
⎞
⎟⎠
⎛
⎜⎝ q
′
x
q′y
q′z
⎞
⎟⎠ =
⎛
⎜⎝ d
′
0
d′1
d′2
⎞
⎟⎠
characterizing the intersection point q′ is solved by the singular value decomposition
(SVD) method. For the case that the matrix in the above linear system becomes singu-
lar, the SVD pseudo inverse will compute the least norm solution. Hence, we shift the
voxel center to the origin before we set up the plane equations.
Step 3: Flipping and alignment. The feature samples lie on the feature, but the
mesh connectivity does not yet properly represent the feature curve as a polygon of
mesh edges. In order to achieve this, we have to flip edges that cross the feature curve.
Hence we make a pass over all mesh edges and flip them if (1) after the flip, this edge
connects two feature vertices and (2) the angle between the normal vectors at the two
endpoints before the flip is above the threshold φ used for detecting feature faces in
Step 1.
10.5.2. Smoothing
The last step in our offset surface computation is a smoothing operation, which is neces-
sary because the computed cell representatives are not guaranteed to lie exactly on the
offset surface as shown in Fig. 10.3 and Fig. 10.4 (d). Our smoothing operator uses two
forces: The relaxation force moves the vertex towards the center of gravity of its 1-ring
neighborhood and the offset force pulls the feature vertex to the offset surface.
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Figure 10.5.: Left: input model blended with the offset surface. Middle: error visualiza-
tion on the initially extracted offset surface. Right: error visualization after feature ex-
traction and smoothing. The errors are color-coded on the scale [−0.5 ·δ . . . 0 . . . 0.5 ·δ]
with colors [green..blue..red] and δ = 2% (of the bounding box diagonal).
Let v′ be a vertex on the output offset mesh and v′1, . . .v
′
n its one-ring neighborhood.
In order to efficiently find the base point b on M having the minimum distance to v′,
we have to build a spatial search data structure. At this point we could also use the
octree from the rasterization phase, but in general, when our volume tiling method is
applied (see Section 10.6), this is not possible since the created octree represents only a
single volume tile while smoothing is applied to the entire object as a final step. Hence,
for simplicity and efficiency reasons we build a kd-tree for the complete input mesh M .
Then the relaxation force is pulling v′ towards v′relax while the offset force is pulling v
′
towards v′offset with:
v′relax =
1
n
∑
i
v′i , v
′
offset = b+ δ
v′ − b
‖v′ − b‖ .
The smoothing operator moves each vertex to a weighted average of the two target
points, i.e., v′ ← (1 − α)v′relax + αv′offset. In this smoothing operator the relaxation
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Figure 10.6.: Removing the overlap between neighboring tiles. The triangles lying in
the overlapping area of the tile A are removed while those of the tile B remain. The
boundary vertices computed on both sides are simply snapped.
force is effectively avoiding triangle flips. Fig. 10.4 and Fig. 10.5 show the effect of the
smoothing operation. In our current implementation we are using α = 0.5.
For feature vertices, we only consider 1-ring neighbors, which are feature vertices
themselves, in order to compute the relaxation force . A feature vertex with just one or
more than two feature vertex neighbors is considered a corner vertex and is not smoothed
at all.
10.6. Volume Tiling
So far we implicitly assumed that the octree root cell is initialized as the bounding box of
the offset surface, i.e., the bounding box of the input mesh dilated by the offset distance
δ. However, for very large voxel resolutions, the size of the data structure can quickly
grow above the available memory capacity – even if we apply adaptive refinement.
In order to significantly reduce the amount of information that has to be stored si-
multaneously, we split the bounding box into smaller tiles that can be processed inde-
pendently (sequentially or in parallel). The critical part then is to guarantee that the
independently generated offset meshes can be merged into a proper manifold surface.
This can be achieved by defining the tiles such that they overlap by one layer of voxels
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(a) (b) (c) (d)
Figure 10.7.: Volume tiling example. (a): The offset of the fan model after volume
tiling with 33 tiles. (b): Zoomed view of the boundary area where 4 tiles meet. (c):
After snapping boundaries and decimation. (d): After final smoothing.
with their neighbor tiles and then discard those output triangles that have been gener-
ated twice (see Fig. 10.6). This overlap requirement implies that we cannot use simply
the cells of an intermediate octree level as tiles since they do not overlap.
If we bound the maximum refinement level for the octree data structure within each
tile to L and use a grid of n3 tiles, we can effectively work on a ((2L − 1)n + 1)3 voxel
grid. For the identification of the double triangles we do not really need to compare
triangles. For each tile we simply discard all triangles whose three vertices all lie in the
right, front, or top layer of voxels. This asymmetric definition guarantees that exactly
one copy of each double triangle is removed.
With our volume tiling technique we are able to use very high voxel resolutions. How-
ever, not only the growing size of the octree data structure is critical but also the growing
complexity of the output mesh. Hence we need to apply mesh decimation [GGK02] to
avoid redundant over-tesselation in flat regions of the offset surface. Obviously we have
to guarantee consistency between the surface patches corresponding to neighboring tiles.
Hence we block the boundary vertices of each sub-mesh from being decimated. The same
applies to features: they are excluded from the decimation to make sure that features
are preserved across tiles.
The overall offset generation procedure then is as follows (see Fig. 10.7): The bounding
box is split into overlapping tiles. For each tile we perform rasterization (Section 10.3)
and initial surface extraction (without feature extraction and smoothing) (Section 10.5).
Then we discard the triangles from the right, front, and top layers. Next, we perform the
feature detection (Step 1 in Section 10.5.1) and label all vertices belonging to a feature
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Figure 10.8.: Left to right: the Cogwheel model (2K) with two offset-views (δ = 2%),
the Buddah model (1M) with its offset (δ = 2%) and the Bunny model (70K) after a
morphological opening operation with δ = 3% (thin parts like the ears are removed).
face as well as all boundary vertices as passive. To the remaining active vertices we
apply an incremental mesh decimation scheme [Hop96].
After we have processed all tiles, we merge the sub-meshes into one single mesh,
which is trivial since we did not change their boundaries. Then we apply the feature
reconstruction (Section 10.5.1) and finally apply a concluding decimation step which
now also may remove former boundary vertices. Features can easily be preserved by
enabling edge collapses only between two feature vertices or two non-feature vertices
but never between a feature and a non-feature vertex. As a very final step we apply our
smoothing procedure (Section 10.5.2).
10.7. Results & Discussion
All experiments presented in this Chapter were performed on a commodity PC (AMD64
2.2GHz with 4GB RAM). In Fig. 10.8 we present three different results created with
our offsetting method. The complexity of the Cogwheel model (about 2K faces) is
comparable to those models used for offsetting by Varadhan et al. [VM04]. The timings
in Table 10.1 show that our method is about one order of magnitude faster. With
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the Buddah model (1M faces) we show that our method performs well also for large
input meshes. Finally, with the bunny example we show an example of a morphological
opening operation. For this we compute an inner offset to the original Bunny model
(erosion) and then an outer offset to the inner offset (dilation). This computation took
90s and the final mesh has 90K faces.
In Fig. 10.9 we show a selection of offset surfaces for some challenging input meshes
created by our method. In the Lighthouse example we see that even the finest detail like
the antenna and the handrail are preserved when computing the offset surface. With the
Part model, which contains many degenerate triangles and inconsistencies, we demon-
strate the robustness of our method. It can deal with all kinds of artifacts and still
produces consistent and water-tight output. We depict inner offsets as well to show how
reliable the feature reconstruction works.
input model res. tiling offset total octree dec. tile #faces mem.
Cogwheel 603 13(643) 2% 1.9s 1.7s - - 12K 2MB
Cogwheel 1213 13(1283) 2% 3.6s 3s - - 66K 4MB
Buddah 4783 43(1283) 2% 3100s 2400s 50s 168s 210K 43MB
Fan 8643 43(2563) 1.6% 450s 124s 265s 41s 154K 59MB
Fan 9043 43(2563) 3.2% 458s 140s 258s 38s 152K 55MB
Lighthouse 3223 43(1283) 1.1% 63s 19s 32s 10s 121K 17MB
Lighthouse 3323 43(1283) 2.2% 62s 20s 32s 9s 100K 16MB
Part 5073 43(1283) 1.3% 109s 56s 39s 15s 150K 17MB
Part 20083 43(5123) 1.3% 1100s 280s 680s 166s 574K 203MB
Table 10.1.: Statistics for the examples in Fig. 10.8 and 10.9. Columns from left to
right: the effective voxel resolution, the tiling pattern and the offset distance δ. The
next four columns are timings: in total, then for the octree generation, the mesh
decimation and also the maximal computation time per tile. The number of faces
shows the output mesh complexity for both, inner plus outer offset after merging,
feature reconstruction, decimation, and smoothing. Finally, the very last column
shows the memory peak during the computation.
Some statistics for the examples shown in Fig. 10.8 and Fig. 10.9 are presented in
Table 10.1. In order to provide an accurate evaluation, the voxel resolution describes
the size of the tight bounding box of the resulting offset surface. The voxel-resolution
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of the individual tiles is given in the brackets of the ”tiling”-column. The total running
time depends on the input complexity and the voxel resolution. The timings for the
two most time consuming steps, namely octree generation and offset mesh decimation,
are given in separate columns. The memory column in the table shows the peak of the
memory footprint during the computation. Since our volume tiling technique allows for
parallel processing of tiles, when using a PC cluster with sufficiently many machines the
total running time reduces to the one of the most complex tile. These timings are given
in the ”tile”-column.
In Table 10.2 we present the outcome of the tests done for the Dragon model from
Fig. 10.5 in order to show how the offsetting distance and the input complexity affect
the memory and running time of our method.
offset (in %) 1 2 4 8 12 16 20
input (in K) 5 10 20 40 60 80 100
time (in s) 37 44 51 61 67 82 96 17 28 44 74 102 132 167
mem. (in MB) 47 50 60 74 90 108 129 42 45 50 58 66 74 82
Table 10.2.: Statistics for experiments with the Dragon model at various offset dis-
tances and input mesh resolutions. Fig. 10.5 shows the results for the test in bold
(δ = 2%, 20K faces). Time and memory, grow proportionally to the input mesh
complexity (lower part). For varying offset distances, time and memory depend on
the offset surface area (upper part).
Although our method performs well in general, there are some open problems left to
solve. The feature extraction is still problematic in strongly concave regions, i.e., if there
are too strong (close to π) normal deviations between the corresponding input faces of a
feature line. For some applications only an approximation of the offset surface could be
sufficient. Hence, we could also think about finding a way to simplify our computations
and so enable interactive offsetting at the expense of accuracy.
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Fandisk (13K) outer (52K) inner (102K)
δ=1.6%
outer (60K) inner (92K)
δ=3.2%
Lighthouse (3K) outer (75K) inner (46K)
δ=1.1%
outer (70K) inner (30K)
δ=2.2%
Part (9K) outer (267K) inner (280K)
δ=1.3%
Figure 10.9.: Offset surfaces generated by our algorithm for a number of challenging
technical examples. Since we use the unsigned distance function, both inner and
outer offsets are extracted. Timings and other quantities are given in Table 10.1 for
both parts together. The offset δ is given in percent of the corresponding bounding
box diagonal. On the left the tiling boundaries are visualized on the input models.
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Creating a complex model by using a combination of simple primitives is one of the
common paradigms in Computer Aided Geometric Design (CAGD). The used primitives
can be as simple as spheres, cylinders and cubes, but arbitrarily complex solids could be
used as well. The combination is usually described by a composition of so-called Boolean
operations : unions, intersections and differences.
Boolean operations are used in geometry processing not only for modeling, but also
for simulation purposes. One example is the simulation of manufacturing processes such
as milling and drilling. Moreover, one can use Boolean operations for collision detection,
e.g., in order to check the validity of a specific configuration of a mechanical assembly.
The evaluation of a Boolean expression can be described by a tree of the correspond-
ing Boolean operations used in the expression, which is an approach well-known as
Constructive Solid Geometry (CSG) [Req80, Man87]. On the one hand this represen-
tation is very simple and intuitive. Algorithms can be applied to CSG-models as if we
had the boundary representation of the final model represented by the corresponding
CSG expression. On the other hand the CSG representation is not very efficient, hence
mainly for performance reasons one is interested in polygonal representations of the final
result.
In this Chapter we present a novel method for computing Boolean operations on polyg-
onal meshes. Just like the offsetting operation presented in Chapter 10, our approach to
computing Boolean operations also implements the hybrid processing pipeline described
in Chapter 9. We call the result of our algorithm hybrid Boolean for two reasons. First,
we exploit hybrid geometry representations, a combination of vector- (polygonal) and
raster- (volumetric) representations. Second, the final surface extraction is done in a hy-
brid way, namely as a combination of a clipped input polygonal mesh and a volumetric
surface mesh created with EDC. In contrast, the offset surface extraction as described
in Chapter 10 is pure volumetric.
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Figure 11.1.: Boolean difference operation ”Bunny–CGF”. From left to right: visual-
ization of the SURFACE cells after our adaptive refinement, the output mesh and two
zoom-in views of the output showing the feature-sensitive extraction as well as the
tesselation in the vicinity of the feature areas. Our method generates new geometry
only in green areas whereas the rest is preserved from the input.
In Fig. 11.1 we show an example for a difference operation between the bunny and a
”CGF” model. Notice the highly adaptive refinement of our octree only in the inter-
section areas of different input meshes. By this we generate a set of face-connected
finest-resolution voxels only in a very small region within the bounding volume, which
allows us to effectively work with very high voxel resolutions. Due to the hybrid com-
position of the final Boolean our method naturally preserves most of the input features,
but also in the intersection areas of the given primitives we are able to properly extract
sharp features thanks to our feature-sensitive volumetric surface extraction.
The rest of this Chapter is structured as follows: We start with a short overview of the
previous techniques for computing Boolean operations (Section 11.1), followed by the
overview of our algorithm (Section 11.2) consisting of three main steps (cf. the hybrid
processing pipeline in Chapter 9), namely rasterization (Section 11.3), evaluation, which
corresponds to the here done geometric operation (Section 11.4), and surface extraction
(Section 11.5). We conclude with the discussion and results in Section 11.6.
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11.1. Overview of Previous Boolean Operations
Techniques
The methods for computing Boolean operations can be distinguished based on three main
properties: the type of input data, the type of computation (volumetric or polygonal)
and the type of output data.
Early methods compute Boolean operations on boundary representations explicitly
[RV85, ABJN85, LTH86, Car87, BN90]. Difficult case differentiations are introduced
in order to capture all possible intersection cases between input elements (faces, edges,
vertices). Some of these methods use adaptive octree structures like polytrees [Car87] or
extended octrees [ABJN85, BN90] but mainly as a searching structure for faster access to
needed elements. These polygonal algorithms in general suffer from numerical problems
and although there is a number of ways to approach these problems [Hof01] for robustness
reasons often volumetric methods are preferred. Keyser et al. [KCF∗02] have described
a system for Boolean operations on curved solids which is completely based on exact
arithmetics. They show that using exact arithmetics can be done in acceptable times
in practice, but using floating point arithmetics is still one or two orders of magnitude
faster.
Computing Boolean operations on implicit surfaces corresponds to an appropriate ap-
plication of min/max operations on the input distance fields. Museth et al. [MBWB02]
have introduced a framework for editing operations on level set surfaces. Ho et al. ap-
ply their Cubical Marching Squares [HWC∗05] to extract Booleans from volume data.
Varadhan et al. [VKZM06, VKSM04] have shown how to reliably extract a topology-
preserving surface of a Boolean combination of given implicit surfaces. Their approach
also allows for capturing geometries below the voxel resolution just like our hybrid ex-
traction method. In general, volumetric methods are very robust but not as accurate as
the polygonal ones. Especially the feature extraction remains problematic.
In contrast, our method combines polygonal and volumetric computations and repre-
sentations and thus is robust and efficient at the same time. For polygonal computations
we show how to avoid using exact arithmetics in our specific case and so maintain high
performance. The polygonal representation is also exploited in order to extract sharp
features. In some special cases we introduce the sharp features by using the method
presented in Section 10.5.1 in the context of offset surface generation.
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Boolean operations on other input data types like free-form solids [BKZ01] or point-
based models [AD03, XQL06] have also been introduced. Other methods are based on
non-manifold topology [Wei86] and compute non-manifold Booleans [GCP91]. There
are also methods presented mainly concerned about how to render Booleans in real-time
[HR05]. Although all these methods deal with Boolean operations they are not directly
related to our approach.
11.2. Overview of our Algorithm
The input to our method is an arbitrary number of polygonal meshes Mi, i ∈ 0, ..., n− 1
combined in a Boolean expression B (M0, ...,Mn−1) by using one of the following three
Boolean operations: union ”∪”, intersection ”∩” or difference ”−”. Note that difference
”−” can also be used as a unary operator representing the complement operation. For
polygonal meshes this corresponds to simple flipping of the normal directions. The
input meshes Mi must be consistent, i.e. they must be water-tight and they should have
consistently oriented normals. In the case of small cracks and holes our method would
still work if the chosen voxel size is sufficiently large, but in general we cannot guarantee
correctness for broken meshes. In the case of inconsistently oriented normals, the correct
normal orientation can be computed, e.g., by using a minimal spanning tree as proposed
by Hoppe et al. [HDD∗92]. As explained in Chapter 9, for simplicity reasons we can
assume that all input meshes are triangle meshes, and by following the hybrid geometry
processing pipeline we describe our method by the following three main processing steps:
1. Rasterization. In the first step we rasterize the volume occupied by the input
meshes (Section 11.3). A highly adaptive refinement in the intersection regions of differ-
ent meshes is applied on a single octree data structure, where each leaf cell in addition to
its structural information like grid position and size, stores the polygonal and volumet-
ric information of the input geometry. The polygonal information consists of references
to triangles which intersect the cell. The volumetric information is a INSIDE/SUR-
FACE/OUTSIDE labeling computed w.r.t. each mesh individually.
2. Evaluation. The second step is the geometric operation, i.e., in our case the evalua-
tion of the given Boolean expression B (M0, ...,Mn−1) (Section 11.4) based on the hybrid
representation, where the final, volumetric labeling of the output object is computed.
During this step we also determine which portions of the polygonal information, stored
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in each cell, should be considered in the extraction stage. For this we tag all triangle
references as VALID and those which should be omitted during the extraction are tagged
INVALID.
3. Extraction. Finally we apply our hybrid method for feature-sensitive extraction of
the output mesh (Section 11.5). We first detect the critical regions, where the polygonal
information of the input geometry is non-trivial. Here the surface is extracted by using
the EDC approach [BPK05]. In the non-critical areas, which are in general significantly
larger, the original geometry is explicitly preserved and appropriately connected to the
EDC surface.
11.3. Rasterization
During the rasterization we create a hybrid representation of the input meshes Mi with
respect to the given Boolean expression B (M0, ...,Mn−1). An adaptive octree is built
storing the hybrid information in the leaf cells. The polygonal information consists of
references to all triangles which intersect a cell. The volumetric information consists of
n INSIDE/SURFACE/OUTSIDE labels, one for each input mesh.
11.3.1. Adaptive Refinement
We create an adaptive octree up to the given maximal octree level L by refining an
octree cell as long as it is intersected by more than one input mesh. All references to
triangles intersecting a cell are stored. This adaptive refinement leads to a configuration
where the leaf cells are mostly not at level L. During the refinement we propagate the
triangle references through the octree, so that only the triangles of the parent cell are
used for future intersection tests. The cell-triangle intersection test can be efficiently
computed by using the separating axis theorem [GLM96].
In Fig. 11.2 the rasterization procedure is depicted on a 2D example. After the
adaptive refinement in all further processing stages we always work on leaf cells only.
Therefore for the rest of the Chapter we are referring to leaf cells as cells.
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M0 M1
B (M0,M1) = M0 ∩M1
Λ0 Λ1 Λ
unlabeled
SURFACE
OUTSIDE
INSIDE
Figure 11.2.: Rasterization and Evaluation example. Two input meshes M0,M1 and a
Boolean expression B are given (upper left). Then our adaptive refinement is applied
creating the octree structure (upper middle). The proposed seed filling on the adaptive
octree creates the octree labelings Λ0 and Λ1 used to compute the final labeling Λ.
The meaning of the different colors in the labelings is given in the upper right legend.
11.3.2. Seed Filling on Adaptive Octrees
In order to compute the labeling Λi with respect to an input mesh Mi we proceed as
follows: First, all cells containing references to triangles from Mi are labeled SURFACE.
Then the remaining unlabeled cells must be labeled as either INSIDE or OUTSIDE
with respect to Mi. For this we propose the following seed filling procedure for adaptive
octrees:
W.l.o.g. we first conquer the OUTSIDE regions. For this all unlabeled cells in the 26-
neighborhood of the SURFACE cells lying ”outside” with respect to all normals of the
referenced triangles are used as initial seeds and labeled OUTSIDE. Then recursively
all unlabeled cells in the 6-neighborhood are visited and labeled OUTSIDE. Notice that
digital topology implies that for non-SURFACE voxels the 26-neighborhood applies.
The propagation of the OUTSIDE label to the 6-neighborhood is still sufficient because
the seeding is done in the complete 26-neighborhood of the SURFACE voxels. Once the
outside regions are conquered all remaining unlabeled cells are labeled INSIDE.
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After the execution of the seed filling procedure for each input mesh Mi the correct
labeling ΛCi ∈ {INSIDE, SURFACE,OUTSIDE} is determined for each cell C (see
2D example in Fig. 11.2). Notice that our seed filling allows for more than one connected
INSIDE or OUTSIDE component to exist and therefore is not limited to specific input
geometries. Actually, our seed filling enables the proposed refinement (Section 11.3.1),
which could increase the number of connected INSIDE/OUTSIDE components.
11.4. Evaluation of the Boolean Expression
M0 M1 M2 M3
M0 ∩M1 M2 ∪M3∪∩
(M0 ∩M1)− (M2 ∪M3)
−
Figure 11.3.: CSG tree example.
The evaluation of the given Boolean ex-
pression B (M0, ...,Mn−1) is in fact a com-
bined processing of the volumetric and
the polygonal information. The final la-
beling ΛC is computed from the indi-
vidual labelings ΛCi and the polygonal
information relevant for the output ob-
ject is gathered from the input meshes.
These two processing lines (volumetric
and polygonal) are executed in parallel
such that (intermediate) results from the
one can support the computations in the
other one and vice versa. For the purpose of evaluation we use the corresponding CSG-
tree. This tree is induced by the given Boolean expression where the leafs are the input
meshes and the inner nodes correspond to the used Boolean operations. Each operation
defines a binary connection in the CSG-tree (example shown in Fig. 11.3).
The CSG-tree is traversed for each cell C in order to obtain the final labeling ΛC .
During the traversal we compute the current INSIDE/SURFACE/OUTSIDE status at
each inner node. This can be done by applying the rules of Kleene’s strong ternary
logic [Kle52], where the three values ”true”, ”false” and ”unknown” and the operations
”logical AND” and ”logical OR” correspond to our INSIDE, SURFACE and OUTSIDE
labels and further to operations ”∩” and ”∪”, respectively. Notice that the difference
operation A − B corresponds to A ∩ (−B). If the cell status turns out to be INSIDE
or OUTSIDE at some inner node we want to indicate that all references to triangles of
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M0 ∩M1
M0 −M1 M0
M1
M0
M1
Figure 11.4.: Example constellation of two meshes M0 and M1 for two different Boolean
operations. All surface parts which do not contribute to the compound object are
tagged INVALID (dashed lines). In the upper example the current status of the red
cells is additionally changed to OUTSIDE.
the input meshes that correspond to the leafs of this node’s subtree do not contribute
to the output object. For this purpose all such references are tagged INVALID.
Otherwise, if the current cell status turns out to be SURFACE at an inner node
and additionally has already been SURFACE at both child nodes then the triangles
of different objects A and B meet within the cell. However, often not all of them
contribute to the actual compound object (see Fig. 11.4). In order to avoid bad sample
placement and overshooting geometry in the extracted surface that might arise from
these superfluous triangles we check for each triangle reference whether it should remain
VALID or not.
Intuitively a triangle should remain VALID in a cell if and only if at least a part
of it contributes to the actual compound object surface within that cell. If all tri-
angle references are set INVALID during the test explained below, the surface of the
actual compound object obviously does not intersect the cell. Hence, the cell’s status is
switched from SURFACE to INSIDE or OUTSIDE depending on the current operator,
thereby improving the volumetric representation. To actually check the validity of a
triangle t of object A we test it for intersection with the triangles of object B (Notice:
Such intersection is a segment on the intersection line with the corresponding triangle
supporting planes):
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(a) (b)
nk
nk+1
v
p
1
1
2
object A object B
ej
ej+1
ej+2
v
p
q
Figure 11.5.: (a): Determination of a visible triangle in a mesh from object B with
respect to a point p from object A is clear in region 1, but in region 2 it is ambigous.
(b): If the nearest point on the mesh is a vertex q then all incident edges lie in the
negative half-space defined by v and q.
If none of the intersection segments intersects the current cell, we conclude that t
(restricted to the cell) lies completely inside or outside the object B. We pick a point
p ∈ t within the cell and check for each input mesh that belongs to object B whether
this point p lies inside or outside the mesh. The results are inserted into the Boolean
(sub)expression that corresponds to the current CSG node in order to obtain the final
decision. Depending on the operator, ”inside” or ”outside” triangle references remain
VALID and the others are set INVALID. In order to compute the inside/outside status
of the point p with respect to an input mesh, we make the observation that this status
is determined by any triangle of this input mesh which is visible from p, depending on
whether it is front or back facing with respect to p. We find such a visible triangle by
the following procedure (Fig. 11.5): If the minimum distance between p and the mesh
inside the cell is taken at an interior point of a triangle then this triangle is visible and
we are finished (region 1 in Fig. 11.5 (a)). If it is taken at an edge, then this edge and at
least one of the two incident triangles are visible from p (region 2 in Fig. 11.5 (a)). Such
a visible triangle is found by maximizing the term |v · nk|, where nk are the triangle
normals and v is the vector connecting the nearest point on the input mesh edge and the
point p. Finally, if the minimum distance is taken at a vertex q, at least one of the edges
incident to q is visible from p, namely the one which minimizes the term |v · ej| /‖ej‖,
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where ej are the edge vectors (see Fig. 11.5 (b)). Having found such a visible edge we
can again apply the aforementioned method to determine a visible triangle incident to
this edge.
In the other case, i.e. some intersection segments intersect the current cell, the decision
whether to keep the triangle reference depends on whether any of these segments lie
on the actual surface of the current compound object surface. If object B consists of
only one input object, this trivially is the case, otherwise some more calculations are
required. Since three or more objects only rarely meet in one cell these computations
do not significantly affect the overall performance.
Notice that wrong validity decisions that might arise from numerical inaccuracies can
only lead to sub-optimal sample placement during the (volumetric) EDC extraction in
Section 11.5.2 in the worst case, but will never affect the topological integrity of the final
output mesh.
11.5. Hybrid Surface Extraction
Hybrid surface extraction was already introduced in previous works. Chen and Cheng
[CC08] describe a hybrid hole filling method where a mesh hole is first filled by a vol-
umetric approach and then stitched to the original geometry. Bischoff and Kobbelt
[BK05] have proposed a hybrid structure preservation method in the context of CAD
mesh repair which is not directly applicable to computing arbitrary Boolean expres-
sions. We adopt and extend their idea to create a hybrid method for Booleans. The
main challenges are how to detect the problematic regions and the extraction of the new
geometry.
We have several requirements on our extraction procedure: we want to preserve as
much as possible of the original structure in the output, the extraction procedure should
be as robust as possible and we also want to preserve the newly inserted thin components
or sharp features.
In order to achieve our goals we first detect the critical areas among the SURFACE
cells in our octree. Intuitively, in such areas computations based on polygonal infor-
mation only would be very complicated and numerically unstable, e.g., in the presence
of several possibly intersecting input meshes. For this reason there we apply a more
robust volumetric extraction. In general, critical areas are proportionally very small in
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relation to the whole surface. This fact was already exploited during the highly adaptive
refinement of our octree in Section 11.3. Hence, major parts of the input geometry can
easily be preserved, i.e. extracted from the polygonal component of our hybrid repre-
sentation as done during the clipping stage later on. The boundaries of the extracted
parts (the volumetric and the clipped one) will be identical by construction. Regard-
ing the features, in the non-critical areas they are naturally preserved. In the critical
areas, although we apply a volumetric extraction, the computed samples are placed by
exploiting the underlying polygonal information. Hence, here we are also able to reliably
extract the feature information.
11.5.1. Critical Cells Detection
All cells labeled SURFACE will now be categorized as critical or non-critical. In the
critical cells volumetric EDC surface extraction will be applied whereas in the non-critical
ones we preserve the input geometry by clipping the input polygons on the critical/non-
critical cell boundary. Notice that for the rest of this Chapter when we refer to critical
or non-critical cells then these cells are always SURFACE cells, by definition.
In short, critical cells are either cells which are intersected by more than one input
mesh, or cells adjacent to these, for which the results of the EDC-based extraction would
topologically disagree with the input meshes and hence the connection to the clipped
original geometry would not be consistent. Regarding the potential EDC surface, it can
intersect each of the four edges of a cell face zero, one, or two times. Fig. 11.6 shows the
10 different possible topological configurations (without rotated or flipped instances)
that EDC might create for a cell face. One can easily imagine that input meshes in
fact can have an arbitrarily large number of such intersections leading to incompatible
boundaries. But there are also other ambiguous cases which are all addressed by the
procedure explained in the following.
Initially we tag all SURFACE cells that store VALID references to triangles of more
than one input mesh critical. Note that all of these cells are leafs at maximal level L
by construction. In the next step this set of critical cells is possibly expanded in order
to ensure that the surface parts that will be extracted later on by EDC and the clipped
parts of the input meshes can be connected seamlessly along the critical cell faces (
cell faces between critical and non-critical cells). Since the expansion depends on the
topology of the potential EDC surface, which again depends on the voxel topology,
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Figure 11.6.: Visualization of all 10 possible EDC cases for a single cell face (without
rotated or flipped instances). Depicted are what we call ”reference EDC faces” and
”reference EDC normals” in the corresponding ”reference EDC samples”.
we always refine large SURFACE cells in the 26-neighborhood of critical cells to the
maximal level L before expansion. While this refinement is not required in order to
achieve correct results, it prevents the critical area from getting larger than necessary,
thus allows for better preservation of the input structure. Note that the cells which
are generated during this refinement may initially lack INSIDE/OUTSIDE information.
This can easily be propagated from the neighbors or obtained using the method for seed
classification as explained in Section 11.3.2. The expansion is done iteratively:
For all critical cell faces we check whether the topology of the EDC surface and the
topology of the input meshes – restricted to this cell face – match. Critical cell faces
that do not satisfy this condition are considered inconsistent and the non-critical cells
incident to those critical faces are tagged critical to circumvent the inconsistency. After
this check has been carried out for all critical cell faces, the EDC surface – that is to be
extracted in the critical regions – and the input meshes – restricted to the non-critical
regions – are guaranteed to topologically comply along their interface, i.e. along the
critical faces.
In order to check the above-mentioned compatibility of the topology, for a specific
critical cell face F we intersect the four edges of F with the input meshes. Here we
only need to consider the triangles, whose references are stored in one of the incident
cells. In order to guarantee correctness even in the case of numerical inaccuracies, those
references set INVALID (Section 11.4) are also considered. If the per edge intersection
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M0
M1
EDC surface
Input mesh intersections
EDC intersections
Figure 11.7.: Left: The common critical face of the two cells (the critical one shaded)
is ”inconsistent” since the number of mesh intersections with the cell edges do not
coincide with the one produced by the EDC surface. Right: The shown critical face is
also inconsistent since the input mesh and the EDC surface topologies do not match.
counts do not agree with the EDC case, we can already consider F inconsistent (example
in Fig. 11.7 left).
Otherwise further computations are required: Starting from a triangle that intersects
one of the four edges of F we conquer the path of F -intersecting triangles that reaches
another intersection with an F -edge. We repeat this for all edge intersecting triangles
and hereby determine the connectivity of all edge intersections. If it does not agree with
the EDC topology we can again consider F inconsistent (example in Fig. 11.7 right).
At the end we also need to check whether the input meshes have additional curves
of intersection with F that do not intersect the incident edges, thus have not been
considered before, e.g., imagine that in the left example in Fig. 11.7 the two upper
intersections do not occur on the cell edges, but instead within the cell face only. This
check can be carried out by testing the triangles that have not been conquered during
the path finding process above. If an intersection with F is found, then F again is
considered inconsistent.
Note that later on during the clipping stage an input mesh will not only be pruned
in critical cells but also in cells that do not contain triangle references of this mesh
(Section 11.5.4). Hence the clipped mesh will not touch critical cell edges (cell edges
incident to critical and non-critical cells) where each of the surrounding non-critical
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M0
M1
M2
B(M0,M1,M2) = (M0 −M1) ∪M2
C0
C1
C2
C3
Figure 11.8.: Boolean expression with three cuboids. In the magnified area four octree
cells C0...C3 are visualized. The intersection point of the critical cell edge incident to
all Ci and the mesh M1 is not considered when checking the critical cell face between
C1 and C3 since the non-critical cells C2 and C3 do not store VALID references to M1.
cells does not contain references to faces of this input mesh. To respect this during the
described critical cells expansion process, we only consider intersections of a critical cell
edge with an input mesh which is referenced in any of the one, two, or three incident
non-critical cells by at least one VALID reference (Fig. 11.8).
11.5.2. Volumetric Surface Extraction in Critical Regions
Once the critical regions are detected we are ready to proceed to the actual surface
extraction. The main goal is to extract sharp features as well as possibly generated
thin components. For this purpose we apply EDC where per cell – depending on the
output topology – up to eight different samples are generated. The main difference to
the original EDC method [BPK05] is the way how we compute the samples which will
be explained afterwards.
In Fig. 11.9 the individual steps of our extraction method are visualized. We apply
EDC for each cell edge incident to at least one critical cell creating the triangles of
the initial topology (Fig. 11.9 (a)). Let us call the vertices of this initial topology cell
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cell vertices
edge vertices
face vertices
non-critical cell
critical cell
(a) (b) (c)
(d) (e)
Figure 11.9.: Topology extraction in the critical cells. First we apply EDC to get the
initial topology (a). Then for the sake of compatibility with the boundary of the later
clipped input geometry we insert edge vertices by using 1-3 or 2-4 splits (b) and align
the topology to the boundary between the critical and non-critical cells (c). Next we
remove all triangles outside the critical region (d). Finally for full compatibility with
the clipped geometry we also insert the face vertices with 1-2 splits (e).
vertices. Their geometric positions are computed later. For each triangle or quad created
around a critical cell edge we perform a 1-3 or 2-4 split along this edge, respectively
(Fig. 11.9 (b)). We call the hereby newly inserted vertices edge vertices. Now we flip all
edges having one incident cell vertex from a non-critical cell and one incident cell vertex
from a critical cell (Fig. 11.9 (c)). After the flipping the triangles are perfectly aligned
along the critical cell faces and we remove all triangles incident to a non-critical cell
vertex (Fig. 11.9 (d)). Later on, during the clipping stage (see Section 11.5.4), in order
to achieve full compatibility with the clipped geometry, we insert intersection points
between the clipped mesh edges and the critical faces by using 1-2 splits (Fig. 11.9 (e)).
These vertices are called face vertices.
Once we have determined the topology we still have to compute the geometry for the
final EDC output. Notice that the geometric information for the edge and face vertices,
as defined above, will later be implied during the clipping stage (Section 11.5.4). In
139
11. Hybrid Booleans
M0 ∩M1
M0 ∩M1
ref. EDC normals
M0, M1 normals
EDC surface
M0
M1
Figure 11.10.: When computing geometry of the cell vertices during the EDC extrac-
tion only those input triangles which are front-facing with respect to the reference
EDC normals are used. The reference EDC normals are computed in each sample by
averaging the normals of the incident reference EDC faces (Fig.5); here the reference
EDC samples are slightly displaced for clarity. Hence, we are able to place samples
on the correct side of the output and also on features if available (middle cell).
order to compute the geometry of a cell vertex in a cell C we proceed in two steps (see
Fig. 11.10):
1. Among all VALID triangle references stored in C (Section 11.4) we select only
appropriate ones to be used for the computation. If EDC extraction results in
only one vertex in C all triangles are considered appropriate. Otherwise, all with
respect to the reference EDC normal (Fig. 11.6) front-facing triangles are appro-
priate. With this approach the samples are placed on the correct side of the final
output and we are also able to detect and extract thin components lying com-
pletely inside a sheet of SURFACE cells.
2. Let T be the set of the chosen ”appropriate” faces. Now we want to compute a
sample which definitely lies inside the cell C, if possible on a potentially existing
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feature built by faces from T and otherwise as close as possible to the cell mid-point
and still on one of the faces in T . We proceed as follows: If the faces in T originate
from only one input mesh then we choose the midpoint-closest sample among those
with the highest discrete curvature lying inside the cell. If the faces in T originate
from several different meshes then we set up a least-squares system using the plane
equations of the supporting planes of faces in T and compute the sample by using
the singular value decomposition (SVD). If the computed sample is a corner feature
(this can be estimated by comparing the singular values) and it lies inside C we
are finished. Otherwise, we compute all intersection segments between pairs of
triangles t0, t1 ∈ T with t0 ∈ Mi, t1 ∈ Mj, i = j and then as before we choose
the midpoint-closest sample among those with the highest discrete curvature lying
inside the cell. If still all such intersection segments lie outside the cell C then we
compute the sample lying on one of the faces in T closest to the cell-midpoint.
11.5.3. Sharp Features
So far we have explained how to reliably extract the critical parts of the output mesh
including the features by appropriate placing of the samples during the EDC surface
extraction. Depending on whether the extraction is done between SURFACE and OUT-
SIDE or between SURFACE and INSIDE cells either convex or concave features are
reconstructed faithfully. In order to capture both types of features, i.e., features on both
”sides”, we proceed as follows:
We group the initial critical cells in connected critical components and explore their
neighborhoods. For each critical component we count the number of critical cell faces
between SURFACE and OUTSIDE and between SURFACE and INSIDE cells and the
dominant ”non-surface side” determines whether to apply SURFACE/OUTSIDE or
SURFACE/INSIDE extraction for this critical component. (see Fig. 11.11). If only one
feature type occurs in each critical component all features are appropriately extracted,
otherwise in each component only the features of the dominant type are reliably detected.
For the few remaining, yet undetected features we use the feature insertion approach
presented in Section 10.5.1 in the context of offset surface generation.
141
11. Hybrid Booleans
Figure 11.11.: Feature visualization on the example of a Boolean created from three
input spheres (computation time less than a second). From left to right: combined
extraction, SURFACE/OUTSIDE extraction, SURFACE/INSIDE extraction, zoom-
in images for the convex (top) and concave features (bottom), when wrong (left) and
correct (right) extraction side is chosen.
11.5.4. Clipping in Non-Critical Regions
The input mesh triangles referenced in the non-critical cells need to be clipped against
the critical cells. Bischoff and Kobbelt [BK05] have introduced an algorithm for this
operation in a similar context. Their algorithm operates in three steps: First the edges
of the critical cells are intersected with the input triangles and the resulting intersection
points (edge vertices from Section 11.5.2) are inserted into the mesh by 1-3 or 2-4 splits,
depending on how close an intersection point lies to a mesh edge. Second the mesh
edges are intersected with the critical cell faces and the resulting intersection points are
inserted into the mesh by 2-4 splits (face vertices from Section 11.5.2). After step two,
each triangle lies either completely inside or completely outside the critical cell and those
lying inside can be discarded.
Especially in the presence of triangles that are large relative to the size of the cell,
the above procedure tends to trigger a cascade of splitting operations leading to a clus-
ter of near-degenerate triangles. As noted by Bischoff and Kobbelt [BK05], the use of
exact arithmetics is advised in order to avoid numerical inconsistencies. However, this
slows down the computation significantly. For this reason, we propose an alternative
approach. For each triangle to be clipped, we collect sequences of intersection points
with critical cell edges (see Fig. 11.12). Their ordering is derived from a traversal of the
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(a) (b) (c)
Figure 11.12.: Clipping. The example constellation for one input triangle is shown in
(a), where the critical area is shaded in grey, edge vertices shown in yellow and the
face vertices in blue. The clipping method of Bischoff and Kobbelt [BK05] produces
the tesselation in (b) introducing a number of new intersection points (green). Our
method creates a constrained tesselation from the input in one go (c).
critical cell faces. These sequences either form closed loops or they end in an intersection
point between a triangle edge and a cell face. The sequences are then used as constraints
in a 2D constrained Delaunay triangulation which also has the property that each re-
sulting triangle is either completely inside or completely outside the critical cell. As
shown in Fig. 11.12 this procedure reduces the complexity of the resulting triangulation
considerably.
In finite precision arithmetics, it is sometimes not possible to correctly represent all
constraint constellations. Very close constraints can be rounded to the same location
and intersection points on one side of a triangle edge can be rounded to a position on
the other side. However, since the cell edges and faces are aligned to the coordinate
axes, such configurations happen quite rarely and can be detected easily. Only in these
extremely rare cases we actually switch to exact arithmetics. In all our experiments this
happened only once for one single triangle in the example shown in Fig. 11.12 at an
octree resolution of 81923.
At the end we have to discard all triangles lying on the critical side of the above
computed intersection segments. One possibility is to discard all triangles having its
center of gravity inside a critical cell [BK05]. This geometrical approach lacks robustness
in the case of degenerate triangles and is also not sufficient in our case. For this reason
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we approach the problem in a purely topological manner: the intersection segments
already computed are used as seeds to conquer all triangles lying on the critical side
and finally to discard them. By using our approach here we can guarantee correctness,
which is very important in order to appropriately connect the clipped input to the EDC
surface.
11.6. Results & Discussion
We have evaluated our method on a number of different CAD and organic models. All
our experiments were run on an Intel 3GHz PC with 4GB main memory. In all Figures
which show our hybrid Booleans we depict the extracted volumetric EDC surface in
green color.
The example in Fig. 11.1 shows a hybrid Boolean between the Bunny model and the
”CGF” model. For visualization purposes we have used a rather low resolution of 1283,
for which the whole computation took less than a second. The statistics for this Boolean
when using different higher resolutions are shown in Table 11.1. Here we also compare
the timings between the original clipping method of Bischoff and Kobbelt [BK05] with
our method as described in Section 11.5.4. Notice that our method is at least two orders
of magnitude faster.
BunnyCGF, 4 input objects, 78K input triangles
octree resolution 10243 20483 40963 81923
#cells 73K 147K 292K 585K
#critical cells 4, 8K 9, 5K 19K 38K
#output triangles 104K 132K 189K 300K
time 1, 3s 2s 3, 4s 6, 4s
clipping < 1s < 1s < 1s 1, 5s
clipping[BK05] 29s 72s 192s 836s
Table 11.1.: Bunny–CGF statistics. The last two rows compare the timing performance
of the clipping method from [BK05] and our method as described in Section 11.5.4.
Our volumetric extraction based on EDC allows for extraction of very thin features
below the voxel resolution. We visualize this in Fig. 11.13 where two slightly rotated
cubes are used for computing the final Boolean (octree resolution 323). Here the large
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Figure 11.13.: Two slightly rotated cubes (left) are used to create the final Boolean
(middle). Our method is able to extract also very thin features below the voxel
resolution (right).
critical part (green) lies in one sheet of critical cells. Our method can reliably extraxt
such thin features. Notice that on the connection between the original surface and the
EDC-surface an artifact is created since EDC generates only one output vertex in the
outermost critical cells of such one-layered cell configurations.
In Fig. 11.14 we show a typical CAD example, a sprocket wheel created out of 52
input objects (11K input triangles). Although the input meshes consist of very long,
bad shaped triangles, our method is still able to produce the correct output. One
obvious consequence of our volumetric extraction procedure is the fact that the output
complexity of the final Boolean increases with the higher resolutions. In order to reduce
this output complexity we can apply a post-processing decimation step, if necessary.
During the decimation stage care can be taken not to decimate the original, not clipped
triangles in order to ensure maximal structure preservation of the input geometry.
In Fig. 11.15 we present a Boolean combination out of organic models. For the gen-
eration of each of the in-between models (head of the bust, ears of the bunny and the
dragon part) we needed less than a second of computation time (octree resolution 5123).
Then for computing the final Boolean we took the union of these models and the statis-
tics are shown in the table of this Figure. The magnified images visualize the extracted
feature boundary between the head and the dragon body. Notice that the extraction
145
11. Hybrid Booleans
Sprocket, 52 input objects, 11K input triangles
octree resolution 10243 20483 40963 81923
#cells 360K 645K 1, 6M 3, 3M
#critical cells 28K 56K 113K 233K
#output triangles 186K 353K 689K 1, 4M
time 5s 9s 19s 47s
Figure 11.14.: Sprocket Wheel. In the upper left we show the input constellation of the
52 objects used for creating the final Boolean in the middle. The magnified images
show the same view of the output Boolean before and after the decimation.
between the head and the dragon was done with respect to the INSIDE component and
thus enabled the correct feature extraction there. The large green area indicates that
here a very thin part of the output surface is generated.
A chair design example is shown in Fig. 11.16. This chair consists of nine, indepen-
dently designed, separated components. In order to create one consistent mesh out of
these components, which can be used, e.g., for simulation purposes, a Boolean union
operation is applied.
In order to compare our hybrid Booleans with other methods we have tested a num-
ber of different tools. Houdini (www.sidefx.com) performs quite well in evaluating
Boolean operations for rendering purposes but it was not able to extract an appro-
priate polygonal representation of the final result in any of our examples. With Blender
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Organic, 3 input objects, 115K input triangles
octree resolution 5123 20483 81923 327683
#cells 31K 133K 530K 2, 1M
#critical cells 1, 7K 10K 43K 174K
#output triangles 108K 136K 250K 709K
time 1, 6s 2, 6s 6, 3s 24s
−
−
−
=
=
=
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
Figure 11.15.: Organic Boolean. For this example we first created the three in-between
models as depicted above by a single difference operation with a cube each. This took
about 1s of computation time on a 5123-octree. Then the final union of the three
models was generated for different resolutions, for which the statistics are shown. The
magnified images show the feature areas (green) between the head (blue) and the
dragon body (red). This region is also depicted by the ellipse on the final output.
(www.blender.org) we were able to generate some of our examples, but Blender gets
unstable and very slow already for moderate input complexity. E.g., for the Bunny-
CGF example in Fig. 11.1 the computation took 85s and the output was an inconsistent
mesh. Finally, we have also used CGAL [CGA08] which provides a polygonal processing
algorithm using arbitrary precision exact arithmetics for Boolean evaluations. CGAL
performs very well in cases where the input complexity is rather low. For the exam-
ples in Fig 11.14 and Fig 11.16 Boolean computations with CGAL took 16s and 4s,
respectively, which is comparable with our algorithm when using high octree resolution
of 40963. For examples in Fig. 11.1 and Fig. 11.11 Boolean computations with CGAL
took 68s and 52s, respectively, which is about one order of magnitude slower even when
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Chair, 9 input objects, 1,5K input triangles
octree resolution 10243 20483 40963 81923
#cells 137K 158K 310K 736K
#critical cells 3, 3K 6, 8K 14K 28K
#output triangles 21K 41K 80K 160K
time 1, 3s 2s 4, 4s 13, 4s
Figure 11.16.: Chair design example. The nine input meshes consist of very few tri-
angles as seen on the left. Computing the final Boolean union operation results in a
high number of badly shaped, clipped triangles as seen in the magnified images. Our
method remains robust also in such cases.
148
11.6. Results & Discussion
compared with the highest resolutions used in our computations in Table 11.1. The
organic example in Fig. 11.15 could not be processed at all with CGAL, although all
input meshes were consistent.
Our experiments have shown nearly linear asymptotic behavior in practice with respect
to the used resolution in one dimension. This results from the fact that the intersection
regions between the meshes form one-dimensional sub-manifolds. The reported timings
show that our method is able to compute Booleans in reasonable times also when ex-
tremely high octree resolutions of (215)3 are used. Our hybrid Booleans are very accurate
since the polygonal information is used for placing the samples during the volumetric
EDC extraction. In order to support this statement we have computed the error as the
largest mesh-to-mesh distance between our results and the corresponding ground-truth
Booleans computed with CGAL using arbitrary precision exact arithmetics for the four
examples shown in Fig. 11.1, Fig. 11.11, Fig. 11.14, and Fig. 11.16. For the octree reso-
lution of 5123 the error was already below 1‰ of the diagonal of the bounding box in
every case.
Although we are in general able to reliably extract sharp features, in some cases the
extraction of the corner features remains problematic. This problem occurs in those
areas where different types of features – convex and concave – meet, i.e. where the
corner features are convex and concave at the same time. Additional treatment of these
special cases is needed. For this the polygonal information which is stored in each cell
should be examined more closely.
Due to the nature of Dual Contouring the special case of several sharp features ly-
ing in one sheet of voxels as shown for two features in Fig. 11.13 cannot be properly
reconstructed. We would like to address these special cases as a part of our future work.
When using very coarse input meshes and high resolutions for the octree a number
of very bad, i.e. long and thin, triangles is created. Although our method is able to
appropriately construct the final Boolean, these bad triangles could be an obstacle in the
further processing pipeline. One possibility to avoid this problem is to apply structure
preserving remeshing in the proximity of the intersection areas.
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12. Conclusion
We want to conclude this thesis with the following discussion of the contributions and
an elaboration on the tasks to be eventually addressed in future research projects in this
area.
Discussion of Contributions
In this thesis we have shown that an appropriate handling of the geometric informa-
tion in the input digital data by a combination of raster- and vector-representations can
essentially improve different algorithms in the areas of image and geometry processing.
By following the just mentioned idea we have developed a number of novel approaches.
While geometric information is the subject one is working with in the geometry pro-
cessing area, it seems unusual and unintuitive to interpret image and video data in a
similar, ”geometric” way. However, we have shown that it is quite helpful to take a
different perspective and interpret images as virtual or real geometric structures, i.e., as
color height fields in the RGB-space or as captured XYZ-space (world space) geometry,
respectively.
In Part I we interpret images as virtual geometric structures in the corresponding
color space, or more precisely as height-fields over the image domain in the RGB-space.
By ”virtual” we mean that such geometric interpretation does not correspond to the
real 3D geometric information which is captured in the image. The standard raster-
representation of an image is extended inside the concept of two-colored pixels (TCPs)
(Chapter 2) with an appropriate vectorization of the geometric information in the RGB-
space. A TCP describes a square region of MCPs by a feature line, which captures the
strongest color discontinuity inside the given region, and the two average colors on both
sides of the line. A TCP grid can be seen as a piece-wise constant approximation of
the underlying image geometry in the RGB-space. This is also the case with a common
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raster-representation, i.e., with a MCP-grid, but in contrast the geometric discontinuities
in the TCP case are aligned with the feature edges in the image. In order to be able to
exploit the TCP concept in the context of a real-time application we have introduced a
hierarchical approach for computing TCPs along with a CUDA based implementation.
We have applied the TCP concept in three different image based applications. In
Chapter 3 we have used TCPs as a basic operator for implementing an interactive brush
tool achieving realtime performance, e.g., for image abstraction or non-photorealistic
filtering. Further, the TCP concept has been exploited as a supporting data structure
for the retargeting applications described in Chapter 4. We have proposed a novel mesh
warping based image retargeting approach, which is faster than previous approaches.
Image retargeting is defined as a linear minimization problem on a regular or even adap-
tive TCP grid. Adaptive TCP grids provide more control over the retargeting process,
leading to superior results as shown in the presented examples. A simple extension of
the TCP concept to video volume has led to the two-colored voxel (TCV) concept. The
feature plane of a TCV is computed in a least-squares sense from the feature lines of the
underlying TCPs. We have demonstrated the TCV concept for the example of video
retargeting. Finally, we have used the TCP concept for the binary feature/non-feature
classification in the context of our novel, image mosaicing application, which has been
introduced in Chapter 5. We create genuine image mosaics by using a huge database of
over one million images, which is preprocessed and ”cleaned” from all unwanted images,
which do not contain enough visual information. For matching we have used polynomial
image descriptors, which provide a very compact geometry representation of an image
in the RGB-space.
In Part II we have interpreted an image as a container for the projected 3D world
space geometry. Under the assumption of existence of (nearly) planar structures in the
underlying scene we have defined a vectorization of an image through 2D projective
transforms, so called homographies. Homographies provided us with the orientation in-
formation of the corresponding plane in the XYZ-space, without specifying the exact 3D
position. In Chapter 6 we have introduced the reader to the analytical basics about ho-
mographies. In addition, we have presented different interaction metaphors (quad and
quad-grid) for interactive sketching of homographies and we have also shown how to
robustly track homography information through a sequence of images. The main tech-
nical contribution is the described snapping procedure for quad-grids which additionally
simplifies the interaction by placing the inner quad-grid vertices automatically.
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Image vectorization through homographies was exploited in two different image based
applications. In Chapter 7 we have presented a novel fragment-based image completion
approach which uses homography information provided by the user to perform comple-
tion with perspective correction of the copied fragments. Our approach is interactive
since all the necessary computations are described as convolution operations and are
done in the Fourier domain. In this context we have generalized feature handling as
done in previous works by defining features as arbitrary sets of pixels and adding them
as additional color buffers in the processing pipeline. The implementation of the FFT
based evaluation is made easy with the introduced convolution-adapted similarity mea-
sure. Then in Chapter 8 we have presented a unifying framework for a 2D video editing
system based on homography tracking. There, we have reduced the problem of video
editing to image editing of only a few video frames. This is made possible since the
tracked planar regions appear frozen in the rectified video volume and thus pixel infor-
mation inside this region does not change along the temporal axis. A number of different
quite challenging application scenarios has been demonstrated including object textur-
ing, high-resolution video, background replacement or perspectively correct object cut
and paste.
In contrast to the first two Parts of this thesis, in Part III we have addressed the com-
bination of raster- and vector-representations in geometry processing applications. The
main difference is that in image based applications we start with a raster-representation,
i.e., an image, and provide a proper vectorization of the underlying geometric informa-
tion, e.g., TCPs in the RGB-space or homographies in the XYZ-space. In the geometry
applications addressed here we start with a vector-representation, i.e., a polygonal mesh,
and generate an appropriate raster-representation, e.g., a volumetric voxel grid, during a
rasterization process. We refer to such a combination of volumetric (raster-) and polygo-
nal (vector-) representations as a hybrid geometry representation. In Chapter 9 we have
described a hybrid geometry processing pipeline which represents a general guideline for
implementing hybrid geometric operations.
We have proposed novel algorithms for two important geometric operations, which
are in fact two different implementations of the described hybrid geometry processing
pipeline. Our approach for computing offset surfaces on polygonal meshes has been
presented in Chapter 10. Our method can handle arbitrary, possibly non-manifold or
otherwise degenerated polygonal meshes and is guaranteed to produce geometrically
correct output within a prescribed tolerance. The presented statistics have shown that
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our method is about one order of magnitude faster than previous approaches. In order
to compute the offset surface, high voxel resolution in our adaptive octree is generated
only in regions that are affected by the offset surface. Since unsigned distance function
is used, we always extract offsets on both ”sides” of the input mesh. In this context,
we have also introduced a simple but effective mesh operation, which allows for detect-
ing and including sharp features into the output offset surface. Finally, the problem of
limited voxel resolution inherent to every volumetric method is avoided by our volume
tiling approach, where the bounding volume is broken into smaller overlapping tiles,
which can be processed separately. In Chapter 11 we have proposed a novel method
for computing Boolean operations. We call the output meshes created with our method
hybrid Booleans for two reasons: we use hybrid geometry representation and we create
hybrid output in the sense that we stitch the appropriately clipped polygonal input ge-
ometry with the newly extracted output geometry, where a volumetric approach is used.
The proposed seed filling on adaptive octrees has made our adaptive octree refinement
possible, and hence allowed for using high resolutions as shown in the presented exam-
ples. Our method preserves as much as possible of the input geometry and in the critical
areas the newly introduced features are reconstructed during the volumetric extraction
by exploiting the underlying polygonal geometry information.
Overview of Possible Future Tasks
Several possible tasks to be addressed as a part of future research have already been
mentioned in the discussion sections of different chapters in this thesis. In general, the
discussed limitations of the described approaches provide the most informative basis for
the definition of possible directions of future work.
The concept of TCPs presented in Part I is a very powerful paradigm which opens new
possibilities in many different areas in image processing. We have explored only a few of
them, but we believe that many other applications could benefit from this concept. One
example would be to use TCPs as a simple image descriptor. A TCP grid can be easily
converted to a 2D mesh, which in turn could be used for image vectorization or image
segmentation. Such a mesh representation opens the door to a number of well-established
mesh processing algorithms like decimation, smoothing, etc. Many different applications
could benefit from this representation, e.g., image manipulation, image deformation or
image compression.
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The limitations of our image retargeting approach (Chapter 4) shown in Fig. 4.8 could
be resolved by additional user interaction, where the user could interactively paint the
importance in the image to be additionally provided to the retargeting algorithm. Our
video retargeting could be further explored to guarantee smoothness also across the
keyframes. For this purpose additional temporal constraints should be added to the
method, possibly as a combination with other video retargeting approaches.
Our method for computing genuine image mosaics (Chapter 5) relies on huge image
databases, thus the application for creating mosaics from a small subset of images in a
private domain, e.g., from images showing a holiday trip, birthday party, etc., is not that
easy to achieve with our method. One possible way to approach this problem would be
to allow for extending the main huge database with small ”private” image databases,
where the private images should get higher priority during the matching procedure.
Especially in the low contrast, non-feature areas this method would most likely not
cause any problems.
The underlying assumption which justifies our approaches in Part II is the existence
of planar geometry in the scene, which is a rather strong restriction. In future we
could think of exploring different other simple geometric structures, e.g., cylinders or
arbitrary polynomial patches. Since describing non-planar structures is much more
involved process, the main problem will be to find an intuitive interaction metaphor.
Our image completion approach (Chapter 7) was described for circular fragments only,
but as already mentioned in the chapter, the described method is independent of the
fragment shape and the fragment size. The probably most intuitive metaphor would
be to allow user to specify the region to be completed by a few brush strokes. The
quality of the matching procedure could be improved by linking a large database of
images to the completion system. In this case the Fourier transforms of the images
could be computed in a preprocessing step. When copying fragments we actually apply
a plane-to-plane mapping which means that we do not handle varying depth inside the
fragment properly (a seen in the Colosseum example in Fig. 7.9). An appropriate way
for manual annotation of the homographies could be helpful in this context, i.e., defining
homographies with depth.
One interesting application setting for offset surface computation (Chapter 10) could
be interactive surface modeling, defining a completely novel modeling metaphor. We
envision sessions where the user interactively ”paints offsets” on the mesh, which either
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inflates or deflates the surface locally. At least two important problems should be solved
in this context. First, the offset computation must be defined locally only for a part
of the mesh and appropriately ”blended” with the surrounding surface. Second, the
computation must have real-time performance, which is imaginable if the offsets are
only approximated. Another possibility would be to develop an algorithm for real-time
rendering of the offset surface (similar to the Blister approach for Boolean operations
[HR05]), i.e., no explicit mesh changes would be performed during the modeling session.
Instead, the final result could be extracted at the end of the interactive modeling.
Our hybrid Booleans (Chapter 11) are robust also when computing Boolean operations
for very coarse meshes and high octree resolutions, but this leads to a possibly large
number of badly shaped triangles. If the resulting Booleans will be used for further
processing then these triangles could turn out to be a serious obstacle. Therefore, an
appropriate structure-preserving remeshing method would be helpful there.
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