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Abstract
Let G be a closed subgroup of the nth Morava stabilizer group Sn, n  2, and let EhGn denote the
continuous homotopy fixed point spectrum of Devinatz and Hopkins. If G = 〈z〉, the subgroup topologically
generated by an element z in the p-Sylow subgroup S0n of Sn, and z is non-torsion in the quotient of S0n by
its center, we prove that the Eh〈z〉n -homology of any K(n − 2)∗-acyclic finite spectrum annihilated by p is
of essentially finite rank. We also show that the units in En∗ fixed by z are just the units in the Witt vectors
with coefficients in the field of pn elements. If n = 2 and p  5, we show that, if G is a closed subgroup
of S0n not contained in the center, then G contains an open subnormal subgroup U such that the mod(p)
homotopy of E
h(U×F×p )
n is of essentially finite rank.
© 2008 Elsevier Inc. All rights reserved.
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0. Introduction
This paper represents an attempt to make some progress towards the long-standing open ques-
tion asking whether π∗LK(n)S0, the homotopy groups of the localization of S0 with respect to
the nth Morava K-theory K(n), is a module of finite type over the p-adic integers Zp . (If X is
any spectrum, LK(n)X is local with respect to the mod(p) Moore spectrum M , so that π∗LK(n)X
is canonically a Zp-module.)
For small values of n—and appropriate values of the prime p—the answer to this question is
known. The computation of π∗LK(1)S0 is by now classical (see for example [14]); these groups
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is a Zp-module of finite type. π∗LK(2)S0 has also been computed for p  3, and it too is of
finite type; here, however, the computations are extraordinarily complicated [19,20]. (Another
way of approaching LK(2)S0 at p = 3 is carried out in [9].) It is easier—but still complicated—
to compute π∗LK(2)M and prove that it is of finite type; these calculations were also done by
Shimomura [17,18] and used in the computation of π∗LK(2)S0. It is, however, not hard to deduce
that π∗LK(2)S0 is of finite type provided that π∗LK(2)M is. Indeed, if π∗LK(2)M is of finite type,
so is π∗LK(2)M(pi), where M(pi) denotes the mod(pi) Moore spectrum. Therefore,
π∗LK(2)S0 ≈−→ lim←−
i
π∗LK(2)M
(
pi
)
.
Since
lim←−
i
π∗LK(2)S0
piπ∗LK(2)S0
↪→ lim←−
i
π∗LK(2)M
(
pi
)
,
it follows that
π∗LK(2)S0 ≈−→ lim←−
i
π∗LK(2)S0
piπ∗LK(2)S0
;
in other words, π∗LK(2)S0 is complete with respect to the p-adic topology. Together with the
fact that π∗LK(2)S0/pπ∗LK(2)S0 is of finite type, this implies that π∗LK(2)S0 is of finite type
over Zp .
If n > 2, explicit determination of π∗LK(n)S0 seems inaccessible. Indeed, the chromatic the-
ory approach requires, as a starting point, knowledge of the continuous cohomology with trivial
mod(p) coefficients of, say, the p-Sylow subgroup S0n of the nth Morava stabilizer group Sn.
This cohomology has been computed for n = 3 [24], but is too complicated to do the required
further calculations; if n 4, even explicit calculation of H ∗c (S0n,Fp) may be impractical.
Of course, a thick subcategory argument shows that π∗LK(n)S0 is of finite type provided that
π∗LK(n)X is of finite type for some finite X which is not rationally acyclic. More generally, if
π∗LK(n)X is of finite type for some finite X in the E(n)∗-local category, then π∗LK(n)Y is of
finite type for any finite Y in the E(n)∗-local category such that{
m n: K(m)∗Y = 0
}⊂ {m n: K(m)∗X = 0}.
(See [2] for a discussion of the E(n)∗-local thick subcategory theorem.) If X is a K(n − 1)∗-
acyclic finite spectrum in the E(n)∗-local category, then it is standard that π∗LK(n)X is of finite
type [5, Proposition 4.1]. The next case to consider is therefore when X is K(n − 2)∗-acyclic.
If p 
 n, the Smith–Toda complex V (n − 2) exists E(n)∗-locally,1 and we may ask whether
π∗LK(n)V (n− 2) is of finite type. Still, however, the inaccessibility of the cohomology of S0n
prevents explicit calculation. A different approach is needed.
1 This is proved inductively by assuming that V (i) exists and then constructing a self-map inducing multiplication
by vi+1. The existence of this self-map for p 
 n is an immediate consequence of the fact that the E(n)-based modified
Adams spectral sequence converging to [V (i),V (i)]∗ (in the E(n)∗-local category) is sparse and satisfies Es,t2 = 0
whenever n < p − 1 and s > n2 + n (cf. [2, Appendix 1]).
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u−1], where WFpn denotes the ring of Witt vectors with coefficients in the field Fpn of pn
elements, and whose BP∗-algebra structure map r :BP∗ → En∗ is given by
r(vi) =
⎧⎨⎩uiu
1−pi i < n,
u1−pn i = n,
0 i > n,
where vi is the ith Hazewinkel generator. The nth extended Morava stabilizer group
Gn ≡ Sn  Gal(Fpn/Fp) ≡ Sn  Gal
acts on En, and in [7], the continuous homotopy fixed point spectrum EhGn is constructed for G
a closed subgroup of Gn. These spectra have the expected functorial properties, and there is a
“continuous homotopy fixed point” spectral sequence
H ∗c
(
G,E∗nX
) ⇒ (EhGn )∗X.
If H G, there is also a spectral sequence
H ∗c
(
G/H,
(
EhHn
)∗
X
) ⇒ (EhGn )∗X
[3]. These spectral sequences are strongly convergent and have a horizontal vanishing line at E∞
independent of X. Since EhGnn ∼= LK(n)S0, it follows that if G is a closed subnormal subgroup
of Gn—that is, there exists a chain of closed subgroups
G = H0 H1 H2  · · · Ht = Gn
—and if X is a finite (in the E(n)∗-local category) spectrum for which π∗(EhGn ∧X) is of finite
type, then so is
π∗LK(n)X = π∗
((
LK(n)S
0)∧X)= π∗(EhGnn ∧X).
(See [5] for a discussion of this.) For subgroups G whose continuous cohomology with trivial
coefficients Fp is easily understood, one might hope to compute π∗(EhGn ∧ V (n − 2)) and see
that it is of finite type.
In [5], we carried out this computation in the case where p  3 and G is the “diagonal”
subgroup H2 of G2. Unfortunately, π∗(EhH22 ∧ M) is not of finite type. In fact, subsequent (un-
published) calculations of mine seemed to indicate that π∗(EhG2 ∧ M) is almost never of finite
type, yet almost always “almost” of finite type in the sense of [5], the meaning of which we now
recall.
Let M be a graded Fp[ν]-module, where ν is even if p = 2. We will say that M is good if
(i) M is ν-adically complete; i.e. M = lim←− iM/νiM ,(ii) M/νM is an Fp-vector space of finite type,
(iii) ker(ν :M → M) is an Fp-vector space of finite type.
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M ≈
∏
α
ΣnαFp[ν] ×
∏
β
ΣmβFp[ν]/
(
νiβ
) (0.1)
(see [22]). Condition (iii) is not needed to obtain this decomposition; it will, however, prove
useful later. M is said to be of essentially finite rank if there are only a finite number of α’s in
the decomposition. This is equivalent to the statement that M/T has finite rank, where T is the
closure of the torsion module T . Note, however, that M/T may be uncountable even if M is of
essentially finite rank.
Now suppose that X is a K(n − 2)∗-acyclic finite spectrum in the E(n)∗-local category
with vn−1 self-map ν and such that p :X → X is trivial. Also write ν :π∗(EhGn ∧ X) →
π∗(EhGn ∧ X) for the map on homotopy groups induced by EhGn ∧ ν. Then π∗(EhGn ∧ X) is
an Fp[ν]-module and, as in [5, Proposition 4.5], π∗(EhGn ∧X) is good. Since vn−1 self-maps are
essentially unique (cf. [10]), it is easy to see that whether or not π∗(EhGn ∧ X) is of essentially
finite rank does not depend upon the choice of ν. Moreover, the considerations of [5, Section 4]
show that, if π∗(EhGn ∧X) is of essentially finite rank, then π∗(EhGn ∧X) is of finite type if and
only if T = T . And, of course, Hopkins’ chromatic splitting conjecture is a statement about the
factors of Fp[ν] in π∗(EhGnn ∧X).
Since the computability of π∗(EhGn ∧ X) depends very much on the size of H ∗c (G,Fp), the
easiest case to consider ought then to be G = 〈z〉 ≈ Zp , the closed subgroup of S0n topologically
generated by a single non-torsion element z. Here we have complete qualitative results.
Recall that Sn ≈ S0n  F×pn and that the center C of Sn is isomorphic to Z×p . Moreover, C0 ≡
S0n ∩ C ≈ Z0p , the ring of p-adic units congruent to 1 mod(p). The following is our first main
result.
Theorem 1. Let n 2, and suppose that X is a K(n− 2)∗-acyclic finite spectrum in the E(n)∗-
local category with p1X  ∗. If z ∈ S0n is non-torsion in S0n/C0, then π∗(Eh〈z〉n ∧ X) is of
essentially finite rank.
Remark. If g ∈ C0, then g acts trivially on En∗/(p) (Proposition A.1); thus
H ∗c
(〈z〉,En∗X)≈ H ∗c (〈zg〉,En∗X)
if, for instance, z and zg are non-torsion. Since these cohomology groups vanish in cohomologi-
cal degree greater than 1, the continuous homotopy fixed point spectral sequences converging to
π∗(Eh〈z〉n ∧X) and π∗(Eh〈zg〉n ∧X) both collapse in this case—remember, the r th differential has
bidegree (r, r − 1). Hence π∗(Eh〈z〉n ∧ X) ≈ π∗(Eh〈zg〉n ∧ X), at least if En∗X is concentrated in
even degrees. Alternatively, one may observe that if z is non-torsion, then Eh〈z〉n ∧ X is the fiber
of the map 1 − z :En ∧X → En ∧X.
Remark. If p > n + 1, then S0n/C0 is torsion-free (Remark A.4), so Theorem 1 applies to any
z ∈ S0n , z /∈ C0.
Although Theorem 1 is qualitative, the main step in its proof is the explicit calculation, carried
out in Theorem 2.15, of H ∗(〈z〉,Fpnun−1[u,u−1]) for “most” z satisfying the hypotheses ofc
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ant in Fpnun−1[u,u−1]—and we show that Hsc (〈z〉,Fpnun−1[u,u−1]) is of essentially finite
rank for s = 0,1. Although the closure of the torsion submodule is complicated, we will see that
there is only one factor of Fpn [vn−1]—generated by the unit—in H 0c (〈z〉,Fpnun−1[u,u−1])
and only one factor of Fpn[vn−1]—generated by an element of degree 2(1 + p + · · · + pn−1)—
in H 1c (〈z〉,Fpnun−1[u,u−1]). If V (n − 2) exists E(n)∗-locally and has a self-map ν inducing
multiplication by vn−1 on E(n)-homology, then this implies that ν−1(π∗(Eh〈z〉n ∧ V (n− 2))/T )
is an Fpn [ν, ν−1]-module of rank 2.
Theorem 1 also gives information about the action of Gn on En∗. The first part of the next
result is a consequence of Theorem 1—provided V (n − 2) exists E(n)∗-locally—but will be
proven in the course of proving this theorem. The second part is a consequence of the first.
Theorem 2. Let z be as in Theorem 1. Then
(a) (Fpnun−1[u,u−1])〈z〉 = Fpn [vn−1].
(b) The ring of units in (En∗)〈z〉 is (WFpn)×.
Remark. The ideal (p,u1, . . . , un−2) in En∗ is invariant, so that Fpnun−1[u,u−1] =
En∗/(p,u1, . . . , un−2) is a Gn-module. If V (n − 2) exists, this module is the same as
En∗V (n− 2).
This result, in turn, has the following immediate consequence.
Corollary. Let G be a closed subgroup of S0n containing an element z which is non-torsion in
S0n/C
0
. Then (π∗EhGn )× = WF×pn , so that π∗EhGn is not periodic.
Proof. Any element c in (π∗EhGn )× must be detected by a unit in H 0c (G,En∗) = EGn∗ ⊂ E〈z〉n∗ in
the continuous homotopy fixed point spectral sequence. 
Remark. The condition on z is necessary. For example, if p  3, there is a subgroup Z/(p)
in S0p−1 for which π∗E
h(Z/(p))
p−1 contains a unit in degree 2p2(p − 1)2 (see [13]).
One would, of course, like to extend Theorem 1 to subgroups more general than 〈z〉. Here our
results are unfortunately much less complete.
Theorem 3. Let p  5 and G a closed subgroup of S02 not contained in C0. Then G contains an
open subnormal subgroup U such that π∗(E
h(U×F×p )
2 ∧M) is of essentially finite rank.
Remark. We believe that the strategy used in proving this result ought to generalize to n > 2.
That is, if G is a closed subgroup of S0n not contained in C0, and if p 
 n, then our construction
should also apply to give an open subnormal subgroup U such that π∗(E
h(U×F×p )
n ∧V (n− 2)) is
of essentially finite rank.
The main step in the proof of Theorem 3 is the explicit calculation in Lemma 4.6 of
H ∗c (U,Fp2u1[u,u−1]) as an Fp2[v1]-module, for a large class of “uniformly powerful” sub-
groups U of S0. (This works for all primes.) These subgroups have finite cohomological2
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⊕
s H
s
c (U,Fp2u1[u,u−1]) is of essentially finite rank. As before, the clo-
sure of the torsion submodule is complicated, although it can be read off directly from the
closure of the torsion submodule of H ∗c (〈z〉,Fp2u1[u,u−1]) for a certain z ∈ U . However,
v−11 (
⊕
s H
s
c (U,Fp2u1[u,u−1])/T ) is an Fp2 [v1, v−11 ]-module of rank 2d , where d is the min-
imal number of topological generators of U . Interestingly, H ∗c (U,Fp) has the same rank as
a vector space over Fp and the generators are in the same (co)homological degrees.
The reader may at this point wonder why we must use U × F×p instead of U and why M is
not replaced by an arbitrary rationally acyclic finite spectrum. The essential problem is that mod-
ules of essentially finite rank do not behave well with respect to exact sequences. In particular,
the kernel of an Fp[ν]-module map between modules of essentially finite rank need not have
essentially finite rank. This prevents us from immediately making use of the thick subcategory
theorem to conclude that π∗(E
h(U×F×p )
2 ∧X) is of essentially finite rank whenever X is rationally
acyclic. It also forces us to require collapsing of the continuous homotopy fixed point spectral
sequence in order to obtain information about homotopy groups from information about group
cohomology.
In general, S0n is a compact p-adic analytic group of dimension n2 and is torsion-free if
p − 1  n ([15, Theorem 4.3.4], or see Proposition A.4). In this case, any closed subgroup U is
a torsion-free compact p-adic analytic group [8, Theorem 9.6], and hence, by a result of Lazard
(proved as Theorem 5.1.9 in [21]), the cohomological p-dimension of U is dimU . Thus
Hsc
(
U × F×p ,En∗V (n− 2)
)= Hsc (U,Fpnun−1[u,u−1])F×p = 0
if s > n2. Since F×p acts trivially on un−1 and by multiplication on u (Proposition A.1), it follows
that
Hs,tc
(
U × F×p ,Fpnun−1
[
u,u−1
])= {Hs,tc (U,Fpun−1[u,u−1]) 2(p − 1) | t,0 2(p − 1)  t. (0.2)
In particular, the continuous homotopy fixed point spectral sequence collapses for p 
 n,
and information about H ∗c (U,Fpnun−1[u,u−1]) immediately yields information about
π∗(E
h(U×F×p )
n ∧ V (n− 2)).
The poor algebraic behavior of modules of essentially finite rank also prevents us from eas-
ily gaining information about π∗(Eh(GK
×)
n ∧ X) from information about π∗(Eh(U×F
×
p )
n ∧ X),
where K is a subfield of Fpn whose units normalize G. Indeed, U × F×p is an open subnormal
subgroup of GK× and therefore Eh(GK
×)
n is in the thick subcategory generated by E
h(U×F×p )
n
(Proposition B.1). As we have seen, this does not immediately imply that π∗(Eh(GK
×)
n ∧X) is
of essentially finite rank provided π∗(E
h(U×F×p )
n ∧X) is, although we hope to be able to achieve
this result by proving that having homotopy groups of essentially finite rank is preserved under
appropriate cofibration sequences.
Our approach to the main theorems will be to try to compute H ∗c (G,Fpnun−1[u,u−1]) using
a Bockstein spectral sequence; the differentials in this spectral sequence are to be computed using
the Hopf algebroid techniques of [5]. In Section 1, we will establish some general properties of
the Bockstein spectral sequence and see that the question of whether Hsc (G,Fpnun−1[u,u−1])
is of essentially finite rank—where ν is induced by the G-equivariant multiplication of vn−1
1662 E.S. Devinatz / Advances in Mathematics 219 (2008) 1656–1688on Fpnun−1[u,u−1]—has a simple answer in terms of the behavior of this spectral sequence
(Proposition 1.5). We will also see that if z ∈ S0n is not torsion, then H ∗c (〈z〉,Fpnun−1[u,u−1])
is of essentially finite rank if and only if Fpnun−1[u,u−1]〈z〉 = Fpn [vn−1] (Proposition 1.6). In
Section 2, we will apply the techniques of [5] to the group 〈z〉 to prove Theorem 2. From this we
will deduce Theorem 1, which will be carried out in Section 3. Finally, in Sections 4 and 5 we
will use some general properties of analytic pro-p groups to construct the requisite U and prove
Theorem 3.
There are two appendices: Appendix A describes some properties of Sn and its action on En∗
which were needed earlier, and Appendix B gives a quick proof that EhGn is in the thick subcate-
gory generated by EhUn whenever U is an open subnormal subgroup of G.
1. The Bockstein spectral sequence
Let G be a closed subgroup of S0n , where, for the rest of this paper, n  2. Observe that the
ideals Ij ≡ (p,u1, . . . , uj−1), 1  j  n, are all G-invariant, and that vn−1 = un−1u1−pn−1 is
G-invariant in En∗/In−1. The Bockstein spectral sequence is then obtained from the unrolled
exact couple
0



 H ∗(En∗/In)
H ∗(En∗/In)





H ∗(En∗/In)
H ∗(En∗/(p,u1, . . . , un−2, u2n−1))

vn−1 


H ∗(En∗/In)
· · ·

v2n−1 (1.1)
where we have written H ∗M for H ∗c (G,M). H ∗∗(En∗/(p,u1, . . . , un−2, ukn−1)) is finite in each
bidegree, so this yields a strongly convergent spectral sequence
H ∗c
(
G,Fpn
[
u,u−1
]) ⇒ H ∗c (G,Fpnun−1[u,u−1]). (1.2)
Since G acts trivially on Fpn[u,u−1] (Proposition A.1),
H ∗c
(
G,Fpn
[
u,u−1
])= H ∗c (G,Fp)⊗ Fpn[u,u−1].
Of course, the E1-term is actually trigraded, but it is usually easiest to suppress the first grading,
or filtration degree, and write Es,t1 = Hs,tc (G,Fpn [u,u−1]). Es,tr is then defined to be the Er -term
(in any filtration degree) of the half-plane spectral sequence arising from the exact couple
H ∗c (G,Fpnun−1[u,u−1]) 
vn−1



 H ∗c (G,Fpn [u,u−1])
H ∗c (G,Fpnun−1[u,u−1]).


(1.3)
Truncated, this exact couple yields a spectral sequence isomorphic to the Bockstein spectral se-
quence of (1.1); this allows us to give the following description of dr :Es,tr → Es+1,t−2r(p
n−1−1)
r .
Let (C∗c (G,M), δ) denote the continuous cobar complex whose cohomology is H ∗c (G,M). If
x ∈ Es,tr , let us write x˜ for a representative of x in C∗c (G,Fpnun−1[u,u−1]); that is, an element
whose image in the quotient C∗c (G,Fpn [u,u−1]) is a cochain representative of x. Then drx = y
if and only if there are representatives x˜ and y˜ such that δx˜ = vr y˜.n−1
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tient of the group Mt/νMt−|ν| by the group consisting of all u such that νku = 0 in νkM/νk+1M
for some k. Then
Es,t∞ = St
(
Hsc
(
G,Fpnun−1
[
u,u−1
]))
. (1.4)
This follows from the fact that, in the Bockstein spectral sequence, the E∞-term in filtration
degree k is given by vkn−1H ∗(Fpnun−1[u,u−1])/vk+1n−1H ∗(Fpnun−1[u,u−1]).
The next result shows what all this has to do with determining whether or not Hsc (G,
Fpnun−1[u,u−1]) is of essentially finite rank.
Proposition 1.5. Hsc (G,Fpnun−1[u,u−1]) is of essentially finite rank if and only if
⊕
t E
s,t∞ is
finite.
Proof. First observe that, by an argument similar to the proof of Proposition 4.5 in [5],
Hsc (G,Fpnun−1[u,u−1]) is good for each s  0.
Now using the decomposition (0.1), it is easy to see that, if M is a good Fp[ν]-module, then
M is of essentially finite rank if and only if
⊕
t St (M) is finite. By (1.4), this completes the
proof. 
Now suppose G = 〈z〉, where z ∈ S0n is non-torsion. Then 〈z〉 ≈ Zp and
H ∗c
(〈z〉,Fpn[u,u−1])= E(z∗)⊗ Fpn[u,u−1],
where z∗ ∈ H 1c (〈z〉,Fp) = Homc(〈z〉,Fp) is the homomorphism with z∗(z) = 1. In this case, the
above Bockstein spectral sequence criterion simplifies a great deal.
Proposition 1.6. Let z ∈ S0n be non-torsion. Then H ∗c (〈z〉,Fpnun−1[u,u−1]) is of essentially
finite rank if and only if Fpnun−1[u,u−1]〈z〉 = Fpn [vn−1].
Proof. First observe that Fpnun−1[u,u−1]〈z〉 = Fpn[vn−1] if and only if E0,∗∞ = Fpn concen-
trated in degree 0.
If E0,∗∞ = Fpn , then uj ∈ E0,∗1 survives to E∞ for some j = 0. This implies that ujk survives
for all k, so
⊕
t E
0,t∞ is not finite and therefore H 0c (〈z〉,Fpnun−1[u,u−1]) is not of essentially
finite rank.
Conversely, suppose that E0,∗∞ = Fpn . We will show that dimFpn (
⊕
t E
1,t∞ ) 1, and thus that
H ∗c (〈z〉,Fpnun−1[u,u−1]) is of essentially finite rank. Indeed, we must have
dj0u =˙u1+j0(p
n−1−1)z∗
for some j0  1, where the =˙ denotes that this equality is only true up to multiplication by a unit
in Fpn . The differentials in the Bockstein spectral sequence are derivations; therefore,
dj u
k =˙ kuk+j0(pn−1−1)z∗.0
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survive, we have
dj1u
p =˙up+j1(pn−1−1)z∗
for some j1  pj0 with j1 = j0 mod(p). Again it follows that
dj1u
kp =˙ kupk+j1(pn−1−1)z∗,
and we conclude that uiz∗ is hit by a differential of length  j1 whenever i = j1(pn−1 − 1)
mod(p2). In general,
djmu
pm =˙upm+jm(pn−1−1)z∗
with jm  pjm−1 and jm = jm−1 mod(pm). Let j = limm→∞ jm ∈ Zp . Then uiz∗ is a boundary
if and only if i = j (pn−1 − 1). If j (pn−1 − 1) /∈ Z, this shows that uiz∗ is always a boundary; if
j (pn−1 − 1) ∈ Z, this shows that dimFpn (
⊕
t E
1,t∞ ) = 1. In any event, the proof is complete. 
2. The case G = 〈z〉
Let z ∈ S0n and suppose that z is non-torsion in S0n/C0. In this section, we will compute the
Bockstein spectral sequence
E(z∗)⊗ Fpn
[
u,u−1
] ⇒ H ∗c (〈z〉,Fpnun−1[u,u−1]) (2.1)
and see that (Fpnun−1[u,u−1])〈z〉 = Fpn [vn−1]. We will then use this to deduce that the ring
of units in (En∗)〈z〉 is WF×pn .
Our methods will be those of [5]; namely, we consider the complete Hopf algebroid
(En∗,Σ〈z〉), where
Σ〈z〉 = Mapc
(〈z〉,En∗),
and observe that
H ∗c
(〈z〉,N)= Ext∗Σ〈z〉(En∗,N)
for any appropriate twisted 〈z〉 − En∗ module N (cf. [1, §5]). If N = Fpnun−1[u,u−1], the
Bockstein spectral sequence becomes
E(z∗)⊗ Fpn
[
u,u−1
]= Ext∗
Σ 〈z〉/vn−1Σ 〈z〉
(
Fpn,Fpn
[
u,u−1
]) ⇒ Ext∗
Σ 〈z〉
(En∗,En∗/In−1),
where
Σ 〈z〉 = Σ〈z〉/In−1Σ〈z〉 = Mapc
(〈z〉,En∗/In−1).
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formulas in
E∧n∗En = En∗⊗̂BP∗BP∗BP ⊗̂BP∗En∗
together with information about the quotient map
E∧n∗En = Mapc(Gn,En∗) → Mapc
(〈z〉,En∗)→ Σ 〈z〉.
We begin our work by observing that z may be assumed to have a special form. In Appendix A,
we define f (z), the reduced filtration of z, and observe that, if f (z) = m< ∞, there exists g ∈ C0
such that
zg = x +Γn
∑
im
Γnbix
pi , (2.2)
where bm = 0, and if n | m, bm /∈ F×p . As in the first remark following Theorem 1 in the Introduc-
tion, the Bockstein spectral sequences (2.1) for 〈z〉 and 〈zg〉 are isomorphic; we will thus assume
from now on that z is already in the form (2.2).
H ∗c (〈z〉,Fpn [u,u−1]) can be described explicitly in terms of the cobar construction for
Σ 〈z〉/vn−1Σ 〈z〉, where this Hopf algebroid is regarded as a quotient of E∧n∗En. Indeed, the
map E∧n∗En → Mapc(S0n,En∗/In) is well understood; the image of ti is the map sending
x +Γn
∑Γn
j1 cj x
pj to u1−pi ci [1, Proposition 2.11]. ti is thus zero in Σ 〈z〉/vn−1Σ 〈z〉 for i < m,
and tm is non-zero and primitive. This implies that
H ∗c
(〈z〉,Fpn[u,u−1])= E(hm)⊗ Fpn[u,u−1], (2.3)
where
hm = upm−1tm.
Alternatively, we may regard
tm ∈ Homc
(〈z〉,Fpn[u,u−1]).
Since
tm(z) = u1−pmbm,
it follows that
up
m−1tm = bmz∗.
One last point: We have chosen our conventions (cf. [4]) so that if x ∈ En∗,
x ≡ ηL(x) ∈ Mapc(Gn,En∗)
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ηL(x)(g) = g−1x.
It is ηR(x) which sends all of Gn to x. However, u = ηR(u) in Mapc(S0n,Fpn[u,u−1]) and
a fortiori in Mapc(〈z〉,Fpn [u,u−1]).
We will need a bit more notation in our computation of the differentials. Write
Σ 〈z〉(i) = vin−1Σ 〈z〉,
and for x ∈ Σ 〈z〉, write φ(x) = i if x ∈ Σ 〈z〉(i) but x /∈ Σ 〈z〉(i + 1). (If x = 0, φ(x) = ∞.) We
call φ(x) the valuation of x.
The only differentials which need to be determined are those on uj for all j ; this requires an
understanding of ηR(u) in Σ 〈z〉. In what follows, assume that f (z) > 1, so that φ(t1)  1. We
have [16, 4.3.21]
ηR(vn) = vn + vn−1tp
n−1
1 − vpn−1t1 (2.4)
in BP∗BP/In−1BP∗BP , and hence
ηR
(
u1−pn
)= u1−pn mod Σ 〈z〉(p + φ(t1)).
This implies that
ηR(u) = u mod Σ 〈z〉
(
p + φ(t1)
)
,
whence
ηR
(
up
n)= upn mod Σ 〈z〉(pn+1 + pnφ(t1)).
Multiplying both sides of (2.4) by upn thus yields
ηR(u) = u+ vn−1upntp
n−1
1 − vpn−1up
n
t1 mod Σ 〈z〉
(
pn+1 + pnφ(t1)
)
. (2.5)
We must therefore relate t1 to tm in Σ 〈z〉 in order to compute our differentials.
Our main tool will be the relation
ηR(vn)x
pn +F
∑
i1
F v
pi
n−1tix
pn+i−1 +F
∑
i1
F ηR(vn)
pi tix
pn+i
= vnxpn +F
∑
i1
F vn−1tp
n−1
i x
pn+i−1 +F
∑
i1
F vnt
pn
i x
pn+i (2.6)
in BP∗BP/In−1 [16, A2.2.5], where F denotes the usual formal group law associated to BP .
Although this is of course a relation between power series, the powers of x in this relation are
normally suppressed, since the coefficients of xi have grading 2i − 2. We will also need a small
amount of information about F .
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Cp(x, y) = 1p [(x + y)p − xp − yp].
Proof. Recall that logF (x) =
∑
i0 λix
pi in BP∗ ⊗ Q, where pλk = ∑0i<k λivpik−i
[16, A2.2.1]. Working in the quotient Q[vn−1, vn, . . .], we obtain
logF (x) = x +
(
vn−1
p
)
xp
n−1
mod
(
xp
n−1+1)
and thus
expF (x) = x −
(
vn−1
p
)
xp
n−1
mod
(
xp
n−1+1).
The desired result now follows from the relation F(x, y) = expF (logF x+ logF y) upon reducing
mod(p). 
The key to relating t1 to tm involves determining the valuation of ti for 1  i  m − 1. We
begin by separating off the following result.
Lemma 2.8. Suppose f (z) = m with 1 <m< ∞. Then
φ(t1) φ(t2) · · · φ(tm−1) = 1
in Σ 〈z〉.
Proof. We proceed by induction. Suppose that k  m − 1 and φ(t1)  φ(t2)  · · ·  φ(tk).
Since (2.4) implies that
ηR(vn) = vn mod Σ 〈z〉
(
φ(t1)+ p
)
,
Eq. (2.6) becomes∑
i1
F v
pi
n−1ti +F
∑
i1
F v
pi
n ti =
∑
i1
F vn−1tp
n−1
i +F
∑
i1
F vnt
pn
i mod Σ 〈z〉
(
φ(t1)+ p
)
.
Examining the coefficients of xpn+k —and using Proposition 2.7—yields
v
pk+1
n−1 tk+1 + vp
k
n tk = vn−1tp
n−1
k+1 mod Σ 〈z〉
(
φ(tk)+ 2
)
and thus
v
pk
n tk = vn−1tp
n−1
k+1 − vp
k+1
n−1 tk+1 mod Σ 〈z〉
(
φ(tk)+ 2
)
. (2.9)
If φ(tk+1) > φ(tk), we would then have φ(tk) < ∞ and tk = 0 mod Σ 〈z〉(φ(tk)+ 2), a contradic-
tion.
Finally, if k = m− 1, (2.9) becomes
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pm−1
n tm−1 = vn−1tp
n−1
m − vp
m
n−1tm mod Σ 〈z〉(3)
= vn−1tp
n−1
m mod Σ 〈z〉(3).
Since φ(tp
n−1
m ) = 0, φ(tm−1) = 1. 
Remark 2.10. We only need to work mod Σ 〈z〉(φ(tk) + 1) to prove the above lemma. We will,
however, need these sharper congruences for our work in Section 5.
We are now ready to prove our main technical result. In what follows, we will sometimes
obtain equalities in which u appears on one side of the equation with a complicated exponent.
We will write this term as u(•) when we do not wish to stress the exact value of the exponent; of
course, by comparing gradings, this can always be determined.
Lemma 2.11. Suppose f (z) = m with 1 <m< ∞ and write m = nk + r with k, r non-negative
integers and 0 r  n− 1. Then
φ(t1) =
(
k∑
j=0
pj(n−1) +
m−k−1∑
j=2
pj
)
≡ Φ(m)
and
t1 = cvφ(t1)n−1 u(•)hpm mod Σ 〈z〉
(
φ(t1)+ 2
)
for some c ∈ F×pn .
Proof. Start with the case m = nk+ r with 1 r  n− 1. By the proof of the preceding lemma,
v
pm−1
n tm−1 = vn−1tp
n−1
m mod Σ 〈z〉
(
φ(tm−1)+ 2
)
and φ(tm−1) = 1. Next, we have
v
pm−2
n tm−2 = vn−1tp
n−1
m−1 − vp
m−1
n−1 tm−1 mod Σ 〈z〉
(
φ(tm−2)+ 2
)
.
Since φ(vn−1tp
n−1
m−1 ) = pn−1 + 1 and φ(vp
m−1
n−1 tm−1) = pm−1 + 1, it follows that
v
pm−2
n tm−2 =
⎧⎨⎩vn−1t
pn−1
m−1 mod Σ 〈z〉(φ(tm−2)+ 2) if m> n,
−vpm−1n−1 tm−1 mod Σ 〈z〉(φ(tm−2)+ 2) if m< n.
In the first case, φ(tm−2) = 1 + pn−1, and in the second, φ(tm−2) = 1 + pm−1. Continue us-
ing (2.9) in this way to obtain
v
pm−i
n tm−i =
⎧⎨⎩vn−1t
pn−1
m−i+1 mod Σ 〈z〉(φ(tm−i )+ 2) if i  k + 1,
−vpm−i+1 t mod Σ (φ(t )+ 2) if i > k + 1,n−1 m−i+1 〈z〉 m−i
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φ(tm−i ) =
{∑i−1
j=0 pj(n−1) if i  k + 1,∑k
j=0 pj(n−1) +
∑m−k−1
j=m−i+1 pj if i > k + 1.
Now substitute downwards; this yields
t1 = ±vφ(t1)n−1 u(•)tp
s
m mod Σ 〈z〉
(
φ(t1)+ 2
) (2.12)
for some s  n − 1. But tm and tpm are both group homomorphisms from 〈z〉 to Fpn[u,u−1];
therefore
t
p
m = αu(•)tm mod vn−1Σ 〈z〉,
where α = hm(z)p/hm(z). From this we obtain that tp
s
m =˙u(•)tpm mod Σ 〈z〉(p), where =˙ is used
as in the proof of Proposition 1.6. Substituting into (2.12) yields the desired conclusion in this
case.
Now suppose m = nk. As before, we obtain that
v
pm−i
n tm−i = vn−1tp
n−1
m−i+1 mod Σ 〈z〉
(
φ(tm−i )+ 2
)
and that φ(tm−i ) =∑i−1j=0 pj(n−1) if 1 i  k. However,
v
pm−k−1
n tm−k−1 = vn−1tp
n−1
m−k − vp
m−k
n−1 tm−k mod Σ 〈z〉
(
φ(tm−k−1)+ 2
)
and
φ
(
vn−1tp
n−1
m−k
)= 1 + pn−1 + · · · + pk(n−1) = φ(vpm−kn−1 tm−k).
Substituting as before, we have
tm−k = v(•)n vφ(tm−k)n−1 tp
k(n−1)
m mod Σ 〈z〉
(
φ(tm−k)+ 2
)
and hence
v
pm−k−1
n tm−k−1 = u(•)vγn−1
[
h
p(k+1)(n−1)
m − hp
k(n−1)
m
]
mod Σ 〈z〉(γ + 2),
where γ = 1+pn−1 +· · ·+pk(n−1). Once again regarding primitives in Σ 〈z〉/vn−1Σ 〈z〉 as group
homomorphisms from 〈z〉 to Fpn[u,u−1], we have
h
p(k−1)(n−1)
m (z) = bp
(k−1)(n−1)
m /∈ Fp
in Σ 〈z〉/vn−1Σ 〈z〉 and thus (
h
p(k−1)(n−1)
m
)pn−1
(z)− hp(k−1)(n−1)m (z) = 0.
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∑Γn
im bix
pi
.) This implies that
h
pk(n−1)
m − hp
(k−1)(n−1)
m = αhm mod(vn−1Σ 〈z〉)
and
h
p(k+1)(n−1)
m − hp
k(n−1)
m = αpn−1hp
n−1
m mod Σ 〈z〉
(
pn−1
)
for some α ∈ F×pn . Therefore, φ(tm−k−1) =
∑k
j=0 pj(n−1) and
v
pm−k−1
n tm−k−1 =˙ u(•)vφ(tm−k−1)n−1 hp
n−1
m mod Σ 〈z〉
(
φ(tm−k−1)+ 2
)
=˙ u(•)vφ(tm−k−1)n−1 hpm mod Σ 〈z〉
(
φ(tm−k−1)+ 2
)
. (2.13)
We then continue as before to obtain
v
pm−i
n tm−i = −vp
m−i+1
n−1 tm−i+1 mod Σ 〈z〉
(
φ(tm−i )+ 2
)
and
φ(tm−i ) =
k∑
j=0
pj(n−1) +
m−k−1∑
j=m−i+1
pj
for i > k + 1. Once again, substituting downwards from (2.13) completes the proof. 
Corollary 2.14. Continue with the hypotheses of Lemma 2.11, and set a(m) = Φ(m) + p. Let
(C∗c (Σ 〈z〉,Fpnun−1[u,u−1]), δ) denote the cobar construction for Σ 〈z〉 with coefficients in
Fpnun−1[u,u−1]. Then, if p  s,
δ
(
us
) =˙va(m)n−1 us+a(m)(pn−1−1)hpm mod Σ 〈z〉(a(m)+ 2).
Proof. By (2.5) and our expression for φ(t1), we have
ηR(u) = u− vpn−1up
n
t1 mod Σ 〈z〉
(
a(m)+ 2)
provided m > 2 or n > 2. If m = 2 and n = 2, we get, by an argument similar to one in the
previous proof, that
ηR(u) = u− αvpn−1up
n
t1 mod Σ 〈z〉
(
a(m)+ 2)
for some α ∈ F×
p2
. Since δ(us) = ηR(us) − us , the desired result now follows easily from the
preceding lemma together with the binomial theorem. 
We are now in position to compute the differentials in the Bockstein spectral sequence (2.1),
provided that the reduced filtration of z is sufficiently large.
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then uspi , p  s, i  0, supports a non-trivial differential of length a(m+ in). Moreover, uihm is
hit by a differential except when i = −(1 + p + · · · + pn−1).
Proof. We first show that this pattern of differentials is possible; that is, since we are claiming
that
da(m+in)usp
i =˙uspi+a(m+in)(pn−1−1)hm
provided p  s, we must check that uspi+a(m+in)(pn−1−1)hm is not hit by one of the lower claimed
differentials. Indeed, write m = nk + r with 0 r  n− 1. Then
spi + a(m+ in)(pn−1 − 1)= spi − (1 + p + · · · + pn−1) mod(p(m+in)−(k+i)).
As s ranges over all integers not divisible by p, spi +a(m+ in)(pn−1 −1) therefore ranges over
all integers {= −1 − p − · · · − pi−1 mod(pi),
= −1 − p − · · · − pi−1 − pi mod(pi+1)
if i  n− 1, and over all integers{= −1 − p − · · · − pn−1 mod(pi),
= −1 − p − · · · − pn−1 mod(pi+1)
if i > n− 1. It follows from these congruences that uspi+a(m+in)(pn−1−1)hm cannot be hit by one
of the lower claimed differentials. These congruences also show that if i = −(1 + · · · + pn−1),
then uihm is hit by a differential.
To show that these differentials actually occur, it now suffices to construct, for each i  0, an
element u˜i in En∗/In−1 such that u˜i = upi mod(vn−1) and such that
δ(z)˜ui =˙va(m+in)n−1 up
i+a(m+ni)(pn−1−1)hm mod Σ 〈z〉
(
a(m+ in)+ 1). (2.16)
Here we write δ(z) for the differential in C∗c (Σ 〈z〉,Fpnun−1[u,u−1]); later in the proof we will
also need to consider δ(zpi ).
If i = 0, let u˜0 = u. Then Eq. (2.16) holds by the previous corollary. In general, let u˜i =∏pi−1
j=0 zj (u). u˜i = up
i in En∗/In and
z(˜ui )˜u
−1
i = zp
i
(u)u−1.
Now f (zpi ) = f (z)+ in (Proposition A.3) and therefore, by Corollary 2.14 again,
u− zpi u = δ(zpi )(u)(z−pi )
=˙ va(m+ni)u1+a(m+ni)
(
pn−1−1) mod(va(m+ni)+1).n−1 n−1
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Mapc(〈zpi 〉,Fpnun−1[u,u−1]).) Thus
u˜i − z(˜ui) =
(
u− zpi (u)) · (u−1u˜i)
=˙ va(m+ni)n−1 up
i+a(m+ni)(pn−1−1) mod
(
v
a(m+ni)+1
n−1
)
.
This implies that
δ(z)(˜ui)
(
z−1
) =˙ (va(m+ni)n−1 upi+a(m+ni)(pn−1−1)hm)(z−1) mod(va(m+ni)+1n−1 )
and hence, since both δ(z)(˜ui) and va(m+ni)n−1 u(•)hm are primitive in Σ 〈z〉/Σ 〈z〉(a(m + ni) + 1),
that
δ(z)(˜ui) =˙va(m+in)n−1 up
i+a(m+in)(pn−1−1)hm mod Σ 〈z〉
(
a(m+ in)+ 1).
This completes the proof. 
Remark 2.17. The lengths of the differentials on the prime powers of u satisfy the recursion
relation
a
(
m+ (i + 1)n)= pn−1a(m+ in)+ (1 + p + · · · + pn−1).
This will be useful to us in our proof of Lemma 4.6, a main ingredient in the proof of Theorem 3.
Proof of Theorem 2. Suppose that z ∈ S0n is non-torsion in S0n/C0. Then by Proposition A.2,
f (z) + N  f (zpN ) < ∞. In particular, we may choose N large enough so that f (zpN ) >
n/p − 1. The preceding result gives us that
(
Fpnun−1
[
u,u−1
])〈zpN 〉 = Fpn[vn−1]
and hence (
Fpnun−1
[
u,u−1
])〈z〉 = Fpn [vn−1].
This establishes part (a).
The proof of part (b) will be accomplished in three easy steps. Observe that the quotient
Fpnui, . . . , un−1[u,u−1] of En∗ is acted on by Gn since (p,u1, . . . , ui−1) is an invariant
ideal.
Step 1. If 1 i  n− 1, then (Fpnui, . . . , un−1[u,u−1])〈z〉 has no non-zero elements in nega-
tive degree. Similarly, (En∗)〈z〉 is concentrated in non-negative degrees.
Proof. We use downward induction. The i = n − 1 case is just part (a). Now suppose that
2 j  n − 1 and that (Fpnuj , . . . , un−1[u,u−1])〈z〉 is concentrated in non-negative degrees.
If y ∈ (Fpnuj−1, uj , . . . , un−1[u,u−1])〈z〉 has negative degree and y = 0, then y = vt x,j−1
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has negative degree and is non-zero in Fpnuj , . . . , un−1[u,u−1], contradicting the inductive
hypothesis. Using v0 = p, the same proof works to show that if (Fpnu1, . . . , un−1[u,u−1])〈z〉
is concentrated in non-negative degrees, then so is E〈z〉n∗ . 
Step 2. If 1 i  n− 1, the ring of units in (Fpnui, . . . , un−1[u,u−1])〈z〉 is F×pn .
Proof. Again we use downward induction. As before, the case i = n − 1 follows from
part (a). Now suppose that (Fpnuj , . . . , un−1[u,u−1]〈z〉)× = F×pn , and let y be a unit in
Fpnuj−1, . . . , un−1[u,u−1]〈z〉. By Step 1, y must have degree 0, and by the inductive hypothe-
sis, y = c+vj−1x, where c ∈ F×pn . But x has negative degree and is invariant, so x = 0 by Step 1.
This completes the inductive step. 
Step 3. (E〈z〉n∗ )× = WF×pn .
Proof. Suppose that y is a unit in E〈z〉n∗ . By Step 1, y must be in degree 0. Write y = c+x, where
c ∈ WF×pn and x ∈ (u1, . . . , un−1). Since(
Fpnu1, . . . , un−1
[
u,u−1
]〈z〉)× = F×pn,
it follows that p | x. If x = 0, then x = ptw with p  w. w is invariant, so c +w is a unit in E〈z〉n∗ .
It, however, does not reduce in Fpnu1, . . . , un−1[u,u−1] to an element of F×pn . This contradicts
Step 2; therefore, x = 0 and y ∈ WF×pn . 
3. Modules of essentially finite rank
We have seen (Proposition 1.6 together with Theorem 2) that if z ∈ S0n is non-torsion in S0n/C0,
then H ∗c (〈z〉,Fpnun−1[u,u−1]) is of essentially finite rank. Using more or less standard alge-
braic arguments, we will generalize this as follows.
Proposition 3.1. Let M be an En∗En-comodule, finitely generated as an En∗-module, such that
pM = 0 and v−1i M = 0 for all i  n − 2. Then, with z as above, H ∗c (〈z〉,M) is of essentiallyfinite rank.
Remark 3.2. The hypotheses imply that (p, vp
N
1 , . . . , v
pN
n−2)M = 0 for N sufficiently large; this
in turn implies that the action of vp
N
n−1 on M is Gn-equivariant and therefore induces an action ν
on H ∗c (〈z〉,M).
Before giving the proof of Proposition 3.1, we observe that Theorem 1 is an immediate con-
sequence.
Proof of Theorem 1. The homotopy fixed point spectral sequence
H ∗c
(〈z〉,En∗X) ⇒ π∗(Eh〈z〉n ∧X)
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fore, there exists an Fp[ν]-module F1 ⊂ π∗(Eh〈z〉n ∧X) such that
H 0c
(〈z〉,En∗X)≈ π∗(Eh〈z〉n ∧X)/F1
and
H 1c
(〈z〉,En∗X)≈ F1.
By Proposition 3.1, π∗(Eh〈z〉n ∧ X)/F1 and F1 are of essentially finite rank, and we will see in
Proposition 3.7 that this implies that π∗(Eh〈z〉n ∧X) is as well. 
We begin our work on the proof of Proposition 3.1 with some general results on good Fp[ν]-
modules and on modules of essentially finite rank.
Lemma 3.3. Suppose that f :A → B is a map of complete Fp[ν]-modules.
(a) If A is compact in each degree—e.g. if A/νA is of finite type—then cokerf is ν-adically
complete.
(b) If νNB = 0 for N sufficiently large, then kerf is ν-adically complete.
Remark 3.4. By “complete,” we always mean what other authors might refer to as “complete
Hausdorff.”
Proof. (a) It is standard (see e.g. [12, 23.D]) that every Cauchy sequence in cokerf (with the
ν-adic topology) converges. (This does not require compactness of A.) We thus only need show
that
⋂
i ν
i(cokerf ) = {0}. Suppose then that x ∈⋂i νi(cokerf ). If x ∈ B is a preimage of x,
we have that, for each i, there exists yi ∈ B and ai ∈ A such that x = νiyi + f (ai). But A is
compact in each degree, so {ai} contains a subsequence converging to some a ∈ A. This implies
that x − f (a) ∈⋂i νiB , and thus x − f (a) = 0. Hence x = 0.
(b) Clearly, kerf = lim←− i kerf/(kerf ∩ νiA), so it suffices to show that, for each k, there
exists an i with kerf ∩ νiA ⊂ νk kerf . But νNA ⊂ kerf and therefore νk+NA ⊂ νk kerf . This
completes the proof. 
Lemma 3.5. Suppose that 0 → A g−→ B f−→ C → 0 is a short exact sequence of Fp[ν]-modules
and that A and C are complete. If A/νA and ker(ν :C → C) are of finite type, then B is complete.
Proof. We first show that
⋂
i ν
iB = {0}. Suppose b ∈ ⋂i νiB and write b = νibi for each
i  0. Since f (b) ∈ ⋂i νiC, f (b) = 0. Now fix a positive integer N . Then f (νk−Nbk) ∈
ker(νN :C → C) for k  N . But kerνN is of finite type; thus there exists a sequence k0 <
k1 < k2 < · · · such that f (νki−Nbki ) is constant. In particular, f (νk0−Nbk0) ∈
⋂
i ν
iC and is
therefore 0. Hence
g(a) = b = νN (νk0−Nbk0)= νNg(aN)
for some a, aN ∈ A. Since N was arbitrary, a ∈⋂ νiA = {0}. This proves that b = 0.i
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x ∈ B such that f (x)− f (xi) ∈ νiC for all i. This means that there exist bi ∈ B and ai ∈ A such
that x − xi = νibi + g(ai) for all i. But A is compact, so {ai} has a subsequence converging to
some a. It then follows that limi→∞ xi = x − g(a), completing the proof. 
Lemma 3.6. Suppose that 0 → A g−→ B f−→ C → 0 is a short exact sequence of complete Fp[ν]-
modules. If two of the three modules are good, then so is the third.
Proof. If M is any Fp[ν]-module, then
TorFp[ν]i (M,Fp) =
{
M/νM i = 0,
ker(ν :M → M) i = 1,
0 i > 1.
The desired result now follows from the long exact sequence obtained by applying
TorFp[ν]∗ ( ,Fp). 
Proposition 3.7. Suppose that 0 → A g−→ B f−→ C → 0 is a short exact sequence of good Fp[ν]-
modules. If A and C are of essentially finite rank, then so is B .
Proof. We will show that if A is of essentially finite rank but B is not, then neither is C.
Let T A, T B denote the closure of the torsion submodules of A and B respectively. Then
(B/T B)/(A/T A) is of essentially finite rank if and only if C is of essentially finite rank, since
these modules are isomorphic modulo the closure of their torsion submodules. Now write
A/T A =
k⊕
i=1
ΣniFp[ν],
B/T B =
∏
α∈J
ΣnαFp[ν],
where the indexing set J is (countably) infinite. An easy induction shows that it suffices to
consider the case where k = 1; that is, it suffices to show that
M =
∏
α∈J
ΣnαFp[ν]/im
(
ΣmFp[ν] →
∏
α∈J
ΣnαFp[ν]
)
is not of essentially finite rank. But upon consideration of the groups St (M) (see the proof of
Proposition 1.5 and its preceding discussion), this follows without difficulty. 
Proof of Proposition 3.1. We first show that H ∗c (〈z〉,M) is good. If M is torsion-free as an
Fp[ν]-module, this follows as in Proposition 1.5. In general, let T denote the ν-torsion submod-
ule of M , and consider the short exact sequence
0 → Cs−1 → HsM → Ks → 0,
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H ∗c (〈z〉, ?) as H ∗(?). By Lemmas 3.5 and 3.6, it suffices to show that Cs−1 and Ks are both
good. Since T is of finite type and annihilated by a power of ν, the same holds true for HsT ; this
immediately implies that the quotient Cs−1 is good. Moreover, by Lemma 3.3(b), Ks is complete.
It is also good, by Lemma 3.6, since it sits in the short exact sequence
0 → Ks → Hs(M/T ) → ker
(
Hs+1T → Hs+1M)→ 0.
Now let
0 = M0 ⊂ M1 ⊂ · · · ⊂ Mt = M
be a Landweber filtration of M [11, Theorem D]; that is, each Mi is an En∗En-comodule
and Mi+1/Mi is isomorphic to either a suspension of Fpnun−1[u,u−1] or a suspension of
Fpn [u,u−1]. In the first case, Hs(Mi+1/Mi) is of essentially finite rank by Theorem 2 together
with Proposition 1.6, and in the second case, Hs(Mi+1/Mi) is a module of finite type annihilated
by ν and therefore of essentially finite rank. We will prove by induction on i that HsMi is of
essentially finite rank.
First consider the short exact sequence
0 → B → H 1(Mi) → H 1(Mi/Mi−1) → 0,
where B = coker(H 0(Mi/Mi−1) → H 1(Mi−1)). Since H 0(Mi/Mi−1) is good, B is complete
(Lemma 3.3) and is good by virtue of the above exact sequence. If H 1Mi−1 is of essentially
finite rank, it now follows that B is also. Therefore, by Proposition 3.7, H 1Mi is of essentially
finite rank.
Finally, we have the short exact sequence
0 → H 0(Mi−1) → H 0(Mi) → D → 0,
where D = ker(H 0(Mi/Mi−1) → H 1(Mi−1)). H 0(Mi/Mi−1) is either a suspension of Fpn[u,
u−1] or a suspension of Fpn[vn−1]; thus any submodule of H 0(Mi/Mi−1) is of essentially finite
rank. If H 0(Mi−1) is of essentially finite rank, it now follows as above that H 0(Mi) is as well.
This completes the induction and the proof. 
4. The Bockstein spectral sequence for some standard groups
We begin with some generalities on analytic pro-p groups; our main reference will be [8].
Recall that a pro-p group G is said to be powerful if p is odd and G/Gp is abelian, where Gp
denotes the closure of the group generated by pth powers of elements of G. If p = 2, we require
that G/G4 be abelian. If G is also (topologically) finitely generated, then every element of Gp is
a pth power of an element of G and Gp is open (and hence closed) in G [8, Lemma 3.4]. Similar
statements apply to Gpi : Every element is a (pi)th power of an element of G and it is an open
normal subgroup of G. In addition, the map
Gp
i
/Gp
i+1 −→ Gpi+1/Gpi+2 (4.1)
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powerful, or just uniform, if it is powerful, finitely generated, and the homomorphism of (4.1) is
an isomorphism for all i  0.
If G is a finitely generated powerful pro-p group, then G/Gp is a finite-dimensional
Fp-vector space—addition is just the group multiplication—which we denote Gel.ab.. Let
E((Gel.ab.)∗) denote the exterior Fp-algebra on the (vector space) dual of Gel.ab.. If p is odd,
there is a map
E
((
Gel.ab.
)∗)−→ H ∗c (G,Fp)
which sends h ∈ (Gel.ab.)∗ to the element of H 1(G,Fp) given by the homomorphism
G −→ Gel.ab. h−→ Fp.
If p = 2, such a map exists provided G is uniform. For then G/G4 is a free Z/(4)-module and
any basis for the F2-vector space Gel.ab. lifts to a basis for G/G4. This can be used to show that
the cup square of the above cohomology class is 0.
The following remarkable result is due to Lazard (see also [21, Theorem 5.1.5]).
Theorem 4.2. If G is a uniformly powerful pro-p group, then
E
((
Gel.ab.
)∗) ≈−→ H ∗c (G,Fp).
We will use this theorem in the following way. A set {y1, . . . , yd} is a minimal set of generators
of the uniformly powerful pro-p group G if and only if the image of this set in G/Gp is a basis.
Then H ∗c (G,Fp) is the exterior algebra on the dual basis {y∗1, . . . , y∗d}. We will construct the
subgroup U of Theorem 3 to be uniformly powerful and so that one element, say y1, of a minimal
generating set has reduced filtration smaller than the reduced filtrations of the other elements. We
will then see that the differentials in the Bockstein spectral sequence
H ∗c
(
U,Fp2
[
u,u−1
]) ⇒ H ∗c (U,Fp2u1[u,u−1])
are determined by the differentials in
H ∗c
(〈y1〉,Fp2[u,u−1]) ⇒ H ∗c (〈y1〉,Fp2u1[u,u−1]),
and we will use our knowledge of this spectral sequence to prove that Hsc (U,Fp2u1[u,u−1]) is
of essentially finite rank. From here, we will use arguments given in the Introduction to conclude
that π∗(E
h(U×F×p )
2 ∧ M) is of essentially finite rank. U will in fact be constructed as a standard
group, whose definition and properties we now recall.
A p-adic analytic group G is standard (of dimension d over Qp) if the analytic structure on G
is defined by a homeomorphism
ψ = (ψ1, . . . ,ψd) :G −→
{
(pZp)
d p odd,
d(4Z2) p = 2
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M(X,Y ) = (M1(X,Y ), . . . ,Md(X,Y ))
over Zp such that
ψj (xy) = Mj
(
ψ(x),ψ(y)
)
for all j and x, y ∈ G. Every p-adic analytic group contains an open subgroup which is stan-
dard with respect to the induced analytic structure [8, Theorem 8.29], and every standard group
of dimension d over Qp is a uniform pro-p group of the same dimension [8, Theorem 8.31].
Moreover, if G is standard and p is odd, then
ψ :Gp
N−1 −→ (pNZp)d
is a bijection and the quotient map
ψ :
Gp
N−1
Gp
N
−→ (p
NZp)
d
(pN+1Zp)d
=
(
Z
(p)
)d
is a group isomorphism for all N  1. If p = 2, then ψ :G2N−1 → (2N+1Z2)d is a bijection and
the analogous quotient map ψ is a group isomorphism. As mentioned above, U will be a standard
group; however, some further care will be required for its construction. The following result will
be needed.
Lemma 4.3. Suppose that G is a standard group as above, and set μ = 0 if p > 2 and μ = 1 if
p = 2. Let
V = ψ−1[pN+μZp × (pN+a+μZp)d−1],
where N  1 and a  0. If N  a, V is a normal subgroup of GpN−1 , and if N  a + 1, V is
standard.
Proof. We first recall some notation. We will write α for a d-tuple (α1, . . . , αd) of non-negative
integers and set 〈α〉 = α1 + · · · + αd . If X = (X1, . . . ,Xd), Xα = Xα11 · · ·Xαdd . With these con-
ventions,
Mj(X,Y ) = Xj + Yj +
∑
〈α〉1
〈β〉1
bj,αβX
αYβ. (4.4)
There are also power series Pj (X,Y ) over Zp , j = 1, . . . , d , such that
ψj
(
xy−1
)= Pj (ψ(x),ψ(y)),
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Pj (X,Y ) = Xj − Yj +
∑
(α,β)∈I
aj,αβX
αYβ, (4.5)
where
I = {(α,β) ∈ Nd × Nd : 〈α〉 + 〈β〉 2 and 〈β〉 = 0}.
Using (4.5), it is easy to check that if N  a, then xy−1 ∈ V whenever x, y ∈ V , and hence V
is a subgroup. As for normality, we have that
Pj
(
ψ(x),ψ
(
yp
N−1))= ψj(x)−ψj (ypN−1) mod(p2N+2μ)
whenever x ∈ V , and hence
ψj
(
yp
N−1
x
(
yp
N−1)−1)= Mj (ψ(ypN−1),P (ψ(x),ψ(ypN−1)))
= ψj(x) mod
(
p2N+2μ
)
.
Since 2N N + a, this implies that ypN−1x(ypN−1)−1 ∈ V .
Finally, we prove that V is standard. There is certainly an analytic diffeomorphism ψ ′ :V →
(p1+μZp)d given by
ψ ′(x) = (p1−Nψ1(x),p1−N−aψ2(x), . . . , p1−N−aψd(x)).
The multiplication on V is given by
ψ ′(xy) = M ′(ψ ′(x),ψ ′(y)),
where
M ′j (X,Y ) =
{
p1−NMj(ρ(X),ρ(Y )), j = 1,
p1−N−aMj (ρ(X),ρ(Y )), j > 1,
and
ρ(X1, . . . ,Xd) =
(
pN−1X1,pN+a−1X2, . . . , pN+a−1Xd
)
.
It now follows easily from (4.4) that M ′(X,Y ) has coefficients in Zp provided N  a + 1. 
Continue with the assumptions of the previous lemma and assume N  a + 1. If y1, . . . , yd
are the generators of GpN−1 with ψ(yi) = pN+μi , where i is the element of Zdp with only a 1
in the ith place, then y1, yp
a
2 , . . . , y
pa
d form a minimal set of generators of V . This follows from
the fact—an easy consequence of (4.4)—that
ψ
(
yp
a )= paψ(y) mod(p2N+2μ)
whenever y ∈ GpN−1 .
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trations (Proposition A.2), this observation allows us to construct an abundance of uniformly
powerful subgroups, one of whose generators has relatively low reduced filtration. The next re-
sult describes exactly how the Bockstein spectral sequence is controlled by such a generator.
Lemma 4.6. Suppose that U is a uniformly powerful subgroup of S02 , not contained in C0, with
a minimal set of generators {x1, . . . , xd} such that f (xi) > f (x1)  3 for all i > 1 if p is odd,
and f (xi) > f (x1) 5 if p = 2. Then
H ∗c
(
U,Fp2u1
[
u,u−1
])≈ H ∗c (〈x1〉,Fp2u1[u,u−1])⊗E(x∗2, . . . , x∗d)
as Fp[v1]-modules, where {x∗1, . . . , x∗d} ⊂ H 1c (U,Fp) is the basis dual to the basis {x1, . . . , xd}
of the Fp-vector space U el.ab.. In particular, Hsc (U,Fp2u1[u,u−1]) is of essentially finite rank.
Remark 4.7. Conditions on the reduced filtrations will be used in two places in the course
of the proof. We will need that f (x1) > max{1, 2p−1 } to allow us to compute the differen-
tials in the Bockstein spectral sequence for 〈x1〉 as in Theorem 2.15. We will also need that
a(f (xi))  a(f (x1)) + 2p + 2; this will allow us to prove that the differentials on ui in the
Bockstein spectral sequence for U look the same as the differentials in the Bockstein spectral
sequence for 〈x1〉. We conjecture that an analogue of this lemma holds for n > 2. That is, if U is
a uniformly powerful subgroup of S0n not contained in C0, with a minimal set of generators satis-
fying appropriate reduced filtration conditions, then H ∗c (U,Fpnun−1[u,u−1]) is of essentially
finite rank. However, it will not generally be the case that the Bockstein spectral sequence splits as
the tensor product of an exterior algebra with the Bockstein spectral sequence for one of its topo-
logically cyclic subgroups. Indeed, Troy Winfree [23] has recently computed the differentials on
the 0-line of the Bockstein spectral sequence converging to H ∗c ((WF0p3)
pk ,Fp3u2[u,u−1]) for
any k > 0 and odd prime p, where WF0pn is the group of multiplicative units in WFpn congruent
to 1 mod(p). His computations imply that no uniformly powerful open subgroup of WF0
p3
will
have a Bockstein spectral sequence splitting as above.
We defer the proof of Lemma 4.6 until Section 5. As remarked earlier, subgroups satisfying
the hypotheses of this lemma are ubiquitous.
Lemma 4.8. Let G be a closed subgroup of S0n such that the image of G in S0n/C0 is not all
torsion. Given constants a and b, G then contains an open subnormal subgroup U such that
(i) U is uniformly powerful.
(ii) U has a minimal set of generators {x1, . . . , xd} with ∞ > f (x1) b and f (xi) f (x1)+ a
for all i > 1.
Proof. G is a p-adic analytic group, so let H be an open standard subgroup. Let ψ :H →
(p1+μZp)d , where μ is as in Lemma 4.3, be an analytic diffeomorphism, and let {y1, . . . , yd} be
a minimal set of generators. Then {ypN−11 , . . . , yp
N−1
d } generates Hp
N−1
; by Proposition A.2, this
implies that the generators z1, . . . , zd of Hp
N−1
with ψ(zi) = pNi each have reduced filtration
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max{b, a + 1}, then, by Lemma 4.3,
U = ψ−1(pN+μZp × (pN+a+μZp)d−1)
is an open uniformly powerful normal subgroup of HpN−1 . Moreover, as we saw before,
{z1, zp
a
2 , . . . , z
pa
d } is a minimal set of generators of U satisfying condition (ii). If N is in addition
chosen large enough so that HpN−1 ⊂⋂g∈G gHg−1, then HpN−1 is normal in ⋂g∈G gHg−1,
which in turn is normal in G. Therefore, U is subnormal, completing the proof. 
Proof of Theorem 3. By Remark A.4, G satisfies the hypotheses of the previous lemma and
therefore G contains an open subnormal subgroup U satisfying the hypotheses of Lemma 4.6.
This lemma, together with (0.2), implies that Hsc (U × F×p ,Fp2u1[u,u−1]) is of essentially
finite rank. Moreover, Hs,tc (U ×F×p ,Fp2u1[u,u−1]) is sparse, again by (0.2), and vanishes for
s > 4. The continuous homotopy fixed point spectral sequence therefore collapses to give
πt−s
(
E
h(U×F×p )
2 ∧M
)≈ Hs,tc (U × F×p ,Fp2u1[u,u−1])
and hence that π∗(E
h(U×F×p )
2 ∧M) is of essentially finite rank. 
5. Proof of Lemma 4.6
We begin the proof with the following sharpening of Theorem 2.15.
Lemma 5.1. Suppose that z ∈ S02 is not in C0 and that f (z) = m with m > max{1, 2(p−1) }.
Let ai = a(m + 2i), so that upi supports a non-trivial differential of length ai in the
Bockstein spectral sequence (2.1), and let δ denote the differential in the cobar complex
C∗c (Σ 〈z〉,Fp2u1[u,u−1]). For each i  0, there exists an element wi in Fp2u1[u,u−1] such
that
δwi =˙vai1 up
i+ai (p−1)hm mod Σ 〈z〉(ai + 1)
and such that
wi = upi +
i−1∑
j=0
∑
s
cjsv
αjs−pj a0
1 u
βjsp
j
,
where cjs ∈ Fp2 , p  βjs , and αjs  pj+1ai−j−1. In particular, wi = upi mod(v1).
Remark 5.2. The numbers cjs , αjs , and βjs all depend upon i as well, but this is omitted from
the notation.
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and write
wi−1 = upi−1 +
i−2∑
j=0
∑
s
cjsv
αjs−pj a0
1 u
βjsp
j
with cjs ∈ Fp2 , p  βjs , and αjs  pj+1ai−j−2. Then
w
p
i−1 = up
i +
i−1∑
j=1
∑
s
c
p
j−1,sv
pαj−1,s−pj a0
1 u
βj−1,spj ,
and pαj−1,s  pj+1ai−j−1. We also have
δ
(
w
p
i−1
) =˙vpai−11 upi+pai−1(p−1)hpm mod Σ 〈z〉(pai−1 + p),
and, by Corollary 2.14,
δ
(
v
pai−1−a0
1 u
β0
) =˙vpai−11 upi+pai−1(p−1)hpm mod Σ 〈z〉(pai−1 + 2),
where β0 = 1 mod(p). Thus
δ
(
w
p
i−1 + c0vpai−1−a01 uβ0
)= γ0vpai−1+21 upi+(pai−1+2)(p−1)hm
mod Σ 〈z〉(pai−1 + 3) for some scalars c0 and γ0. (Of course, γ0 may be 0.) But
up
i+(pai−1+2)(p−1)hm is hit by a differential of length a0 on uβ1 , where β1 = −1 mod(p); hence
δ
(
w
p
i−1 + c0vpai−1−a01 uβ0 + c1vpai−1+2−a01 uβ1
)= γ1vpai−1+31 upi+(pai−1+3)(p−1)hm
mod Σ 〈z〉(pai−1 + 4) for some scalars c1 and γ1. We may continue in this manner to obtain
δ
(
w
p
i−1 +
p−1∑
j=0
cj v
αj−a0
1 u
βj
)
= γ vpai−1+p+11 up
i+(pai−1+p+1)(p−1)hm
mod Σ 〈z〉(pai−1 + p + 2), with each αj  pai−1 and each βj not divisible by p. Since upi
supports a differential of length ai = pai−1 + (p + 1) (see Remark 2.17), we must therefore
have that γ ∈ F×
p2
, and we may take
wi = wpi−1 +
p−1∑
j=0
cj v
αj−a0
1 u
βj .
This completes the induction. 
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spectral sequence for U is
H ∗c
(
U,Fp2
[
u,u−1
])= Fp2[u,u−1]⊗E(x∗1, . . . , x∗d).
Since Fp2 ⊂ Fp2[u,u−1], each x∗i is a permanent cycle. We will show that the differentials
on Fp2[u,u−1] agree with the corresponding differentials in the Bockstein spectral sequence
for 〈x1〉 and prove that the Bockstein spectral sequence for U is the tensor product of the
Bockstein spectral sequence for 〈x1〉 with E(x∗2, . . . , x∗d). Let us write dr for the r th dif-
ferential in the Bockstein spectral sequence for U and δ for the differential in the contin-
uous cobar complex C∗c (U,Fpnu1[u,u−1]). We will also write δ(i) for the differential in
C∗c (〈xi〉,Fp2u1[u,u−1]).
Let wj be an element in Fp2u1[u,u−1] guaranteed by Lemma 5.1 with z = x1. I claim that
δwj =˙vaj1 up
j+aj (p−1)x∗1 mod
(
v
aj+1
1
)
, (5.3)
where aj = a(f (x1)+ 2j). It now follows easily that, if p  s,
daj u
spj =˙uspj+aj (p−1)x∗1 (5.4)
and is non-trivial.
To prove the claim, begin by writing
δwj = vk1γ,
where γ ∈ C1c (U,Fp2u1[u,u−1]) is a cocycle which is non-trivial in the quotient C1c (U,
Fp2[u,u−1]). Then
γ =
d∑
i=1
ciu
(•)x∗i mod(v1),
and at least one ci ∈ Fp2 is non-zero. Moreover,
δ(i)wj = civk1u(•)x∗i mod
(
vk+11
)
,
whence k  a(f (xi)+ 2j). In particular, k  aj . But, with the notation of Lemma 5.1,
δ(i)wj = 0 mod
(
v
Nij
1
)
,
where
Nij = min
{
pja
(
f (xi)
)
, αts − pta0 + pta
(
f (xi)
)
: 0 t  j − 1}
min
{
pja
(
f (xi)
)
,pt+1aj−t−1 − pta0 + pta
(
f (xi)
)
: 0 t  j − 1}.
1684 E.S. Devinatz / Advances in Mathematics 219 (2008) 1656–1688If a(f (xi)) a0 + 2(p+ 1), it follows without difficulty from the relation at+1 = pat + (p+ 1)
that this minimum is at least aj + 1. By the construction of wj , we must thus have k = aj and
hence Eq. (5.3).
By (5.4) and Theorem 2.15, each ujx∗1 is a boundary—and thus a permanent cycle—in the
Bockstein spectral sequence for U , except when j = −(p + 1). However, u−p−1x∗1 is still a
permanent cycle. To see this, simply observe that multiplication by upk acts isomorphically on
the Ek-term of this spectral sequence, commutes with dk , and that up
k−p−1x∗1 is a permanent
cycle. All the differentials now follow easily from (5.4), and the Bockstein spectral sequence
for U behaves as claimed. 
Appendix A
We begin by fixing our notation concerning the Morava stabilizer group. Recall that Sn is the
group of automorphisms over Fpn of the height n formal group law Γn with p-series [p]Γn = xpn .
An element of Sn is then of the form
∑Γn
i0 bix
pi
, where bi ∈ Fpn for all i and b0 ∈ F×pn . Such
an element is in S0n if and only if b0 = 1. The center C ≈ Z×p consists of power series of the
form
∑Γn
i0 aix
pni with each ai ∈ Fp and a0 ∈ F×p . More precisely,
∑Γn
i0 aix
pni corresponds to∑
i0 e(ai)p
i
, where e(ai) denotes the multiplicative representative of ai in Zp .
If z =∑Γn
i0 bix
pi ∈ Sn, define f (z), the reduced filtration of z, to be the smallest value of i
for which {
bi = 0 if n  i,
bi /∈ Fp if n | i.
If z ∈ C, set f (z) = ∞. Alternatively, if z ∈ S0n , f (z) is the maximum value of i for which there
exists g ∈ C with
zg = x +Γn
∑
ji
Γnbj x
pj .
Note that bf (z) = 0 if n  f (z) and bf (z) /∈ Fp if n | f (z).
We need some basic properties of the action of Sn on En∗. The next result is easy and well
known.
Proposition A.1.
(a) Let g =∑Γn
i0 bix
pi ∈ Sn. Then gu = b0u in En∗/In.
(b) If g ∈ C = Z×p , then g(u) = gu and g(ui) = ui for 1 i  n− 1.
Proof. Part (a) is immediate from the definition of the action.
Part (b) follows easily from the formulas of [6]; however, a more elementary proof is possible.
First observe that if F is any formal group law over a p-adically complete ring, there is a unique
continuous ring homomorphism Zp → End(F ) extending the homomorphism Z → End(F )
mapping n to [n]F (x). An examination of Cartier modules (see for example [6]) shows that,
in the case F = Γn, the restriction Z× → Aut(Γn) of this map is just the above identificationp
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≈−→ C ⊂ Aut(Γn). If Fn denotes the universal lift of Γn to (En)0 and [g]Fn(x) denotes the
image of g ∈ C = Z×p under the homomorphism Z×p → Aut(Fn), it follows by naturality that


 
Γn
g
Fn
[g]Fn(x)
Fn
Γn
commutes. This implies that g(ui) = ui for all i. One can also check that [g]′Fn(0) = g, which
implies that g(u) = gu and completes the proof. 
We next turn to establishing some basic properties of the reduced filtration.
Proposition A.2. Suppose y, z ∈ S0n . Then
(i) f (yz)min{f (y), f (z)}.
(ii) f (yp) f (y) with equality if and only if y ∈ C0.
(iii) f (y−1) = f (y).
Proof. If either y or z is in C0, then (i)–(iii) are immediate, so suppose y /∈ C0, z /∈ C0. Write
f (y) = t , f (z) = s and choose g,h ∈ C0 such that
yg = x +Γn
∑
it
Γnbix
pi ,
zh = x +Γn
∑
is
Γncix
pi .
Then
(yz)(gh) = (yg)(zh) = x mod(xpmin{s,t}),
so f (yz)min{s, t}, proving (i). As for (ii),
ypgp = (yg)p = x + pbtxpt mod
(
xp
t+1)
= x mod(xpt+1),
so that f (yp) t + 1. Finally, part (iii) is proved using the same strategy. 
If f (y) is not too small, part (ii) of the preceding proposition can be considerably sharpened.
Proposition A.3. Suppose y ∈ S0 and f (y) > n/(p − 1). Then f (yp) = f (y)+ n.n
1686 E.S. Devinatz / Advances in Mathematics 219 (2008) 1656–1688Proof. We may assume that y /∈ C0. Write f (y) = t and choose g ∈ C0 so that yg = (e + δ) in
the ring End(Γn), where e = x and δ =∑Γnit bixpi . Then
(yg)p = (e + δ)p = e + δp +
p−1∑
j=1
cj · pδj ,
where cj =
(
p
j
)
/p. Since multiplication in End(Γn) is composition of power series, the leading
term of δj is in degree ptj ; moreover, since [p]Γn(x) = xpn , the leading term of pδj is in de-
gree ptj+n. Finally, since tp > t + n and c1 = 1, it follows that δp +∑p−1j=1 cj · pδj has leading
term bp
n
t x
pt+n = btxpt+n . Thus
f (yp) = f ((yg)p)= f (yg)+ n = f (y)+ n. 
Remark A.4. The above proposition implies that y is non-torsion if f (y) > n
p−1 , and that S
0
n/C
0
is torsion-free if p > n + 1. More generally, an argument similar to the proof of Theorem 4.3.4
in [15] shows that S0n/C0 is torsion-free if neither p nor p − 1 divide n.
Appendix B
Proposition B.1. Let G be a closed subgroup of Gn, and suppose that U is an open subnormal
subgroup of G. Then EhGn is in the thick subcategory generated by EhUn .
Proof. Without loss of generality, we may assume that U is normal in G. In [3], we used Adams
spectral sequence techniques to construct a spectral sequence
E∗∗2 (Z) = H ∗
(
G/U,
(
EhUn
)∗
(Z)
) ⇒ (EhGn )∗(Z). (B.2)
This allowed us to establish strong convergence and to prove in addition that there exists s0
such that Es,∗∞ (Z) = 0 for all s > s0 and spectra Z. (This follows from [3, Theorem 3.3]; see
Proposition 2.3 of the same paper.) Of course, since G/U is finite, one can form an ordinary
homotopy fixed point spectral sequence, and we showed in [3, Theorem A.1] that this spectral
sequence agrees with the spectral sequence (B.2).
Let Yk = F(E(G/U)k,EhUn ), where E(G/U)k is the k-skeleton of the bar construction for
the free contractible G/U -space E(G/U). The ordinary homotopy fixed point spectral sequence
is obtained by mapping Z into the diagram
∗ Y0 Y1 Y2 · · ·
F0 F1 F2 .
Fi is the fiber of Yi → Yi−1; it is a suspension of a finite number of copies of EhUn . In addition
[7, Proposition 7.1],
holim←− Yk =
(
EhUn
)h(G/U) ∼= EhGn .
k
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[Z,EhGn ]∗ and
Es,∗∞ (Z) =
ker([Z,EhGn ]∗ → [Z,Ys−1]∗)
ker([Z,EhGn ]∗ → [Z,Ys]∗)
.
The horizontal vanishing line thus implies that ker([Z,EhGn ]∗ → [Z,Ys0 ]∗) = 0 for all Z and
therefore that EhGn is a retract of Ys0 . But by virtue of our description of the Fi ’s, Ys0 is in the
thick subcategory generated by EhUn ; hence so is EhGn . 
Remark B.3. The same proof works to show that EhGn is in the thick subcategory generated
by EhUn in the stable category of EhGn -modules.
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