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Abstract
Theuseof a camera in a robot control loop can be performed
with two typesof architecture: the camera is said eye-in-hand
whenrigidly mountedontherobotend-efectorandit is saideye-
to-handwhenit observestherobotwithin its work space. These
two schemeshavetechnical differencesand they can play very
complementaryparts. Obviously, theeye-in-handonehasa par-
tial but precisesight of thescenewhereastheeye-to-handcam-
era hasa lessprecisebut global sight of it. Themotivationof
our work is to take advantage of both, free-standingand robot-
mountedsensors,in acooperationscheme. Thesystemwepresent
in this paperperformstwo separatetasks:a positioningonethat
is ensured in the global image and a tracking oneperformedin
the local image. For robustnessconsiderations, the control law
stability is provedand several cooperative schemesare studied
andcomparedin experimentalresults.
1 Overview
For thelastfifteenyears,eye-in-hand2D visualservoinghasbeen
extensively studied[11, 3, 5, 7]. Centralto this approachis the
imagejacobian  (alsocalledinteractionmatrix). It relatesthe
variationsof someimagefeatures to therobotcontrol(generally
expressedasa velocity screw  ): 	 . Most of thetime, the
controlcanbeexpressedastheregulationof a taskfunction[10].
If 
 is thedesiredvalueof  , we aim at controllingtherobot in
sucha way that  
 decreasesto  . A simplemethodconsists
in applyingthefollowing control law: 
 (1)
where   is the pseudo-inverseof the estimatedjacobian. If  !  "  , we canshow that when  is exactly com-
putedateachtime,(1) ensuresanexponentialdecreasein #$%
 .
But, for several reasons[1],  is oftenfixedto a constantmatrix
(generallycalculatedat the desiredposition). Anyway, in that
case,if we canshow positivenessof theeigenvaluesof &  , lo-
cal asymptoticstability of (1) is ensured.
In [6] theresultsof [3] areextendedto thegeneralcaseof acam-
eraobservingtherobotbeingcontrolled.In [9] and[12], we can
find eye-to-handsystemsdevelopedfor specifictasks.Weshould
stressthe fact that, in the eye-to-handcase,the imagejacobian
hasto take into accountthemappingfrom thecameraframeonto
therobotcontrol frame. If we note ' (*),+.- this mapping( ( being
therotationalmatrixand+ thetranslationvector),theeye-to-hand
jacobian0/ is relatedto theeye-in-handone  by:0/12&43 ( &(657,&(189+  ( : (2)
where 57<;  is theskew symmetricmatrix associatedwith vector; . In [6] thecontrollaw is identicalto (1).
For complex tasksin naturalor complex environments,we can
no longerbe limited to the useof one type of camera. On the
onehand,thereis no possibilityfor a local (eye-in-hand)camera
to interactwith its wholework space.Furthermore,it canhardly
considerimportantmodificationin its environment.On theother
hand,a global(eye-to-hand)camerais notmaneuverableenough
to explore the scene.Many papersdealwith the useof several
camerasin computervision: usuallyfor 3D reconstructionwith
stereovision,sometimesfor visualservoingwith apairof images
[4, 6] but rarely makingglobal and local imagescooperate[8].
Thework thatwedescribein thispaperis afirst steptowardssuch
acooperation.Wedefineandshow feasibilityof alow level visual
servoing taskachievedby meansof a systembringingtogethera
local view of thesceneanda global one. This systemis ableto
ensurepositioningwhile keepingvisibility of a target.
In Section2, we preciselydescribeand model the tasksto be
achievedby botheye-to-handandeye-in-handcamerasandshow,
in Section3, how they merge into a singleone. While stressing
theneedof independencebetweenthetasks,wewill seethattheir
naturalinteractioncannot beignoredandwill show how to take
it into accountin an efficient androbust way. In Section4, we
presentresultsobtainedwith a six degreesof freedomcartesian
robot.
2 Task description and modeling
In oursystem(seeFigures1 and2), theglobalcamerais staticand
controlsthe translatingdegreesof freedomof the robot effector
to ensureits correctpositioningwhile the local onecontrolsits
orientationto centera statictargetin its image.
Themobile landmarkfrom which theglobal imagefeatureswill
beextractedis mountedat theendof thetranslatingjoints of the
eye-to-hand camera
eye-in-hand camera
mobile landmark
static target
robot static
control frameR,t
R’,t’
Figure1: Eye-in-hand/ Eye-to-handcooperation
robot arm. This way, the endeffector rotationalmotionsdo not
influencetheglobalimage.This providesuswith moreindepen-
dencebetweenbothtasks.
Initial position
-a
Desired position
-b
Initial position
-c
Desired position
-d
Figure2: Initial anddesiredimagesfor eye-to-hand(onthe
top) andeye-in-hand(on thebottom)systems
2.1 Translation control
Theglobalimagemustcontrolthreedegreesof freedom.Wethus
needto extractat leastthreeindependentfeaturesfrom theimage.
For stabilityproofconvenience,wechoseonly threeof them:the
coordinatesof thecenterof gravity (c.o.g.)of theobservedtarget
in the imageandthe projectedsurface. We further assumethat
theobservedtargetis planarandparallelto theimageplane.First,
thisresultsin thefactthatthec.o.gof thetargetcanbeconsidered
asa physicalpointof thetargetandits evolution is governedby:
3 =?>@ > : BADCEGF  !H FEGF CEGF JI FEGFLKNMO 
P >Q >R >TSU
where  = > ) @ >  arethecoordinates(expressedin meters)of the
c.o.g.in theimagefor aonemeterfocal lengthand  P > ) Q > ) R > 
arethecoordinatesof thec.o.gof thetargetexpressedin thecam-
era frame. Second,the evolution of the projectedsurface 5 is
givenby: 5VWXY59Z R >  R > . Bothpreviousrelationsamountto
MO =[>@9>5 SU  M\O CEGF   H
FEGF CEGF JI FEGF  $]_^EGF Sa`Ub ced fgih MO
P >Q >R > SU (3)
We choseto expressthe translationcontrol j in thestaticrobot
control frame. It meansthat the displacementfrom the eye-to-
handcameraframeontothecontrolframe ' (*),+k- is constant.Be-
sides,if we denote 8 the featurevector, equations(2) and(3)
leadto:  8 l 8 jml0n(6j (4) 8 is calledthetranslationaljacobian.Theassociatedcontrollaw
ensuringanexponentialdecreasein thefeaturevectoris givenby:j 8po 8   8  8 
  (5)
where  8 
 is thedesiredfeaturevectorand o 8 is the estimated
jacobian. In order to chosea suitable o 8 , we now proposeto
determinethe stability domainof the control law (5) underthe
assumptionspresentedbefore.q
Stability proof
To deal with internal calibrationwe remind the meter to pixel
transformation.If we considerno radialdistortionandassuming
thatimageaxesareperfectlyorthogonal:
MO =?>@ > 5 SU pixels  M\Osr
tvu   rtvu   rxwtvuxtzy
S `Ub ced f{ MO
=?>@ > 5 SU m (6)
where | , }~ and } are respectively the focal length, the width
andhight of a pixel in meters.Accordingto (4) and(6), we no-
tice that the global translationaljacobianmatrix is n(
where  ,  n and ( are non singular. We have to study pos-
itivenessof the eigenvaluesof &  ( & C in the presentcase).Denoting P theestimateof P , and (2  ( ( , we obtain:   C n  ( on  C   C . We proposeto studytwo differentcases:
1. (l ( (i.e.  (l  )
In thatcase,theeigenvaluesof & C are:
r
EGF

tvutvu EGF&
r
) r
EGF&tzytzy EGF&
r
) rxw
tzy ^ 
EGF

tvutvu EGF7^ r w
tzy
As a consequence,the local asymptotic stability of
the system is always ensured since the conditions|) |)G} ~ )_}  ) } ~ ) }  ) R > ) oR > )e5 and 5 are not restrictive
atall andwhatever theestimations= > and o@ > .
2. B and n& on
This time &  C p0n  (10n  C   C so  ( and &  Care similar andhave the sameeigenvalues. We just need
to studypositivenessof the real part of the eigenvaluesof ( which are ,Y)_%v)Gv  where   is the rotationangle.
This meansthat,for any rotationaxis,thesystemis locally
asymptoticallystableif!¡ X£¢   ¢ ¡ X ¤
Judgingfrom this stability study, we can afford to fix o0n to a
constantvalue while ensuringthe convergenceof control. For
theapplication,we choseto fix =[> , o@9> and oR > to their desiredvalues, oR > beingcoarselyapproximatedby hand. The constantvalueof ( is alsoestimatedby hand.
2.2 Rotation control
Theprincipleof thesecondtaskis tocontroltheeye-in-handcam-
eraorientationsuchthat thecenterof a statictargetappearsand
remainsat thecenterof theimage(seeFigure2). This intendsto
forcethevisibility of thetargetduringthepositioningtask.
If the observed object is a point then the movement of the
point projection  = ) @  is relatedto therotatingcommand¥m' ¥ H )G¥ I )G¥¦§- by thefollowing equation:3 = @ : 3 =¨@ W,© = ]  @© @ ]  =¨@  = :b ced fg«ª ¥¬ is the rotationaljacobian. If x¬N = ) @  denotesthe cur-
renteye-in-handfeaturevector, x¬#
 thedesiredoneand o¬ the
estimatedjacobian,theassociatedtrackinglaw is givenby:¥­2¬ o¬  x¬$® 
¬  (7)
As previously, we canshow thatthestability domainof this con-
trol law is very large. For future experiments, o ¬ is computed
onceusing = m and @  .In thatcase,a sufficient condition
to local asymptoticstability is |) |)G} ~ ) } ~ )G}  ) Q  . Computingo¬ at eachiterationis alsoveryeasyto implement.
2.3 Interaction
Whereasrotationalmotionsdo not influenceglobal imagefea-
tures,translatingmovementsof the endeffector result in move-
mentsin the eye-in-handimage. More precisely, the movement
of the point projectionis relatedto the translatingcontrol j by
thefollowing equation:x¬¯ 3 6Z R  = Z R 6xZ R @ Z R : (p°b cad fg ª± j
where R is the depthof the static target from the local camera
and ( ° is therotationfrom thelocal cameraframeontotherobot
staticcontrol frame.Whenestimating ¬ 8 , we will fix = , @ to
their desiredvalues(  ) and R to a constantvalue R 
 . ( ° will be
computedthanksto odometry.
3 Cooperation
We now aim at makingbothprevioustaskscooperatein a single
control scheme.Judgingfrom previous modeling,theestimated
globaltaskjacobianis:
®BA o 8 ¬ 8 o¬ K TA o#²o³ Kµ´ eye-to-hand´ eye-in-hand
On theonehand,usinga classicalcontrol(1) where  hasa cou-
pling term (  ¬ 8¶B ) will lead to unexpectedbehaviors such
assweepingmovementsin theimagesandlossof featureif  is
notperfectlyestimated.Thesefearswereobservedduringexper-
iments; thatis why weaimatcontrollingbothtasksindependent-
ly. In addition,if independenceis preserved,globalstability will
beensuredaslong aseachtaskis stable.
But on theotherhand,if we fix  ¬ 8 · , we assumethatboth
tasksare independent.This inaccuracy in modelingthe system
leadsto tracking error. This error can be seenin Figure 3-b.
Theproblemappearsall themoredangerous incesometimesthe
point is about to vanishfrom the image. In order to suppress
thetrackingerrorwhile keepingindependencebetweentasks,we
comparetwo kindsof methods.
3.1 Estimating the perturbation
The translationof the effector canbe seenasan unknown per-
turbationacting on the eye-in-handfeaturesvelocity measures.
Becauseof this unknown perturbation,we mustwrite: ¬ ¹¸ x¬¸º  º + ©¸ x¬¸ +  ¬ ¥V©¸ x¬¸ +
where º denotestheeffectorposition. If we still want to ensure
anexponentialdecreasein x¬¯£x¬ 
 , thecorrespondingcontrol
law is givenby [2]:¥­¬ o¬  x¬»®%¬ 
b cad f
classicalcontrol
law
 o¬  ¸ %¬¸ +b ced f
trackingerror
compensation
(8)
Thuswe mustestimatethepartof imagefeaturesvelocity dueto
theperturbation,thatis ¼¸  ¬ Z ¸ + . Severalwayshave beeninvesti-
gatedto computethisestimation:½ Odometry: If wehaveaccessto therobotodometry, j can
be measuredandthe estimationis computedby ¼¸  ¬ ¸ +¬ 8 j . However, we shouldnotethatonly few robotscan
affordanaccuratemeasureof theirtranslationalmotion.For
examplemobile robots,which constitutean importantap-
plicationfield of our work, rarelyhave suchequipments.½ Iterative scheme: This methoddirectly comesfrom con-
trol theoryand consistsin insertingan integrator into the
control loop. The integratoris simply achieved by the fol-
lowing iterative scheme: ¸ x¬¸ + _¾  C 2 ¸ x¬¸ + _¾ ©®¿0%¬ ¾ Vx¬ 
 (9)
where ¿ is a compensationgain. Let us note that, when
stationarityis reached,x¬ ¾ lx¬ 
 .½ Observation / Prediction: An other methodconsistsin
comparingthevelocityweobserve in theimageandtheve-
locity we canpredictfrom the computedcontrol law. The
differencebetweenbothtermsshouldcorrespondto thepart
of the movementdueto perturbation.At time À , the esti-
mateis: ¼3 ¸ x¬¸ + : ¾  x¬ ¾Á +b cad f
observation
 x¬ ¾ÃÂe¾  CÁ +b cad f
prediction
where x¬ ¾ÃÂe¾  C lx¬ ¾  C ©Ä¬#¥ ¾  C Á + . Thus:¼3¸  ¬¸ + : ¾  %¬ ¾ ®x¬ ¾  CÁ + V¬¥ ¾  C (10)
At time À , wemusthaveaccessto ¥ ¾  C . Thisis doneeitherassumingthat ¥ ¾  C is theprevious computedvalueof thecontrol law or measuringit. The last techniqueis the one
we implementedsincethe first oneassumesan ideal time
responseof thesystem.Let usnotethat rotationalmotion-
s arealwayseasierto measureaccuratelythantranslational
ones.
Estimatingscheme(10)would beperfectassumingthatda-
ta are not noisy. As not iterative, this onedoesnot filter
noisedueto theinaccuracy in themeasureof x¬ andin the
measureof ¥ at eachtime. In orderto filter it, we canuse
eithera simplefilter¼ Å%Æ ªÅÇ  ¾  ÈÉ Æ ªÊ  Æ ª9ÊËÌÍ Ç Î ¬  ¥ ¾  C © ,ÎÈ   ¼  Å%Æ ªÅ%Ç aÏ ¾  C.Ð (11)
where È is a forgettingfactor, or a Kalmanfilter astheone
proposedin [2]. Obviously, this last techniqueimplies that
we shouldknow an approximationof the evolution model
of Å%Æ ªÅ%Ç but it is well-known that Kalmanfiltering is quiterobustto thisknowledge.Wechoseamodelwith aconstant
velocity stateandaconstantcorrelation.
Let usnotethatobservation/ predictiontechniquescanalso
dealwith a mobiletarget. In thatcase,no differencecanbe
madebetweenperturbationdueto theunknown translation
of the effector and the one relatedto the unknown target
motion,but it doesnotmatterin thesystembehavior.
3.2 Task redundancy
An othermethodis to considerthetrackingtaskasthemaintask.
As it doesnot constrainall therobotdegreesof freedom,we can
usethe taskredundancy approach[10, 3]. A secondarytask Ñ Æ
canthusbeperformedregulatingthetaskfunction:plÒ2 ¬  ¬ 
 ©l<6®Ò2	Ò  È ] Ñ Æ 8
where Ò is a full rankmatrix suchthatKer ÒÓ Ker o0³ if we
set o0³JB' ¬ 8 o¬Ô- . Matrix [Ò  Ò is thusa projection
operatoronto thekernelof o ³ . It meansthat thesecondarytask
realizationwill have no effect on the main oneaslong as o³ is
a goodapproximationof 0³ . In our case,themaintaskjacobian ³  ¬ 8  ¬  is full ranksowe canset ÒÕ o ³ . Besides,
thesecondarytaskis a positioningonein theeye-to-handimageÑ Æ Ö× 8 Ä 8 
  where Ö is a combinationmatrix. ApplyingØ , the evolution of  8 if x¬ hasconvergedis given by 8 2È ]  ² <7 o³  o0³  Ö× 8 »%
8  . A necessarycondition
for an exponentialdecreaseis ÖB o ² <! o0³  o³ _  . As a
conclusion,thetaskfunctionis givenby:Ù o ³   ¬ V ¬ 
 © <6 o0³  o³   o ² <6 o0³  o0³ _  È ]  8 V 8 
 
4 Experimental results
This sectionandFigures3,4and5 show theexperimentalresults
we obtainedfor all thepresentedmethods.Thegainshave been
chosenasfollows:  8 ¬Úliv . Themobilelandmarkwhere
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Figure3: Independentcontrolof bothtasks
eye-to-handfeatures 8 areextractedfrom, is thewhiteunknown
andcomplex shapethatcanbeseenonfigure2-a.  8 
 wasprevi-
ouslylearned(figure2-b)but thevalueof  8 
 couldalsobefixed
by theoperator.
Whenwe controlboth tasksindependentlyandaddno compen-
sation(seeFigure3), we cannoticethat, asreally independent,
the translationcontrol hasa goodexponentialbehavior whereas
thecenteringonecannotbeachieveduntil thetranslationonehas
converged.This is exactly whatwecall trackingerror.
Estimation and compensation of the tracking error
For thesemethods,thetranslationcontroldoesnotchangeandits
performancesareexactly theonepresentedin Figure3.
Theresultsobtainedusinganintegrator(see(9)) arepresentedon
Figure4-a.Thegainwasfixedto ¿$i i . Thismethodincreas-
estheconvergenceratebut we observe that ¿ is quitedifficult to
adjust.Performancesarenot optimaldueto non-constantveloci-
ty. Theuseof anestimatorfor Å%Æ ªÅ%Ç leadsto betterperformances(seeFigure4-b). Usinga simplefiltering givenby (11) for whichÈ£·i Û , thenoiseon thecontrol is significant. Its effect on the
errorsin theimageis naturallyfilteredby therobotdynamic.The
Kalmanfilter shows really goodperformances(seeFigure4-c).
Finally, using odometryalso appearsvery efficient (seeFigure
4-d) but the correspondingperformancesmainly dependon the
robotinternalsensorsaccuracy.
Redundancy approach
The redundancy formalismpresentstheadvantageof specifying
theimportanceof onetaskagainsttheother. Figure5 shows how
-a-Compensationwith integrator
0 10 20 30 40 50 60 70
−8
−6
−4
−2
0
2
4
Rotation control
time (s)
ve
lo
ci
ty
 (
de
g/
s)
Ω
x
Ω
y
Ω
z
0 10 20 30 40 50 60 70
−100
−50
0
50
100
150
200
250
Error on the image features
time (s)
di
st
an
ce
 (
pi
xe
ls
)
X−X*
Y−Y*
Tracking trajectory in the eye−in−hand image
-b- Compensationwith estimation+ simplefiltering
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-c- Compensationwith estimation+ kalmanfiltering
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-d- Compensationwith odometry
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Figure4: Trackingtaskusinganestimateof ÜÝ ªÜÞ
thepriority of themaintaskdelaysconvergenceof thesecondary
one. But sinceit hasconverged, the secondarytask follows an
exponentialdecrease.We alsonotethat theprimarytasksis dis-
turbedby thesecondaryoneonly duringthefirst iterations.This
is dueto theinexactestimationof thekernel.
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Figure5: Redundancy approach
5 Conclusion
Wehave investigatedacooperationschemesuccessfullyintegrat-
ing a fixed cameraanda robot-mountedone. Keepingindepen-
dencebetweenthetasksallowedusto prove stability of thecon-
trol law. Mostof theavailabletechniquesfor visualservoingwere
adaptedto the useof our two sensorsandexperimentallycom-
pared.All of themshowedtheirability to solveour taskbut some
methodslike Kalmanfiltering or odometryprovedto bevery ef-
ficientasregardstheir robustness.
The applicationwe developedconstitutesa goodbasisto build
higherlevel tasks. Our future work will be dedicatedto the de-
velopmentof exploration strategies with both global and local
cameras.Very basicissueswill arise: finding a suitableknowl-
edgerepresentationthatshouldallow integrationandcomparison
of new, uncertainandpartialsensormeasures,planningnew sen-
sor placementto improve knowledgewhile avoiding obstacles,
makingdecisionsaccordingto currentknowledgeandthetaskto
achieve.
Acknowledgments. This study was partly supported by
INRIA LARA projectandby Brittany CountyCouncil.
References
[1] F. Chaumette.Potentialproblemsof stability andconver-
gencein image-basedand position-basedvisual servoing.
In D. Kriegman,G . Hager, andA.S. Morse,editors,The
Confluenceof VisionandControl, pp66–78.LNCIS Series,
No 237,Springer-Verlag,1998.
[2] F. ChaumetteandA. Santos.Trackinga moving objectby
visual servoing. In 12th IFAC World Congress, volume3,
pp643–648,Sidney, Australie,July1993.
[3] B. Espiau,F. Chaumette,andP. Rives. A new approachto
visual servoing in robotics. IEEE Trans.on Roboticsand
Automation, 8(3):313–326,June1992.
[4] G.D.Hager. A modularsystemfor robustpositioningusing
feedbackfrom stereovision. IEEE Trans.on Roboticsand
Automation, 13(4):582–595,August1997.
[5] K. Hashimoto. Visual Servoing: Real Time Control of
Robot Manipulators Basedon Visual SensoryFeedback.
World ScientificSeriesin RoboticsandAutomatedSystem-
s,Vol 7, World ScientificPress,Singapor, 1993.
[6] R. Horaud,F. Dornaika,and B. Espiau. Visually guided
objectgrasping.IEEE Trans.on RoboticsandAutomation,
14(4):525–532,August1998.
[7] S. Hutchinson,G.D. Hager, andP.I. Corke. A tutorial on
visualservo control. IEEETrans.onRoboticsandAutoma-
tion, 12(5):651–670,October1996.
[8] E. MarchandandG. Hager. Dynamicsensorplanningin
visual servoing. In IEEE Int. Conf. on Roboticsand Au-
tomation, volume3, pp1988–1993,Leuven,Belgium,May
1998.
[9] F. Reyes andR. Kelly. Experimentalevaluationof fixed-
cameradirect visual controllerson a direct-drive robot. In
IEEE Int. Conf. on RoboticsandAutomation, Leuven,Bel-
gium,May 1998.
[10] C. Samson,M. Le Borgne,andB. Espiau. RobotControl:
theTaskFunctionApproach. ClarendonPress,Oxford, U-
nitedKingdom,1991.
[11] L.E. Weiss.Dynamicvisualservo controlof robots.
An adaptive image basedapproach. Technical Report
CMU-RI-TR-84-16, Carnegie-Mellon University, April
1984.
[12] S.W. Wijesoma,D.F.H. Wolfe, andR.J.Richards.
Eye-to-handcoordinationfor vision-guidedrobot control
applications.Int. Journal of RoboticsResearch, 12(1):65–
78,February1993.
