Various multilayer optical data storage methods have been proposed in which bits are written in an initially homogeneous material. To varying degrees, all of these methods will be constrained by phase aberrations that decrease the Strehl ratio as the number of layers and index perturbation of each bit are increased. Although the exact problem is theoretically and numerically intractable, statistical derivations of the impact are possible. These analytic expressions are derived and validated with simulations of low-capacity disks, and then are used to establish limits in the interesting high-capacity case. The resulting approximate expressions are shown to be remarkably simple and also potentially serious in limiting multilayer data storage capacities. © 2009 Optical Society of America OCIS codes: 210.2860, 210.4590, 180.1790.
BACKGROUND AND MOTIVATION
In three generations of consumer optical data storage, the fundamental architecture of the drive has remained unchanged. The majority of the capacity improvement at each generation has been attained by decreasing the diameter of the optical focus, which scales due to diffraction as the optical wavelength ͑͒ divided by the lens numerical aperture (NA). Specifically, the spot area has been improved 12-fold from compact disk (CD) at = 780 nm and NA= 0.47 to Blu-ray disk (BD) at = 405 nm and NA = 0.85; this factor dominates the roughly 30-fold capacity improvement. Given that the wavelength of diode lasers and the NA of far-field lenses suspended above the disk are not expected to undergo further improvement, it is widely agreed that the fourth generation of optical storage will require a fundamental architectural change.
Proposals for this change either reduce the effective spot size or increase the effective disk area. In the first category, super-resolution uses the heat generated by the optical focus to create a traveling nonlinear mask, which reduces the effective spot size below the diffraction limit [1, 2] . In contrast, near-field methods achieve NA well beyond 1.0 via evanescent coupling across a ϳ10 nm gap between the disk and a very small aperture in a metalized laser facet [3] or the focus of a solid immersion lens [4] . In the second approach, the effective area of the disk is increased by using the disk depth rather than just its surface. For example, holographic optical storage records the interference of a two-dimensional page of bits and a reference beam in a photosensitive volume whose thickness enables many pages to be overlapped [5] [6] [7] . Finally, multilayer systems increase the useful recording area proportional to the number of layers. Two layers are part of second-and third-generation consumer products, and researchers have shown the feasibility of roughly ten [8] [9] [10] layers. However, fabrication of laminated multilayer disks in volume will be quite challenging, and the extension to the ϳ100 layers required for Tbyte capacity fourth-generation products seems unlikely.
The desire for large layer count and simple disk manufacture motivates the use of a homogeneous volume in which bits are recorded at "virtual layers" determined only by the focal depth [11] as shown in Fig. 1 (left) . Recording systems in this class can be organized by three characteristics: the intensity dependence of the material response during recording, the physical recording mechanism, and the readout technique. These characteristics can be chosen somewhat independently leading to a large number of combinations and a correspondingly large body of literature.
The intensity dependence of the absorption determines the three-dimensional (3D) localization of the material response, which is critical for suppression of in-plane and out-of-plane crosstalk, consumption of dynamic range, and accumulation of phase aberrations, as shown in Fig. 1 (right). The most common response is single-photon absorption in which the medium response is linearly proportional to intensity. However sublinear response is possible in common classes of photopolymers [12] , and two-photon [13, 14] or photochromic [15] absorption enables superlinear response. In general, the two-photon absorption crosssection is dramatically lower than that in the singlephoton case, typically requiring resonant enhancement and the associated transfer rate limit [16] or high power lasers up to short pulse lasers such as Ti:sapphire operating at ϳ800 nm [17] . Although these long-wavelength two-photon features are larger in volume by a factor of ϳ2.6 than single-photon features written at ϳ400 nm [18] , the benefits of reduced dynamic range consumption and phase aberrations are typically worth the density penalty. In this work I will assume that the material responds to intensity raised to a power ␣, where ␣ ranges from 1 / 2 (for sublinear polymers) to 1 (for single-photon absorption) to 2 (for two-photon absorption) or greater (for highly nonlinear processes typically associated with femtosecond pulses).
The second important characteristic of a thick homogeneous storage medium is the nature of this material response. The absorption of writing photons can induce a conformational change of a molecule to modify its absorption [19, 20] , birefringence [21] , or fluorescence [22] [23] [24] . Monomer consumption in photopolymers can create localized index [25] [26] [27] change through consumption of monomer and subsequent diffusion of mobile species. Photorefractive crystals [28] and polymers [29] allow diffusion of free carriers that induce an index change through the electro-optic effect. Finally, femtosecond lasers can create voids or melting and recrystalization of the host [30] . The net effect of any of these processes is to locally change the complex dielectric constant and/or fluorescence of the addressed volume. Often the intended writing mechanism (e.g., photochromic absorption change) is accompanied by an unintended index change (e.g., through the KramersKronig relation), and thus phase aberration limits may be important even when the primary recording mechanism is not an index change. Note that recording via modification of the material fluorescence typically does not suffer from unintended index change, which is one of the primary advantages [22] [23] [24] .
Finally, one must specify how this change will be detected during readout. In the case of fluorescence the return signal is incoherent, whereas in the case of a modified index or absorption it is coherent. In the later case, homodyne detection [31, 32] can be used to increase the weak signal strength, but it also amplifies the impact of intertrack and interlayer crosstalk. Virtually all proposed methods employ confocal filtering [19, 33] or other depth sectioning methods [34] borrowed from microscopy to suppress interlayer crosstalk between tightly spaced layers. Confocal reflection is the most common method, but unfortunately it is inefficient when reading 3D marks written by a single focused beam [35] . This has inspired a number of groups to examine microholographic recording in which two counterpropagating beams write a small reflection grating at their mutual focus, which then is efficiently detected in confocal reflection [36] [37] [38] [39] [40] [41] [42] .
Previous theoretical analyses of optical data storage in homogeneous 3D materials have examined issues of signal strength, cross-talk and noise [39, [43] [44] [45] chiefly to establish the potential storage capacity. A fundamental limit to this capacity that has not been examined, however, is phase aberration of the focus during writing and reading due to localized index changes in the thick storage material. Particularly for coherent detection schemes in which signal strength is dependent on the magnitude of the index change, this must establish a trade-off between acceptable aberrations, read signal strength, and the number of layers. The goal of this paper is to establish this trade-off.
APPROACH
A convenient and typical summary specification for the aberration requirement of an optical drive is the Strehl ratio (SR), which is simply the ratio of the peak focal intensity with aberrations to that without [46] . This paper will assume that the lens is ideally corrected and that aberrations are zero with no data present, yielding a SR of one. Then, in the low aberration limit, SR is directly related to the variance of the wavefront aberration, which, in turn is given by the statistical properties of the optical path delay accumulated by rays traveling through the data written into the disk. An obvious approach, then, is to numerically calculate the aberrations accumulated by an initially perfect beam focused on the bottom layer of a disk filled with an appropriate density of properly shaped index features, as illustrated in the two orthogonal slices of Fig. 2 . Unfortunately, this is not feasible at an interesting disk capacity. Assuming that the volume occupied by each bit is given by Kw 0 2 z 0 , where w 0 is the Gaussian beam waist radius, z 0 is its Rayleigh range, and K is a crosstalklimited volumetric oversampling shown in [39] to be ϳ100 for microholograms in linear media, the minimum number of bits that must be included in this simulation would be 4
where C is the number of addressable bit locations in the entire disk and A is the disk writeable area. Assuming a disk capacity of C of 1 TByte (raw) and BD pickup specifications, this translates to a minimum of 3.7ϫ 10 9 3D bits in the simulation. To appropriately subsample each optical bit volume, well over 1 TByte of simulation RAM would be required. Even if an appropriate supercomputer were used with this memory capacity, the need to run thousands of simulations to accumulate statistics would demand unreasonable resources.
Instead, the sections below will derive analytic results based on a set of assumptions, particularly, on the statistical properties of the wavefront aberration in a single plane and how these add in depth. These assumptions are then verified by comparison to direct numerical simulation at low total disk capacity. The analytic predictions may then be used to extrapolate these low-capacity simulations to interesting high-capacity predictions.
NUMERICAL METHODS
Although the fundamental results of this paper are the theoretical predictions, the numerical methods provide an intuitive introduction to the methods used and will therefore be described first. As shown in Fig. 2 , the goal of the calculation is to find the SR of a focus traveling through a large number of bit planes. The focused beam for both reading and writing will be assumed to be a Gaussian with intensity profile
using the coordinate system shown in Fig. 1 . As is common in the optical literature, the quantity "intensity" here is measured in W / m 2 , not the radiometric intensity W/sr. In order to reach the bottom layer with minimal change in read or write signal, the absorption of the entire thickness must be low and thus the weak exponential decay in z will be ignored. For methods such as microholograms in which writing is accomplished with two counterpropagating beams, the intensity of Eq. (1) is locally modulated with a sinusoidal interference pattern of halfwave pitch. However, the wavefront aberration is calculated from the depth projection of the recorded index, which depends only on the average intensity; therefore the high-frequency fringes may be disregarded. This intensity pattern is used during writing to modify the material properties via any of the methods described in the introduction. The material may respond with an index and/or absorption change. The wavefront is most sensitive to index and thus absorption will not be considered further. This index change could be the intentional recording mechanism, which is an unavoidable side-effect of the KramersKronig relations or an unintended result of a conformational change. For sake of generality, the model will assume that there is some index change at each bit with a peak magnitude of ⌬n recorded by the focus moving at velocity v and depending on intensity raised to a power ␣:
The parameter ␣ takes on values less than one for radically initiated photopolymers [47] , is exactly one for ideal one-photon processes, and equals two for ideal, instantaneous two-photon processes. The equation gives the 3D index distribution for a single isolated bit appropriate for a pulsed or on-off keying (OOK) code and the cross-section of an infinitely long, continuous line written for a pulse-code modulation (PCM) scheme. In this later case the index is an integral along the length of the mark, which has been approximated as infinitely long to obtain the analytic result. Note that the only change is a spreading of the mark in the depth direction. This will cause aberrations to be greater when using PCM coding due to the integrated out-of-focus response. Finite mark lengths will fall intermediate between these two extreme cases. Representative crosssections calculated from Eq. (2) are shown in Fig. 1  (right) . An important feature of these profiles is that the index distribution from each bit weakly modifies a depth that extends beyond its particular layer, and thus the entire disk thickness must be considered when calculating the aberrations.
To calculate the impact of these structures on drive performance, a 3D computational space is filled with index profiles according to Eq. (2) arranged in tracks and layers from the top of the storage layer to the plane of the focus, as shown in Fig. 3 (upper left) . This assumes that the aberrations caused by bits beyond the focus are small in comparison to those before it. Fourier beam-propagation is then used to propagate a converging Gaussian from the top surface down to the exit plane, and the Strehl ratio is calculated as the peak focal intensity relative to that when no bits are present.
In the next section, the Strehl ratio will be related to the wavefront aberration experienced by the converging Gaussian beam. This 2D function is calculated by integrating index along the ray paths shown in the figure, which are proportional to the Gaussian beam [48] waist size w͑z͒. Note that these rays bend near the focus. This apparent violation of the maxim that rays travel in straight lines is explained by the violation of the slowly varying envelope approximation, which is used in deriving the ray equation [49] . It is computationally and conceptually convenient to calculate the integrals along these rays by warping the space transversely according to 1/w͑z͒, shown in Fig. 3 (upper right) . The wavefront aberration is now simply the z-projection of the index in this warped space, divided by the cosine of the ray angle to account for the tilted path. As shown in the projections in the lower plots of Fig. 3 , bits near the focus are magnified while bits far from the axis are distorted. This tends to decorrelate the aberrations from each plane such that they are statistically independent. This observation is the foundation of the analysis and is also critical in limiting the build-up of aberrations in real storage systems.
As an illustration of this latter point, consider the line along y = 0 in Fig. 3 , where the tracks in each layer align and dominate the aberrations. Due to this correlation, the optical path delay (OPD) is 4.14 times larger for the sixlayer stack (lower left) than for a single layer (lower right). Conversely, if the tracks in each layer are displaced randomly, the wavefront error of the six-layer stack drops to only 2.8 times the single-layer resultmuch closer to the expected ratio of ͱ 6 = 2.5 for independent layers. In the next section, it will be assumed that tracks have been staggered to avoid layer-to-layer correlations, since this will dramatically reduce the impact of accumulated phase aberrations.
THEORY
Section 3 described a purely numerical method to calculate the SR versus depth in material filled with isolated bits or linear marks formed by sublinear to superlinear recording. The numerical method, unfortunately, cannot scale to problems of interesting storage density. This section develops a theoretical model of the same problem that is verified with the numerical method at low density. Thus validated, the theory can be used to predict performance at interesting storage density.
The process begins by first calculating the peak OPD, S, of a single isolated OOK bit or PCM mark by integrating the on-axis index distributions of Eq. (2) from depth z 1 to z 2 :
where the z ϵ z / z 0 is a normalized depth coordinate, 2 F 1 is Gauss's hypergeometric function, and ⌫ is the Gamma or generalized factorial function. The material response parameter
encapsulates the fact that PCM marks have an extended depth profile due to overlap of the portions of the beam that are out of the focus. Note that the peak OPD in Eq. (3) is proportional to the optical wavelength through z 0 .
Since the SR depends on OPD per unit wavelenth, this indicates that the results will not depend directly on wavelength. Equation (3) immediately yields an important result for coding choice and power-dependence of the material writing response. As shown in Fig. 4 , for an infinitely thick material ͑−z 1 = z 2 → ϱ͒, the OPD is infinite if using OOK and strongly sublinear materials with ␣ =1/2 or if using long PCM marks and linear or sublinear materials with ␣ = 1. Stated differently, with the assumptions made to this point, the on-axis phase delay for marks written with ␣ ഛ 1 / 2 does not saturate at some depth from the bit, while for any ␣ Ͼ 1 / 2, phase delay is primarily confined to some finite depth. The infinite result is unrealistic for two reasons: first, no material is infinitely thick; and second, no mark is infinitely long. However, PCM in linear or sublinear materials is expected from this analysis to suffer significantly worse wavefront aberrations than other combinations. Given these considerations, the remainder of the paper will concentrate on OOK. The figure also reveals the magnitude of the impact of material nonlinearity: shifting from linear to two-photon absorption using OOK improves the wavefront aberrations by only a factor of two.
The SR is related to the standard deviation of the wavefront aberration, not its peak, S. To estimate this standard deviation, note that the 2D aberration profile of a recorded bit is given by the projection of ␦n along the ray path and that the shape of this function is dominated by the maximum at the waist of the bit, shaped like
We now approximate a single storage layer as a rectangular grid of functions f spaced by B w 0 along the track and T w 0 across track. If each cell of this grid has a probability ␤ of being occupied, where ␤ is the code balance, then the standard deviation of the OPD can be calculated by elementary methods to be
where ͗ ͘ indicates averaging over one transverse unit cell of the grid, z m1 and z m2 are the positions of the material boundary and focal depth referenced to the depth of the mth layer. This equation assumes that the bits are sufficiently separated that they do not appreciably overlap at the waist and thus is expected to underestimate when B or T is less than ϳ2. A comparison of Eq. (6) and numerical data via the previous section is shown in Fig. 5 . Moresophisticated calculations that include the impact of adjacent bits produce a better fit when bits are closely spaced, but the error is sufficiently small that the extra complexity of the resulting equations does not seem warranted.
Equations (3) and (6), under the various simplifying assumptions made, completely characterize the amplitude and relevant statistical properties of the wavefront aberrations induced by a single deeply buried plane of recorded bits. Equation (3) depends on the features of a single bit including its peak index, the numerical aper- ture of the write objective, the material linearity and the depth and thickness of the bit plane. Equation (6) incorporates the description of the recording layer including the spacing of bits along track, the track spacing, and the fraction of total bits written as 1 Ј s. In order to calculate the aberrations of the entire disk, these individual layers must now be combined.
Based on the observation that the focusing cone imparts a variable magnification to each layer of bits, it is reasonable to postulate that the layers are statistically independent. This does imply that bits in adjacent layers are not intentionally stacked, which is in practice often done using XYZ stage systems to create a Cartesian grid of storage locations. In the case of a cylindrical disk, the positions of bits along adjacent tracks will be naturally randomized by variable circumference of each track. In the depth dimension, as previously discussed, one must intentionally displace tracks radially to avoid layer-tolayer correlations, at the expense of more complex interlayer seek operations. If these conditions are met, the standard deviation of the individual layer wavefront aberrations will add like the square root of the number of layers,
This statistical independence of layers is extremely important both to limit the build-up of phase aberrations and to enable extrapolation of simulations at a few layers to high density. As shown in Fig. 6 , the variable magnification illustrated in Fig. 3 does serve to make each layer statistically independent, justifying Eq. (7).
IMPACT ON STORAGE SYSTEM PERFORMANCE
These theoretical results, validated numerically at low total capacity, will now be extended to predict the impact of wavefront aberration on high-density 3D storage. For weak aberrations, the wavefront requirements of a system are typically expressed via the SR. For small aberrations, the SR can be found from this total wavefront variance:
.
͑8͒
Assuming that the total number of layers is large such that the majority of layers are far from the material boundaries, it is accurate to approximate −z 1 = z 2 → ϱ for all layers. For simplicity, assuming OOK and a linear recording material ␣ = 1, the SR for an M layer disk with a fraction ␤ of the possible bit locations written at locations spaced by B w 0 along track and T w 0 across track and having peak index ⌬n written by a Gaussian beam with Rayleigh range z 0 is then
͑9͒
Note that, as predicted earlier, this expression does not depend explicitly on wavelength, since z 0 / 0 = n͑NA͒
where n is the disk index and NA is the numerical aperture of the objective lens. This equation was validated against 3D beam propagation method (BPM) simulations as described in the previous sections-a typical result is shown in Fig. 7 . With this validation, the system implications can now be explored. Strehl ratio is usually determined by optical engineering considerations in the design of the storage system, so Eq. (9) expresses a trade-off between storage density, proportional to M / ͑BT͒, and the peak index change of each bit, ⌬n. Note that this derivation holds even if the index change is an unintended consequence of the writing mechanism. In the particular case of microholographic bits, this peak index can be related to the confocal reflection efficiency of the bit via [39] = ͓͑/ 0 ͒⌬n͑z 0 /2͔͒ 2 . ͑10͒ ⌬n in this expression is the zero-to-peak amplitude of the microholographic grating at the origin. When integrating the sinusoidally-modulated microhologram index profile in z to find the OPD, this produces the same result as Eq. (3) if the fringe pitch is less than z 0 or, equivalently, NA Ͻ 0.55, which is typical of most demonstrations to date. To further simplify, assume that the along-and acrosstrack bit spacings are close to B = T = 2 and that the code is balanced, ␤ =1/2. In this case, the expression in brackets in Eq. (9) is approximately equal to one, yielding the remarkably simple result
͑11͒
This equation concisely shows the trade-off of optical focus quality, information density, and reflection efficiency. Remarkably, it does not depend on the majority of the details of the system including numerical aperture or wavelength. Since SR is typically required to be larger than 0.9, a M = 100 layer disk with raw capacity 25/ w 0 2 bits per micron 2 cannot have individual microhologram efficiencies in excess of approximately 10 −3 , for example. The dependence of the SR on the code balance ␤ suggests that, similar to page-based holographic data storage [50, 51] , the storage density could be optimized by a sparse modulation code with ␤ Ͻ 1 / 2. Assuming a simple binary code, for a fixed SR the information density in user bits per area will scale like ͑locations/area͒͑bits/location͒
͑12͒
This function is plotted in Fig. 8 , normalized to its value at ␤ =1/2, indicating the potential to increase information density in 3D optical data strorage with sparse coding. However, this is accomplished by compensating the reduction of information per layer with an increased number of layers and therefore is only applicable when the total disk thickness is not simultaneously constrained.
SUMMARY AND CONCLUSIONS
Due to the complexities of accurately calculating signal (e.g., due to consumption of dynamic range via out-offocus exposures) and noise (e.g., due to wavefront variance), many studies of 3D data storage in homogeneous media are carried out experimentally. Without scaling relationships that determine how a particular experimental result can be extrapolated, comparison of different technological approaches is difficult. This paper has attempted to establish one such limit on storage density with sufficient generality that it can be applied independently of the particular write mechanism, modulation code, nonlinearity of material response, or details of the lens and disk geometry. The method is founded on the observation that the ray paths of a focused beam sample the wavefront aberration of every data layer with a different magnification. This causes the wavefront aberration of individual layers to be statistically independent-significantly extending the number of layers that can be tolerated. A simple model of the peak and RMS wavefront aberration for a single layer of bits in an arbitrary material was derived and verified with direct numerical integration. The numerics also confirmed the statistical independence of the layers for a moderate number of layers.
The resulting equations for the SR of a spot focused through the disk are quite simple and, independent of the specific storage mechanism, reveal several interesting scaling relationships. As shown in Eq. (9), the SR decreases linearly with the number of layers and quadratically with the peak index change of each bit. In the case of coherent detection methods in which signal strength is proportional to index change squared, this yields the remarkably simple result [Eq. (11) ] that the optical spot quality decreases linearly with the product of number of layers times the signal strength. An extension of these results to homodyne detection [31, 32] would be straightforward. Such scalings, even though derived via a number of approximations, provide a valuable method to evaluate and optimize next-generation optical storage methods.
As a final note, one can observe that the recovered data shown in experimental demonstrations of microholographic storage suffers from a large variation in the peak signal level [38, 39] . One possible explanation of this noise is variation in the Strehl ratio of the focus during reading or writing. A second-order statistical analysis of the results above, however, indicates that this variation is not sufficient to explain the observed noise. Since this result is negative, it will not be reproduced here, but the conclusion is that the observed noise on microholographic signal levels does not appear to be due to changes in the induced Fig. 8 . Relative disk capacity or, equivalently, storage density in bits/area as a function of the code balance, ␤, calculated via Eq. (12) . The figure indicates infinite capacity as ␤ approaches zero; however, this will be limited in reality by the allowable disk thickness, which increases rapidly at small ␤.
wavefront aberration and thus must be due to other qualities of the material or optical system.
