In this note preconditioners for the Conjugate Gradient method are studied to solve the Newton system with a symmetric positive definite Jacobian. In particular, we define a sequence of preconditioners built by means of BFGS rank-two updates. Reasonable conditions are derived which guarantee that the preconditioned matrices are not far from the identity in a matrix norm. Some notes on the implementation of the corresponding inexact Newton method are given and some numerical results on a number of model problems illustrate the efficiency of the proposed preconditioners.
Introduction
In this note we are mainly concerned with the efficient preconditioning of the linear system arising in the Newton iteration for the solution of a general system of nonlinear equations: F (x) = 0, which is usually written as
In a number of applications such as e.g., unconstrained optimization, or discretization of nonlinear PDEs with Picard linearization, J is symmetric positive definite (SPD). When in addition J is large and sparse, the preconditioned Conjugate Gradient (PCG) method can be employed for the solution of the linear system, so that two nested iterative procedures need to be implemented, the outer iteration formed by the Newton steps and the inner iterations within the PCG method. Since in each Newton step a new system has to be solved, we are dealing with the construction of a sequence of preconditioners P k ≈ J −1 k which are ''optimal'' in the sense that they would minimize the constant C of:
One would like C to be as small as possible or even to tend to zero as k → ∞. This requires that information from the nonlinear iterative scheme be taken into account in the evaluation of P k . In particular, the secant condition should be satisfied by those preconditioners. Then, instead of constructing a new preconditioner of the corresponding Jacobian in each outer iteration we propose to update an initial preconditioner using information of the Newton method. The approach proposed in this note follows the line of a previous work [1] where the authors have shown how to accelerate the Inexact Newton method by a Broyden-type rank-one update of a preconditioner of choice. This acceleration has proved efficient in the solution of a nonlinear twophase flow model [2] . It is worth mentioning that this technique can be considered in the framework of the papers [3, 4] by Martínez. A related preconditioner has been used by Morales and Nocedal in [5] .
In this note our aim is to solve the SPD system (1.1) with the PCG method, starting with an initial preconditioner, in our case either IC(0) [6] or AINV [7] preconditioners, computed from the initial Jacobian, and to update this preconditioner using low-rank matrices. A sequence of SPD preconditioners P k can thus be defined by imposing the secant condition, as used in the implementation of quasi-Newton methods [8] . We choose to work with the BFGS update as described for instance in [9] , and discuss the theoretical properties of the preconditioner and numerical behavior of the resulting scheme. This rank-two update has been used recently in tuning eigensolvers (see [10] ), in addition to a rank-one modification (see [11] and the references therein).
The paper is organized as follows: Section 2 defines the preconditioner P k , in Section 3 we prove that we can make the quantity ‖I − P k J(x k )‖ as small as desired, Section 4 gives the main lines of the implementation of the preconditioner application. Section 5 reports some numerical results on a model problem and onto unconstrained optimization problems. In Section 6 we give some suggestions on how to choose the only parameter of our method while Section 7 is devoted to some concluding remarks.
Updating the preconditioners by low-rank updates
The idea is to start with a preconditioner P 0 = B −1
0 . If the preconditioner is under the form of a sparse approximate inverse, P 0 is known explicitly, otherwise, if B 0 =LŨ is an incomplete LU factorization, we can only compute P 0 times a vector by solving two triangular sparse linear systems.
Let us define y k = F (x k+1 ) − F (x k ) and recall that s k is the solution of the kth Newton system. Following [12] we can develop a similar recurrence formula for the preconditioner as
If the Jacobian matrices are SPD and so is P 0 , then P k is also SPD under the condition s
It can also be easily proved that the sequence of matrices just defined satisfies the secant condition
In the next section we will prove that ‖I − P k J(x k )‖ can be tuned to any fixed accuracy by suitable choices of the initial guess x 0 and the initial preconditioner P 0 . Note that this makes our preconditioner almost ideal in the sense of (1.2).
Convergence analysis
From now on we will also refer to the approximation of the k-th Jacobian as B K while the k-th preconditioner is defined
with Ω an open subset of R n , we will make the following standard assumptions on F which we will assume to hold throughout this section.
Standard assumptions:
J(x)
: Ω → R n×n is Lipschitz continuous with Lipschitz constant γ .
J(x
We define the error vectors
and the error matrices
Proof. The proof follows from Theorem 1.2.1 in [9] , also known as the Banach lemma.
We now prove the following important lemma which bounds the norm of E + in terms of the norm of E c and e c . In addition, we prove that the sequence of preconditioners constructed with the Eq. (2.1) is SPD provided that P 0 is SPD. Some parts of the proof of this lemma follow the lines of that of Lemma 4.1.5 in [12] . We also report the common parts for sake of completeness. 
Now from the standard assumptions, and again from the fundamental theorem of calculus we have that
where
From the standard assumptions and Proposition 3.1, ‖∆ 2 ‖ ≤ γ ‖e c ‖. Therefore, from (3.5)
1). Let us write sy
‖s‖. Then, from (2.1) we have
where we used the fact that P s is a projector and set
and therefore We now prove that we can make ‖I − B 
c , and using Eq. (3.3) we have
Now taking norms, and using Proposition 3.1 and Lemma 3.2,
and the thesis holds, provided that δ ≤ 1 2γ
, with
The next result proves that if the initial Newton point x 0 is sufficiently close to the solution, and B 0 sufficiently close to J 0 , then E ′ k can be made as small as desired. 
Reasoning recursively, we obtain 
Proof. Using Lemma 3.5 and the Lipschitz continuity of J(x) we have:
(3.14)
we can choose ε = 2 3 ε 1 , and δ 0 , δ B as in the previous Lemma 3.5 so that the thesis holds.
Implementation of the BFGS preconditioner update
In this section we give the main lines of the implementation of the product of our preconditioner times a vector, which is needed when using a preconditioned Krylov method. Throughout the section we write P k = B −1 k . At a certain nonlinear iteration level, k, and given a vector z (l) k , we want to compute
Here with superscript l we indicate the linear iteration index. Let us suppose we compute an initial preconditioner P 0 . Then, at the initial nonlinear iteration k = 0, we simply have c = P 0 z
For k ≥ 0, P k+1 is given inductively by (2.1):
Application of preconditioner P k to the vector z (l)
k can be performed at the price of 2k dot products and 2k daxpys as
Computation of (4.3) requires the steps sketched in Fig. 4 .1. By recursively exploiting (2.1) it is easy to show that computation
k requires the steps listed in Fig. 4 .2. Note that the updating procedure described above, being based on scalar products and daxpy operations, is well suited to parallelization. 
The Newton-BFGS Algorithm
Following [13] , the implementation of the Inexact Newton method requires the definition of a stopping criterion for the linear solver (3.1) based on the nonlinear residual. More precisely, we stop the linear iteration using the following test We can now write the Newton-BFGS Algorithm as follows:
Newton-BFGS (NBfgs) Algorithm
Input: x 0 , F , nlmax, tol
• end while
This kind of algorithm suffers from two main drawbacks, namely the increasing cost of memory for saving y k and s k and the increasing CPU time to apply the preconditioner. Note that these drawbacks are common to many iterative schemes, such as for example sparse (Limited Memory) Broyden implementations [14] , GMRES [15] and the Arnoldi method for eigenvalue problems [16] . There are different ways to decrease these difficulties, all based on variations of a restart procedure, that is, the iteration scheme is reset after a fixed number of iterations.
Restart
If the number of nonlinear iterations is high (e.g. more than ten iterations), the application of the BFGS preconditioner may be too heavy to be counterbalanced by a reduction in the iteration number. To this aim we define k max the maximum number of rank two corrections we allow. When the nonlinear iteration counter k is larger than k max , the vectors s i , y i , i = k − k max 
Restarted Newton-BFGS (RNBfgs) Algorithm
Input: x 0 , F , k max , nlmax, tol
using the columns of V . 
Numerical results
Here we give the numerical performance of our sequence of preconditioners in solving a class of nonlinear test problems of large size. As initial preconditioners (P 0 ), we consider either the incomplete Cholesky factorization IC(0) [6] or the approximate inverse preconditioner AINV [7, 17] . Note that, in the first case, B 0 is known and the application of B −1 0 results in two triangular sparse linear system solutions. On the other hand, B −1 0 is explicitly provided by AINV, as the product of two sparse triangular factors, and hence its application needs two matrix-vector products.
All the numerical experiments were performed on a Compaq ES40 equipped with an alpha-processor ''ev6.8'' at 833T, 4.5 GB of core memory, and 16 MB of secondary cache. The CPU times are measured in seconds. In the solution of the systems (1.1) we employed the PCG iterative method [18] and stop the iteration whenever the exit test (4.4) with constant η k = 10 −4 is fulfilled. The nonlinear iteration is stopped whenever ‖F (x k )‖ ≤ 10 −8 ‖F (x 0 )‖ (i.e. tol = 10 −8 ). In the subsequent tables we always report the total number of linear iterations and CPU time (subdivided in total and that needed to compute and update the preconditioner). The number of nonlinear iterations (nlit) is recalled in the caption since it is independent of the selected preconditioner.
Discrete Bratu problem
We consider the classical discrete Bratu problem [19] :
where A is an SPD matrix arising from a 2d or 3d discretization of the diffusion equation on a unitary domain, and λ is a real parameter. We used λ = −1 to ensure that the Jacobian is SPD too, and x 0 = (0.1, . . . , 0.1) T . We consider matrices arising from Finite Difference (FD) discretization with different spatial dimensions.
2d FD discretization. In this test case the discretization step is h = 1.25 × 10 −3 which leads to a problem of size n = 640 000. As an initial preconditioner we selected IC(0) and AINV with a very small drop tolerance (0.01) which produces a far more dense preconditioner. The results regarding IC(0), summarized in Table 5 .1 and Fig. 5.1 show that the RNBfgs approach produces an improvement in the number of iterations. The CPU time is also slightly reduced only in the k max = 1 case which turns out to be the optimal value. In Table 5 .2 the results using AINV preconditioner are reported. Here the optimal k max value is 3 with a significant improvement in terms of CPU time due to (a) the reduction of the iteration number and (b) the selective computation of the (costly) preconditioner. High values of k max do not generally produce any improvement, in accordance with the findings of Theorem 3.6 which requires x 0 and P 0 to be sufficiently close to x * and J(x 0 ) −1 , respectively. We also note that from Fig. 5.1 it is evident that the benefit of the proposed approach grows as the Newton sequence approaches x * . 3d FD discretization. In this test case the discretization step is h = 1.25 × 10 −2 which leads to a problem of size n = 512 000. Summary results are provided in Tables 5.3-5.5 for different initial preconditioners, we also tried B 0 = diag(J(x 0 )) in order to show that even starting with a poor initial preconditioner, the rank-two update produces a reduction -though slight -of the iteration number (see Table 5 .5, k max = 1).
In view of the fact that the BFGS-based preconditioner is expected to work well as x 0 approaches the exact solution, we implement a Mixed strategy (MNBfgs) which consists in using the preconditioner of choice for the first iterations, namely until the initial residual is reduced by a fixed quantity (10 −1 in our tests), and then switch to RNBfgs for the subsequent nonlinear iterations. This variant is aimed at further reducing the CPU time by avoiding the use of the more costly RNBfgs preconditioner when it is not expected to accelerate the PCG method. Some results with the MNBfgs are provided in Tables 5.3 and 5.5 for the IC(0) and diagonal initial preconditioners. MNBfgs, compared with RNBfgs with same k max , displays a slight CPU time reduction. 
The modified PHI-2 problem
We now test our preconditioner correction in the solution of the following nonlinear problem
. This test is a variant of the PHI-2 equation [20] to maintain the Jacobian SPD. Originally
Again A is the discretization matrix of the Laplacian operator, λ = −1. In Table 5 .6 we report the results of various choices of k max and the initial preconditioner with A as in 2D discretization of the Bratu problem.
With every choice of the initial preconditioner, k max > 0 produces an improvement in both iteration number and CPU time with respect to the case k max = 0. In particular with the ''dense'' AINV(0.01), k max = 2 yields a 16% improvement in the number of iterations and 13% in the CPU time. For the sparser AINV(0.1) and IC(0), k max = 1 reveals the optimal choice with a roughly 20% iteration spared.
Optimization problems
We now report some preliminary results of our preconditioner onto unconstrained optimization problems SPARSINE and CRAGGLVY, taken from the CUTEr library [21] (available at http://hsl.rl.ac.uk/cuter-www/problems.html).
Problem: SPARSINE. The size of this problem is n = 5000 and 154 108 is the number of nonzero elements. For this problem the initial IC(0) could not be computed so we report results of our update formula used to accelerate the Jacobi initial preconditioner. Table 5 .7 gives evidence that the improvement in the number of iterations is important, irrespective of the k max value.
Problem: CRAGGLVY. For this problem, which has n = 25 000 and 74 998 nonzero elements, the conditioning of the Newton matrices is very good, so very few iterations proved sufficient to achieve convergence. In this case we cannot expect a big improvement from the BFGS correction. We selected AINV as the initial preconditioner with varying (0.1 and 0.5) drop tolerance and used the mixed approach. For the less sparse preconditioner (AINV(0.1)) the number of iterations is not reduced, however, for k max = 2 MNBFGS took 5.9 s vs. the 7.0 s needed by simple AINV(0.1), as accounted by Table 5 .8. This saving is again the result of the selective computation of the preconditioner. When the preconditioner is more sparse (AINV(0.5)) the MNBfgs approach also yields a reduction on the number of iterations. 
Parameter tuning
The sequence of preconditioners just developed is based on a proper selection of a preconditioner for the initial Jacobian and on the tuning of the parameter k max . In this note we are not concerned with the first task which is very much problem dependent. The aim of this work is to theoretically prove and experimentally give evidence that, independently of the efficiency of the initial P 0 , the BFGS correction leads to an improvement, for a limited value of k max , of the iteration number and CPU time. An analysis of the results in the previous section shows that:
1. The value of k max should not be high compared to the expected number of nonlinear iterations. Large k max values produce an important overhead of each Conjugate Gradient iteration, and at the same time make the P k sequence rely on an inaccurate initial preconditioner. The suggested interval in which to choose our parameter is then [1, 5] .
2. The optimal value of k max may be further refined taking into account the following characteristic of the problem at hand. 
Conclusions
A rank-two update sequence of preconditioners has been proposed for accelerating the PCG method when it is used in the solution of the inner linear systems of the inexact Newton method. This approach follows the previous work [1] where the initial preconditioner was enriched by a Broyden type rank-one update. In this work a sequence of preconditioner is defined, based on the BFGS rank-two update formula. It has been shown that the sequence of the preconditioners is SPD and that ‖I − P k J(x k )‖ remains bounded if the initial vector guess x 0 and P 0 are close enough to the exact solution and to the inverse of the Jacobian J −1 (x 0 ), respectively. Since the construction of the preconditioner sequence is memory and time consuming, a restarted algorithm (RNBfgs) has been implemented.
Our first numerical experiments on unconstrained minimization problems show that this algorithm provides an improvement of the performance compared with the IC or AINV or even the diagonal as initial preconditioners, and this is particularly efficient for small values of the restart parameter k max . The proposed technique has a number of advantages on simply computing a preconditioner of J(x k ): (a) it reduces the number of iterations at least for small k max values; and (b) it reduces the cost of forming the preconditioner.
As a consequence, we expect that this technique, together with the one developed in [1] , could be particularly effective e.g., in the interior point (IP) solution of constrained optimization problems, where linearized saddle-point Newton systems are very ill-conditioned toward the solution and the cost of the preconditioner computation may be prohibitive (see [22] ).
Finally, the update procedure is well suited to parallelization since it is based on scalar products and daxpy operations.
