Abstract. Let X → S be a projective morphism of schemes. We study the category
Introduction
Let G be a compact group and A the ring of continuous (real) functions on G. Denote by A * the (continuous) dual vector space of A. The algebra structure of A induces a coalgebra structure on A * and the coalgebra structure of A induces an algebra structure on A * . So A * is the ring of functions of a group, which is precisely the dual group of G. Moreover one has the Fourier transform: Let us denote : A → R the integration (with respect the Haar measure). One has the map Fourier : A → A * f → ω f where ω f is the linear form defined as: ω f (h) = (f ·h), withh(g) = h(g −1 ). That is, up to the twist˜, ω f is just the multiplication by f followed by the integration. Of course this can be done without having a group structure on G. Only an integral : A → R is required. One defines ω f (h) = (f · h) and one has again a Fourier transform A → A * . Now let p : X → Spec k be a k-scheme (k plays the role of R above). Let us think the derived category D(X) as a substitute of the ring of functions of X (we do not precise by the moment if D(X) is either the derived category of unbounded complexes of quasi-coherent modules, or the smaller subcategories D Section 1 is devoted to prove that Fourier bc and Fourier perf are equivalences when p : X → S is projective. The precise statements (Theorem 1.13 and Corollary 1.15) are more general since S is not assumed to be regular.
We shall also prove that the Fourier transform is an equivalence for the bounded case. That is, replace D(X) by D perf (X) and let us denote D perf (X) and we prove that it is an equivalence when p : X → S is projective (Theorem 1.22).
Assume now for simplicity that Fourier : D(X) → D(X) * is an equivalence. Let us see an important consequence of this equivalence. It is well known that a map in D(X) has a cone, but it is not functorial, and this is the source of a lot of problems when dealing with derived categories. However, the derived category of a field k is specially simple, because every object is canonically isomorphic to its cohomology. One consequence is that one has (in D(k)) a good notion of cone, where good means functorial. But then D(X)
* inherits also a good notion of cone (in the same way as the ring structure of R yields a ring structure on the functions from a set X to R). Now, using the Fourier equivalence D(X) → D(X) * , one obtains a good notion of cone in D(X). These words about the cone can be repeated for the notion of "simple complex" associated to a complex of objects in D(X). That is, if one has a complex of objects in D(k), one can construct easily a good notion of simple complex associated to it (again because every object is isomorphic to its cohomology). Then one can construct a good notion of simple complex associated to a complex of objects in D(X) * and translate this construction to D(X) by the Fourier equivalence. This notion is stable under exact functors: if F : D(X) → D(Y ) is a k-linear exact functor, then it commutes with the "simple complex" construction (Proposition 2.8). Let us see an example of the simple complex construction: Let M be an O X -module on a projective k-scheme X; there is a standard resolution of M
where R i is a direct sum of sheaves of the type O X (n). This can also be done in the derived category: if M is an object in D(X), one can construct a complex of objects and maps in D(X)
which is a direct sum of objects of the type E ⊗ k O X (n) (with E ∈ D(k)). See subsection 2.1.1 for the construction of this complex. Now, the "simple complex'" associated to · · · → R n → · · · → R 1 → R 0 coincides with M (Proposition 2.10); that is, R • is a "resolution" of M. Section 2 is devoted to the construction and properties of the good notions of cone and associated simple complex.
Section 3 is devoted to see an important application of this "simple complex" construction. Let F : D(X) → D(Y ) be a k-linear functor, with X and Y projective schemes over a field k. For any projective k-scheme S, we can lift F to a S-linear functor
is commutative (Theorem 3.1). The idea of the proof is simple: Just "solve" an object M ∈ D(X × S) by a complex
and apply the "simple complex" construction. In conclusion, define F S (M) as the simple complex associated to the complex
As a consequence of this "lifting" construction, one can prove that any k-linear functor F :
, where K is an object in D(X × Y ) and p, q are the projections of X × Y onto X and Y respectively (the precise statements are Theorem 3.6 and Theorem 3.9).
The idea of the proof is quite simple. First notice that if F :
is an integral functor of kernel K, then for any rational point x ∈ X one has F (k(x)) = K |x×Y , where k(x) is the residual field of x. That is, one reconstructs K fibre-wise from F . If we want to reconstruct the whole K, we have to consider not a rational point x but a general point. That is: take S = X and consider the lifted functor
This theorem was proved by Orlov in [6] when X and Y are smooth projective varieties and F is fully faithful. In [4] , Kawamata extended it for smooth quotient stacks. More recently, Canonaco and Stellari ( [2] ) proved Theorem 3.9 for smooth projective (twisted) varieties in the case that the functor F satisfies
[j]) = 0, for any coherent sheaf F on X and any j < 0
In these works, the essential ingredient is the use of convolutions. But convolutions have the problem of existence and functoriality. We think that our "simple complex" operation is the good convolution.
We started to work on this question (i.e., to prove that any exact functor was an integral functor) some years ago. We found soon that the problem was to lift the functor to any base change. We failed for a long time to solve this lifting problem and then we decided to prove the question for the most simple case: the case when Y is Spec k. That is, to prove that any linear form D(X) → D(k) was integral. This was not very difficult, but we then realize that this simple case allowed us to define a good notion of cone, and more generally a good notion of simple complex associated to a complex of objects in D(X). In other words, this "simple complex" operation was the good substitute of the convolution operation of Orlov, and enabled us to solve the lifting problem. As it happens in many other cases, the solution of the problem was in a good understanding of the most simple case.
We hope that these good notions of cone and convolution will have many other applications.
Linear Functors
We shall denote D(X) = D qc (X) the derived category of complexes of O X -modules with quasi-coherent cohomology. A functor F : D(X) → D(Y ) means an exact functor, i.e., an additive functor that commutes with the twist functor and takes exact triangles into exact triangles. For simplicity all schemes are assumed quasi-compact, quasiseparated and of finite type over a field k. Whenever one has a morphism of schemes
′ of S-linear functors is a morphism of functors such that the diagram
A morphism of S-linear forms is a S-linear morphism of functors. △
We shall denote D(X) * the category of S-linear forms on D(X) and S-linear morphisms.
We say that ω K is an integral S-linear form on D(X) of kernel K.
is bounded and coherent. △
1.1.
Complexes of finite homological dimension over S.
is bounded and coherent. We shall denote D fhd/S (X) the faithful subcategory of complexes of finite homological dimension over S. It is clear that
We shall mention some properties of complexes of finite homological dimension over S. They can be found in [3] .
An important property of complexes of finite homological dimension over S is the following Proposition 1.8. Assume that p : X → S is locally projective and let K ∈ D fhd/S (X).
For any N ∈ D(S) one has an isomorphism
Definition 1.9. We say that a functor F :
Proof.
(1) Assume that ω K is bounded and coherent. Let us see that K is perfect. It suffices to see that K ⊗ N is bounded and coherent for any bounded and coherent N. For this, it suffices to see that p * (K ⊗ N ⊗ O X (n)) is bounded and coherent for any n.
) is bounded and coherent, hence K is bounded and coherent. The converse is clear.
If F is bounded and coherent then it is fhd over S.
* N is bounded and coherent and then F (P ⊗ p * N) is bounded and coherent. Since F is S-linear, it follows that F (P ) ⊗ q * N is bounded and coherent. Hence F (P ) is fhd over S. Proposition 1.12. Assume that p : X → S is of finite Tor-dimension and let ω :
quasi-fhd/S ) the category of perfect (resp. bounded and coherent, fhd/S, quasi-perfect, quasi fhd/S) S-linear forms Theorem 1.13. Let p : X → S be a projective morphism. The functor 
, where D X/S is the relative dualizing complex of X over S. We shall see that the correspondences K → ω K and ω → K ω give the desired equivalence. Now we give more details. By Brown representability (see [5] ), ω has a right adjoint ω # : D(S) → D(X) (Brown representability assumes that F commutes with infinite direct sums, but one can copy the proof replacing that condition by the S-linearity).
So one has
Hom
Let us see that this yields an isomorphism
In fact, for any E ∈ D(S) one has
is perfect for any n, and then ω # (N) is fhd over S. Let us denote D X/S = f ! O S the relative dualizing complex and
Let us first define a morphism RHom
. Now let us see that it is an isomorphism. It suffices to see that it is an isomorphism after tensoring by O X (n) and taking direct image p * . But
We have then proved that ω # = RHom(K ω , p ! ( )). Taking right adjoints one concludes that ω = ω Kω . Moreover K ω is fhd over S. The uniqueness of K ω follows from the construction.
Conversely, if ω = ω K and K is fhd over S, then ω is perfect by Proposition 1.10. Finally, the correspondences ω → K ω and K → ω K are functorial and give the desired equivalence
Remark 1.14. In the proof of the theorem it has been shown that one can relax the hypothesis of ω being perfect and replace it by the weaker hypothesis: ω(O X (i)) is perfect for any i. △ Corollary 1.15. Let p : X → S be a projective morphism of finite Tor-dimension. The functor
Proof. Let ω be a bounded and coherent S-linear form on D(X). By Proposition 1.11, ω is fhd over S and hence it is perfect by Proposition 1.12. By Theorem 1.13, ω is isomorphic to ω K , with K ∈ D fhd/S (X). Finally K is perfect by Proposition 1.10. One has natural functors
* is an equivalence of categories.
Proof. Instead of Brown representability one uses Bondal-Van der Bergh representability ([1]). Then
for any M ∈ D perf (X) and any E ∈ D b c (S). Now the proof follows as in Theorem 1.13. * is fully faithful.
* an equivalence?
The good cone
Let k be a field and let D(k) be the derived category of complexes of k-vector spaces. An object E in D(k) is canonically isomorphic to its cohomology: E = H(E).
Definition 2.1. Let f : E → V be a morphism in D(k) and H(f ) : H(E) → H(V ) the induced morphism. We shall call Kone of f to the ordinary cone of H(f ) and denote it by Kone(f ). △ One has natural morphisms V → Kone(f ) → E [1] and an exact triangle
is an exact triangle. 
2.1. Associated simple complex.
We now generalize the construction of the Kone of a morphism K → L to a sequence
is a morphism in D(k) and the composition of two consecutive morphisms is null. We have then a complex of complexes of vector spaces
One can reproduce the properties of the Kone (Proposition 2.2) for the associated simple complex S(E • ). Now let p : X → Spec k be a projective k-scheme and let
be a complex of objects in D(X). We define the functor
Definition 2.4. We say that a linear form ω :
. △ Example 2.5. Assume that K • is homotopic to zero, i.e., there exist maps h n : Proof. Let K, K ′ be two representants. They must belong to D c (X), because they map O X (i) into D c (k). Since ω K is isomorphic to ω K ′ , their right adjoints are also isomorphic. Hence K ∨ ≃ K ′ ∨ , and then K ≃ K ′ because they are reflexive (because they have coherent cohomology).
Proof. It is a consequence of Remark 1.14. 
) is a perfect linear form and S(F (K • )) exists. Moreover we have proved that
(b) Let p : X → Spec k and q : Y → Spec k be the structural morphisms. For any R in D(Y ) one has
Since this holds for any R, one concludes.
One concludes by Proposition 2.6. 
Proof. The direct is a consequence of Proposition 2.8. For the converse, assume that
is a very ample line bundle on X over k, one concludes by Proposition 2.7.
Let p : Z → S be a projective morphism and O Z/S (1) a relatively very ample invertible sheaf. As usual, let us denote
. One has two morphisms
namely: ρ R 0 (M ) and R 0 (ρ M ). We define R n (M) = R 0 (R n−1 (M)) and we have n + 1 morphisms from R n (M) to R n−1 : one of them is the morphism ρ R n−1 (M ) and the others are obtained applying R 0 to the n morphisms from R n−1 (M) to R n−2 (M). We define d n : R n (M) → R n−1 (M) as the alternate sum of the n + 1 morphisms defined above. One checks that d n • d n+1 = 0. We have then a (bounded above) complex 
has an obvious section: m → m ⊗ 1. Since R n (M) = R 0 (R n−1 (M)) we have morphisms
which define a homotopy operator of the complex
which is an isomorphism because it is so after tensoring by O Z (i) and applying p * . 
is commutative for any n, m. Then M ≃ N.
Proof. The hypothesis yield that one has an isomorphism R • (M) → R • (N). Taking associated complexes one concludes by Proposition 2.10. 
Integral functors
1) It is compatible with
Proof. Take M ∈ D(X × S). Let us denote p : X × S → S and π : X × S → X the natural projections. As we have done above, let
and we know that S(R
Let us denote q : Y ×S → S and π : Y × S → Y the natural projections. We define
and
and we define
. Now let us see that the morphisms R 1 (M)
Let us analyze first the two morphisms R 1 (M) → → R 0 (M). These are given by the morphisms
Let us see that these induce morphisms
induces, by applying q * and tensoring with π
hence a morphism
Tensoring with q * p * M(n) one obtains a morphism
. Analogously one constructs F S (R n (M)) and n + 1 morphisms from F S (R n (M)) to
We shall define F S (M) as the simple complex associated to the complex F S (R
X×S/S
• (M)). Of course, one has to prove that it exists. We shall prove then that F S is S-linear and that it is compatible with F , that is:
Proof. 1) One has that
2)One has
This concludes the proof of Theorem 3.1. 
So it is enough to take K = F S (O ∆ ). It has finite homological dimension over X by [3] , Proposition 2.7. Now let us prove the uniqueness.
and these isomorphisms are compatible. On concludes by Corollary 2.11.
All the constructions are functorial. So if we denote Hom whose composition, in both directions, is isomorphic to the identity. That is, both categories have the same objects. However, they may be non equivalent, because the morphisms in both categories may be different.
The bounded case. and we are done. Take S = X. Then
So it is enough to take K = F S (O ∆ ). Proof. Assume that Φ K is perfect. Then p * (K ⊗ q * O X (n)) = Φ K (O X (n)) is perfect for any n. Hence K has finite homological dimension over Y .
Conversely, assume that K ∈ D fhd/Y (X × Y ). Let us see that Φ K is perfect. Let P ∈ D perf (X). We have to prove that Φ K (P ) is also perfect. It is enough to prove that Φ K (P ) ⊗ N is bounded and coherent for any
Since K has finite homological dimension over Y , K ⊗ p * N is bounded and coherent. Then p * (q * P ⊗ K ⊗ p * N) is also bounded and coherent, because P is perfect and p is proper. Now let S be a projective k-scheme and X → S and Y → S be two projective and flat S-schemes. One can generalize without difficulty the above results to the relative case: 
