Abstract. Through both analytical and numerical methods, we solve the eigenproblem uzz + (1/z − λ − (z − 1/ ) 2 )u = 0 on the unbounded interval z ∈ [−∞, ∞] where λ is the eigenvalue and u(z) → 0 as |z| → ∞. This models an equatorially-trapped Rossby wave in a shear flow in the ocean or atmosphere. It is the usual parabolic cylinder equation with Hermite functions as the eigenfunctions except for the addition of an extra term which is a simple pole. The pole, which is on the interior of the interval, is interpreted as the limit δ → 0 of 1/(z − iδ). The eigenfunction has a branch point of the form z log(z) at z = 0 where the branch cut is on the upper imaginary axis. The eigenvalue is complex-valued with an imaginary part which we show, through matched asymptotics, is approximately √ π exp(−1/ 2 ) {1 − 2 log + log 2 + γ }. Because (λ) is transcendentally small in the small parameter , it lies "beyond all orders" in the usual Rayleigh-Schrödinger power series in . Nonetheless, we develop special numerical algorithms that are effective in computing (λ) for as small as 1/100.
Introduction.
When the phase speed of a hydrodynamic wave matches the velocity of the shear flow through which it propagates, the linearized wave equation is singular. The surface where U = c where U is the mean current and c is the wave's phase speed is called the "critical surface". Viscosity, nonlinearity or transience must smear out the singularity over an internal boundary layer of small but finite thickness.
Despite the long history of the subject as reviewed by Andrews, Holton and Leovy [2] , there are still gaps in the theory. In this article, we examine the simplest problem for which (i) the singularity is resolved by weak dissipation and (ii) the wave is equatorially-trapped so that the amplitude of the wave at the critical surface is exponentially small in a parameter that measures the strength of the shear. This requires special analytical and numerical methods because the imaginary part of the eigenvalue is exponentially small in 1/ and is thus invisible to a perturbation series in powers of .
The simplest model for equatorially-trapped waves arises when the mean shear flow is a function only of latitude y. The linearized wave equations can be solved by the method of separation of variables. The latitudinal structure of the wave is given by a Sturm-Liouville eigenproblem.
Although our interest is in flows with a mean current U (y), the special case of U (y) ≡ 0 is essential background. When there is no shear flow, and the geometry is approximated using the so-called "equatorial beta-plane", the eigenproblem is the parabolic cylinder equation on the infinite interval:
The exact eigensolutions are λ = −(2n + 1), u n = exp −(1/2)y 2 H n (y) (2) where n is an integer (the mode number) and H n (y) is a polynomial of degree n, the n-th Hermite polynomial. Because of the Gaussian factor exp(−(1/2)y 2 ), the eigenfunctions decay exponentially for large |y| and are said to be "equatorially trapped".
In the presence of a mean east-west current U (y), the wave equations are still linear and separable, but the eigenproblem is singular at the critical latitude where U (y) = c. In this work, we study the simplest example of a eigenproblem with both a critical latitude and equatorial trapping:
2 )u = 0 Hermite-with-Pole Equation (3) where
is a shifted latitudinal coordinate. For want of a standard name, we shall refer to this as the "Hermite-with-Pole" equation. Note that the actual equation for Rossby waves in a shear flow is more complicated than Eq.(3) [5, 6] .
Singular eigenproblems have been studied by many authors including one of us [5, 6, 7] as reviewed by Adams [1] . Boyd [7] dubbed such problems, where there was a singularity internal to the interval, as Sturm-Liouville Eigenproblems of the "Fourth Kind". However, equatorial trapping, which makes the imaginary part of the eigenvalue transcendentally small in the perturbation parameter , introduces a whole slew of complications which have not been previously analyzed except for the limited work of Boyd and Christidis [12, 13] . They showed that the equatorial Kelvin wave has an instability in which the imaginary part of the phase speed (i. e., the growth rate), is an exponentially small function of the strength of the shear.
Our long-term goal is to return to the Kelvin instability to prove analytically what was demonstrated only through heuristic arguments and crude numerical solutions in the earlier work. Because of the formidable technical difficulties, we have chosen to begin with the much simpler problem of the Hermite-with-Pole equation.
For this, the imaginary part of the eigenvalue describes the rate at which the amplitude of the wave decays with height due to absorption of wave energy at the singularity. It is thus important even when very small. Because the imaginary part of the eigenvalue is transcendentally small compared to any finite power of , we must employ the special methods of "beyond all orders" perturbation theory [16] and/or equally special numerical algorithms.
The analytical approximation has three key ingredients. The first is the "optical theorem", to borrow the term applied to similar relationships in particle physics, which shows that the imaginary part of the eigenvalue can be obtained by merely evaluating the eigenfunction at its singularity (plus a couple of easy additional steps) (Sec. 2). The second ingredient is a trio of local approximations: a Rayleigh-Schrödinger perturbation series in powers of which is accurate near the equator, a second in the region between the critical latitude and the equator, and one near the pole of the differential equation in terms of Whittaker functions (Secs. 3, 4 and 5). The third ingredient is asymptotic matching, which links the three local approximations in regions of mutual overlap.
The first numerical approximation does not exploit the optical theorem, but instead combines a simple translation of the computational coordinate into the complex plane with a rational Chebyshev series and the QR algorithm . The shifted/Chebyshev/QR algorithm is easy to program but is limited by roundoff error to computing values of (λ) that are no smaller than the machine precision multiplied by the real part of λ. The second numerical scheme combines the optical theorem with perturbative estimates for the eigenvalue and an exponential change of coordinate to compute the eigenvalue through a non-iterative initial value algorithm. It has the great virtue that it can compute extremely small values of (λ). Although very tiny (λ) are not useful in any practical engineering application, they are valuable in checking the analytical approximations. 
The Optical
Special Cases:
1. If the friction δ is a constant, then in the limit δ → 0
2. If the friction is piecewise-constant, centered on the singularity,
Proof: The general case is Eq.(2.12) of [7] . The first special case is Theorem 2 of [7] (with correction of a typographical error). The second special case follows from expanding the δ-independent parts of the integrand about the singularity, keeping just the constants, and pulling the constants out of the integrand. The remaining integrand can then be analytically integrated to give the arctangent.
In the rest of this article, we shall take only the uniform limit. (The same eigenvalue is obtained by setting the friction equal to zero and solving the differential equation on a contour that is deformed slightly into the lower half of the complex plane.) Eq. (7) is the magic key that unchains this eigenproblem from its technical difficulties. It is no longer necessary to calculate (λ) directly as the exponentially small part of a much larger eigenvalue. Instead, one merely needs the magnitude of the normalized eigenfunction at the critical latitude.
It has been previously assumed that the limit of zero friction was uniform so that one would obtain the same (λ) no matter how the limit was taken. The second special case shows that this assumption is false. If the friction is non-zero only in a layer which is thin compared to the strength of the friction, then (λ) can be very small in magnitude compared to its magnitude in the different limit δ → 0 when δ is independent of z.
3. Rayleigh-Schrödinger Perturbation Theory. In terms of the shifted coordinate
where y = 0 is the equator, the Hermite-with-Pole equation is
The unperturbed ( = 0) eigenfunctions are the unnormalized Hermite functions defined by the recurrence relation
The eigenvalue and eigenfunctions for nonzero can be computed by expanding both as well as the coefficients of the differential equation in powers of and matching terms order-by-order. Here, as in the rest of the article, we shall compute only the ground state, which is ψ 0 (y) in the limit → 0, but the method is applicable to the higher eigenfunctions, too. The perturbation series is identical, except for the need to expand 1/(1 + y), to the usual Rayleigh-Schrödinger expansion for computing bound states in quantum mechanics. Rather than rehash the details, Table 1 The eigenfunction at each order is a finite sum of Hermite functions whose coefficients are given in Table 2 where the a jk are defined by
For use with the optical theorem, note that if the eigenfunction is rescaled by dividing by u(y = 0; ) so that the rescaled eigenfunction hasũ(y = 0; ) = 1, then the Rayleigh-Schrödinger series shows
The rapid growth of the eigenvalue coefficients suggests that the series is asymptotic but divergent. In Appendix A, we offer a comparison with the series for a related integral to argue heuristically that the coefficients λ j are growing as roughly the square root of j!. The divergence is not surprising because the Hermite-with-Pole problem is posed on an infinite interval, but the geometric series for the perturbation 1/(1 + y) only converges for |y| < 1/ . However, at the limit of convergence, the ground state eigenfunction has a magnitude of roughly exp(−(1/2)/ 2 ) as justified by evaluating the unperturbed eigenfunction at y = 1/ . It follows that the geometric Nmax:=16; Maxorder:=7; # First step: compute Hermite functions by reccurrence psi0:=exp(-(1/2)*y*y); psi1:= 2*y*psi0; for j from 1 by 1 to (Nmax-1) do psi.(j+1):= 2*y*psi.j -2*j*psi.(j-1); od; for j from 0 by 1 to Nmax do inner.j:=int(psi.j **2,y=-infinity..infinity); od; # Second step: initialize loops; expand 1/(1 + y) with coefficients Vj lambda:= -1; lambda0:=lambda; u:=psi0; u0:=u; Vpoly:=convert(taylor(epsilon / (1 + epsilon*y),epsilon,Maxorder+3),'polynom'); for j from 0 by 1 to (Maxorder+3) do V.j:=coeff(collect(simplify(Vpoly),epsilon),epsilon,j); od; # Third step: loop over perturbation order for j from 1 by 1 to Maxorder do res:=0; for m from 0 by 1 to (j-1) do res:= res -lambda.(j-m)*u.m + V.(j-m)*u.m; od: r0:= -int(psi0*res,x=-infinity..infinity); lambda.j:=solve(r0,lambda.j); for k from 1 by 1 to Nmax do a.j.k:= (1/(2*k))*int(psi.k * residual,y=-infinity..infinity)/inner.k; od; u.j:=0; for k from 1 by 1 to Nmax do u.j:=u.j + a.j.k * psi.k; od: od; u:=u0; lambda:=lambda0; for j from 1 by 1 to Maxorder do u:=u + u.j * epsilon**j; lambda:= lambda + lambda.j * epsilon**j; od; resid:=collect(simplify(diff(u,y,y) + ( Vpoly -lambda -y*y )*u),epsilon); # Check Table 2 Rayleigh-Schroedinger Series for uzz series diverges only where the amplitude of the eigenfunction is exponentially small. The errors we make by pushing the series beyond its radius of convergence will be exponentially small in 1/ 2 . If the series is "optimally truncated" by adding terms up to and including the smallest term for a given , then the expected error will be
Berry [4] has dubbed such an optimally-truncated series a "superasymptotic" approximation. His reason for introducing new terminology is that although the usual Poincaré definition of asymptoticity refers only to powers of , the error in an optimally-truncated series is usually, as here, an exponential function of 1/ .
Unfortunately, this expected error is the same order of magnitude as the imaginary part of the eigenvalue! It follows that to compute (λ), we need something better: the matched asymptotics analysis of the next three sections.
Middle Region Analysis: Between the Critical Latitude and Equator.
The solution in the middle region could be approximated by a standard WKB expansion (Bender, Orszag, 1978) . However, this involves a messy phase integral. Furthermore, the truncated Rayleigh-Schrödinger series can be represented as
where P (y; ) is a known polynomial in y and . It is therefore convenient to replace WKB by an approximation of the form
where
The Hermite-with-Pole equation is transformed to
If we expand v as the power series in
where f j depends only on previously computed terms and b j are constants of integration, which can later be chosen to ensure a perfect match with the RayleighSchrödinger series. It turns out that for the first order matching we only need terms up to v 3 (Y ):
Now we Taylor-expand and rearrange this:
Eq. (23) matches P (y; ) if and only if
After substitution of (24) into (21), we obtain
This is not normalized to a value of unity at Y = 0, but rather has the same normalization as the Rayleigh-Schrödinger series.
Next step is to express this in terms of the natural variable of the near-the-pole region:
We transform the middle-region series to the Whittaker region by replacing Y by ζ
, it is consistent to reexpand this for fixed ζ as 
is the dominant part of Q(ζ) and
is a small perturbation. For the unperturbed equation
the solution that satisfies the condition u(ζ) → 0 as ζ → −∞ is the Whittaker function
where C is a constant and u(ζ = 0) = C as shown on p.1588 of [7] . For matching, we only need terms up to O( ) in the solution of the perturbed problem ( 28). But Eq. (28) can be rewritten as
The right hand side of this expression is o( ) if ζ < 1/ . This implies that (32) solves (28) within o ( ) for ζ < 1/ .
6. Asymptotic Matching of the Whittaker Function to Middle Region Expansion. Now we need the asymptotic approximation of (32) for large ζ. Note that W − 2 , 1 2 (−2ζ) has a branch point at ζ = 0. The simplest physically allowable branch cut lies along the ray arg(−2ζ) = −π/2 (34) as explained on p.1578 of [7] . Formula (4.2) of that paper gives the asymptotic expansions for Whittaker functions for this nonstandard choice of branch:
In (35) we used the fact that
where γ ≈ 0.577 is the Euler-Macheroni constant. Finally, after approximating
we obtain the following expansion of (32) for ζ 1 (to the first order in )
This is of the same form as the middle region approximation (27). Both (27) and (38) are accurate within o( ) in the overlap region 1 ζ < 1 √ and
Now we can substitute this result into the optical theorem to find
7. Numerical Method I: Chebyshev Pseudospectral/QR algorithm with a Shift into the Complex Plane. Our first numerical algorithm is a Chebyshev pseudospectral algorithm. The solution is expanded as a series of the rational Chebyshev functions T B j [8, 10] , the expansion (truncated after N terms) is substituted into the differential equation to define the "residual" function, and the series coefficients are chosen so that the residual is zero at each of N collocation points. These conditions convert the differential eigenproblem into a matrix generalized eigenproblem which can be solved by the QR/QZ algorithm. (We used the eigensolver which is built into the language/software package MATLAB.) Although the QR algorithm is relatively expensive (O(10N 3 ) operations), this procedure is very robust and does not require a first guess for any eigenvalues.
Unfortunately, the eigenfunction is singular. This implies that the spectral series will converge very slowly. Boyd [9] proposed a remedy: making a change of coordinate to a new variable w such that real-valued w corresponds to a curve in the complex z-plane which detours a safe distance below the singularity in the lower half of the complex z-plane. As shown by Boyd and Gill and Sneddon [14, 15] , this trick is effective; mappings can be devised for any almost combination of boundaries and critical latitudes.
Here, however, a simple shift of the contour of integration by an imaginary constant will suffice:
where σ > 0 is a real constant. The real interval w ∈ [−∞, ∞] is a line parallel to the real z-axis at (z) = −σ as illustrated in Fig. 1. Since u(z(w) ) is not singular for any real w, the rational Chebyshev series converges with spectral accuracy [11, 9, 10] .
The basis functions are
T B j (w; L) ≡ cos(jt); t(w) ≡ arccot(w/L) (42)
Re ( and the matrix eigenproblem Ha = λBa has the elements
where a is a column vector containing the N coefficients of the truncated T B series, L is a user-choosable constant ("map parameter") and the collocation points w j are
and where derivatives of the basis functions are calculated by making the change of variable to the trigonometric coordinate t and then applying the chain rule.
For each and a given choice of L and σ, it is necessary to repeat the calculation for increasing N until the eigenvalue becomes approximately independent of N as illustrated in Table 3 . Different values of L and σ were also used to confirm that the eigenvalues are independent of these map parameters for sufficiently large N .
Although the rational Chebyshev method is a robust and extremely accurate method for moderate , the spread in eigenvalues for = 1/5 shows that for this and smaller , (λ) is so tiny compared to the real part of λ that roundoff errors corrupt (λ). Furthermore, since the spectral series converges rapidly only on a line in the complex plane, it is not useful for graphing the eigenfunction for real z. We therefore developed a shooting method as described in the next section.
Numerical Method II: Shooting with Exponential Mapping.
The shooting algorithm exploits both the optical theorem and the Rayleigh-Schrödinger series. The theorem implies that to determine the imaginary part of λ, it is sufficient to calculate the value of |ũ(0)| whereũ denotes an eigenfunction that has been normalized Table 3 Lowest Eigenvalue λ of uzz 2 )). Usually it is necessary to iterate to compute the eigenvalue simultaneously with the eigenfunction. Here, however, the Rayleigh-Schrödinger series gives the eigenvalue to sufficient accuracy so that it is unnecessary to iterate. The exponentially small error of the series includes the entire imaginary part of λ, but we shall obtain (λ) from the optical theorem; for computing the eigenfunction, it is sufficient to know only the (much larger) real part of λ. The second usefulness of the Rayleigh-Schrödinger series is that it gives the integral of |ũ| 2 over the whole domain to high accuracy as Eq.(16).
Thus, to compute (λ), it is unnecessary to iterate or to evaluate the normalization integral. Instead, one merely needs to integrate the differential equation once. We employed the fourth-order Runge-Kutta algorithm. There are two remaining technical complications.
The first is that the differential equation is very "stiff" in the sense that it has growing and decaying solutions which vary by many orders of magnitude over the domain. The remedy is to simply march always in the direction in which the desired solution is growing. The eigenfunction decays exponentially as z → −∞ for z < 0. Therefore, we integrate for negative z by marching from large negative z towards the singularity at z = 0. Arbitrary initial conditions at z = −L where L is a userchoosable constant will excite both the growing and decaying solutions. However, as we march towards the singularity, the growing solution rapidly becomes exponentially large compared to the decaying solution so that the numerical solution becomes what we want: the solution which grows as z → 0 − . Between z = 0 and z = 1/ , the solution also grows as z increases, so the stiffness is again no problem as long as we march in the direction of increasing z.
The second technical complication is that the differential equation is singular at z = 0. This difficulty is resolved in two steps. The first is to stop the integration for small negative z where the power series approximation 45) is accurate, and then restart the integration at small positive z using the power series to supply the initial conditions for the second round of Runge-Kutta. The continuation across the singularity is non-trivial in a couple of ways. First, we found it helpful to calculate a 1 by fitting the numerical results for very small z; technically, one could ignore it for sufficiently small z, but the logarithmic term dominates the linear term only when z is very tiny. Second, the logarithm must be interpreted as
This is necessary so that the branch cut is taken to lie in the upper half-plane, a choice motivated by physics [7] rather than mathematics.
The second remedy for the singularity is to use an exponential mapping so that an even grid spacing in the new coordinate corresponds to an exponentially high density of grid points in the vicinity of z = 0 where the singularity requires very high numerical resolution. The mapping to the left of the singularity is
The chain rule shows that derivatives transform as
We then march from x = 0, which corresponds to z = −L, to large but finite x. Since the singularity is at x = ∞, the Runge-Kutta integration never reaches the singular point and is always stable and accurate. The constant L is arbitrary except that it should be chosen so that the solution grows by many orders of magnitude on the interval z ∈ [−L, 0].
The appropriate coordinate change on the right of the singularity is, with M ≡ 1/ It is necessary to use larger and larger numbers of points as →. However, as judged by comparing solutions for different choices of L, the maximum value of the computational coordinate x, and the grid spacing,we did obtain satisfactory results for as small as 1/100.
Because the initial value algorithm does not use a shift in the complex z-plane, it accurately computes the eigenfunction for real z as illustrated in Fig. 2. 
Comparisons Between Numerical Solutions and Matched Asymptotics.
In this section we compare approximations
to the numerical results (λ) Num .
We define the relative error of a perturbative approximation (λ) i as Fig. 3 confirms that the relative error does become smaller as we add more terms to the perturbative approximation. The surprising part is that the relative error of the zeroth-order approximation is of order 10 per cent for as small as 1/100! This is much larger than usual for lowest order matched asymptotics [3] . The reason for that is the appearance of log at the next order in perturbative approximation. For ∼ 1/100
and one should expect relative error to be about 5 times larger than what is expected for a problem in which the answer involves only powers of . The big errors of the zeroth order approximation motivates extending matched asymptotics to higher order.
The numerical solution is sufficiently accurate even at very small that it is possible to determine form of the first correction neglected by our best approximation. The perturbation series for (λ) is likely to include terms proportional to
Obviously, if a term proportional to R 1 ( ) is really present in the perturbation series, the leading error term is going to be proportional to (57) as → 0 since it outweighs two other terms in this limit. But for finite the relative error might have considerable contributions from R 2 ( ) and R 3 ( ) and we might be seeing the sum of three terms. Finally, it might happen that the term proportional to R 1 in fact does not appear in the perturbation series.
To examine all these possibilities we plot ratios E 2 /R i ( ) to see which one asymptotes to a horizontal line as → 0. Fig.4 shows that the leading error term -the first perturbative term we do not calculate -is proportional to log 2 ( ) 2 . The two steeply rising curves show that the error is blowing up faster than 2 or even log( ) 2 .
10. Summary and Future Extensions. Even though our eigenproblem has (i) a coefficient which is infinite at the "critical latitude" and (ii) an eigenvalue whose imaginary part is exponentially small in the reciprocal of the perturbation parameter , we have nevertheless calculated (λ) up to and including the O( log( )) and O( ) terms. By developing special numerical algorithms, we have confirmed the perturbation theory by numerically computing (λ) for as small as 1/100. Our future goal is to apply these methods to the equatorial Kelvin wave. The crucial first step is to generalize the "optical theorem" to the equatorial shallow water equations. It will then be relatively straightforward to apply matched asymptotics to compute the exponentially small part of the eigenvalue.
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Divergent series usually have terms that diverge as j!; the error of an optimallytruncated series is then O(exp(−constant/ )). For the Gaussian-Stieltjes integral, (G S ) is proportional to exp(−1/ 2 ) and the series diverges as the square root of j!. (Note that log((j/2)!) ∼ log( √ j!). This suggests that the Rayleigh-Schrödinger series for the Hermite-with-Pole eigenproblem diverges as the square root of the factorial, too. Fig. 5 suggests that this conjecture is true. The ratio of the coefficients for the eigenvalue and for the integral does not tend to one as j → ∞, suggesting that there is perhaps a logarithmic or fractional power of j which is different between the two series. However, the fact that the two sets of coefficients differ by less than a factor of 2 even for j = 26 where the coefficients are larger than 10 9 suggests that both series depend similarly on the factorial. 
