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Abstract— The random drift of a micro-electromechanical
system (MEMS) gyroscope seriously affects its measurement
accuracy. To model and compensate its random drift, the time
series analysis method has widely been deployed, which, however,
requires a large amount of data for pre-processing analysis and
is unsuitable for real-time applications. This paper proposes a
new random drift compensation method based on the adaptive
Kalman filter (AKF) and phase space reconstruction (PSR).
AKF is first designed to compensate the random drift of the
low-cost MEMS gyroscope. The phase variables are then used
as phase vectors via PSR. Experiments show that the proposed
AKF-PSR method can effectively compensate the random drift
of the gyroscope, and the standard deviation is reduced by half.
Index Terms— MEMS gyroscopes, adaptive Kalman fil-
ter (AKF), phase space reconstruction (PSR), random drift
errors.
I. INTRODUCTION
MEMS gyroscopes are an important part of the inertialnavigation system, and commonly used for measur-
ing the angular velocity of a moving object. For instance,
MEMS gyroscopes are widely used in the fields of aerospace,
autonomous vehicles and robotics due to their small size, low
cost and low power consumption. Their measurement accuracy
is very much depending on their design and manufacturing
processes. In general, the low-cost MEMS gyroscopes may
contain random drifts and poor stability, which affect their
measurement accuracy and cannot meet the requirements of
many real-world applications [1]. Therefore, it is necessary to
model and compensate these random drifts.
Recent years, some scholars have used multi-sensor fusion
technology to reduce the random drift to improve accuracy
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of MEMS gyroscopes. The main idea is to create a virtual
low-drift gyroscope by combining the output of the high-drift
gyroscope array [2]. Under the condition that each gyro-
scope in the sensor array is uncorrelated, it can effectively
compensate the random drift of gyroscope and improve the
accuracy of the measurement signal [3]–[6]. In order to
eliminate the influence of gyroscope correlation, some scholars
also consider the use of multiple types of sensors in the
gyroscope application to compensate for the random drift.
For example, Hong , et al. fused encoder and gyroscope
data to obtain heading angle [7], [8]. Sheng, et al. designed
a multi-sensor platform to measure angular rate information
through complementary fusion, which was based on a 3-axis
gyroscope, a 3-axis accelerometer, and a 3-axis magnetic
sensor [9].
The application of multi-sensor fusion technology means an
increase in cost. In addition, these methods are not applicable
when the installation size is limited or in a strong magnetic
environment. Therefore, some scholars have proposed to use
the drift signal of the gyroscope for self-compensation. Shi.
et al. proposed a continuous threshold function based on
wavelet threshold de-noising and applied the improved wavelet
de-noising algorithm to compensate for gyro drift [10], [11].
Some scholars have also considered using Restricted Boltz-
mann Machine (RBM) neural networks to construct nonlinear
models to predict random drift, and used predictive values to
compensate for random drift [12]. Since the neural network
has problems such as over-fitting, Xing et al. used statistical
methods to design a Least Squares Support Vector Machine
(LSSVM) model based on PSR for short-term prediction and
compensation of random drift [13].
In addition, Kalman filters have been widely used to process
the measurement data in order to obtain accurate compensation
in a long term. The key to this approach is to model the
random drift signal of the MEMS gyroscope [14], and com-
pensate by establishing a drift model combined with real-time
measured signals. Since the random drift of the gyroscope
has high random characteristics and it is difficult to describe
its state, some researchers use time series models such as
MA model [15], AR model [16], ARMA model [17], [18]
to model the statistical properties of gyro random drift in
the time domain. Considering the nonlinear characteristics
of random drift of gyroscopes, some researchers believe that
traditional time series linear models cannot accurately describe
their characteristics. Therefore, hybrid models such as gray
Fig. 1. The flow chart of the proposed AKF-PSR algorithm.
and ARMA model prediction [19], two-stage recursive least
squares method [20] were proposed.
The application of time series models (including hybrid
models) requires time series normal distribution, zero mean
and smooth. It means that using this method to model the ran-
dom drift of the gyroscope requires extensive pre-processing
analysis. In order to avoid a large amount of preprocessing,
Kirkko et al. used ten samples of neighbors as state vectors to
map the random drift of the gyroscope to high-dimensional
space modeling, and proved that this method is feasible
through experiments [15]. Sierociuk et al. pointed out that
unless the state vector is infinite dimensional, the solution
cannot be optimal [21].
Considering that the PSR method can map the time series
into a finite-dimensional state space and contains all the
characteristics of the original system, we propose an adaptive
Kalman filter based on PSR (AKF-PSR) in this paper. The
proposed AKF-PSR models the random drift of the gyroscope
in a high-dimensional space by citing phase variables. The
advantage of this method is that it represents the original state
of the system by a state vector of finite dimensions. In addition,
this method only needs to retain a certain amount of prior data,
and update the a priori data during the iteration process, and
does not need to pre-process all the data. At the same time,
we conduct practical experimental tests to demonstrate the
proposed method is feasible and can effectively compensate
the random drift of the gyroscope.
The rest of this paper is organized as follows.
Section 2 introduces the principle and implementation
of Kalman filtering algorithm and explains phase space
reconstruction techniques being deployed. The actual
experimental results are presented in Section III to
demonstrate the feasibility and good performance of the
proposed approach. Finally, a brief conclusion and future
work are given in Section IV.
II. ALGORITHM PRINCIPLE
Kalman filter uses the state equation of a linear system to
estimate the data through the input and output of the system,
which is difficult to systematically model the random drift of
MEMS gyroscope. Therefore, we use the reconstructed phase
variable as the state vector to establish a state space model
based on the phase variable.
Figure 1 shows the flow chart of the proposed algorithm.
As the random drift data of a MEMS gyroscope is noisy,
a single-step prior processing is required to obtain a suitable
embedding dimension m and lag index τ . The pre-measured
data (nmin) is input into the filter for optimal compensation
of each updated measurement data. At the same time, the
compensation value is stored as a priori data for the next
compensation. The maximum value of the stored data (nmax)
is determined by the system requirements and comprehensive
consideration on other factors such as compensation accuracy,
computational efficiency, and computer hardware.
A. Priori Processing of Single-Step
Single-step prior processing is to determine the optimal
embedding dimension m and lag index τ of the MEMS
gyroscope. Packard et al. indicated that the phase space of a
system can be reconstructed from the time series of a variable,
because the time series itself contains information about all the
variables involved in the dynamic system [22].
According to the embedded theorem proposed by
Smale [23], an m-dimensional embedded phase space can
always be found in the sense of topological invariance
for the scalar time series of infinitely long and noiseless
d-dimensional chaotic attractors. When uniform time series
observations are xi , i= 1, 2, 3 . . . ,N and appropriate lag index
















m ≥ 2d + 1 (2)
The key of re-constructing the phase space is to find the
appropriate m and τ . The m in the formula (2) characterizes
the spatial spacing and geometric invariants of the attractor and
τ reflects the degree of correlation of any two adjacent delay
coordinate points. For an ideal infinitely long and noise-free
time series, they can be taken as arbitrary values.
However, the random drift of a MEMS gyroscope is noisy,
and it is necessary to preferentially remove the coarse error
during the normalization process. We use the 3 −σ criteria to
select the coarse error value, that is, when the residual error
v of the measured value xi satisfies the formula (3) below,
it is considered that xi is a value containing a coarse error.










i=1 (xi − x)
2 (5)
where x̄ represents the mean of the input data, σ represents
the standard deviation, and N is the length of the input data.
To ensure the sampling frequency consistency of the input
data, the following processing is performed on the data with
the coarse error value.{
xi = x̄ + |3σ | , xi − x̄ > |3σ |
xi = x̄ − |3σ | , xi − x̄< − |3σ | (6)
In order to avoid the problem of maxima or minima, the
data with the coarse error removed is normalized. This means
that all xi are placed in the interval [-1, +1] as shown below.
xi = 2 ∗ xi − xmin
xmax − xmin − 1 (7)
After that, we use the C-C method proposed by Kim et
al. [24] to determine m and τ by introducing the embedded
window width τw. The calculation is described as follows:
1) The Relevant Integral Function is Introduced Below:
C (m, N, r, τ ) = 2
M(M−1)
∑








1 x ≥ 0 (9)
M = N − (m − 1)τ (10)
where m is the embedded dimension, N is the length of
the time series, r is the size of the domain radius, τ is the
lag index, and M is the number of embedded points in the
embedded space.
2) Divide the Time Series Into τ Disjoint Time Series, and
Calculate the Statistics as Follows:
S (m, N, r, τ ) = 1
τ
∑τ
s=1 [Cs (m, N/s, r, τ )
− Cms (1,N/t, r, τ )] (11)
where m= 2, 3, . . ., Cs represents the relevant integral of the
s subsequence.
According to the research work conducted by Durlauf [25],
the constraints are as follows.⎧⎪⎨
⎪⎩
N ≥ 500
2 ≤ m ≤ 5
0.5σ ≤ r ≤ 2σ
(12)
Assume that r1= 0.5σ , r2= 1.0σ, r3= 1.5σ , r4= 2.0σ ,
we calculate the mean given by (8) as follows.





j=1 S(m, N, r j , τ ) (13)
S̄ (τ ) = 1
4
∑5
m=2 S(m, τ ) (14)
where
S (m, τ ) = max {S (m, N, r j , τ
)}−min {S (m, N, r j , τ
)}
(15)
The first local zero of S̄ (τ ), or the first local minimum of
S̄ (τ ) is taken as the lag index τ .
3) Definition:
Scor (τ ) = |S̄ (τ ) | + S̄ (τ ) (16)
The minimum value of Scor (τ ) is the first overall maximum
time window τw corresponding to the time series.
We have
τw= (m−1)τ (17)
where τ takes the lag index obtained by (13), and the optimal
embedding dimension m can be obtained by (14).
B. AKF-PSR Design
AKF-PSR requires pre-input initial values, including min-
imum prior data nmin , optimal embedding dimension m,
optimal lag index τ , process noise W , process noise covari-
ance Q, measurement noise V and measurement noise
covariance R.
Figure 2 shows the design flow of AKF-PSR. After calcu-
lating the corresponding reconstruction dimension m and lag
index τ , the phase space reconstruction for a given data set is
as shown in equation (1). The last item of X is the last item
xn of the given data set. Therefore, when k = n−(m−1)τ ,
we define state vector below
X (k | k) = [xk xk+τ · · · xk+(m−1)τ
]
(18)
In the phase space, we take out phase points Xt j ,
j= 1, 2 . . .l, which have the closest distance from X (k).
In case the system is certain, the value of Xt j+1 can be used
to predict the value of X (k+1) because X (k+1) is also close
to Xt j+1 when X (k) is close to Xt j .
When X is the smallest, Xt j is what we need.
X = ∥∥Xt j − Xk
∥∥
2 (19)
Usually, l > m + 1. Then, the average value of Xt j is Xt j .
X̄t j = 1
l
∑l
j=1 Xt j (20)
Fig. 2. AKF-PSR design flow of AKF-PSR.
Fig. 3. Experimental environment Setup.








represents the inverse of the matrix.
The iteration of Kalman filter can be described below:
1) Estimate the a priori state of the system.
X (k + 1 | k) = AXt j+1 + W (22)
where W is the process noise.
2) Calculate error covariance prior estimate.
P (k + 1 | k) = AP (k | k) AT + Q (23)
where AT indicates the transpose of the matrix and Q
is the process noise covariance.
3) Calculate Kalman gain Kg (k).
Kg (k) = P (k + 1 | k) H T /{H P (k + 1 | k) H T + R}
(24)
where R is the measurement noise covariance.
4) Estimate the posterior state of the system.
X (k + 1 | k + 1) = X (k + 1 | k) + Kg (k) [Z (k + 1)
− H X (k + 1 | k)] (25)
where
Z (k + 1) = H X (k + 1) + V (26)
where H = 1, and that is, Z (k + 1) is the phase variable
consisting of measured value at time k+1.V is the
measurement noise
Fig. 4. The x-axis output data of MPU-6050 and RO3-XYZ-150.
Fig. 5. (a) The value of S̄ (τ ), S̄ (τ ), Scor (τ ) vary with the lag index τ (MPU-6050). (b) The value of S̄ (τ ), S̄ (τ ), Scor (τ ) vary with the lag index τ
(RO3-XYZ-150).
5) Error covariance posterior estimation.
P (k + 1 | k + 1) = [1−Kg (k) H ]P (k + 1 | k) (27)
After this step, we store the optimally compensated data and
use it as the a priori value of the next iteration, i.e. iteration
recursively from 1) again.
Fig. 6. (a) The processing results of PSR-AKF (MPU-6050). (b) The processing results of PSR-AKF (RO3-XYZ-150).
III. TEST AND DISCUSSION
A. Experiment Setup
As shown in Figure 3, the gyroscope is attached to the
damper platform to reduce noise signals from external sources.
Since the MEMS gyroscope’s random drift will generally
remain stable after it starts up and enters normal operation.
After turning on the power, the gyroscope is stationary until
the data is stable. In general, the required stabilization time is
greater than or equal to the startup time. An Arduino micro-
computer is used for the data acquisition, and its sampling
frequency is set at 100HZ, which is used to acquire the output
angular velocity signal of the X-axis of the MEMS gyroscope
and send it to computer for storage analysis and filtering.
In the static case, we collected the x-axis output data of
MPU-6050 and RO3-XYZ-150, as shown in Figure 4. Before
filtering, the standard deviations of the two gyroscopes are
0.2731◦ /s and 0.2507◦ /s respectively. It should be noted that
their built-in temperature sensor compensates for the effects of
temperature changes, which ensures random drift to a single
variable.
B. Result and Discussion
1) Comparison of PSR-AKF results on different gyroscopes:
In order to verify the applicability of the proposed method,
the prior data needs to satisfy N ≥ 500 according to the
constraint conditions proposed by equation (12). When N
tends to infinity, the obtained embedding dimension and lag
index are optimal. Considering the limitations of the hardware
conditions, we take out the first 50 seconds of the data points
(5000 points) of the collected data and calculate the mean
S̄ (τ ) of the statistic S and its maximum change value S̄ (τ )
by the method described in Section 2.1. Their values vary with
the lag index as shown in Figure 5. The minimum value of
Scor (τ ) corresponds to the first overall maximum time window
independent of the time series, taking the first local minimum
of S̄ (τ ) or S̄ (τ ) as the optimal lag index.
It can be seen from Figure 5(a) that the value of S̄ (τ )
is the first zero whenτ = 4, which is the first optimal lag
index. When τ is 4, Scor (τ ) takes the minimum value as the
maximum time window τw. Therefore, the reconstructed phase
space of MPU-6050 can be obtained as follows.











Similarly, the reconstructed phase space of RO3-XYZ-150
can be obtained from Figure 5(b) as follows.











Fig. 7. (a) The processing results of AR (1) (MPU-6050). (b) The processing results of AR (1) (RO3-XYZ-150).
According to the theory in Section 2.2, we collected 5,000
data points as a priori data of the two gyroscopes, and
processed data after that. And then we set the AKF to test
the feasibility of the method based on the reconstructed phase
space, as shown in Figure 6, in which R and Q are set to the
variance of the sample and the residual sequence variance of
the model. It can be seen from the filtering results that the
proposed method has a good filtering effect on different types
of gyroscopes. The standard deviation of MPU-6050 and RO3-
XYZ-150 is reduced to 0.1041◦ /s and 0.1418◦ /s respectively.
Furthermore, it is apparent from Figure 6 that the fil-
tered values exhibit periodic changes. This means that the
prior data exhibits periodic characteristics at a high dimen-
sional level. This also shows that when the a priori data
can satisfy the minimum period of high-dimensional space,
it can meet the requirements of the algorithm. Ideally,
the amount of a priori data (nmin) should be as small
as possible to improve the computational efficiency of the
algorithm.
2) Comparison of Proposed Model and AR Model: The AR
(MA, ARMA) model is a model that is commonly used to
describe time series. The AR (1) model is constructed here
to be compared to the method presented in this paper (the
modeling process is not specifically described here). Before the
AR model is created, all data needs to be preprocessed includ-
ing removing constant components, removing trend items, and
removing periodic items. MPU-6050 (Formula 30) and RO3-
XYZ-150 (Formula 31) are modeled as follows
xk = 0.6322xk−1 + w1 (30)
xk = 0.6955xk−1 + w2 (31)
where w1∼ N(0, 0.0055), w2 ∼ N(0, 0.0376).
Then the Kalman filter is set separately and the results
are shown in Figure 7. The standard deviation of MPU-6050
and RO3-XYZ-150 is reduced to 0.0982◦ /s and 0.1651◦ /s
respectively. It can be clearly seen that both the proposed
method and the AR model can filter the random drift error
of the MEMS gyroscope to a certain extent.
Relatively speaking, the AR model is based on the relation-
ship among the current time value, the previous time value
and Gaussian white noise. Each iteration is performed by
one or several values saved at the previous moment, and it
only contains a single linear operation. The method proposed
in this paper is to put a priori data (nmin) into the phase
space. When the value of nmin is large, there is no doubt
that this processing will greatly occupy the storage space of
the computer. In addition, it’s needed to make a subtraction
for all the data and find the minimum value of group l. It
is clear that the computational complexity of this approach is
much larger than that of the AR model. At the same time,
this also shows that we only need to process a certain amount
of prior data and save certain data for the next iteration if the
computer performance is met. This could avoid pre-processing
all the data although it reduces the real-time performance of
the algorithm.
IV. CONCLUSION
Modeling and filtering the MEMS gyroscope random drift
is an important method to improve its accuracy. In this paper,
an adaptive Kalman filter based on phase space reconstruction
is proposed to compensate for the random drift of MEMS
gyroscopes. The experiment is carried out on different MEMS
gyroscopes and compared with the Kalman filter based on
AR (1) model to verify the effectiveness and feasibility of the
proposed method. The results show that the proposed method
can effectively compensate the random drift of the MEMS
gyroscope. In the future work, we will consider whether the
method works effectively under dynamic conditions and how
to improve its computational efficiency.
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