Abstract-In this study; values obtained through the analysis of blood samples, taken under laboratory conditions, from patients diagnosed with fibromyalgia syndrome and healthy subjects and the sympathetic skin response parameters were used. With the aim of classifying verbal pain scale, which is one of the psychological test scores used for fibromyalgia syndrome diagnosis; relation between the sympathetic skin response effect on other test data and the verbal pain scale were reviewed by using different conditions of available data. Within this framework, three different algorithms were used for classification with high accuracy rates. These algorithms are: Multi-Layer Feed-Forward Neural Networks, Probabilistic Neural Network and Radial Basis Function Neural Network. For Multi-Layer Feed-Forward Neural Networks classification algorithm, classification was done with three different training algorithms, Levenberg-Marquardt back propagation, Resilient back propagation and the Scaled conjugate gradient back propagation and the results were compared elaborately. Based on the results, by using all variables the following accuracy rates were obtained: 68.2% accuracy with Levenberg-Marquardt training algorithm, 77.3% accuracy with the Resilient back propagation training algorithm, and 68.18% accuracy with the Scaled conjugate gradient training algorithm. These success rates show that there is a relationship between verbal pain scale, sympathetic skin response and other test data.
I. INTRODUCTION
This study was performed in order to shorten the diagnosis time and increase the reliability of fibromyalgia syndrome (FMS) diagnosis. In order to increase the diagnosis reliability, reliable test methods and detection of a biological signal methods were to be used instead of the existing method which uses physiological tests [1] .
FMS is a chronic pain syndrome which often appears with widespread musculoskeletal pain, sleep disorder and fatigue [2] [3] . It affects mainly muscles and the parts where the muscles are attached to bones. It is a disease which is more common in women [4] [5] . As it happens in every illness, in order to begin the right and fast treatment for FMS, quick diagnosis is very important [3] [6] .
According to the criteria defined by the American College of Rheumatology (ACR -American College of Rheumatology) in 1990; FMS diagnosis is made upon the widespread pain which lasts for at least 3 months on the left half of the body, right half of the body, lower body, upper body and local pain in 11 sensitive points out of 18 when they are examined by finger pressure (palpation) [7] [8] . Besides; psychological tests associated with FMS, blood samples taken from patients under laboratory conditions and measured physiological test results also support FMS diagnostic [9] . However; as the psychological test (Phys) may change depending on the patient's psychological state, their reliability is controversial. There is no laboratorial test for diagnosing FMS [7] . In order to correctly diagnose for this disease, the physician must examine the patient thoroughly, and must examine patient's health records. Usually FMS is diagnosed by the elimination method. Meaning, the physician primarily checks for other illnesses with the same symptoms, if other illnesses don't exist in patient's body, they are eliminated. This takes a great deal out of a patient's life, considering the course of time taken in diagnosis of FMS. Therefore, there is a big need for new methods for diagnosing FMS.
Biological signals are the results of various functions occurring on different systems in the body. It is not possible to understand these signals directly. They imply complicated information related to the incidents that occur inside. In order to be understood; these symptoms need to be interpreted. Today; ability to interpret biological symptoms with computer programs without the need for a mathematical model and to use them as diagnosis for the disease is one of the most important advantages of biological symptoms [10] [11] . For the diagnosis of FMS, blood samples from a patient, physiological tests, and the sympathetic skin response (SSR) were used for a biological signal in the study. For the interpretation of the test results, Multi-Layer FeedForward Neural Networks (MLFFNN), Probabilistic Neural Network (PNN) and Radial Basis Function Neural Network (RBFNN) was chosen due to their higher success rates in neutral network based classifications. Furthermore, these three classification algorithms were compared among each other on basis of performance to enhance system's reliability.
SSR is an instant and temporary electrodermal activity (EDA), which occurs on the skin as a response to stimulation by any internal or external stimulant [12] . Sympathetic skin response is a temporary change of skin potential which can differ according to cases such as any organ or system dysfunction, deformation and so on [3] . As a result of the studies in literature; it has been found that the sympathetic skin response is associated with autonomic nervous system [13] [14] . There has been a great deal of studies in literature to determine the relationship between FMS and SSR.
In a study examining SSR values in FMS; it has been identified that the latency parameter on the SSR mark, recorded from the palms and soles of the patients, is longer than those of healthy individuals [15] . In fibromyalgia; autonomic nervous system disorders such as sympathetic hyperactivity, parasympathetic hypo activity and reduction in sympathetic response to different stimulants are commonly seen [16] . However, all those disorders are not specific to fibromyalgia and there are many cases with chronic pain. In another study; it has been stated that there may be a relation between Hamilton Anxiety Test (HAM-A), which is one of the psychological test scores used in FMS, and SSR [17] . In another study; the relationship between SSR and the autonomic nervous system has been analyzed for patients with psychosis and it has been found that while the SSR psychosis relationship in healthy individuals is 82%, it is 100% in those patients [18] . In this study made by Ahuja et al. in 2003 ; it was considered that SSR markers could be analyzed better by using computer programs and it was concluded that they can be used for the diagnosis of psychological disorders that affect the autonomic nervous system [11] . Cakir et al made the Electroneuromyography (EMG) analysis of sympathetic skin response and F wave in order to define whether or not there is an autonomic dysfunction in fibromyalgia syndrome. In the study, it was determined that FMS patients have higher SSR amplitude values and lower latency values on both sides when compared with the control group. Therefore, this study supports that in sympathetic nervous system of FMS patients, there is a change which indicates autonomic dysfunction [19] . Although it is not definite; it has been concluded in recent years that the Fibromyalgia Syndrome (FMS) may be associated with the autonomic nervous system (ANS) [2] [13] . In a study reviewing the relationship between sensitive points in fibromyalgia and psychological status, it has been identified that there is a relation between psychological distress and particularly somatization [20] . In addition to these studies; Ozhan et al examined in detail the relationship between FMS and SSR in their study in 2012 and it was reported that SSR could be used for the diagnosis of FMS [2] .
In the light of these studies made in the literature, SSR is thought to be associated with FMS and OSS, and this study was conducted.
II. MATERIALS
This section describes the data used in the study. Subjects, Data Acquisition in the title and information of data have been explained. Data and Obtained Parameters in title, Characteristics of the data used in the study are described.
A. Subjects and Data Acquisition
Database used in this study has been created within the scope of research project called "Determination of the relationships for the diagnosis of FMS" which is supported by TUBITAK. It was created at Suleyman Demirel University School of Medicine Department of Physical Medicine and Rehabilitation. Database consists of SSR measurements, laboratory (Lab) and physiological (Phys) test data taken from 57 patients, diagnosed with FMS according to 1990 ACR criteria, and 29 healthy subjects. All of the patients and healthy subjects were women. Furthermore, in order to detect pain in patients, verbal pain scale tests were applied.
In order to have more meaningful measurements; before SSR measurements are obtained, limit values of some parameters (age, height, weight), that effect SSR, should be defined [21] . During the study; special attention has been paid to keep the age, height and weights of the subjects within these limits. The subjects were selected from the range of 20-66 years old, 149-186 cm height, and 47-105 kg weight.
Using a measurement system, which consists of finger electrode and stimulant; defined parameters of SSR were taken from the subjects. For stimulation; 20 μA current was transmitted from FMS patients and healthy subjects by means of electrodes. Temporary potential changes on the skin, as a response to this current value, were measured and recorded. As a result of Matlab analysis of this recorded data; parameter values of SSR response latency, maximum amplitude and the time difference between two stimulation were obtained and recorded [2] [22] .
B. Data and Obtained Parameters Analysis Parameters
This study is an MLFFNN, PNN and RBFNN classification study. SSR parameters, laboratory test data and physiological test data were used as input data. For SSR parameters; SSR response latency (SSRLt), maximum amplitude (SSRMaxA) and time difference between two stimulation (SSRTT) were used. For laboratory test data; C reactive protein test (CRP), rheumatoid factor (RF), white blood cell count (WBC), erythrocyte sedimentation test (SEDIM), 
SSR Parameters
SSR Response Latency (SSRLt), latency time is the most common parameter used in the SSR analysis. In the analysis, the most reasonable results are obtained from this parameter [2] . As seen in Figure 1 stimulant endpoint is taken as a basis when the start point of SSR response latency time is determined. The time between the releases of stimulant, its diffusion on the skin and receipt of the response through electrodes is considered as latency. In Figure 1 , stimulus represents the end point of the excitation, and latency represents the SSR Response Latency (SSRLt). Maximum Amplitude (SSRMaxA), another parameter used in the studies based on SSR measurements, is average amplitude values obtained from SSR wave forms. However, in our study, maximum amplitude value has been used instead of average amplitude. As the amplitude value decreases due to the abrasion on the area that receives stimulant and adaptation of the body to the stimulant; maximum amplitude value has been preferred for the study. In Figure 1Hata ! Başvuru kaynağı bulunamadı., Amplitude represents the maximum amplitude.
Time Difference Between Two Stimulations (SSRTT), In the study; this duration has been taken as the time difference between the first beat for SSR measurement and the second beat following this stimulation.
Laboratory test data (Lab)
Laboratory data used in the study and the normal value ranges are shown in Table 1 .
Physiological Test Data (Phys)
As physiological test data; skin temperature, pulse and respiration rate data has been used in the study. 
Verbal Pain Scale (VERBAL)
Verbal Pain Scale is an evaluation method to define the patients pain as well as the variables involving the severity of the pain. Verbal evaluation scales are similar to the numerical scales for the severity of the pain. Words define the severity of the pain and the numerical sorting is done from the least severe to the most severe.
Advantages: Easy implementation. Simple scoring. Reliable and valid level. Very successful in reflecting the multifaceted nature of pain.
Disadvantages: Close relationship with the severity of pain measurements. However, the relationship between the personal factors that affect pain is weak [20] [23] .
Verbal Pain Scale is a parameter which indicates the level of the pain as follows; Table 2 . 
III. METHODS
This study was performed for the use of shortening the time and increasing the reliability of the diagnosis. In order to increase the diagnosis reliability, reliable test methods and detection of a biological signal methods were used instead of the existing method which uses physiological tests.
The study was held on Matlab R2015b [24] . The parameters in Table 2 were used for the detection of parameters that were going to be used instead of verbal pain scale. The parameters in Table 2 were evaluated accordingly with the same order as Table 3 and according to the diagram in Figure 2 with MLFFNN, PNN ve RBFNN.
As for the explanation of Table 3 , each parameter for example under PNN (SSR, Phys, Phys+SSR, etc) were classified individually. In the first step only the SSR data was classified with PNN classifier. Reliability of the test was checked by k-fold cross validation for the classification. In the second step only the Phys data was classified. In the next step a new classification was constructed by adding Phys data onto SSR data. Thus, the effects of Phys and SSR data to the classification were examined. In the next step only the lab data was classified. In the next two steps data from the (Lab + SSR and Phys + Lab) Lab, SSR and Phys's effects on classification was examined. Same procedures were performed for RBFNN and MLFFNN classifier but k-fold cross validation was not used for latter. Instead, sensitivity and specify values were calculated for the gathered results. 
A. Multi-Layer Feed-Forward Neural Networks (Mlffnn)
Feed-forward neural network used in this study is the type of network in which the cells on the layers are fed only from the cells on the previous layer. This structure is formed to carry out a specific task and there are three main layers namely; input layer, intermediate layer and the output layer. Data input starts from the input layer and proceeds respectively and uni-directionally to intermediate and output layer [8] . There is an extremely complex internal structure. Layer structure is shown in Figure 2 [9] .
The working principle of the network is as follows: The information received from the outer world is given to the input layer. There is one neuron for each input. This layer usually does not process the data. The data is transmitted to the intermediate layer. Information processing is performed on the intermediate layer.
The intermediate layer is comprised of one or more layers and it is this layer where data is mainly processed [9] . It is often referred to as the hidden layer .This layer has a neuron for each case in the training set. These neurons contain the values of estimation variables on the course of the value desired to be achieved; which are obtained after the mathematical computations; are transferred to the neurons on output layer. In output layer; weighted values that are collected on intermediate layer are compared and the highest weighted estimation value is produced as the output value for the target category. This type of Artificial Neural Networks (ANN) that work according to supervised learning strategy and backpropagation learning algorithm is widely used in the training [18] . In this study; the widely used LevenbergMarquardt backpropagation (LM) [10] [14] , Resilient backpropagation (RP) [10] and the Scaled conjugate gradient backpropagation (SCG) [16] algorithms were used.
The input data for the MLFFNN was first subject to the normalization process instead of being used directly. The transfer function in the layers were used as "tansig" [24] . Since the "tansig" function was used as the transfer function, normalization was performed between 1  . The "tansig" function gives results for values within an amplitude of ±1.
When the data was classified, it was separated into two groups called training and test data. When the groups are formed, test data cluster was constructed by using systematical sampling theorem in a way so that it would statistically represent the training data cluster [17] . Training set is 75% of all the data and consist of 64 individuals. Test set is 25% of all the data and consist of 22 individuals. Separation of data into training and test data while using in classifiers were summarized in Table  4 .
Structure of artificial neural network used in the simulation is shown in Figure 4 . Number of input data has been used as 3-6-9-12 based on the amount of data. 3-6-9-12 indicates the variables and numbers in Table 2 . These variables were used as the input data for MLFFNN. Based on the performance results, the maximum number of hidden layers was set to 3. In ANN analysis, between 1-100 number of neurons have been tested in certain intervals for different algorithms. The test was interrupted when the proper results were obtained and subsequently the results were recorded. Also, in multi-layer network structure, the number of hidden layers were specified as two or three in a year due to the efficiency status.
Based on our results, the network that works best for the pain scale is the RP training algorithm and the network that uses all of the input data. The structure is like the one shown in Figure 4 . In this network structure, 1 input layer, 1 hidden and 1 output layer was used. By letting every input data in the input layer correspond to a neuron, a total of 17 neurons were used in the input layer. Similarly, 75 neurons were used in the hidden layer and 1 neuron was used in the output layer.
The accuracy rates of simulations were calculated using the following formula. In all simulations, test data has been processed after training accuracy rate of 100% was achieved. 
B. Probabilistic Neural Network (Pnn)
PNN, known as the kernel or Bayesian analysis is an application that is an organized form of a statistical algorithm for multilayered feed forward networks. It does not provide a general solution for ideal classification problems. PNN is a Bayes -Parzen classifier [18] [24] .
PNN classifications regard to all points and they are generalization based networks. For the classification process, distance is calculated from the point which will be considered to every other point. Distance function is a radial based function known as kernel function. Since the basis of the function is formed by the measurement of radius, it is referred to as radial-based. Here, the effect, meaning the weight, refers to the distance for the radial based function.
According to the flow chart in Figure 2 , classification was done by PNN. After applying normalization between 1  , classification was performed by using PNN. In order to test the accuracy of the classification, k-fold cross validation process was performed. It was assumed that k=5.
C. Radial Basis Function Network (Rbfn)
RBFN is a feed forward network structure consisting of three layers; the input layer, intermediate layer and output layer. There are two characteristics of RBFN. The first and the most important feature of RBFN is that it uses a non-linear radial based function as a transfer function in the intermediate layer. Second characteristic of RBFN is that it maintains a single hidden layer. Another important feature of the radial based function networks is that the information is transferred without changing from the input neurons to the hidden layer neurons. In other words, all the connection weights between the input layer and hidden layer is "1". The outputs of the processor elements in RBFN intermediate layer is determined by the distance between the AAN inputs and the center of the basic function [24] [25] .
According to the flow chart in Figure 2 , classification was done with RBFN. After applying normalization between 1  , classification was performed by using RBFN. In order to test the accuracy of the classification, k-fold cross validation process was performed. It was assumed that k=5.
D. k-fold Cross Validation
While performing cross-validation, training data is divided into subsets. One subset is used for training and the rest is used for verification process. This process is repeated for all the subsets in a cross. Since it is proper with the data number, k=5 was accepted in the study. After the classification is performed, accuracy rates were calculated separately for each group according to equation (1) and the final accuracy rate was achieved by taking the average of the five-class' classification rates.
Accuracy
The average of the five groups (%)
IV. RESULTS
In this study, instead of using verbal pain scale, which is regularly used in the process of diagnosing FMS, we attempted to find reliable testing methods and detect a biological signal. According to these constructed characteristics, along with the steps given in Table 3 , classification was performed according to the flow chart in Figure 2 .
Fibromyalgia syndrome related parameters were used and obtained accuracy rates were evaluated via analysis on MATLAB. Obtained results are shown in Table 5 . Table 5 . Classifier results As for indicated in Table 5 , there are three different classifiers in classifications column; MLFFNN, PNN and RBFN. While using MLFFNN classifier for classification, three different training algorithms were used, namely, LM, RP and SCG. Different simulations were performed for each training algorithm. The resulting training and test accuracy rates were given in Table 5 . Likewise, in the lower column of PNN and RBFN classifiers, training and testing accuracy rates were given. Also, the data used in "Parameters, Data" titled column in Table 5 Table 5 . Furthermore, sensitivity and specificity values were also calculated for these training algorithms and these were summarized in Table 6 .
In order for a developed diagnostic method to be used in practice, it must be at least 80% compatible with the gold standard method [17] . By looking at the results that are obtained in our study, the overall accuracy rate is 80%, although the values of sensitivity are around 87.5%. Sensitivity parameter indicates the percentage of positives that are correctly identified as having the condition. Therefore, these results are quite significant and in this regard, it may be said that the developed system can be used in practice. However, the system is still needs to be improved.
V. CONCLUSION
The aim of this study is to identify the parameters in the diagnosis of fibromyalgia syndrome and improve the accuracy of these parameters, which can be an alternative for the verbal pain scale that is currently taken into consideration in the diagnosis of fibromyalgia syndrome. In our experiments, parameters that are analyzed with MLFFNN, PNN and RBFN have been processed under different combinations and different training algorithms; Accuracy rates have been improved with the use of different training algorithms, MLFFNN has been identified as the best classification algorithm and RP has been identified as the best training algorithm.
For convergence speed, accuracy and robustness, RP is considered to be the best algorithm with respect to training parameters [1] . The basic idea for using Rprop, which is a local adaptive learning algorithm, is to bypass the adverse effects. These adverse effects are the weight step size of the partial derivative. RP needs less training and converges faster when RP algorithm is compared to the back propagation-algorithm.
In general, the diseases are not diagnosed upon a single test data; the simulations, supported with all test data, gain importance. As summarized in Table 5 , the results of the simulations, made simply on one test data or in pairs, are not so positive. However, it is seen that the results of the simulations, supported with all test data for each of the 3 classification algorithms, is sufficient. It has been concluded that MLFFNN analysis is much more meaningful if it is used with SSR and other test data. This result is consistent with previous studies [11] .
Classification success rate has been found to be 68.2% for LM, 77.3% for RP and 68.2% for SCG. These success rates indicate that there is a relationship between verbal pain scale scores, SSR and other test data. In the study of Özgöç men et.al, it has been stated that there might be a connection between Hamilton Anxiety Test (HAM-A) and SSR [13] .
This study can be considered as an interim study for determination of the relations between the other psychological test scores and biological signals.
The resulting accuracy rates can be improved by identifying new SSR parameters and adding them to the simulations as well as by different analysis methods. Also, by increasing the number of training and test data, better results can be achieved in classification analysis.
