In our meta-analytic review of sex differences in aggressive behavior reported in the social psychological literature we found that although men were somewhat more aggressive than women on the average, sex differences were inconsistent across studies. The magnitude of the sex differences was significantly related to various attributes of the studies. In particular, the tendency for men to aggress more than women was more pronounced for aggression that produces pain or physical injury than for aggression that produces psychological or social harm. In addition, sex differences in aggressive behavior were larger to the extent that women, more than men, perceived that enacting a behavior would produce harm to the target, guilt and anxiety in oneself, as well as danger to oneself. Our interpretation oftbese results emphasizes that aggression sex differences are a function of perceived consequences of aggression that are learned as aspects of gender roles and other social roles.
The conditions under which women and men differ in aggressiveness are not well understood. Psychologists have defined aggression as behavior intended to inflict harm or injury (e.g., Baron, 1977; Berkowitz, 1964) , and for many years have studied such behavior in situations especially designed to elicit it. Although the sex differences found in this literature have been reviewed previously, most reviewers (e.g., Hyde, 1984 Hyde, , 1986 Maccoby & Jacklin, 1974 have focused primarily on children's aggressive behavior. Yet the tendency for males to be more aggressive than females is larger among children than adults in both psychological (Hyde, 1984) and ethnographic (Rohner, 1976) research. Furthermore, the methods used to study aggression are quite different in the child and adult literatures. Therefore, reviews containing a substantial proportion of child studies not only provide larger estimates of sex differences in aggression than are valid for adults but also may emphasize determinants of aggression that are valid primarily for children.
Like Frodi, Macaulay, and Thome's (1977) review, ours is limited to sex differences in adult aggressive behavior. Yet, in contrast to Frodi et al's narrative mode of research integration, we used meta-analytic methods (Glass, McGaw, & Smith, 1981; Rosenthal, 1984) . By using such methods, we were able to (a) estimate the overall magnitude of sex differences in aggression, (b) examine whether these sex differences are consistent across This research was supported by National Science Foundation Grant BNS-8216742.
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We limited our sample to studies with behavioral measures and thus omitted studies that assessed aggressiveness by means of projective and other self-report measures. Although some other reviewers (e.g., Hyde, 1984; Maccoby & Jacklin, 1974 have included projective and self-report measures, the relation between responding aggressively on such measures and behaving aggressively is not necessarily strong. The decision to include only behavioral measures ensures comparability with most other meta-analyses of sex differences in social behavior (e.g., Eagly & Carli, 1981; Eagly & Crowley, 1986; Hall, 1984; Hall & Halberstadt, 1986) and focuses this meta-analysis on the social psychological literature on aggression, in which behavioral measures have been used.
Like the prior reviewers, we excluded from consideration numerous applied literatures on aggressive behavior--for example, research on violent crime. Although research in such areas adds to our understanding of gender-related aspects of aggression, such behaviors reflect many factors in addition to the tendency to aggress--for example, crime reflects access to opportunities for participating in criminal activity.
As a consequence of these several criteria for excluding studies, our review is limited to studies in which adult subjects were exposed to a standardized situation designed to elicit aggressive behavior. Most such studies were conducted in experimental laboratories, although a substantial minority were conducted in field settings. In the laboratory-experimental tradition, there has been heavy reliance on a "teacher-learner" paradigm (e.g., in which college student subjects take the role of a teacher who must deliver electric shocks or other aversive stimuli to punish a learner for apparent errors. Within the fieldexperimental tradition, aggression has been elicited by exposing people to a mildly frustrating event such as someone cutting into line in front of them (e.g., Harris, 1974 ) or a driver not moving when a traffic light turns green (e.g., . None of the studies in our sample examined aggression in close personal relationships or organizational contexts. Rather, aggression occurred during relatively brief encounters between strangers.
Social-Role Interpretation of Sex Differences
Our search for predictors of sex differences in aggression was guided by a social-role or structural approach (e.g., Eagly, 1983; Eagly & Crowley, 1986) . Like other social behaviors, aggression can be viewed as role behavior and therefore as regulated by the social norms that apply to people based on the roles they occupy (see also Lubek, 1979) . To account for sex differences in aggression from this perspective, we must understand the ways in which aggression is sustained or inhibited by the social roles occupied mainly or exclusively by persons of each sex. Gender roles are one important class of social roles in this analysis. Yet other roles, if they are occupied primarily by one sex (e.g., military roles, homemaker role), can also underlie sex differences in aggressive behavior. More generally, this social-role approach is compatible with a contextualist perspective (McGuire, 1983) concerning gender, by which sex differences in a given behavior such as aggression are expected to vary across studies because they are contingent on the particular social norms salient in a setting.
By providing a single, integrative theoretical perspective, this social-role framework serves as a macrotheory for understanding sex differences in psychological processes that may underlie aggression. Maccoby and Jacklin (I 974) and Frodi et al. (1977) discussed many such underlying processes, and we shall as well. In our approach, hypotheses about sex differences in processes that underlie aggression derive from an analysis of the social roles commonly occupied by women and men.
Gender Roles and Aggression
We first explore gender roles as an explanation of sex differences in aggression. These roles consist of the norms that apply to individuals because of their socially identified gender.
The malegender role. The male gender role includes norms encouraging many forms of aggression. Psychologists and popular writers who have analyzed the male gender role have claimed that men are expected to be tough, violent, and aggressive. To validate this idea, some writers (e.g., Fasteau, 1974) have pointed to the prevalence of aggressiveness among male heroes in literature and the popular culture. Psychologists' studies of stereotypes about men have documented more explicitly that people expect men to be aggressive (see the review by Cicone & Ruble, 1978) . Similarly, research on gender stereotypes has shown that men are rated as more aggressive than women and as more extreme on related qualities such as assertiveness and competitiveness (e.g., Broverman, Vogel, Broverman, Clarkson, & Rosenkrantz, 1972; Ruble, 1983; Spence & Helmreich, 1978) . Gender stereotype research has also established that such qualities are considered more desirable in men than women.
Numerous public opinion surveys document that men are more approving of aggression than are women. Survey findings, recently reviewed by Smith (1984) , have shown repeatedly that men have more favorable attitudes than women toward aggressive and violent behavior in realms as diverse as international relations and war, social control and law enforcement, interpersonal relations, and the portrayal of violence on television.
Despite evidence suggesting that aggressiveness is a component of the male gender role, this role may also include norms that foster some behaviors incompatible with aggression. Specifically, the traditional male role encompasses norms of chivalry as well as aggressiveness (see Eagly & Crowley, 1986) . The ideology of chivalry stipulates that men should protect the weak and defenseless and be courteous and protective to subordinates. Rules of chivalry may temper male aggressiveness, at least toward subordinates, within some social contexts. Furthermore, as Pleck (1981) has argued, less traditional forms of the male gender role may de-emphasize aggressiveness and support communal qualities such as sensitivity to other people and emotional expressiveness.
The female gender role. The traditional female gender role places little emphasis on aggressiveness. Also, the primacy that this role gives to caring and other communal qualities (see Eagly & Crowley, 1986 ) may favor behaviors incompatible with aggressiveness toward other people. In addition, the female gender role emphasizes avoiding physical harm to oneself. In particular, rules of caution and avoidance of strangers, intended in part to lessen the possibility that girls and women become victims of sexual assault (e.g., see U.S. Department of Justice, 1979) , may lead women to be less aggressive than men in situations in which physical retaliation is likely.
In contrast, less traditional forms of the female gender role include an emphasis on assertiveness, a quality advocated by feminists. Assertiveness, although popularly regarded as synonymous with aggressiveness, has often been distinguished from it by proponents of assertiveness training (e.g., Bloom, Coburn, & Pearlman, 1975; Fensterheim & Baer, 1975) . Advocates of assertiveness have emphasized the lack of harmful intent underlying assertive behaviors versus the presence of such intent underlying aggressive behaviors. Nevertheless, the support for women's assertiveness in recent years suggests that the female gender role, like the male gender role, conveys complex messages about aggression and related behaviors.
Other Social Roles and Aggression
Some aggressive behaviors may be more common in one sex because they are aspects, not of gender roles, but of other social roles occupied primarily by that sex. Particularly important are military and athletic roles, because a substantial proportion of all males occupy such roles sometime during their lives and therefore receive important socialization in aggressiveness in these contexts.
As Arkin and Dobrofsky (1978) argued, military roles foster a number of traditionally masculine values. Aggressiveness is central among these values. Yet military aggressiveness is supposed to be expressed only within defined limits and only toward military enemies. Nevertheless, military indoctrination may transmit an ideology that legitimizes a wide range of aggressive behavior.
Participation in competitive sports may also promote aggressive behavior as well as an ideology that supports aggressiveness (Stein & Hoffman, 1978) . Because men are more likely than women to have gained experience in competitive sports, the behavior and the values fostered in athletic roles affect more men than women. Like military roles, athletic roles require controlled aggressiveness, directed in this instance primarily toward opposing players and teams.
Most occupations pursued disproportionately by men lack such clear-cut implications for aggressiveness. Yet managerial roles in business and industry may incorporate an element of aggressiveness. Although aggressive behavior typical of these roles is primarily directed externally toward rival companies, a pattern of competitive (if not openly aggressive) behavior toward fellow employees is sometimes held to typify American managers (e.g., McClelland, 1961; Whyte, 1956) .
Most occupations pursued disproportionately by women discourage aggressive behavior and emphasize some form of giving help to others. For example, over half of all women in the paid labor force are in clerical and service occupations and women with professional positions are predominantly teachers and nurses (U.S. Department of Labor, 1980) . In addition, the homemaker role emphasizes care-giving and other forms of personal service, although it does foster aggressive behavior in defense of one's children. Indeed, this aggressive behavior is in the service of others.
Finally, one aspect of social roles that has general relevance to sex differences in aggression is the distribution of the sexes into higher and lower status roles (Eagly, 1983) . Men are likely to have higher status than women in organizations of all kinds and in the family. Although high status does not necessarily imply that an individual should behave aggressively, subordinate status enjoins many types of aggression, particularly aggression directed toward people of higher status.
Predictions From Social-Role Analysis
Overall sex-of-subject difference. The several aspects of our social-role analysis all suggest that the overall aggression sex difference would tend to be in the male direction. Indeed, past reviews have found such an overall difference. Yet as we have argued, the female and male gender roles differ in emphasis but both roles incorporate norms that encourage and norms that discourage aggressiveness. Consequently, sex differences in adult aggressive behavior may not be any larger than those established for other social behaviors (see Hall, 1984) . Furthermore, the magnitude of sex differences in aggression should vary considerably across studies because of the complexities we have noted in the ways social roles regulate aggression.
Effect of contextual variables on sex differences in aggression. Our social-role framework directed attention to certain contextual features of studies of aggression. Most importantly, we tested the hypothesis that sex differences are larger for aggression causing pain or physical injury in the target person than for aggression causing psychological or social harni.1 Our interest in this hypothesis stems from its consistency with aspects of our social-role analysis. For example, our claim that the female role includes norms that discourage placing oneself in physical jeopardy suggests that women would avoid physical aggression because of its greater likelihood of provoking physical retaliation. Also supporting the prediction of larger sex differences for physical versus psychological aggression is the argument that military and athletic roles emphasize primarily physical aggression. Frodi et al. (1977) suggested that sex differences in aggression were little affected by whether aggression has physical or psychological effects. Yet Hyde (1986) found that the tendency for men (and boys) to be more aggressive than women (and girls) was nonsignificantly larger for physical than psychological aggression. Because Hyde's sample included few studies assessing psychological aggression, we sought a larger sample to test the hypothesis of larger sex differences for physical than psychological aggression.
On an exploratory basis, our meta-analysis also examined several other situational variables as correlates of aggression sex differences. One such variable is whether subjects exercised freedom of choice about aggressing or were required to deliver an aggressive behavior (and therefore merely chose the intensity of the act). The amount of provocation or frustration that subjects faced was also examined. Strong external pressures in terms of either reduced freedom of choice or extreme provocation might outweigh gender-related normative factors and therefore lessen any sex differences.
Studies were also classified according to whether the aggressor was likely to have been under surveillance by other people. An audience of onlookers might often increase the magnitude of sex differences in aggression, because it would make gender role obligations salient (Richardson, Bernstein, & Taylor, 1979) . In contrast, the possibility that surveillance by onlookers might reduce the likelihood of retaliation by the target suggests that the sex difference may be lessened by an audience, if it is true that women often avoid aggression that may lead to retaliation. Furthermore, the absence of surveillance by the target could also reduce the likelihood of retaliation and thereby lessen the sex difference, because a target cannot retaliate against an unknown or absent aggressor. The complexity of these considerations underscores the exploratory status of the surveillance variable in our meta-analysis.
Studies were also classified according to their laboratory or field setting, even though the variability of the field paradigms makes it difficult to predict the impact of this situational variable. Finally, the number of behaviors aggregated in the aggression measure was recorded for each study. For example, a "teacher-learner" experiment (e.g., in which the teacher is supposed to shock the learner for each of 36 mistakes provides an aggression measure aggregated over 36 behaviors. To the extent that measures were based on multiple observaThe distinction between physical and psychological aggression has appeared in more than one variant in the aggression literature. Some investigators (e.g., Buss, 1961) have distinguished between these two types of aggression based on the overtly physical versus vocal nature of the aggressor's act. Following Frodi, Macauley, and Thome (1977) , we prefer to focus on the type of harm to the target. Yet Frodi and her collaborators labeled aggression causing psychological or social harm (e.g., hurt feelings, lowered self-esteem, damage to one's reputation) as verbal aggression, not psychological aggression. We prefer the term psychological aggression because it refers to the type of harm and, unlike verbal aggression, it encompasses the nonverbal aggressive behaviors assessed in some of the studies we reviewed. In the research on aggression, experimental situations typically allowed either psychological or physical aggression--not both.
tions over occasions or situations, they should yield more reliable estimates of sex differences. The logic underlying this relation between the number of observations and the reliability of the sex difference is analogous to the relation between the number of items in a test and the reliability of the total test (e.g., Ghiselli, 1964) . Reliable indicators of aggression should be more strongly related to subjects' sex and should also yield more stable estimates of sex differences in aggression.
Effect of psychological processes on sex differences in aggression. To illuminate the psychological processes that may mediate the impact that social roles have on behavior, we considered including both the skills and the beliefs that roles impart. An analysis of aggression from the standpoint of skills suggests that people are able to behave aggressively to the extent that they have acquired the relevant skills. As Eagly and Crowley (1986) argued, skills are often acquired primarily by one sex because people of this sex are more likely to occupy and anticipate occupying roles in which such skills are required. For example, skills relevant to physical aggression may be more common in men than women because these skills are imparted in both military and athletic roles. However, despite the probable importance of aggressive skills in natural settings, we did not assess sex differences in skills in this meta-analysis because the particular behaviors examined in aggression research required very little in the way of specialized skills (see the descriptions of behaviors given in Table 3 ), and none of the aggressive behaviors involved strenuous physical combat.
An analysis of aggression from the standpoint of beliefs suggests that people behave aggressively to the extent that their beliefs about the consequences of aggression legitimize aggression and that people behave unaggressively to the extent that their beliefs inhibit aggression. Emphasis on the perceived consequences of aggression follows from an expectancy value viewpoint (e.g., Feather, 1982; Fishbein & Ajzen, 1975) , by which attitude toward a behavior is a determinant of engaging in the behavior and is itself a function of the perceived consequences of the behavior. In particular, the male gender role's emphasis on aggression may decrease the perceived likelihood of the negative outcomes of (a) guilt and anxiety about causing people to suffer and (b) harm to others. In contrast, the female gender role's emphasis on caring and concern for others' welfare may increase the perceived likelihood of (a) guilt and anxiety about causing people to suffer and (b) harm to others. These differing reactions may stem from other social roles as well. For example, military and athletic roles may foster beliefs that support aggression, whereas caring roles such as homemaker and nurse foster reactions that inhibit aggression.
Research has repeatedly demonstrated that women report more guilt and anxiety about behaving aggressively than men do (see Frodi et al., 1977) . This sex difference in guilt and anxiety may underlie a sex difference in aggression, if, as Frodi et al. argued, guilt and anxiety about aggression are negatively associated with the tendency to aggress. Therefore, in this meta-analysis, the magnitude of sex differences in aggression should be positively associated with the tendency for women (vs. men) to view an aggressive behavior as causing themselves more guilt and anxiety.
Beliefs about harming others are usually discussed in terms of empathy with the targets of aggression. Several scholars have argued that women (and girls) are generally more empathic or sympathetic than men (and boys) (e.g., N.D. Feshbach, 1982; Hoffman, 1977 ). Yet, in agreement with our social-role theory, Eisenberg and Lennon (1983) showed that this sex difference has been obtained primarily when demand characteristics or gender role obligations are salient. With respect to the specific hypothesis that women's greater empathy mediates sex differences in aggressiveness, Frodi et al. (1977) reported mixed empirical support. This mixed support may well be consistent with our role theory expectation that only some situations elicit more empathy in women than men, and in these situations men are more aggressive than women. Therefore, the magnitude of sex differences in aggression should be positively associated with the tendency for women (vs. men) to view an aggressive behavior as causing more harm to others.
Another likely sex difference in beliefs about the consequences of aggression is a tendency for women to believe that their aggressive behaviors pose dangers to themselves, for example, from retaliation by the target. As we have argued, the female gender role may include norms discouraging women from placing themselves in physical jeopardy. In contrast, in various male-dominated roles, especially in the military and in athletics, people may learn to disregard possible harm to themselves. As a consequence, the magnitude of sex differences in aggression would be correlated with the tendency of women to perceive their aggressive behaviors as more dangerous to themselves than men do. Consistent with this logic, a recent metaanalytic study (Eagly & Crowley, 1986) showed that men were more helpful than women to the extent that women perceived their helping behaviors as more dangerous to themselves than men did.
Sex differences in beliefs about the negative consequences of aggression (guilt and anxiety, harm to others, and danger to oneself) are the most likely psychological mediators for the sex differences in aggressive behavior reported in the research we have reviewed. Yet these beliefs do not constitute a sufficient mediational theory of the impact of social roles on aggressive behavior. For example, we have not considered sex differences in the positive consequences that may be perceived to follow from aggression and may thus foster a desire to aggress (see Frost & Averill, 1982) . In addition, the contextual variables assessed in this meta-analysis are not assumed to exhaust the situational considerations inherent in our role analysis. Instead, we have included those theory-relevant situational and psychological factors that (a) vary across the studies in the aggression literature and (b) can be assessed from available research reports.
Sex-of-target effects.
Our meta-analysis examined the effects of the sex of the target of aggression in those studies in which aggressor sex was crossed with target sex. In terms of our social-role analysis, overall sex-of-target effects are more difficult to predict than overall sex-of-subject effects. Although the inclusion of chivalry norms in the male gender role suggests that men may temper their aggressiveness toward women, these norms are often violated or are not relevant in various situations. Under such circumstances, women may be victimized more than men because of women's subordinate social status and lesser physical strength. Yet most of the situations examined in aggression research involved some type of explicit or implicit surveillance of subjects' behavior, which should often heighten the salience of norms that temper men's aggression toward women.
Women may also temper their aggression toward female targets to the extent that they perceive female targets as weaker and more vulnerable than male targets, especially if women are particularly empathic about victims' suffering. Yet, to the extent that women's subordinate social status and lesser physical strength vis-fi-vis men inhibit their aggression toward men, we could argue that women would aggress more toward other women than toward men.
Given these considerations, predicting sex-of-target effects requires more knowledge than aggression studies have provided concerning these, and perhaps other, normative factors. Nevertheless, although overall sex-of-target effects should not be large in this meta-analysis, we expected that on the whole, subjects (especially men) aggress more against men than women in the settings used in the research literature. The expectation of more aggression against men than women is consistent with Frodi et al's (1977) generalization, which was based on a narrative review of a small number of studies.
In conclusion, the overall predictions for this meta-analysis are that (a) men are more aggressive than women and (b) men receive more aggression than women. Yet, our social-role analysis suggests that these sex differences should be quite variable across studies. As we have explained, features of social settings as well as people's beliefs about the consequences of aggressive acts should account for variability in the magnitude of the sex differences.
M e t h o d

Sample of Studies
A computer-based information search was conducted of the following data bases: PsyclNFO (PsychologicalAbstracts), 1967 Pre-Psyc, 1981 ERIC, 1966 ERIC, -1983 Social SciSearch, 1967 and Sociological Abstracts, 1963-1983 . The end point for each search was the latest information available in the summer of 1983. The key words used in the searches included the following terms: aggression, aggressiveness, aggressive behavior, antisocial behavior, hostility, hostile behavior, violence, and violent behavior. We also searched through (a) all bibliographies published in the journal Aggressive Behavior from 1974 (Vol. 1) through 1983 (Vol. 7); (b) the reference lists of numerous review articles, chapters, and books on aggression in general and on aggression sex differences; (c) the reference lists oftbe journal articles in our sample of aggression studies; and (d) volumes of the journals with the largest number of aggression studies.
The criteria for including studies in the sample were (a) the dependent variable was an aggressive behavior directed toward another person, (b) the reported results were sufficient to calculate a sex-of-subject effect size or to determine the statistical significance and/or direction of the sex difference, and (c) the subjects were female and male adults or adolescents (age 14 or older) from the United States or Canada who were not sampled from specialized populations (e.g., criminals, mental hospital patients, or particular occupational groups). Although the subjects in the majority of studies were college undergraduates, one study involved high school seniors. Field studies often sampled populations (e.g., car drivers) that include older adolescents and adults.
Studies were omitted if the process by which female and male subjects had been selected equalized their status on a personality variable that has been found to correlate with both sex and aggression. The sex difference in aggression could not be accurately estimated in studies with such a selection process. 2 In addition, studies were excluded if they assessed aggressive behaviors that we judged may be largely manifestations of factors other than the tendency to aggress. This criterion excluded studies of crime and delinquency, vandalism, family violence, suicide and other self-aggression, sentencing in trials, role-played aggression, reward allocation, bargaining, and obedience. We also excluded studies of the effects of drugs on behavior and aggression toward animals.
The resulting sample (see the Appendix) of 63 studies yielded 81 sexof-subject reports. One study (Lando, Johnson-Payne, Gilbert, & Deutsch, 1977) was treated as two because each of its two parts (a) assessed a different aggressive behavior, (b) used an independent sample of subjects, and (c) reported a separate sex-of-subject difference. Each study contributed one sex-of-subject report, with the exception of 12 studies that yielded two reports, 1 that yielded three reports, and 1 that yielded five reports. When several dependent measures in a study all were reported as having no significant sex-of-subject or sex-of-target difference (and no further information was provided), these measures were combined into a single report because of our uncertainties about the validity of some of the peripheral measures of aggression in several of the studies using many measures.
Variables Coded From Each Study
The following information was recorded for each report: (a) date of publication, (b) source of publication (journal, other source), (c) percentage of male authors, (d) sex of first author, and (e) sample size (female, male, and total). In addition, the following variables were coded from the information provided: (a) number of behaviors or responses aggregated in the aggression measure; (b) setting (laboratory; field); (c) type of aggression (physical, including shocking, delivering noxious noise, and hitting; psychological, including vocal, nonverbal, and written); (d) surveillance of aggressive act (private, i.e., not under anyone's immediate surveillance, e.g., questionnaire ratings; semiprivate, i.e., accessible to target and/or experimenter; public, i.e., accessible to additional onlookers); (e) freedom of choice to aggress (aggression required; free choice); (f) amount of provocation (minimal, i.e., an impediment to the subject's progress; greater than minimal, including insult, physical harm, violation of rights, assignment of an impossible task, and blockage of opportunity to win money); (g) sex of target of aggression (male; female; varied; same sex as subject). 3 These variables were coded by the authors, who agreed on 85%-100% of their judgments, depending on the variable. Disagreements were resolved by discussion. Preliminary analyses using more detailed categorization of types of aggression and types of provocation failed to yield improved prediction of effect sizes.
Variables Derived From Questionnaire Respondents' Judgments of Aggressive Behaviors
A questionnaire study was conducted to generate measures of the extent to which each aggressive behavior elicited sex differences in beliefs about the consequences of aggression and in the perceived likelihood of aggression. The likelihood measures were included to allow us to evaluate how well respondents' implicit theories of their own and others' behavior predicted the sex differences in aggression obtained in the research literature.
Respondents. 4 The sample consisted of 97 female and 103 male undergraduates who received partial course credit for participating.
Procedure. Respondents participated in groups of about 25, in sessions conducted by a female experimenter. Each respondent completed one of two versions of a questionnaire that took approximately 1 hr. Each version contained brief descriptions of half of the aggressive behaviors investigated in the studies used in the meta-analysis. For example, study was described as "Choosing at least moderately painful electric shocks to administer to an adult pupil sitting out of view; you are a subject in a psychological experiment in which you are to choose the level of electric shock to administer for mistakes on a task that you have been assigned to teach the person" Doob and Gross's (1968) study was described as "Honking at least once at a man driving a car stopped at a traffic light in front of you on a Sunday when there is not much traffic; this car did not start moving after the light turned green"
Respondents judged these behaviors in reaction to three questions assessing beliefs about aggression: (a) How harmful would this act be to the person it is directed toward? (b) How much anxiety or guilt would you feel if you enacted this behavior? (c) How much danger would you probably face if you enacted this behavior? Respondents also judged these behaviors in reaction to three likelihood questions: (a) How likely is it that you would enact this behavior? (b) How likely is it that the average woman would enact this behavior? (c) How likely is it that the average man would enact this behavior? These ratings were made on 15-point scales. The questionnaire was divided into six parts, each of which elicited respondents' judgments in relation to one of these six questions. The order of the first two parts was counterbalanced, as was the order of the last two. Within each part, the descriptions of the behaviors appeared in one of two random orders.
Analysis of ratings.
For the first four of the six questions just listed, mean scores for each aggressive behavior were computed separately for female and male respondents. For each behavior, the female mean was subtracted from the male mean to yield a mean sex difference, which was standardized by dividing it by the pooled (within-sex) standard deviation. For the last two questions, the respondents' mean rating of the average woman for each behavior was subtracted from their mean rating of the average man to yield a mean stereotypic sex difference, which was standardized by dividing it by the standard deviation of the differences between the paired ratings.
Computation and Analysis of Effect Sizes
The effect size index used in the present study is d, the difference between the means of two groups, divided by the pooled (within-sex) standard deviation. For sex-of-subject effect sizes, this computation was based on (a) t or F for 35 reports, s (b) means and standard deviations or error terms for 7 reports, and (c) the proportions of men and women who aggressed for 8 reports. For the proportions, the probit transformation recommended by Glass et al. (1981) was used to compute d. All effect-size calculations were performed independently by each of the authors, who then resolved any discrepancies.
The statistical significance and/or direction of the 81 reported sex-ofsubject differences was recorded, and an effect size (d) was calculated for the 50 behaviors for which sufficient information was provided. Whenever possible, these procedures were also carried out for the sexof-target differences as well as for the simple effects of(a) sex of subject for female and male targets and (b) sex of target for female and male subjects. If possible, the significance of the Sex of Subject X Sex of Target interaction was also recorded. The effect sizes were corrected for the bias from d's overestimate of the population effect size, especially for small samples (Hedges, 1981) . Then the study outcomes were combined by averaging the effect sizes. To determine whether the studies shared a common effect size, the homogeneity of each set of effect sizes was examined (Hedges, 198 I) . In addition, the normality of the distributions of effect sizes was assessed. Deviations from normality may be diagnostic of various problems discussed by Light and Pillemer (1984) , such as the presence of outliers and the omission of smaller effect sizes due to publication bias. Yet if the effect sizes are not homogeneous, tests of normality should be interpreted with caution because they presume that the data are from a single population. Both categorical and continuous models were tested (Hedges, 1982a (Hedges, , 1982b Hedges & Olkin, 1985) . In addition, counting methods were applied (Rosenthal, 1978 (Rosenthal, , 1984 .
Results
Sex-of-Subject Differences
Characteristics of studies. As a first step, it is informative to examine the characteristics of the studies from which conclusions about sex differences in aggression shall be drawn. Table  1 shows these study characteristics, s u m m a r i z e d separately for (a) the studies for which effect sizes could be calculated and (b) the larger sample of studies, which included studies with calculable effect sizes and studies that reported a nonsignificant sex difference but did not provide information sutficient to c o m p u t e an effect size. The first nine characteristics are called continuous variables because they were measured on continuous scales, and the remaining six are called categorical variables because each consists of discrete categories into which the studies were classified.
As shown by the central tendencies of the first four continuous variables in Table 1 , the studies usually (a) were published Note. n = 50 for "Sample with known effect sizes" column, n = 77 for "All reports" column. Sample includes studies for which effect sizes were calculable and studies for which they were not. Studies reporting only the direction of the sex difference were excluded, b Values in parentheses are 95% confidence intervals, c Values are positive for differences expected to be associated with greater aggression by men (greater female estimates of harm to others, of guilt and anxiety, and of danger to self; greater male estimate of own likelihood of aggressing), a Values are positive when questionnaire respondents believed men were more aggressive than women. e Entries are numbers of reports found within each category. f Categories are field/laboratory, g Categories are psychological/physical. h Categories are private/semiprivate/public. ' Categories are free choice/aggression required. J Categories are greater-than-minimal/ minimal, k Categories are female/male/varied/same-as-subject.
naire respondents' judgments of the likelihood that the aggressive behaviors would be performed. For both samples of studies, female respondents judged themselves significantly less likely to aggress than male respondents judged themselves, and respondents of both sexes judged the average woman considerably less likely to aggress than the average man.
The summaries of the categorical variables appear next in Table 1 . The studies were more often conducted in laboratory than field settings. Psychological and physical aggression were both commonly assessed. Subjects usually were under surveillance either by only the target and/or experimenter (semiprivate), or by additional onlookers (public). Somewhat more studies allowed subjects to choose freely between aggressive and other types of behaviors versus requiring them to engage in an aggressive behavior. Somewhat more studies involved greaterthan-minimal versus minimal amounts of provocation of the aggressor. Designs rarely included only female targets.
Summary of sex-of-subject differences. The summary of the sex-of-subject effect sizes in Table 2 allows one to determine whether there is an overall sex difference in aggression, based on the available reports. A mean effect size that differs significantly Table 1 represent the sex differences in questionnaire respondents' beliefs about the consequences of aggression. As shown by the confidence intervals associated with these means, for both samples of studies all of these sex differences differed significantly from 0.00 (the value indicating exactly no sex difference). Thus, women estimated that the aggressive acts would cause more harm to the target than men did. Women also estimated that they would experience more anxiety or guilt and would face more danger from aggressing. The last two continuous variables in Table 1 reflect questionNote. When all reports were included, a value of 0.00 (exactly no difference) was assigned to sex differences that could not be calculated and were reported as nonsignificant. Effect sizes were calculated for all significant differences. Effect sizes are positive for differences in the male direction and negative for differences in the female direction. CI = confidence interval. a Effect sizes were weighted by the reciprocal of the variance. b Frequencies are number of differences in the male direction divided by the number of differences of known direction. The proportion appears in parentheses. Exact p (one-tailed) is based on the binomial distribution with p = .5 (Harvard University Computation Laboratory, 1955) . c Frequencies are the number of significant differences (p < .05, two-tailed) in the male direction divided by the total number of comparisons of known significance. The proportion appears in parentheses. Exact p (one-tailed) is based on the binomial distribution with p = .025 (Robertson, 1960) . There was one significant difference in the female direction.
from the 0.00 value that indicates exactly no difference suggests an overall sex difference. The mean of the known effect sizes differed from 0.00 in the direction of more aggression by men than women. Weighting each known effect size by the reciprocal of its variance (Hedges & Olkin, 1985) , a procedure that gives more weight to effect sizes that are more reliably estimated, yielded a significant mean effect size in the male direction that was smaller than the unweighted mean. The distribution of the known effect sizes was normal, W = .97, with values lower than .95 indicating rejection of the hypothesis of normality at p < .05 (Shapiro & Wilk, 1965) . There is no completely satisfactory method to compute a mean effect size that takes into account the nonsignificant effects that could not be calculated because of a lack of sufficient information. Nevertheless, one possible solution is to give these nonsignificant effects the value of 0.00 (indicating exactly no sex difference). When this step was taken, the mean (unweighted) effect size decreased but remained significant in the male direction. This mean is reported in Table 2 , under "All reports"
As Table 2 shows, the conclusion that men aggressed more than women was supported by counting test results (Rosenthal, 1978) demonstrating that .89, the proportion of reports indicating a sex difference in the male direction (disregarding significance) departed significantly from. 50, the proportion expected under the null hypothesis. As Table 2 also shows, greater aggression by men than women was also consistent with a second counting test, which demonstrated that .34, the proportion of reports indicating a significant sex difference in the male direction, departed significantly from .025, the proportion expected under the null hypothesis.
Homogeneity of effect sizes. Although the aggregated sex differences in Table 2 are of interest in relation to our predictions, their importance can be questioned in view of the inconsistency of the findings across the studies. Calculation of a homogeneity statistic Q, which has an approximate chi-square distribution with k -I degrees of freedom, where k is the number of effect sizes (Hedges, 1982a; Hedges & Olkin, 1985) , indicated that the hypothesis that the known effect sizes were homogeneous was rejected, Q = 202.44, p < .001. Therefore, study attributes were used to account for variability in the sex differences. Prediction was attempted only for the 50 known effect sizes because the 0.00 values used to estimate the nonsignificant effects that could not be calculated are too inexact to warrant an attempt to fit statistical models. 6 Table 3 presents each sex-of-subject effect size that could be calculated, along with the study attributes that predicted these effect sizes and a brief description of each aggressive behavior. Effect sizes are ordered by their magnitude and direction so that the largest sex differences in the male direction appear at the beginning of the table and the largest differences in the female direction appear at the end of the table.
Tests of categorical models. Table 4 presents tests of the univariate categorical models that yielded significant betweenclass effects (analogous to main effects in an analysis of variance) for sex-of-subject differences. In addition to a test of the significance of between-class effects, this approach provides a test of the homogeneity of the effect sizes within each class. If a categorical model were correctly specified (i.e., the data fit the model in the sense that the model sufficiently accounted for the systematic variation in the effect sizes), it would yield a significant between-class effect and homogeneous effect sizes within each class. The between-class effect is estimated by QB, which has an approximate chi-square distribution with p -1 degrees of freedom, where p is the number of classes. The homogeneity of the effect sizes within each class is estimated by Qw,, which has an approximate chi-square distribution with m -1 degrees of freedom, where m is the number of effect sizes in the class. Table 4 also includes (a) the mean effect size for each class, calculated with each effect size weighted by the reciprocal of its variance, and (b) the 95% confidence interval for each mean.
Significant between-class effects showed that the tendency for men to aggress more than women was greater in laboratory than field settings and for physical versus psychological aggression. Consistent with the significant between-class surveillance effect, post-hoc comparisons among the mean effect sizes for the three classes (Hedges & Becker, 1986; Hedges & Olkin, 1985) showed that the sex difference in semiprivate contexts (target and/or experimenter present) was larger than the sex difference in public contexts (additional onlookers present), x2(2) = 9.85, p < .01, and marginally larger than the sex difference in private contexts, x2(2) = 4.86, p < .10. Also, the tendency for men to aggress more than women was significantly larger when aggression was required rather than freely chosen.
Despite these significant between-class effects, none of these categorical models can be regarded as having fit the effect sizes. For each model, the hypothesis of homogeneity of the effect sizes was rejected within each class, except for one category containing only six effect sizes (the private category of the surveillance variable, see Table 4 ). With the exception of this same category, all of the category means differed from 0.00 and thus indicated a significant sex difference in the male direction. No category mean was positive, which would indicate a difference in the female direction.
Tests of continuous models. Univariate and multivariate tests of continuous models for the sex-of-subject differences were also conducted (Hedges, 1982b; Hedges & Olkin, 1985) . These models are least squares regressions, calculated with each effect size weighted by the reciprocal of its variance. Each such model yields a test of the significance of each predictor as well as a test of model specification, which evaluates whether significant systematic variation remains unexplained in the regression model. The error sum of squares statistic, QE, which provides this test of model specification, has an approximate chi-square distribution with k -p -1 degrees of freedom, where k is the number of effect sizes and p is the number of predictors (not including the intercept).
As Table 5 shows, univariate tests indicated that six of the continuous variables were significantly related to the sex-ofsubject differences. The first of these variables, the number of behaviors aggregated in the aggression measure, was related 6 Alternative calculations representing each study by only one effect size yielded results similar to those we report. No results are presented for the following variables, which did not relate significantly to the magnitude of the sex-of-subject effect size: date of publication, source of publication, percentage of male authors, sex of first author, amount of provocation, and sex of target of aggression. for differences in the female direction. CI = confidence interval.
positively to the magnitude of the sex differences: Effect sizes were larger (i.e., a greater tendency for men to aggress more than women) for aggression measures that aggregated larger numbers of behaviors. Effect sizes were also larger to the extent that the following sex differences were obtained in questionnaire respondents' judgments of the aggressive behaviors: Female (compared with male) respondents (a) estimated that aggressing would cause more harm to the target, (b) estimated they would experience more guilt or anxiety from aggressing, (c) estimated they would face more danger from aggressing, and (d) judged themselves more likely to aggress. Effect sizes were also larger to the extent that respondents of both sexes judged the average Note. Models are weighted least squares regressions calculated with weights equal to the reciprocal of the variance for each effect size. b = unstandardized regression coefficient, b* = standardized regression coefficient. Effect sizes are positive for differences in the male direction and negative for differences in the female direction, n = 50. a b = 0.0037, SE(b) = .0019. b Values are positive for differences expected to be associated with greater aggression by men (greater female estimates of harm to others, of guilt and anxiety, and of danger to self; greater male estimate of own likelihood of aggressing). r Values are positive when questionnaire respondents believed that men were more aggressive than women, a 0 = field, 1 = laboratory, e 0 = psychological, 1 = physical, f0 = free choice, 1 = aggression required. *p<.05. **p<.01. ***p<.001. man more likely to aggress than the average woman. Despite these significant relations, none of these models was correctly specified (ps < .001).
To examine the simultaneous impact of the continuous and categorical variables that were significant univariate predictors of effect sizes, we explored various multivariate models. For purposes of these analyses, the categorical variables were dummy coded. The continuous variables constructed from questionnaire respondents' likelihood judgments were excluded from these models because they assessed, not study attributes, but respondents' abilities to predict aggressive behaviors. In addition, the sex difference in respondents' estimates of harm was excluded because of its substantial correlation with the sex difference in their guilt/anxiety estimates, r(48) = .6 I, p < .001. Furthermore, the surveillance variable (dummy coded to refleet the larger effect sizes obtained in semiprivate versus public and private situations) was excluded because of its high correlation with type of aggression, r(48) = .83, p < .001, as well as setting, r(48) = .83, p < .001.
The first multivariate model in Table 5 entered number of behaviors aggregated, 7 guilt/anxiety sex difference, danger sex difference, setting, type of aggression, and freedom of choice to aggress. The two significant predictors in this model were the sex differences in guilt/anxiety and in danger. As reflected in the multiple R of.56, this model was moderately successful in accounting for variability in the magnitude of the effect sizes, although the test of model specification showed that it cannot be regarded as correctly specified, QE = 137.72, p < .001.
Further exploration showed that the sex differences in questionnaire respondents' estimates of harm, guilt/anxiety, and danger predicted the effect sizes considerably better at some levels of the categorical variables than at others. Prediction was especially effective (a) from harm ratings when the setting was the laboratory and aggression was physical, (b) from guilt/anxiety ratings when aggression was not required, and (c) from danger ratings when the setting was the field and aggression was not required. The effects of the resulting interactions are illustrated by the inclusion of the largest of the interactions in the second multivariate model in Table 5 .
This second model included the Danger Sex Difference X Freedom of Choice to Aggress interaction. Consistent with this interaction, only when subjects were not required to aggress were effect sizes larger to the extent that male respondents estimated that they faced less danger from enacting an aggressive behavior. Consistent with the hierarchical analysis of interactions (see Cohen & Cohen, 1983) , the main effects were partialed from the interaction but the interaction was not partialed from the main effects. Therefore, for this second model, regression coefficients for the main effects are not reported because they are not interpretable. This second model proved moderately successful in accounting for variability in effect sizes, as shown by its multiple R of .62, although it also cannot be regarded as correctly specified, QE = 125.75, p < .001. Additional interaction terms were not added to this model because of the large number of predictors and the multicollinearity that resuited.
Sex-of-Target Differences
A subset of the studies reporting sex-of-subject differences in aggression varied the sex of the target and reported a test of this Note. When all reports were included, a value of 0.00 (exactly no difference) was assigned to sex differences that could not be calculated and were reported as nonsignificant. Effect sizes were calculated for all significant differences. Effect sizes are positive for differences in the male direction and negative for differences in the female direction. CI = confidence interval. a Effect sizes were weighted by the reciprocal of the variance. Frequencies are the number of differences in the male direction divided by the total number of differences of known direction. The proportion appears in parentheses. Exact p (one-tailed) was based on the binomial distribution with p = .5 (Harvard University Computation Laboratory, 1955) . c Frequencies are the number of significant differences (p < .05, two-tailed) in the male direction divided by the total number of comparisons of known significance. The proportion appears in parentheses. Exact p (one-tailed) was based on the binomial distribution with p = .025 (Robertson, 1960) . There were three significant differences in the female direction. manipulation's impact. Table 6 presents a summary of these sex-of-target effect sizes. The means of the effect sizes deviated from 0.00 in the direction of greater aggression toward men than women. Means smaller than the unweighted mean resulted from (a) weighting each known effect size by the reciprocal of its variance or (b) including, as 0.00 values, the nonsignificant differences that were not calculable as effect sizes. The distribution of the known effect sizes was normal, W = .96, with values lower than .90 indicating rejection of the hypothesis of normality at p < .05 (Shapiro & Wilk, 1965) . The sex-of-target effect sizes showed a nonsignificant negative relation to the sex-ofsubject effect sizes for the 13 reports for which both effect sizes could be calculated, r( 11 ) = -.25, ns.
The conclusion that subjects aggressed more against men 7 Also, number of behaviors did not relate to the effect sizes on a nonlinear basis or to the variability of the effect sizes. Given the nonsignificance of number of behaviors as a predictor in the multiple-regression models, we do not discuss it further. Note. Effect sizes are positive for differences in the male direction and negative for differences in the female direction. CI = confidence interval.
a Significance indicates rejection of the hypothesis of homogeneity, b The private category contained only one effect size. *p <.05. **p < .001.
than women was also supported by the results of the two counting tests shown in Table 6 . Thus, the proportion of reports indicating a sex-of-target difference in the male direction, .87, departed significantly from .50. Also, the proportion of reports indicating a significant sex-of-target difference in the male direction, .38, departed significantly from .025. Because the hypothesis that the known effect sizes were homogeneous was rejected, Q = 198.79, p < .001, the study attributes were used to account for variability in the effect sizes, s
Tests of categorical models. Table 7 presents tests ofunivariate categorical models that yielded significant between-class effects for sex-of-target differences. The significant betweenclass effects showed that the tendency for subjects to aggress more against men than women was greater (a) in laboratory than field settings, (b) for physical than psychological aggression, (c) in semiprivate (target and/or experimenter present) than public contexts (additional onlookers present), (d) when aggression was required rather than freely chosen, and (e) with greater-than-minimal versus minimal provocation. Although for three of these categorical models the hypothesis of homogeneity of the effect sizes was not rejected within one of the classes (Table 7) , considerable unexplained variability remained within the other classes.
Other Analyses
Univariate tests of continuous models were also examined for the sex-of-target effect sizes. Although the variables constructed from our questionnaire respondents' ratings of the aggressive behaviors were significantly related to the sex-of-target effect sizes, we do not report these analyses in this article. Because we had formulated hypotheses only for the impact of these variables on sex-of-subject effect sizes, interpretation of these relations is difficult. The inconsistency of these relations across the various questionnaire variables and the relatively small number of available effect sizes (n = 20) further clouded interpretation. The small number of effect sizes also precluded, testing multivariate continuous models.
Some studies that varied the sex of the target also reported enough information to calculate sex-of-target differences separately for female and male subjects and sex-of-subject differences separately for female and male targets. Unfortunately, only a small number of each of these types of effect sizes (10 or fewer) could be calculated. As a consequence, confidence intervals for the mean effect sizes were quite large, and we are reluctant to interpret these means. In addition, the aggregated sexof-target effect sizes did not differ much between the female and male subjects, nor did the aggregated sex-of-subject effect sizes differ much between the female and male targets. Therefore, these additional analyses did not yield much new information.
Discussion
Magnitude of Mean Sex Differences
As predicted, men delivered and received more aggression than women. The mean weighted sex-of-subject effect size based on the known effect sizes was 0.29: less than one-third of a standard deviation in the direction of greater aggression by men than women. Because the additional sex differences reported as nonsignificant that could not be estimated were no doubt smaller on the average than the known differences, 0.29 s No results are presented for the following variables, which did not relate significantly to the magnitude oftbe sex-of-target effect sizes: date of publication, source of publication, and number of behaviors. Although sex-of-target effect sizes were significantly different in male-authored versus female-authored articles, the small number of effect sizes from male-authored articles (n = 5) makes us hesitant to present this finding.
should be regarded as an upper bound of the aggregated sex-ofsubject differences in the sample of studies. Similarly, the weighted mean sex-of-target effect size of 0.13--only oneeighth of a standard deviation in the direction of greater aggression against men than women--should be regarded as an upper bound of this aggregated sex difference. These mean effect sizes correspond to point-biserial correlations of. 14 between subject sex and aggression and .06 between target sex and aggression.
Although our mean sex-of-subject effect size is smaller than the mean of 0.50 reported by Hyde (1986) , the preponderance of studies with child subjects in Hyde's review probably accounts for this discrepancy. According to Hall's (1984) survey of all available sex-of-subject meta-analyses, the magnitude we obtained for the aggression sex difference is smaller than that reported for many other sex differences in social behaviors and psychological attributes. Aggression sex differences are apparently not especially large on the average among adult subjects, compared with sex differences in other social behaviors such as helping and nonverbal behaviors. Although Maccoby and Jacklin (1974) concluded that aggression is the only social behavior for which there is clear-cut evidence of a sex difference, our quantitative review of the social psychological literature suggests that aggression is not one of the larger sex differences among adult research subjects.
Validity considerations.
Interpretations of these aggregated effect sizes should take into account possible threats to the validity of the sex differences they suggest (see Eagly, 1986) . For example, a tendency to publish studies with statistically significant sex difference findings might have biased available findings toward larger effect sizes (Greenwald, 1975; Lane & Dunlap, 1978 ). Yet, as in research on many other social behaviors (e.g., helping, influenceability), sex difference findings typically received little emphasis in the studies in the aggression literature and therefore were unlikely to affect publishability. Also, the normality of the distributions of both the sex-of-subject and sex-of-target effect sizes suggests that publication bias is not a major problem in this meta-analysis (see Light & Pillemer, 1984) .
The most serious reservations concerning the construct validity and external validity of our aggregated sex difference findings stem from the focus of the social psychological aggression literature on interactions with strangers in relatively few types of short-term encounters (see Krebs & Miller, 1985) . In view of this limitation, it is relevant to examine sex differences reported in research in which aggressive behavior has been studied in other social contexts. For example, men's greater participation in crime (Bowker, 1978) might be relevant to sex differences in aggression. Also of possible relevance are women's and men's apparently similar rates of violent behavior toward their spouses, although women are more likely to be injured in such encounters (e.g., Straus, Gelles, & Steinmetz, 1980 ). Yet feminist analyses of family violence (see Breines & Gordon, 1983) assert that spouse abuse is asymmetric because it is generally initiated by husbands and functions to maintain male dominance in the marriage. Moreover, women's violence toward their husbands is more likely to be in self-defense than is men's toward their wives (Straus, 1980) . Research on family violence also suggests that mothers and fathers participate about equally in child abuse (Breines & Gordon, 1983) . However, in interpreting this finding, women's greater responsibility for child care should be taken into account because it exposes them to greater provocation and opportunity to aggress. Sex differences in psychological aggression have been studied relatively little in close or long-term relationships, although investigations of conflict in couples have suggested that in seeming contrast to the typical direction of aggression sex differences, women tend to confront conflict and men tend to avoid it (Peplau, 1983 ). Yet, based on several self-report studies, Frost and Averill (1982) concluded that despite few differences in women's and men's everyday experience of anger, women may be less overtly aggressive when expressing their anger. Although the implications of these diverse findings for sex differences in aggression require further exploration, the absence of an obviously consistent sex difference suggests caution in drawing firm conclusions about the relative aggressiveness of women and men outside of the relatively narrow band of settings used in the aggression research we have reviewed in this meta-analysis.
Related to our concerns about the limited social contexts of social psychological aggression research are the questions that a number of scholars have raised about the construct validity of the findings generated by the popular laboratory research paradigms. For this meta-analysis, we accepted into our sample nearly all studies that researchers regarded as investigating adult aggression (provided that these studies also met our criteria for an interpretable sex difference, see the Method section). As other commentators have pointed out (Bertilson, 1983; Geen, 1976; Rajecki, 1983) , there is little internal evidence in most such studies that the dependent measure is primarily an aggressive behavior motivated by the harmful intent central to most social psychological definitions of aggression (e.g., Baron, 1977; Berkowitz, 1964) . For example, an ostensibly aggressive behavior may reflect demand characteristics of the experiment (Schuck & Pisor, 1974) or the perpetrator's desire to either help the target person (Baron & Eggleston, 1972) or reciprocate a hostile action (Tedeschi, 1983; Tedeschi, Smith, & Brown, 1974) . Although the validity of laboratory aggression research has been defended (e.g., Berkowitz & Donnerstein, 1982) , for the most part these important issues remain unresolved. Moreover, as shown by dictionary definitions of aggression, nonpsychologists consider that aggression encompasses forceful actions intended to dominate or master, regardless of their harmful intent. The resulting discrepancy between popular and social psychological definitions of aggression also suggests caution in generalizing from this meta-analysis to conclusions about sex differences in the broad range of behaviors ordinarily considered aggressive.
Social Roles and the Prediction of Sex Differences in Aggression
Generally compatible with our social-role analysis are our findings that sex differences in aggression are relatively small when averaged and quite inconsistent across studies. We argued, for example, that the male gender role, although more supportive of aggressiveness than the female gender role, discourages aggressiveness under certain circumstances. Because of such complexities of normative regulation of aggression, considerable variability in the magnitude of sex differences in aggression would be expected, along with a relatively small mean difference. As in the case of helping behaviors (Eagly & Crowley, 1986) , this relatively small mean was created by averaging heterogeneous effects, some of which are quite large. Given these resuits, mean effect sizes implying a sex difference of a certain magnitude are less important than successful prediction of variability in the effect sizes.
Our social-role analysis proved moderately successful in suggesting specific predictors of sex differences in aggression. With respect to our categorical study attributes, the strongest predictor was whether aggression caused physical or psychological harm to its target. Thus, supporting our analysis, the tendency for men to aggress more than women was more pronounced when the situation provided an opportunity for physical rather than psychological aggression.
The greater aggressiveness of men than women was also more pronounced (a) in the laboratory than in the field, (b) in semiprivate (surveillance by the experimenter and/or target) versus public or private contexts, and (c) when aggression was required rather than freely chosen. Although these additional categorical variables have some relevance to our theoretical analysis (see our introduction), we are reluctant to interpret these findings because these variables were confounded to varying degrees with type of aggression (physical vs. psychological) and with one another. When the categorical variables that were significantly related to the aggression sex difference on a univariate basis were simultaneously entered as dummy-coded predictors in a multiple-regression model, only type of aggression remained a significant predictor. Therefore, type of aggression warrants primary emphasis in the interpretation of the impact of the categorical variables on sex differences in aggression.
Sex differences in beliefs about the consequences of aggression. Our social-role analysis suggested that (a) women's and men's beliefs about the consequences of aggression would differ in general and (b) variability in the magnitude of these differences in perceived consequences would account for the variability in sex differences in aggression. Consistent with expectancy-value theories (e.g., Feather, 1982; Fishbein & Ajzen, 1975) , these hypotheses presume that aggression is cognitively controlled in terms of its expected consequences.
As expected, male (vs. female) questionnaire respondents reported that their aggressive behavior would cause them less guilt and anxiety about others' suffering and would cause less harm to others. In addition, the guilt/anxiety and harm sex differences were substantial univariate predictors of the aggression effect sizes. Moreover, women (more than men) believed that their aggressive behaviors were likely to pose dangers to themselves, and the danger sex difference was a significant predictor of the effect sizes. As in Eagly and Crowley's (1986) meta-analysis of helping behavior, the sex difference in perceived danger to oneself was one of the most substantial predictors of the effect sizes.
It is noteworthy that sex differences in beliefs about the consequences of aggression emerged as more important predictors under some conditions than others. Most important, the guilt/ anxiety and danger sex differences predicted sex differences in aggression more effectively when aggressive behavior was not required. Perhaps the optional quality of aggression in such situations favors systematic weighing of the consequences of aggressing. These and other interactions involving the predictors constructed from our questionnaire respondents' judgments suggest that in many natural settings, which typically do not require aggressive behavior, people sometimes behave in ways that are markedly sex-typed. Thus, in some circumstances, men aggress considerably more than women to the extent that women believe that an aggressive act has more strongly negative outcomes than men believe it has.
Our multivariate models showed that only the sex differences in the perceived consequences of aggression (guilt/anxiety and danger) remained significant when both the categorical and continuous variables were entered in the regression equation. Furthermore, this regression equation did not account for significantly more variation than one entering only sex differences in guilt/anxiety and danger. These outcomes are consistent with the conclusion that the impact of the contextual variables on aggression sex differences was mediated by sex differences in the perceived consequences of aggression. Supporting this interpretation, an analysis of variance partitioning the studies on type of aggression, the most important categorical predictor, found that physical (vs. psychological) aggression was associated with significantly larger sex differences in ratings of guilt/ anxiety and harm to others (ps < .001), and with nonsignificantly larger sex differences in danger to self (p = . 13). The sex difference in danger to self might have been more strongly related to type of aggression had the majority of the studies on physical aggression not been conducted in laboratories, which are presumed to provide protection for experimental subjects who perpetrate aggression.
Sex-of-target differences. As we suggested in the introduction, overall sex-of-target effects are difficult to predict. In our sample of studies, subjects aggressed slightly more against men than women, yet the effect sizes were inconsistent across studies. The magnitude of these sex-of-target effect sizes was related to the same four categorical study variables that were significant predictors of the sex-of-subject effect sizes as well as to the amount of provocation. Thus, the tendency for men to be aggressed against more than women was stronger (a) in the laboratory than in the field, (b) with physical versus psychological aggression, (c) in semiprivate rather than public contexts, (d) when aggression was required as opposed to freely chosen, and (e) with more-than-minimal versus minimal provocation. Nevertheless, the confounding of these variables as well as the relatively small number of effect sizes makes a definitive interpretation of these relations difficult.
Biological Theories of Sex Differences in Aggression
Aggression in general and aggression sex differences in particular have often been analyzed in terms of underlying biological mechanisms (e.g., Hamburg & Trudeau, 1981; Simmel, Hahn, & Waiters, 1983 ). Yet the adequacy of the research evidence that human sex differences in aggression are biologically mediated has been contested by some reviewers (Bleier, 1984; Pleck, 1981) and accepted by others (e.g., Maccoby & Jacklin, 1974; Parke & Slaby, 1983) . Without taking a position on the strength of the evidence for the existence of biological mediation, we formulated a social psychological analysis for the recta-analysis because of social-role theory's assumption that social norms as well as sex-typed beliefs and abilities are the proximal determinants of sex differences in adult aggressive behavior and that biological causes are for the most part only indirectly relevant (see Eagly, in press ). Although the social-role framework should be more successful in explaining variability in sex-difference findings than are biological theories, the social-role account does not invalidate alternative theories, and the findings of this meta-analysis do not bear directly on the issue of biological versus environmental causation.
Despite these reservations, comparisons between the child and adult research literatures on aggression have some relevance to disentangling biological and environmental causes. Although such comparisons are perilous because of differences in research methods, the relatively small average effect size yielded by our meta-analysis of the adult literature is consistent with other reviewers' claims that the aggression sex difference is larger among children than adults (Hyde, 1984; Rohner, 1976) . One may speculate whether this possible difference in the magnitude of the overall sex difference is due to a lessening of biological control of aggression and an increase of normative regulation as people develop. In particular, our social-role theory suggests that the male gender role, despite encouraging aggressiveness overall, imposes limits on aggressive behavior and that the female gender role, despite discouraging aggressiveness overall, may in its modern form encourage self-assertive behavior. In addition, other social roles occupied by women and men encourage or discourage aggressiveness, and, even if they encourage aggression, regulate the conditions under which role occupants may behave aggressively. The consequent restraint of male aggressiveness under many circumstances and probable encouragement of female aggressiveness may result in an overall lessening of aggression sex differences in adulthood.
Conclusion
In general, this meta-analysis shows that men are more aggressive than women and that this sex difference is more pronounced for physical than psychological aggression. It also demonstrates that women and men think differently about aggression and suggests that these differing beliefs are important mediators of sex differences in aggressive behavior. Women reported more guilt and anxiety as a consequence of aggression, more vigilance about the harm that aggression causes its victims, and more concern about the danger that their aggression might bring to themselves. Women's and men's beliefs about the consequences of aggression diverge considerably, when, for example, the situation provides an opportunity to aggress physically rather than psychologically. In such situations, sex differences in aggression are often relatively large.
Success of predictions.
The overall success in predicting aggression sex differences using study attributes is best described as moderate, even though this success was greater than that of the questionnaire respondents' implicit theories, which were assessed from these respondents' estimates of the likelihood of their own and others' aggressive behaviors (see Table 5 ). Multivariate models, which excluded these likelihood measures, accounted for approximately 40% of the variability in the available findings. Given the many subtle differences between the research paradigms in this literature, it is probably unreasonable to expect to account for all of the systematic variation between effect sizes. Nevertheless, the absence of correctly specified models suggests caution in interpreting the relations that were obtained (Hedges & Olkin, 1985) . Moreover, the 40% of variability explained is substantially lower than the approximately 70% of variability that Eagly and Crowley (1986) accounted for in their meta-analysis of helping behavior, which used methods similar to those of the our meta-analysis. This lesser success could be due to any of several factors, possibly including (a) a less adequate social psychological analysis for this aggression review than for the helping review (Eagly & Crowley, 1986) and (b) limitations in the validity of the measures that social psychologists have devised for studying aggression (see the section on Validity considerations). Yet this 40% figure is quite respectable among published meta-analyses on psychological topics, which have typically accounted for less variability in effect sizes.
Comparisons with Frodi et al.'s conclusions. Our conclu-
sions about sex-of-subject differences can be compared with those of Frodi et al's (1977) narrative review, which was brought up to date by White (1983) and Macaulay (1985) with little change in conclusions. Frodi et al's review and the subsequent articles are similar to our own review in their focus on the social psychological literature on adult aggressive behavior.
Our generalizations differ from those of Frodi et al. in the importance we accord to whether aggression has a physical or psychological impact on its victims and in the unimportance we accord to the amount of provocation for aggression. Although we agree with Frodi et al's emphasis on aggression guilt and anxiety as psychological mediators of aggression sex differences, our conclusions are stronger with respect to empathy mediation. Our conclusion that anticipated danger to oneself is an important mediator raises questions about their conclusion that fear of retaliation, surely a major component of perceived danger, is an unimportant mediator. Frodi et al's (1977) generalization that women are not always less aggressive than men is rendered more precisely by our meta-analytic methods. Indeed, effect sizes were heterogeneous overall and often quite small. When averaged, they yielded a relatively small mean effect size. Yet reversals of the stereotypic sex difference were relatively rare: In only 6 of the 56 comparisons for which direction could be discerned were women more aggressive than men. Moreover, there was no category of studies in which women were more aggressive than men (see Table 4 ). It should also be noted that our conclusion with respect to sexof-target differences is somewhat weaker than that of Frodi et al., given the small mean effect size we obtained. Finally, we did not address a number of Frodi et al's conclusions (e.g., that there are sex differences in the cues that cause anger) because they did not lend themselves to quantitative analysis within the sample of studies we examined.
Agentic bias in research. One important implication of our review is that the best known and most popular methods for studying human aggression--the teacher-learner and related laboratory experimental paradigms (e.g., --happen to be those that are most likely to elicit greater aggression in men than women and greater aggression toward men than women. These paradigms manifest the four conditions associated with larger sex-of-subject and sex-of-target effect sizes: a laboratory setting, physical aggression, a semiprivate context, and required aggressive behavior. Given the positive value that the male gender role places on aggression, it is interesting to speculate on the possibility of bias on the part of researchers in their preference for a research paradigm that maximally elicits these sex differences. Perhaps researchers, especially if they are male, prefer to portray men as manifesting masculine qualities such as aggressiveness. Yet a prediction consistent with the hypothesis of such a bias--namely, that male authors should obtain larger sex-of-subject differences in the male direction than would female authors--was not substantiated. The absence of sex-of-author effects in our study as well as in Eagly and Crowley's (1986) and Hall's (1984) recta-analyses raises questions about the generality of Eagly and Carli's (1981) finding that male investigators tend to obtain and/or report different sexdifference findings than female investigators.
The sex differences obtained in laboratory aggression experiments probably had little direct bearing on the preferences for research methods used to study adult aggression. Instead, to understand why social psychologists have favored the teacherlearner and other laboratory-experimental paradigms for studying aggression, one might first acknowledge that investigators were primarily interested in physical aggression. Such a focus constrained them to a paradigm that elicited apparently severe physical aggression without causing physical harm. Probably few alternative paradigms could meet these requirements.
More broadly, the methods typically used by social psychologists to study aggression should be viewed in the context of the experimental paradigm (see Rosnow, 1981) , which was dominant in social psychology during the period when most aggression research was carried out. Practitioners of experimental social psychology strongly preferred true experiments involving manipulation of independent variables and random assignment of subjects to conditions, features that characterize most of the studies included in this meta-analysis. This perceived necessity to conduct true experiments restricted many researchers to studying aggression in the context of short-term encounters with strangers. With the exception of the field experiments on aggression (e.g., Harris, 1974) , many of these experiments were relatively deficient in ecological validity.
To investigate aggression with more naturalistic methods and in social contexts other than brief encounters with strangers, researchers would have to turn to methods that are somewhat suspect in the experimental tradition--methods involving, for example, analyzing subjective reports of one's own and others' aggressiveness. Social psychologists' prejudice against such alternative methods in favor of true experiments using behavioral dependent variables reflects scientific activity that might be labeled agentic (Bakan, 1966) , because of its controlling and objectifying qualities. Feminist scholars, including Carlson (1972) , Wallston (198 l) , and Keller (1985) , have described this agentic tendency and have argued that it is inherent in scientists' placement of natural phenomena at a distance and treatment of them as objects to be manipulated and controlled. Indeed, Macaulay (1985) has analyzed the importance of this theme for social psychological research on aggression.
Finally, we note that the current understanding of sex differences in aggressive behavior is somewhat limited. The variability we found in the magnitude of aggression sex differences is challenging, especially in view of the partial success of our social psychological predictors in accounting for this variability. Perhaps a framework incorporating additional predictors will account for more variability. If we are correct that adult social roles have the important function of channeling and regulating aggression so that it is expressed in socially approved ways, future research could well investigate in more detail the differing normative environments that surround women's and men's aggressive behavior.
