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1 Introduction
It is ironic that experimentally time is the most accurately measured physical
quantity, while in quantum mechanics one must struggle to provide a definition
of so practical a concept as time-of-arrival. Historically, one of the first temporal
quantities analyzed in quantum mechanics was lifetime, a property of an unstable
state. The theory of this quantity is satisfactory in two ways. First, with only
the smallest of white lies, one predicts exponential decay, and generally this is
what one sees. Second, at the quantitative level, one finds good agreement with
a simply derived formula, the Fermi-Dirac Golden rule,
Γ =
2π
h¯
ρ(E)|〈f |H |i〉|2 . (1)
Eq. (1) uses standard notation. Γ is the transition rate from an initial (unstable)
state |i〉 to a final state |f〉. The transition occurs by means of a Hamiltonian
H . The density of (final) states is ρ, evaluated at the (common) energy of the
states |i〉 and |f〉. In terms of Γ , the lifetime is τL = 1/Γ .
The lifetime τL is not a property of any one atom (or whatever), but rather of
an ensemble of like atoms. For much of the twentieth century this was sufficient.
One was taught not to inquire too closely about the time evolution of an indi-
vidual member of an ensemble. An exception to this informed neglect arose as
technology allowed experimentalists to focus on transitions in individual atoms
[1]. Although one can recast these phenomena in ensemble terms, the ensemble
is typically conditioned on the fact of the ultimate decay of the system studied.
But a similar extension of naive ensemble interpretations was already present
in studies of tunneling time. The barrier penetration phenomenon of quantum
mechanics was sufficiently provocative in its denial of classical notions that one
sought places where conventional ideas could be applied, for example, trying to
assign a time of passage through the barrier. This subject has a long history
and a collection of recent views can be found in Ref. [2]. Again, in principle, for
barrier penetration one deals with ensembles, but if one measures passage time
there would need to be conditioning on the fact of the transition, observations
of individual transits and a time interval measured for each. Our notation for
tunneling time (without distinguishing among the many definitions) is τT.
The tunneling time concept allowed further probes of the Copenhagen view
of quantum mechanics. A decaying particle, for example a nucleus in the Gamow
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model of alpha decay, was said to undergo a quantum jump. The idea (I guess)
was that you could measure the particle in its initial state or in its final state.
But getting from one to the other was a “jump.” It took a measurement to
distinguish one state from the other, putting the jump itself beyond the scope
of quantum mechanics, or at least of ordinary unitary time evolution. However,
if one could ascribe to the particle a trajectory under the barrier, along with
a time during which the particles tunnels, then one has made the first steps in
the analysis of this “jump.” Assigning a trajectory is problematic [3], although
several authors have used the Feynman path integral [4,5,6], acknowledging the
limitation that the path contributions only add as amplitudes, not probabilities.
A different “quantum jump” was exhibited experimentally in the eighties
[7,8,9]. This involved an atomic transition for a single atom. There wasn’t any
“path under a barrier” and as indicated the notion of ensemble needed updating.
In particular, one could no longer muddle the distinction between an abstract
ensemble and the large number of atoms participating in decay experiments.
In these experiments [7,8,9] one monitored the atom closely, noting when
it was in its excited state. The duration of its stay in the excited state was
(quantumly) random, and repetition of the experiment gave statistics that could
be used to evaluate the lifetime. But from the data it was evident that something
else was happening—the famous or infamous jump—and that its time scale, if
any could be defined for it, had little to do with lifetime.
The question that I raised [10] was whether one could say anything about the
time interval that elapses between finding the atom in one state and finding it in
the other. One does not need the drama of [7,8,9] to ask this question. Radium
(226Ra) has a half-life of about 1600 yr and one can imagine putting a single
such nucleus in an inert matrix and waiting to see an α-decay. (This is similar to
the experiments cited, where seeing nothing meant that the system was still in
its metastable state). The interval between being in one state and being in the
other is certainly brief. But is it, as early and perhaps loose interpretations of
measurement theory would have it, instantaneous? Another example goes back to
arguments for the quantized nature of light, as demonstrated by the photoelectric
effect. The “instantaneous” appearance of electrons when ultraviolet light was
turned on was a blow to classical interpretations [11]. But again, “instantaneous”
is a matter of technology, and the bounds on this time interval were only about
a nanosecond.
In this article I will define two times, each related to the question asked.
But they are in general quantitatively different from one another. The times are
called jump time and passage time. Roughly speaking, the first measures how
long it takes for the transition process to get seriously underway and the second
how long it takes to complete the process in a single exemplar. But it is better
not to use too much verbal description. From the definitions below and from the
applications, the relevance of each should emerge.
The jump time is designated by the symbol τJ. In the next section I will
motivate my definition and arrive at a quantitative expression. The considera-
tions parallel arguments arising in the quantum Zeno effect (QZE). The formula
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for τJ turns out to be the next simplest thing you could construct from the
Hamiltonian after (1).
The passage time, designated τP, has a precise mathematical definition, al-
though in a specific experimental situation it will depend on the apparatus as
well as on the system undergoing the transition. It arises from a bound on the
minimum time for a state to evolve (with given Hamiltonian) to a state orthog-
onal to itself.
Definitions are tested by what you can do with them, what they unify. I
will show that τJ arises in several contexts. It is a generalization of tunneling
time (τT). It satisfies a kind of time-energy uncertainty relation. For certain
transitions it establishes the experimentally observed time scale, although for
atomic decays it is immeasurably short. Passage time is related to a theoretical
bound found by Fleming [12], a bound not hampered by requiring notions of
what a “measurement” is supposed to be. Although with respect to my own
ideas on quantum measurement theory τP may prove more significant than τJ,
its dependence on the measuring apparatus limits its general applicability.
Finally, because of the many characteristic temporal quantities that will be
defined in this article, I have included Table 1 for reference.
Table 1. Characteristic times
Time Name Description
τL Lifetime Usual lifetime for decay, h¯/2piρ(E)|〈f |H |i〉|2
τZ Zeno time Inverse of energy spread, h¯/
√
〈ψ|(H − Eψ)2|ψ〉
τJ Jump time τ
2
Z/τL
τT Tunneling time As in barrier penetration
τP Passage time Minimum time to go from a state to a ⊥ one, piτZ/2
τR Response time A property of monitoring apparatus
τPM Pulse time Interval between ideal pulsed measurements (cf. QZE)
τDoor Door time Metaphorical
2 Jump Time
How long does it take to walk through a doorway? Call this time τDoor. Consider
the following experiment. A stream of people passes through a door, one at a
time. From time to time, and without looking, I fire a marshmallow across the
doorway. Anyone hit by a marshmallow must turn back. Assume the marshmal-
low crosses the doorway instantaneously. If I fire N times during a time interval
of duration T , then I expect to turn back a fraction NτDoor/T of the people. An
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experiment to measure τDoor would consist of gradually increasing the marshmal-
low firing rate until no one can cross. The estimate for τDoor would then be T/N .
In other words, when my firing rate reaches 1/τDoor I stop the traffic. Without
further refinements this measurement would not define τDoor by better than a
factor two, that is, it defines a time scale, rather than a precise time.
The same perspective motivates the definition of quantum jump time. The
decay, or other quantum transition, corresponds to getting through the door. The
process-terminating interruption is an “observation,” a quantum measurement.
As for tunneling time, the use of classical concepts means that the doorway
analogy is incomplete.
We formalize the discussion: at intervals δt project onto the initial states,
i.e., measure whether the system is still in its initial state. If these disturbances
do not slow the decay, then δt is to be considered longer than the jump. On the
other hand, if these projections do slow the decay, then they have reached its
time scale. In this way I arrive at a context similar to that of the quantum Zeno
effect (“QZE”) [13].
Let the system begin in a state ψ and let the full Hamiltonian be H . After
a time δt, ψ evolves to exp(−iHδt/h¯)|ψ〉. One checks for decay by applying 〈ψ|.
The probability that it is still in ψ is p(δt) = |〈ψ| exp(−iHδt/h¯)|ψ〉|2. A short
calculation shows that
p(δt) = 1−
(
δt
τZ
)2
+ O(δt4) (2)
where
τ2
Z
≡ h¯
2
〈ψ|(H − Eψ)2|ψ〉 (3)
and Eψ ≡ 〈ψ|H |ψ〉. I call τZ the “Zeno time,” notwithstanding my lack of full
concurrence with the classical allusion [14].
Remark: It is worth taking a second look at the derivation of (2), since the appear-
ance of high frequency terms in the off-diagonal matrix elements has exercised some
authors [15]. Let
f(t) ≡ 〈ψ| exp(−i(H − Eψ)t/h¯)|ψ〉 .
First, assume that this function has at least three derivatives in [0, t], so that in
particular, besides Eψ , 〈ψ|H2|ψ〉 and 〈ψ|H3|ψ〉 must be finite. Then by standard
theorems, one can write f(t) = 1− (t/τZ)2/2+ t3
...
f (t∗) for some t∗ between 0 and
t. Calculating |f |2 (to get p(t)) shows the deviation from 1− t2/τ2
Z
to be no larger
than O(t3). When a fourth derivative exists, Re
...
f (0) = 0 implies (2).
Now suppose that many projections are made during a time t, carried out at
intervals τPM. Then to leading order, at t, the probability of being in ψ is
p Interrupted(t) =
[
p(τPM)
]t/τPM ≈ [1− (τPM
t
tτPM
τ2
Z
)]t/τPM
≈ exp (−tτPM/τ2Z ) .
(4)
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To define a jump time, we want to know whether this differs from standard
decay. Without projections the probability for being in ψ is
pUninterrupted(t) = exp(−t/τL) (5)
with τL ≡ 1/Γ the usual lifetime (“Γ” of (1)). Comparing (4) and (5), we see
that the interrupted decay will be slower for τPM < τ
2
Z
/τL [16]. We are thus led
to define the “jump time” as the time for which the slowdown would begin to
be significant, namely
τJ ≡ τ2Z /τL . (6)
In words, τJ is the time such that if one inspected a system’s integrity at intervals
of this duration, the decay would be slowed significantly [10,17].
Remark: Because my goal is only to define a time scale, I do not attempt greater
precision. For example, in (5), because of the initial quadratic dependence, one may
want to change the extrapolated time-zero value. For our purposes, however, the
normalization is irrelevant, since it is the decay rate whose equality fixes τJ.
Remark: Recall that (1) uses the first moment of the Hamiltonian. The jump-time
definition, (6), involves the second moment, in a way, the simplest step beyond
minimal decay information.
3 Corroborations of the definition
The usefulness of jump time will be demonstrated in a number of contexts: 1)
comparison with tunneling time; 2) time-energy uncertainty principle; 3) recon-
ciling continuous measurement with the QZE; 4) experiments on the quadratic
regime of decay.
3.1 Comparison with tunneling time
In [14] a simple example of quantum tunneling was studied in an effort to es-
timate τZ. There is an interesting complication in this calculation, namely the
dependence of τZ on the initial state (ψ of (3)). This complication is the reflec-
tion of a recurrent problem: what is a metastable state? For τL this question
is not critical, since by the time the exponential decay sets in, transients have
disappeared. But now it is the transients we study. Our choice in [14] was to
minimize the second moment of the Hamiltonian, hence to maximize τZ. With
this approach we found, with fairly rough approximations, that
τ2
Z
= τLτT . (7)
Comparing this to (6), it is seen that for this kind of transition, the tunneling
time is the jump time.
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3.2 Time-energy uncertainty principle
An interpretation of τJ in terms of bandwidth and uncertainty relations can be
found by combining (3), for τZ, with (1), for lifetime, τL. After some manipulation
one obtains
τJ =
τ2
Z
τL
=
1∫
dE
2pih¯
ρ(E)
ρ(Eψ)
|〈E|H−Eψ|ψ〉|2
|〈f |H|ψ〉|2
. (8)
Because of the orthogonality of the initial and final states, one can insert a
“−Eψ” into the Golden rule matrix element. Thus the ratio
ρ(E)
ρ(Eψ)
|〈E|H − Eψ |ψ〉|2
|〈f |H |ψ〉|2 (9)
is of order unity when E passes through Eψ . As E moves away from Eψ a
variety of patterns is possible, depending on the specific physical situation. One
scenario is for this ratio to become smaller, mainly because with increasing
energy deviation, |E〉 becomes rather different from |i〉 [18]. In any case, this
ratio, whose numerator incorporates transitions to all possible on-shell and off-
shell states, measures the ability of the Hamiltonian H to move the system away
from its initial state. One thus has a band of accessible transition states.
With this perspective, τJ is (the inverse of) an integral over energies (or
frequencies) of an order unity-function describing the modulation of the lowest
band of accessible states. It follows that τJ is the inverse bandwidth for the
transition. This is a completely reasonable conclusion: you would like to create
a situation where the system’s transition is sudden. Your success is governed by
the frequencies available. The accessibility of those frequencies is the essence of
the bandwidth. This makes the jump time a reflection of a kind of time-energy
uncertainty relation. As such it is a statement of this relation that is consistent
with the views expressed in [19].
3.3 Reconciling continuous measurement with the QZE
The sequence of infinitely rapid projections envisioned in the usual derivation of
the Quantum Zeno Effect (QZE) is hardly the way measurements actually take
place. Mostly they could be described as “continuous,” in the following sense.
An apparatus monitors a system and when some particular event takes place
it is triggered and reports that event. Before that report, the apparatus, by its
silence, is telling you, ”No, the event has not yet taken place.” If this picture is
true, then one should expect all decay to be suppressed, since the unwavering
attention of the apparatus should act like a continuous check—effectively with
a zero time interval between measurements—that no decay has taken place.
This problem was addressed some years ago by several authors [20,21,22,23],
some of whom also wished to dispense with the (perhaps metaphysical) tradi-
tional notion of “measurement” and instead include the apparatus as part of the
quantum system. They found that adding apparatus-like terms to the Hamilto-
nian could stop or slow the decay.
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In recent work [24], I found that the important criterion for determining
which “continuous” measurements could affect decay (or any transition) was a
comparison of two quantities: the response time of the apparatus and the jump
time of the system being measured. The essential physical idea is that no mea-
surement is “instantaneous” and any apparatus represents a sequence of physical
processes, first getting the signal to the apparatus and then having the appara-
tus register that signal—the latter typically involves irreversible amplification.
What I found was that when the response time of the apparatus, τR, was on
the order of τJ the decay would be hindered. In particular, an apparatus with
response time τR had the same effect in slowing decay as idealized pulsed mea-
surements with pulse time τPM = 4τR. Moreover, from the development of Sec. 2
of the present article, τPM should be less than or equal to τJ for there to be a
significant effect. Consequently the same criterion (ignoring the factor 4) should
hold for τR.
The demonstration proceeds by making a model of a decay plus an appara-
tus that “continuously” monitors that decay. The model Hamiltonian and wave
function for the decay alone are
H =
(
0 Φ†
Φ ω
)
and ψ =
(
x
y
)
. (10)
where x ∈ C, Φ and y are complex column vectors of the same dimension, and
ω is a diagonal matrix. The Schro¨dinger equation (with h¯ = 1) becomes
ix˙ = Φ†y , iy˙ = ωy + Φx . (11)
One can derive the decay rate from Eq. (11) by assuming the time dependence
exp[−i(E − iΓ/2)t] for both x and y. One obtains
E − iΓ
2
= Φ†
1
E − ω − iΓ/2Φ −→
∫
dω
ρ(ω)|φ(ω)|2
E − ω − iΓ/2 (12)
where the arrow indicates a continuum limit, ρ is the density of states, and φ the
appropriate limit of Φ. The usual manipulations now give Γ = 2πρ(0)|φ(0)|2, the
Fermi-Dirac Golden Rule. The Zeno time for the state with x = 1 (and y = 0)
is simply τZ = 1/
√
Φ†Φ.
The Hamiltonian in (10) can be thought of as describing a two level atom
coupled to the electromagnetic field. For ψ† = (x∗, 0) the atom is in the unstable
state (call this level #1), while ψ† = (0, y†) describes the decayed atom (in level
#2) with photon(s) emitted. As a monitoring device we imagine another system
coupled to the atom that allows the atom to decay once more (to atomic level
#3), emitting one or more additional photons, providing sufficient decoherence
for this to be considered a measurement. The coupling strength between levels
2 and 3 will be thought of as adjustable (perhaps some function of an external
electric field). Such a model is embodied in the following Hamiltonian
H =

 0 Φ† 0Φ ω Θ†
0 Θ W

 . (13)
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The additional levels, {W}, can be thought of as the apparatus and Θ is the
2-3 coupling. We assume that the levels are numerous enough and so distributed
that the transition induced by this coupling is effectively irreversible.
To see how the combined system behaves we make a substitution similar
to that done above: all components of the wave function are given the time
dependence exp(−izt). One obtains
z = Φ†
1
z − ω −Θ† 1z−W Θ
Φ . (14)
In the usual way (which was implicit above), 1/(z −W ) is evaluated using the
formula 1/(x± iǫ) = P (1/x)∓ iπδ(x). We write the result as
Θ†
1
z −W Θ = ∆E − i
Γθ
2
. (15)
This formula uses the reasonable assumption that Θ does not depend on which
photon was emitted in the 1-2 transition. Γθ is the essential descriptor of the
apparatus, indicating the rate at which it takes the atom from level #2 to level
#3. The inverse of Γθ is thus the response time of the apparatus, which we
denote τR. Formula (15) is inserted in (14) to yield
z = Φ†
1
z − ω −∆E + i2τR
Φ . (16)
We next assume that the response time is so small that its inverse dominates
the z − ω − ∆E term in the denominator of (16). The imaginary part of z is
thus a transition rate away from the initial excited state, in the presence of the
observing apparatus. Writing Im z = −iΓeffective/2, (16) implies
Γeffective =
4τR
τ2
Z
(17)
(using Φ†Φτ2
Z
= 1, which is still true for the full H , including the apparatus). If
∆E is itself comparable to 1/τR there is a slight modification of (17), reducing
Γeffective, but unless τR∆E ≫ 1 this does not change our qualitative conclusions.
The expression (17) is to be compared to the effective decay rate when under
pulsed idealized observation, as conventionally described in the QZE. From our
Eq. (4), this rate is τPM/τ
2
Z
. Comparing this with (17), we see that the same
degree of hindrance is obtained for an apparatus with response time τR and pulsed
measurements (projections) at intervals τPM, provided
τR = τPM/4 . (18)
Moreover, as discussed in Sec. 2, neither interruption will slow the decay unless
it is <∼ τJ.
Remark: Once one deals with Hamiltonians and ordinary unitary evolution (rather
than mysterious wave function “collapses”) both for the “system” and for the “ap-
paratus,” another perspective is opened for understanding the hindering of decay
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because of continuous, rapid-response, observation [25]. One starts with a system
(with Hamiltonian (10)), which has a continuum into which to decay. Coupling a de-
tector to this can be thought of as changing the spectral properties of the combined
system. In particular what it can do is push the energy of the excited level and the
continuum into which it decayed away from one another. Thus the halting of decay
occurs because there are no longer levels that match (including the photon energy)
the energy of the excited atom. This is discussed in [25] and [24]. A continuous
version of the anti-QZE [16] has a corresponding explanation.
3.4 Experiments on the quadratic regime of decay
Atomic and nuclear transitions take place quickly, putting the times discussed
in this chapter out of reach of contemporary measurement for those systems. In
[10,17] I estimated that for atomic transitions τJ ∼ 10−20 s. However, there is
a recent experiment [26] where the potential seen by the particles, including a
barrier, has a distance scale of a few hundred nm. This experiment, a measure-
ment of Landau-Zener tunneling, has (for us) two benefits: the time scales are
much longer and the potential can be quickly modified.
The experiment [26] consists of putting ultra-cold Na atoms in opposing
laser beams that have a relatively small frequency difference between them.
As a result the potential seen by each atom is time-dependent. Going into the
atom’s accelerated frame, the potential can be written V = V0 cos(2kLx)+aMx
(“tilted washboard”), where a is the acceleration arising from the frequency
mismatch. Initially a small value of a is given to get rid of atoms not caught
in the potential, after which it is sharply increased, giving rise to the tunneling
situation. It is then switched off in such a way that it is possible to deduce
what fraction of the atoms has escaped from the potential. For long times this
quantity dies exponentially with a time scale of 70µs. However, for short times it
is demonstrably not exponential—it begins with what appears to be zero slope,
tilts a bit, and then after roughly 5 to 10µs goes over to the exponential form.
In [27] I showed how one could get a back-of-the-envelope estimate of the
duration of this transient period. Recall that my derivation of the jump time,
τJ, was essentially a playoff of the quadratic and exponential time dependencies
(ignoring finer nuances of the decay curve). Hence it should provide an estimate
of the duration of the transient period in the experiment just described.
To make this estimate it was not necessary to calculate either of the quantities
τZ or τL. Instead I appealed to the interpretation of τJ as inverse bandwidth,
Eq. (8). Which states are accessible to the atom in this potential? In fact it is a
periodic potential and the atom is initially in its lowest band. If it were not for
the tilt, the states in this band would be eigenstates of the Hamiltonian. The
tilt couples these states and makes the otherwise stable states unstable. I thus
take the band of accessible states to be just the band of Bloch states. But the
width of this band can be calculated from the period of the potential and the
mass of the atom. The bandwidth is just
Eb =
h¯2K2
2M
, (19)
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where M ≃ 23Mp and the wavenumber is K = 1/94 nm [28]. We evaluate
τ
J
=
h¯
Eb
=
2M
h¯K2
≃ 6 µs . (20)
Comparing this to Figures 3 or 4 in [26], it can be seen that the agreement
is excellent. In evaluating (20) there are many powers of 10, and I found it
remarkable that they condense to any reasonable result, much less one that was
close to the actual experiment [29].
Remark: The closeness of the evaluated time in (20) to the experimental result
should be considered fortuitous. My estimate depends on the wavelength of the
light and the mass of the particle. It does not explicitly depend on the strength of
the potential nor on the rate of acceleration, features that are known to affect the
duration of the non-exponential decay.
4 Passage time
4.1 Fleming’s bound and the Ersak equation
Given a Hamiltonian H and a state ψ, define U(t) ≡ exp[−i(H −Eψ)t/h¯], with
Eψ ≡ 〈ψ|H |ψ〉. We define a quantity related to what Fleming [12] calls the
integrity amplitude
f(t) ≡ 〈ψ|U(t)|ψ〉 . (21)
Next, the function φt is defined to be that portion of the evolute that is orthog-
onal to ψ:
U(t)|ψ〉 = f(t)|ψ〉+ |φt〉 , (22)
with 〈ψ|φt〉 = 0. Successive application of U(t) and U(t′) to ψ, followed by left
multiplication by ψ†, leads to
f(t+ t′) = f(t)f(t′) + 〈ψ|U(t′)|φt〉 . (23)
Using the variable −t′, the adjoint of (22) is
〈ψ|U(t′) = 〈ψ|f∗(−t′) + φ−t′ . (24)
Multiply this equation on the right by |φt〉 to yield 〈ψ|U(t′)|φt〉 = 〈φ−t′ |φt〉.
When this is substituted in (23), we get
f(t+ t′) = f(t′)f(t) + 〈φ−t′ |φt〉 . (25)
Fleming calls this the Ersak equation. Take the derivative of (25) with respect
to t′, set t′ to zero, and use the fact (from (21)) that f˙(0) = 0 to yield
f˙(t) = −〈φ˙0|φt〉 . (26)
From the derivative of (22) it is clear that
〈φ˙0|φ˙0〉 = 1
h¯2
〈ψ|(H − Eψ)2|ψ〉 ≡ (∆H)
2
h¯2
. (27)
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For convenience we write f ≡ g exp(iγ), with g real and non-negative and γ real.
We apply the Schwarz inequality to (26):
|f˙ | ≤ ∆H
h¯
√
1− g(t)2 . (28)
Using |f˙ |2 = g˙2 + γ˙2g2, we immediately have
|g˙| ≤ ∆H
h¯
√
1− g2 . (29)
Finally, letting g ≡ cos θ provides a bound on θ˙, specifically, |θ˙| ≤ ∆Hh¯ . Since g
starts at 1, θ starts at 0, and it follows that
θ(t) ≤ ∆H
h¯
t . (30)
This gives our desired bound. Recalling the definition of g, it shows that no state
can become orthogonal to itself in less than πh¯/2∆H . But this last quantity is
just πτZ/2, in our earlier notation.
This result was derived by Fleming [12], and leads us to define the passage
time, τP ≡ πτZ/2.
To confirm that the bound can in fact be attained, let H = α2σx (σ = Pauli
spin matrices), and ψ = |+〉. Then τZ = h¯/α, and the system turns over in πτZ/2.
This example however does not clarify the relations among the many times that
have been defined in this article. Because there is no exponential decay in this
case, τL is not clearly defined. If one takes it to be the time to first extinction,
then τZ, τL, τP and τJ are all essentially the same.
The example of the last paragraph is realized in a real-world system: mol-
ecules that can exist in two isomers. In practice those molecules for which the
transition time between isomers is anything but microscopic appear as one or
the other isomer, never the symmetric superposition that is the system’s true
ground state. This and similar phenomena have been attributed [30,31] to a
manifestation of the QZE. The idea is that merely by virtue of being in solu-
tion the molecules are constantly buffeted about and “observed,” or decohered.
The time scale for this is the inverse of the energy split between the theoret-
ical symmetric and asymmetric states of the isomers, which is expected to be
extremely long (hence the decay is subject to interruptions on the time scale of
collisions in solution). But as remarked in the last paragraph, this situation does
not distinguish between the various characteristic times, since all are the same.
4.2 Implications of the bound in measurements
As just shown, no quantum system, under unitary evolution alone, can become
orthogonal to itself in less than τP, where τP is, up to a trivial factor, what we
have called τZ. In particular, for a given state, ψ, and given Hamiltonian, H ,
τP =
πτZ
2
=
π
2
h¯√〈ψ|(H − Eψ)2|ψ〉 . (31)
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Moreover, we showed that for at least one system, possessing only 2-levels, the
bound is actually attained.
In general measurements, however, the Fleming bound may have little to do
with the time the system needs to complete its transition. Thus the Landau-
Zener tunneling experiment shows transitions within the first µs, although the
jump time is ∼ 5µs. In this case, since the measured τL is ∼ 70µs, the Zeno
time would presumably be the algebraic mean, ∼ 20µs. There is no doubt, from
inspection of the data, that many transitions occur well before τP. How can that
be?
The answer is that proper use of the bound requires that the Hamiltonian
of the measurement apparatus be included in the “H” of Sec. 4.1. In general
this can involve enormous energies, much larger than those of the system mea-
sured (were it in isolation). Thus, for the full system τ full
Z
may be extremely
short, in particular shorter than even τJ of the isolated system. In the tunneling
experiment [26], one has a time-dependent Hamiltonian, reflecting the fact that
controlling the value of the acceleration, a, as a function of time, is an important
part of the successful performance of that experiment. Thus during the time that
the crossed beams are turned on at their maximum a, the wave function of the
atom in the tunneling experiment is partly in the well, partly in the barrier,
partly outside. The sudden change in the confining potential means that the ap-
paratus is interacting directly with the system, leading to a large energy spread.
This remark is related to the story told to students when they first encounter
barrier penetration: if you check whether the particle “really” is in the barrier,
you’d introduce enough energy to overcome that barrier. (A change in τZ due
to measurement was also seen in [25], but there the “apparatus” coupling stops
the decay rather than facilitates it.)
What I now show is that for some kinds of measurement the Fleming bound
provides direct physical information. Moreover, serious attention to this bound
can provide an experimental test for my own theory of what takes place in a
quantum measurement [32].
We again consider the “apparatus” of Sec. 3.3. The Hamiltonian is
H =

 0 Φ† 0Φ ω Θ†
0 Θ W

 , (32)
whereH is a (1+N+M)×(1+N+M)-dimensional matrix; N is the dimension of
the diagonal matrix ω, and M (≫ N) the dimension of the diagonal matrix W .
The states of the system are of the form ψ† = (x∗, y†, z†), x ∈ C, y ∈ CN and z ∈
CM . The physical scenario is this. The normalized state ψ with x = 1 represents
an undecayed atom; call its level #1. It is coupled, perhaps electromagnetically,
to states with y 6= 0, z = 0, via the coupling terms Φ. The “y” states represent
the atom in its decayed state (call it #2) plus one or more photons. Now it
may happen that the atom can continue its decay to a third level, or perhaps
by varying an external field that decay can be encouraged. Let the atom in
that third level, plus all emitted photons (from both steps) correspond to the
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various “z” levels. As in Sec. 3.3, this second transition involves considerable
decoherence and provides the irreversibility and amplification characteristic of
the measurement process. Thus the way the rest of the world knows that the
system has decayed from level 1 to level 2 is realized through the coupling, Θ,
and the states with z 6= 0.
The important point is that for this kind of apparatus-system coupling, there
is no change in τZ. It is still h¯/
√
Φ†Φ. The key is that the measurement works
by coupling to the decay products, not to the original state [33], thus leaving τZ
and τP unchanged. For such measurements, the Fleming bound does not allow
the state to be completely out of its original level, nor to be completely in any
other, for t < τP.
5 Experimental discrimination among quantum
measurement theories and “special states”
5.1 Testing the foundations
Suppose you had an apparatus of the type described in Sec. 4.2, i.e., one that
couples only to decay products (cf. Eq. (32)). If this were a system for which
τZ is known, then one could say with confidence that unitary evolution alone
cannot bring the wave function entirely to the decay states before τP. What are
the implications of this according to the Copenhagen interpretation of quantum
mechanics? Answer: none. You can still (for t < τP) measure the system to be in
the decayed state (presumably, using this measurement apparatus), and as usual
the probability of doing so would be the absolute value squared of the amplitude
in the decayed state—no need for this to be unity, just strictly positive.
By contrast, according to the explanation for the definiteness of quantum
measurements that I have proposed [32], you would only get a definite measure-
ment of the decay when the entire wavefunction has entered the Hilbert space
of decayed states. I will not review these ideas here, and refer the reader either
to the indicated book, or, for a less complete version, to [34].
This allows an explicit experimental test of my theory. A system is put in an
unstable state and then shielded from the environment, except for an apparatus
monitoring its state indirectly, that is, by checking for decay products. For this
system (for which I do not yet have a specific physical proposal) you would
need to calculate or bound τP. I then predict no decays before τP, whereas the
Copenhagen interpretation imposes no such ban (despite some relative reduction
if the system is still in the quadratic decay regime).
Although complete blocking of the environment can be difficult (cf. [32]), the
quest for quantum computers has in recent years developed experimental tools
for just this goal. I look forward to exploring this further.
5.2 Special states for decay
The motivation for this subsection is explained in [32]. Briefly, in Sec. 5.1 I
indicated that according to my ideas no decay could take place until t ≥ τP. But
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what if t = 2τP? Would the system then decay, i.e., exit completely from the
state x = 1, as my theory requires? From the Hamiltonian (32) it doesn’t look
that way. For moderate Θ (hence τR) one gets the usual exponential decay: on
a scale of τL the wave function gradually passes out of its initial state. Since,
generally, τL ≫ τP this implies that at 2τP most of the wave function is still in the
undecayed state. My explanation for the manifest observations of decay at short
times (but > τP) is that there are special states of the environment for which
the decay does go to completion, despite the fact that for the vast majority of
environmental states this does not happen. Why Nature chooses these “special”
states is discussed in [32]. What I wish to show in the present article is a special
state for decay in the model Hamiltonian (32), or in something close to it.
The physical environment is not represented in (32). The main environmental
richness is in the initial state of the ambient photon field when the atom is still in
its level-1, undecayed state. But this requires a cross product of available photon
states with the (1+N +M)-dimensional Hilbert space I have heretofore consid-
ered. Instead of this, I will simplify by incorporating the field-initial-condition
information in Θ itself. This quantity, in the rotating wave approximation, is
of the form Θ =
∑
k |3〉〈2|a†k, with a†k the photon creation operator. (Multiple
photon creation is also allowed.) If the field of preexisting photons (before the
decay) is well occupied, both ak and a
†
k can be approximated by
√
nk, with nk
the occupation number of the kth photon mode. This means that the features of
the environment appear as particular values of the components of Θ.
I have already presented something like this in [35]. I assumed that the en-
vironment fluctuates near the atom, effectively modifying Φ. With a particular
Φ(t) the decay is complete by τP. However, this demonstration required beliefs
about what the field could accomplish, beliefs that I did not explicitly justify.
In the present article I will show that with a purely fixed set of interactions
(Θ and Φ) the system will rapidly go completely over to an orthogonal state. The
demonstration won’t quite produce a state that makes it in τP, just
√
2 times
that, but this establishes the main point.
With this in mind we break the subspace {(0, 0, z)} (z 6= 0) into two pieces.
One piece consists of a particular set of N levels (one for each dimension in the
space {(0, y†, 0)} with y 6= 0). We assume that each of these has the same energy
as one of the “y” levels. (Recall this is the total energy, atom plus photons, so
these levels correspond to the atom dropping to level-3 and emitting a photon
of just the 2-3 energy difference, of which there are many.) At the same time, we
assume that the occupation numbers of those levels in the ambient field are just
such as to make the coupling to the “y” level with energy ωk equal to that same
ωk. The coupling of the remaining degrees of freedom I call Θ˜, and the energies
W˜ . The Hamiltonian and wave function take the form
H =


0 Φ† 0 0
Φ ω ω Θ˜†
0 ω ω 0
0 Θ˜ 0 W˜

 , ψ =


x
y
ζ
z˜

 . (33)
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Now when most matrix elements of Θ are moderate, the passage out of the
initial Hilbert subspace of undecayed atomic states is slow, on the order of τL. If
it can be demonstrated that by using only the restriction of H to its first 2N +1
dimensions, one can get decay in a time on the order of τP, then the remaining
couplings and levels (Θ˜ etc.) will be negligible on that time scale. Therefore I
restrict attention to the first 2N+1 levels and study the Hamiltonian and states
Ĥ =

 0 Φ† 0Φ ω ω
0 ω ω

 , ψ =

 xy
ζ

 . (34)
Two approaches will be used to analyze the dynamics. First give ψ an overall
dependence exp(−iEt) (with h¯ = 1). By the same manipulations that led to
(14), E is found to satisfy
E = Φ†
E − ω
E2 − 2ωEΦ =
1
2
{
1
Eτ2
Z
+ Φ†
1
E − 2ωΦ
}
. (35)
As in (15), this becomes
E2 =
1
2τ2
Z
+
E
2
(
∆E − i
4
Γ
)
. (36)
(The denominator “4” for Γ arises from the 2ω in (35).) Generally both ∆E and
Γ (which is the usual decay rate) are much smaller than 1/τZ, so that to a good
approximation
E ≈ 1√
2τZ
− i
16
Γ (37)
(where ∆E is ignored). This implies that with the initial condition x = 1 the
behavior of x will be cos(t/
√
2τZ) to a very good approximation. This in turn
implies that x will hit zero when t = (π/2)τZ
√
2. That value differs by a factor√
2 from the optimum defined by Fleming’s bound. The point though is that
with a bit of manipulation of the environment the decay has been speeded up
from a scale of τL to one of τP.
This result can also be obtained by looking at the time-dependent equations
generated by the Hamiltonian of (34). They are
ix˙ = Φ†y , iy˙ = Φx+ ω(y + ζ) , iζ˙ = ω(y + ζ) . (38)
Add and subtract the second and third equations, integrate the equation for the
difference, substitute back for y, and finally take the derivative with respect to
t to obtain
x¨(t) +
1
2τ2
Z
x(t) = −1
2
∂
∂t
∫ t
0
Φ†e−2iω(t−s)Φx(s) ds . (39)
Define K(u) ≡ Φ† exp(−iωu)Φ. This is an important kernel for studying decay
properties. Thus for unobserved decay Eq. (11) implies x˙ = − ∫ t
0
K(u)x(t −
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u) du. Although the possibilities for K’s behavior are wide, for moderate times it
typically drops rapidly, so that a reasonable approximation is K(u) ≈ (Γ/2)δ(u).
The normalization can be checked by plugging into the equation just written for
x˙. In (39) we have K(2u), so that with the δ-function approximation we obtain
x¨(t) +
Γ
8
x˙+
1
2τ2
Z
x(t) = 0 . (40)
For times less than τJ the δ-function approximation is not applicable, but the
Zeno time is generally much longer and is the scale now considered. With initial
conditions x(0) = 1, x˙ = 0 (from (38)) it follows that, to lowest order in Γ ,
x(t) = cos(t/
√
2τZ)e
−Γt/16 , (41)
which agrees with our previous result. An amusing perspective on the early
vanishing of x is as the ultimate anti-QZE [16].
To further confirm that the approximations work, I have included Fig. 1. This
is a numerical calculation of a decay that, in the absence of apparatus-induced
“specializing” effects, would show normal exponential decay. For this calculation
it is assumed that the coupling enhancement in the apparatus arising from the
extra photons in the particular modes k (the extra factors “
√
nk” mentioned
earlier) only lasts for a period τP, after which the coupling returns to normal.
This time dependence of Θ illustrates the fact that the “specialness” of the
microscopic state includes timing. The added coupling due to the ambient field
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Fig. 1. Survival probability as a function of time, linear and log plots. The solid line
represents decay under the influence of the (matched photon) apparatus. The dashed
line is ordinary decay, with no apparatus, and on the log plot shows appropriate linear
decline. (In this system τZ ≈ 48 and a fit gives τL ≈ 393 yielding τJ ≈ 6, which is too
small for a deviation to be seen in this figure.) These are computer calculations of the
survival probability with the Hamiltonians (10) and (34) (with transient coupling, as
described in the text). From the analytic calculations, passage time should be
√
2τP ≈
106, and as is evident the decay in the presence of the apparatus hits zero at a time
close to this. The dashed curve, representing normal decay, is far from zero at this
time. In this calculation N = 101, and continuation of the curve would eventually
show quantum Poincare´ recurrence.
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is indeed ambient and once the transition is complete things return to normal.
If the reader is encountering my ideas for the first time and finds the choreogra-
phy excessive, please be assured that the appearance of “unlikely” microscopic
states has been addressed extensively. What is likely or unlikely is related to
the thermodynamic arrow of time and it is by exploring related foundational
questions of statistical mechanics that I am able to argue for the plausibility of
these ideas. If this has piqued your interest, see [32].
Remark: The states just exhibited are special states for quantum jumps. Another
example, in which the environment plays an even more explicit role, is [36].
6 Discussion
Under the unitary evolution given by the formal mathematical structure of quan-
tum mechanics, systems move gradually from state to state. For example, an
unstable atom still has amplitude in its original state after many of its lifetimes.
But in practice, which is to say in the lab, they go from being in one state to
being in the other, seemingly instantaneously. This is the import of the term
“quantum jump.” The experiments that saw single-atom transitions [7,8,9] ap-
pear to confirm this perception. In the measurements, the system went from
state to state in a time beneath the discrimination of the observers, whereas
when the times spent in the unstable state were averaged, they recovered the
lifetime of the atom.
The problem studied in this article is whether the “quantum jump” is in-
deed instantaneous or whether it could be assigned a duration, in theory and
in experiment. The longstanding problem of tunneling time, in connection with
barrier penetration, sets a precedent and is a guide. If that tunneling represents
a process necessary for decay, then surely the associated time is a candidate (or
a lower bound) for the duration of the transition.
Two characteristic times are defined in this article, jump time (τJ) and pas-
sage time (τP). In general they are quantitatively different and it is the richness
of quantum mechanics, as well as lingering questions about its interpretation,
that allow two answers to what would be a well-defined question classically.
Both times use the Zeno time, τZ, defined in terms of the Hamiltonian of the
system and its initial state as
τZ ≡ h¯
/√
〈ψ|(H − Eψ)2|ψ〉 with Eψ ≡ 〈ψ|H |ψ〉 . (42)
The jump time, τJ, takes what I consider to be a more traditional view and is
defined in terms of the time scale needed to slow (a` la the quantum Zeno effect)
the decay. A “measurement” is an idealized projection leading to
τJ ≡ τ2Z /τL . (43)
This time shows up in several contexts. It is related to tunneling time [14], for
those transitions where a physical barrier can be identified. Its inverse is the
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bandwidth of the Hamiltonian, in a kind of time-energy uncertainty principle
that governs the ability of the system to change state. τJ is also an indicator
of the duration of the quadratic decay regime in both experiment [26] and in
numerical calculations. (An illustration of the latter is Fig. 2 of [24].)
The passage time, τP, arises from pure unitary evolution alone, sans inter-
pretive steps. It is based on a bound [12] that shows that for any H and ψ the
system cannot evolve to a state orthogonal to ψ in less time than τP, with
τP = πτZ/2 . (44)
If you think of H as the Hamiltonian of the system alone, than it would appear
that this bound has little to do with measurements. The “instantaneous” jump
occurs outside the realm of unitary evolution (so they say) and could certainly
happen faster than τP.
But I want to consider H to be the Hamiltonian of the system and the mea-
suring apparatus. This is a view I have advocated for quite some time [37,38,34]
and is the perspective taken by the many-worlds and decoherence interpretations
of quantum mechanics.
But even among those who accept this view, there is still no consensus about
the implication of τP for an actual measurement. In my theory [32] this bound
implies that the apparatus could not detect a transition in less than τP, making
this the ultimate transition time. (And in the present article an example was
given of a special state that did manage the transition in close to τP.) Of course,
one can still have detection in times less than the τP you would calculate using the
system Hamiltonian alone, since the full passage time of system plus apparatus,
τ full
Z
, is in general much shorter than the restricted one.
Finally, there is a particular kind of detection in which the presence of the
apparatus does not change the passage time. This provides the possibility of an
experimental test of my measurement theory. One of my current goals is to find
a practical experimental setup in which this test can be made.
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