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Abstract
A condensate of pairs in an isolated, homogeneous, unpolarised, finite-size spin 1/2 tridimensional Fermi gas at an
extremely low nonzero temperature, undergoes with time a phase change θˆ(t) − θˆ(0) with a random component, due
at least to the coupling to the thermal phonons of the gas. Thanks to the quantum second Josephson relation con-
necting dθˆ/dt to the phonon mode occupation numbers, and to linearised kinetic equations giving the evolution of the
occupation number fluctuations, we access the behaviour of the phase change variance Var[θˆ(t) − θˆ(0)] at times much
longer than the phonon collision time. The case where the phonon branch has a convex start is similar to the Bose gas
case: the leading collisional processes are the Beliaev-Landau three-phonon processes, and the variance is the sum of
a ballistic term Ct2 and of a delayed diffusive term 2D(t− t0), whose analytical expressions are given in the thermody-
namic limit. The concave case is much more exotic. It is analysed at time scales much shorter than T−9, allowing one
to restrict to the 2 phonons→ 2 phonons small-angle Landau-Khalatnikov processes. The total number of phonons is
conserved and the phonon mean occupation numbers at equilibrium can exhibit a chemical potential µφ < 0, assumed
to be isotropic. The phase change variance is then the sum of a ballistic term Ct2, of a diffusive term 2Dt, of exotic
subsubleading terms 2A(πt)1/2+2B ln(t1/2) and of a constant term. The analytic expression of the coefficientsC, A and
B is obtained, as well as the diverging leading behavior of D and of the constant term when µφ/kBT → 0. For µφ = 0,
the variance sub-ballistic part becomes superdiffusive, of the form d0t5/3, where d0 is known exactly. For a nonzero
infinitesimal µφ/kBT , a law is found, that interpolates between the superdiffusive spreading and the diffusive spreading
of the sub-ballistic part. As by-products, new results are obtained on the phonon Landau-Khalatnikov damping rate,
in particularly for µφ < 0.
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1. Introduction: system and position of the problem
Consider a three-dimensional gas of N spin-1/2 fermions, unpolarized (N↑ = N↓), prepared at instant t = 0
at thermal equilibrium at temperature T in a cubic side box L with periodic boundary conditions. Opposite spin
fermions interact in the s wave with a scattering length a and a negligible range (contact interaction); fermions of the
same spin do not interact. It is known that below a critical temperature Tc, a condensate of ↑↓ bound pairs of fermions
is formed in mode φ0(r1 − r2) of the pair field; we assume here that T ≪ Tc. At subsequent instants t > 0, the gas as
a whole is isolated, that is it evolves freely under the effect of interactions without coupling to the environment. On
the other hand, the pair condensate is not isolated and interacts with the non condensed modes, populated by thermal
excitations, and which form a dephasing bath. We ask what is the corresponding coherence time tc of the condensate,
that is the width of its coherence function 〈aˆ†0(t)aˆ0(0)〉, where aˆ0 annihilates a condensed pair and the mean is taken
in the system density operator. As expected, tc is the time after which the condensate lost the memory of its initial
phase, the variance of the phase shift θˆ(t) − θˆ(0) experienced by the condensate being of unit order [1]. Here θˆ is the
condensate phase operator [2] such that aˆ0 = eiθˆNˆ
1/2
0 , Nˆ0 being the number of condensed pairs operator.
This problem is fundamental, but by no means academic. It is known how to prepare in the laboratory pair-
condensed cold atomic Fermi gases [3, 4, 5, 6] in flat-bottom trapping potentials [7, 8]. Since the traps used are
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immaterial, these gases are well isolated and, although interacting, show only small particle losses due to three-body
recombinations [9]. A Ramsey type interferometric method for measuring the coherence function 〈aˆ†0(t)aˆ0(0)〉 [10] is
being implemented on bosonic atom gases [11]; it can be transposed to the case of fermions by reversible adiabatic
bosonization of the atomic Cooper pairs [1] (they are transformed into strongly bound dimers by a magnetic field
ramp near a Feshbach resonance [12]). Our question could soon receive an experimental answer. To our knowledge,
however, there is no complete theoretical prediction, the study of the spreading of the phase of the condensate of pairs
in references [1, 13] being limited to the values of kFa such that the the sound dispersion relation in the superfluid
has a convex start, that is 1/kFa > −0.14 from the approximate calculations (Anderson’s RPA) of reference [14]
(kF = (3π2ρ)1/3 is the Fermi wave number of the gas of total density ρ). This convex case is very similar to that
of the weakly interacting bosons, the variance of the phase shift having in general at long times a dominant ballistic
term (∝ t2) and a retarded diffusive subdominant term (∝ t − t0). Phase spreading in the case where the sound
dispersion relation has a concave start, which includes the BCS limit of the Fermi gas (kFa → 0−) [15], seemed
totally unexplored. The present work fills this gap; it predicts sub-ballistic terms that are more exotic or even grow
faster than a simple retarded phase diffusion. The concave case thus hid a new and quite unexpected regime of
spreading of the condensate phase. 1
The structure of the paper is simple. We specify in section 2 the low-temperature regime considered and give a brief
reminder of the formalism based on kinetic equations developed over the years by the author and his collaborators,
and giving access to the variance of the phase shift θˆ(t) − θˆ(0) experienced by the condensate. We treat the case of a
convex phonon branch in section 3, quite briefly since it is enough to adapt the results of reference [17] on bosons.
The unexplored case of a concave phonon branch is the subject of the long section 4: after sorting out the different
phononic collision processes at low temperature T (§4.1), given the considered very short time scale compared to
~(mc2)8(kBT )−9 (m is the mass of a fermion and c the speed of sound at zero temperature), we treat separately the
ballistic spreading term of the phase (§4.2) and the sub-ballistic terms (§4.3). The latter have required notable efforts:
after writing kinetic equations for four-phonon collisions (§4.3.1), we perform a simple approximation called “rate
approximation" on their linearized form, of which it neglects non-diagonal terms, and which predicts various exotic
contributions to the variance of θˆ(t) − θˆ(0), with a non-integer-power or logarithmic law (§4.3.2); we establish what
part of truth these approximate predictions contain, returning to the exact linearized kinetic equations (§4.3.3). This
study also allowed us to obtain new, much more manageable expressions of the four-phonon Landau-Khalatnikov
damping rate, in the form of a double (41) then single integral (B.1), instead of a quadruple integral in references
[16, 18]. We conclude in section 5.
2. Regime considered and basic formalism
We are here at a temperature that is extremely low, but not zero. 2 This makes it possible to neglect the gas
excitations by breaking pairs, which have a forbidden energy band ∆ and therefore have an exponentially low density
O(e−∆/kBTT 1/2) for kBT ≪ ∆. The pair condensate is then coupled only to a low-density thermal gas of sound
excitations (phonons) of energy dispersion relation q 7→ ǫq, where q is the wave vector, and the equation of evolution
of its phase operator [1] is reduced (after a temporal smoothing suppressing the fast oscillations with the typical
thermal pulsation ǫqth/~ ≈ kBT/~) to
− ~
2
dθˆ
dt
= µ0(N) +
∑
q,0
dǫq
dN
nˆq (1)
Here nˆq is the number of phonons operator in mode q and µ0 the chemical potential of the gas of N fermions at zero
temperature. Equation (1) has a simple physical interpretation [1]: its right-hand side constitutes a microcanonical
1. This concave case could also in principle be realized with bosonic atoms in the weakly interacting regime, if it was known how to create a
short-range interaction potential of width of order the healing length ξ of the condensate [16].
2. At zero temperature, there is no elementary or collective excitation present in the gas, so no dephasing environment for the condensate
since the system is isolated. At a fixed total number N of particles, our formalism predicts that condensate coherence time is infinite. This is in
agreement with a result obtained by Beliaev in the bosonic case [19]. The fact that the system is not a pure condensate in its ground state, i.e. that
the condensate is subject to quantum depletion, does not change the case, since the uncondensed fraction does not constitute an excited component
from the point of view of the interacting gas (even if it is one in the bosonic case from the point of view of the ideal gas). When N varies from one
realization of the experiment to another, one recovers after average on the realizations the ballistic spreading of the condensate phase predicted for
a gas of bosons at zero temperature [20, 21], see our note 3.
2
chemical potential operator at sufficiently low temperature, the second contribution, thermal correction to the first,
being the isentropic adiabatic derivative (here at fixed nˆq) of the phonon energy operator
∑
q,0 ǫqnˆq with respect to
the total number of particles N. Equation (1) is thus an operatorial quantum generalization of the second Josephson
relation relating the time derivative of the order parameter of the gas to its chemical potential. The simplest and
most general method for obtaining it uses quantum hydrodynamics, see Annex B of reference [1]. We first write
the equations of the motion of the phase φˆ(r, t) and density ρˆ(r, t) field operators of the superfluid gas. In the low
temperature limit kBT ≪ ∆,mc2, ǫF, where ǫF is the Fermi energy and c > 0 is the speed of sound at zero temperature,
the spatial fluctuations of density δρˆ(r, t) and phase δφˆ(r, t) are weak, which allows to linearize these equations around
the uniform solution ρˆ0(t) = Nˆ/L3 and φˆ0(t) = θˆ(t)/2 (Nˆ is the total number of particles operator). We then expand
δρˆ(r, t) and δφˆ(r, t) on the eigenmodes of the linearized equations, with as coefficients the usual annihilation bˆq and
creation bˆ†q operators of phonons of wave vector q. After injecting these modal expansions into the expression of
dθˆ/dt written to second order in δρˆ(r, t) and grad δφˆ(r, t), we find the diagonal terms ∝ nˆq = bˆ†qbˆq of equation (1),
and non-diagonal terms ∝ bˆqbˆ−q and ∝ bˆ†qbˆ†−q. The non diagonal terms oscillate rapidly on the scale of the collision
time between phonons; they can therefore be removed by temporal smoothing, as was done in (1), without affecting
the spreading of the condensate phase at long times (see Appendix E of reference [22]). Finally, the temperature is
sufficiently low (kBT ≪ mc2, kBT ≪ |γ|1/2mc2) so that we can ignore the terms other than linear and cubic in the low
wavenumber expansion of ǫq:
ǫq =
q→0
~cq
1 + γ8
(
~q
mc
)2
+ O(q4 ln q)
 (2)
where the curvature parameter γ is dimensionless. When γ > 0, the phonon branch has a convex start; when γ < 0,
it has a concave start. While c is deduced from the equation of state (mc2 = ρdµ0/dρ as predicted by quantum
hydrodynamics), γ must be measured [23, 24] or deduced from an exact microscopic theory, which has not yet been
done in cold atomic gases (predictions [14] of Anderson’s RPA are only tentative).
The calculation of the condensate phase spreading is reduced, through equation (1), to a pure problem of phonon
dynamics. Since the system is in a stationary state, the variance of the phase shift for a time t is [17]
Var[θˆ(t) − θˆ(0)] = 2Re
∫ t
0
dτ (t − τ)C(τ) (3)
where C(τ) is the correlation function of the rate of change of the phase:
C(τ) = 〈dθˆ
dt
(τ)
dθˆ
dt
(0)〉 − 〈dθˆ
dt
〉2 (4)
the mean 〈. . .〉 being taken in the system density operator. The knowledge of the correlation function C(τ) is thus
reduced to those Qqq′ (τ) = 〈δnˆq(τ)δnˆq′(0)〉 of the fluctuations δnˆq of phonon numbers around their mean value n¯q.
These latter are given by kinetic equations describing the unceasing redistribution (of quanta) between the modes of
phonons by collision between them, and that one can here linearize to obtain
d
dt
δnq =
∑
q′
Mqq′δnq′ (5)
This linearized form inherits the good properties of the complete non-linear kinetic equations: it rests on a solid
microscopic ground incorporating the Beliaev-Landau 1 phonon ↔ 2 phonons collisions (convex phonon branch)
or the Landau-Khalatnikov 2 phonons → 2 phonons collisions (concave branch), it describes the exponential-in-
time relaxation of the average occupation numbers towards a steady state, thus the thermalization, and obeys strict
conservation of the total energy E. In the concave case, it also conserves the total number of phonons Nφ. The matrix
M admits an eigenvector of eigenvalue zero for each quantity conserved by the complete kinetic equations, i.e. the
dimension of its kernel is equal to the number of constants of motion. In the sector of zero angular momentum that
matters for phase spreading, the kernel of M is therefore of dimension one in the convex case and of dimension two
in the concave case. These eigenvectors of zero eigenvalue play an important role in the rest of the study: they are
associated with undamped linear combinations of δnq that thereby induce a ballistic spreading of the condensate phase
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when the corresponding conserved quantities E (convex case) or (E,Nφ) (concave case) have non-zero variance in the
system density operator, i.e. vary from one realisation of the experiment to the other.
It remains to solve the linearized kinetic equations (5), in their explicit form (13) in the convex case and (39) in
the concave case. Matrix and vector relations [17]
Q(τ) = eMτQ(0) and C(τ) = ~A · Q(τ)~A (6)
give the formal solution of the problem; we have introduced here the matrices M and Q of componentsMqq′ and Qqq′ ,
and the vector ~A of components
Aq =
2
~
dǫq
dN
(7)
Notice in passing that ~A lives in the sector of zero angularmomentum (its components depend only on the modulus of q
and are therefore isotropic), which will subsequently limit the study of M to this same sector. But the challenge of our
work is to obtain explicit results on phase spreading exact to leading order in temperature and in the thermodynamic
limit N → +∞ for fixed ρ, the temperature being sufficiently low for the interactions between phonons to be well
described by quantum hydrodynamics.
3. Convex case
When the phonon branch has a convex start (curvature parameter γ > 0 in equation (2)) the dominant low-
temperature collision processes are those of Beliaev and Landau’s three phonons, q → k + k′ and q + k → k′ (see
figure 1a) [25, 26, 27]. They do not conserve the number of quasi-particles. The phonon gas has therefore a zero
chemical potential at equilibrium,
n¯q =
1
eβǫq − 1 (8)
with β = 1/kBT . This is the same situation as the low-temperature limit of the weakly interacting Bose gas already
discussed in reference [17], up to global factors in the Aq (the curvature parameter γ depends on N in the case of
fermions, while it is given by γ = 1 in the Bogoliubov spectrum) and on the amplitude of the Beliaev-Landau coupling.
A direct transposition of the results of reference [17] to the case of fermions gives, at the thermodynamic limit and
at times long compared to the inverse of the typical collision rate γcoll between phonons, the usual ballistic-diffusive
law 3
Var[θˆ(t) − θˆ(0)] =
γcollt≫1
[
∂Eµmc(E¯,N)
]2
(Var E)
4t2
~2
+ 2D(t − t0) + o(1) (9)
with µmc(E,N) the microcanonical chemical potential of a gas of N fermions of total energy E, E¯ being the average
of the total energy and Var E the variance supposed to be normal (Var E = O(N)) of its fluctuations, D is the diffusion
coefficient of the phase and t0 the delay time to diffusion. The same transposition leads to the equivalents at low
temperature in the canonical ensemble (VarcanE = kBT 2∂T E¯):
[∂Eµmc(E¯,N)]
2VarcanE ∼
T→0
2π2
15
u2
N
(kBT )5
(~c)3ρ
(10)
~ND
mc2
∼
T→0
c1
9γ2(2u − ∂ ln γ
∂ ln ρ )
2
(1 + u)2
(
kBT
mc2
)4
(11)
mc2t0
~
∼
T→0
−9c2
16
√
2c1
1
(1 + u)2
(
~ρ1/3
mc
)3 (
kBT
mc2
)−5
(12)
The constants c1 and c2 are those of reference [17] (c1 ≃ 0.3036, c2 ≃ −0.2033), ρ is the total density and
u = ∂ ln c/∂ ln ρ the Grüneisen parameter of the Fermi gas. The result (10) reproduces that of reference [28] in
3. If N has normal fluctuations, the coefficient of the ballistic term 4t2/~2 is worth 〈[δN∂Nµmc(E¯, N¯) + δE∂Eµmc(E¯, N¯)]2〉 with δN = N − N¯
and δE = E − E¯. In contrast, D and t0 remain unchanged (at the dominant order at the thermodynamic limit).
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Figure 1: The dominant interaction processes between low temperature phonons and the scaling laws with temperature of the corresponding decay
rate Γq of the thermal phonons of wave number q ≈ kBT/~c. (a) Case γ > 0 in equation (2) (convex starting branch): Beliaev and Landau’s
three-phonon process (T 5 law). (b) Case γ < 0 (concave starting branch): the low-angle four-phonon (2 phonons → 2 phonons) processes of
Landau-Khalatnikov (angles O(kBT/mc2) between the four wave vectors put into play) outweigh (T 7 law) those with large angles (T 9 law) and
those of Khalatnikov with five phonons (2 phonons ↔ 3 phonons) or those of Beliaev-Landau with three phonons (O(T 9) law, see note 5); they
are the only ones to be taken into account here. The temperature laws for the typical thermal decay rate are given here in a non-dimensional form,
Γth ≈ Tα. In the convex case, this means ~Γth ≈ (mc2)−5/2ǫ−3/2F (kBT )5 where ǫF is the Fermi energy of the gas [16]; in the concave case, where we
necessarily have ǫF ≈ mc2 [14], this means ~Γth ≈ (mc2)1−α(kBT )α.
the particular case of a weakly interacting Bose gas. The equivalent (11) generalizes the one (specific to the unitary
limit 1/a = 0) of reference [1] and reproduces the one (VIII.59) of reference [13] in a slightly different form. Remark-
ably, the equivalent (12) of the delay time t0 coincides with that of the Beliaev-Landau damping time of the thermal
phonons q = kBT/~c of reference [16] up to a numerical factor. The results (11, 12) are valid for a large system
prepared in any statistical ensemble with normal fluctuations of E and N [17]. To be complete, we give the expression
used at low temperature of the linearized kinetic equations on the isotropic fluctuations δnq = δnq of the occupation
numbers at the thermodynamic limit:
d
dt
δnq =
(1 + u)2~
4πmρ
{
−δnq
[∫ +∞
0
dk k2(k + q)2(n¯ℓk − n¯ℓk+q) +
∫ q
0
dk k2(q − k)2(n¯ℓk + 1/2)
]
+
∫ +∞
0
dk k2(k + q)2(n¯ℓk+q − n¯ℓq)δnk +
∫ q
0
dk k2(q − k)2(n¯ℓq−k − n¯ℓq)δnk +
∫ +∞
q
dk k2(k − q)2(1 + n¯ℓk−q + n¯ℓq)δnk
}
(13)
where the average thermal values n¯ℓq = [exp(~cq/kBT ) − 1]−1 are those of a linear phonon branch.
It is useful for the following to recall, in the context of linearized kinetic equations (5), where the ballistic term
of equation (9) comes from [17]. Due to conservation of the total phonon energy, ~ǫ · M = 0 (~ǫ is the vector with
coordinates ǫq), i.e. ~ǫ is a left eigenvector of M with the eigenvalue zero. According to a result of elementary linear
algebra, M then admits a right eigenvector ~dǫ of zero eigenvalue, it is the dual vector of ~ǫ. Here, it is easy to
identify: even if we shift β by δβ from its physical value 1/kBT , the expression (8) remains stationary, therefore the
corresponding variations δn¯q to first order in δβmust be a stationary solution of the linearized kinetic equations, hence
(dǫ)q ∝ −∂βn¯q = ǫqn¯q(1+ n¯q) up to a normalization factor (we must have ~ǫ · ~dǫ = 1) [17]. In general, the vector Q(0)~A
admits a non-zero coefficient ~ǫ · Q(0)~A on ~dǫ so that C(τ) has a non-zero limit when τ → +∞ and Var[θˆ(t) − θˆ(0)]
diverges quadratically in time. On the other hand, in the microcanonical ensemble, Var E = 0, all physical fluctuations
δnq are of zero total energy
∑
q ǫqδnq = 0 and ~ǫ · Q(0) ≡ 0: the spreading of the phase is diffusive.
4. Concave case
When the branch of phonons has a concave start (curvature parameter γ < 0 in equation (2)), the Beliaev-Landau
1 phonon↔ 2 phonons processes no longer conserve energy. The same goes for any process 1 phonon↔ n phonons,
5
n > 2. The dominant processes are then those of Landau-Khalatnikov with four phonons, 2 phonons→ 2 phonons,
whose effective coupling amplitudeA(q, q′; k, k′) has a known expression in the context of quantum hydrodynamics
(a diagram at first order and six diagrams at second-order perturbation theory) [29, 16]. The corresponding thermal
collision rate ΓLKth , however, is multi-scale in temperature: it varies as T
7 for collisions at small angles (q, q′, k, k′
collinear and in the same direction within angles O(kBT/mc2)) and as T 9 for large-angle collisions (see figure 1b).
Here, we study the phase-spreading of the condensate of pairs at the time scale of small angle collisions (§4.1). While
the ballistic term in the variance of θˆ(t)− θˆ(0) can be cleverly deduced from the existence of two conserved quantities,
the energy Eφ of the phonons and their total number Nφ (§4.2), the computation of the sub-ballistic contribution
requires the explicit writing of the kinetic equations for the four-phonon collisions and the solution of their linearized
form around equilibrium (§4.3).
4.1. Time scale considered
In this work, we study the spreading of the condensate phase on a time scale t ≈ ~(mc2)6(kBT )−7 and neglect the
collisional processes between phonons appearing at time scales ≈ ~(mc2)8(kBT )−9 or later. In other words, we only
take into account small-angle q+q′ → k+k′ collisions (see figure 1b). We can not describe either the relaxation of the
direction of the wave vectors to an isotropic distribution (the small-angle processes negligibly change the direction 4)
nor the relaxation of the total number of phonons Nφ or more conveniently of the chemical potential µφ phonons to its
true thermal equilibrium value (the Landau-Khalatnikov 2 phonons→ 2 phonons processes conserve Nφ, in contrast
to the Beliaev-Landau processes and the subdominant 5-phonon processes of figure 1b). 5 At the time scale T−7,
there exist therefore apparently stationary distributions of phonons n¯q that are anisotropic and of nonzero chemical
potential µφ, contrary to equation (8) [30]. 6 For simplicity, and because it is a priori naturally the case in a cold atom
experiment, we take isotropic mean occupation numbers for phonons,
n¯q =
1
eβ(ǫq−µφ) − 1 (14)
but without constraint on µφ (other than µφ ≤ 0). It will be convenient in the following to use the notation
ν = βµφ (15)
Knowing the average phonon numbers (14) is not enough to determine the spreading of the condensate phase: as
we see on equation (6), we need to know the covariancematrix Q(0) of the occupation numbers, so specify the density
operator ρˆφ of the phonons. For simplicity, we first assume that the unpolarized Fermi gas is prepared in a generalized
canonical ensemble, defined by the fixed number N of fermions, temperature T and chemical potential µφ of phonons
(which sets their average number), hence the Gaussian phonon density operator
ρˆφ =
1
Ξ
e−β
∑
q,0(ǫq−µφ)nˆq (16)
where Ξ ensures that ρˆφ has a unit trace. According to Wick’s theorem, the covariance matrix Q(0) is then diagonal:
[Q(0)]qq′
ρˆφ of (16)
= [Qd(0)]qq′ ≡ n¯q(1 + n¯q)δq,q′ (17)
We will see in the following how to treat a more general case.
4. If each small-angle collision changes the direction of q by a random angle δθ ≈ kBT/mc2, we need ncoll ≈ 1/Var δθ ≈ T−2 successive
collisions (supposedly independent) to thermalize the direction of q, which takes the same time (for the same effect) as a single collision at large
angles.
5. For 2 phonons ↔ 3 phonons processes, of maximum rate at small angles, Khalatnikov finds a decay rate ΓKth ≈ T 11. According to him,
the total number of phonons Nφ would therefore heat up with a rate ∝ T 11 [30]. However, the Beliaev-Landau processes (which also change Nφ)
are no longer energetically forbidden at this order, since the Landau-Khalatnikov 2 phonons → 2 phonons processes confer to the incoming and
outgoing phonons a nonzero energy width ΓLKth ≈ T 7. We find then that ΓBLth ≈ T 9 according to equation (5.6) of reference [31]. This points to a
thermalization rate of Nφ of order T 9. So we put in figure 1b a O(T 9), which suffices here.
6. One can simply have a chemical potential, or even a temperature, depending on the direction of the wave vector q.
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4.2. Get the ballistic term out
Remarkably, we can obtain in the general case the ballistic term of Var[θˆ(t)− θˆ(0)] at long times, without explicitly
writing the kinetic equations for 2 phonons→ 2 phonons collisions. It suffices to exploit the existence of two quantities
conserved by temporal evolution [32], here the energy of phonons Eφ =
∑
q,0 ǫqnq and their number total Nφ =∑
q,0 nq. Since the fluctuations δEφ = Eφ − E¯φ and δNφ = Nφ − N¯φ are also conserved, the matrix M of linearized
kinetic equations must satisfy the conditions
~ǫ · M = 0 and −→un · M = 0 (18)
where ~ǫ is of coordinates ǫq as in section 3 and
−→un is of coordinates all equal to 1:
~ǫ = (ǫq)q,0 and
−→un = (1)q,0 (19)
M thus has two left eigenvectors of zero eigenvalue, and these are the “only" ones in the isotropic sector of zero angular
momentum in which the source term Q(0)~A of equation (6) lives, since M exhibits no other conserved quantity: the
“other" isotropic left eigenvectors ~em (linearly independent of ~ǫ and
−→un) correspond to eigenvalues Λm of M with a
real part < 0, i.e. to exponentially damped kinetic modes (we will see in §4.3.3 that Λm are real). We conclude that
M has only two isotropic linearly independent right eigenvectors of zero eigenvalue. We find them as in section 3 by
noting that the expression (14) of n¯q remains a stationary solution of the kinetic equations even if β and ν = βµφ are
shifted by δβ and δν. The corresponding variations δn¯q to first order in δβ and δν must constitute a stationary solution
of the linearized kinetic equations. As ∂βn¯q = −ǫqn¯q(1 + n¯q) and ∂νn¯q = n¯q(1 + n¯q), we deduce that
MQd(0)~ǫ = ~0 and MQd(0)
−→un = ~0 (20)
In general, Qd(0)~A has non-zero components with coefficients λǫ and λun on these right eigenvectors of M of zero
eigenvalue, so eMτQd(0)~A and C(τ) do not tend to zero at long times. On the other hand, by definition, if we subtract
these components, we must obtain a zero limit:
eMτ[Qd(0)~A − λǫQd(0)~ǫ − λunQd(0)−→un] →
τ→+∞
0 (21)
By making the left scalar product of this expression with ~ǫ and −→a, which owing to equation (18) gives zero, we end
up with the invertible system
λǫ~ǫ · Qd(0)~ǫ + λun~ǫ · Qd(0)−→un = ~ǫ · Qd(0)~A (22)
λǫ
−→un · Qd(0)~ǫ + λun−→un · Qd(0)−→un = −→un · Qd(0)~A (23)
whose coefficients, let us note it, are variances or covariances (~ǫ · Qd(0)~ǫ = Var Eφ, etc). We have therefore separated
the correlation function of dθˆ/dt into a constant contribution and a contribution of zero limit at long times:
C(τ) = C(+∞) + ∆C(τ) →
τ→+∞
C(+∞) (24)
which, according to equation (3), is equivalent to splitting the variance of the condensate phase shift into a ballistic
term and a sub-ballistic term:
Var[θˆ(t) − θˆ(0)] = C(+∞)t2 + Vars-bal[θˆ(t) − θˆ(0)] (25)
Vars-bal[θˆ(t) − θˆ(0)] = 2Re
∫ t
0
dτ (t − τ)∆C(τ) =
t→+∞
o(t2) (26)
The expression of the constant C(+∞) so obtained is not very suggestive:
C(+∞) = λǫ ~A · Qd(0)~ǫ + λun ~A · Qd(0)−→un (27)
but a long calculation allows one to put it in a form as illuminating as in equation (9):
C(+∞) = Var
(Nφ − N¯φ)∂Nφ 2µ
φ
mc
~
(E¯φ, N¯φ) + (Eφ − E¯φ)∂Eφ
2µφmc
~
(E¯φ, N¯φ)
 (28)
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where µφmc(Eφ,Nφ) is the microcanonical chemical potential of an ideal gas of Nφ phonons of total energy Eφ.
7 The
expression of the contribution of zero limit can be made nicely symmetrical thanks to equation (18):
∆C(τ) = ∆~A · eMτQd(0)∆~A →
τ→+∞
0 (29)
where
∆~A = ~A − λǫ~ǫ − λun−→un (30)
and also presents a simple physical interpretation: it is the correlation function of dθˆ/dt when the phonon gas is pre-
pared in the “average" microcanonical ensemble (E¯φ, N¯φ). The vector Qd(0)∆~A actually lives in the subspace of zero
energy fluctuations and zero number of phonons fluctuations, see equations (22, 23). The contribution ∆C(τ) and the
sub-ballistic term (26) are therefore, at the thermodynamic limit that we consider, independent of the (supposedly nor-
mal) fluctuations of Nφ and Eφ thus of the statistical ensemble in which the phonon gas is prepared, at fixed N¯φ and E¯φ,
contrarily to C(+∞) and to the ballistic term in (25). This fact had already been established for a weakly-interacting
Bose gas in reference [17]. The expression (28) of C(+∞), though obtained for the Gaussian density operator (16),
actually applies to a gas with a fixed number N of fermions but prepared at the thermodynamic limit in any statistical
ensemble (any statistical mixture of fixed N↑ = N↓ = N/2 microcanonical ensembles), provided that the fluctuations
of the energy and the number of phonons remain normal (of variance O(N)), that the momentum distribution of the
phonons remains isotropic and that the temperature is sufficiently low. As in the reasoning of reference [28], this
follows directly from the hypothesis of ergodization of the phonon gas by phonon-phonon collisions. 8
4.3. Study of the sub-ballistic term
We focus now on the sub-ballistic term (26), more difficult and richer. Once the linearized kinetic equations are
written for 2 phonons → 2 phonons collisions at small angles (§4.3.1), we derive the spreading of the condensate
phase, first heuristically by replacing them with a diagonal form (rate approximation, §4.3.2) then quantitatively by
returning to their exact form (§4.3.3).
4.3.1. The kinetic equations
We must first write the kinetic equations giving the mean evolution of the phonon occupation numbers nq under
the effect of Landau-Khalatnikov 2 phonons→ 2 phonons collision processes. The corresponding effective interaction
Hamiltonian between phonons, deduced from quantum hydrodynamics [29], is written
HˆLKeff =
1
4L3
∑
q1 ,q2,q3,q4
A(q1, q2; q3, q4)bˆ†q3 bˆ†q4 bˆq1 bˆq2δq1+q2,q3+q4 (31)
where bˆq is the annihilation operator of a phonon in the mode q and the real coupling amplitudeA is known explicitly
[16]. Since A is invariant by exchanging its first two arguments and exchanging its last two arguments (phonons are
7. We use the fact that in the limit of a large system, the chemical potential no longer depends on the statistical ensemble, provided that the
averages of Eφ and Nφ are fixed. Then
2
~
µ
φ
mc(E¯φ(β, µφ), N¯φ(β, µφ)) ∼
∑
q,0
Aqn¯q(β, µφ)
where the average values E¯φ, N¯φ and n¯q are taken in the canonical density operator (16). It remains to take the derivative of this relation with
respect to β and µφ to obtain ∂Nφµ
φ
mc and ∂Eφµ
φ
mc. We find in particular that λǫ = ∂Eφ
2µφmc
~
and λun = ∂Nφ
2µφmc
~
.
8. The right-hand side of equation (1) is, as we have seen, an approximation at low density of excitations of a chemical potential operator of the
Fermi gas, the sum in the right-hand side being the adiabatic derivative (with fixed occupation number operators nˆq) of the Hamiltonian of phononic
excitations Hˆφ [1]. Under the ergodic hypothesis in the presence of Landau-Khalatnikov 2 phonons→ 2 phonons collisions, the temporal mean of
equation (1) at long times γcollt → +∞ no longer depends on each occupation number individually, but on the constants of motion Hˆφ =
∑
q,0 ǫqnˆq
and Nˆφ =
∑
q,0 nˆq through a microcanonical mean (eigenstate thermalisation hypothesis of the many-body eigenstates [33, 34, 35]) so that
θˆ(t) − θˆ(0) ∼
t→+∞ −
[
µ0(N) + µ
φ
mc(Hˆφ, Nˆφ)
] 2t
~
It remains to linearize µφmc(Hˆφ, Nˆφ) in the fluctuations around the mean (E¯φ, N¯φ) and take the variance to find the result (28) given equation (25).
This approach would easily account for fluctuations in the total number of fermions (as long as N↑ = N↓).
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bosons), we have pulled out the symmetry factor 1/4. It is moreover invariant by exchange of the first two arguments
with the last two, which ensures the hermiticity of HˆLKeff and the microreversibility of the collision processes. Let’s
consider the collision process q+q′ → k+k′ of figure 1b and the inverse process k+k′ → q+q′, then let’s calculate
the incoming and outgoing fluxes in the q phonon mode by applying the Fermi golden rule to the Hamiltonian HˆLKeff :
d
dt
nq = −12
∑
k,k′,q′
2π
~
[A(q, q′; k, k′)]2
L6
δk+k′ ,q+q′δ(ǫk + ǫk′ − ǫq − ǫq′ )
× [nqnq′ (1 + nk)(1 + nk′ ) − nknk′ (1 + nq)(1 + nq′)] (32)
We recognize the energy-conserving Dirac δ function, the Kronecker δ of momentum conservation and the 1 + n
bosonic amplification factors accompanying the addition of a phonon in an already populated mode. The sum over the
wave vectors (other than q) involved in the collision is assigned a factor of 1/2 to avoid double counting of the final
(or initial) state (k, k′) ≡ (k′, k). Finally, the squared amplitudeA2 is factorizable by microreversibility. After passage
to thermodynamic limit 9 and linearization of equation (32) around the isotropic stationary solution (14), restricting to
isotropic fluctuations δnq (in the sector of zero angular momentum) as allowed by the structure of (6) and the rotational
invariance of M, and as prompted by the remark after (7), we get 10
d
dt
δnq = −π
~
∫
d3kd3q′
(2π)6
[A(q, q′; k, k′)]2δ(ǫk + ǫk′ − ǫq − ǫq′ )
×
[
δnq
n¯q
n¯kn¯k′(1 + n¯q′) +
δnq′
n¯q′
n¯kn¯k′(1 + n¯q) − δnk
n¯k
n¯qn¯q′(1 + n¯k′) − δnk
′
n¯k′
n¯qn¯q′ (1 + n¯k)
]
(33)
once the wave vector k′ was eliminated in terms of others,
k′ = q + q′ − k (34)
It remains in the form (33) a difficult angular integral on the directions kˆ and qˆ′ of k and q′. In the limit ε =
kBT/mc
2 → 0 for ν = µφ/kBT fixed, it is fortunately dominated by small angles, θk = (̂q, k) and θq′ = (̂q, q′) of order
ε. To zeroth order in ε, equation (34) projected on qˆ is reduced to
k′ = q + q′ − k (35)
which is a sufficient approximation for k′, independent of angles, in the means n¯k′ and the fluctuations δnk′ of oc-
cupation numbers (but not in the Dirac δ function of energy conservation) and which restricts the integration on the
wave number k to the interval [0, q + q′]. It remains to calculate the angular mean of A2δ to leading order in ε. The
procedure is detailed in reference [16]: we introduce the reduced wave numbers
q¯ =
~cq
kBT
, k¯ =
~ck
kBT
, q¯′ =
~cq′
kBT
(36)
and the reduced angles θ¯k = θk/ε, θ¯q′ = θq′/ε, then take the mathematical limit ε → 0 for fixed reduced variables
q¯, k¯, q¯′, θ¯k, θ¯q′ ; we have to find an equivalent of A2 and expand the energy difference in the argument of the Dirac δ
function up to the order ε3, which explicitly involves the γ curvature parameter in equation (2). In references [16, 18],
9. In a typical cold atom experiment, the Landau-Khalatnikov damping rate of the phonons in the concave case is much lower than that of
Beliaev-Landau in the convex case [18]. Since the collisional width ~Γq of the phonons is greatly reduced, the discrete nature of their energy levels
in the box potential, therefore the finite size effects, are more important. A condition of reaching the thermodynamic limit for Landau-Khalatnikov
processes is given in note 5 of reference [18]. The minimum box sizes required, of the order of 100 µm, remain however feasible in the laboratory
[7, 8].
10. The expression is greatly simplified by a trick already used by Landau and Khalatnikov: (i) we eliminate the factors 1 + n¯ thanks to the
relation 1+ n¯ = eβ(ǫ−µφ)n¯, (ii) we factorize as much as possible also using energy conservation, (iii) we make exponentials disappear by recognizing
eβ(ǫ−µφ) − 1 = 1/n¯ or using the relation inverse of that of (i).
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the angular mean ofA2δ is thus reduced to a difficult double integral. We have since realized that it is reducible to an
extremely simple analytic expression (see Appendix A):
∫
d2kˆ
∫
d2qˆ′[A(q, q′; k, k′)]2δ(ǫk + ǫk′ − ǫq − ǫq′ ) var fixed∼
ε→0
(4π)2
3|γ|
kBT
ρ2
(1 + u)4
k¯′
q¯q¯′k¯
[min(q¯, q¯′, k¯, k¯′)]3 (37)
where the Grüneisen parameter u = ∂ ln c/∂ lnρ is deduced from the equation of state of the Fermi gas at zero tem-
perature. Let us introduce a dimensionless time variable using the typical Landau-Khalatnikov Γth thermal damping
rate as in references [18, 16]:
t¯ = Γtht with Γth =
(
1 + u
2π
)4 (
kBT
mc2
)7
mc2
|γ|~
(
mc
~ρ1/3
)6
(38)
We thus obtain the small angle limit (kBT/mc2 → 0) of linearized kinetic equations:
d
dt¯
δnq = −4π3
∫ +∞
0
dq¯′
∫ q¯+q¯′
0
dk¯
q¯′k¯k¯′
q¯
[min(q¯, q¯′, k¯, k¯′)]3
×
δnq n¯
ℓ
k
n¯ℓ
k′(1 + n¯
ℓ
q′)
n¯ℓq
+ δnq′
n¯ℓ
k
n¯ℓ
k′(1 + n¯
ℓ
q)
n¯ℓq′
− δnk
n¯ℓqn¯
ℓ
q′(1 + n¯
ℓ
k′)
n¯ℓ
k
− δnk′
n¯ℓqn¯
ℓ
q′ (1 + n¯
ℓ
k
)
n¯ℓ
k′
 (39)
where k¯′ = q¯ + q¯′ − k¯ as in equation (35) and where the thermal occupation numbers must be those of the linearized
phonon spectrum ǫk ≃ ~ck:
n¯ℓk =
1
eβ(~ck−µφ) − 1 =
1
ek¯−ν − 1 (40)
as indicated by the exponent ℓ. The diagonal part of the integral equation (39) can be written −Γ¯qδnq, where Γ¯q =
Γq/Γth is the reduced decay rate of the wave number phonons q; thanks to the breakthrough in equation (37), we obtain
a much more explicit expression of the rate than in references [18, 16]:
Γ¯q =
4π
3q¯n¯ℓq
∫ +∞
0
dq¯′q¯′(1 + n¯ℓq′)
∫ q¯+q¯′
0
dk¯ k¯n¯ℓkk¯
′n¯ℓk′[min(q¯, q¯
′, k¯, k¯′)]3 (41)
We can go even further and obtain a single integral after integration on k¯ (see Appendix B).
Let’s continue calculating the component ∆C(τ) of zero long-time limit of the correlation function of dθˆ/dt. In its
expression (29), we now know the operator M, defined in reduced form by the right-hand side of equation (39). We
now have to determine the low temperature limit kBT/mc2 → 0 of the components ∆Aq of the source vector, taken at
fixed q¯ and ν. A fairly direct calculation 11 starting from equations (7, 22, 23, 30) gives
∆Aq
q¯ fixed∼
ε→0
kBTγ
4~N
(
kBT
mc2
)2 (
∂ ln |γ|
∂ ln ρ
− 2u
)
[q¯3 − X(ν) − Y(ν)q¯] (42)
with the coefficients X(ν) and Y(ν), originating from λǫ and λun, are functions of ν written in compact form as
X(ν) =
〈〈q¯2〉〉 〈〈q¯3〉〉 − 〈〈q¯〉〉 〈〈q¯4〉〉
〈〈q¯2〉〉 − 〈〈q¯〉〉2 (43)
Y(ν) =
〈〈q¯4〉〉 − 〈〈q¯〉〉 〈〈q¯3〉〉
〈〈q¯2〉〉 − 〈〈q¯〉〉2 (44)
11. A simplifying trick is to isolate in Aq a component proportional to ǫq, namely (2u/~N)ǫq (where the eigenenergy ǫq is not yet linearized
here), which brings out the term 2u/(~N) in λǫ ; the rest of Aq and λǫ , as well as λun , are already of order kBTε2, which is the leading order in
equation (42). As expected, the given values of X(ν) and Y(ν) express the fact that the vector Qd(0)∆~A written to the order kBTε2, with coordinates
∝ n¯ℓq(1 + n¯ℓq)(q¯3 − X(ν) − Y(ν)q¯), is orthogonal to the vectors of coordinates q¯ and q¯0 = 1, reflecting the absence of fluctuations of the energy and
the number of phonons.
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using the notation
〈〈q¯n〉〉 =
∫ +∞
0
dq¯ n¯ℓq(1 + n¯
ℓ
q)q¯
n+2
∫ +∞
0
dq¯ n¯ℓq(1 + n¯ℓq)q¯2
=
(n + 2)!gn+2(eν)
2g2(eν)
∀n ∈ N (45)
Here, gα(z) is the usual Bose function (or polylogarithm).
One last remark separates us from the result: for the Landau-Khalatnikov processes, we can give a hermitian form
to linearized kinetic equations (39) by taking as variables ψq¯ rather than δnq, with
q¯ δnq = [n¯
ℓ
q(1 + n¯
ℓ
q)]
1/2ψq¯ (46)
We then rewrite equation (39) in the form of a Schrödinger equation in imaginary time, with Dirac notation for
fictitious Fourier wave functions on the real half-line (ψq¯ ≡ 〈q¯|ψ〉, q¯ ∈ R+ being the wave vector of a fictitious particle
living in dimension one and 〈q¯|q¯′〉 = δ(q¯ − q¯′)):
d
dt¯
|ψ〉 = −Hˆ|ψ〉 (47)
The fictitious Hamiltonian Hˆ is a positive Hermitian operator; since −Hˆ and M have the same spectrum, we deduce
that the eigenvalues of M are real negative. Hˆ is indeed written as the sum of an operator Γˆ diagonal in the basis of
|q¯〉, which contains the decay rates (41) of the phonons,
Γˆ|q¯〉 = Γ¯q|q¯〉 (48)
and a non-local-in-qHermitian integral-kernel operator Vˆ , which describes the phonon redistribution by collision:
Hˆ = Γˆ + Vˆ (49)
The matrix elements of Vˆ have from equation (39) the elegant integral form 12
〈q¯|Vˆ |q¯′〉 = 4π
3
∫ +∞
0
dk¯
∫ +∞
0
dk¯′ δ(k¯ + k¯′ − q¯ − q¯′)[min(q¯, q¯′, k¯, k¯′)]3φ(k¯)φ(k¯′)
− 8π
3
∫ +∞
0
dk¯
∫ +∞
0
dk¯′ δ(k¯′ + q¯′ − q¯ − k¯)[min(q¯, q¯′, k¯, k¯′)]3φ(k¯)φ(k¯′) (50)
with
φ(k¯) = k¯[n¯ℓk(1 + n¯
ℓ
k)]
1/2 (51)
We give an explicit expression in terms of Bose’s functions in Appendix B. We finally obtain the low-temperature
equivalent of the sub-ballistic contribution (26) to the variance of the phase shift of the condensate:
Vars-bal[θˆ(t) − θˆ(0)] t¯,νfixed∼
kBT/mc2→0
1
N
16π6|γ|4
(1 + u)8
(
mc2
kBT
)5 (
~ρ1/3
mc
)9 (
∂ ln |γ|
∂ lnρ
− 2u
)2
V¯(t¯) (52)
with 13
V¯(t¯) = 〈χ|e
−Hˆ t¯ − 1 + Hˆ t¯
Hˆ2
|χ〉 and 〈q¯|χ〉 = φ(q¯)[q¯3 − X(ν) − Y(ν)q¯] (53)
the limit ε→ 0 being taken at fixed reduced time t¯ given by equation (38) and at fixed phonon fugacity eν. The rest of
this work is devoted to studying the reduced variance V¯(t¯) in the collision-dominated regime t¯ ≫ 1.
12. We use the same kind of trick as in note 10.
13. This expression of V¯(t¯) comes from the formal integration of
∫ t¯
0
dτ¯ (t¯ − τ¯)〈χ|e−Hˆ τ¯ |χ〉, where ∆C¯(τ¯) = 〈χ|e−Hˆτ¯ |χ〉 is a dimensionless form of
∆C(τ).
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4.3.2. Studying V¯(t¯) in the rate approximation
In an exploratory way, we first use the rate approximation proposed in reference [36], which consists in keeping
in the right-hand side of linearized kinetic equations (39) the decay term −Γ¯qδnq only, which makes them diagonal.
This kind of approximation is quite common in solid state physics, see equation (16.9) in reference [37]; we must of
course keep the dependence of the rate on the wave number q, which plays a crucial role. In the fictitious Schrödinger
formulation (47), this amounts to neglecting Vˆ in the Hamiltonian (49). Replacing Hˆ with Γˆ in equation (53), and
setting Γ¯(q¯) = Γ¯q, we end up with the approximation
V¯app(t¯) =
∫ +∞
0
dq¯
〈q¯|χ〉2
Γ¯(q¯)2
[
e−Γ¯(q¯)t¯ − 1 + Γ¯(q¯)t¯
]
(54)
Its behavior at long times is dominated by the more or less singular behavior of the integrand at low wave number q¯.
Its analysis must therefore distinguish cases of a negative (ν < 0) or zero (ν = 0) phonon chemical potential.
Case ν < 0. The decay rate Γ¯(q¯) goes to zero quadratically in q¯ = 0, and we have the expansion
Γ¯(q¯)
ν<0
=
q¯→0
C(ν)q¯2[1 + α(ν)q¯ + O(q¯2)] (55)
An integral expression of the coefficientsC(ν) and α(ν), as well as the sub-subdominant term, is given in Appendix B.
We just need to know here that C(ν) and α(ν) are positive. Since 〈q¯|χ〉2 also vanishes quadratically:
〈q¯|χ〉2 ∼
q¯→0
q¯2n¯0(1 + n¯0)X(ν)
2 (56)
with n¯0 = (e−ν − 1)−1, we can separate in the integral (54) the term Γ¯(q¯)t¯, to obtain a diffusive dominant behavior at
long times, but we can not separate the constant term −1 without triggering an infrared divergence: unlike the case
(9) of the convex acoustic branch, the sub-diffusive term is no longer a mere delay to diffusion, but is itself divergent
at long times. A complete mathematical study obtains, from the following behavior at low q¯ under the integral sign in
equation (54),
〈q¯|χ〉2
Γ¯(q¯)2
ν<0
=
q¯→0
−A¯app(ν)C(ν)−1/2 − B¯app(ν)q¯ + O(q¯2)
q¯2
(57)
the particularly rich asymptotic expansion (see Appendix C)
V¯app(t¯) ν<0=
t¯→+∞
D¯app(ν)t¯ + A¯app(ν)(πt¯)
1/2 + B¯app(ν) ln(t¯
1/2) + E¯app(ν) + o(1) (58)
with
D¯app(ν) =
∫ +∞
0
dq¯
〈q¯|χ〉2
Γ¯(q¯)
(59)
A¯app(ν) =
−X(ν)2n¯0(1 + n¯0)
C(ν)3/2
(60)
B¯app(ν) =
−2X(ν)2n¯0(1 + n¯0)
C(ν)2
[
Y(ν)
X(ν)
− α(ν) −
(
1
2
+ n¯0
)]
(61)
E¯app(ν) = −
∫ q¯c
0
dq¯
[ 〈q¯|χ〉2
Γ¯(q¯)2
+
A¯app(ν)C(ν)−1/2 + q¯B¯app(ν)
q¯2
]
−
∫ +∞
q¯c
dq¯
〈q¯|χ〉2
Γ¯(q¯)2
−A¯app(ν)C(ν)−1/2
[
1
q¯c
− 1
2
α(ν)
]
+ B¯app(ν)
{
ln[q¯cC(ν)
1/2] +
1
2
γEuler
}
(62)
In equation (62), γEuler = −0.577 215 . . . is the Euler constant and q¯c > 0 is an arbitrary cut-off; the value of E¯app(ν)
does not depend on it, as can be verified by taking the derivative with respect to q¯c. The four coefficients of expansion
(58) are represented as a function of the reduced chemical potential ν of the phonons in figure 2 (red solid line). They
exhibit when ν → 0− a divergent behavior, which we compensate by multiplying them by well chosen powers of
th |ν|; similarly, we multiply the last three coefficients by a well chosen power of eν in order to compensate for their
divergence in ν = −∞. The plotted functions are therefore bounded.
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Figure 2: Coefficients D¯, A¯, B¯ and E¯ from the long-time expansion of the sub-ballistic variance (53) of the condensate phase shift, see equations
(73) and (58), depending on the reduced chemical potential ν = µφ/kBT of the phonon gas. Here the acoustic branch has a concave start and the
collisional processes between phonons taken into account are those of Landau-Khalatnikov at small angles. Black discs (sometimes with a thin line
to guide the eye): exact results obtained numerically. Red solid line: results (59, 60, 61, 62) in the rate approximation. Dashed: limiting behaviors
(90, 91) and (98, 99, 100, 101) predicted analytically. The coefficients are multiplied by the powers of th |ν| and eν giving them finite and non-zero
limits in ν = 0 and ν = −∞. Insets are magnifications.
Case ν = 0. The divergence of the phase diffusion coefficient in ν = 0 suggests a superdiffusive behavior of the
sub-ballistic variance at zero phonon chemical potential, at least in the rate approximation. Now, the decay rate of the
phonons vanishes cubically in q¯ = 0 [38, 18, 16]:
Γ¯(q¯)
ν=0
=
q¯→0
C0q¯
3[1 + α0q¯ + O(q¯
2)] (63)
with the explicit forms obtained in Appendix B (the value of C0 is in agreement with references [18, 16], that of α0 is
new; Appendix B also gives the coefficient of the sub-sub-dominant term):
C0 =
16π5
135
and α0 = − 15
8π2
− 45ζ(3)
4π4
(64)
and we obtain an abnormally rapid sub-ballistic spreading of the condensate phase (see Appendix C):
V¯app(t¯) ν=0=
t¯→+∞
d¯
app
0 t¯
5/3 + d¯
app
1 t¯
4/3 + d¯
app
2 t¯ ln t¯ + O(t¯) (65)
We give here explicitly only the coefficient of the dominant term,
d¯
app
0 =
3X20Γ(1/3)
10C1/30
with X0 = lim
ν→0−
X(ν) = −360π
4
7
π2ζ(3) − 7ζ(5)
π6 − 405ζ(3)2 (66)
which depends only on the dominant term in the low q¯ expansion:
〈q¯|χ〉2
Γ¯(q¯)2
ν=0
=
q¯→0
X20
C20q¯
6
+ O(1/q¯5) (67)
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Figure 3: Interpolation law (solid line) connecting the superdiffusive regime (Θ≪ 1) and the diffusive regime (Θ≫ 1) of the sub-ballistic spreading
of the condensate phase at very low reduced phonon chemical potential (ν = µφ/kBT → 0− to Θ fixed) due to small-angle Landau-Khalatnikov
collisions. The renormalized time Θ is that of equation (71), and the plotted function is the integral I(Θ) in the right-hand side of equation (72).
The interpolation law, initially obtained in the rate approximation (54), is in fact a low ν exact equivalent of the reduced sub-ballistic variance V¯(t¯)
as shown in section 4.3.3, see equation (92). Dashed: limiting behaviors I(Θ) ∼ 310Γ(1/3)Θ5/3 for Θ → 0 and I(Θ) ∼ 12Θ for Θ → +∞. Red
disks: numeric results for ν = −1/10 from the exact expression (79) of V¯(t¯) and subjected to the same rescaling as in equation (72) (we give
C(ν = −1/10) = 2.596 303 . . . and X(ν = −1/10) = −75.909 694 . . .); the fact that the red disks are close to the solid line shows the success of the
rate approximation, and more generally of the interpolation law, for very small non-zero ν.
Case ν infinitesimal nonzero: connection between superdiffusive and diffusive regime. If ν is nonzero but very close
to zero, |ν| ≪ 1, it is expected that V¯app(t¯) present first a superdiffusive behavior t¯5/3, like that of (65) for ν = 0,
before reconnecting at long enough time to the diffusive behavior (58) expected for ν < 0. The existence of these two
temporal regimes results from the presence at low |ν| of two quite distinct scales of variation with q¯ of the occupation
numbers n¯ℓq, that is q¯ = |ν| and q¯ = 1, see equation (40). Due in particular to the presence of n¯ℓq in the denominator
of equation (41), the decay rate Γ¯(q¯) also presents these two scales. At long times t¯ ≫ 1 but not too long, integral
(54) is dominated by values of q¯ such that |ν| ≪ q¯ ≪ 1 and the sub-ballistic spreading of the condensate phase is
super-diffuse; at very long times, the values q¯ ≪ |ν| dominate and spreading is diffusive. Mathematically, to describe
the crossover between both sides of the q¯ = |ν| scale, we perform in integral (54) the change of variable
q¯ = |ν|Q (68)
and let ν go to 0 for fixed Q. The calculation also gives the low-q¯ uniform approximations
n¯ℓq
Q fixed
=
ν→0−
1
|ν|(Q + 1) −
1
2
+ O(ν) (69)
Γ¯(q¯)
Q fixed
=
ν→0−
|ν|2C(ν)Q2(Q + 1)[1 + |ν|Φ(Q) + O(|ν| ln |ν|)2] (70)
where Φ(Q), independent of ν, has an explicit expression given in Appendix C and C(ν) ∼
ν→0−
|ν|C0 as one might
expect. Under the exponential in equation (54), we must rescale the time as follows:
Θ = C(ν)|ν|2t¯ (71)
and we obtain the sought phase-shift expression connecting the two spreading regimes ∝ Θ5/3 for Θ ≪ 1 and ∝ Θ for
Θ ≫ 1:
V¯app(t¯) Θ fixed∼
ν→0−
X(ν)2
C(ν)2|ν|3 I(Θ) with I(Θ) =
∫ +∞
0
dQ
e−Q
2(1+Q)Θ − 1 + Q2(1 + Q)Θ
Q2(1 + Q)4
(72)
The integral in equation (72) admitting a priori no simple expression, we have plotted it in figure 3.
Moral of the study. The exotic behaviors (58) and (65) of the condensate phase shift predicted in the thermodynamic
limit by the rate approximation for low-temperature T → 0 Landau-Khalatnikov collisions are of course only valid at
time scales 0(1/T 9), as stated in section 4.1. Their origin is clear and results from the combination of two effects:
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Figure 4: Reduced sub-ballistic variance V¯(t¯) of the condensate phase shift as a function of time due to small-angle Landau-Khalatnikov collisions,
obtained by numerical diagonalization of Hˆ in equation (53), for a reduced phonon chemical potential (a) ν = −1/2, (b) ν = 0. Black disks:
numerical results. Dashed: (a) exact diffusive part D¯t¯; (b): asymptotic equivalent d¯app0 t¯
5/3 predicted by the rate approximation, see equations (65,
66). Purple straight-looking full line in (a): asymptotic expansion (73), exact within o(1). Orange full line in (a): a hybrid approximation of V¯(t¯),
given by the sum of the numeric diffusive part D¯t¯ and the sub-diffusive part in the rate approximation.
— the decay rate of low wavenumber phonons tends to zero faster than in Beliaev-Landau damping, as q2 or even
q3 for ν = 0, instead of q.
— the existence of a second undamped mode of the linearized kinetic equations, associated with a new quantity
conserved by Landau-Khalatnikov collisions, the number of phonons Nφ, has a spectacular effect for ν = 0:
the function 〈q¯|χ〉2 no longer tends to zero when q¯ → 0, while this function (or its equivalent in equation (49)
of reference [36]) was vanishing quadratically in the Beliaev-Landau case. This is due to the fact that the new
left eigenvector of M, namely −→un, has constant coefficients (these are the weights of the occupation numbers
nq in Nφ) whereas the preexisting eigenvector, namely ~ǫ, has coefficients linear in q at low q (these are the
weights of nq in the energy).
It remains to be seen what part of truth the rate approximation contains.
4.3.3. Studying V¯(t¯) on the exact form
Let’s start from the expression (53) (exact at sufficiently low temperature) of the sub-ballistic variance of the
condensate phase shift. We first carried out a numerical study by discretizing and truncating the half-line q¯ ∈ [0,+∞[,
and diagonalising the corresponding matrix of Hˆ . 14
Case ν < 0. At long times, we find for V¯(t¯) a law of the same form as equation (58):
V¯(t¯) ν<0=
t¯→+∞
D¯(ν)t¯ + A¯(ν)(πt¯)1/2 + B¯(ν) ln(t¯1/2) + E¯(ν) + o(1) (73)
with the numerically obtained coefficients represented by black disks in figure 2. For the sake of illustration, we plot
as a function of time in figure 4, the numerically obtained sub-ballistic variance V¯(t¯), its diffusive part D¯(ν)t¯, which
approximates it rather badly, and its complete asymptotic expression (73). The latter, even if it is better, makes an
error of order 1/t¯1/2 (see note 33 of Appendix C), which tends rather slowly to zero. We therefore also represent a very
efficient hybrid approximation combining the exact diffusive part and the sub-diffusive part in the rate approximation.
But let’s go back to figure 2. Remarkably, the rate approximation is in perfect agreement with the numerical results
for the A¯ and B¯ coefficients of intermediate orders in time. On the other hand, for the coefficients D¯ and E¯ of extreme
orders in time, it quantitatively fails, except in the limit ν → 0− where it seems to give exact equivalents (see the
magnification in the insets). In particular, the phase diffusion coefficient does diverge when ν→ 0−.
14. In the most accurate calculations, we took a truncation q¯max = 40 + |ν|, and we extrapolated linearly to a step dq¯ = 0 from dq¯ = 0.004 and
dq¯ = 0.006 or 0.008. The case ν , 0 but |ν| ≪ 1 is hard to study because one has to have dq¯ < |ν|/10 for good convergence.
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Case ν = 0. The numerical computation fully confirms the superdiffusive spreading law V¯(t¯) ∝ t¯5/3 predicted by
the rate approximation, including the value (66) of the coefficient of t¯5/3, as can be judged qualitatively in figure
4b, and quantitatively on its variant (not reproduced here) plotting V¯(t¯)/t¯5/3 as a function of t¯−1/3 and extrapolating
quadratically to t¯−1/3 = 0.
Case ν very close to 0. Finally, for ν = −1/10, the crossover of V¯(t¯) from a superdiffusive spreading to diffusive
spreading is fairly well described by the interpolating law (72) derived from the rate approximation, as shown by
inclusion of the numerical results in the rescaled figure 3.
The reasons for success. It remains to understand analytically why the rate approximation is so good, and even
accurate for some quantities (A¯, B¯) or in some cases (ν → 0−). For that, let’s start from the form (49) of the fictitious
Hamiltonian Hˆ and let us interpret the two terms Γˆ and Vˆ:
— operator Γˆ is diagonal in the wave number space of the fictitious particle, i.e. in the continuous basis |q¯〉; the
associated eigenvalue Γ¯(q¯) is a positive and increasing function of q¯, vanishing quadratically in q¯ = 0 (at least
for ν < 0, see equation (55)) and tending to +∞ when q¯ → +∞, as shown by the equivalent in Appendix C
(even for ν = 0):
Γ¯(q¯) ∼
q¯→+∞
16π
3
g5(e
ν) q¯2 (74)
where g5 is a Bose function. Γˆ thus has the properties required to be considered formally as a kinetic energy
operator for the fictitious particle, even if the particle is always moving forward (q¯ ≥ 0).
— operator Vˆ is not diagonal in the basis |q¯〉 but its matrix elements 〈q¯|Vˆ |q¯′〉 quickly go to zero when q¯′ → +∞
for fixed q¯ and have no divergence at low q¯′ (they also tend to zero there), as we can verify on the explicit
expression given in Appendix B. We can therefore formally consider Vˆ as a short-range external potential for
the fictitious particle, even if it has the oddity of not being local in position. 15
Moreover, we know that the spectrum of Hˆ is non-negative: Hˆ comes in fine from a linearization of kinetic
equations, and small initial deviations from thermal occupation numbers can not diverge exponentially in time. The
fictitious potential Vˆ therefore does not lead to the formation of strictly bound states for the fictitious particle; it gives
rise, however, to two discrete (normalizable) eigenstates of Hˆ of zero eigenvalue, so exactly located at the threshold, 16
Hˆ |φ〉 = 0 and Hˆ( ˆ¯q|φ〉) = 0 (75)
consequences of conservation of energy and phonon number by Landau-Khalatnikov processes (the function 〈q¯|φ〉 is
that of equation (51) and ˆ¯q is the fictitious wave number operator). Hence the following important conclusion: the
other eigenstates of Hˆ are the stationary scattering states of the fictitious particle on the potential Vˆ . Each scattering
state is marked by the wave number q¯ of the incoming wave; the corresponding ket |ψq¯〉, the sum of the incoming
wave and the scattered wave, is written in the Fourier space
〈q¯′|ψq¯〉 = δ(q¯ − q¯′) + 〈q¯′|ψdiffq¯ 〉 (76)
The first term is a Dirac δ function, the second is a regular function of q¯′ except at q¯′ = q¯ where it diverges like
(q¯′ − q¯)−1, according to the usual wave scattering theory [39], which also shows that the eigenenergy of |ψq¯〉 reduces
to the (here fictitious) kinetic energy of the incoming wave:
Hˆ|ψq¯〉 = Γ¯(q¯)|ψq¯〉 (77)
The spectrum of Hˆ is thus reduced to the twice degenerate discrete zero eigenvalue and to the non-degenerate contin-
uous spectrum Γ¯(q¯):
Spec Hˆ = {0 ; 0} ∪ {Γ¯(q¯) | q¯ ∈ R+∗} (78)
15. More precisely, 〈q¯|Vˆ |q¯′〉 is the sum of two contributions. The first one tends uniformly to zero when q¯ and q¯′ tend to +∞; qualitatively, this
corresponds to a separable potential model 〈q¯|u〉〈u|q¯′〉 with 〈u|u〉 < +∞. The second one has a finite limit U˜(Q¯) when q¯ and q¯′ → +∞ at fixed
Q = q¯ − q¯′; qualitatively, this corresponds to a potential U(x) local in the position space of the fictitious particle, U˜(Q) being its Fourier transform.
Here U˜(Q) is rapidly decreasing. These statements are justified in Appendix B, see (B.36, B.37).
16. This is a simple rewrite of equation (20) according to the change of function (46).
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what a careful numerical study confirms.
Still according to scattering theory, normalized steady states as in equation (76) are orthogonal, 〈ψq¯|ψq¯′〉 = δ(q¯−q¯′).
By injecting a closure relation on the |ψq¯〉 into expression (53) of the sub-ballistic variance of the condensate phase
shift, we obtain the exact writing
V¯(t¯) =
∫ +∞
0
dq¯
|〈χ|ψq¯〉|2
Γ¯(q¯)2
[
e−Γ¯(q¯)t¯ − 1 + Γ¯(q¯)t¯
]
(79)
The rate approximation (54) thus amounts to neglecting the scattered wave in |ψq¯〉 (the second term in equation
(76)). This beautiful reinterpretation allows us to go beyond and estimate the first correction to the approximation
〈χ|ψq¯〉 ≃ 〈χ|q¯〉, treating the effect of Vˆ in the Born approximation: 17
|ψq¯〉 ≃ [1 + Gˆ0(Γ¯(q¯) + i0+)Vˆ]|q¯〉 (80)
where Gˆ0(z) = (z − Γˆ)−1, for z ∈ C \ R+, is the resolvent operator of the unperturbed Hamiltonian Γˆ. 18 It follows that
〈χ|ψq¯〉 − 〈χ|q¯〉 ≃
∫ +∞
0
dk¯
〈χ|k¯〉〈k¯|Vˆ |q¯〉
Γ¯(q¯) − Γ¯(k¯) + i0+ (81)
The correction is generally of order unity, hence the quantitative failure of the rate approximation on the diffusion
coefficient D¯(ν) for arbitrary ν (see figure 2a). In the special case of low wavenumbers q¯ → 0, on the other hand, the
matrix element of Vˆ tends to zero uniformly in k¯:
〈k¯|Vˆ |q¯〉 k¯=O(1)∼
q¯→0
[min(q¯, k¯)]3W(k¯, ν) (82)
The functionW(k¯, ν) is given in Appendix B. It suffices here to know that it is uniformly bounded on R+ × R−:
W(k¯, ν) = O(1) (83)
In particular, it has a finite and non-zero limit in k¯ = 0 (even for ν = 0). We deduce the following:
— for ν < 0 fixed, 19
〈χ|ψq¯〉 − 〈χ|q¯〉 =
q¯→0
O(q¯3 ln q¯) (84)
Since 〈χ|q¯〉 vanishes linearly in this limit, the rate approximation introduces a relative error of order q¯2 ln q¯ on
|〈χ|ψq¯〉|2 in equation (79). Also |〈χ|ψq¯〉|2/Γ¯(q¯)2 exactly has the Taylor expansion (57). The expressions (60, 61)
of the resulting coefficients A¯(ν) and B¯(ν) are exact. We write them here:
A¯(ν) =
−X(ν)2n¯0(1 + n¯0)
C(ν)3/2
(85)
B¯(ν) =
−2X(ν)2n¯0(1 + n¯0)
C(ν)2
[
Y(ν)
X(ν)
− α(ν) −
(
1
2
+ n¯0
)]
(86)
On the other hand, expressions (59) and (62) do not depend only on the behavior of 〈q¯|χ〉 in the neighborhood
of q¯ = 0; they do not give the exact value of D¯(ν) and E¯(ν).
17. We say “estimate" because the Born approximation does not give in the exact way the first correction to the rate approximation. Indeed, the
matrix elements 〈k¯|Vˆ |k¯′〉, for k¯ and k¯′ = O(1), are infinitesimal only if at least one of k¯ and k¯′ is. Now the next order of Born’s expansion of 〈k¯|ψq¯〉,
namely 〈k¯|Gˆ0VˆGˆ0Vˆ |q¯〉, where k¯ = O(1) and q¯ = o(1), gives rise to matrix elements 〈k¯|Vˆ |k¯′〉 of order unity since the function k¯′ 7→ 〈k¯′ |Vˆ |q¯〉 has a
width of order unity as shown by equation (82); this next order thus provides a relative correction of order unity to the Born term 〈k¯|Gˆ0Vˆ |q¯〉.
18. Equation (80) becomes exact if we replace Vˆ with the matrix Tˆ (z) = Vˆ + VˆGˆ(z)Vˆ where Gˆ(z) = (z − Hˆ)−1 is the resolvent operator of the
complete Hamiltonian and z = Γ¯(q¯) + i0+ .
19. Since the integral over k¯ in (81) is dominated by k¯ ≪ k¯c ≪ 1, where k¯c is arbitrary but fixed, we approximate W(k¯, ν) by W(0, ν),
〈χ|k¯〉 by −k¯[n¯0(1 + n¯0)]1/2X(ν), Γ¯(k¯) by C(ν)k¯2 and, of course, Γ¯(q¯) by C(ν)q¯2 . After the change of variable k¯ = q¯K, we find the integral
q¯3
∫ k¯c/q¯
0 dK K[min(1, K)]
3/(K2 − 1 − i0+) = O(q¯3 ln q¯).
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— for ν = 0, 20
〈χ|ψq¯〉 − 〈χ|q¯〉 =
q¯→0
O(q¯) (87)
Since 〈χ|q¯〉 tends to a finite and non-zero limit in q¯ = 0, the rate approximation introduces a relative error q¯ on
|〈χ|ψq¯〉|2. The expansion (67) is only affected to subdominant order. The same goes for equation (65). We thus
keep the exact result predicted by the rate approximation (see (66) for the expression of X0 and (64) for that of
C0):
V¯(t¯) ν=0=
t¯→+∞
d¯0 t¯
5/3 + O(t¯4/3) with d¯0 =
3X20Γ(1/3)
10C1/30
= 913.184 011 . . . (88)
— for ν infinitesimal non-zero, we saw in the rate approximation that the crossover of V¯(t¯) from superdiffusive
spreading to diffusive spreading is dominated by the wave numbers q¯ ≃ |ν|. We therefore set q¯ = |ν|Q as in
equation (68) and k¯ = |ν|K in the integral (81), then set ν to zero for fixed Q and K. Keeping the leading order
in expression (53) of 〈k¯|χ〉 and in equations (69, 70), and approximatingW(k¯, ν) byW(0, 0), we find that
〈χ|ψq¯〉 − 〈χ|q¯〉 Q fixed≃
ν→0−
X0
C0
W(0, 0)|ν|
∫ +∞
0
dK
K
K+1 [min(K,Q)]
3
K2(1 + K) − Q2(1 + Q) − i0+ = O(|ν|) (89)
Since 〈χ|q¯〉 ∼ −X0Q/(1 + Q) in this limit, the relative and absolute errors introduced on |〈ψq¯χ〉|2 by the rate
approximation are of order one in |ν|. The rate approximation therefore gives the exact values of the diffusion
coefficient D¯ and the constant term E¯ in the limit ν → 0− to leading order in |ν|:
D¯(ν) =
∫ +∞
0
dq¯
|〈χ|ψq¯〉|2
Γ¯(q¯)
=
ν→0−
X(ν)2
2C(ν)|ν| + O
(
ln |ν|
|ν|
)
(90)
E¯(ν) =
ν→0−
2X(ν)2
C(ν)2|ν|3
[
ln(C(ν)|ν|2) − 29
12
+ γEuler
]
+ O
(
ln |ν|
|ν|4
)
(91)
as we can see on the magnifications around ν = 0 in the insets of figures 2a and 2d. We obtained these results
by performing the change of variable q¯ = |ν|Q in equation (59) and in the first integral of equation (62) and
replacing the integrand with an equivalent for ν → 0 for fixed Q, see equation (70), thus making a relative
error O(|ν|) of the same order as in the rate approximation. In equation (62), we also replace A¯app(ν), B¯app(ν)
and α(ν) by equivalents and we neglect the second integral
∫ +∞
q¯c
of bounded contribution. 21 In the same way,
we deduce from equation (89) that the interpolation law (72) between the superdiffusive and diffusive sub-
ballistic spreadings, derived from the rate approximation, is in fact a low ν exact equivalent of V¯(t¯) for fixed
Θ = C(ν)|ν|2t¯, which we write here:
V¯(t¯) Θ fixed∼
ν→0−
X(ν)2
C(ν)2|ν|3
∫ +∞
0
dQ
e−Q
2(1+Q)Θ − 1 + Q2(1 + Q)Θ
Q2(1 + Q)4
(92)
Case ν→ −∞. Finally, another exact result can be obtained in the ν → −∞ limit where the phonon gas is nondegen-
erate. The thermal occupation numbers of the modes then tend exponentially to zero:
n¯ℓk ∼ν→−∞ e
νe−k¯ (93)
20. We can proceed as in note 19 except that 〈χ|k¯〉 →
k¯→0
−X0 and Γ¯(k¯) vanishes cubically. We find the integral q¯
∫ k¯c/q¯
0 dK[min(1, K)]
3/(K3 − 1 −
i0+) = O(q¯).
21. We take C(ν)−1/2 A¯app(ν) ∼ −X(ν)2/[|ν|2C(ν)2], B¯app(ν) ∼ 4X(ν)2/[C(ν)2 |ν|3] and 〈q¯|χ〉2/Γ¯(q¯)2 ∼ X(ν)2/[|ν|4C(ν)2Q2(1 + Q)4]. We also take
α(ν) ∼ 1/|ν|, as suggested by (70) and as confirmed by an explicit calculation (see Appendix B). In all these expressions, the relative error is O(|ν|).
It remains to say that
∫ q¯c/|ν|
0 dQ
[
1
Q2(1+Q)4
− 1
Q2
+ 4
Q
]
= 133 + 4 ln
q¯c
|ν| + O(|ν|).
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As we see on the expressions (41) of its diagonal part and (50) of its non diagonal part, the fictitious Hamiltonian (49)
tends to zero in the same way:
Hˆ ∼
ν→−∞
eνHˆ∞ (94)
where the Hˆ∞ operator is independent of ν. This also applies to the fictitious ket |χ〉 in equation (53): 22
|χ〉 ∼
ν→−∞
eν/2|χ∞〉 with 〈q¯|χ∞〉 = q¯ e−q¯(q¯3 − X∞ − Y∞q¯) (95)
If you cleverly redefine the time and the sub-ballistic variance of the condensate phase shift as follows, eν t¯ = t¯∞ and
V¯∞(t¯∞) = eνV¯(t¯), the reduced variance V¯∞(t¯∞) depends only on t¯∞ and no more on ν in the nondegenerate limit:
V¯∞(t¯∞) = 〈χ∞|e
−Hˆ∞ t¯∞ − 1 + Hˆ∞t¯∞
Hˆ2∞
|χ∞〉 (96)
Now it must have at long times t¯∞ an asymptotic expansion of the same form as (73):
V¯∞(t¯∞) =
t¯∞→+∞
D¯∞ t¯∞ + A¯∞(πt¯∞)1/2 + B¯∞ ln(t¯1/2∞ ) + E¯∞ + o(1) (97)
with analytically known A¯∞, B¯∞ and numerically computable D¯∞, E¯∞ constant coefficients. 23 If we go back to the
time variable t¯ and to the variance V¯(t¯) in equation (97), we must find the limiting behavior of equation (73) when
ν→ −∞, up to a relative error O(eν) as in equations (93, 94, 95), hence
D¯(ν) = D¯∞[1 + O(eν)] (98)
A¯(ν) = e−ν/2A¯∞[1 + O(eν)] (99)
B¯(ν) = e−νB¯∞[1 + O(eν)] (100)
E¯(ν) = e−ν(E¯∞ + B¯∞ν/2)[1 + O(eν)] (101)
These predictions are plotted as dashed lines in figure 2.
5. Conclusion
In a three-dimensional gas of N spin-1/2 fermions at equilibrium, that is spatially homogeneous, unpolarized and
isolated from its environment, a condensate of pairs accumulates during time t a phase shift θˆ(t) − θˆ(0). The variance
of this phase-shift at times long compared to the collision time between thermal phonons of the system was studied
in this paper. The gas is close to the thermodynamic limit, but remains of finite size. Its temperature is non-zero but
extremely low, sufficiently to justify the use of quantum hydrodynamics. We had to distinguish two cases, depending
on the strength of the contact interactions between opposite spin fermions.
In the first case, the phonon dispersion relation is convex at lowwavenumber q. The dominant collisional processes
are the three phonon Beliaev-Landau ones φ↔ φ + φ, with a time scale ∝ ~(mc2)5/2ǫ3/2F (kBT )−5, where c is the speed
of sound at zero temperature and ǫF the Fermi energy of the gas. The variance of the condensate phase shift is
asymptotically the sum of a ballistic term ∝ t2 and a subleading contribution 2D(t − t0) corresponding to a phase
diffusion with a time delay t0. The ballistic term results from the variations from one realization of the experiment to
the other of the conserved quantities, the total energy E and the total number N of fermions in the gas; it therefore
vanishes if the system is prepared in the microcanonical ensemble. It is insensitive to the initial fluctuations of other
observables because the phonon gas has an ergodic quantum dynamics. On the other hand, the coefficients D and t0,
of which we give analytic expressions, do not depend on the statistical ensemble in the thermodynamic limit. This
situation is very similar to that of a condensate in a weakly-interacting Bose gas [17].
22. We give X∞ = limν→−∞ X(ν) = −120 and Y∞ = limν→−∞ Y(ν) = 60.
23. We give D¯∞ ≃ 379, E¯∞ ≃ 101, A¯∞ = −(5!)2/(16π/3)3/2 ≃ −210 and B¯∞ = 2(5!)2(1 + α∞)/(16π/3)2 ≃ 180, knowing that α∞ =
limν→−∞ α(ν) = 3/4 after (B.19).
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In the second case, the phonon dispersion relation is concave at low wavenumber. The situation is then much
richer, the collisional processes having several relevant time scales. At the time scale ∝ ~(mc2)6(kBT )−7, the dominant
processes are the four-phonon Landau-Khalatnikov ones at small-angle (collisions q + q′ → k + k′ with angles
O(kBT/mc2) between the wave vectors). We limit ourselves here to times t negligible compared to ~(mc2)8(kBT )−9
to exclude other processes, and to isotropic thermal phonon distributions in q space for simplicity (the small-angle
Landau-Khalatnikov collisions, the way we treat them, do not thermalise the direction of q [30]). The total number
of phonons Nφ is thus effectively a constant of motion and the phonons exhibit, contrary to the previous case, quasi-
stationary distributions of nonzero chemical potential µφ, µφ < 0. The variance of the phase shift is then asymptotically
the sum of a ballistic term ∝ t2, a diffusive term 2Dt, exotic sub-sub-leading terms 2A(πt)1/2+2B ln(t1/2) and a constant
term. The coefficient of the ballistic term results, as in the first case, from the fluctuations of the conserved quantities,
here N, E and Nφ; it vanishes in a generalized microcanonical ensemble setting N, E and Nφ. The coefficients A and
B depend only on the infrared physics of the phonon gas, i.e., wave numbers q ≪ qth where qth = kBT/~c is the
thermal wave number. Their exact value can thus be obtained analytically by a simple rate approximation reducing
to their diagonal part, i.e. to their decay terms, the linearized kinetic equations on the fluctuations of the occupation
numbers of the phonon modes. The coefficient D and the constant term are dominated by this infrared physics only
when µφ/kBT → 0; within this limit, we obtain analytically their leading, divergent behavior. When the chemical
potential of the phonons is zero, µφ = 0, the variance of the condensate phase shift is asymptotically the sum of the
eternal ballistic term, of exotic superdiffusive terms (with non-integer exponents) d0t5/3 + d1t4/3 and sub-subleading
terms that are O(t ln t). The exact value of the coefficient d0 is obtained analytically by the rate approximation. One
can likewise obtain a very small non-zero µφ/kBT interpolating law describing the crossover, for the sub-ballistic
variance, from the superdiffusive spreading ∝ t5/3 to the diffusive spreading ∝ t, the regime change occurring at a time
t ∝ ~ǫ6F |µφ|−3(kBT )−4.
In all cases, we have used centrally the quantum generalization of the second Josephson relation, which links
the time derivative of the condensate-of-pairs phase operator θˆ to the occupation-number operators of the phonon
modes [1]. In all cases, we find that the coefficient of the ballistic term is O(1/N) for normal fluctuations of the
conserved quantities, and that all the coefficients of the sub-ballistic terms (D and Dt0 in the convex case, D, A, B,
the constant term, d0 and d1 in the concave case) are ∝ 1/N. In the concave case, new (and strong) results on the
Landau-Khalatnikov damping rate of phonons have been obtained (see in particular equation (41)), for µφ < 0 of
course but for µφ = 0 too; being only intermediate results here, they have been relegated to an appendix.
A natural extension of our work on the condensate-of-pairs phase spreading would be to perform the analysis
at longer time scales ~(mc2)8(kBT )−9 where the number of phonons is no longer conserved, to take into account
the coupling to fermionic BCS quasi-particles, i.e. the thermally broken pairs of fermions [40, 41], even to treat
the harmonically trapped case as it is done for bosons in reference [42]. Let us also point out, as an emerging and
promising research subject, the study of temporal coherence at nonzero temperature of an isolated low-dimensional
(Bose or Fermi) gas [43]; physics is quite different from our three-dimensional case in the thermodynamic limit since
there is no condensate anymore, but some of the theoretical tools of this work may be reused.
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Appendix A. Analytical calculation of the Landau-Khalatnikov angular average in equation (37)
To justify equation (37) and therefore the very simple expression of the Landau-Khalatnikov damping rate in
equation (41), it must be shown that the function of the reduced incoming and outgoing wave numbers (36) defined
on the hyperplane k¯ + k¯′ = q¯ + q¯′ by
F(q¯, q¯′; k¯, k¯′) ≡ q¯
′k¯
2q¯k¯′|w|
∫ π
0
dφ
∫ π/2
0
dα sin(2α)Θ
(−w
u
)
|Ared|2 (A.1)
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is simply
F(q¯, q¯′; k¯, k¯′) =
4π
3
[min(q¯, q¯′, k¯, k¯′)]3
q¯q¯′k¯k¯′
(A.2)
We have included here the results of reference [18] with almost the same notations. In particular, Θ is the Heaviside
function and
u =
1
k¯′
[
q¯(k¯ sin2 α − q¯′ cos2 α) + q¯′k¯(1 − sin 2α cosφ)
]
; w =
1
4
(
q¯3 + q¯′3 − k¯3 − k¯′3
)
(A.3)
Ared = 1
q¯′
(
cos2 α
(q¯+q¯′)2 − 3u4w
) − 1
k¯
(
sin2 α
(q¯−k¯)2 − 3u4w
) − 1
q¯′ cos2 α−k¯ sin2 α+u
(q¯′−k¯)2 − 3u4w k¯′
(A.4)
The function F inherits symmetry properties of the four-phonon coupling amplitude A(q, q′; k, k′) of the effective
Hamiltonian (31): F(q¯, q¯′; k¯, k¯′) = F(q¯′, q¯; k¯, k¯′) = F(q¯, q¯′; k¯′, k¯) = F(k¯, k¯′; q¯, q¯′). It is also a positively homogeneous
function of degree −1, F(λq¯, λq¯′; λk¯, λk¯′) = λ−1F(q¯, q¯′; k¯, k¯′) for all λ > 0, as can be seen easily on the form (A.1). So
one just needs to prove (A.2) on the fundamental domain 0 < k¯ < q¯ < 1/2 and k¯′ + k¯ = q¯′ + q¯ = 1, to which we now
restrict ourselves.
On this fundamental domain, w = − 34 (q¯ − k¯)(1 − k¯ − q¯) is negative and, introducing X = tanα, one has:
u > 0⇐⇒ sX − s
′
X
> cosφ⇐⇒ X > X0(φ) =
cosφ +
√
4ss′ + cos2 φ
2s
with s =
1
2(1 − q¯) > 0 and s
′ =
q¯ − k¯
2k¯
> 0
(A.5)
As suggested in a note of reference [16], we can perform a partial fraction decomposition of the reduced amplitude
Ared for the variable cosφ:
Ared = 1sin 2α
3∑
i=1
bi
ai − cos φ (A.6)
with
a1 =
1
2(1 − q¯) a
′
1 = −
(q¯ − k¯)(2 − k¯ − q¯)
2(1 − q¯) b1 =
(1 − k¯)(q¯ − k¯)(1 − k¯ − q¯)
k¯(1 − q¯)2 (A.7)
a2 =
1 − 2k¯
2k¯(q¯ − k¯) a
′
2 = −
q¯ − k¯
2k¯
b2 = − (1 − k¯)(q¯ − k¯)(1 − k¯ − q¯)
k¯2(1 − q¯) (A.8)
a3 =
1 − 2k¯
2[1 + k¯2 − k¯(3 − q¯)] a
′
3 =
(q¯ − k¯)(2 − k¯ − q¯)
2[1 + k¯2 − k¯(3 − q¯)] b3 = −
(1 − k¯)(q¯ − k¯)(1 − k¯ − q¯)2
k¯(1 − q¯)[1 + k¯2 − k¯(3 − q¯)] (A.9)
However, we must take the opposite strategy of this note by first integrating over the angle α rather than over the angle
φ:
F(q¯, 1 − q¯; k¯, 1 − k¯) = k¯(1 − q¯)
3q¯(1 − k¯)(q¯ − k¯)(1 − k¯ − q¯)
3∑
i, j=1
bib jI(ai, a
′
i; a j, a
′
j) (A.10)
where we introduced the function
I(a, a′; aˇ, aˇ′) ≡
∫ π
0
dφ
∫ +∞
X0(φ)
dX
X
(aX2 − X cosφ + a′)(aˇX2 − X cos φ + aˇ′) (A.11)
Second helpful observation, the coefficients ai and a′i obey the remarkable and unexpected relations
(aia
′
j − a ja′i)2 + (ai − a j)(a′i − a′j) = 0 ∀i, j ∈ {1, 2, 3} (A.12)
So we calculate the function I(a, a′; aˇ, aˇ′) only on the manifold
V = {(a, a′, aˇ, aˇ′) ∈ R4 | (aaˇ′ − a′aˇ)2 + (a − aˇ)(a′ − aˇ′) = 0} (A.13)
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The partial fraction decomposition of the integrand of (A.11) over real numbers vis-à-vis the variable X then exhibits a
global factor with a particularly simple dependence on φ, since it is ∝ sin−2 φ. 24 We are thus reduced, after integration
over X, to
I(a, a′; aˇ, aˇ′) =
J(a, a′) − J(aˇ, aˇ′) − 12K(a, a′) + 12K(aˇ, aˇ′)
aaˇ′ − a′aˇ + 2
a′J(a, a′) − aˇ′J(aˇ, aˇ′)
a′ − aˇ′ (A.14)
The functions of two variables that we introduced,
J(a, a′) ≡
∫ π−η
η
dφ
sin2 φ
cos φ√
4aa′ − cos2 φ
atan 2aΛ√
4aa′ − cos2 φ
− atan 2aX0(φ) − cosφ√
4aa′ − cos2 φ
 (A.15)
K(a, a′) ≡
∫ π−η
η
dφ
sin2 φ
ln
aX20(φ) − X0(φ) cosφ + a′
a
(A.16)
contain positive regularization parameters Λ and η which are set respectively to +∞ and 0+ at the end of the calcula-
tions. It remains to integrate equations (A.15, A.16) by parts, taking the derivative of the non-rational functions atan
and ln to get rid of them. 25 The fully integrated terms diverge as DJ(a, a′)/η + O(η) and DK(a, a′)/η + O(η) when
η→ 0; the expression of the coefficientsDJ(a, a′) and DK(a, a′) does not matter since their contributions exactly com-
pensate in the finite-limit function I(a, a′; aˇaˇ′). The remaining integrals converge when η → 0: they are Hadamard
finite parts Pf J and Pf K of the integrals J and K. They are integrals of rational functions f (φ) of cos φ and X0(φ),
which are in principle reducible to elliptic integrals [44]; actually, the symmetry trick replacing their integrand f (φ) by
[ f (φ) + f (π − φ)]/2 (which we can always do for a integral on [0, π]) removes the square root
√
4ss′ + cos2 φ coming
from X0(φ) and reduces us to integrals of rational fractions of cos φ,
Pf J(a, a′) = − a − s
1 − 4aa′
∫ π
0
dφ
a′(a′s + as′) − 12 (a′ + s′) cos2 φ
(as′ + a′s)2 + (a − s)(a′ + s′) cos2 φ (A.17)
Pf K(a, a′) = −(a − s)(a′ + s′)
∫ π
0
dφ
cos2 φ
(as′ + a′s)2 + (a − s)(a′ + s′) cos2 φ (A.18)
which are easily deduced from
∫ π
0
dφ [1 − C(a, a′) cos2 φ]−1 = π[1 − C(a, a′)]−1/2, where C(a, a′) has the same value
in PfJ(a, a′) and PfK(a, a′). 26 We thus obtain, after replacing J and K in (A.14) by their finite part Pf J and Pf K, an
essentially explicit expression of I(a, a′; aˇ, aˇ′):
I(a, a′; aˇ, aˇ′) =
Pf J(a, a′) − Pf J(aˇ, aˇ′) − 12Pf K(a, a′) + 12Pf K(aˇ, aˇ′)
aaˇ′ − a′aˇ + 2
a′Pf J(a, a′) − aˇ′Pf J(aˇ, aˇ′)
a′ − aˇ′ (A.19)
The computation of I(a, a′; aˇ, aˇ′) we just exposed fails in the particular case (a, a′) = (aˇ, aˇ′) and does not allow us a
priori to get the diagonal terms i = j in equation (A.10). A simple trick, however, bypasses the obstacle: just take
(a, a′) = (ai, a′i) and make (aˇ, aˇ
′) tend to (ai, a′i) in (A.19) while remaining on the manifold V of equation (A.13).
In practice, we take (aˇ, aˇ′) = (ai + ǫ, a′i + λiǫ) with ǫ → 0 and λi = [
√
1 − 4aia′i − (1 − 2aia′i)]/(2a2i ), that is
λ1 = λ2 = −(k¯ − q¯)2 and λ3 = −(k¯ − q¯)2/(1 − 2k¯)2. We finally get F(q¯, 1 − q¯; k¯, 1 − k¯) = 4πk¯2/[3q¯(1 − k¯)(1 − q¯)] as in
equation (A.2) restricted to the fundamental domain 0 < k¯ < q¯ < 1/2, which was to be demonstrated.
Appendix B. Expressions and analytical results on the Landau-Khalatnikov decay rate of phonons and on the
integral kernel of the corresponding linearized kinetic equations
To make the notation lighter, we omit here the bars above q¯, q¯′, k¯: wave numbers are implicitly expressed in units
of kBT/~c (T gas temperature, c speed of sound).
24. In the general case, we get a more complicated factor [(aaˇ′ − a′aˇ)2 + (a − aˇ)(a′ − aˇ′) cos2 φ]−2, and the rest of the computation fails.
25. In equation (A.15), the arc tangent and square root functions are defined on the complex plane. A primitive of cos φ/(sin2 φ
√
4aa′ − cos2 φ)
is
√
4aa′ − cos2 φ/[(1 − 4aa′) sin φ]. The square root
√
4aa′ − cos2 φ that it contains multiplies with that derived from the derivative of atan: the
integration by parts thus makes disappear in a single blow the two inconvenient square root and arc tangent functions.
26. Again, the situation is simpler than expected: (i) since a1 − s = 0 and a′2 + s′ = 0, we have PfJ(a1 , a′1) = PfK(a1, a′1) = PfK(a2, a′2) = 0 and
C(a1 , a′1) = C(a2 , a
′
2) = 0; (ii) 1 −C(a3 , a′3) = [(1 − k¯ − q¯)/(1 + k¯ − q¯)]2 is a perfect square.
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Appendix B.1. Case of the decay rate Γ¯q
Equation (41) gives Γ¯q as a double integral (instead of a quadruple integral in references [18, 16]). The inner
integral on k can however be performed analytically, which reduces Γ¯q to the following single integral:
Γ¯q =
8π
3qn¯ℓq
∫ +∞
0
dq′
q′(1 + n¯ℓq′)
eq+q′−2ν − 1F(min(q, q
′),max(q, q′)) (B.1)
with
F(q, q′) =
1
12
q3q′2(q′ + 3q) − q
5
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(q + q′) − 3q3q′[g2(eν−q) + g2(eν−q′)]
+ 6q2(2q′ − q)[g3(eν−q′ ) − g3(eν−q)] + 12q(3q − 2q′)[g4(eν−q) + g4(eν−q′ )]
+ 24(q + q′)[g5(eν) − g5(eν−q−q′)] + 24(q′ − 4q)[g5(eν−q′ ) − g5(eν−q)]
− 120[g6(eν) + g6(eν−q−q′ ) − g6(eν−q) − g6(eν−q′)] (B.2)
where gα(z) is the usual Bose function (or polylogarithm) with index α, gα(z) =
∑+∞
n=1 z
n/nα (for |z| < 1). We can show
that the integrand of (B.1) is a function of q′ of class C2, its third derivative being discontinuous in q′ = q.
Let’s briefly explain how equation (B.2) was obtained. The first step is to write explicitly the min in equation
(41). Since the integral on k is invariant by the change of variable k → q + q′ − k (its integrand is invariant under the
exchange of k and k′ = q + q′ − k), we can restrict it to the interval [0, (q + q′)/2] at the price of a multiplication by a
factor 2. Then k ≤ k′, k′ can never be the min and only four cases remain:
(1) q′ ≥ q, k > q: the contribution to Γ¯q is
Γ¯1(q) =
8πq2
3n¯ℓq
∫ +∞
q
dq′ q′(1+ n¯ℓq′) f1(q, q
′) with f1(q, q′) =
∫ (q+q′)/2
q
dk kk′n¯ℓkn¯
ℓ
k′ =
1
2
∫ q′
q
dk kk′n¯ℓkn¯
ℓ
k′ (B.3)
where we have this time used the symmetry k ↔ k′ to double the integration interval.
(2) q′ ≥ q, k < q: the contribution to Γ¯q equals
Γ¯2(q) =
8πq2
3n¯ℓq
∫ +∞
q
dq′ q′(1 + n¯ℓq′) f2(q, q
′) with f2(q, q′) =
1
q3
∫ q
0
dk k4k′n¯ℓkn¯
ℓ
k′ (B.4)
(3) q′ ≤ q, k < q′: the contribution to Γ¯q equals
Γ¯3(q) =
8πq2
3n¯ℓq
∫ q
0
dq′ q′(1 + n¯ℓq′) f3(q, q
′) with f3(q, q′) =
1
q3
∫ q′
0
dk k4k′n¯ℓkn¯
ℓ
k′ (B.5)
(4) q′ ≤ q, k > q′: the contribution to Γ¯q is
Γ¯4(q) =
8πq2
3n¯ℓq
∫ q
0
dq′ q′(1 + n¯ℓq′) f4(q, q
′) with f4(q, q′) =
q′3
q3
∫ (q+q′)/2
q′
dk kk′n¯ℓkn¯
ℓ
k′ (B.6)
The second step is to evaluate the functions fn(q, q′). We find that
f3(q, q
′) =
(
q′
q
)3
f2(q
′, q) and f4(q, q′) =
(
q′
q
)3
f1(q
′, q) (B.7)
It remains to calculate f1 and f2. Let’s explain with f1 how to proceed. One performs a partial fraction decomposition
of the integrand of f1(q, q′) with respect to the variable X = ek (the k monomial in the numerator is treated as a
constant) after translation of the integration variable by ν to get
f1(q, q
′) =
1/2
eq+q′−2ν − 1
∫ q′−ν
q−ν
dk
[
(k + ν)(q + q′ − ν − k)
ek − 1 −
(k + ν)(q + q′ − ν − k)
ek−(q+q′−2ν) − 1
]
(B.8)
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In the integral of the second term, we make the change of variable k → q + q′ − 2ν − k to bring it back to
f1(q, q
′) =
1
eq+q′−2ν − 1
[
1
2
∫ q′−ν
q−ν
dk (q + q′ − ν − k)(ν + k) +
∫ q′−ν
q−ν
dk
(k + ν)(q + q′ − ν − k)
ek − 1
]
(B.9)
that we know how to calculate since we know a primitive of kn/(ek − 1) on [0, 1],∀n ∈ N: 27
∫
dk
kn/n!
ek − 1 = −
n∑
s=0
ks
s!
gn+1−s(e−k) (B.10)
Appendix B.2. Case of the integral kernel of the hermitian form of the linearized kinetic equations
Let us start from the expression (50) of the integral kernel as the sum of two double integrals I and II. In the first
integral, we integrate trivially over k′ thanks to the Dirac δ function (k′ = q + q′ − k and k ≤ q + q′); by writing 28
φ(k)φ(k′)
in I
= k(q + q′ − k) e(q+q′)/2−νn¯ℓkn¯ℓk′ (B.11)
we get back to the same integral over k as in Γ¯q. In the second double integral, we choose q ≥ q′ (without loss
of generality given the Hermitian symmetry) and we integrate trivially over k′ thanks to the Dirac δ function (k′ =
k + q − q′ ≥ k) to obtain
〈q|VˆII |q′〉 =
q′≤q
−8π
3
∫ +∞
0
dk k(k + q − q′)ek+ q−q
′
2 −νn¯ℓkn¯
ℓ
k+q−q′[min(q
′, k)]3 (B.12)
It remains to distinguish k ≤ q′ and k ≥ q′, to perform a partial fraction decomposition of the integrand vis-à-vis
X = ek then use (B.10). We finally find 29
〈q|Vˆ |q′〉 = 〈q|VˆI |q′〉 + 〈q|VˆII |q′〉 (B.13)
〈q|VˆI |q′〉 = 4π
3 sh
(
q+q′
2 − ν
) F(min(q, q′),max(q, q′)) (B.14)
〈q|VˆII |q′〉 = − 4π
3 sh
∣∣∣ q−q′
2
∣∣∣ G(max(q, q′),min(q, q′)) (B.15)
where the function F is that of equation (B.2) and the functionG is given by
G(q, q′)= 3qq′3[g2(eν−q) − g2(eν−q′)] + 6q′2(2q + q′)[g3(eν−q) − g3(eν−q′ )]
+ 12q′(2q + 3q′)[g4(eν−q) − g4(eν−q′ )] + 24(q − q′)[g5(eν) − g5(eν+q′−q)]
+ 24(q + 4q′)[g5(eν−q) − g5(eν−q′)] + 120[g6(eν) + g6(eν−q) − g6(eν−q′) − g6(eν−q+q′ )] (B.16)
Considered as a function of q′, 〈q|Vˆ |q′〉 is continuous but has a kink in q′ = q because of contribution II.
Appendix B.3. Applications
Let us give without proof some Taylor or asymptotic expansions of the decay rate Γ¯q and the integral kernel
〈q|Vˆ |q′〉.
27. One may take the derivative of equation (B.10) with respect to k and use ddt [gα(e
−t)] = −gα−1(e−t) and g0(e−t) = 1/(et − 1).
28. Bose’s law obeys 1 + n¯ℓ
k
= ek−νn¯ℓ
k
so φ(k)φ(k′) = e(k+k
′)/2−νkk′ n¯ℓ
k
n¯ℓ
k′ in full generality.
29. The inversion between max and min in equation (B.15) is not a typo but is an arbitrary historical choice.
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Appendix B.3.1. Γ¯q at low q
We have to distinguish the cases ν < 0, ν = 0 and ν infinitesimal.
— Case ν < 0: Γ¯q has the Taylor expansion
Γ¯(q)
ν<0
=
q→0
C(ν)q2[1 + α(ν)q + β(ν)q2 + O(q3)] (B.17)
with
C(ν) =
4π
3n¯0
J0(ν) (B.18)
α(ν) = n¯0 + 1 +
J1(ν)
J0(ν)
(B.19)
β(ν) = (n¯0 + 1)
[
1
2
+
J1(ν)
J0(ν)
]
+
J2(ν)
2J0(ν)
− 1
5
n¯0
g2(eν)
J0(ν)
(B.20)
Here,
Jn(ν) =
∫ +∞
0
dk
f (n)(k)
1 − e−k
{
k[g2(e
ν) − g2(eν−k)] + 2[g3(eν) − g3(eν−k)]
}
(B.21)
f (n)(k) being the nth derivative of the f (k) = kn¯ℓ
k
function with respect to k.
— Case ν = 0: Γ¯q has the Taylor expansion
Γ¯(q)
ν=0
=
q→0
C0q
3[1 + α0q + β0q
2 + O(q3)] (B.22)
with
C0 =
4π
3
J0(0) =
16π5
135
(B.23)
α0 =
J1(0) − ζ(2)
J0(0)
+
1
2
= − 15
8π2
− 45ζ(3)
4π4
(B.24)
β0 =
7
10 + J1(0) + J2(0)
2J0(0)
+
1
6
=
3
π4
+
5
16π2
(B.25)
— Case ν infinitesimal: for ν tending to zero in Γ¯q at fixed Q = q/|ν|, we get the expansion (70) with
Φ(Q) =
15
2π2
{[
−1
4
− 3ζ(3)
2π2
]
Q +
(
1 +
1
Q3
)
ln(1 + Q) − 1
Q2
+
1
2Q
− 1
3
}
(B.26)
Our motivation for calculating Φ(Q) was the following finding: the low q expansion
eν/2[n¯ℓq(1 + n¯
ℓ
q)]
1/2Γ¯q
4π
3 q
2J0(ν)
ν fixed
=
q→0
1 + αˇ(ν)q + O(q2) (B.27)
exhibits a discontinuous coefficient αˇ(ν) in ν = 0. The calculation is simple. On the one hand, αˇ(0) = α0. On
the other hand, for ν > 0, αˇ(ν) = α(ν) − (n¯0 + 1/2) = 1/2 + J1(ν)/J0(ν), and we take the limit ν → 0− noting
that J0(ν) is continuous (J0(ν) →
ν→0−
J0(0) = 4π4/45) while J1(ν) is not (J1(ν) →
ν→0−
J1(0) + 2ζ(2)), 30 so that
αˇ(ν) →
ν→0−
αˇ(0−) =
15
4π2
− 45ζ(3)
4π4
, αˇ(0) = − 15
8π2
− 45ζ(3)
4π4
(B.28)
30. In other words, to get this limit, it is incorrect to make ν tend to zero under the integral sign in J1(ν), while it is legitimate in J0(ν). Indeed,
for k ≈ |ν|, f (k) ≃ k/(k + |ν|) is uniformly bounded but f ′(k) ≃ |ν|/(k + |ν|)2 is not. We must treat separately in J1(ν), for ε≪ 1 fixed, the integration
subinterval [ε,+∞[ (on which we can make ν → 0− at fixed k) and the sub-interval [0, ε] (on which we must make ν → 0− at fixed K = k/|ν|); the
bit
∫ ε
0 dk contributes in the limit ν→ 0− by the value 2ζ(2) = π2/3.
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In expansion (B.27) we therefore can not exchange the limits q→ 0 and ν→ 0−. To get the coefficient αˇ(0−),
we have to make q tend to zero faster than ν so Q→ 0 in equation (B.26). To get αˇ(0), we have to make ν tend
to zero faster than q so Q→ +∞ in equation (B.26). And one has indeed,
Φ(Q) ∼
Q→0
αˇ(0−)Q and Φ(Q) ∼
Q→+∞
αˇ(0)Q (B.29)
The function Φ(Q) allows one to connect the two limiting cases 0 < q ≪ |ν| ≪ 1 and 0 < |ν| ≪ q ≪ 1.
Appendix B.3.2. Γ¯q at large q
We discovered that the asymptotic series in the variable 1/q has a finite number of nonzero terms which results in
an exponentially small error, for ν being zero or < 0:
Γ¯q =
q→+∞
8π
3q
[ 3∑
n=0
qncn(ν) + O
(
q4e−q
) ]
(B.30)
with
c3 = 2 g5(e
ν) (B.31)
c2 = 30 g6(e
ν) (B.32)
c1 = −36 g7(eν) + 2
∫ +∞
0
dq q4g0(e
ν−q)[g2(eν−q) + qg1(eν−q)] (B.33)
c0 = −252 g8(eν) (B.34)
Appendix B.3.3. 〈k|Vˆ |q〉 at low q
At ν fixed to zero or to a < 0 value, we take k = O(1) not necessarily fixed when q → 0. 31 We must therefore
distinguish the cases k < q and k > q in equation (B.13) applied to 〈k|Vˆ |q〉. We then prove the equivalent (82) with
W(k, ν) = 4π
3 sh( k2 − ν)
{
k3
12
+ k[g2(e
ν) + g2(e
ν−k)] + 2[g3(eν−k) − g3(eν)]
}
− 4π
3 sh k2
{
k[g2(e
ν) − g2(eν−k)] + 2[g3(eν) − g3(eν−k)]
}
(B.35)
This expression is extended by continuity to R+×R−, the numerator of the first (second) contribution tending quadrat-
ically (linearly) to zero where its denominator (always linearly) vanishes. In particular, lim(k,ν)→(0,0)W(k, ν) ≡
W(0, 0) = −8π3/9. The function W(k, ν) so extended is bounded. Moreover, when ν → 0− and (k, q) → (0, 0)
at fixed k/|ν| = K and q/|ν| = Q, we have checked that equation (82) always holds, W(k, ν) being replaceable by
W(0, 0).
Appendix B.3.4. 〈q|Vˆ |q′〉 at large wave number
Let’s start from equation (B.13). If q′ → +∞ for fixed q, 〈q|Vˆ |q′〉 exponentially tends to zero, it is O(q′3e−q/2). If
q and q′ both tend to infinity, the contributions I and II behave differently:
〈q|VˆI |q′〉 ∼
q,q′→+∞
2π eν
9
q3q′3e−(q+q
′)/2
[
1 + O
(
min(q, q′)
max(q, q′)
)]
(B.36)
〈q|VˆII |q′〉 ∼
q,q′→+∞
−32π
sh
∣∣∣ q−q′
2
∣∣∣
{
|q − q′|[g5(eν) − g5(eν−|q−q′ |)] + 5[g6(eν) − g6(eν−|q−q′ |)]
}
(B.37)
This justifies the distinction made in note 15.
31. In practice, we treat the cases q → 0 at fixed k and q → 0 at fixed K = k/q, then we check that they are well represented by the single
expression (82, B.35).
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Appendix C. Long-time sub-ballistic variance of the condensate phase shift in the concave case
The reduced sub-ballistic variance V¯(t¯) of the condensate phase shift in the presence of low-temperature Landau-
Khalatnikov processes is given in the exact theory by equation (79) and in the rate approximation by equation (54). In
both cases, it takes the form
V¯(t¯) =
∫ +∞
0
dq¯
f (q¯)
Γ¯(q¯)2
[
e−Γ¯(q¯)t¯ − 1 + Γ¯(q¯)t¯
]
(C.1)
where f (q¯) is a regular function, with a Taylor expansion in q¯ = 0. The goal is to calculate the asymptotic expansion
of V¯(t¯) for t¯ → +∞. This is done by distinguishing the cases ν < 0 and ν = 0 (ν = µφ/kBT , where µφ is the chemical
potential of the phonon gas) which lead to different behaviors for f (q¯) and Γ¯(q¯) in the neighborhood of q¯ = 0. In
both cases, Γ¯(q¯) is a strictly increasing function of q¯ tending to +∞ when q¯ → +∞, 32 which will make it possible to
perform a simplifying change of variable in equation (C.1).
Appendix C.1. Case ν < 0
Γ¯(q¯) vanishes quadratically in q¯ = 0 (see equation (55)) and the same for f (q¯) (see equation (56) for the rate
approximation and equation (84) for the exact theory). We can separate in equation (C.1) the linear-in-time diffusive
part (it comes from the term Γ¯(q¯)t¯ between brackets). In the rest, we take as the new integration variable
Ω = [Γ¯(q¯)]1/2 (C.2)
the exponent 1/2 ensuring that Ω is to leading order a linear function of q¯ at low q¯. Then f (q¯)/Γ¯(q¯)2 diverges as 1/Ω2
at the origin and V¯(t) can be written as
V¯(t¯) = D¯t¯ +
∫ +∞
0
dΩ
F(Ω)
Ω2
(e−Ω
2 t¯ − 1) (C.3)
with
D¯ =
∫ +∞
0
dq¯
f (q¯)
Γ¯(q¯)
and F(Ω) =
f (q¯)
dΩ
dq¯ Γ¯(q¯)
=
2 f (q¯)
[Γ¯(q¯)]1/2Γ¯′(q¯)
(C.4)
F(Ω) has in q¯ = Ω = 0 a Taylor expansion in powers of q¯ and also in powers of Ω:
F(Ω) =
Ω→0
F(0) + ΩF′(0) + O(Ω2) (C.5)
with F(0) , 0. Let’s introduce an arbitrary cut-off q¯c > 0 on the wavenumber q¯ so a cut-off Ωc = [Γ¯(q¯c)]1/2 on Ω. In
the integral (C.3), the upper contribution has a finite limit when t¯→ +∞, obtained by neglecting the exponential term
in time: this term has an upper bound e−Ω
2
c t¯ and can be neglected without triggering any divergence in the integral
(
∫ +∞
Ωc
dΩ F(Ω)/Ω2 < ∞). In the lower contribution, we first have to separate out the affine approximation (C.5) from
F(Ω) before we can neglect the exponential term: 33
∫ Ωc
0
dΩ
F(Ω)
Ω2
(e−Ω
2 t¯ − 1) =
t¯→+∞
∫ Ωc
0
dΩ
F(Ω) − F(0) − F′(0)Ω
Ω2
(−1)
+ F(0)
∫ Ωc
0
dΩ
e−Ω
2 t¯ − 1
Ω2
+ F′(0)
∫ Ωc
0
dΩ
e−Ω
2 t¯ − 1
Ω
+ o(1) (C.6)
We then give the results (the notation O(X−∞) indicates a rapidly decreasing function)
∫ X
0
dx
e−x
2 − 1
x2
=
X→+∞
−π1/2 + 1
X
+ O(X−∞) (C.7)
∫ X
0
dx
e−x
2 − 1
x
=
X→+∞
− ln X − 1
2
γEuler + O(X
−∞) (C.8)
32. Actually, as soon as Γ¯(q¯) is a strictly increasing function on a neighborhood of q¯ = 0 and remains elsewhere at a non-zero distance from
zero, our results apply.
33. In this case, we make an error O(
∫ +∞
0 dΩ e
−Ω2 t¯) = O(t¯−1/2), instead of an exponentially small error in time.
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to which we are reduced by the change of variable Ω = x/t¯1/2. We thus find an asymptotic expansion of the form (58,
73) with coefficients
A(ν) = −F(0) (C.9)
B(ν) = −F′(0) (C.10)
E(ν) = −
∫ Ωc
0
dΩ
F(Ω) − F(0) − F′(0)Ω
Ω2
−
∫ +∞
Ωc
dΩ
F(Ω)
Ω2
+
F(0)
Ωc
− F′(0)
(
lnΩc +
1
2
γEuler
)
(C.11)
It remains to make the link with the original integration variable q¯ of equation (C.1). The calculation shows that
q¯2 f (q¯)
Γ¯(q¯)2
=
q¯→0
F(0)C(ν)−1/2 + q¯F′(0) + O(q¯2) (C.12)
where C(ν) = limq¯→0 Γ¯(q¯)/q¯2; this equation (C.12), written in the main text as (57), is convenient because it gives
access to F(0) and F′(0) without ever going through the Ω variable. We obtain equations (60, 61). Returning to the
variable q¯ in equation (C.11) we find
E(ν) = −
∫ q¯c
0
dq¯
[
f (q¯)
Γ¯(q¯)2
− F(0)C(ν)
−1/2 + q¯F′(0)
q¯2
]
−
∫ +∞
q¯c
dq¯
f (q¯)
Γ¯(q¯)2
+ F(0)C(ν)−1/2
[
1
q¯c
− 1
2
α(ν)
]
− F′(0)
{
ln[q¯cC(ν)
1/2] +
1
2
γEuler
}
(C.13)
knowing that
lim
q¯→0
1
[Γ¯(q¯)]1/2
− 1
q¯C(ν)1/2
= − α(ν)
2C(ν)1/2
and lim
q¯→0
ln q¯ − 1
2
ln Γ¯(q¯) = −1
2
lnC(ν) (C.14)
according to equation (55). This proves equation (62).
Appendix C.2. Case ν = 0
In this case, Γ¯(q¯) vanishes cubically at q¯ = 0 (see equation (63)) and f (q¯) does not vanish. To have a new
integration variable Ω that is linear in q¯ to leading order, we set
Ω = [Γ¯(q¯)]1/3 (C.15)
Then f (q¯)/Γ¯(q¯)2 diverges as 1/Ω6 at the origin, we can no longer pull out a diffusive term and V¯(t¯) reads
V¯(t¯) =
∫ +∞
0
dΩ
F(Ω)
Ω6
(
e−Ω
3 t¯ − 1 + Ω3 t¯
)
with F(Ω) =
f (q¯)
dΩ/dq¯
(C.16)
In the rate approximation, F(Ω) has at Ω = 0 a Taylor expansion
F(Ω) = F(0) + ΩF′(0) +
Ω2
2
F′′(0) + O(Ω3) (C.17)
with F(0) nonzero. We proceed then as for the case ν < 0. Using the results
∫ X
0
dx
e−x
3 − 1 + x3
xn
→
X→+∞
1
3
Γ
(
1 − n
3
)
=

3
10Γ(
1
3 ) if n = 6
3
4Γ(
2
3 ) if n = 5
(C.18)
∫ X
0
dx
e−x
3 − 1 + x3
x4
=
X→+∞
ln X + O(1) (C.19)
we find
V¯(t¯) =
t¯→+∞
3
10
Γ(1/3)F(0)t¯5/3 +
3
4
Γ(2/3)F′(0)t¯4/3 +
1
2
F′′(0)t¯ ln(t¯1/3) + O(t¯) (C.20)
which proves equations (65, 66). In the exact theory, we think that F′(0) exists but we do not know its value, and we
have not proved that F′′(0) exists.
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Étalement de la phase et cohérence temporelle d’un gaz de fermions condensé
par paires à basse température
Phase spreading and temporal coherence of a pair-condensed Fermi gas at low
temperature
Yvan Castin
Laboratoire Kastler Brossel, ENS-PSL, CNRS, Sorbonne Université et Collège de France, Paris, France
Abstract
A condensate of pairs in an isolated, homogeneous, unpolarised, finite-size spin 1/2 tridimensional Fermi gas at an
extremely low nonzero temperature, undergoes with time a phase change θˆ(t) − θˆ(0) with a random component, due
at least to the coupling to the thermal phonons of the gas. Thanks to the quantum second Josephson relation con-
necting dθˆ/dt to the phonon mode occupation numbers, and to linearised kinetic equations giving the evolution of the
occupation number fluctuations, we access the behaviour of the phase change variance Var[θˆ(t) − θˆ(0)] at times much
longer than the phonon collision time. The case where the phonon branch has a convex start is similar to the Bose gas
case: the leading collisional processes are the Beliaev-Landau three-phonon processes, and the variance is the sum of
a ballistic term Ct2 and of a delayed diffusive term 2D(t− t0), whose analytical expressions are given in the thermody-
namic limit. The concave case is much more exotic. It is analysed at time scales much shorter than T−9, allowing one
to restrict to the 2 phonons→ 2 phonons small-angle Landau-Khalatnikov processes. The total number of phonons is
conserved and the phonon mean occupation numbers at equilibrium can exhibit a chemical potential µφ < 0, assumed
to be isotropic. The phase change variance is then the sum of a ballistic term Ct2, of a diffusive term 2Dt, of exotic
subsubleading terms 2A(πt)1/2+2B ln(t1/2) and of a constant term. The analytic expression of the coefficientsC, A and
B is obtained, as well as the diverging leading behavior of D and of the constant term when µφ/kBT → 0. For µφ = 0,
the variance sub-ballistic part becomes superdiffusive, of the form d0t5/3, where d0 is known exactly. For a nonzero
infinitesimal µφ/kBT , a law is found, that interpolates between the superdiffusive spreading and the diffusive spreading
of the sub-ballistic part. As by-products, new results are obtained on the phonon Landau-Khalatnikov damping rate,
in particularly for µφ < 0.
Keywords: Fermi gases; pair condensate; temporal coherence; phase diffusion; ultracold atoms
Résumé
Un condensat de paires dans un gaz tridimensionnel de fermions de spin 1/2 isolé, homogène, non polarisé, de
taille finie et de température extrêmement basse mais non nulle, subit au cours du temps un changement de phase
θˆ(t)− θˆ(0) avec une composante aléatoire, ne serait-ce que par couplage aux phonons thermiques du gaz. À l’aide de la
seconde relation de Josephson quantique reliant dθˆ/dt aux opérateurs nombres d’occupation des modes de phonons,
et d’équations cinétiques linéarisées donnant l’évolution des fluctuations des nombres d’occupation, nous accédons
au comportement de la variance Var[θˆ(t) − θˆ(0)] de ce déphasage aux temps longs devant le temps de collision des
phonons. Le cas où la branche de phonons est de départ convexe ressemble à celui du gaz de bosons : les processus
collisionnels dominants sont ceux à trois phonons de Beliaev-Landau, si bien que la variance est la somme d’un
terme balistique Ct2 et d’un terme diffusif avec retard 2D(t − t0), dont nous donnons les expressions analytiques à la
limite thermodynamique. Le cas concave est beaucoup plus exotique. Nous l’analysons aux échelles de temps courtes
devant T−9, ce qui permet de garder comme seuls processus collisionnels ceux 2 phonons→ 2 phonons de Landau-
Khalatnikov aux petits angles. Le nombre total de phonons est conservé et les nombres moyens d’occupation des
phonons à l’équilibre peuvent admettre un potentiel chimique µφ < 0 supposé isotrope. La variance du déphasage
1
est alors la somme d’un terme balistique Ct2, d’un terme diffusif 2Dt, de termes sous-sous-dominants exotiques
2A(πt)1/2 + 2B ln(t1/2) et d’un terme constant. Nous obtenons analytiquement l’expression des coefficients C, A et
B, ainsi que le comportement dominant divergent de D et du terme constant lorsque µφ/kBT → 0. Si µφ = 0, la
partie sous-balistique de la variance devient superdiffusive, de la forme d0t5/3, où d0 est connu exactement. Pour
µφ/kBT infinitésimal non nul, nous trouvons la loi interpolant entre l’étalement superdiffusif et l’étalement diffusif de
cette partie sous-balistique. Comme sous-produits, nous obtenons des résultats nouveaux sur le taux d’amortissement
Landau-Khalatnikov des phonons, en particulier à µφ < 0.
Mots-clés : gaz de fermions ; condensat de paires ; cohérence temporelle ; diffusion de phase ; atomes froids
1. Introduction : système et position du problème
Considérons un gaz tridimensionnel de N fermions de spin 1/2 non polarisé (N↑ = N↓), préparé à l’instant t = 0 à
l’équilibre thermique à la température T dans une boîte cubique de côté L avec des conditions aux limites périodiques.
Les fermions de spins opposés interagissent dans l’onde s avec une longueur de diffusion a et une portée négligeable
(interaction de contact) ; les fermions de même spin n’interagissent pas. On sait alors qu’en dessous d’une température
critique Tc, se forme un condensat de paires liées ↑↓ de fermions dans un mode φ0(r1 − r2) du champ de paires ; nous
supposons ici que T ≪ Tc. Aux instants ultérieurs t > 0, le gaz dans son ensemble est isolé, c’est-à-dire qu’il évolue
librement sous l’effet des interactions sans couplage à l’environnement. En revanche, le condensat de paires n’est
pas isolé et interagit avec les modes non condensés, peuplés par des excitations thermiques, et qui forment un bain
déphasant. On demande quel est le temps de cohérence tc correspondant du condensat, c’est-à-dire la largeur de sa
fonction de cohérence 〈aˆ†0(t)aˆ0(0)〉, où aˆ0 annihile une paire condensée et la moyenne est prise dans l’opérateur densité
du système. Comme on pouvait s’y attendre, tc est le temps au bout duquel le condensat a perdu la mémoire de sa
phase initiale, la variance du déphasage θˆ(t) − θˆ(0) subi par le condensat étant d’ordre unité [1]. Ici θˆ est l’opérateur
phase du condensat [2] tel que aˆ0 = eiθˆNˆ
1/2
0 , Nˆ0 étant l’opérateur nombre de paires condensées.
Ce problème est fondamental, mais n’a rien d’académique. On sait préparer en laboratoire des gaz d’atomes froids
fermioniques condensés par paires [3, 4, 5, 6] dans des potentiels de piégeage à fond plat [7, 8]. Comme les pièges
utilisés sont immatériels, ces gaz sont bien isolés et, bien qu’en interaction, ne présentent que de faibles pertes de
particules dues aux recombinaisons à trois corps [9]. Une méthode interférométrique de type Ramsey de mesure de la
fonction de cohérence 〈aˆ†0(t)aˆ0(0)〉 [10] est en cours d’implémentation sur des gaz d’atomes bosoniques [11] ; elle est
transposable au cas des fermions par bosonisation adiabatique réversible des paires de Cooper atomiques [1] (on les
transforme en dimères fortement liés par une rampe de champ magnétique près d’une résonance de Feshbach [12]).
Notre question pourrait recevoir bientôt une réponse expérimentale. Il n’y a cependant à notre connaissance pas de
prédiction théorique complète, l’étude de l’étalement de la phase du condensat de paires dans les références [1, 13]
étant limitée aux valeurs de kFa telles que la relation de dispersion du son dans le superfluide a un départ convexe, soit
1/kFa > −0, 14 d’après les calculs approchés (RPA d’Anderson) de la référence [14] (kF = (3π2ρ)1/3 est le nombre
d’onde de Fermi du gaz de densité totale ρ). Ce cas convexe ressemble beaucoup à celui des bosons en interaction
faible, la variance du déphasage comportant en général aux temps longs un terme dominant balistique (∝ t2) et un
terme sous-dominant diffusif avec retard (∝ t − t0). L’étalement de la phase dans le cas où la relation de dispersion du
son a un départ concave, qui inclut la limite BCS du gaz de fermions (kFa→ 0−) [15], semblait totalement inexploré.
Le présent travail comble cette lacune ; il prédit des termes sous-balistiques plus exotiques voire à croissance plus
rapide qu’une simple diffusion de phase retardée. Le cas concave cachait donc un régime nouveau et assez inattendu
d’étalement de la phase du condensat. 1
La structure de l’article est simple. Nous précisons dans la section 2 le régime de basse température considéré
et effectuons un bref rappel du formalisme à base d’équations cinétiques développé au fil des années par l’auteur et
ses collaborateurs, et permettant d’accéder à la variance du déphasage θˆ(t) − θˆ(0) subi par le condensat. Nous traitons
le cas d’une branche de phonons convexe dans la section 3, assez brièvement puisqu’il suffit d’adapter les résultats
1. Ce cas concave pourrait aussi en principe être réalisé avec des atomes bosoniques dans le régime d’interaction faible, si l’on savait créer un
potentiel d’interaction à courte portée mais de largeur non négligeable, de l’ordre de la longueur de relaxation ξ du condensat [16].
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de la référence [17] sur les bosons. Le cas peu défriché de la branche de phonons concave fait l’objet de la longue
section 4 : après avoir fait le tri entre les différents processus collisionnels phononiques à basse température T (§4.1),
compte tenu de l’échelle de temps très courte devant ~(mc2)8(kBT )−9 considérée (m est la masse d’un fermion et c
la vitesse du son à température nulle), nous traitons séparément le terme d’étalement balistique de la phase (§4.2) et
les termes sous-balistiques (§4.3). Ces derniers ont exigé des efforts notables : après l’écriture d’équations cinétiques
pour des collisions à quatre phonons (§4.3.1), nous effectuons une approximation simple dite « de taux » de leur forme
linéarisée, dont elle néglige les termes non diagonaux, et qui prédit diverses contributions exotiques à la variance de
θˆ(t) − θˆ(0), avec une loi de puissance non entière ou logarithmique (§4.3.2) ; nous établissons quelle part de vérité
ces prédictions approchées contiennent, en revenant aux équations cinétiques linéarisées exactes (§4.3.3). Cette étude
nous a permis aussi d’obtenir de nouvelles expressions beaucoup plus maniables du taux d’amortissement Landau-
Khalatnikov à quatre phonons, sous forme d’une intégrale double (41) puis simple (B.1), au lieu de quadruple dans
les références [16, 18]. Nous concluons dans la section 5.
2. Régime considéré et formalisme de base
Nous nous plaçons ici à une température extrêmement basse mais non nulle. 2 Ceci permet de négliger les excita-
tions du gaz par brisure de paires, qui présentent une bande d’énergie interdite ∆ et ont donc une densité exponentiel-
lement faible O(e−∆/kBTT 1/2) pour kBT ≪ ∆. Le condensat de paires est alors couplé seulement à un gaz thermique
peu dense d’excitations sonores (des phonons) de relation de dispersion en énergie q 7→ ǫq, où q est le vecteur d’onde,
et l’équation d’évolution de son opérateur phase [1] se réduit (après un lissage temporel supprimant les oscillations
rapides à la pulsation thermique typique ǫqth/~ ≈ kBT/~) à
− ~
2
dθˆ
dt
= µ0(N) +
∑
q,0
dǫq
dN
nˆq (1)
Ici nˆq est l’opérateur nombre de phonons dans le mode q et µ0 le potentiel chimique du gaz de N fermions à tem-
pérature nulle. L’équation (1) a une interprétation physique simple [1] : son second membre constitue un opérateur
potentiel chimique microcanonique du gaz à suffisamment basse température, la seconde contribution, correction ther-
mique à la première, étant la dérivée adiabatique isentropique (ici aux nˆq fixés) de l’opérateur énergie des phonons∑
q,0 ǫqnˆq par rapport au nombre total de particules N. L’équation (1) est donc une généralisation quantique opérato-
rielle de la seconde relation de Josephson reliant la dérivée temporelle du paramètre d’ordre du gaz à son potentiel
chimique. La méthode la plus simple et la plus générale pour l’obtenir utilise l’hydrodynamique quantique, voir l’an-
nexe B de la référence [1]. On écrit d’abord les équations du mouvement des opérateurs champs de phase φˆ(r, t) et de
densité ρˆ(r, t) du gaz superfluide. Dans la limite de basse température kBT ≪ ∆,mc2, ǫF, où ǫF est l’énergie de Fermi
et c > 0 est la vitesse du son à température nulle, les fluctuations spatiales de densité δρˆ(r, t) et de phase δφˆ(r, t) sont
faibles, ce qui autorise à linéariser ces équations autour de la solution uniforme ρˆ0(t) = Nˆ/L3 et φˆ0(t) = θˆ(t)/2 (Nˆ est
l’opérateur nombre total de particules). On développe ensuite δρˆ(r, t) et δφˆ(r, t) sur les modes propres des équations
linéarisées, avec comme coefficients les habituels opérateurs d’annihilation bˆq et de création bˆ
†
q des phonons de vec-
teur d’onde q. Après injection de ces développements modaux dans l’expression de dθˆ/dt écrite au second ordre en
δρˆ(r, t) et grad δφˆ(r, t), on trouve les termes diagonaux ∝ nˆq = bˆ†qbˆq de l’équation (1), et des termes non diagonaux
∝ bˆqbˆ−q et ∝ bˆ†qbˆ†−q. Les termes non diagonaux oscillent rapidement à l’échelle du temps de collision entre phonons ;
on peut donc les supprimer par lissage temporel, comme il a été fait dans (1), sans que cela affecte l’étalement de la
phase du condensat aux temps longs (voir l’annexe E de la référence [22]). Enfin, la température est suffisamment
2. À température nulle, il n’y a aucune excitation élémentaire ou collective présente dans le gaz, donc aucun environnement déphasant pour
le condensat puisque le système est isolé. À nombre total N de particules fixé, notre formalisme prédit que le temps de cohérence du condensat
est infini. Ceci est en accord avec un résultat obtenu par Beliaev dans le cas bosonique [19]. Le fait que le système ne soit pas un condensat pur
dans son état fondamental, c’est-à-dire que le condensat soit sujet à une déplétion quantique, ne change rien à l’affaire, la fraction non condensée
ne constituant pas une composante excitée du point de vue du gaz en interaction (même si c’en est une dans le cas bosonique du point de vue du
gaz parfait). Lorsque N varie d’une réalisation de l’expérience à l’autre, on retrouve après moyenne sur les réalisations l’étalement balistique de la
phase du condensat déjà prédit pour un gaz de bosons à température nulle [20, 21], voir notre note 3.
3
basse (kBT ≪ mc2, kBT ≪ |γ|1/2mc2) pour qu’on puisse ignorer les termes autres que linéaire et cubique dans le
développement de ǫq à faible nombre d’onde :
ǫq =
q→0
~cq
1 + γ8
(
~q
mc
)2
+ O(q4 ln q)
 (2)
où le paramètre de courbure γ est sans dimension. Lorsque γ > 0, la branche de phonons a un départ convexe ;
lorsque γ < 0, elle a un départ concave. Alors que c se déduit de l’équation d’état (mc2 = ρdµ0/dρ comme le prédit
l’hydrodynamique quantique), γ doit être mesuré [23, 24] ou déduit d’une théorie microscopique exacte, ce qui n’a
pas encore été fait dans les gaz d’atomes froids (les prédictions [14] de la RPA d’Anderson ne sont qu’indicatives).
Le calcul de l’étalement de la phase du condensat se ramène, au travers de l’équation (1), à un pur problème de
dynamique de phonons. Comme le système est dans un état stationnaire, la variance du déphasage pendant t vaut [17]
Var[θˆ(t) − θˆ(0)] = 2Re
∫ t
0
dτ (t − τ)C(τ) (3)
où C(τ) est la fonction de corrélation de la vitesse de variation de la phase :
C(τ) = 〈dθˆ
dt
(τ)
dθˆ
dt
(0)〉 − 〈dθˆ
dt
〉2 (4)
la moyenne 〈. . .〉 étant prise dans l’opérateur densité du système. La connaissance de la fonction de corrélation C(τ)
se ramène donc à celles Qqq′ (τ) = 〈δnˆq(τ)δnˆq′(0)〉 des fluctuations δnˆq des nombres de phonons autour de leur valeur
moyenne n¯q. Ces dernières sont données par des équations cinétiques décrivant la redistribution incessante de quanta
entre les modes de phonons par collision entre eux, et que l’on peut ici linéariser pour obtenir
d
dt
δnq =
∑
q′
Mqq′δnq′ (5)
Cette forme linéarisée hérite des bonnes propriétés des équations cinétiques complètes non linéaires : elle repose
sur une base microscopique solide incorporant les collisions 1 phonon↔ 2 phonons de Beliaev-Landau (branche de
phonons convexe) ou 2 phonons → 2 phonons de Landau-Khalatnikov (branche concave), elle décrit la relaxation
exponentielle en temps des nombres d’occupation moyens vers un état stationnaire donc la thermalisation, et respecte
la stricte conservation de l’énergie totale E. Dans le cas concave, elle conserve de plus le nombre total de phonons
Nφ. La matrice M admet un vecteur propre de valeur propre nulle pour chaque quantité conservée par les équations
cinétiques complètes, c’est-à-dire que la dimension de son noyau est égale au nombre de constantes du mouvement.
Dans le secteur de moment cinétique nul qui importe dans l’étalement de la phase, le noyau de M est donc de dimen-
sion un dans le cas convexe et de dimension deux dans le cas concave. Ces vecteurs propres de valeur propre nulle
jouent un rôle important dans la suite de l’étude : ils sont associés à des combinaisons linéaires des δnq non amorties
qui induisent de ce fait un étalement balistique de la phase du condensat lorsque les quantités conservées associées E
(cas convexe) ou (E,Nφ) (cas concave) ont une variance non nulle dans l’opérateur densité du système, c’est-à-dire
varient d’une réalisation à l’autre de l’expérience.
Il reste à résoudre les équations cinétiques linéarisées (5), sous leur forme explicite (13) dans le cas convexe et
(39) dans le cas concave. Les relations matricielle et vectorielle [17]
Q(τ) = eMτQ(0) et C(τ) = ~A · Q(τ)~A (6)
donnent certes la solution formelle du problème ; on a introduit ici les matrices M et Q de composantes Mqq′ et Qqq′ ,
ainsi que le vecteur ~A de composantes
Aq =
2
~
dǫq
dN
(7)
Remarquons au passage que ~A vit dans le secteur de moment cinétique nul (ses composantes ne dépendent que du
module de q et sont donc isotropes), ce qui permettra dans la suite de restreindre l’étude de M à ce même secteur.
Mais l’enjeu de notre travail est d’obtenir des résultats explicites sur l’étalement de la phase exacts à l’ordre dominant
en température et à la limite thermodynamique N → +∞ à ρ fixé, la température étant suffisamment basse pour que
les interactions entre phonons soient bien décrites par l’hydrodynamique quantique.
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3. Cas convexe
Lorsque la branche de phonons a un départ convexe (paramètre de courbure γ > 0 dans l’équation (2)), les
processus de collision dominants à basse température sont ceux à trois phonons de Beliaev et de Landau, q → k + k′
et q + k → k′ (voir la figure 1a) [25, 26, 27]. Ils ne conservent pas le nombre de quasi-particules. Aussi le gaz de
phonons a-t-il un potentiel chimique nul à l’équilibre,
n¯q =
1
eβǫq − 1 (8)
avec β = 1/kBT . C’est la même situation que la limite de basse température du gaz de bosons en interaction faible,
déjà traitée dans la référence [17], à des facteurs globaux près dans les Aq (le paramètre de courbure γ dépend de
N dans le cas des fermions, alors qu’il vaut γ = 1 dans le spectre de Bogolioubov) et sur l’amplitude du couplage
Beliaev-Landau. Une transposition directe des résultats de la référence [17] au cas des fermions donne, à la limite
thermodynamique et aux temps longs devant l’inverse du taux de collision typique γcoll entre phonons, l’habituelle loi
balistico-diffusive 3
Var[θˆ(t) − θˆ(0)] =
γcollt≫1
[
∂Eµmc(E¯,N)
]2
(Var E)
4t2
~2
+ 2D(t − t0) + o(1) (9)
avec µmc(E,N) le potentiel chimique microcanonique d’un gaz de N fermions d’énergie totale E, E¯ étant la moyenne
de l’énergie totale et Var E la variance suposée normale (VarE = O(N)) de ses fluctuations, D est le coefficient de
diffusion de la phase et t0 le temps de retard à la diffusion. La même transposition conduit aux équivalents à basse
température dans l’ensemble canonique (VarcanE = kBT 2∂T E¯) :
[∂Eµmc(E¯,N)]
2VarcanE ∼
T→0
2π2
15
u2
N
(kBT )5
(~c)3ρ
(10)
~ND
mc2
∼
T→0
c1
9γ2(2u − ∂ ln γ
∂ ln ρ )
2
(1 + u)2
(
kBT
mc2
)4
(11)
mc2t0
~
∼
T→0
−9c2
16
√
2c1
1
(1 + u)2
(
~ρ1/3
mc
)3 (
kBT
mc2
)−5
(12)
Les constantes c1 et c2 sont celles de la référence [17] (c1 ≃ 0, 3036, c2 ≃ −0, 2033), ρ est la densité totale et
u = ∂ ln c/∂ lnρ le paramètre de Grüneisen du gaz de fermions. Le résultat (10) reproduit celui de la référence
[28] dans le cas particulier du gaz de bosons en interaction faible. L’équivalent (11) généralise celui (spécifique
de la limite unitaire 1/a = 0) de la référence [1] et reproduit celui (VIII.59) de la référence [13] sous une forme
un peu différente. De manière remarquable, l’équivalent (12) du temps de retard t0 coïncide avec celui du temps
d’amortissement Beliaev-Landau des phonons thermiques q = kBT/~c de la référence [16] à un facteur numérique
près. Les résultats (11,12) valent pour un grand système préparé dans un ensemble statistique quelconque avec des
fluctuations normales de E et N [17]. Pour être complet, nous donnons l’expression utilisée à basse température
des équations cinétiques linéarisées sur les fluctuations isotropes δnq = δnq des nombres d’occupation à la limite
thermodynamique :
d
dt
δnq =
(1 + u)2~
4πmρ
{
−δnq
[∫ +∞
0
dk k2(k + q)2(n¯ℓk − n¯ℓk+q) +
∫ q
0
dk k2(q − k)2(n¯ℓk + 1/2)
]
+
∫ +∞
0
dk k2(k + q)2(n¯ℓk+q − n¯ℓq)δnk +
∫ q
0
dk k2(q − k)2(n¯ℓq−k − n¯ℓq)δnk +
∫ +∞
q
dk k2(k − q)2(1 + n¯ℓk−q + n¯ℓq)δnk
}
(13)
où les valeurs moyennes thermiques n¯ℓq = [exp(~cq/kBT ) − 1]−1 sont celles d’une branche de phonons linéaire.
3. Si N a des fluctuations normales, le coefficient du terme balistique 4t2/~2 vaut 〈[δN∂Nµmc(E¯, N¯) + δE∂Eµmc(E¯, N¯)]2〉 avec δN = N − N¯ et
δE = E − E¯. En revanche, D et t0 restent inchangés (à l’ordre dominant à la limite thermodynamique).
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Figure 1: Les processus d’interaction dominants entre phonons à basse température et les lois d’échelle en température du taux de décroissance
correspondant Γq des phonons thermiques de nombre d’onde q ≈ kBT/~c. (a) Cas γ > 0 dans l’équation (2) (branche de départ convexe) :
processus à trois phonons de Beliaev et de Landau (loi en T 5). (b) Cas γ < 0 (branche de départ concave) : les processus à quatre phonons (2
phonons → 2 phonons) de Landau-Khalatnikov aux petits angles (écarts angulaires O(kBT/mc2) entre les quatre vecteurs d’onde mis en jeu)
l’emportent (loi en T 7) sur ceux aux grands angles (loi en T 9) et sur ceux à cinq phonons (2 phonons ↔ 3 phonons) de Khalatnikov ou à
trois phonons de Beliaev-Landau (loi en O(T 9), voir la note 5), et sont les seuls à être pris en compte ici. Les lois en température pour le taux
de décroissance thermique typique sont données ici sous une forme ne respectant pas les dimensions, Γth ≈ Tα. Dans le cas convexe, il faut
comprendre ~Γth ≈ (mc2)−5/2ǫ−3/2F (kBT )5 où ǫF est l’énergie de Fermi du gaz [16] ; dans le cas concave, où l’on a nécessairement ǫF ≈ mc2 [14], il
faut comprendre ~Γth ≈ (mc2)1−α(kBT )α.
Il est utile pour la suite de rappeler, dans le cadre des équations cinétiques linéarisées (5), d’où provient le terme
balistique de l’équation (9) [17]. Par conservation de l’énergie totale des phonons, on doit avoir ~ǫ · M = 0 (~ǫ est le
vecteur de composantes ǫq), c’est-à-dire que ~ǫ est vecteur propre à gauche de M avec la valeur propre nulle. Selon
un résultat d’algèbre linéaire élémentaire, M admet alors un vecteur propre à droite ~dǫ de valeur propre nulle, c’est le
vecteur dual de ~ǫ. Ici, il est facile à identifier : même si l’on écarte β de δβ de sa valeur physique 1/kBT , l’expression (8)
reste stationnaire, donc les variations correspondantes δn¯q au premier ordre en δβ doivent être une solution stationnaire
des équations cinétiques linéarisées, d’où (dǫ)q ∝ −∂βn¯q = ǫqn¯q(1 + n¯q) à un facteur de normalisation près (il faut
avoir ~ǫ · ~dǫ = 1) [17]. En général, le vecteur Q(0)~A admet un coefficient ~ǫ · Q(0)~A non nul sur ~dǫ si bien que C(τ)
a une limite non nulle lorsque τ → +∞ et Var[θˆ(t) − θˆ(0)] diverge quadratiquement en temps. En revanche, dans
l’ensemble microcanonique, Var E = 0, toutes les fluctuations physiques δnq sont d’énergie totale nulle
∑
q ǫqδnq = 0
et ~ǫ · Q(0) ≡ 0 : l’étalement de la phase est diffusif.
4. Cas concave
Lorsque la branche de phonons a un départ concave (paramètre de courbure γ < 0 dans l’équation (2)), les pro-
cessus 1 phonon↔ 2 phonons de Beliaev-Landau ne conservent plus l’énergie. Il en va de même pour tout processus
1 phonon↔ n phonons, n > 2. Les processus dominants sont alors ceux de Landau-Khalatnikov à quatre phonons, 2
phonons→ 2 phonons, dont l’amplitude de couplage effective A(q, q′; k, k′) a une expression connue dans le cadre
de l’hydrodynamique quantique (il faut un diagramme du premier ordre et six diagrammes du second ordre de la
théorie des perturbations) [29, 16]. Le taux de collision thermique correspondant ΓLKth est cependant multi-échelle en
température : il varie en T 7 pour des collisions aux petits angles (q, q′, k, k′ colinéaires et de même sens à des écarts
angulaires O(kBT/mc2) près) et en T 9 pour des collisions aux grands angles (voir la figure 1b). Nous étudions ici
l’étalement de la phase du condensat de paires à l’échelle de temps des collisions aux petits angles (§4.1). Alors que
le terme balistique dans la variance de θˆ(t) − θˆ(0) peut se déduire astucieusement de l’existence de deux quantités
conservées, l’énergie des phonons Eφ et leur nombre total Nφ (§4.2), le calcul de la contribution sous-balistique né-
cessite l’écriture explicite des équations cinétiques pour les collisions à quatre phonons et la résolution de leur forme
linéarisée autour de l’équilibre (§4.3).
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4.1. Échelle de temps considérée
Dans ce travail, nous étudions l’étalement de la phase du condensat à une échelle de temps t ≈ ~(mc2)6(kBT )−7
et négligeons les processus collisionnels entre phonons apparaissant aux échelles de temps ≈ ~(mc2)8(kBT )−9 ou
ultérieures. En d’autres termes, nous ne tenons compte que des collisions q+q′ → k+k′ aux petits angles (voir la figure
1b). Nous ne pouvons donc décrire ni la relaxation de la direction des vecteurs d’onde vers une distribution isotrope
(les processus aux petits angles changent la direction de manière négligeable 4) ni la relaxation du nombre total de
phonons Nφ ou plus commodément du potentiel chimique µφ des phonons vers sa valeur à l’équilibre thermique vrai
(les processus de Landau-Khalatnikov 2 phonons→ 2 phonons conservent Nφ, au contraire des processus Beliaev-
Landau et des processus sous-dominants à 5 phonons de la figure 1b). 5 À l’échelle de temps T−7, il existe donc des
distributions de phonons n¯q apparemment stationnaires anisotropes et de potentiel chimique µφ non nul au contraire
de l’équation (8) [30]. 6 Pour simplifier, et parce que c’est a priori naturellement le cas dans une expérience d’atomes
froids, nous prenons des nombres d’occupation moyens isotropes pour les phonons,
n¯q =
1
eβ(ǫq−µφ) − 1 (14)
mais sans contrainte sur µφ (autre que µφ ≤ 0). Il sera commode dans la suite d’utiliser la notation
ν = βµφ (15)
La donnée seule des nombres moyens de phonons (14) ne suffit pas à déterminer l’étalement de la phase du
condensat : comme on le voit sur l’équation (6), il faut connaître la matrice des covariances Q(0) des nombres d’oc-
cupation donc préciser l’opérateur densité ρˆφ des phonons. Pour simplifier, nous supposons dans un premier temps
que le gaz de fermions non polarisé est préparé dans un ensemble canonique généralisé, défini par le nombre fixé N
de fermions, la température T et le potentiel chimique µφ des phonons (qui fixe leur nombre moyen), d’où l’opérateur
densité gaussien des phonons
ρˆφ =
1
Ξ
e−β
∑
q,0(ǫq−µφ)nˆq (16)
oùΞ assure que ρˆφ est de trace unité. D’après le théorème deWick, la matrice des covariancesQ(0) est alors diagonale :
[Q(0)]qq′
ρˆφ de (16)
= [Qd(0)]qq′ ≡ n¯q(1 + n¯q)δq,q′ (17)
Nous verrons dans la suite comment traiter un cas plus général.
4.2. Sortir le terme balistique
De manière remarquable, nous pouvons obtenir dans le cas général le terme balistique de Var[θˆ(t) − θˆ(0)] aux
temps longs, sans écrire explicitement les équations cinétiques pour les collisions 2 phonons→ 2 phonons. Il suffit
d’exploiter l’existence de deux quantités conservées par évolution temporelle [32], ici l’énergie des phonons Eφ =∑
q,0 ǫqnq et leur nombre total Nφ =
∑
q,0 nq. Comme les fluctuations δEφ = Eφ − E¯φ et δNφ = Nφ − N¯φ sont elles
aussi conservées, la matrice M des équations cinétiques linéarisées doit satisfaire aux conditions
~ǫ · M = 0 et −→un · M = 0 (18)
4. Si chaque collision aux petits angles change la direction de q d’un angle aléatoire δθ ≈ kBT/mc2 , il faut enchaîner ncoll ≈ 1/Var δθ ≈ T−2
collisions successives (supposées indépendantes) pour thermaliser la direction de q, ce qui prend le même temps (pour le même effet) qu’une seule
collision aux grands angles.
5. Pour les processus 2 phonons ↔ 3 phonons, de taux maximal aux petits angles, Khalatnikov trouve un taux de décroissance ΓKth ≈ T 11.
D’après lui, le nombre total de phonons Nφ se thermaliserait donc avec un taux ∝ T 11 [30]. Cependant, les processus de Beliaev-Landau (qui
changent aussi Nφ) ne sont à cet ordre plus énergétiquement interdits, les processus 2 phonons→ 2 phonons de Landau-Khalatnikov conférant aux
phonons entrants et sortants une largeur non nulle en énergie ΓLKth ≈ T 7. On trouve alors que ΓBLth ≈ T 9 d’après l’équation (5.6) de la référence [31].
Ceci pointe plutôt vers un taux de thermalisation de Nφ d’ordre T 9. Nous mettons donc dans la figure 1b un O(T 9), qui suffit ici.
6. On peut tout simplement avoir un potentiel chimique, voire une température, dépendant de la direction du vecteur d’onde q.
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où ~ǫ est de composantes ǫq comme dans la section 3 et
−→un est de composantes toutes égales à 1 :
~ǫ = (ǫq)q,0 et
−→un = (1)q,0 (19)
M admet donc deux vecteurs propres à gauche de valeur propre nulle, et ce sont les « seuls » dans le secteur isotrope
de moment cinétique nul dans lequel vit le terme source Q(0)~A de l’équation (6), puisque M n’y admet pas d’autre
quantité conservée : les « autres » vecteurs propres à gauche isotropes ~em (linéairement indépendants de ~ǫ et
−→un) cor-
respondent à des valeurs propres Λm de M de partie réelle < 0, c’est-à-dire à des modes cinétiques exponentiellement
amortis (nous verrons au §4.3.3 que les Λm sont réelles). Nous en déduisons que M admet seulement deux vecteurs
propres à droite isotropes linéairement indépendants de valeur propre nulle. Nous les trouvons comme dans la section
3 en remarquant que l’expression (14) de n¯q reste une solution stationnaire des équations cinétiques même si l’on fait
fait varier β et ν = βµφ de δβ et de δν. Les variations correspondantes δn¯q au premier ordre en δβ et δν doivent consti-
tuer une solution stationnaire des équations cinétiques linéarisées. Comme ∂βn¯q = −ǫqn¯q(1+ n¯q) et ∂νn¯q = n¯q(1+ n¯q),
nous en déduisons que
MQd(0)~ǫ = ~0 et MQd(0)
−→un = ~0 (20)
En général, Qd(0)~A admet des composantes non nulles de coefficients λǫ et λun sur ces vecteurs propres à droite de
M de valeur propre nulle, si bien que eMτQd(0)~A et C(τ) ne tendent pas vers zéro aux temps longs. En revanche, par
définition, si l’on soustrait ces composantes, on doit obtenir une limite nulle :
eMτ[Qd(0)~A − λǫQd(0)~ǫ − λunQd(0)−→un] →
τ→+∞
0 (21)
En faisant le produit scalaire à gauche de cette expression avec ~ǫ et −→un, qui doit, compte tenu de l’équation (18),
donner zéro, nous aboutissons au système inversible
λǫ~ǫ · Qd(0)~ǫ + λun~ǫ · Qd(0)−→un = ~ǫ · Qd(0)~A (22)
λǫ
−→un · Qd(0)~ǫ + λun−→un · Qd(0)−→un = −→un · Qd(0)~A (23)
dont les coefficients, notons-le, sont des variances ou des covariances (~ǫ · Qd(0)~ǫ = Var Eφ, etc). Nous avons donc
séparé la fonction de corrélation de dθˆ/dt en une contribution constante et une contribution de limite nulle aux temps
longs :
C(τ) = C(+∞) + ∆C(τ) →
τ→+∞
C(+∞) (24)
ce qui, d’après l’équation (3), revient à partager la variance du déphasage du condensat en un terme balistique et un
terme sous-balistique :
Var[θˆ(t) − θˆ(0)] = C(+∞)t2 + Vars-bal[θˆ(t) − θˆ(0)] (25)
Vars-bal[θˆ(t) − θˆ(0)] = 2Re
∫ t
0
dτ (t − τ)∆C(τ) =
t→+∞
o(t2) (26)
L’expression de la constante C(+∞) directement obtenue n’est pas très parlante :
C(+∞) = λǫ ~A · Qd(0)~ǫ + λun ~A · Qd(0)−→un (27)
mais un calcul un peu long permet de la mettre sous une forme aussi éclairante que dans l’équation (9) :
C(+∞) = Var
(Nφ − N¯φ)∂Nφ 2µ
φ
mc
~
(E¯φ, N¯φ) + (Eφ − E¯φ)∂Eφ
2µφmc
~
(E¯φ, N¯φ)
 (28)
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où µφmc(Eφ,Nφ) est le potentiel chimique microcanonique d’un gaz parfait de Nφ phonons d’énergie totale Eφ.
7 L’ex-
pression de la contribution de limite nulle peut être rendue joliment symétrique grâce à l’équation (18) :
∆C(τ) = ∆~A · eMτQd(0)∆~A →
τ→+∞
0 (29)
où
∆~A = ~A − λǫ~ǫ − λun−→un (30)
et présente aussi une interprétation physique simple : elle n’est autre que la fonction de corrélation de dθˆ/dt lorsque le
gaz de phonons est préparé dans l’ensemble microcanonique «moyen » (E¯φ, N¯φ). Le vecteurQd(0)∆~A vit en effet dans
le sous-espace des fluctuations d’énergie et de nombre de phonons nulles, voir les équations (22,23). La contribution
∆C(τ) et le terme sous-balistique (26) sont donc, à la limite thermodynamique où nous nous plaçons, indépendants
des fluctuations (supposées normales) de Nφ et Eφ donc de l’ensemble statistique dans lequel le gaz de phonons est
préparé, à N¯φ et E¯φ fixés, à l’exact contraire de C(+∞) et du terme balistique dans (25). Ce fait avait déjà été établi
pour un gaz de bosons en interaction faible dans la référence [17]. L’expression (28) de C(+∞), bien qu’obtenue pour
l’opérateur densité gaussien (16), s’applique en fait à un gaz à nombre N certes fixé de fermions mais préparé à la
limite thermodynamique dans un ensemble statistique quelconque (un mélange statistique quelconque d’ensembles
microcanoniques à N↑ = N↓ = N/2 fixés), pourvu que les fluctuations de l’énergie et du nombre de phonons restent
normales (de variance O(N)), que la distribution en impulsion des phonons reste isotrope et que la température soit
suffisamment basse. Comme dans le raisonnement de la référence [28], ceci découle directement de l’hypothèse
d’ergodisation du gaz de phonons par les collisions phonons-phonons.8
4.3. Étude du terme sous-balistique
Nous nous concentrons désormais sur le terme sous-balistique (26), plus difficile et plus riche. Une fois écrites
les équations cinétiques linéarisées pour les collisions 2 phonons → 2 phonons aux petits angles (§4.3.1), nous en
tirons l’étalement de la phase du condensat, d’abord heuristiquement en les remplaçant par une forme diagonale
(approximation de taux, §4.3.2) puis quantitativement en revenant à leur forme exacte (§4.3.3).
4.3.1. Les équations cinétiques
Nous devons tout d’abord écrire les équations cinétiques donnant l’évolution moyenne des nombres d’occupation
nq des phonons sous l’effet des processus de collision 2 phonons→ 2 phonons de Landau-Khalatnikov.Le hamiltonien
effectif correspondant d’interaction entre les phonons, déduit de l’hydrodynamique quantique [29], s’écrit
HˆLKeff =
1
4L3
∑
q1 ,q2,q3,q4
A(q1, q2; q3, q4)bˆ†q3 bˆ†q4 bˆq1 bˆq2δq1+q2,q3+q4 (31)
où bˆq est l’opérateur d’annihilation d’un phonon dans le mode q et l’amplitude de couplage A, réelle, est connue
explicitement [16]. Comme A est invariante par échange de ses deux premiers arguments et par échange de ses
7. On utilise le fait qu’à la limite d’un grand système, le potentiel chimique ne dépend plus de l’ensemble statistique, pourvu que les moyennes
de Eφ et Nφ soient fixées. Alors
2
~
µ
φ
mc(E¯φ(β, µφ), N¯φ(β, µφ)) ∼
∑
q,0
Aqn¯q(β, µφ)
où les valeurs moyennes E¯φ , N¯φ et n¯q sont prises dans l’opérateur densité canonique (16). Il reste à dériver cette relation par rapport à β et µφ pour
obtenir ∂Nφµ
φ
mc et ∂Eφµ
φ
mc. On constate en particulier que λǫ = ∂Eφ
2µφmc
~
et λun = ∂Nφ
2µφmc
~
.
8. Le second membre de l’équation (1) est, comme nous l’avons vu, une approximation à faible densité d’excitations d’un opérateur potentiel
chimique du gaz de fermions, la somme au second membre étant la dérivée adiabatique (aux opérateurs nombres d’occupation nˆq fixés) du hamil-
tonien des excitations phononiques Hˆφ [1]. Sous l’hypothèse ergodique en présence de collisions Landau-Khalatnikov 2 phonons → 2 phonons,
la moyenne temporelle de l’équation (1) aux temps longs γcollt → +∞ ne dépend plus de chaque nombre d’occupation individuellement mais des
constantes du mouvement Hˆφ =
∑
q,0 ǫqnˆq et Nˆφ =
∑
q,0 nˆq au travers d’une moyenne microcanonique (hypothèse de microcanonicité des états
propres à N corps [33, 34, 35]) si bien que
θˆ(t) − θˆ(0) ∼
t→+∞ −
[
µ0(N) + µ
φ
mc(Hˆφ, Nˆφ)
] 2t
~
Il reste à linéariser µφmc(Hˆφ, Nˆφ) en les fluctuations autour de la moyenne (E¯φ , N¯φ) et prendre la variance pour retrouver le résultat (28) compte tenu
de l’équation (25). Cette approche permettrait facilement de prendre en compte des fluctuations du nombre total de fermions (tant que N↑ = N↓).
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deux derniers arguments (les phonons sont des bosons), nous avons sorti le facteur de symétrie 1/4. Elle est de plus
invariante par échange des deux premiers arguments avec les deux derniers, ce qui assure l’hermiticité de HˆLKeff et la
microréversibilité des processus collisionnels. Considérons le processus de collision q + q′ → k + k′ de la figure 1b
et le processus inverse k + k′ → q + q′, puis faisons le bilan des flux entrant et sortant dans le mode de phonon q en
appliquant la règle d’or de Fermi au hamiltonien HˆLKeff :
d
dt
nq = −12
∑
k,k′,q′
2π
~
[A(q, q′; k, k′)]2
L6
δk+k′ ,q+q′δ(ǫk + ǫk′ − ǫq − ǫq′ )
× [nqnq′ (1 + nk)(1 + nk′ ) − nknk′ (1 + nq)(1 + nq′)] (32)
On reconnaît le Dirac δ de conservation de l’énergie, le δ de Kronecker de conservation de l’impulsion et les facteurs
d’amplification bosonique 1 + n accompagnant l’ajout d’un phonon dans un mode déjà peuplé. La somme sur les
vecteurs d’onde (autres que q) mis en jeu dans la collision est affectée d’un facteur 1/2 pour éviter le double comptage
de l’état final (ou initial) (k, k′) ≡ (k′, k). Enfin, l’amplitude au carréA2 est factorisable par microréversibilité. Après
passage à la limite thermodynamique 9 et linéarisation de l’équation (32) autour de la solution stationnaire isotrope
(14), en nous limitant à des fluctuations δnq isotropes (dans le secteur de moment cinétique nul) comme nous y autorise
la structure de (6) et l’invariance par rotation de M, et comme nous y incite la remarque après (7), nous obtenons 10
d
dt
δnq = −π
~
∫
d3kd3q′
(2π)6
[A(q, q′; k, k′)]2δ(ǫk + ǫk′ − ǫq − ǫq′ )
×
[
δnq
n¯q
n¯kn¯k′(1 + n¯q′) +
δnq′
n¯q′
n¯kn¯k′(1 + n¯q) − δnkn¯k n¯qn¯q
′(1 + n¯k′) − δnk
′
n¯k′
n¯qn¯q′ (1 + n¯k)
]
(33)
en éliminant le vecteur d’onde k′ au profit des autres,
k′ = q + q′ − k (34)
Il reste dans la forme (33) une difficile intégrale angulaire sur les directions kˆ et qˆ′ de k et q′. Dans la limite ε =
kBT/mc2 → 0 à ν = µφ/kBT fixé, elle est heureusement dominée par les petits angles, θk = (̂q, k) et θq′ = (̂q, q′)
d’ordre ε. À l’ordre zéro en ε, l’équation (34) projetée sur qˆ se réduit à
k′ = q + q′ − k (35)
ce qui constitue une approximation suffisante de k′, indépendante des angles, dans les moyennes n¯k′ et les fluctuations
δnk′ des nombres d’occupation (mais pas dans le Dirac δ de conservation de l’énergie) et limite l’intégration sur le
nombre d’onde k à l’intervalle [0, q + q′]. Il reste à calculer la moyenne angulaire deA2δ à l’ordre dominant en ε. La
procédure est exposée en détail dans la référence [16] : on introduit les nombres d’onde réduits
q¯ =
~cq
kBT
, k¯ =
~ck
kBT
, q¯′ =
~cq′
kBT
(36)
et les angles réduits θ¯k = θk/ε, θ¯q′ = θq′/ε, puis on prend la limite mathématique ε → 0 aux variables réduites
q¯, k¯, q¯′, θ¯k, θ¯q′ fixées ; il faut trouver un équivalent de A2 et développer la différence d’énergie dans l’argument du
δ jusqu’à l’ordre ε3, ce qui fait intervenir explicitement le paramètre de courbure γ dans l’équation (2). Dans les
9. Dans une expérience typique d’atomes froids, le taux d’amortissement Landau-Khalatnikov des phonons dans le cas concave est beaucoup
plus faible que celui de Beliaev-Landau dans le cas convexe [18]. La largeur collisionnelle ~Γq des phonons étant fortement réduite, la nature
discrète de leurs niveaux d’énergie dans la boîte de potentiel donc les effets de taille finie sont plus importants. Une condition d’atteinte de la limite
thermodynamique pour les processus Landau-Khalatnikov est donnée dans la note 5 de la référence [18]. Les tailles minimales de boîte exigées, de
l’ordre de 100 µm, restent cependant réalisables en laboratoire [7, 8].
10. L’expression est grandement simplifiée grâce à une astuce déjà utilisée par Landau et Khalatnikov : (i) on élimine les facteurs 1+ n¯ grâce à la
relation 1+ n¯ = eβ(ǫ−µφ)n¯, (ii) on factorise le plus possible en pensant à utiliser la conservation de l’énergie, (iii) on fait disparaître les exponentielles
en reconnaissant eβ(ǫ−µφ) − 1 = 1/n¯ ou à l’aide de la relation inverse de celle du (i).
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références [16, 18], la moyenne angulaire de A2δ est ainsi ramenée à une difficile intégrale double. Nous avons
réalisé depuis qu’elle se réduit à une expression analytique extrêmement simple (voir l’Annexe A) :
∫
d2kˆ
∫
d2qˆ′[A(q, q′; k, k′)]2δ(ǫk + ǫk′ − ǫq − ǫq′ ) var fixées∼
ε→0
(4π)2
3|γ|
kBT
ρ2
(1 + u)4
k¯′
q¯q¯′k¯
[min(q¯, q¯′, k¯, k¯′)]3 (37)
où le paramètre de Grüneisen u = ∂ ln c/∂ lnρ se déduit de l’équation d’état du gaz de fermions à température nulle.
Adimensionnons le temps à l’aide du taux d’amortissement thermique typique Γth de Landau-Khalatnikov comme
dans les références [18, 16] :
t¯ = Γtht avec Γth =
(
1 + u
2π
)4 (kBT
mc2
)7 mc2
|γ|~
(
mc
~ρ1/3
)6
(38)
Nous obtenons ainsi la limite aux petits angles (kBT/mc2 → 0) des équations cinétiques linéarisées :
d
dt¯
δnq = −4π3
∫ +∞
0
dq¯′
∫ q¯+q¯′
0
dk¯
q¯′k¯k¯′
q¯
[min(q¯, q¯′, k¯, k¯′)]3
×
δnq n¯
ℓ
kn¯
ℓ
k′(1 + n¯
ℓ
q′)
n¯ℓq
+ δnq′
n¯ℓkn¯
ℓ
k′(1 + n¯
ℓ
q)
n¯ℓq′
− δnk
n¯ℓqn¯
ℓ
q′(1 + n¯
ℓ
k′)
n¯ℓk
− δnk′
n¯ℓqn¯
ℓ
q′ (1 + n¯
ℓ
k)
n¯ℓk′
 (39)
où k¯′ = q¯+ q¯′− k¯ comme dans l’équation (35) et où les nombres d’occupation thermiques doivent être ceux du spectre
de phonons linéarisé ǫk ≃ ~ck :
n¯ℓk =
1
eβ(~ck−µφ) − 1 =
1
ek¯−ν − 1 (40)
comme le rappelle l’exposant ℓ. La partie diagonale de l’équation intégrale (39) peut s’écrire −Γ¯qδnq, où Γ¯q = Γq/Γth
est le taux de décroissance réduit des phonons de nombre d’onde q ; grâce à la percée que constitue l’équation (37),
nous obtenons une expression du taux bien plus explicite que dans les références [18, 16] :
Γ¯q =
4π
3q¯n¯ℓq
∫ +∞
0
dq¯′q¯′(1 + n¯ℓq′)
∫ q¯+q¯′
0
dk¯ k¯n¯ℓkk¯
′n¯ℓk′[min(q¯, q¯
′, k¯, k¯′)]3 (41)
On peut aller encore plus loin et se ramener à une intégrale simple après intégration sur k¯ (voir l’Annexe B).
Poursuivons le calcul de la composante ∆C(τ) de limite aux temps longs nulle de la fonction de corrélation de
dθˆ/dt. Dans son expression (29), nous connaissons désormais l’opérateur M, défini sous forme réduite par le second
membre de l’équation (39). Il nous reste à déterminer la limite de basse température kBT/mc2 → 0 des composantes
∆Aq du vecteur source, prise à q¯ et ν fixés. Un calcul assez direct 11 partant des équations (7,22,23,30) donne
∆Aq
q¯ fixé∼
ε→0
kBTγ
4~N
(
kBT
mc2
)2 (
∂ ln |γ|
∂ ln ρ
− 2u
)
[q¯3 − X(ν) − Y(ν)q¯] (42)
avec des coefficients X(ν) et Y(ν), souvenirs de λǫ et λun, fonctions de ν et écrits sous forme compacte
X(ν) =
〈〈q¯2〉〉 〈〈q¯3〉〉 − 〈〈q¯〉〉 〈〈q¯4〉〉
〈〈q¯2〉〉 − 〈〈q¯〉〉2 (43)
Y(ν) =
〈〈q¯4〉〉 − 〈〈q¯〉〉 〈〈q¯3〉〉
〈〈q¯2〉〉 − 〈〈q¯〉〉2 (44)
11. Une astuce simplificatrice consiste à sortir dans Aq une composante proportionnelle à ǫq, à savoir (2u/~N)ǫq (où l’énergie propre ǫq est
ici non encore linéarisée), ce qui fait sortir le terme 2u/(~N) dans λǫ ; le reste de Aq et de λǫ , ainsi que λun, sont déjà d’ordre kBTε2, qui est
l’ordre dominant cherché dans l’équation (42). Comme on pouvait s’y attendre, les valeurs données de X(ν) et Y(ν) expriment le fait que le vecteur
Qd(0)∆~A écrit à l’ordre kBTε2, de coordonnées ∝ n¯ℓq(1+ n¯ℓq)(q¯3 − X(ν)−Y(ν)q¯), est orthogonal aux vecteurs de coordonnées q¯ et q¯0 = 1, traduisant
l’absence de fluctuations de l’énergie et du nombre de phonons.
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à l’aide de la notation
〈〈q¯n〉〉 =
∫ +∞
0
dq¯ n¯ℓq(1 + n¯
ℓ
q)q¯
n+2
∫ +∞
0
dq¯ n¯ℓq(1 + n¯ℓq)q¯2
=
(n + 2)!gn+2(eν)
2g2(eν)
∀n ∈ N (45)
Ici, gα(z) est l’habituelle fonction de Bose (ou polylogarithme).
Une dernière remarque nous sépare du résultat : pour les processus de Landau-Khalatnikov, on peut donner une
forme hermitienne aux équations cinétiques linéarisées (39) en prenant comme variables ψq¯ plutôt que δnq, avec
q¯ δnq = [n¯
ℓ
q(1 + n¯
ℓ
q)]
1/2ψq¯ (46)
On récrit alors l’équation (39) sous la forme d’une équation de Schrödinger en temps imaginaire, avec la notation
de Dirac pour des fonctions d’onde de Fourier fictives sur la demi-droite réelle (ψq¯ ≡ 〈q¯|ψ〉, q¯ ∈ R+ étant le vecteur
d’onde d’une particule fictive vivant en dimension un et 〈q¯|q¯′〉 = δ(q¯ − q¯′)) :
d
dt¯
|ψ〉 = −Hˆ|ψ〉 (47)
Le hamiltonien fictif Hˆ est un opérateur hermitien positif ; comme −Hˆ et M ont même spectre, on en déduit que les
valeurs propres de M sont réelles négatives. Hˆ s’écrit en effet comme la somme d’un opérateur taux Γˆ diagonal dans
la base des |q¯〉, qui renferme les taux de décroissance (41) des phonons,
Γˆ|q¯〉 = Γ¯q|q¯〉 (48)
et d’un opérateur noyau intégral Vˆ hermitien non local en q, qui décrit la redistribution des phonons par collision :
Hˆ = Γˆ + Vˆ (49)
Les éléments de matrice de Vˆ admettent d’après l’équation (39) la forme intégrale harmonieuse 12
〈q¯|Vˆ |q¯′〉 = 4π
3
∫ +∞
0
dk¯
∫ +∞
0
dk¯′ δ(k¯ + k¯′ − q¯ − q¯′)[min(q¯, q¯′, k¯, k¯′)]3φ(k¯)φ(k¯′)
− 8π
3
∫ +∞
0
dk¯
∫ +∞
0
dk¯′ δ(k¯′ + q¯′ − q¯ − k¯)[min(q¯, q¯′, k¯, k¯′)]3φ(k¯)φ(k¯′) (50)
avec
φ(k¯) = k¯[n¯ℓk(1 + n¯
ℓ
k)]
1/2 (51)
Nous en donnons une expression explicite en termes de fonctions de Bose dans l’Annexe B. Nous obtenons finalement
l’équivalent à basse température de la contribution sous-balistique (26) à la variance du déphasage du condensat :
Vars-bal[θˆ(t) − θˆ(0)] t¯,νfixés∼
kBT/mc2→0
1
N
16π6|γ|4
(1 + u)8
(
mc2
kBT
)5 (
~ρ1/3
mc
)9 (
∂ ln |γ|
∂ lnρ
− 2u
)2
V¯(t¯) (52)
avec 13
V¯(t¯) = 〈χ|e
−Hˆ t¯ − 1 + Hˆ t¯
Hˆ2
|χ〉 et 〈q¯|χ〉 = φ(q¯)[q¯3 − X(ν) − Y(ν)q¯] (53)
la limite ε → 0 étant prise au temps réduit t¯ de l’équation (38) fixé et à la fugacité eν des phonons fixée. La suite de
ce travail est consacrée à l’étude de la variance réduite V¯(t¯) dans le régime dominé par les collisions t¯ ≫ 1.
12. On utilise le même genre d’astuce que dans la note 10.
13. Cette expression de V¯(t¯) provient de l’intégration formelle de
∫ t¯
0 dτ¯ (t¯ − τ¯)〈χ|e−Hˆ τ¯ |χ〉, où ∆C¯(τ¯) = 〈χ|e−Hˆ τ¯|χ〉 est une forme adimensionnée
de ∆C(τ).
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4.3.2. Étude de V¯(t¯) dans l’approximation de taux
De manière exploratoire, nous utilisons dans un premier temps l’approximation de taux proposée dans la référence
[36], qui consiste à ne garder au second membre des équations cinétiques linéarisées (39) que le terme de décroissance
−Γ¯qδnq, ce qui les rend diagonales. Ce genre d’approximation est assez courant en physique du solide, voir l’équation
(16.9) dans la référence [37] ; il faut garder bien sûr la dépendance du taux en le nombre d’onde q, qui joue un
rôle crucial. Dans la formulation de Schrödinger fictive (47), ceci revient à négliger Vˆ dans le hamiltonien (49). En
remplaçant Hˆ par Γˆ dans l’équation (53), et en posant Γ¯(q¯) = Γ¯q, nous aboutissons à l’approximation
V¯app(t¯) =
∫ +∞
0
dq¯
〈q¯|χ〉2
Γ¯(q¯)2
[
e−Γ¯(q¯)t¯ − 1 + Γ¯(q¯)t¯
]
(54)
Son comportement aux temps longs est dominé par le comportement plus ou moins singulier de l’intégrande à faible
nombre d’onde q¯. Son analyse doit donc distinguer les cas d’un potentiel chimique de phonons strictement négatif
(ν < 0) ou nul (ν = 0).
Cas ν < 0. Le taux de décroissance Γ¯(q¯) tend vers zéro quadratiquement en q¯ = 0, et nous disposons du développe-
ment
Γ¯(q¯)
ν<0
=
q¯→0
C(ν)q¯2[1 + α(ν)q¯ + O(q¯2)] (55)
Une expression intégrale des coefficients C(ν) et α(ν), ainsi que du terme sous-sous-dominant, est donnée dans l’An-
nexe B. Il suffit de savoir ici que C(ν) et α(ν) sont positifs strictement. Comme 〈q¯|χ〉2 s’annule quadratiquement
aussi :
〈q¯|χ〉2 ∼
q¯→0
q¯2n¯0(1 + n¯0)X(ν)
2 (56)
avec n¯0 = (e−ν − 1)−1, nous pouvons séparer dans l’intégrale (54) le terme Γ¯(q¯)t¯, pour obtenir un comportement
dominant diffusif aux temps longs, mais nous ne pouvons pas séparer le terme constant −1 sans déclencher une
divergence infrarouge : contrairement au cas (9) de la branche acoustique convexe, le terme sous-diffusif n’est plus un
simple retard à la diffusion, mais est lui-même divergent aux temps longs. Une étude mathématique complète obtient,
à partir du comportement suivant à faible q¯ sous le signe intégral dans l’équation (54),
〈q¯|χ〉2
Γ¯(q¯)2
ν<0
=
q¯→0
−A¯app(ν)C(ν)−1/2 − B¯app(ν)q¯ + O(q¯2)
q¯2
(57)
le développement asymptotique particulièrement riche (voir l’Annexe C)
V¯app(t¯) ν<0=
t¯→+∞
D¯app(ν)t¯ + A¯app(ν)(πt¯)
1/2 + B¯app(ν) ln(t¯
1/2) + E¯app(ν) + o(1) (58)
avec
D¯app(ν) =
∫ +∞
0
dq¯
〈q¯|χ〉2
Γ¯(q¯)
(59)
A¯app(ν) =
−X(ν)2n¯0(1 + n¯0)
C(ν)3/2
(60)
B¯app(ν) =
−2X(ν)2n¯0(1 + n¯0)
C(ν)2
[
Y(ν)
X(ν)
− α(ν) −
(
1
2
+ n¯0
)]
(61)
E¯app(ν) = −
∫ q¯c
0
dq¯
[ 〈q¯|χ〉2
Γ¯(q¯)2
+
A¯app(ν)C(ν)−1/2 + q¯B¯app(ν)
q¯2
]
−
∫ +∞
q¯c
dq¯
〈q¯|χ〉2
Γ¯(q¯)2
−A¯app(ν)C(ν)−1/2
[
1
q¯c
− 1
2
α(ν)
]
+ B¯app(ν)
{
ln[q¯cC(ν)
1/2] +
1
2
γEuler
}
(62)
Dans l’équation (62), γEuler = −0, 577 215 . . . est la constante d’Euler et q¯c > 0 est une coupure arbitraire dont la valeur
de E¯app(ν) ne dépend pas, comme on peut le vérifier en prenant la dérivée par rapport à q¯c. Les quatre coefficients du
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Figure 2: Coefficients D¯, A¯, B¯ et E¯ du développement aux temps longs de la variance sous-balistique (53) du déphasage du condensat, voir les
équations (73) et (58), en fonction du potentiel chimique réduit ν = µφ/kBT du gaz de phonons. Ici la branche acoustique a un départ concave
et les processus collisionnels entre phonons pris en compte sont ceux de Landau-Khalatnikov aux petits angles. Disques noirs (avec parfois une
fine ligne directrice) : résultats exacts obtenus numériquement. Trait plein rouge : résultats (59,60,61,62) dans l’approximation de taux. Tireté :
comportements aux limites (90,91) et (98,99,100,101) prédits analytiquement. Les coefficients sont multipliés par les puissances de th |ν| et de eν
leur conférant des limites finies et non nulles en ν = 0 et ν = −∞. Les vignettes sont des agrandissements.
développement (58) sont représentés en fonction du potentiel chimique réduit ν des phonons sur la figure 2 (trait plein
rouge). Ils présentent lorsque ν → 0− un comportement divergent, que nous compensons en les multipliant par des
puissances bien choisies de th |ν| ; de même, nous multiplions les trois derniers coefficients par une puissance bien
choisie de eν afin de compenser leur divergence en ν = −∞. Les fonctions représentées sont donc bornées.
Cas ν = 0. La divergence du coefficient de diffusion de la phase en ν = 0 laisse augurer un comportement superdiffusif
de la variance sous-balistique à potentiel chimique des phonons nul, du moins dans l’approximation de taux. Cette
fois-ci, le taux de décroissance des phonons s’annule cubiquement en q¯ = 0 [38, 18, 16] :
Γ¯(q¯)
ν=0
=
q¯→0
C0q¯
3[1 + α0q¯ + O(q¯
2)] (63)
avec les formes explicites obtenues dans l’Annexe B (la valeur de C0 est en accord avec les références [18, 16], celle
de α0 est nouvelle ; l’Annexe B donne aussi le coefficient du terme sous-sous-dominant) :
C0 =
16π5
135
et α0 = − 158π2 −
45ζ(3)
4π4
(64)
et l’on obtient un étalement sous-balistique anormalement rapide de la phase du condensat (voir l’Annexe C) :
V¯app(t¯) ν=0=
t¯→+∞
d¯app0 t¯
5/3 + d¯app1 t¯
4/3 + d¯app2 t¯ ln t¯ + O(t¯) (65)
Nous donnons ici explicitement seulement le coefficient du terme dominant,
d¯app0 =
3X20Γ(1/3)
10C1/30
avec X0 = lim
ν→0−
X(ν) = −360π
4
7
π2ζ(3) − 7ζ(5)
π6 − 405ζ(3)2 (66)
14
qui dépend uniquement du terme dominant dans le développement à faible q¯ suivant :
〈q¯|χ〉2
Γ¯(q¯)2
ν=0
=
q¯→0
X20
C20q¯
6
+ O(1/q¯5) (67)
Cas ν infinitésimal non nul : raccordement entre régime superdiffusif et diffusif. Si ν est non nul mais très proche
de zéro, |ν| ≪ 1, on s’attend à ce que V¯app(t¯) présente d’abord un comportement superdiffusif en t¯5/3, comme celui
(65) pour ν = 0, avant de se rebrancher aux temps suffisamment longs sur le comportement diffusif (58) attendu pour
ν < 0. L’existence de ces deux régimes temporels résulte de la présence à faible |ν| de deux échelles bien distinctes
de variation en q¯ des nombres d’occupation n¯ℓq, q¯ = |ν| et q¯ = 1, voir l’équation (40). Ne serait-ce qu’à cause de la
présence de n¯ℓq au dénominateur de l’équation (41), le taux de décroissance Γ¯(q¯) présente lui aussi ces deux échelles.
Aux temps longs t¯ ≫ 1 mais pas trop, l’intégrale (54) est dominée par les q¯ tels que |ν| ≪ q¯ ≪ 1 et l’étalement
sous-balistique de la phase du condensat est superdiffusif ; aux temps vraiment très longs, ce sont les q¯ ≪ |ν| qui
dominent et l’étalement se fait diffusif. Mathématiquement, pour décrire le basculement de part et d’autre de l’échelle
q¯ = |ν|, nous effectuons dans l’intégrale (54) le changement de variable
q¯ = |ν|Q (68)
et faisons tendre ν vers 0 à Q fixé. Le calcul donne par ailleurs les approximations uniformes à faible q¯
n¯ℓq
Q fixé
=
ν→0−
1
|ν|(Q + 1) −
1
2
+ O(ν) (69)
Γ¯(q¯)
Q fixé
=
ν→0−
|ν|2C(ν)Q2(Q + 1)[1 + |ν|Φ(Q) + O(|ν| ln |ν|)2] (70)
où Φ(Q), indépendante de ν, a une expression explicite donnée dans l’Annexe C et C(ν) ∼
ν→0−
|ν|C0 comme on pouvait
s’y attendre. Sous l’exponentielle dans l’équation (54), il faut donc renormaliser le temps comme suit :
Θ = C(ν)|ν|2t¯ (71)
et l’on obtient l’expression du déphasage cherchée raccordant les deux régimes d’étalement ∝ Θ5/3 pour Θ ≪ 1 et
∝ Θ pour Θ ≫ 1 :
V¯app(t¯) Θ fixé∼
ν→0−
X(ν)2
C(ν)2|ν|3 I(Θ) avec I(Θ) =
∫ +∞
0
dQ
e−Q
2(1+Q)Θ − 1 + Q2(1 + Q)Θ
Q2(1 + Q)4
(72)
L’intégrale dans l’équation (72) n’admettant a priori pas d’expression simple, nous l’avons représentée graphiquement
sur la figure 3.
Moralité. Les comportements exotiques (58) et (65) du déphasage du condensat prédits à la limite thermodynamique
par l’approximation de taux pour des collisions Landau-Khalatnikov à basse température T → 0 ne valent bien sûr
qu’aux échelles de temps o(1/T 9), comme il a été dit dans la section 4.1. Leur origine est claire et résulte de la
combinaison de deux effets :
— le taux de décroissance des phonons à faible nombre d’onde tend vers zéro plus rapidement que dans l’amor-
tissement Beliaev-Landau, comme q2 ou même q3 pour ν = 0, au lieu de q.
— l’existence d’un second mode non amorti des équations cinétiques linéarisées, associée à une nouvelle quantité
conservée par les collisions Landau-Khalatnikov, le nombre de phonons Nφ, a un effet spectaculaire pour
ν = 0 : la fonction 〈q¯|χ〉2 ne tend plus vers zéro lorsque q¯→ 0, alors qu’elle (ou son équivalent dans l’équation
(49) de la référence [36]) s’annulait quadratiquement dans le cas Beliaev-Landau. Cela est lié au fait que le
nouveau vecteur propre à gauche de M, à savoir −→un, est à coefficients constants (ce sont les poids des nombres
d’occupation nq dans Nφ) alors que l’ancien, à savoir ~ǫ, est à coefficients linéaires en q à faible q (ce sont les
poids des nq dans l’énergie).
Il reste maintenant à voir quelle part de vérité contient l’approximation de taux.
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Figure 3: Loi d’interpolation (trait plein) raccordant le régime superdiffusif (Θ ≪ 1) et le régime diffusif (Θ ≫ 1) de l’étalement sous-balistique de
la phase du condensat à très faible potentiel chimique réduit des phonons (ν = µφ/kBT → 0− àΘ fixé) sous l’effet des collisions Landau-Khalatnikov
aux petits angles. Le temps renormalisé Θ est celui de l’équation (71), et la fonction représentée est l’intégrale I(Θ) au second membre de l’équation
(72). La loi d’interpolation, initialement obtenue dans l’approximation de taux (54), est en fait un équivalent exact à faible ν de la variance réduite
sous-balistique V¯(t¯) comme il est montré dans la section 4.3.3, voir l’équation (92). En tireté : comportements aux limites I(Θ) ∼ 310Γ(1/3)Θ5/3
pour Θ → 0 et I(Θ) ∼ 12Θ pour Θ → +∞. Disques rouges : résultats numériques pour ν = −1/10 tirés de l’expression exacte (79) de V¯(t¯) et
soumis au même redimensionnement que dans l’équation (72) (on donne C(ν = −1/10) = 2, 596 303 . . . et X(ν = −1/10) = −75, 909 694 . . .) ;
le fait que les disques rouges soient proches de la ligne en trait plein montre le succès de l’approximation de taux, et plus généralement de la loi
d’interpolation, à ν très petit non nul.
4.3.3. Étude de V¯(t¯) sur la forme exacte
Repartons de l’expression (53) (exacte à suffisamment basse température) de la variance sous-balistique du dépha-
sage du condensat. Nous avons effectué d’abord une étude numérique en discrétisant et en tronquant la demi-droite
q¯ ∈ [0,+∞[, et en diagonalisant la matrice de Hˆ correspondante. 14
Cas ν < 0. Aux temps longs, nous trouvons pour V¯(t¯) une loi de même forme que l’équation (58) :
V¯(t¯) ν<0=
t¯→+∞
D¯(ν)t¯ + A¯(ν)(πt¯)1/2 + B¯(ν) ln(t¯1/2) + E¯(ν) + o(1) (73)
avec les coefficients obtenus numériquement représentés par des disques noirs sur la figure 2. À titre d’illustration,
nous représentons en fonction du temps sur la figure 4a la variance sous-balistique V¯(t¯) obtenue numériquement,
sa partie diffusive D¯(ν)t¯, qui l’approxime assez mal, et son expression asymptotique complète (73). Cette dernière,
même si elle est meilleure, commet une erreur d’ordre 1/t¯1/2 (voir la note 33 de l’Annexe C), qui tend assez lentement
vers zéro. Nous représentons donc aussi une approximation hybride très performante mêlant partie diffusive exacte et
partie sous-diffusive dans l’approximation de taux. Mais revenons à la figure 2. De manière remarquable, l’approxi-
mation de taux est en accord parfait avec les résultats numériques pour les coefficients A¯ et B¯ des ordres en temps
intermédiaires. En revanche, en ce qui concerne les coefficients D¯ et E¯ des ordres en temps extrêmes, elle est infirmée
quantitativement, sauf dans la limite ν→ 0− où elle semble donner des équivalents exacts (voir l’agrandissement dans
les vignettes). En particulier, le coefficient de diffusion de la phase est bien divergent lorsque ν→ 0−.
Cas ν = 0. Le calcul numérique confirme pleinement la loi d’étalement superdiffusive V¯(t¯) ∝ t¯5/3 prédite par l’ap-
proximation de taux, y compris la valeur (66) du coefficient de t¯5/3, comme on peut en juger qualitativement sur la
figure 4b, et quantitativement sur sa variante (non reproduite ici) portant V¯(t¯)/t¯5/3 en fonction de t¯−1/3 et extrapolant
quadratiquement à t¯−1/3 = 0.
Cas ν très proche de 0. Enfin, pour ν = −1/10, le passage pour V¯(t¯) d’un étalement superdiffusif à un étalement
diffusif est assez bien décrit par la loi interpolante (72) tirée de l’approximation de taux, comme le montre le report
des résultats numériques sur la figure redimensionnée 3.
14. Dans les calculs les plus précis, nous avons pris une troncature q¯max = 40 + |ν|, et nous avons extrapolé linéairement à un pas dq¯ = 0 à partir
de dq¯ = 0, 004 et dq¯ = 0, 006 ou 0, 008. Le cas ν , 0 mais |ν| ≪ 1 est difficile à étudier car il faut avoir dq¯ < |ν|/10 pour une bonne convergence.
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Figure 4: Variance réduite sous-balistique V¯(t¯) du déphasage du condensat en fonction du temps sous l’effet des collisions Landau-Khalatnikov aux
petits angles, obtenue par diagonalisation numérique de Hˆ dans l’équation (53), pour un potentiel chimique des phonons réduit (a) ν = −1/2, (b)
ν = 0. Disques noirs : résultats numériques. Tireté : (a) partie diffusive exacte D¯t¯ ; (b) : équivalent asymptotique d¯app0 t¯
5/3 prédit par l’approximation
de taux, voir les équations (65,66). Trait plein violet dans (a) d’aspect rectiligne : développement asymptotique (73) exact à o(1) près. Trait plein
orange dans (a) : approximation hybride de V¯(t¯), somme de la partie diffusive numérique D¯t¯ et de la partie sous-diffusive dans l’approximation de
taux.
Les raisons du succès. Il reste à comprendre analytiquement pourquoi l’approximation de taux est aussi bonne, voire
exacte pour certaines quantités (A¯, B¯) ou dans certains cas (ν → 0−). Pour cela, repartons de la forme (49) du hamil-
tonien fictif Hˆ et interprétons-en les deux termes Γˆ et Vˆ :
— l’opérateur Γˆ est diagonal dans l’espace des nombres d’onde de la particule fictive, c’est-à-dire dans la base
continue |q¯〉 ; la valeur propre associée Γ¯(q¯) est une fonction positive et croissante de q¯, s’annulant quadrati-
quement en q¯ = 0 (du moins pour ν < 0, voir l’équation (55)) et tendant vers +∞ lorsque q¯→ +∞, comme le
montre l’équivalent établi dans l’Annexe C (y compris pour ν = 0) :
Γ¯(q¯) ∼
q¯→+∞
16π
3
g5(e
ν) q¯2 (74)
où g5 est une fonction de Bose. Γˆ a donc les propriétés requises pour être considéré formellement comme un
opérateur énergie cinétique pour la particule fictive, si ce n’est que celle-ci va toujours vers l’avant (q¯ ≥ 0).
— l’opérateur Vˆ n’est pas diagonal dans la base |q¯〉mais ses éléments de matrice 〈q¯|Vˆ |q¯′〉 tendent rapidement vers
zéro lorsque q¯′ → +∞ à q¯ fixé et ne présentent aucune divergence à faible q¯′ (ils tendent là aussi vers zéro),
comme on peut le vérifier sur l’expression explicite donnée dans l’Annexe B. Nous pouvons donc considérer
formellement Vˆ comme un potentiel extérieur à courte portée pour la particule fictive, même s’il présente la
bizarrerie de ne pas être local en position. 15
Par ailleurs, nous savons que le spectre de Hˆ est positif : Hˆ provient in fine de la linéarisation d’équations ciné-
tiques, et de faibles écarts initiaux aux nombres d’occupation thermiques ne peuvent pas diverger exponentiellement
en temps. Le potentiel fictif Vˆ ne conduit donc pas à la formation d’états liés au sens strict pour la particule fictive ; il
donne naissance cependant à deux états propres discrets (normalisables) de Hˆ pour la valeur propre nulle donc situés
exactement au seuil, 16
Hˆ |φ〉 = 0 et Hˆ( ˆ¯q|φ〉) = 0 (75)
souvenirs de la conservation de l’énergie et du nombre de phonons par les processus Landau-Khalatnikov (la fonction
〈q¯|φ〉 est celle de l’équation (51) et ˆ¯q est l’opérateur nombre d’onde fictif). D’où la conclusion importante suivante : les
autres états propres de Hˆ sont les états stationnaires de diffusion de la particule fictive sur Vˆ . Chaque état de diffusion
15. Plus précisément, 〈q¯|Vˆ |q¯′〉 est la somme de deux contributions. La première tend uniformément vers zéro lorsque q¯ et q¯′ tendent vers +∞ ;
qualitativement, ceci correspond à un modèle de potentiel séparable 〈q¯|u〉〈u|q¯′〉 avec 〈u|u〉 < +∞. La seconde admet une limite finie U˜(Q¯) lorsque
q¯ et q¯′ → +∞ à Q = q¯ − q¯′ fixé; qualitativement, ceci correspond à un potentiel U(x) local dans l’espace des positions de la particule fictive, U˜(Q)
étant sa transformée de Fourier. Ici U˜(Q) est à décroissance rapide. Ces affirmations sont justifiées dans l’Annexe B, voir (B.36,B.37).
16. C’est une simple récriture de l’équation (20) selon le changement de fonction (46).
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est repéré par le nombre d’onde q¯ de l’onde fictive incidente ; le ket correspondant |ψq¯〉, somme de l’onde incidente et
de l’onde diffusée, s’écrit dans l’espace de Fourier
〈q¯′|ψq¯〉 = δ(q¯ − q¯′) + 〈q¯′|ψdiffq¯ 〉 (76)
Le premier terme est un δ de Dirac, le second est une fonction régulière de q¯′ sauf en q¯′ = q¯ où elle diverge comme
(q¯′ − q¯)−1, selon l’habituelle théorie de la diffusion ondulatoire [39], qui démontre aussi que l’énergie propre de |ψq¯〉
se réduit à l’énergie cinétique (ici fictive) de l’onde incidente :
Hˆ|ψq¯〉 = Γ¯(q¯)|ψq¯〉 (77)
Le spectre de Hˆ se réduit donc à la valeur propre discrète nulle deux fois dégénérée et au spectre continu Γ¯(q¯) non
dégénéré :
Spec Hˆ = {0 ; 0} ∪ {Γ¯(q¯) | q¯ ∈ R+∗} (78)
ce qu’une étude numérique soigneuse confirme.
Toujours selon la théorie de la diffusion, les états stationnaires normalisés comme dans l’équation (76) sont or-
thogonaux, 〈ψq¯|ψq¯′〉 = δ(q¯ − q¯′). Par injection d’une relation de fermeture sur les |ψq¯〉 dans l’expression (53) de la
variance sous-balistique du déphasage du condensat, nous obtenons l’écriture exacte
V¯(t¯) =
∫ +∞
0
dq¯
|〈χ|ψq¯〉|2
Γ¯(q¯)2
[
e−Γ¯(q¯)t¯ − 1 + Γ¯(q¯)t¯
]
(79)
L’approximation de taux (54) revient donc à négliger l’onde diffusée dans |ψq¯〉 (le second terme dans l’équation (76)).
Cette belle réinterprétation permet d’aller au-delà et d’estimer la première correction à l’approximation 〈χ|ψq¯〉 ≃ 〈χ|q¯〉,
en traitant l’effet de Vˆ dans l’approximation de Born : 17
|ψq¯〉 ≃ [1 + Gˆ0(Γ¯(q¯) + i0+)Vˆ]|q¯〉 (80)
où Gˆ0(z) = (z − Γˆ)−1, pour z ∈ C \ R+, est l’opérateur résolvante du hamiltonien non perturbé Γˆ. 18 On en déduit que
〈χ|ψq¯〉 − 〈χ|q¯〉 ≃
∫ +∞
0
dk¯
〈χ|k¯〉〈k¯|Vˆ |q¯〉
Γ¯(q¯) − Γ¯(k¯) + i0+ (81)
La correction est en général d’ordre unité, d’où l’échec quantitatif de l’approximation de taux sur le coefficient de
diffusion D¯(ν) pour ν quelconque (voir la figure 2a). Dans le cas particulier des faibles nombres d’onde q¯ → 0, en
revanche, l’élément de matrice de Vˆ tend vers zéro uniformément en k¯ :
〈k¯|Vˆ |q¯〉 k¯=O(1)∼
q¯→0
[min(q¯, k¯)]3W(k¯, ν) (82)
La fonctionW(k¯, ν) est explicitée dans l’Annexe B. Il suffit ici de savoir qu’elle est uniformément bornée surR+×R− :
W(k¯, ν) = O(1) (83)
En particulier, elle admet une limite finie et non nulle en k¯ = 0 (même pour ν = 0). On en déduit ce qui suit :
17. Nous disons bien estimer car l’approximation de Born ne donne en général pas de manière exacte la première correction à l’approximation
de taux. En effet, les éléments de matrice 〈k¯|Vˆ |k¯′〉, pour k¯ et k¯′ = O(1), ne sont infinitésimaux que si l’un au moins des k¯ et k¯′ l’est. Or l’ordre
suivant du développement de Born de 〈k¯|ψq¯〉, à savoir 〈k¯|Gˆ0VˆGˆ0Vˆ |q¯〉, où k¯ = O(1) et q¯ = o(1), fait apparaître des éléments de matrice 〈k¯|Vˆ |k¯′〉
d’ordre unité puisque la fonction k¯′ 7→ 〈k¯′ |Vˆ |q¯〉 a une largeur d’ordre unité comme le montre l’équation (82) ; cet ordre suivant apporte donc une
correction relative d’ordre unité au terme de Born 〈k¯|Gˆ0Vˆ |q¯〉.
18. L’équation (80) devient exacte si l’on remplace Vˆ par la matrice Tˆ (z) = Vˆ + VˆGˆ(z)Vˆ où Gˆ(z) = (z − Hˆ)−1 est l’opérateur résolvante du
hamiltonien complet et z = Γ¯(q¯) + i0+.
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— pour ν < 0 fixé, 19
〈χ|ψq¯〉 − 〈χ|q¯〉 =
q¯→0
O(q¯3 ln q¯) (84)
Comme 〈χ|q¯〉 s’annule linéairement dans cette limite, l’approximation de taux introduit une erreur relative
d’ordre q¯2 ln q¯ sur |〈χ|ψq¯〉|2 dans l’équation (79). Aussi |〈χ|ψq¯〉|2/Γ¯(q¯)2 admet-il de manière exacte le dévelop-
pement limité (57). Les expressions (60,61) des coefficients A¯(ν) et B¯(ν) qui en découlent sont donc exactes.
Nous les récrivons ici :
A¯(ν) =
−X(ν)2n¯0(1 + n¯0)
C(ν)3/2
(85)
B¯(ν) =
−2X(ν)2n¯0(1 + n¯0)
C(ν)2
[
Y(ν)
X(ν)
− α(ν) −
(
1
2
+ n¯0
)]
(86)
En revanche, les expressions (59) et (62) ne dépendent pas seulement du comportement de 〈q¯|χ〉 au voisinage
de q¯ = 0 ; elles ne donnent donc pas la valeur exacte de D¯(ν) et E¯(ν).
— pour ν = 0, 20
〈χ|ψq¯〉 − 〈χ|q¯〉 =
q¯→0
O(q¯) (87)
Comme 〈χ|q¯〉 a une limite finie et non nulle en q¯ = 0, l’approximation de taux introduit une erreur relative q¯ sur
|〈χ|ψq¯〉|2. Le développement (67) n’est affecté qu’à l’ordre sous-dominant. Il en va de même pour l’équation
(65). Nous gardons donc le résultat exact prédit par l’approximation de taux (voir (66) pour l’expression de X0
et (64) pour celle de C0) :
V¯(t¯) ν=0=
t¯→+∞
d¯0t¯
5/3 + O(t¯4/3) avec d¯0 =
3X20Γ(1/3)
10C1/30
= 913, 184 011 . . . (88)
— pour ν infinitésimal non nul, nous avons vu dans l’approximation de taux que le basculement de V¯(t¯) de
l’étalement superdiffusif à l’étalement diffusif est dominé par les nombres d’onde q¯ ≃ |ν|. Nous posons donc
q¯ = |ν|Q comme dans l’équation (68) et k¯ = |ν|K dans l’intégrale (81), puis faisons tendre ν vers zéro à Q
et K fixés. En gardant l’ordre dominant dans l’expression (53) de 〈k¯|χ〉 et dans les équations (69,70), et en
approximantW(k¯, ν) parW(0, 0), nous trouvons que
〈χ|ψq¯〉 − 〈χ|q¯〉 Q fixé≃
ν→0−
X0
C0
W(0, 0)|ν|
∫ +∞
0
dK
K
K+1 [min(K,Q)]
3
K2(1 + K) − Q2(1 + Q) − i0+ = O(|ν|) (89)
Comme 〈χ|q¯〉 ∼ −X0Q/(1 + Q) dans cette limite, les erreurs relative et absolue introduites sur |〈ψq¯|χ〉|2 par
l’approximation de taux sont d’ordre un en |ν|. L’approximation de taux donne donc les valeurs exactes du
coefficient de diffusion D¯ et du terme constant E¯ dans la limite ν → 0− à l’ordre dominant en |ν| :
D¯(ν) =
∫ +∞
0
dq¯
|〈χ|ψq¯〉|2
Γ¯(q¯)
=
ν→0−
X(ν)2
2C(ν)|ν| + O
(
ln |ν|
|ν|
)
(90)
E¯(ν) =
ν→0−
2X(ν)2
C(ν)2|ν|3
[
ln(C(ν)|ν|2) − 29
12
+ γEuler
]
+ O
(
ln |ν|
|ν|4
)
(91)
comme on peut le vérifier sur les agrandissements autour de ν = 0 dans les vignettes des figures 2a et 2d. Nous
avons obtenu ces résultats en effectuant le changement de variable q¯ = |ν|Q dans l’équation (59) et dans la
19. Comme l’intégrale sur k¯ dans (81) est dominée par les k¯ ≪ k¯c ≪ 1, où k¯c est arbitraire mais fixé, on approxime W(k¯, ν) par W(0, ν),
〈χ|k¯〉 par −k¯[n¯0(1 + n¯0)]1/2X(ν), Γ¯(k¯) par C(ν)k¯2 et, bien sûr, Γ¯(q¯) par C(ν)q¯2 . Après le changement de variable k¯ = q¯K, on tombe sur l’intégrale
q¯3
∫ k¯c/q¯
0 dK K[min(1, K)]
3/(K2 − 1 − i0+) = O(q¯3 ln q¯).
20. On peut procéder comme dans la note 19 si ce n’est que 〈χ|k¯〉 →
k¯→0
−X0 et Γ¯(k¯) s’annule cubiquement. On tombe sur l’intégrale
q¯
∫ k¯c/q¯
0 dK[min(1, K)]
3/(K3 − 1 − i0+) = O(q¯).
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première intégrale de l’équation (62) puis en remplaçant l’intégrande par un équivalent pour ν → 0 à Q fixé,
voir l’équation (70), commettant ainsi une erreur relative O(|ν|) du même ordre que celle de l’approximation
de taux. Dans l’équation (62), on remplace de même A¯app(ν), B¯app(ν) et α(ν) par des équivalents et on néglige
la seconde intégrale
∫ +∞
q¯c
de contribution bornée. 21 De la même manière, on déduit de l’équation (89) que la
loi d’interpolation (72) entre les étalements sous-balistiques superdiffusif et diffusif, tirée de l’approximation
de taux, est en fait un équivalent exact à faible ν de V¯(t¯) à Θ = C(ν)|ν|2 t¯ fixé, que nous récrivons donc ici :
V¯(t¯) Θ fixé∼
ν→0−
X(ν)2
C(ν)2|ν|3
∫ +∞
0
dQ
e−Q
2(1+Q)Θ − 1 + Q2(1 + Q)Θ
Q2(1 + Q)4
(92)
Cas ν → −∞. Pour terminer, signalons qu’un autre résultat exact peut être obtenu dans la limite ν → −∞ où le gaz
de phonons est non dégénéré. Les nombres d’occupation thermiques des modes tendent alors exponentiellement vers
zéro :
n¯ℓk ∼ν→−∞ e
νe−k¯ (93)
Comme on le voit sur les expressions (41) de sa partie diagonale et (50) de sa partie non diagonale, le hamiltonien
fictif (49) tend vers zéro de la même façon :
Hˆ ∼
ν→−∞
eνHˆ∞ (94)
où l’opérateur Hˆ∞ est indépendant de ν. Ceci vaut aussi pour le ket fictif |χ〉 dans l’équation (53) : 22
|χ〉 ∼
ν→−∞
eν/2|χ∞〉 avec 〈q¯|χ∞〉 = q¯ e−q¯(q¯3 − X∞ − Y∞q¯) (95)
Si l’on redéfinit astucieusement le temps et la variance sous-balistique du déphasage comme suit, eν t¯ = t¯∞ et V¯∞(t¯∞) =
eνV¯(t¯), la variance réduite V¯∞(t¯∞) dépend seulement de t¯∞ et plus de ν dans la limite non dégénérée :
V¯∞(t¯∞) = 〈χ∞|e
−Hˆ∞ t¯∞ − 1 + Hˆ∞t¯∞
Hˆ2∞
|χ∞〉 (96)
Or elle doit admettre aux temps t¯∞ longs un développement asymptotique de même forme que (73) :
V¯∞(t¯∞) =
t¯∞→+∞
D¯∞ t¯∞ + A¯∞(πt¯∞)1/2 + B¯∞ ln(t¯1/2∞ ) + E¯∞ + o(1) (97)
avec des coefficients constants A¯∞, B¯∞ connus analytiquement et D¯∞, E¯∞ calculables numériquement. 23 Si l’on revient
au temps t¯ et à la variance V¯(t¯) dans l’équation (97), on doit trouver le comportement limite de l’équation (73) lorsque
ν→ −∞, à une erreur relative O(eν) près comme dans les équations (93,94,95), d’où
D¯(ν) = D¯∞[1 + O(eν)] (98)
A¯(ν) = e−ν/2A¯∞[1 + O(eν)] (99)
B¯(ν) = e−νB¯∞[1 + O(eν)] (100)
E¯(ν) = e−ν(E¯∞ + B¯∞ν/2)[1 + O(eν)] (101)
Ces prédictions sont représentées par des droites en tireté sur la figure 2.
21. On prend C(ν)−1/2 A¯app(ν) ∼ −X(ν)2/[|ν|2C(ν)2], B¯app(ν) ∼ 4X(ν)2/[C(ν)2 |ν|3] et 〈q¯|χ〉2/Γ¯(q¯)2 ∼ X(ν)2/[|ν|4C(ν)2Q2(1 + Q)4]. On prend
aussi α(ν) ∼ 1/|ν|, comme le laisse présager (70) et comme le confirme un calcul explicite (voir l’Annexe B). Dans toutes ces expressions, l’erreur
relative est bien un O(|ν|). Il reste à dire que
∫ q¯c/|ν|
0 dQ
[
1
Q2(1+Q)4
− 1
Q2
+ 4Q
]
= 133 + 4 ln
q¯c
|ν| + O(|ν|).
22. On donne X∞ = limν→−∞ X(ν) = −120 et Y∞ = limν→−∞ Y(ν) = 60.
23. On donne D¯∞ ≃ 379, E¯∞ ≃ 101, A¯∞ = −(5!)2/(16π/3)3/2 ≃ −210 et B¯∞ = 2(5!)2(1 + α∞)/(16π/3)2 ≃ 180, sachant que
α∞ = limν→−∞ α(ν) = 3/4 d’après (B.19).
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5. Conclusion
Dans un gaz tridimensionnel de N fermions de spin 1/2 à l’équilibre, homogène, non polarisé et isolé de son en-
vironnement, un condensat de paires accumule pendant la durée t un déphasage θˆ(t) − θˆ(0), dont nous avons étudié le
comportement de la variance aux temps longs devant le temps de collision entre les phonons thermiques du système.
Le gaz est proche de la limite thermodynamique, mais reste de taille finie. Sa température est non nulle mais extrême-
ment basse, suffisamment pour justifier l’emploi de l’hydrodynamique quantique. Il nous a fallu distinguer deux cas,
qui dépendent de la force des interactions de contact entre fermions de spins opposés.
Dans le premier cas, la relation de dispersion des phonons est convexe à faible nombre d’onde q. Les processus
collisionnels dominants sont ceux à trois phonons φ ↔ φ + φ de Beliaev-Landau, avec une échelle de temps ∝
~(mc2)5/2ǫ3/2F (kBT )
−5, où c est la vitesse du son à température nulle et ǫF l’énergie de Fermi du gaz. La variance du
déphasage du condensat est asymptotiquement la somme d’un terme balistique ∝ t2 et d’une contribution 2D(t − t0)
sous-dominante correspondant à une diffusion de phase avec un temps de retard t0. Le terme balistique résulte des
variations d’une réalisation de l’expérience à l’autre des quantités conservées que sont l’énergie totale E et le nombre
total N de fermions dans le gaz ; il disparaît donc si le système est préparé dans l’ensemble microcanonique. Il est
insensible aux fluctuations initiales d’autres observables car le gaz de phonons a une dynamique quantique ergodique.
En revanche, les coefficients D et t0, dont nous donnons des expressions analytiques, ne dépendent pas de l’ensemble
statistique à la limite thermodynamique. Cette situation ressemble beaucoup à celle d’un condensat dans un gaz de
bosons en interaction faible [17].
Dans le second cas, la relation de dispersion des phonons est concave à faible nombre d’onde. La situation est
alors beaucoup plus riche, les processus collisionnels présentant plusieurs échelles de temps pertinentes. À l’échelle
de temps ∝ ~(mc2)6(kBT )−7, les processus dominants sont ceux à quatre phonons de Landau-Khalatnikov aux petits
angles (collisions q + q′ → k + k′ avec des angles O(kBT/mc2) entre les vecteurs d’onde). Nous nous limitons ici
aux durées t négligeables devant ~(mc2)8(kBT )−9 pour exclure les autres processus, et aux distributions thermiques
de phonons isotropes dans l’espace des q pour simplifier (les collisions de Landau-Khalatnikov aux petits angles,
de la façon dont nous les traitons, ne thermalisent pas la direction de q [30]). Le nombre total de phonons Nφ est
donc de manière effective une constante du mouvement et les phonons admettent, au contraire du cas précédent, des
distributions quasi-stationnaires de potentiel chimique µφ non nul, µφ < 0. La variance du déphasage est alors asymp-
totiquement la somme d’un terme balistique ∝ t2, d’un terme diffusif 2Dt, de termes sous-sous-dominants exotiques
2A(πt)1/2 + 2B ln(t1/2) et d’un terme constant. Le coefficient du terme balistique résulte, comme dans le premier cas,
des fluctuations des quantités conservées, ici N, E et Nφ ; il s’annule dans un ensemble microcanonique généralisé
fixant N, E et Nφ. Les coefficients A et B dépendent seulement de la physique infrarouge du gaz de phonons, c’est-à-
dire des nombres d’onde q ≪ qth où qth = kBT/~c est le nombre d’onde thermique. Leur valeur exacte peut ainsi être
obtenue analytiquement par une simple approximation de taux réduisant à leur partie diagonale, c’est-à-dire à leurs
termes de décroissance, les équations cinétiques linéarisées sur les fluctuations des nombres d’occupation des modes
de phonons. Le coefficient D et le terme constant sont, quant à eux, dominés par cette physique infrarouge seulement
lorsque µφ/kBT → 0 ; dans cette limite, on obtient analytiquement leur comportement dominant, divergent. Lorsque
le potentiel chimique des phonons est nul, µφ = 0, la variance du déphasage du condensat est asymptotiquement la
somme du sempiternel terme balistique, de termes superdiffusifs exotiques (à exposants non entiers) d0t5/3 + d1t4/3
et de termes sous-sous-dominants en O(t ln t). La valeur exacte du coefficient d0 est obtenue analytiquement par l’ap-
proximation de taux. On peut de même obtenir une loi interpolante à µφ/kBT très petit non nul décrivant le passage,
pour la variance sous-balistique, de l’étalement superdiffusif ∝ t5/3 à l’étalement diffusif ∝ t, le changement de régime
se faisant à un temps t ∝ ~ǫ6F |µφ|−3(kBT )−4.
Dans tous les cas, nous avons utilisé de façon centrale la généralisation quantique de la seconde relation de Joseph-
son, qui relie la dérivée temporelle de l’opérateur phase θˆ du condensat de paires aux opérateurs nombres d’occupation
des modes de phonons [1]. Dans tous les cas, nous trouvons que le coefficient du terme balistique est un O(1/N) pour
des fluctuations normales des quantités conservées, et que tous les coefficients des termes sous-balistiques (D et Dt0
dans le cas convexe, D, A, B, le terme constant, d0 et d1 dans le cas concave) sont ∝ 1/N. Dans le cas concave, des
résultats nouveaux et forts sur le taux d’amortissement Landau-Khalatnikov des phonons ont été obtenus (voir en
particulier l’équation (41)), pour µφ < 0 bien sûr mais pour µφ = 0 aussi ; simples intermédiaires de calcul ici, ils ont
été relégués en annexe.
Un prolongement naturel de notre travail sur l’étalement de la phase du condensat de paires serait d’effectuer l’ana-
21
lyse aux échelles de temps plus longues ~(mc2)8(kBT )−9 où le nombre de phonons n’est plus conservé, de prendre en
compte le couplage aux quasi-particules fermioniques BCS c’est-à-dire aux paires de fermions brisées thermiquement
[40, 41], voire de traiter le cas harmoniquement piégé comme il est fait pour les bosons dans la référence [42]. Si-
gnalons aussi comme sujet de recherche émergent et prometteur l’étude de la cohérence temporelle à température non
nulle d’un gaz (de bosons ou de fermions) isolé de dimensionnalité réduite [43] ; la physique y est assez différente
de notre cas tridimensionnel à la limite thermodynamique puisqu’il n’y a plus de condensat, mais certains des outils
théoriques du présent travail pourraient y être réemployés.
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Annexe A. Calcul analytique de la moyenne angulaire Landau-Khalatnikov dans l’équation (37)
Pour justifier l’équation (37) et donc l’expression très simple du taux d’amortissement Landau-Khalatnikov dans
l’équation (41), il faut montrer que la fonction des nombres d’onde réduits (36) entrants et sortants définie sur l’hy-
perplan k¯ + k¯′ = q¯ + q¯′ par
F(q¯, q¯′; k¯, k¯′) ≡ q¯
′k¯
2q¯k¯′|w|
∫ π
0
dφ
∫ π/2
0
dα sin(2α)Θ
(−w
u
)
|Ared|2 (A.1)
vaut simplement
F(q¯, q¯′; k¯, k¯′) =
4π
3
[min(q¯, q¯′, k¯, k¯′)]3
q¯q¯′k¯k¯′
(A.2)
Nous avons repris ici les résultats de la référence [18] avec presque les mêmes notations. En particulier, Θ est la
fonction de Heaviside et
u =
1
k¯′
[
q¯(k¯ sin2 α − q¯′ cos2 α) + q¯′k¯(1 − sin 2α cosφ)
]
; w =
1
4
(
q¯3 + q¯′3 − k¯3 − k¯′3
)
(A.3)
Ared = 1
q¯′
(
cos2 α
(q¯+q¯′)2 − 3u4w
) − 1
k¯
(
sin2 α
(q¯−k¯)2 − 3u4w
) − 1
q¯′ cos2 α−k¯ sin2 α+u
(q¯′−k¯)2 − 3u4w k¯′
(A.4)
La fonction F hérite des propriétés de symétrie de l’amplitude de couplage A(q, q′; k, k′) à quatre phonons du ha-
miltonien effectif (31) : F(q¯, q¯′; k¯, k¯′) = F(q¯′, q¯; k¯, k¯′) = F(q¯, q¯′; k¯′, k¯) = F(k¯, k¯′; q¯, q¯′). Elle est de plus positivement
homogène de degré −1, F(λq¯, λq¯′; λk¯, λk¯′) = λ−1F(q¯, q¯′; k¯, k¯′) pour tout λ > 0, comme on le constate aisément sur
l’écriture (A.1). Il suffit donc d’établir (A.2) sur le domaine fondamental 0 < k¯ < q¯ < 1/2 et k¯′ + k¯ = q¯′ + q¯ = 1,
auquel nous nous restreignons désormais.
Sur ce domaine fondamental, w = − 34 (q¯− k¯)(1− k¯ − q¯) est strictement négatif et l’on a, en introduisant X = tanα :
u > 0⇐⇒ sX − s
′
X
> cos φ⇐⇒ X > X0(φ) =
cos φ +
√
4ss′ + cos2 φ
2s
où s =
1
2(1 − q¯) > 0 et s
′ =
q¯ − k¯
2k¯
> 0 (A.5)
Comme il est suggéré dans une note de la référence [16], on peut voir l’amplitude réduite Ared comme une somme
d’éléments simples en la variable cos φ :
Ared = 1sin 2α
3∑
i=1
bi
ai − cos φ (A.6)
avec
a1 =
1
2(1 − q¯) a
′
1 = −
(q¯ − k¯)(2 − k¯ − q¯)
2(1 − q¯) b1 =
(1 − k¯)(q¯ − k¯)(1 − k¯ − q¯)
k¯(1 − q¯)2 (A.7)
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a2 =
1 − 2k¯
2k¯(q¯ − k¯) a
′
2 = −
q¯ − k¯
2k¯
b2 = − (1 − k¯)(q¯ − k¯)(1 − k¯ − q¯)
k¯2(1 − q¯) (A.8)
a3 =
1 − 2k¯
2[1 + k¯2 − k¯(3 − q¯)] a
′
3 =
(q¯ − k¯)(2 − k¯ − q¯)
2[1 + k¯2 − k¯(3 − q¯)] b3 = −
(1 − k¯)(q¯ − k¯)(1 − k¯ − q¯)2
k¯(1 − q¯)[1 + k¯2 − k¯(3 − q¯)] (A.9)
Il faut cependant prendre le contrepied de cette note en intégrant d’abord sur l’angle α plutôt que sur l’angle φ :
F(q¯, 1 − q¯; k¯, 1 − k¯) = k¯(1 − q¯)
3q¯(1 − k¯)(q¯ − k¯)(1 − k¯ − q¯)
3∑
i, j=1
bib jI(ai, a
′
i; a j, a
′
j) (A.10)
où l’on a introduit la fonction
I(a, a′; aˇ, aˇ′) ≡
∫ π
0
dφ
∫ +∞
X0(φ)
dX
X
(aX2 − X cosφ + a′)(aˇX2 − X cos φ + aˇ′) (A.11)
Deuxième remarque salvatrice, les coefficients ai et a′i obéissent aux relations remarquables et inattendues
(aia
′
j − a ja′i)2 + (ai − a j)(a′i − a′j) = 0 ∀i, j ∈ {1, 2, 3} (A.12)
Nous calculons donc la fonction I(a, a′; aˇ, aˇ′) uniquement sur la variété
V = {(a, a′, aˇ, aˇ′) ∈ R4 | (aaˇ′ − a′aˇ)2 + (a − aˇ)(a′ − aˇ′) = 0} (A.13)
La décomposition de l’intégrande de (A.11) en éléments simples sur le corps des réels vis-à-vis de la variable X fait
alors apparaître un facteur global dont la dépendance en φ est particulièrement simple, puisqu’il est ∝ sin−2 φ. 24 On
se ramène ainsi, après intégration sur X, à
I(a, a′; aˇ, aˇ′) =
J(a, a′) − J(aˇ, aˇ′) − 12K(a, a′) + 12K(aˇ, aˇ′)
aaˇ′ − a′aˇ + 2
a′J(a, a′) − aˇ′J(aˇ, aˇ′)
a′ − aˇ′ (A.14)
Les fonctions de deux variables introduites,
J(a, a′) ≡
∫ π−η
η
dφ
sin2 φ
cos φ√
4aa′ − cos2 φ
atan 2aΛ√
4aa′ − cos2 φ
− atan 2aX0(φ) − cosφ√
4aa′ − cos2 φ
 (A.15)
K(a, a′) ≡
∫ π−η
η
dφ
sin2 φ
ln
aX20(φ) − X0(φ) cosφ + a′
a
(A.16)
contiennent des paramètres de régularisation strictement positifs Λ et η qu’on fait tendre respectivement vers +∞ et
0+ à la fin des calculs. Il reste à intégrer les équations (A.15,A.16) par parties, en prenant la dérivée des fonctions
non rationnelles atan et ln pour s’en débarrasser. 25 Les termes tout intégrés divergent comme DJ(a, a′)/η + O(η) et
DK(a, a′)/η+O(η) lorsque η → 0 ; l’expression des coefficientsDJ(a, a′) et DK(a, a′) importe peu puisque leurs contri-
butions se compensent exactement dans la fonction de limite finie I(a, a′; aˇ, aˇ′). Les intégrales restantes convergent
lorsque η → 0 : elles constituent les parties finies Pf J et Pf K des intégrales J et K au sens de Hadamard. Ce sont
des intégrales de fonctions rationnelles f (φ) de cos φ et de X0(φ), qui se ramènent donc en principe à des intégrales
elliptiques [44] ; en réalité, l’astuce de symétrisation remplaçant leur intégrande f (φ) par [ f (φ) + f (π − φ)]/2 (ce que
l’on peut toujours faire pour une intégrale sur [0, π]) fait disparaître la racine carrée
√
4ss′ + cos2 φ provenant de X0(φ)
et nous ramène à des intégrales de fractions rationnelles de cos φ,
Pf J(a, a′) = − a − s
1 − 4aa′
∫ π
0
dφ
a′(a′s + as′) − 12 (a′ + s′) cos2 φ
(as′ + a′s)2 + (a − s)(a′ + s′) cos2 φ (A.17)
Pf K(a, a′) = −(a − s)(a′ + s′)
∫ π
0
dφ
cos2 φ
(as′ + a′s)2 + (a − s)(a′ + s′) cos2 φ (A.18)
24. Dans le cas général, on sort un facteur plus compliqué [(aaˇ′ − a′aˇ)2 + (a − aˇ)(a′ − aˇ′) cos2 φ]−2, qui compromet la suite du calcul.
25. Dans l’équation (A.15), les fonctions arc tangente et racine carrée sont définies sur le plan complexe. Une primitive de
cos φ/(sin2 φ
√
4aa′ − cos2 φ) est
√
4aa′ − cos2 φ/[(1− 4aa′) sin φ]. La racine carrée
√
4aa′ − cos2 φ qu’elle contient se multiplie avec celle prove-
nant de la dérivée de atan : l’intégration par parties fait donc disparaître d’un seul coup les deux fonctions gênantes racine carrée et arc tangente.
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qui se déduisent aisément de
∫ π
0
dφ [1 − C(a, a′) cos2 φ]−1 = π[1 − C(a, a′)]−1/2, où C(a, a′) a même valeur dans
PfJ(a, a′) et PfK(a, a′). 26 On obtient ainsi, après remplacement de J et K dans (A.14) par leur partie finie Pf J et
Pf K, une expression essentiellement explicite de I(a, a′; aˇ, aˇ′) :
I(a, a′; aˇ, aˇ′) =
Pf J(a, a′) − Pf J(aˇ, aˇ′) − 12Pf K(a, a′) + 12Pf K(aˇ, aˇ′)
aaˇ′ − a′aˇ + 2
a′Pf J(a, a′) − aˇ′Pf J(aˇ, aˇ′)
a′ − aˇ′ (A.19)
Le calcul de I(a, a′; aˇ, aˇ′) que nous venons d’exposer échoue dans le cas particulier (a, a′) = (aˇ, aˇ′) et ne permet
a priori pas d’obtenir les termes diagonaux i = j dans l’équation (A.10). Une astuce simple permet cependant de
contourner l’obstacle : il suffit de prendre (a, a′) = (ai, a′i) et de faire tendre (aˇ, aˇ
′) vers (ai, a′i) dans (A.19) tout
en restant sur la variété V de l’équation (A.13). En pratique, on prend (aˇ, aˇ′) = (ai + ǫ, a′i + λiǫ) avec ǫ → 0 et
λi = [
√
1 − 4aia′i − (1 − 2aia′i)]/(2a2i ), c’est-à-dire λ1 = λ2 = −(k¯ − q¯)2 et λ3 = −(k¯ − q¯)2/(1 − 2k¯)2. Nous obtenons
finalement F(q¯, 1−q¯; k¯, 1−k¯) = 4πk¯2/[3q¯(1−k¯)(1−q¯)] comme dans l’équation (A.2) restreinte au domaine fondamental
0 < k¯ < q¯ < 1/2, ce qu’il fallait démontrer.
Annexe B. Expressions et résultats analytiques sur le taux de décroissance Landau-Khalatnikov des phonons
et sur le noyau intégral des équations cinétiques linéarisées correspondantes
Pour alléger les notations, on omet ici les barres au-dessus de q¯, q¯′, k¯ : les nombres d’onde sont implicitement
exprimés en unités de kBT/~c (T température du gaz, c vitesse du son).
Annexe B.1. Cas du taux de décroissance Γ¯q
L’équation (41) donne Γ¯q sous forme d’une intégrale double (au lieu d’une intégrale quadruple dans les références
[18, 16]). L’intégrale intérieure sur k peut cependant être effectuée analytiquement, ce qui ramène Γ¯q à l’intégrale
simple suivante :
Γ¯q =
8π
3qn¯ℓq
∫ +∞
0
dq′
q′(1 + n¯ℓq′)
eq+q′−2ν − 1F(min(q, q
′),max(q, q′)) (B.1)
avec
F(q, q′) =
1
12
q3q′2(q′ + 3q) − q
5
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(q + q′) − 3q3q′[g2(eν−q) + g2(eν−q′)]
+ 6q2(2q′ − q)[g3(eν−q′ ) − g3(eν−q)] + 12q(3q − 2q′)[g4(eν−q) + g4(eν−q′ )]
+ 24(q + q′)[g5(eν) − g5(eν−q−q′)] + 24(q′ − 4q)[g5(eν−q′ ) − g5(eν−q)]
− 120[g6(eν) + g6(eν−q−q′ ) − g6(eν−q) − g6(eν−q′)] (B.2)
où gα(z) est l’habituelle fonction de Bose (ou polylogarithme) d’indice α, gα(z) =
∑+∞
n=1 z
n/nα (pour |z| < 1). On peut
montrer que l’intégrande de (B.1) est une fonction de q′ de classe C2, sa dérivée troisième étant discontinue en q′ = q.
Expliquons brièvement comme l’équation (B.2) a été obtenue. La première étape est d’expliciter le min dans
l’équation (41). Comme l’intégrale sur k y est invariante par le changement de variable k → q+ q′− k (son intégrande
est invariant sous l’échange de k et k′ = q + q′ − k), on peut la limiter à l’intervalle [0, (q + q′)/2] au prix d’une
multiplication par un facteur 2. Alors k ≤ k′, k′ ne peut jamais être le min et il ne reste que quatre cas :
(1) q′ ≥ q, k > q : la contribution à Γ¯q vaut
Γ¯1(q) =
8πq2
3n¯ℓq
∫ +∞
q
dq′ q′(1+ n¯ℓq′) f1(q, q
′) avec f1(q, q′) =
∫ (q+q′)/2
q
dk kk′n¯ℓkn¯
ℓ
k′ =
1
2
∫ q′
q
dk kk′n¯ℓkn¯
ℓ
k′ (B.3)
où nous avons cette fois utilisé la symétrie k ↔ k′ pour doubler l’intervalle d’intégration.
26. Là aussi, la situation est plus simple que prévu : (i) comme a1 − s = 0 et a′2 + s′ = 0, on a PfJ(a1 , a′1) = PfK(a1, a′1) = PfK(a2, a′2) = 0 et
C(a1 , a′1) = C(a2 , a
′
2) = 0 ; (ii) 1 −C(a3 , a′3) = [(1 − k¯ − q¯)/(1 + k¯ − q¯)]2 est un carré parfait.
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(2) q′ ≥ q, k < q : la contribution à Γ¯q vaut
Γ¯2(q) =
8πq2
3n¯ℓq
∫ +∞
q
dq′ q′(1 + n¯ℓq′ ) f2(q, q
′) avec f2(q, q′) =
1
q3
∫ q
0
dk k4k′n¯ℓkn¯
ℓ
k′ (B.4)
(3) q′ ≤ q, k < q′ : la contribution à Γ¯q vaut
Γ¯3(q) =
8πq2
3n¯ℓq
∫ q
0
dq′ q′(1 + n¯ℓq′ ) f3(q, q
′) avec f3(q, q′) =
1
q3
∫ q′
0
dk k4k′n¯ℓkn¯
ℓ
k′ (B.5)
(4) q′ ≤ q, k > q′ : la contribution à Γ¯q vaut
Γ¯4(q) =
8πq2
3n¯ℓq
∫ q
0
dq′ q′(1 + n¯ℓq′) f4(q, q
′) avec f4(q, q′) =
q′3
q3
∫ (q+q′)/2
q′
dk kk′n¯ℓkn¯
ℓ
k′ (B.6)
La deuxième étape consiste à évaluer les fonctions fn(q, q′). On constate que
f3(q, q
′) =
(
q′
q
)3
f2(q
′, q) et f4(q, q′) =
(
q′
q
)3
f1(q
′, q) (B.7)
Il reste à calculer f1 et f2. Expliquons sur f1 comment procéder. On décompose l’intégrande de f1(q, q′) en éléments
simples vis-à-vis de la variable X = ek (le monôme k au numérateur est traité comme une constante) après avoir
translaté la variable d’intégration de ν pour obtenir
f1(q, q
′) =
1/2
eq+q′−2ν − 1
∫ q′−ν
q−ν
dk
[
(k + ν)(q + q′ − ν − k)
ek − 1 −
(k + ν)(q + q′ − ν − k)
ek−(q+q′−2ν) − 1
]
(B.8)
Dans l’intégrale du second terme, on effectue le changement de variable k → q + q′ − 2ν − k pour se ramener à
f1(q, q
′) =
1
eq+q′−2ν − 1
[
1
2
∫ q′−ν
q−ν
dk (q + q′ − ν − k)(ν + k) +
∫ q′−ν
q−ν
dk
(k + ν)(q + q′ − ν − k)
ek − 1
]
(B.9)
qu’on sait calculer puisqu’on connaît une primitive de kn/(ek − 1) sur [0, 1],∀n ∈ N : 27
∫
dk
kn/n!
ek − 1 = −
n∑
s=0
ks
s!
gn+1−s(e−k) (B.10)
Annexe B.2. Cas du noyau intégral de la forme hermitienne des équations cinétiques linéarisées
Partons de l’expression (50) du noyau intégral comme somme de deux intégrales doubles I et II. Dans la première
intégrale, on intègre trivialement sur k′ grâce au δ de Dirac (k′ = q + q′ − k et k ≤ q + q′) ; en récrivant 28
φ(k)φ(k′)
dans I
= k(q + q′ − k) e(q+q′)/2−νn¯ℓkn¯ℓk′ (B.11)
nous nous ramenons à la même intégrale sur k que dans Γ¯q. Dans la seconde intégrale double, on choisit q ≥ q′
(sans perte de généralité compte tenu de la symétrie hermitienne) et on intègre trivialement sur k′ grâce au δ de Dirac
(k′ = k + q − q′ ≥ k) pour tomber sur
〈q|VˆII |q′〉 =
q′≤q
−8π
3
∫ +∞
0
dk k(k + q − q′)ek+ q−q
′
2 −νn¯ℓkn¯
ℓ
k+q−q′[min(q
′, k)]3 (B.12)
27. On dérivera l’équation (B.10) par rapport à k et on utilisera ddt [gα(e
−t)] = −gα−1(e−t) et g0(e−t) = 1/(et − 1).
28. La loi de Bose vérifie 1 + n¯ℓk = e
k−νn¯ℓk donc φ(k)φ(k
′) = e(k+k
′)/2−νkk′n¯ℓk n¯
ℓ
k′ en toute généralité.
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Il reste à distinguer k ≤ q′ et k ≥ q′, à décomposer l’intégrande en éléments simples vis-à-vis de X = ek puis à utiliser
(B.10). Nous trouvons finalement 29
〈q|Vˆ |q′〉 = 〈q|VˆI |q′〉 + 〈q|VˆII |q′〉 (B.13)
〈q|VˆI |q′〉 = 4π
3 sh
(
q+q′
2 − ν
) F(min(q, q′),max(q, q′)) (B.14)
〈q|VˆII |q′〉 = − 4π
3 sh
∣∣∣ q−q′
2
∣∣∣ G(max(q, q′),min(q, q′)) (B.15)
où la fonction F est celle de l’équation (B.2) et la fonctionG est donnée par
G(q, q′) = 3qq′3[g2(eν−q) − g2(eν−q′ )] + 6q′2(2q + q′)[g3(eν−q) − g3(eν−q′ )]
+ 12q′(2q + 3q′)[g4(eν−q) − g4(eν−q′ )] + 24(q − q′)[g5(eν) − g5(eν+q′−q)]
+ 24(q + 4q′)[g5(eν−q) − g5(eν−q′)] + 120[g6(eν) + g6(eν−q) − g6(eν−q′ ) − g6(eν−q+q′ )] (B.16)
Considérée comme une fonction de q′, 〈q|Vˆ |q′〉 est continue mais présente un point anguleux en q′ = q à cause de la
contribution II.
Annexe B.3. Applications
Donnons sans démonstration quelques développements limités ou asymptotiques du taux de décroissance Γ¯q et du
noyau intégral 〈q|Vˆ |q′〉.
Annexe B.3.1. Γ¯q à faible q
Il faut distinguer les cas ν < 0, ν = 0 et ν infinitésimal.
— Cas ν < 0 : Γ¯q admet le développement limité
Γ¯(q)
ν<0
=
q→0
C(ν)q2[1 + α(ν)q + β(ν)q2 + O(q3)] (B.17)
avec
C(ν) =
4π
3n¯0
J0(ν) (B.18)
α(ν) = n¯0 + 1 +
J1(ν)
J0(ν)
(B.19)
β(ν) = (n¯0 + 1)
[
1
2
+
J1(ν)
J0(ν)
]
+
J2(ν)
2J0(ν)
− 1
5
n¯0
g2(eν)
J0(ν)
(B.20)
Ici,
Jn(ν) =
∫ +∞
0
dk
f (n)(k)
1 − e−k
{
k[g2(e
ν) − g2(eν−k)] + 2[g3(eν) − g3(eν−k)]
}
(B.21)
f (n)(k) étant la dérivée nième de la fonction f (k) = kn¯ℓk par rapport à k.
— Cas ν = 0 : Γ¯q admet le développement limité
Γ¯(q)
ν=0
=
q→0
C0q
3[1 + α0q + β0q
2 + O(q3)] (B.22)
29. L’inversion entre max et min dans l’équation (B.15) n’est pas une faute de frappe mais résulte d’un choix historique arbitraire.
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avec
C0 =
4π
3
J0(0) =
16π5
135
(B.23)
α0 =
J1(0) − ζ(2)
J0(0)
+
1
2
= − 15
8π2
− 45ζ(3)
4π4
(B.24)
β0 =
7
10 + J1(0) + J2(0)
2J0(0)
+
1
6
=
3
π4
+
5
16π2
(B.25)
— Cas ν infinitésimal : en faisant tendre ν vers zéro dans Γ¯q à Q = q/|ν| fixé, on obtient le développement (70)
avec
Φ(Q) =
15
2π2
{[
−1
4
− 3ζ(3)
2π2
]
Q +
(
1 +
1
Q3
)
ln(1 + Q) − 1
Q2
+
1
2Q
− 1
3
}
(B.26)
Notre motivation pour le calcul de Φ(Q) fut la constatation suivante : le développement à faible q
eν/2[n¯ℓq(1 + n¯
ℓ
q)]
1/2Γ¯q
4π
3 q
2J0(ν)
ν fixé
=
q→0
1 + αˇ(ν)q + O(q2) (B.27)
fait apparaître un coefficient αˇ(ν) discontinu en ν = 0. Le calcul est simple. D’une part, αˇ(0) = α0. D’autre
part, pour ν > 0, αˇ(ν) = α(ν) − (n¯0 + 1/2) = 1/2 + J1(ν)/J0(ν), et l’on passe à la limite ν → 0− en notant que
J0(ν) est continue (J0(ν) →
ν→0−
J0(0) = 4π4/45) alors que J1(ν) ne l’est pas (J1(ν) →
ν→0−
J1(0) + 2ζ(2)), 30 si bien
que
αˇ(ν) →
ν→0−
αˇ(0−) =
15
4π2
− 45ζ(3)
4π4
, αˇ(0) = − 15
8π2
− 45ζ(3)
4π4
(B.28)
Dans le développement (B.27) on ne peut donc pas échanger les limites q → 0 et ν → 0−. Pour retrouver
le coefficient αˇ(0−), il faut faire tendre q vers zéro plus vite que ν donc Q → 0 dans l’équation (B.26). Pour
retrouver αˇ(0), il faut au contraire faire tendre ν vers zéro plus vite que q donc Q → +∞ dans l’équation
(B.26). Et en effet,
Φ(Q) ∼
Q→0
αˇ(0−)Q et Φ(Q) ∼
Q→+∞
αˇ(0)Q (B.29)
La fonction Φ(Q) permet donc de raccorder les deux cas limites 0 < q ≪ |ν| ≪ 1 et 0 < |ν| ≪ q ≪ 1.
Annexe B.3.2. Γ¯q à grand q
On découvre que la série asymptotique en 1/q admet un nombre fini de termes non nuls et commet une erreur
exponentiellement petite, que ν soit nul ou < 0 :
Γ¯q =
q→+∞
8π
3q
[ 3∑
n=0
qncn(ν) + O
(
q4e−q
) ]
(B.30)
avec
c3 = 2 g5(e
ν) (B.31)
c2 = 30 g6(e
ν) (B.32)
c1 = −36 g7(eν) + 2
∫ +∞
0
dq q4g0(e
ν−q)[g2(eν−q) + qg1(eν−q)] (B.33)
c0 = −252 g8(eν) (B.34)
30. En d’autres termes, pour obtenir cette limite, il est incorrect de faire tendre ν vers zéro sous le signe intégral dans J1(ν), alors que c’est
légitime dans J0(ν). En effet, pour k ≈ |ν|, f (k) ≃ k/(k + |ν|) est uniformément bornée mais f ′(k) ≃ |ν|/(k + |ν|)2 ne l’est pas. Il faut donc distinguer
dans J1(ν), pour ε ≪ 1 fixé, le sous-intervalle d’intégration [ε,+∞[ (sur lequel on peut faire ν → 0− à k fixé) du sous-intervalle [0, ε] (sur lequel
on doit faire ν→ 0− à K = k/|ν| fixé) ; le bout
∫ ε
0 dk contribue à la limite ν→ 0− à hauteur de 2ζ(2) = π2/3.
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Annexe B.3.3. 〈k|Vˆ |q〉 à faible q
À ν fixé nul ou < 0, on prend k = O(1) mais pas forcément fixé lorsque q → 0. 31 Il faut donc distinguer les cas
k < q et k > q dans l’équation (B.13) appliquée à 〈k|Vˆ |q〉. Nous justifions alors l’équivalent (82) avec
W(k, ν) = 4π
3 sh( k2 − ν)
{
k3
12
+ k[g2(e
ν) + g2(e
ν−k)] + 2[g3(eν−k) − g3(eν)]
}
− 4π
3 sh k2
{
k[g2(e
ν) − g2(eν−k)] + 2[g3(eν) − g3(eν−k)]
}
(B.35)
Cette expression s’étend par continuité à R+ × R−, le numérateur de la première (seconde) contribution tendant
quadratiquement (linéairement) vers zéro là où son dénominateur s’annule, toujours linéairement. En particulier,
lim(k,ν)→(0,0)W(k, ν) ≡ W(0, 0) = −8π3/9. La fonctionW(k, ν) ainsi étendue est bornée. De plus, lorsque ν → 0− et
(k, q)→ (0, 0) à k/|ν| = K et q/|ν| = Q fixés, nous avons vérifié que l’équation (82) vaut toujours,W(k, ν) pouvant y
être remplacé parW(0, 0).
Annexe B.3.4. 〈q|Vˆ |q′〉 à grand nombre d’onde
Partons de l’équation (B.13). Si q′ → +∞ à q fixé, 〈q|Vˆ |q′〉 tend exponentiellement vers zéro, c’est unO(q′3e−q′/2).
Si q et q′ tendent conjointement vers l’infini, les contributions I et II se comportement différemment :
〈q|VˆI |q′〉 ∼
q,q′→+∞
2π eν
9
q3q′3e−(q+q
′)/2
[
1 + O
(
min(q, q′)
max(q, q′)
)]
(B.36)
〈q|VˆII |q′〉 ∼
q,q′→+∞
−32π
sh
∣∣∣ q−q′
2
∣∣∣
{
|q − q′|[g5(eν) − g5(eν−|q−q′ |)] + 5[g6(eν) − g6(eν−|q−q′ |)]
}
(B.37)
Ceci justifie le distinguo effectué dans la note 15.
Annexe C. Variance sous-balistique du déphasage du condensat aux temps longs dans le cas concave
La variance sous-balistique réduite V¯(t¯) du déphasage du condensat en présence de processus Landau-Khalatnikov
à basse température T est donnée dans la théorie exacte par l’équation (79) et dans l’approximation de taux par
l’équation (54). Dans les deux cas, elle est de la forme
V¯(t¯) =
∫ +∞
0
dq¯
f (q¯)
Γ¯(q¯)2
[
e−Γ¯(q¯)t¯ − 1 + Γ¯(q¯)t¯
]
(C.1)
où la fonction f (q¯) est régulière et admet un développement limité en q¯ = 0. Il s’agit ici de calculer le développement
asymptotique de V¯(t¯) pour t¯ → +∞. Il faut pour cela distinguer les cas ν < 0 et ν = 0 (ν = µφ/kBT , où µφ est le
potentiel chimique du gaz de phonons) qui conduisent à des comportements différents de f (q¯) et Γ¯(q¯) au voisinage de
q¯ = 0. Dans les deux cas, Γ¯(q¯) est une fonction strictement croissante de q¯ tendant vers +∞ lorsque q¯ → +∞, 32 ce
qui va permettre d’effectuer un changement de variable simplificateur dans l’équation (C.1).
Annexe C.1. Cas ν < 0
Γ¯(q¯) s’annule quadratiquement en q¯ = 0 (voir l’équation (55)) et il en va de même pour f (q¯) (voir l’équation
(56) pour l’approximation de taux et l’équation (84) pour la théorie exacte). On peut séparer dans l’équation (C.1) la
partie diffusive linéaire en temps (elle provient du terme Γ¯(q¯)t¯ entre crochets). Dans le reste, on prend comme nouvelle
variable d’intégration
Ω = [Γ¯(q¯)]1/2 (C.2)
31. En pratique, on traite les cas q → 0 à k fixé et q → 0 à K = k/q fixé, puis on vérifie qu’ils se représentent bien par l’unique expression
(82,B.35).
32. Il suffit en fait que Γ¯(q¯) soit strictement croissante sur un voisinage de q¯ = 0 et reste ailleurs à distance non nulle de zéro pour que nos
résultats s’appliquent.
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l’exposant 1/2 assurant que Ω est à l’ordre dominant une fonction linéaire de q¯ à faible q¯. Alors f (q¯)/Γ¯(q¯)2 diverge
comme 1/Ω2 en l’origine et V¯(t) se récrit sous la forme
V¯(t¯) = D¯t¯ +
∫ +∞
0
dΩ
F(Ω)
Ω2
(e−Ω
2 t¯ − 1) (C.3)
avec
D¯ =
∫ +∞
0
dq¯
f (q¯)
Γ¯(q¯)
et F(Ω) =
f (q¯)
dΩ
dq¯ Γ¯(q¯)
=
2 f (q¯)
[Γ¯(q¯)]1/2Γ¯′(q¯)
(C.4)
F(Ω) admet en q¯ = Ω = 0 un développement limité par rapport à q¯ donc par rapport à Ω :
F(Ω) =
Ω→0
F(0) + ΩF′(0) + O(Ω2) (C.5)
avec F(0) , 0. Introduisons une coupure arbitraire q¯c > 0 sur le nombre d’onde q¯ donc une coupure Ωc = [Γ¯(q¯c)]1/2
sur Ω. Dans l’intégrale (C.3), la contribution haute a une limite finie lorsque t¯ → +∞, obtenue en omettant le terme
exponentiel en temps : ce dernier est majoré par e−Ω
2
c t¯ et le négliger ne déclenche aucune divergence de l’intégrale
(
∫ +∞
Ωc
dΩ F(Ω)/Ω2 < ∞). Dans la contribution basse, il faut d’abord séparer l’approximation affine (C.5) de F(Ω)
avant de pouvoir négliger le terme exponentiel : 33
∫ Ωc
0
dΩ
F(Ω)
Ω2
(e−Ω
2 t¯ − 1) =
t¯→+∞
∫ Ωc
0
dΩ
F(Ω) − F(0) − F′(0)Ω
Ω2
(−1)
+ F(0)
∫ Ωc
0
dΩ
e−Ω
2 t¯ − 1
Ω2
+ F′(0)
∫ Ωc
0
dΩ
e−Ω
2 t¯ − 1
Ω
+ o(1) (C.6)
On donne alors (la notation O(X−∞) signifie à décroissance rapide) les résultats
∫ X
0
dx
e−x
2 − 1
x2
=
X→+∞
−π1/2 + 1
X
+ O(X−∞) (C.7)
∫ X
0
dx
e−x
2 − 1
x
=
X→+∞
− ln X − 1
2
γEuler + O(X
−∞) (C.8)
auxquels on se ramène par le changement de variableΩ = x/t¯1/2. Nous trouvons donc bien un développement asymp-
totique de la forme (58,73) avec des coefficients
A(ν) = −F(0) (C.9)
B(ν) = −F′(0) (C.10)
E(ν) = −
∫ Ωc
0
dΩ
F(Ω) − F(0) − F′(0)Ω
Ω2
−
∫ +∞
Ωc
dΩ
F(Ω)
Ω2
+
F(0)
Ωc
− F′(0)
(
lnΩc +
1
2
γEuler
)
(C.11)
Il reste à faire le lien avec la variable d’intégration originelle q¯ de l’équation (C.1). Le calcul montre que
q¯2 f (q¯)
Γ¯(q¯)2
=
q¯→0
F(0)C(ν)−1/2 + q¯F′(0) + O(q¯2) (C.12)
oùC(ν) = limq¯→0 Γ¯(q¯)/q¯2 ; cette équation (C.12), écrite dans le texte principal sous la forme (57), est commode car elle
donne accès à F(0) et F′(0) sans jamais passer par la variable Ω. On obtient ainsi les équations (60,61). En revenant
à q¯ dans l’équation (C.11) on trouve
E(ν) = −
∫ q¯c
0
dq¯
[
f (q¯)
Γ¯(q¯)2
− F(0)C(ν)
−1/2 + q¯F′(0)
q¯2
]
−
∫ +∞
q¯c
dq¯
f (q¯)
Γ¯(q¯)2
+ F(0)C(ν)−1/2
[
1
q¯c
− 1
2
α(ν)
]
− F′(0)
{
ln[q¯cC(ν)
1/2] +
1
2
γEuler
}
(C.13)
33. On commet cette fois une erreur O(
∫ +∞
0 dΩ e
−Ω2 t¯) = O(t¯−1/2), au lieu d’une erreur exponentiellement petite en temps.
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sachant que
lim
q¯→0
1
[Γ¯(q¯)]1/2
− 1
q¯C(ν)1/2
= − α(ν)
2C(ν)1/2
et lim
q¯→0
ln q¯ − 1
2
ln Γ¯(q¯) = −1
2
lnC(ν) (C.14)
d’après l’équation (55). Voilà qui justifie l’équation (62).
Annexe C.2. Cas ν = 0
Cette fois Γ¯(q¯) s’annule cubiquement en q¯ = 0 (voir l’équation (63)) et f (q¯) ne s’annule pas. Pour avoir une
nouvelle variable d’intégrationΩ linéaire en q¯ à l’ordre dominant, nous posons
Ω = [Γ¯(q¯)]1/3 (C.15)
Alors f (q¯)/Γ¯(q¯)2 diverge comme 1/Ω6 en l’origine, on ne peut plus sortir un terme diffusif et V¯(t¯) se récrit
V¯(t¯) =
∫ +∞
0
dΩ
F(Ω)
Ω6
(
e−Ω
3 t¯ − 1 + Ω3 t¯
)
où F(Ω) =
f (q¯)
dΩ/dq¯
(C.16)
Dans l’approximation de taux, F(Ω) admet en Ω = 0 un développement limité
F(Ω) = F(0) + ΩF′(0) +
Ω2
2
F′′(0) + O(Ω3) (C.17)
avec F(0) non nul. On procède ensuite comme pour le cas ν < 0. À l’aide des résultats
∫ X
0
dx
e−x
3 − 1 + x3
xn
→
X→+∞
1
3
Γ
(
1 − n
3
)
=

3
10Γ(
1
3 ) si n = 6
3
4Γ(
2
3 ) si n = 5
(C.18)
∫ X
0
dx
e−x
3 − 1 + x3
x4
=
X→+∞
ln X + O(1) (C.19)
nous trouvons
V¯(t¯) =
t¯→+∞
3
10
Γ(1/3)F(0)t¯5/3 +
3
4
Γ(2/3)F′(0)t¯4/3 +
1
2
F′′(0)t¯ ln(t¯1/3) + O(t¯) (C.20)
ce qui justifie les équations (65,66). Dans la théorie exacte, nous pensons que F′(0) existe mais nous ne connaissons
pas sa valeur, et nous n’avons pas montré l’existence de F′′(0).
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