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VIRASORO CONSTRAINTS FOR MODULI OF WEIGHTED POINTED
STABLE CURVES
YOU-CHENG CHOU AND YUAN-PIN LEE
ABSTRACT. We formulate Virasoro constraints for the generating functions of the
intersection numbers on Hassett’s moduli of weighted pointed curves and show
that they are governed by the KdV integrable hierarchy.
0. INTRODUCTION
In this paper, we extend the usual Virasoro constraints for theWitten–Kontsevich
theory on the moduli of pointed stable curves to the case where the marked points
are weighted, in the sense of B. Hassett [bH].
The geometry linking the intersection numbers of ψ-classes on the Hassett and
Deligne–Mumfordmoduli of pointed curves is well known. In particular, there are
natural morphisms from the moduli of Deligne–Mumford stable curves to moduli
of weighted pointed stable curves, and the pullbacks of the ψ-classes of the latter
can be written as the corresponding ψ-classes on the former plus boundaries. We
refer the readers to the recent preprint by V. Blankers and R. Cavalieri [BC] for an
excellent review of backgroundmaterial. Among other things, [BC] formulates the
underlying combinatorics in a nice way. For the purpose of this paper their results
are not needed. Rather, we rework the underlying combinatorics in Section 1 in
order to formulate our main combinatorial gadget: the h function in Section 2.
The main results of the paper are contained in Section 2. Let A be an additively
closed set of weights, as defined in Section 1.2. One can define the generating
function FA(t) of all intersection numbers of ψ-classes on the weighted pointed
moduli of curves, defined in (1.4). We show that for any weight a ∈ A, there is a
set of partial differential operators Va := {LAk;a}k≥−1 which satisfy the (centerless)
Virasoro relations in Corollary 2.9 and annihilate the generating function
LAk;a(e
FA) = 0, ∀a ∈ A, k ≥ −1
in Theorem 2.13. Furthermore, the Virasoro constraints uniquely determine FA up
to initial conditions
〈τ1;a〉 =
1
24
, 〈τ0;a1τ0;a2τ0;a3〉 = 1 for any a, a1, a2, a3 ∈ A .
These are explained in Section 2, with certain technical combinatorial details ver-
ified in Section 3. The main point of the proofs is a systematic reduction to the
weight 1 case by combinatorics.
The vector space VA generated by operators {L
A
k;a}k≥−1,a∈A is shown to be a
semi-direct product of the usual (centerless) Virasoro Lie algebra with an abelian
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Lie algebra in Section 2.4. Results from representation theory imply that the “nice
representations” (e.g., highest weight representations) of such Lie algebras are all
induced from those of the Virasoro algebra [CK]. Given the relationship between
representations of the Virasoro algebra and integrable systems, this in turn suggests
that the corresponding integrable system are the same KdV hierarchy for any A.
In Section 4, we show this is indeed the case by an explicit change of variables.
Furthermore, the explicit formulae of the infinite commuting flows and the initial
condition of the integrable hierarchy are found. Extensions to this work to include
target spaces as well as quasimap spaces will be discussed in a subsequent work.
Acknowledgements. We would like to thank Renzo Cavalieri, Shun-Jen Cheng,
Honglu Fan, and Youjin Zhang for helpful conversations and correspondences.
Cavalieri read an early draft and gave many valuable comments. Part of the work
was done during the first author’s visit to Academia Sinica. Both authors are sup-
ported in part by the Academia Sinica and the the second author is also supported
in part by the Simons Foundation.
1. MODULI OF WEIGHTED POINTED CURVES AND CORRELATORS
1.1. Correlators with weighted points. LetMg,a1,...,an be the moduli space of sta-
ble genus g curves, with ordered n marked points with weights
a = (a1, a2, . . . , an)
with ai ∈ [0
+, 1] [bH]. The “unweighted” moduli space Mg,n in the sense of
Deligne–Mumford is denoted here as Mg,1,1,...,1. We note that the (infinitesimal)
weight 0+ is allowed with the standard arithmetic properties:
• ∀a ∈ (0, 1], 0+ < a.
• Let a+ := a+ 0+, 0+ + 0+ = 0+, a+ b+ = a+ + b+ = (a+ b)+.
By the result of B. Hassett [bH],Mg,a1,...,an are smooth, irreducible Deligne–Mumford
stacks; there are canonical surjective birational morphism π : Mg,n →Mg,a1,...,an .
Per usual, we define the correlators with weighted points as
〈τk; a〉g := 〈τk1;a1 . . . τkn;an〉g :=
∫
Mg,a1,...,an
ψ
k1
1 · · ·ψ
kn
n .
For dimensional reasons, the above correlators vanish unless
(1.1) 3g− 3+ n =
n
∑
i=1
ki.
When g is omitted from the notation, it is determined by the above equation
uniquely. (The correlators vanish if g is fractional.) The following convention
is adapted throughout the paper
τk := τk;1.
The correlatorswith arbitraryweights can be related to those with “normal”weights
ai = 1, ∀i. Let us introduce some notation. Let a = (a1, a2, . . . , an) be an or-
dered list of weights. A partition of the components of a is a partition of the set
{a1, . . . , an}, i.e.,
p(a) = (a11a12 . . . a1l1)(a21a22 . . . a2l2) . . . (aρ1 . . . aρlρ),
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such that
n =
ρ
∑
i=1
li, {a11, a12, . . . , aρ1, . . . , aρlρ} = {a1, . . . , an}
and is subject to the following equivalence relations:
• permutations of aij within the i-th part (parenthesis) are considered the
same element;
• permutations of the i-th and the j-th parts are considered the same element.
A partition is called admissible if for all parts
li
∑
j=1
aij ≤ 1, ∀i.
We introduce the following notation. Let k and a be two n-tuples. An admissible
partition p(k; a) is an admissible partition of a such that k just “goes along for the
ride”. That is,
p(k; a) = ([k11a11] . . . [k1l1a1l1]) . . . ([kρ1aρ1] . . . [kρlρaρlρ ])
such that, ∀i, j, [kijaij] = [ki′ai′ ] for some i
′ (the same index). Denote by P(k; a) the
set of all admissible partitions p(k; a). Define
〈τp(k; a)〉 := 〈τp(k)〉 := 〈τ1+∑
l1
j=1(k1j−1)
. . . τ
1+∑
lρ
j=1(kρj−1)
〉.
We note that on the right hand side of the above equation all marked points have
weights 1.
For example, let n = 8. Let p(a) = (a1a7)(a2a3a6)(a4a5a8) be an admissible
partition and let p(k; a) the the corresponding admissible parition of the pair. Then
〈τp(k; e)〉 = 〈τk1+k7−1τk2+k3+k6−2τk4+k5+k8−2〉.
Let p ∈ P(k; a), and let ρ(p) be the length (number of parts) of p. Define
codim(p) := n− ρ(p).
The following proposition, first apeared in [AG], relates the correlators with ar-
bitrary weights to those with weights one. Indeed, it was this proposition which
motivates the above definitions.
Proposition 1.1 ([AG]). All weighted correlators can be reconstructed from the un-
weighted ones. More precisely,
(1.2) 〈τk; a〉 = ∑
p∈P(k;a)
(−1)codim(p)〈τp(k)〉
where the RHS is a sum of correlators of weight 1. We note that by convention 〈τl1 . . . τln〉 =
0, if li < 0 for some i.
Since our formulation is slightly different from that of [AG] and we need varia-
tions of results not strictly contained there, a proof of this proposition will be given
here, after the following lemmas.
Lemma 1.2.
M
∑
i=1
(
M
i
)(
i− 1
n
)
(−1)i = (−1)n+1, for n < M .
Here we use the convention: (mn) = 0 if n > m.
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Proof. The above identity can be proved by the following two observations.
(1) For n = 0, we have
M
∑
i=1
(
M
i
)
(−1)i = (1− 1)M − 1 = −1
(2) For M > n > 0, we have
M
∑
i=1
(
M
i
)((
i− 1
n
)
+
(
i− 1
n− 1
))
(−1)i =
M
∑
i=1
(
M
i
)(
i
n
)
(−1)i = 0,
since it can be understood as the coefficient of xn of (1− (1+ x))M.
The proof of the Lemma follows from induction on n by (1) and (2). 
Lemma 1.3. Assume |a| := ∑i ai = 1, then
〈τe1;a1 . . . τen;an〉 = 〈τe1;a1 . . . τen−1;an−1τen;a+n 〉+ (−1)
n−1〈τe1+···+en−n+1〉.
Proof. Consider the birational morphism
π : Mg,a1,...,a+n →Mg,a1,...,an .
It is easy to see that
ψi = π
∗ψi + ∆
where ∆ is the divisor on Mg,a1,...,a+n whose general elements consist curves with
a single node separating a rational and a genus g components, such that all n
marked points lie on the rational component. Basic facts on deformations of nodal
curves imply that
∆ · ∆ = (−ψ′ − ψ′′)∆,
where ψ′ and ψ′′ are the ψ-class of the nodal point on the rational and genus g
components respectively. We have
〈τe1;a1 . . . τen−1;an−1τen;a+n 〉
=
∫
M
g,a1,...,a
+
n
(π∗ψ1 + ∆)
e1 . . . (π∗ψn + ∆)
en
=〈τe1;a1 . . . τen−1;an−1τen;an〉
+
|e|
∑
i=1
(
|e|
i
)(
i− 1
n− 2
)
(−1)i−1
∫
M0,n+1
(ψ′)n−2
∫
Mg,1
(ψ′′)|e|−n+1
=〈τe1;a1 . . . τen−1;an−1τen;an〉+ (−1)
n〈τe1+···+en−n+1〉.
The first equality used the comparison of the ψ classes above. For the second
equality the following ingredients are used: the projection formula, the self-intersection
formula of ∆ above, the facts that dimM0,n+1 = n− 2 and
π∗ψi|∆ = ψ
′′|∆.
For the third equality we refer to Lemma 1.2 and the fact∫
M0,n+1
ψn−2n+1 = 1.
This concludes the proof. 
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Let us introduce the following notations. For any J ⊂ {1, . . . , n}, let a J be the
ordered sublist of a, consisting of sub-indices in J and
|aJ | := ∑
j∈J
aj., #(aJ) := #(J) = cardinality(J).
Lemma 1.4 (Chambers and walls of weights). 〈τe; a〉 = 〈τe; a′〉 if P(a) = P(a
′). In
particular, if |a J| 6= 1 or 1
+ for any J ⊂ {1, . . . , n − 1}, then a small perturbation of
weights a does not change 〈τe; a〉.
Proof. As in Lemma 1.2, if aj ≥ a
′
j for all j, there is a birational morphism
π : Mg,a1...an →Mg,a′1...a
′
n
.
Furthermore, ψj = π
∗ψj if and only if P(a) = P(a
′). It is not difficult to see that
the space of weight vectors In ⊂ [0+, 1]n is divided into chambers by linear faces
defined by |aJ | = 1 or 1
+ for some J and 〈τe; a〉 = 〈τe; a′〉 if a and a
′ belong to the
same chamber. The lemma now follows.
Alternatively, there are birational morphisms
π : Mg,n →Mg,a1...an , π
′ : Mg,n →Mg,a′1...a
′
n
such that
ψi = π
∗(ψi) + ∆i, ψi = π
∗(ψ′i) + ∆
′
i.
Because of P(a) = P(a′), ∆i = ∆
′
i for all i. Hence 〈τe; a〉 = 〈τe; a′〉. 
Lemma 1.5.
〈τe1;a1 . . . τen;an〉 = ∑
J⊂{1,...,n−1}
|a J |+an≤1
(−1)#( J)〈τeJc ; aJcτen+|eJ |−#( J)〉.
Proof. It is not difficult to see that we can choose a′1, . . . , a
′
n such that
(i) P(a) = P(a′);
(ii) |a′J | are all different for different J ⊂ {1, . . . , n− 1}.
By (i) and Lemma 1.4, 〈τe; a〉 = 〈τe; a′〉. Now, gradually increase a
′
n to 1. By (ii)
above, each wall-crossing is of the type in Lemma 1.3. Apply it repeatedly we
have
〈τe1;a1 . . . τen;an〉 = 〈τe1;a′1
. . . τen;a′n〉
= ∑
J⊂{1,...,n−1}
|a′J |+a
′
n≤1
(−1)#( J)〈τeJc ; a′Jc
τen+|e J|−#( J)〉
= ∑
J⊂{1,...,n−1}
|a J |+an≤1
(−1)#( J)〈τeJc ; aJcτen+|e J|−#( J)〉,
where Lemma 1.4 is used in the last equality. 
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Proof of Proposition 1.1. Finally, we are ready to prove the proposition by induction
on the number of marked points with weight < 1.
〈τe1;a1 . . . τen;an〉
= ∑
J⊂{1,...,n−1}
|a J |+an≤1
(−1)#( J)〈τeJc ; aJcτen+|e J|−#( J)〉
= ∑
J⊂{1,...,n−1}
|a J |+an≤1
∑
p∈P(aJc ,aJ+an)
(−1)codim(p)〈τp(eJc , |eJ |−#( J)+en; aJc , |aJ |+an)
〉
= ∑
p∈P(a1,...,an)
(−1)codim(p)〈τp(e; a)〉.
Here in the second equality, the induction hypothesis is used. The thrid equality
holds as
P(a1, . . . , an) =
⊔
J⊂{1,...,n−1}
|a J |+an≤1
P(aJc , aJ + an).
Note that here on the RHS, P(aJc , a J + an) is identified as a subset of P(a1, . . . , an)
by appending (aJan) at the end of each partition of aJc . We also note that for brevity
we abuse the notation above and used P(a) for P(e; a). 
Corollary 1.6. For k ≥ −1, e ∈ Nn, and (b, a) ∈ An+1, we have
〈τk+1;bτe; a〉 = 〈τk+1τe; a〉 − ∑
I⊂{1,...,n}
b+|aI |≤1
〈τk+1+|eI |−|I|; b+|aI |τeIc ; aIc 〉.
Proof. As in the proof of Proposition 1.1, notice that
P(b, a) =
⊔
J⊂{1,...,n}
b+|aJ |≤1
P(b+ a J, aJc)
= P(a) ⊔

⊔φ 6=J⊂{1,...,n}
b+|aJ |≤1
P(b+ aJ , aJc)

 .
Here P(a) is identified as a subset of P(b, a) by appending (b) at the end of each
partition of a.
Let
P1 := P(a), P2 := ⊔φ 6=J⊂{1,...,n}
b+|aJ |≤1
P(b+ aJ , aJc)
for abbreviation and apply Proposition 1.1 to the left hand side of Corollary 1.6
〈τk+1;bτe; a〉
= ∑
p1∈P1
(−1)codim(p1)〈τp1(k+1,e; b,a)〉+ ∑
p2∈P2
(−1)codim(p2)〈τp2(k+1,e; b,a)〉
=〈τk+1τe; a〉+ ∑
p2∈P2
(−1)codim(p2)〈τp2(k+1,e; b,a)〉.
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It remains to show that
∑
p2∈P2
(−1)codim(p2)〈τp2(k+1,e; b,a)〉 = − ∑
I⊂{1,...,n}
b+|aI |≤1
〈τk+1+|eI |−|I|; b+|aI |τeIc ; aIc 〉.
This can be checked by applying Proposition 1.1 to the RHS. The proof is now
complete. 
1.2. Correlators with unstable components. For future reference, we introduce
the following convention
(1.3) 〈τk1;a1 . . . τkn;an〉0,n := ∑
p∈P(a)
(−1)codim(p)〈τp(k; a)〉
for the unstable case 2g − 2 + a1 + · · · + an ≤ 0 via Proposition 1.1. We note
that even though the unstable correlators on the RHS (weight all equal to 1) van-
ish by definition, unstable correlators for other weights might not vanish. Also,
the weighted unstable correlators do not correspond to integration over Hassett’s
moduli, which by definition is empty. For example,
〈τ0;1/3τ0;1/3τ0;1/3〉0,3 = 〈τ0τ0τ0〉0,3 = 1.
We now introduce the generating functions of these correlators. Let the “phase
space” HA be CN×A, where A ⊂ [0+, 1] is an additively closed subset in the fol-
lowing sense: ∀a1, a2 ∈ A, if a1 + a2 ∈ [0
+, 1] then a1 + a2 ∈ A. Basic examples
of such additively closed A of finite cardinality include A = {0+}, {0+, 1}, {1},
{ 12 , 1} and [0
+, 1].
Let
t := ∑
k∈N,a∈A
tk;az
kea ∈ HA,
where {zkea} denote the “standard basis” of H. Introduce the generating function
(1.4) FA(t) := ∑
n
1
n!
〈t⊗n〉 = ∑
n
1
n! ∑
(k,a)∈Nn×An
tk;a〈τk; a〉 =:
∞
∑
g=0
FAg ,
where FAg is the sum of all correlators with genus g, as defined by (1.1). A choice
of A is made throughout.
For example, if ai = 1 for all i, we have the “usual” Witten–Kontsevich generat-
ing function [eW]
(1.5) F(t) =
(
∑
n
1
n! ∑
k∈Nn
tk1 . . . tkn〈τk〉
)
.
Here we use the convention
tk := tk;1, τk := τk;1
for the weight 1 markings.
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2. VIRASORO CONSTRAINTS
2.1. A combinatorial function h. Given k, e ∈ N, we define
hk;e :=
(2k+ 2e+ 1)!!
(2e− 1)!!
.
For general e ∈ Nn, define
hk;e := ∑
φ 6=J⊂{1,...,n}
(−1)#( J)−1hk; |eJ |−#( J)+1.
For example:
hk;i,j :=hk;i + hk;j − hk;i+j−1
=
(2k+ 2i+ 1)!!
(2i− 1)!!
+
(2k+ 2j+ 1)!!
(2j− 1)!!
−
(2k+ 2i+ 2j− 1)!!
(2i+ 2j− 3)!!
.
For the future reference, we write e′ ≤ e if e′ is a sublist of e; we write e′+ e′′ = e
if e′′ is the complementary sublist of e′ ≤ e; the notation (e′)c is also used for the
complementary sublist. We say e′ ∼ e′′ if the underlying unordered sublists , i.e.,
subsets, of e′ and e′′ are identical. Denote by Power(e) the equivalence classes of
the sublists of e.
We can similarly define Power(e, a) to be the equivalence classes of the sublists
of the list of 2-tuples (e, a) = ([e1a1], [e2a2], . . . , [enan]). Here a just goes along for
the ride. Same definition works for the list of n-tuples.
Lemma 2.1. For e ∈ Nn and a ∈ An, we have
(2.1) hk;e = ∑
[e′,a′ ]∈Power(e,a)
(−1)#(e
′)−1 # (Aut(e, a))
#(Aut(e′, a′))#(Aut(e′, a′)c)
hk;|e′|−#(e′)+1,
where the summation is taken over all equivalence classes once.
In particular, if a1 = a2 = ... = an, the above equation reduces to the following form:
(2.2) hk;e = ∑
[e′ ]∈Power(e)
(−1)#(e
′)−1 # (Aut(e))
#(Aut(e′))#(Aut(e′)c)
hk;|e′ |−#(e′)+1,
Proof. We note that by definition hk;|e′ |−#(e′)+1 = hk;|e′|−#(e′′)+1 if (e
′, a′) ∼ (e′′, a′′).
It is easy to see that the coefficients
#(Aut(e,a))
#(Aut(e′,a′))#(Aut(e′,a′)c)
is the number of ordered
sublists in the same equivalence class as (e′, a′). 
2.2. Virasoro constraints for unweighted case. To motivate the general weighted
Virasoro, it might be beneficial to recall the “unweighted” case, i.e., all marked
points are of weight 1.
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Lemma 2.2 (Virasoro operator). We define the following differential operators:
2L−1 = −
∂
∂t0
+
∞
∑
i=1
ti
∂
∂ti−1
+
t20
2
,
2L0 = −3
∂
∂t1
+
∞
∑
i=0
(2i+ 1)ti
∂
∂ti
+
1
8
,
2Lk = −(2k+ 3)!!
∂
∂tk+1
+
∞
∑
i=0
hk;i ti
∂
∂ti+k
+
1
2 ∑
r+s=k−1
r,s≥0
(2r+ 1)!!(2s+ 1)!!
∂2
∂tr∂ts
, for k ≥ 1.
These operators satisfy the following Virasoro relations
(2.3) [Lm, Ln] = (m− n)Lm+n, for m, n ≥ −1.
Furthermore, let F(t) be the weight 1 generating function, then the following Virasoro
constraints hold
Lk(e
F) = 0 for k ≥ −1.
The Virasoro relations can be checked with straightforward computation from
the definition of the operators Lk. The Virasoro constraints on e
F are equivalent
to Kontsevich’s theorem. It is well known and easy to check that the Virasoro
constraints above are equivalent to the following recursion relations.
Proposition 2.3. For k ≥ −1, e ∈ Nn, we have the following recursive relation:
〈τk+1τe〉g,n+1 =
1
(2k+ 3)!!
{
n
∑
j=1
hk;e j〈τe+k[j]〉
+
1
2 ∑
r+s=k−1
r,s≥0
(2r+ 1)!!(2s+ 1)!!

〈τrτsτe〉g−1,n+2+ ∑
I⊂{1,...n}
〈τrτeI 〉〈τsτeIc 〉



 ,
where
〈τe+k[j]〉 := 〈τe1 . . . τe j+k . . . τen〉.
2.3. Recursions for the weighted pointed correlators. In order to write down
the operators Lk, we start with the recursion relation for generating function with
weighted points, generalizing Proposition 2.3.
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Theorem 2.4. For k ≥ −1, e ∈ Nn, and (b, a) ∈ An+1, the following recursions hold
for weighted pointed correlators
〈τk+1; bτe; a〉g,n+1 = − ∑
φ 6=I⊂{1,...,n}
b+|aI |≤1
〈τk+1+|eI |−|I|; b+|aI |τeIc ; aIc 〉g,n−#(I)+1
+
1
(2k+ 3)!!

 ∑φ 6=J⊂{1,...,n}
|aJ |≤1
hk; eJ 〈τ|eJ |−#( J)+1+k; |aJ | τeJc ; aJc 〉g,n−#( J)+1
+
1
2 ∑
r+s=k−1
r,s≥0
(2r+ 1)!!(2s+ 1)!!

〈τrτsτe; a〉g−1,n+2+ ∑
I⊂{1,...,n}
〈τrτeI ; aI 〉〈τsτeIc ; aIc 〉



 .
This system of recursions uniquely determines F(t) up to the initial conditions:
〈τ1;a〉 =
1
24
, 〈τ0;a1τ0;a2τ0;a3〉 = 1 for any a, a1, a2, a3 ∈ A .
The proof of this theorem will be given in the next section. We note that when
all weights are equal to 1, Theorem 2.4 is reduced to Proposition 2.3 as #(J) in the
second summand must be equal to 1.
2.4. Structure of the generalized Virasoro relations. We will define the Virasoro
operators {LAk;a}k≥−1 for a given a ∈ A. These Virasoro operators will form a more
general Lie algebra. Before we proceed, we first make some general remarks.
Lemma 2.5. Assume that the differential operators {Lk} for k ≥ −1 satisfy the Virasoro
relations (2.3). Let {Mk;a} for k ≥ −1 and a ∈ A be the differential operators satisfying
the following relations
(2.4) [Mk1;a1 ,Mk2;a2 ] = 0, [Lk1 ,Mk2;a] = −(k2 + c)Mk1+k2;a
for a constant c and for all k1, k2, a, a1, a2. Let ǫa be any constants and define the deformed
operators
Lk;a := Lk + ǫaMk;a.
We have
(2.5) [Lk1;a1 , Lk2;a2 ] = (k1 + c) Lk1+k2;a2 − (k2 + c) Lk1+k2;a1
for all k1, k2, a1, a2. In particular, for a fixed a, {Lk;a}k≥−1 satisfy the “usual” Virasoro
relations (2.3).
Proof. Equation (2.5) follows from (2.4) by a straightforward calculation. The last
sentence is a simple observation. 
Corollary 2.6. Suppose that {Lk;a} for k ≥ −1 and a ∈ A satisfy the commutation
relations (2.5). The “deformed operators” {Lk;a + ǫaMk;a} satisfy the same commutation
relations if and only if
(2.6) [Mk1;a1 ,Mk2;a2 ] = 0, [Lk1;a1 ,Mk2;a2 ] = −(k2 + c)Mk1+k2;a2
for all k, a.
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Remark 2.7. We consider the vector spaceVA generated by the operators
{
Lk;a
}
k≥−1,a∈A,
which forms a Lie algebra with the commutation relations described in (2.5). This
Lie algebra in particular contains ”A copies” of the simple Lie algebras {Lk;a}k≥−1,a∈A,
representing “half” of the Virasoro algebra. It has a proper abelian ideal IA gen-
erated by {Lk;a1 − Lk;a2}k≥−1,a1,a2∈A, which satisfies the commutation relations in
(2.6). There is a short exact sequence
0→ IA → VA → V → 0,
where V is the “usual” centerless Virasoro algebra (with k ≥ −1). In other words,
VA is a semi-direct product of V with an abelian Lie algebra IA. It is well known
that the highest-weight representations of VA are all induced from those of V,
cf. [CK]. This suggests that the “generalized” Virasoro is still related to the KdV
hierarchy (instead of its variants). We will spell this out explicitly in Section 4.
2.5. Virasoro operators for the weighted pointed curves.
Lemma 2.8. Assume 1 ∈ A. Define the following differential operators
2L−1 := −
∂
∂t0
+ ∑
n≥1
1
n! ∑
(e,a)∈(N×A)n
|a|≤1, |e|−n≥0
te;a
∂
∂t|e|−n;|a|
+
1
2 ∑
m,n≥1
(−1)m+n
m!n! ∑
(e1,a1)∈(N×A)
m
|a1|≤1, |e1|−m+1=0
∑
(e2,a2)∈(N×A)
n
|a2|≤1, |e2|−n+1=0
te1;a1 te2;a2
2L0 := −3
∂
∂t1
+ ∑
n≥1
1
n! ∑
(e,a)∈(N×A)n
|a|≤1, |e|−n+1≥0
h0;e te;a
∂
∂t|e|−n+1;|a|
+
1
8
,
2Lk := −(2k+ 3)!!
∂
∂tk+1
+ ∑
n≥1
1
n! ∑
(e,a)∈(N×A)n
|a|≤1, |e|−n+1+k≥0
hk;e te;a
∂
∂t|e|−n+1+k;|a|
+
1
2 ∑
r+s=k−1
r,s≥0
(2r+ 1)!!(2s+ 1)!!
∂2
∂tr∂ts
, for k ≥ 1,
as well as
2
(2k+ 3)!!
Mk;b := −
∂
∂tk+1;b
+
∂
∂tk+1
−

 ∑
m≥1
1
m! ∑
(e×a)∈(N×A)m
|a|+b≤1, |e|−m+k+1≥0
te;a
∂
∂tk+|e|−m+1;|a|+b

 .
These operators satisfy the Virasoro relations (2.3) as well as the commutation relations
(2.4) with c = 32 .
The proof of this lemma is also deferred to the next section. We are now ready
to spell out the Virasoro operator Lk;a for a ∈ A.
(2.7) Lk;a := Lk + Mk;a.
Corollary 2.9. Assume 1 ∈ A. Lk;a satisfy the commutation relations (2.5) with c =
3
2 .
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Proof. The statement is an immediate consequence of Lemma 2.5. The commuta-
tion relations needed is stated in Lemma 2.8. 
When 1 /∈ A, we wish to define the Virasoro operators LAk;a similar to Lk;a in
(2.7), but with the condition that LAk;a should involve only tl;b for b ∈ A, i.e., only
the variables in the phase space HA. We note that Lk and Mk;a both involve differ-
entiation with respect to tk when the weight 1 might not be in A.
Now assume 1 /∈ A and let A¯ := A∪ {1}. Rephrasing Corollary 1.6, we have
(2.8) Mk;aF
A¯(t) = 0.
We will now introduce a new coordinate system {tk;a} on the phase space. Let
vk+1;b :=
∂
∂tk+1;b
:=
∂
∂tk+1;b
+

 ∑
m≥1
1
m! ∑
(e×a)∈(N×A)m
|a|+b≤1, |e|−m+k+1≥0
te;a
∂
∂tk+|e|−m+1;|a|+b

 .
(2.9)
Lemma 2.10. The formal vector fields {vk;a} commute pairwise[
vk;a, vk′;a
]
= 0, ∀k, k′ ≥ −1,
for any given weight a.
Proof. This follows immediately from (2.6), [Mk1;a,Mk2;a] = 0 and the observations
that
Mk;a =
∂
∂tk+1
− vk+1;a, [∂tk1
, vk2;a] = 0.

Remark 2.11. Lemma 2.10 can be interpreted as follows. The pairwise-commuting
vector fields {vk;a} formally integrate to a formal coordinate system {tk;a} on the
phase space H (defined in Section 1.2). In other words, we are (formally) chang-
ing the coordinate systems from {tk;a} to {tk;a} and {vk;a} are the new coordinate
vector fields. Note also that tk;1 = tk;1 by definition.
Definition 2.12. Let a ∈ A. The Virasoro operators LAk;a are defined as follows:
(1) If 1 ∈ A, then LAk;a := Lk;a = Lk + Mk;a.
(2) If 1 /∈ A, LAk;a is defined by replacing all
∂
∂tm
by ∂∂tm;a in the operator Lk;a and
then set tl;1 = 0, for l ∈ N.
We note that in the above definition, LAk;a depends indeed only on tl;b for b ∈ A,
due to the fact that tm;a depend only on tl;b for b ∈ A. That last claim can be
verified by the definition of tm;b in (2.9) and the additively closed assumption on
A.
Theorem 2.13. The generating function FA(t) of the weighted pointed correlators satis-
fies the (generalized) Virasoro constraint
(2.10) LAk;a(e
FA) = 0,
for any k ≥ −1 and a ∈ A ⊂ [0+, 1]. The Virasoro constraints uniquely determine the
generating function up to the initial conditions in Theorem 2.4.
VIRASORO CONSTRAINTS WITH WEIGHTED POINTED CURVES 13
Proof. When 1 ∈ A and hence A¯ = A, the equation LAk;a(exp F
A) = 0 is the opera-
tor reformalism of Theorem 2.4.
Otherwise, assume that 1 /∈ A. We define A¯ = A∪{1}. One stiill has LA¯k;a(exp F
A¯) =
0. Now we apply the trick for a given a ∈ A: Since differentiation of with respect
to tk is the same as differentiation with respect to tk;a (in the sense of Remark 2.11),
we replace all ∂∂tl
by ∂∂tl;a
in the operators LA¯k;a. This gives the equation
(
LAk;a + ∑
m
tm
∂
∂tm+k;a
)
(exp FA¯) = 0.
Note that the operator LAk;a + ∑m tm
∂
∂tm+k;a
does not involve the derivative with
respect to weight 1 variable. We can restrict the above equation in the subspace
{tl;1 = 0}l∈Z of the phase space. The equation reduces to
LAk;a(exp F
A) = 0,
which is the desired (2.10). This completes the proof. 
The following corollary follows from the definition of LAk;a and Corollary 2.6.
Corollary 2.14. LAk;a defined above satisfy the same commutation relation (2.5).
3. PROOFS OF THEOREM 2.4 AND LEMMA 2.8
This section, whose contents consist of detailed checking of the assertions in the
previous section, can be safely skipped for impatient readers. We use the following
notation in this section: Coeff(M, P) stands for the coefficient of the monomial M
in the (differential) polynomial P.
3.1. Proof of Theorem 2.4.
Lemma 3.1. The special case b = 1 in Theorem 2.4 implies the case of general b
Proof. Apply Lemma 1.5 to the LHS, one gets
〈τk+1;bτe; a〉g,n+1
=〈τk+1τe; a〉g,n+1− ∑
φ 6=I⊂{1,...,n}
b+|aI |≤1
〈τk+1+|eI |−|I|; b+|aI |τeIc ; aIc 〉g,n+1−#(I).
Apply the special case of b = 1 to the first term, we get exactly the statement of
Theorem 2.4. 
Now we are left to check the case b = 1. For our convenience, we rewrite this
case as the following proposition.
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Proposition 3.2. For k ≥ −1, e ∈ Nn, and a ∈ An, we have
〈τk+1τe; a〉g,n+1
=
1
(2k+ 3)!!
{
∑
φ 6=J⊂{1,...,n}
|aJ |≤1
hk; eJ 〈τ|eJ |−#( J)+1+k; |aJ |τeJc ; aJc 〉g,n−#( J)+1
+
1
2 ∑
r+s=k−1
r,s≥0
(2r+ 1)!!(2s+ 1)!!
[
〈τrτsτe; a〉g−1,n+2
+ ∑
I⊂{1,...,n}
〈τrτeI ; aI 〉〈τsτeIc ; aIc 〉
]}
.
(3.1)
Proof.
〈τk+1τe; a〉g,n+1 = ∑
p∈P(e; a)
(−1)codim(p)〈τk+1τp(e)〉
=
1
(2k+ 3)!! ∑
p∈P(e; a)
(−1)codim(p)
{
dim(p)
∑
j=1
hk;p(e) j〈τp(e)+k[j]〉
+
1
2 ∑
r+s=k−1
r,s≥0
(2r+ 1)!!(2s+ 1)!! ·
· ∑
p∈P(a)

〈τrτsτp(e)〉+ ∑
I⊂{1,...,dimp}
〈τrτp(e)I 〉〈τsτp(e)Ic 〉




where the first equality is a consequence of (1.2) and the second equality follows
from Proposition 2.3. The above output consists of three groups of sums. In order
for it to be equal to the RHS of (3.1), the following three sets of equalities must
hold.
∑
p∈P(e; a)
(−1)codim(p)
dimp
∑
j=1
hk;p(e) j〈τp(e)+k[j]〉
= ∑
φ 6=J⊂{1,...,n}
|a J |≤1
hk; eJ 〈τ|eJ |−#( J)+1+k; |a J|τeJc ; aJc 〉.
(3.2)
(3.3) ∑
p∈P(e; a)
(−1)codim(p)〈τrτsτp(e)〉 = 〈τrτsτe; a〉.
∑
p∈P(e; a)
(−1)codim(p) ∑
I⊂{1,...,dim(p)}
〈τrτp(e)I 〉〈τsτp(e)Ic 〉
= ∑
I⊂{1,...n}
〈τrτeI ; aI 〉〈τsτeIc ; aIc 〉.
(3.4)
To check the validity of equation (3.2) we expand right hand side by equation
(1.2) and compare the coefficient of the term 〈τp(e)+k[j]〉. We have
LHS = (−1)codim(p)hk;p(e) j ,
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RHS = ∑
φ 6=J⊂{j1,...,jl}
(−1)codim(p)+#( J)−1hk; eJ .
Write p(e)j =: ej1 + · · ·+ ejl − l+ 1. It remains to show that RHS= LHS.We expand
the RHS by the definition of hk; ... and compare the coefficient of hk; e j1+···+e jm−m+1
.
For m < l we have:
Coeff
(
hk; e j1+···+e jm−m+1
, LHS
)
= 0
Coeff
(
hk; e j1+···+e jm−m+1
, RHS
)
= ∑
{j1,...,jm}⊂J⊂{j1,...,jl}
(−1)codim(p)+#( J)−1 · (−1)m−1
=
l
∑
r=m
(
l −m
r−m
)
(−1)codim(p)+r−1 · (−1)m−1
=
l−m
∑
s=0
(
l−m
s
)
(−1)s(−1)codim(p) = 0
For the second equality, we notice that the sign of the coefficient of hk; e j1+···+e jm−m+1
for the RHS only depends on the cardinality of J. Similarly, for m = l, we have:
Coeff
(
hk; e j1+···+e jl−l+1
, LHS
)
= (−1)codim(p)
Coeff
(
hk; e j1+···+e jl−l+1
, RHS
)
=
0
∑
s=0
(−1)s
(
0
s
)
(−1)codim(p) = (−1)codim(p).
This concludes the demonstration of (3.1).
Equaltion (3.3) is a special case of the following more general observation
∑
p∈P(a)
(−1)codim(p)〈τr1 · · · τrnτp(e)〉 = 〈τr1 · · · τrnτe; a〉.
This observation follows from the definition of admissible partition and Proposi-
tion 1.1.
For Equation (3.4) we expand right hand side by equation (1.2) and compare
the coefficient of the term 〈τrτp(e)I 〉〈τsτp(e)Ic 〉 on both sides:
LHS = (−1)codim(p),
RHS = (−1)codim(pI)(−1)codim(pIc ),
where pI is the partition on I given by the restriction of p on I. We define the pIc
in the same way. Now codim(p) = codim(pI) + codim(pIc) gives LHS = RHS. This
proves (3.4).
The proof of proposition is now complete. 
3.2. Proof of Lemma 2.8. First we notice that it suffices to prove the following
three identities:
[Mk1;a,Mk2;b] = 0, [Mk1;b, Lk2 ] = (k1 +
3
2
)Mk1+k2;b, [Lk1 , Lk2 ] = (k1 − k2)Lk1+k2 .
First, we prove [Lk1 , Lk2 ] = (k1 − k2)Lk1+k2 as follows:
A technical lemma of identities of the function hk;e will be used.
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Lemma 3.3. For e ∈ Nn, and a ∈ An, we have the following equality
2(k1− k2)
hk1+k2;e
#Aut(e, a)
= ∑
[j,aj]∈Power(e,a)
[
hk1;jhk2;k1+|j|−#(j)+1 jc − hk2;jhk1;k2+|j|−#(j)+1 jc
]
#Aut(j, aj) #Aut((j, aj)c)
.
In particular, if n = 1, e ∈ N, we have:
2(k1 − k2)hk1+k2;e = hk1;ehk2;k1+e − hk2;ehk1;k2+e.
Proof. The proof for the special (n = 1) case is easy. Just expand hk;e by definition.
For the general case, we expand the positive part of RHS, called PRHS, by the
definition of hk;.... For the negative part, it is just interchange k1 and k2. We have
RHS = PRHS - NRHS.
Notice that there are exactly three types of terms:
(1) hk1;|j|−#j+1hk2;k1+|j|−#j+1.
(2) hk1;|j|−#j+1hk2;|m|−#m+1 where m ∩ j = ∅.
(3) hk1;|j|−#j+1hk2;k1+|j′ |−#j′+1 where j ( j
′.
Now we compute the coefficient of the terms of the above three types for PRHS
explicitely
(1)
Coeff
(
hk1;|j|−#j+1hk2;k1+|j|−#j+1, PRHS
)
=
Coeff
(
hk1;|j|−#j+1, hk1;j
)
· Coeff
(
hk2;k1+|j|−#j+1, hk2;k1+|j|−#j+1,jc
)
#Aut(j, aj)#Aut((j, aj)c)
=
(−1)#j−1 · 1
#Aut(j, aj)#Aut((j, aj)c)
=
(−1)#j−1
#Aut(j, aj)#Aut((j, aj)c)
.
(2) For m ∩ j = ∅, we compute
Coeff
(
hk1;|j|−#j+1hk2;|m|−#m+1, PRHS
)
= ∑
j⊂l,m⊂lc
Coeff
(
hk1;|j|−#j+1, hk1;l
)
·Coeff
(
hk2;|m|−#m+1, hk2;k1+|l|−#l+1 lc
)
#Aut(l, al)#Aut((l, al)c)
= ∑
j⊂l⊂j′
(
(−1)#j−1Aut(l,al)
Aut(j,aj)Aut(l\j,al\j)
)
·
(
(−1)#m−1Aut(lc,alc )
Aut(m,am)Aut(l
c\m,alc\m)
)
#Aut(l, al)#Aut((l, al)c)
We don’t need to simply this term since we have
Coeff
(
hk1;|j|−#j+1hk2;|m|−#m+1, PRHS
)
= Coeff
(
hk1;|j|−#j+1hk2;|m|−#m+1, NRHS
)
.
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(3) For j ( j′, we compute
Coeff
(
hk1;|j|−#j+1hk2;k1+|j|−#j+1, PRHS
)
= ∑
j⊂l⊂j′
Coeff
(
hk1;|j|−#j+1, hk1;l ]
)
·Coeff
(
hk2;k1+|j|−#j+1, hk2;k1+|l|−#l+1,lc
)
#Aut(l, al)#Aut((l, al)c)
= ∑
j⊂l⊂j′
(
(−1)#j−1#Aut(l,al)
#Aut(j,aj)#Aut(l\j,al\j)
)
·
( (−1)#j′−#l−1#Aut(l\j),al\j)
#Aut(j′\l,aj′\l)#Aut((j
′,aj′ )
c)
)
#Aut(l, al)#Aut((l, al)c)
=
(−1)#j+#j
′
#Aut(j, aj)#Aut((j
′, aj′)
c)
∑
j⊂l⊂j′
(−1)#l
#Aut(l \ j, al\j)#Aut(j
′ \ l, aj′\l)
= 0.
Finally we compute PRHS - NRHS and notice that only type (1) terms will have
nontrivial contribution.
PRHS−NRHS
= ∑
j
(−1)#j−1
#Aut(j, aj)#Aut((j, aj)c)
(
hk1;|j|−#j+1hk2;k1+|j|−#j+1 − hk2;|j|−#j+1hk1;k2+|j|−#j+1
)
= ∑
j
(−1)#j−1
#Aut(j, aj)#Aut((j, aj)c)
2(k1 − k2)hk1+k2;|j|−#j+1
=
hk1+k2;i
#Aut(i, ai)
.

Now we compare the coefficient of ti;a
∂
∂ti;a
for Lk1+k2 and [Lk1 , Lk2 ]:
Coeff
(
ti;a
∂
∂ti;a
, Lk1+k2
)
=
hk1+k2;i
#Aut(i, a)
Coeff
(
ti;a
∂
∂ti;a
, [Lk1 , Lk2 ]
)
= ∑
[j]∈Power(e)
[
hk1;jhk2;k1+|j|−#(j)+1 jc − hk2;jhk1;k2+|j|−#(j)+1 jc
]
#Aut(j, aj) #Aut((j, aj)c)
.
The equality of the above coefficients is exactly the statement of Lemma (3.3).
We furthermore notice that the leading term
−(2k+ 3)!!
∂
∂tk+1
,
and the quadratic term
1
2 ∑
r+s=k−1
(2r+ 1)!!(2s+ 1)!!
∂
∂tr
∂
∂ts
only depend to weight 1 variable. Hence checking the virasoro relation for these
two terms is the same as that in the unweighted case and is omitted. Now com-
bining the results for weighted, leading and quadratic terms, we get the desired
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relation:
(k1 − k2)Lk1+k2 = [Lk1 , Lk2 ].
We now check [Mk1;b1 ,Mk2;b2 ] = 0. For any e ∈ N
n and a ∈ An satisfies b1 +
b2 + |a| ≤ 1, we compute
Coeff
(
te;a
∂
∂tk1+k2+1+|e|−#(e);|a|+b1+b2
,Mk1;b1(Mk2;b2)
)
=
(2k1 + 3)!!(2k2 + 3)!!
4

 1
#Aut(e, a)
+ ∑
φ 6=j⊂Power(e)
1
#Aut(j, aj)#Aut((j, aj)c)

 .
Notice that it is symmetric with respect to (k1, b1) and (k2, b2). Hence
Coeff
(
te;a
∂
∂tk1+k2+|e|−#(e)+1
, [Mk1;b1 ,Mk2;b2 ]
)
= 0.
We will need the following “inductive definition” of the h-function in the proof
below.
Lemma 3.4.
(3.5) hk;c,e = hk;c + ∑
φ 6=J⊂{1,...,n}
(
hk;eJ − hk;c+|eJ |−#( J),eJc
)
Proof. We expand both sides by the definition of hk;.... The proof of the equality
reduce to the equality coefficient of the following three types of terms on both
sides:
hk;c, hk;|eI |−#(I)+1, hk;c+|eI |−#(I), where φ 6= I ⊂ {1, . . . , n}.
(1) Coeff (hk;c, LHS) = Coeff (hk;c, RHS) = 1 is clear.
(2) We compare the coefficient of hk;|eI |−#(I)+1 on both sides as follows:
Coeff
(
hk;|eI |−#(I)+1, LHS
)
= (−1)#(I)−1;
Coeff
(
hk;|eI |−#(I)+1, RHS
)
= Coeff

hk;|eI |−#(I)+1, ∑
φ 6=J⊂{1,...,n}
(
hk;eJ − hk;c+|eJ |−#( J),eJc
)
= Coeff

hk;|eI |−#(I)+1, ∑
I⊂J⊂{1,...,n}
hk;eJ


− Coeff

hk;|eI |−#(I)+1, ∑
φ 6=J⊂{1,...,n},J∩I=φ
hk;eJ


= (−1)#(I)−12n−#(I)− (−1)#(I)−1(2n−#(I)− 1) = (−1)#(I)−1.
This proves the equality of the coefficients of the second type.
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(3) We compare the coefficient of hk;c+|eI |−#(I) on both sides as follows:
Coeff
(
hk;c+|eI |−#(I), LHS
)
= (−1)#(I);
Coeff
(
hk;c+|eI |−#(I), RHS
)
= Coeff
(
−hk;c+|eI |−#(I), ∑
φ 6=J⊂I
hk;c+|eJ |−#( J),eJc
)
= − ∑
φ 6=J⊂I
(−1)#(I)−#( J) = (−1)#(I).
This proves the equality of the coefficients of the third type.

Finally, we prove [Mk1;b, Lk2 ] = (k1 +
3
2 )Mk1+k2;b.
Lemma 3.5. For any k1, k2 ≥ −1, e ∈ N
n, and a ∈ An, we have the following identity
for h-function:
−
hk2;k1+1,e
#Aut(e, a)
+ ∑
φ 6=[j,aj]⊂Power(e,a)
−hk2;k1+1+|j|−#(j),jc + hk2;j
#Aut(j, aj)#Aut((j, aj)c)
= −
(2k1 + 2k2 + 3)!!
(2k1 + 1)!!#Aut(e, a)
.
Moreover, the identity is equivalent to the relation: [Mk1;b, Lk2 ] = (k1 +
3
2 )Mk1+k2;b.
Proof. For the second statement, notice that
Coeff
(
te;a
∂
∂tk1+k1+1+e−#(e);b+|a|
, 2Mk1;b(2Lk2)
)
= −(2k1 + 3)!!

 hk2;k1+1,e
#Aut(e, a)
+ ∑
φ 6=[j,aj]⊂Power(e,a)
hk2;k1+1+|j|−#(j),jc
#Aut(j, aj)#Aut((j, aj)c)

 ,
and that
Coeff
(
te;a
∂
∂tk1+k1+1+e−#(e);b+|a|
, 2Lk2(2Mk1;b)
)
= −(2k1 + 3)!! ∑
φ 6=[j,aj]⊂Power(e,a)
hk2;j
#Aut(j, aj)#Aut((j, aj)c)
.
The identity of the coefficient of te;a
∂
∂tk1+k1+1+e−#(e);b+|a|
of the equation [Mk1;b, Lk2 ] =
(k1 +
3
2 )Mk1+k2;b gives the identity for h-function described in the lemma.
To prove the first statement, we expand hk2,... by definition. It suffices to prove
the following equivalence relation:
−hk2;k1+1,e + ∑
φ 6=J⊂{1,...,n}
hk2;k1+1+|eJ |−#( J),eJc + ∑
φ 6=J⊂{1,...,n}
hk2;eJ
= −hk2;k1+1 = −
(2k1 + 2k2 + 3)!!
(2k1 + 1)!!
,
which is exactly the inductive definition for h-function introduced in Lemma 3.4.
This completes the proof of lemma. 
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4. FROM VIRASORO TO KDV HIERARCHY
We recall the Gelfand–Dickey formulation of the KdV hierarchy. A formal
power series U(t0, t1, . . . ) is said to satisfy the KdV hierarchy if it satisfies the fol-
lowing systems of differential equations
(4.1)
∂U
∂ti
=
∂
∂t0
Ri[U], i ≥ 0,
where Ri[U] are polynomials in U and its derivatives with respect to t0 and are
defined recursively by
(4.2) R0 = U,
∂Rn+1
∂t0
=
1
2n+ 1
(∂U
∂t0
+ 2U
∂
∂t0
+
1
4
∂3
∂t30
)
Rn.
Let
〈〈ti1 . . . tir〉〉 :=
∂rF
∂ti1 . . . ∂tir
, U =
∂2F
∂t20
= 〈〈t0t0〉〉,
where F(t) is the generating function for weight 1 correlators. Then Witten’s con-
jecture on intersection numbers onMg,n is equivalent to the statement that U sat-
isfies the KdV hierarchy [eW]. This can also be formulated in the following form
〈〈t0t0〉〉〈〈tn+1〉〉 =
1
2n+ 1
(
〈〈t0t0t0〉〉〈〈t0tn〉〉+ 2〈〈t0t0〉〉〈〈t0t0tn〉〉+
1
4
〈〈t0t0t0t0tn〉〉
)
.
The weighted case can be treated similarly by replacing tk with tk;a throughout.
In other words, in the Hamiltonian formulation of the KdV hierarchy, tk;a serve as
the formal time variables.
Now define Rn;b[U], the polynomials in U and its derivatives with respect to
t0;b, inductively as follows
R0;b = U,
∂Rn+1;b
∂t0;b
=
1
2n+ 1
( ∂U
∂t0;b
+ 2U
∂
∂t0;b
+
1
4
∂3
∂t30;b
)
Rn;b.
Theorem 4.1. Let UA =
∂2FA
∂t20;b
=
∂2
∂t20;b
(
∑
n
1
n! ∑
(k,a)∈Nn×An
tk;a〈τk; a〉
)
. Then UA
satisfies the KdV hierarchy for any b ∈ A. More concretely, UA satisfies the following
system of differential equations
∂UA
∂ti;b
=
∂
∂t0;b
Ri,b[U
A], for i ≥ 0, b ∈ A.
Proof. We play the same trick as in the proof of Theorem 2.13.
For the case 1 ∈ A, Notice that differentiate FA with respect to ti and ti;b are
identical. Hence UA satisfies the KdV hierarchy with respect to the formal time
variables tk;a.
In case 1 /∈ A, one can first extend the setup to A¯ = A ∪ {1} and then restrict
to the subspace {ti;1 = 0}i∈N. Since ∂tk;b does not involve the derivative with
respect to weight 1 variables, the restriction respsects all the above arguments.
This completes the proof. 
Some remarks are in order. The original Witten’s conjecture is stated in two
parts [eW]. The first part of the conjecture states that U(t) := ∂2F(t)/∂t20 satis-
fies the KdV hierarchy; the second part states that F(t) obeys the string equation
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L−1F(t) = 0. There, the initial condition U(t)|t≥1=0 = t0 and the equation (4.1)
and (4.2) from the KdV hierarchy uniquely determine U(t) in the obvious way. In
the weighted case, the “string equation” LA−1;aF
A = 0 appears in a modified form.
Theorem 4.1 confirms that UA also satisfies the KdV hierarchy, with the same set
of equations in a different coordinate system {tk;a}. One can ask what the cor-
responding initial condition UA(t)|t≥1;b=0 is in this new coordinate system. (This
was also brought up in a correspondence with Youjin Zhang.) Our answer is given
below.
We deinfe variables {tk;b}k≥0, b∈A as follows:
tk;b := ∑
m≥1
(−1)m−1
m! ∑
(e,a)∈(N×A)m
|a|=b, |e|−m+1=k
te;a.
This change of varieables is invertible:
Lemma 4.2. With {tk;b}k≥0, b∈A defined above, we have
tk;b = ∑
n≥1
1
n! ∑
(e;a)∈(N×A)n
|a|=b, |e|−n+1=k
te;a.
Moreover {tk,b} forms a coordinate system corresponds to vector fields {
∂
∂tk,b
}.
Explicitly, we have
Lemma 4.3. With {tk;b}k≥0, b∈A defined above, we have
∂
∂tk1;b1
(tk2;b2) =
{
1, if (k1, b1) = (k2, b2);
0, otherwise.
Proof. First we notice that ∂∂tk1;b1
(tk2;b2) will be a monomial with weight b2 − b1.
Now we divide the computation in three cases:
(1) If b1 > b2, then
∂
∂tk1;b1
(tk2;b2) should be zero since we don’t have negative
weight monomial.
(2) If b1 = b2 = b, then
∂
∂tk1;b
(tk2;b) =
∂
∂tk1;b
(tk2;b) = δk1,k2 .
(3) If b1 < b2, given (e; a) ∈ (N ×A)
n with |a| = b2 − b1 and e = #(e) + k2 −
k1, then
Coeff
(
te;a,
∂
∂tk1;b1
(tk2;b2)
)
= ∑
I⊂{1,2,...,n}
1
Aut(teI ;aI )
(−1)#(I
c)
Aut(teIc ;aIc )
= 0.
Combine all three cases, we prove the lemma. 
Corollary 4.4. Let tk := ∑a∈A tk;a. Then we have
UA = UA({tk;a}k∈N,a∈A) = U
1(t0, t1, . . . ),
where U1(t0, t1, . . . ) =
∂2
∂t20
(
∑
n≥1
1
n! ∑
k∈Nn
tk〈τk〉
)
is the potential corresponds to the un-
weighted case.
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Proof. With the above change of varieables, we can view UA as formal power se-
ries of {tk;a}k∈N,a∈A. Then we notice that both side satisfies the KdV hierarchy
described in Theorem 4.1 and have the same initial condition:
UA
∣∣
ti>0;a=0
= U1(t0, . . . )
∣∣
ti>0=0
= t0.

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