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Abstract
In this paper, we propose a technique for building adaptive wavelets by means of an extension of the lifting
scheme. Our scheme comprises an adaptive update lifting step and a fixed prediction lifting step. The adaptivity
consists hereof that the system can choose between two different update filters, and that this choice is triggered by
the local gradient of the original signal. If the gradient is large (in some seminorm sense) it chooses one filter, if it
is small the other. We derive necessary and sufficient conditions for the invertibility of such an adaptive system for
various scenarios. Furthermore, we present some examples to illustrate our theoretical results.
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1. Introduction
Multiresolution representations, such as pyramids and wavelets, provide a powerful tool for the analy-
sis of signals, images, and video sequences [2,9,18,26]. Classical wavelet transforms, both continuous
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and discrete, are linear, and their constructions are often based on the ‘good old’ Fourier transform. The
introduction by Sweldens [23,24] of the lifting scheme, however, has changed the ‘wavelet scene’ dra-
matically. This scheme, illustrated in Fig. 1, provides a general and flexible tool for the construction of
new wavelets from existing ones. The general ingredients of the lifting scheme are an existing wavelet
transform WT , an update map U , and a prediction map P . A decomposition of an input signal x0 into
bands x ′, y ′ is obtained in the following way. The original signal x0 is first split into an approximation
signal x and a detail signal y by a given wavelet transform WT (which may be a polyphase decomposi-
tion, also called ‘lazy wavelet transform’). The update map U acting on y is used to modify x, resulting
in a new approximation signal x ′ = x +U(y). Subsequently, the prediction map P acting on x ′ is used to
modify y, yielding a new detail signal y ′ = y−P(x ′). At synthesis, the original signal x0 is reconstructed
by reversing the lifting steps and applying the inverse of WT .
It is important to observe that the invertibility of the scheme is guaranteed and does not require any
condition on the lifting maps P and U . This flexibility has challenged researchers to develop various
nonlinear wavelet transforms [6–8,15], including morphological ones [4,10,13,16].
The multiscale analyses deriving from classical multiresolution transforms, including many of the
nonlinear transforms whose construction is based on the lifting scheme, lead to a uniform smoothing of
the information contents in the signal when going to lower resolutions. However, in a large number of
applications in signal and image processing it would be useful to have multiresolution representations
that take into account the characteristics of the underlying signal and do leave intact or even enhance
certain important signal characteristics such as sharp transitions, edges, singularities, or other regions
of interest. The importance of such ‘intelligent,’ ‘adaptive,’ or ‘data-driven’ representations in signal and
image analysis, compression, denoising, or feature extraction, has been recognized by various researchers
and has led to a wealth of new approaches in wavelet theory, such as bandelets [17], ridgelets [12],
curvelets [3], wedgelets [11], etc.
In this paper we propose a general framework of adaptive wavelets constructed by means of an adaptive
update lifting step. In the literature, one can find several other approaches for building adaptive wavelets
[5,7,14,25]. In [20], some of these approaches, and their drawbacks, have been discussed in more detail.
The adaptive update lifting scheme introduced in this paper is general in the sense that it is neither
causal,1 nor does require any bookkeeping to enable perfect reconstruction.
This paper is a sequel to an earlier paper [20] by two of the authors. In Section 2.2, we shall briefly
discuss the adaptive scheme introduced in that paper and recall some of the main results derived there. In
Section 2 we will present a framework which is much more general than the one in [20], in the sense that
it allows more than two subbands, longer filters, and general seminorms in the decision map. In Section 3
1 Causality means that the computation of the detail signal at a given location depends ‘only’ on previously computed detail
samples.
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different choices for the seminorm, namely the weighted gradient seminorm in Section 4, the l1-norm and
the l∞-norm in Section 5, and the quadratic seminorm in Section 6. Throughout these sections, we present
some examples which illustrate the theoretical results. In Section 7, we perform additional simulations
where we analyze the potential of the adaptive wavelets schemes to yield an effective representation for
compression purposes. Finally, in Section 8 we present our conclusions.
2. General framework for update lifting
In Section 3.1 we introduce our adaptive update lifting scheme. This scheme generalizes the one intro-
duced by two of us in [20]; we briefly recall this scheme in Section 2.2. Then in Section 2.3 we discuss
two major ingredients of our new scheme, the decision map and the update filters. We also formulate
two conditions guaranteeing that the underlying scheme is truly adaptive. The framework presented here
is valid for arbitrary dimension d  1 and henceforth we assume that the input signal x0 is a function
x0 :Z
d → R.
2.1. The adaptive update lifting scheme
Assume we have an (K + 1)-band filter bank decomposition with inputs x, y(1), . . . , y(K) (with
K  1), where x, y(1), . . . , y(K) generally represents polyphase components of the analyzed signal. The
first signal x will be updated in order to obtain an approximation signal whereas y(1), . . . , y(K) will
be further predicted so as to generate detail coefficients. Consider an adaptive update lifting scheme
as depicted in Fig. 2. In this scheme D is a decision map which uses inputs from all bands, i.e.,
D = D(x,y(1), . . . , y(K)), and whose output is a decision parameter d . In this paper we are exclusively
concerned with binary decision maps where d can only take the value 0 or 1. Note that in our previous
paper [20] we have also treated the case where d can take values in a continuous interval.
The parameter d governs the choice of the update step. More precisely, if dn is the output of D at
location n ∈ Zd , then the updated value x ′(n) is given by
x ′(n) = x(n) ⊕dn Udn
(
y(1), . . . , y(K)
)
(n). (1)
Fig. 2. K-band adaptive update lifting scheme.
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on x, the update step is given by
x ′(n) = x(n) ⊕ U(y(1), . . . , y(K))(n),
and can be inverted by means of
x(n) = x ′(n)  U(y(1), . . . , y(K))(n),
where  is the ‘subtraction’ which inverts the ‘addition’ ⊕. In the adaptive case considered here, how-
ever, we need to know dn at every location n to get perfect reconstruction. Since dn = D(x,y(1), . . . ,
y(K))(n) requires the original input signal x, which is not available at synthesis, recovery of dn is an
impossible task in most cases. However, under some special circumstances it is possible to recover dn
from x ′ and y(1), . . . , y(K) by means of a so-called posterior decision map D′. Obviously, this map needs
to satisfy
D′
(
x ′, y(1), . . . , y(K)
)= D(x, y(1), . . . , y(K))
for all inputs x, y(1), . . . , y(K), with x ′ given by (1). Henceforth we assume that the value dn =
D(x,y(1), . . . , y(K))(n) depends on local information. In this paper, it will be assumed that it depends
on the gradient vector determined by the values x(n) − y(p)(n + l), where p = 1, . . . ,K and l ∈ L; here
L ⊆ Zd is a finite window around the origin.
Consider, as an example, the one-dimensional case where we have an approximation band x and
one detail band y. Thus K = 1 and we omit the superindex of y in this case. Assume that samples
x0(2n), x0(2n + 1) of the original signal correspond with samples x(n), y(n), respectively, and that dn
depends on the gradient vector with components x(n)− y(n− 1) and x(n)− y(n). Thus, L = {−1,0} in
this case.
We introduce some additional notation. Assume that the decision map at sample n depends only on the
values x(n) − y(pj )(n + lj ) for j = 1, . . . ,N , with pj ∈ {1, . . . ,K} and lj ∈ L. Obviously, N K · |L|,
where |L| is the number of elements contained within window L. We define
yj (n) = y(pj )(n + lj ), j = 1, . . . ,N.
Note that we have some freedom in labeling the values y(p)(n + l) by j . Fortunately, the specific choice
of the labeling is of no importance.
2.2. Previous results
In our previous work [20] we have been dealing exclusively with the one-dimensional case. We have
considered the same adaptive update lifting scheme as the one depicted in Fig. 2, but with one detail band
only, i.e., K = 1. In this case, (1) reduces to x ′(n) = x(n)⊕dn Udn(y)(n), where dn = D(x,y)(n). In [20]
we assume that the decision map D is of the form
D(x,y)(n) = q(∣∣x(n) − y(n − 1)∣∣+ ∣∣x(n) − y(n)∣∣)
for some given function q :R+ → R. Furthermore, we only considered update filters Ud that have two
taps: Ud(y)(n) = λdy(n − 1) + µdy(n).
For the function q we have considered two cases: the continuous case, meaning that the update filter
coefficients depend on the l1-gradient norm in a continuous fashion, and the binary threshold case with
q(s) =
{0 if s  T ,1 if s > T .
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2.3. Choice of decision map and update filter
We define the gradient vector v(n) = (v1(n), . . . , vN(n))T ∈ RN (where ‘T ’ means transposition) by
vj (n) = x(n) − yj (n), j = 1, . . . ,N. (2)
As we said before, the decision map depends exclusively on the gradient vector v(n). Before we can give
an explicit expression for the decision map, we need to introduce the concept of seminorm.
Definition 1. A function p :RN → R+ is called a seminorm if the following two properties hold:
(i) p(λv) = |λ| · p(v), v ∈ RN , λ ∈ R,
(ii) p(v1 + v2) p(v1) + p(v2), v1,v2 ∈ RN .
This last inequality is called the triangle inequality.
A large class of seminorms on RN is given by the expression
p(v) =
(
I∑
i=1
∣∣aTi v∣∣q
)1/q
, (3)
where ai ∈ RN, i = 1, . . . , I and q  1. By aT v we mean the inner product of the vectors a and v.
Recall that p is a norm if, in addition to (i) and (ii) in Definition 1, it satisfies p(v) = 0 if and only if
v = 0. Obviously, every norm is a seminorm but not vice versa.
In this paper we deal exclusively with binary decision maps of the form
D
(
x, y(1), . . . , y(K)
)
(n) =
{
1 if p(v(n)) > T ,
0 if p(v(n)) T , (4)
where v(n) is given by (2), p is a seminorm, and T > 0 is a given threshold. Instead of (4) we may also
use the shorthand notation
D
(
x, y(1), . . . , y(K)
)
(n) = [p(v(n))> T ], (5)
where [P ] returns 1 if the predicate P is true, and 0 if it is false.
Not every seminorm can be used to model an adaptive scheme. For example, if p depends only on
differences vi − vj , then the decision criterion in (4) is independent of the value of x(n), as can easily
be seen by using (2). A simple condition on p which is necessary and sufficient for the adaptivity of the
corresponding scheme is
p(u) > 0,
where u = (1, . . . ,1)T is a vector of length N . Indeed, it is easy to check that the condition p(u) = 0 is
equivalent to the condition
p(v + λu) = p(v), v ∈ RN, λ ∈ R.
Observe that the addition of λ to x(n) while keeping all yj (n) constant, amounts to the addition of λu
to the gradient vector v(n). If such an addition does not affect the seminorm, then the corresponding
decision criterion does not depend on x(n), and hence the scheme is nonadaptive.
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The seminorm p on RN satisfies
p(u) > 0, (6)
where u = (1, . . . ,1)T is a vector of length N .
In the update step given by (1) we need to specify the ‘addition’ ⊕d as well as the update filter
Ud(y
(1), . . . , y(K))(n) for the values d = 0,1. Henceforth we assume that the addition ⊕d is of the form
x ⊕d u = αd(x + u), (7)
with αd 	= 0. Such a choice means, in particular, that the operation ⊕d is invertible. The update filter is
taken to be of the form
Udn
(
y(1), . . . , y(K)
)
(n) =
N∑
j=1
λdn,j yj (n), (8)
i.e., it is a linear filter of length N . The filter coefficients λdn,j depend on the decision dn given by (5).
Combination of (1), (7), and (8) yields that
x ′(n) = αdnx(n) +
N∑
j=1
βdn,j yj (n), (9)
where βd,j = αdλd,j .
Obviously, we can easily invert (9)
x(n) = 1
αdn
(
x ′(n) −
N∑
j=1
βdn,j yj (n)
)
, (10)
presumed that the decision dn is known at every location n. In the next section we will examine the ques-
tion under which assumptions the lifting framework discussed previously is invertible. In other words, we
show how to recover x from x ′ given by (9) and the original signals y(1), . . . , y(K). If such an inversion
is possible, then we say that the perfect reconstruction condition holds.
Define the value
κd = αd +
N∑
j=1
βd,j , d = 0,1. (11)
We have the following result.
Proposition 2. Assume that p satisfies the adaptivity condition in (6). A necessary condition for perfect
reconstruction is κ0 = κ1.
Proof. Assume that κ0 	= κ1. Let ξ ∈ R be such that∣∣(κ0 − κ1)ξ ∣∣> α1T
p(u)
. (12)
Let n be a given location and assume that x(n) = ξ and yk(n) = ξ for k = 1, . . . ,N . Obviously, v(n) = 0
hence d = 0. It follows immediately that (9) gives x ′(n) = κ ξ . However, if we take x(n) = ξ + ηn 0
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that x ′(n) = κ1ξ + α1η. If we choose η = (κ0 − κ1)ξ/α1, then, because of (12) the condition |η| >
T/p(u) is satisfied. For this particular choice, however, κ1ξ + α1η = κ0ξ . Thus we have shown that for
the same values of yk(n), two different inputs for x(n) may yield the same output. Obviously, perfect
reconstruction is out of reach in such a case. 
Henceforth we assume κ0 = κ1. Obviously, to guarantee true adaptivity, we need that the update filters
for d = 0 and d = 1 are different.
2.3.2. Adaptivity condition for the update filters
The update filters for d = 0 and d = 1 do not coincide, i.e., β0,j 	= β1,j for at least one j . Henceforth
we restrict ourselves to the case where the adaptivity conditions are satisfied for the seminorm as well as
for the update filters. Moreover, throughout the remainder of this paper we normalize the filter coefficients
so that
κ0 = κ1 = 1. (13)
Obviously, such a normalization is possible only in the case where κd 	= 0. A system with κd = 0 would,
in general, correspond to a prediction operator (i.e., ‘high-pass’ filter), while the condition κd 	= 0 is more
appropriate for update operators (corresponding to ‘low-pass’ filters).
Unfortunately, the condition in (13) is far from being a sufficient condition for perfect reconstruction.
In the following section we will be concerned with the derivation of sufficient conditions for perfect
reconstruction.
To simplify notation, we will henceforth omit the argument n in our notation. Thus we write x, yj
instead of x(n), yj (n), respectively, and v = (v1, . . . , vN)T instead of v(n) = (v1(n), . . . , vN(n))T . Now,
the update lifting step in (9) can be written as
x ′ = αdx +
N∑
j=1
βd,jyj , (14)
and the inversion in (10) reduces to
x = 1
αd
(
x ′ −
N∑
j=1
βd,jyj
)
. (15)
Subtraction of yi at both sides of (14) yields
v′i = (1 − βd,i)vi −
∑
j 	=i
βd,j vj , (16)
where
v′ = x ′ − y , i = 1, . . . ,N. (17)i i
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Ad =


1 − βd,1 −βd,2 −βd,3 . . . −βd,N
−βd,1 1 − βd,2 −βd,3 . . . ...
−βd,1 −βd,2 . . . ...
...
...
. . .
...
−βd,1 −βd,2 −βd,3 . . . 1 − βd,N


. (18)
The adaptive update lifting step is described therefore by{
v′ = Adv,
d = [p(v) > T ], (19)
where p is a given seminorm satisfying the adaptivity condition (6).
3. When do we have perfect reconstruction?
In this section we will formulate conditions on the seminorm and the update filters which guarantee
perfect reconstruction; see Section 3.2. As a preparatory step, we will ‘translate’ the perfect reconstruc-
tion condition into another condition called the Threshold Criterion, stated in terms of the seminorm.
3.1. Seminorms and the Threshold Criterion
Before we formulate sufficient conditions for perfect reconstruction, we introduce some notions that
we need in the sequel.
Let V be a vector space with seminorm p. For a linear operator A :V → V we define the operator
seminorm p(A) and the inverse operator seminorm p−1(A) as
p(A) = sup{p(Av) | v ∈ V and p(v) = 1},
p−1(A) = sup{p(v) | v ∈ V and p(Av) = 1}.
In the last expression we use the convention that p−1(A) = ∞ if p(Av) = 0 for all v ∈ V , unless p is
identically zero, in which case both p(A) and p−1(A) are zero. Throughout this paper, we will discard
the case where p is identically zero and, consequently, we will always have p−1(A) > 0. We list some
properties of these two notions in the following proposition.
Proposition 3. Let V be a Hilbert space, let p :V → R+ be a seminorm and A :V → V be a bounded
linear operator.
(a) p−1(A) = p(A−1) if A is invertible.
(b) The following two conditions are equivalent:
(i) p(A) < ∞,
(ii) p(v) = 0 implies p(Av) = 0 for v ∈ V .
(c) The following two conditions are also equivalent:
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(ii) p(Av) = 0 implies p(v) = 0 for v ∈ V .
(d) p(Av) p(A)p(v) if p(v) 	= 0.
(e) p(v) p−1(A)p(Av) if p(Av) 	= 0.
Proof. The proofs of (a), (d), and (e) are straightforward. We prove (b) and (c).
(b) Assume (i), that is p(A) < ∞. Now suppose that there exists a v ∈ V such that p(v) = 0 and
p(Av) 	= 0. We show that this gives rise to a contradiction. Fix a vector w with p(w) = 1. Obviously,
p(λv + w) |λ|p(v) + p(w) = 1, and also
1 = p(w) p(λv + w) + p(−λv) = p(λv + w),
which means that p(λv + w) = 1 for every λ ∈ R. By definition,
p(A) p
(
A(λv + w)) p(λAv) − p(Aw) = |λ|p(Av) − p(Aw).
Letting |λ| → ∞, we arrive at the conclusion that p(A) = ∞, a contradiction.
Assume, on the other hand, that (ii) holds. Define V0 ⊆ V as V0 = {v ∈ V | p(v) = 0} and V1 = V ⊥0 . It
is easy to see that for any v ∈ V we have p(v) = p(v1), where v1 is the projection of v on V1. Obviously,
p defines a norm on the closed subspace V1. The decomposition of V into V0 and V1 gives rise to a
decomposition of the operator A into Aij where Aij maps Vj into Vi for i, j = 0,1. Thus we can write
Av = (A00v0 + A01v1) + (A10v0 + A11v1),
where the first and second expression between brackets lies in V0 and V1, respectively. The condition
in (ii) obviously means that A10 = 0. It is then evident that
p(A) = sup{p(A11v1) | p(v1) = 1},
and this coincides with the norm of A11 on V1 which, by definition, is finite. This proves (b).
(c) This proof is very similar to that of (b). In the second part of the proof where it has to be shown
that p−1(A) < ∞, it is found that A10 = 0, A11 is invertible, and p−1(A) = p(A−111 ), which is finite. 
We return to the update lifting step described in the previous section. If p(v) T at the analysis step,
then the decision equals d = 0 and v′ = A0v. If, on the other hand, p(v) > T , then d = 1 and v′ = A1v.
To have perfect reconstruction we must be able to recover the decision d from the transformed gradient
vector v′. For simplicity, we shall restrict ourselves to the case where d can be recovered by thresholding
the seminorm p(v′), i.e., the case that
d = [p(v) > T ]= [p(v′) > T ′]
for some T ′ > 0. We formalize this condition in the following criterion.
Threshold Criterion. Given a threshold T > 0, there exists a (possibly different) threshold T ′ > 0 such
that
(i) if p(v) T then p(A0v) T ′,
(ii) if p(v) > T then p(A1v) > T ′.
The following result is obvious.
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The corresponding reconstruction algorithm is straightforward:
(1) compute v′ from (17),
(2) if p(v′) T ′ then d = 0, otherwise d = 1,
(3) compute x from (15).
Thus it remains to verify the validity of the Threshold Criterion. The following result, which we
consider to be the main result of this section, provides necessary and sufficient conditions.
Proposition 5. The Threshold Criterion holds if and only if the following three conditions are satisfied:
p(A0) < ∞ and p−1(A1) < ∞, (20)
p(A0)p
−1(A1) 1. (21)
Proof. ‘If’: Put T ′ = p(A0)T . We show that the Threshold Criterion holds. To prove (i), assume that
p(v)  T . If p(v) = 0, then p(A0v) = 0 by (20) and Proposition 3(b). If p(v) > 0, then we get from
Proposition 3(d) that
p(A0v) p(A0)p(v) p(A0)T = T ′.
To prove (ii) assume that p(v) > T . From the fact that p−1(A1) < ∞ and Proposition 3(c) we conclude
that p(A1v) 	= 0 and we get from Proposition 3(e) that p(v) p−1(A1)p(A1v). In combination with (21),
this gives us
p(A1v)
p(v)
p−1(A1)
 p(A0)p(v) > p(A0)T = T ′.
This concludes the proof of the ‘if’-part.
‘Only if’: To prove that p(A0) < ∞, assume that p(v) = 0 and p(A0v) 	= 0. We show that this will
give rise to a contradiction. Choosing λ > T ′/p(A0v) we have p(A0(λv)) = |λ| · p(A0v) > T ′. How-
ever p(λv) = |λ| ·p(v) = 0, and we have a contradiction with (i) of the Threshold Criterion. The fact that
p−1(A1) < ∞ is proved analogously. Thus it remains to prove (21). Choose T = 1 and let T ′ be the corre-
sponding threshold given by the Threshold Criterion. We derive from (i) that p(A0) T ′. Now (ii) reads
as follows: if p(v) > 1 then p(A1v) > T ′. Now suppose that (21) does not hold, i.e., p(A0)p−1(A1) > 1,
or equivalently, p−1(A1) > (p(A0))−1 (p(A0) 	= 0, otherwise p−1(A1) should be infinite). From the def-
inition of p−1(A1) it follows that there must be a vector v ∈ RN with p(A1v) = 1 and p(v) > (p(A0))−1.
Putting v′ = p(A0)v we get p(v′) > 1 and p(A1v′) = p(A0) T ′ which contradicts (ii) of the Threshold
Criterion. Therefore, (21) must hold. 
Remarks:
– Without loss of generality, the threshold T > 0 could be normalized to 1 by redefining the seminorm
as p/T .
– The proof of the above proposition shows that it is sufficient to choose T ′ = p(A0)T .
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Recall that αd 	= 0 for d = 0, 1. Before specializing to certain classes of seminorms, we prove some
general results related to the specific form of the linear operators under consideration. The matrix Ad
in (18) can also be written as
Ad = I − uβTd , (22)
where I is the N × N identity matrix, u = (1, . . . ,1)T and βd = (βd,1, . . . , βd,N)T are column vectors,
both of length N . For its determinant we find, after simple algebraic manipulations,
det(Ad) = 1 − uT βd = 1 −
N∑
j=1
βd,j = αd,
where we have used (11). Since we have assumed that αd 	= 0 for d = 0,1, we may conclude that Ad is
invertible. Moreover, one can easily show that
A−1d = I +
1
αd
uβTd =


1 + βd,1
αd
βd,2
αd
βd,3
αd
. . .
βd,N
αd
βd,1
αd
1 + βd,2
αd
βd,3
αd
. . .
...
...
βd,2
αd
. . .
...
...
...
. . .
...
βd,1
αd
. . . . . . . . . 1 + βd,N
αd


.
Putting β ′d = −βd/αd , we find that A−1d takes a form similar to that of Ad :
A−1d = I − uβ ′Td .
We start with the following auxiliary result.
Proposition 6. Let p be a seminorm and let V0 be the “kernel” of p, i.e., the linear subspace of RN given
by
V0 =
{
v ∈ RN | p(v) = 0}.
Then p(Ad) < ∞ if and only if βd ∈ V ⊥0 .
Proof. ‘If’: Assume that βd ∈ V ⊥0 . Following Proposition 3 we must show that p(v) = 0 implies that
p(Adv) = 0. If p(v) = 0 then v ∈ V0 hence βTd v = 0. This implies that Adv = v − uβTd v = v and hence
that p(Adv) = 0.
‘Only if’: Assume that p(Ad) < ∞ and βd /∈ V ⊥0 . Thus there is a v ∈ V0 with βTd v = 1. Then Adv =
v − uβTd v = v − u. Since p is a seminorm p(u) 	= 0 (see (6)), we have 0 	= p(u) p(u − v) + p(v) =
p(u − v), and therefore p(u − v) = p(v − u) = p(Adv) 	= 0. Since p(v) = 0 we conclude from Propo-
sition 3 that p(Ad) = ∞, a contradiction. This concludes the proof. 
We now investigate the eigenvalue problem Adv = λv. This can be written as v − uβTd v = λv. We
have to distinguish the cases λ = 1 and λ 	= 1. If λ = 1 we find βTd v = 0 and from λ 	= 1 we get that v is
a multiple of u. Thus we arrive at the following result.
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βTd v = 0.
(b) If αd 	= 1 then Ad has eigenvalues 1, αd . The eigenspace associated with eigenvalue λ = 1 is the
hyperplane βTd v = 0, and the eigenvector associated with λ = αd is u.
Note that in both the cases (a) and (b) we have Adu = αdu. Using that p(u) > 0 (see (6)), we get that
p(Ad) p(Adu)/p(u) = |αd | and p−1(Ad) p(u)/p(Adu) = |αd |−1.
On the other hand, if there exists a v with βTd v = 0 and p(v) 	= 0 then
p(Ad) 1 and p−1(Ad) 1. (23)
Thus we arrive at the following necessary conditions for the Threshold Criterion to hold.
Proposition 8. Assume that p(u) 	= 0.
(a) The Threshold Criterion can only be satisfied if |α0| |α1|.
(b) Assume in addition that p(v0) 	= 0, p(v1) 	= 0 for some vectors vd with βTd vd = 0 for d = 0,1, then
the Threshold Criterion can only be satisfied if |α0| 1 |α1|.
Proof. The Threshold Criterion can only hold if (21) is satisfied, that is p(A0)p−1(A1) 1. If p(u) 	= 0,
then we have p(A0) |α0| and p−1(A1) |α1|−1. Thus a necessary condition for (21) to be satisfied is
|α0| · |α1|−1  1. This proves (a).
To prove (b), assume that for d = 0,1 we have p(vd) 	= 0 for some vd with βTd vd = 0. Since both
p(A0) and p−1(A1) are  1 by (23), we conclude that |α0|  1 and |α1|−1  1. This concludes the
proof. 
Before considering a number of special cases we observe that the problem becomes trivial if N = 1. In
this case there is, apart from a multiplicative constant, only one seminorm, namely p(v) = |v|. Now the
Threshold Criterion holds if and only if |α0| |α1|. Henceforth we restrict ourselves to the case N > 1.
4. Weighted gradient seminorm p(v) = |aT v|
Let us first consider the situation where p is given by the particular case of the seminorms defined
in (3) with q = 1 and I = 1, i.e.,
p(v) = ∣∣aT v∣∣ with a 	= 0. (24)
We call this seminorm the weighted gradient seminorm. The adaptivity condition holds if and only if
aT u 	= 0. We establish necessary and sufficient conditions for the Threshold Criterion.
Proposition 9. If p(v) = |aT v|, with aT u 	= 0, then the Threshold Criterion holds if and only if βd and
a are collinear and |α0| |α1|.
Proof. From the definition of a matrix seminorm we have that
p(A ) = sup{∣∣aT A v∣∣ | v ∈ RN and ∣∣aT v∣∣= 1}.d d
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constraint |aT v| = 1. We distinguish two cases, namely βd and a are or are not collinear.
(i) βd collinear with a. In this case we can write βd = γda for some constant γd ∈ R and we get∣∣aT Adv∣∣= ∣∣aT (I − uβTd )v∣∣= ∣∣aT v − γdaT uaT v∣∣= ∣∣1 − βTd u∣∣= |αd |.
This yields that p(Ad) = |αd |. In a similar way, we can show that p−1(Ad) = |αd |−1. Thus, from
Proposition 5 we conclude that the Threshold Criterion holds if and only if |α0| |α1|.
(ii) βd not collinear with a. In this case we can express βd = ηda + c with aT c = 0 and c 	= 0. Let
us choose v such that aT v = 0 and cT v 	= 0. Then, p(v) = |aT v| = 0 and p(Adv) = |aT Adv| =
|aT ucT v| 	= 0. From Proposition 3(b) we conclude that p(Ad) = ∞ and, consequently, the threshold
condition cannot hold. 
Recall that the adaptive update lifting is given by{
v′ = Adv,
d = [p(v) > T ].
We have seen in Section 3.1 that a sufficient condition for perfect reconstruction is the Threshold Crite-
rion, i.e.,
p(v) > T ⇐⇒ p(v′) > T ′.
For the case where p is the weighted seminorm, Proposition 9 gives the necessary and sufficient condition
for the Threshold Criterion to hold. We present now some simulation results where the filter coefficients
are such that they satisfy the Threshold Criterion for the weighted seminorm, and hence perfect recon-
struction is possible.
Example 1. In this example, we deal with one-dimensional signals and we assume that we have one detail
band y, that is, K = 1 in Fig. 2. Furthermore, define x(n) = x0(2n) and y(n) = x0(2n+1). In Section 2.2
we have assumed that the gradient vector is indexed by j = 1,2, . . . ,N , that is v = (v1, . . . , vN)T . Here,
we assume that v = (v−P , v−P+1, . . . , v−1, v0, v1, . . . , vL−1, vL)T , and
vj (n) = x(n) − y(n + j) for j = −P, . . . ,0, . . . ,L. (25)
An illustration is given in Fig. 3.
Fig. 3. Indexing of the gradient vector.
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must choose βd = γd(1,1,1,1)T for some constants γ0, γ1. Now (11) and (13) yield that α0 = 1 − 4γ0
and we get from Proposition 9 that
|1 − 4γ0| |1 − 4γ1|
must hold. We might, for example, choose γ1 = 0 (hence β1 = 0). That is, we do not modify the approx-
imation signal if d = 1 (high gradient regions). This corresponds to the identity filter in (14). Now, the
condition on γ0 reduces to |1 − 4γ0| 1. A possible solution is γ0 = 1/5 and hence β0,j = 1/5 for all j .
This choice means that at homogeneous areas where d = 0, the equivalent filter in (14) is the average
filter. One can verify that, assuming that the input signal is contaminated with additive Gaussian noise,
this choice minimizes the variance of the noise in the approximation signal x ′; see also (37).
We assume that a fixed prediction step of the form y ′(n) = y(n) − (1/2)(x ′(n) + x ′(n + 1)) is ap-
plied after the update stage. The overall scheme can be iterated over the approximation signal yielding a
multiresolution decomposition.
The input signal (a fragment of the ‘leleccum’ signal from the wavelet toolbox in Matlab) is shown
in Fig. 4(a). The approximation and the detail signals are depicted in Fig. 4(b) and 4(c), respectively, for
the first, second, and third level of the decomposition. These levels2 are displayed from bottom to top in
(a)
(b) (c)
Fig. 4. Decompositions (at levels 1, 2, 3) corresponding with Example 1. (a) Original signal; (b) and (c) approximation and
detail signals in the adaptive case using a threshold T = 18; (d) and (e) approximation and detail signals in the nonadaptive case
with d = 0; (f) and (g) approximation and detail signals in the nonadaptive case with d = 1.
2 Recall that higher levels correspond to coarser approximation and detail signals, and that the wavelet representation of the
original signal is given by the coarsest approximation signal along with all the detail signals.
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(f) (g)
Fig. 4. (Continued).
each subfigure. A threshold of T = 18 has been used. The vertical dotted lines in Fig. 4(b) represent the
locations where the decision map returns d = 1. For comparison, the decompositions obtained for both
nonadaptive cases corresponding with fixed d = 0 and d = 1 are shown in Fig. 4(d) and 4(e) and Fig. 4(f)
and 4(g), respectively.
One can observe from Fig. 4 that the adaptive scheme tunes itself to the local structure of the signal:
it ‘recognizes’ and preserves the discontinuities, while smoothing the more homogeneous regions. This
results in a detail signal which is small in homogeneous regions. Near singularities, however, the detail
signal comprises a single peak, thus avoiding the oscillatory behavior exhibited by the nonadaptive case
corresponding to fixed d = 0.
Example 2. Next, we consider a 2D decomposition with 4 bands as depicted in Fig. 5. Observe that the
decomposition in Fig. 5 has the same structure as the one in Fig. 2. However, we have adopted a new
labeling yv, yh, yd of the detail bands, replacing the labeling y(1), etc., in Fig. 2. This reflects the fact that
the corresponding outputs y ′h, y ′v, y ′d are sometimes called the horizontal, the vertical, and the diagonal
detail bands, respectively.
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Fig. 6. Labeling of samples in 3 × 3 window centered at x0(2m,2n).
The input images x, yh, yv, yd are obtained by a polyphase decomposition of an original image x0, that
is: x(m,n) = x0(2m,2n), yv(m,n) = x0(2m,2n + 1), yh(m,n) = x0(2m + 1,2n), yd(m,n) = x0(2m +
1,2n+1); see also Fig. 6. We label the eight samples surrounding x(m,n) by yj (m,n), j = 1, . . . ,8. For
instance, y5(m,n) = yd(m− 1, n). Note that this labeling is not one-to-one: for example, y8(m− 1, n) =
y5(m,n).
In this example, we compute the detail signals y ′h, y ′v, y ′d with a prediction scheme as depicted in Fig. 5,
with Ph(x) = Pv(x) = x and Pd(x, yh, yv) = x + yh + yv . This yields that
y ′h = yh − x ′, (26)
y ′v = yv − x ′, (27)
y ′d = yd − x ′ − y ′v − y ′h. (28)
Alternatively, y ′ = y + x ′ − y − y .d d v h
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that this last condition guarantees that the scheme is truly adaptive: if it is not satisfied, then p(v) does
not depend on x. According to Proposition 9, in order to satisfy the Threshold Criterion, we must choose
the filter coefficients
βd = γda with 0 <
∣∣∣∣1 − γ0∑
j
aj
∣∣∣∣
∣∣∣∣1 − γ1∑
j
aj
∣∣∣∣.
It is easy to see that we can choose the coefficients aj in such a way that the decision map ‘ignores’
polynomials up to a given degree (see [21] for further details). By taking appropriate3 update filters, we
can made the adaptive scheme to smooth the homogeneous regions without introducing changes in sharp
transitions. This allows removal of the noise while keeping the edges unaffected even at coarser scales.
For example, the expression |x − yh − yv + yd | corresponds with a first-order derivative with respect to
both horizontal and vertical directions. To obtain this expression, one must choose a1 = a4 = 1, a8 = −1
and aj = 0 for the other coefficients. For the second-order derivative (with respect to both directions) we
can choose a1 = a2 = a3 = a4 = 1 and a5 = a6 = a7 = a8 = −1/2. In this case ∑j aj = 2 and we must
choose γ0, γ1 such that 0 |1 − 2γ0| |1 − 2γ1|. In this experiment we consider this latter choice of a,
i.e., a = (1,1,1,1,−1/2,−1/2,−1/2,−1/2)T , and we choose γ0 = 1/4 and γ1 = 0.
As input image we take the synthetic image depicted at the top left of Fig. 7. In the second row we
show the approximation and detail image at the first level. For comparison, we show the corresponding
decomposition images obtained with a nonadaptive scheme (with β0) in the bottom row. Note that the
adaptive scheme yields an approximation which preserves well the edges, and a detail image with less
oscillatory effects than its nonadaptive counterpart. Note also from the decision map that the filter a does
not ‘see’ horizontal and vertical edges. Such edges are well preserved in the adaptive as well as in the
nonadaptive case.
5. The l1-norm and the l∞-norm
In Section 3 it has been shown that a sufficient condition for perfect reconstruction is the Threshold
Criterion, or equivalently, (20) and (21). In the particular case that p is a norm, (20) is trivially satisfied
and the threshold condition reduces to (21). In this section we consider the case where p is the l1-norm
p1(v) =
N∑
j=1
|vj |,
or the l∞-norm
p∞(v) = max
j=1,...,N
|vj |.
Observe that the condition p(u) 	= 0 is satisfied in both cases. Recall that we assume that N > 1.
Proposition 10. If p = p1, then the Threshold Criterion holds if and only if N = 2, β0,1, β0,2 ∈ [0,1] and
either β1,1, β1,2  0 or β1,1, β1,2  1.
3 We might, for example, choose γ1 = 0 and γ0 in such a way that |1 − γ0
∑
j aj | 1 and a given noise rejection criterion is
maximized.
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threshold T = 10. Middle: approximation (left) and horizontal detail (right) images in the adaptive case. Bottom: approximation
(left) and horizontal detail (right) images in the nonadaptive case (d = 0).
Proof. The l1-norm of the matrix Ad is given by [1]
p1(Ad) = max
j
(|1 − βd,j | + (N − 1)|βd,j |),
and the norm of its inverse is
p−11 (Ad) = max
(∣∣∣∣1 + βd,j
∣∣∣∣+ (N − 1) |βd,j |
)
.j αd |αd |
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max
j
(|1 − β0,j | + (N − 1)|β0,j |) · max
j
(∣∣∣∣1 + β1,jα1
∣∣∣∣+ (N − 1) |β1,j ||α1|
)
 1.
Recall that N  2. Let us first observe that for any j = 1, . . . ,N
|1 − β0,j | + (N − 1)|β0,j | =


1 + N |β0,j | > 1 if β0,j < 0,
1 + (N − 2)|β0,j | 1 if 0 β0,j  1,
N |β0,j | − 1 > 1 if β0,j > 1,
∣∣∣∣1 + β1,jα1
∣∣∣∣+ (N − 1) |β1,j ||α1| =


1 + N |β1,j ||α1| > 1 if signβ1,j = signα1,
1 + (N − 2) |β1,j ||α1|  1 if signβ1,j 	= signα1 and |α1| |β1,j |,
N
|β1,j |
|α1| − 1 > 1 if signβ1,j 	= signα1 and |α1| < |β1,j |.
Thus, p1(A0) 1 and p−11 (A1) 1. Consequently, condition p1(A0)p−11 (A1) 1 can only be satisfied
when p1(A0) = p−11 (A1) = 1. The equality p1(A0) = 1 implies that for any j = 1, . . . ,N , either β0,j = 0
or N = 2 and 0 β0,j  1. The equality p−11 (A1) = 1 means that for any j = 1, . . . ,N , either β1,j = 0
or N = 2, signβ1,j 	= signα1 and |α1| |β1,j |. From these implications, Proposition 10 follows immedi-
ately. 
Next, we consider the l∞-case. We will see that in this case the conditions on the filter coefficients are
slightly more restrictive than in the previous case.
Proposition 11. Assume p = p∞, then the Threshold Criterion holds if and only if N = 2, β0,1 = β0,2 ∈
[0,1] and either β1,1 = β1,2  0 or β1,1 = β1,2  1.
Proof. The l∞-norm of the matrix Ad in (18) is given by
p∞(Ad) = max
i
(
|1 − βd,i | +
∑
j 	=i
|βd,j |
)
,
and the norm of its inverse is
p−1∞ (Ad) = max
i
(∣∣∣∣1 + βd,iαd
∣∣∣∣+∑
j 	=i
|βd,j |
|αd |
)
.
Recall that N  2, and the l∞-norm of A0 can be expressed as
p∞(A0) =


1 +∑j |β0,j | > 1 if β0,j < 0 for some j = 1, . . . ,N,
|1 − β0,m| +∑j 	=m |β0,j |


= 1 if N = 2 and 0 β0,1 = β0,2  1,
= 1 if β0,j = 0 for all j = 1, . . . ,N,
> 1 otherwise,
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p−1∞ (A1) =


1 +∑j |β1,j ||α1| > 1 if signα1 = signβ1,j for some j = 1, . . . ,N,
|1 + β1,m
α1
| +∑j 	=m |β1,j ||α1|


= 1 if N = 2, β1,1 = β1,2, signα1 	= signβ1,j
and |β1,j | |α1|,
= 1 if β1,j = 0 for all j = 1, . . . ,N,
> 1 otherwise,
where m = argminj β1,jα1 . Thus, both p∞(A0) and p−1∞ (A1) values are at least 1, which means that condi-
tion p∞(A0)p−1∞ (A1) 1 holds only if p∞(A0) = p−1∞ (A1) = 1, which in turn is satisfied only under the
conditions stated in the proposition. 
6. Quadratic seminorms
In this section we treat the case where p is the quadratic seminorm
p(v) = (vT Mv)1/2, v ∈ RN, (29)
where M is a symmetric positive semidefinite matrix M . Before we treat this general case, we deal with
the classical l2-norm, also called the Euclidean norm. Thus M = I , where I is the N × N identity matrix.
We start with the following auxiliary result. Recall that u = (1, . . . ,1)T .
Lemma 12. Let p2 be the quadratic norm given by p2(v) = (v21 + · · · + v2N)
1
2 and let A be the matrix
A = I − uβT , where u,β ∈ RN .
(a) If u,β are collinear then
p2(A) = ‖A‖ = max
{
1, |α|},
where α = 1 − uT β .
(b) If u,β are not collinear, then p2(A) > 1.
Proof. (a) If u,β are collinear, i.e., β = µu for some constant µ ∈ R, then the matrix A = I − µuuT is
symmetric and we get that p2(A) = ‖A‖ is the maximum absolute value of its eigenvalues. According to
Lemma 7, these eigenvalues are 1 (with multiplicity N − 1) and α. Thus p2(A) = max{1, |α|}.
(b) If u,β are not collinear, then we can decompose β as β = µu+ c, where c 	= 0 is orthogonal to u.
Now
Ac = (I − uβT )c = c − u(µu + c)T c = c − (cT c)u = c − ‖c‖2u,
whence we get that ‖Ac‖2 = ‖c‖2 + N‖c‖4, where we have used that ‖u‖2 = N . Therefore
p2(A) ‖Ac‖/‖c‖ =
(
1 + N‖c‖2) 12 > 1,
which concludes the proof. 
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u,β0,β1 are collinear and |α0| 1 |α1|.
Proof. We have A0 = I − uβT0 and A−11 = I − uβ ′T1 , where β ′1 = −α−11 β1. Thus the previous lemma
yields that both p(A0)  1 and p−1(A1) = p(A−11 )  1. Now Proposition 5 yields that the Threshold
Criterion holds if and only if p(A0) = p(A−11 ) = 1. First, this requires that u,β0,β1 are collinear. Then
p(A0) = max{1, |α0|} and p(A−11 ) = max{1, |α1|−1}; here we have used that 1 − uT β ′T1 = 1 + α−11 (1 −
α1) = α−11 . We obtain that the Threshold Criterion holds if and only if |α0|  1  |α1|. Reminding that
α0 	= 0, this proves the result. 
Now we are ready to consider the more general case in (29) with M an arbitrary symmetric positive
semidefinite matrix. Thus, M can be decomposed as
M = QΛQT , (30)
where Q is an orthogonal matrix (i.e., QT Q = QQT = I ) and Λ is a diagonal matrix with nonnegative
entries, the eigenvalues of M . The columns of Q are the (orthogonal) eigenvectors of M . Define n as
n = rank(M) = rank(Λ)N.
Without loss of generality we can assume that
Λ =
(
Λ11 0
0 0
)
,
where Λ11 is an n × n diagonal matrix with strictly positive entries. Note that Λ11 = Λ if and only if
n = N . The corresponding decomposition of Q is given by
Q = (Q1 Q2), (31)
where Q1, Q2 are N × n and N × (N − n) matrices, respectively. (When n = N , we shall adopt the
conventions: Q = Q1 and Q2 = 0.) Here the columns of Q1 are the eigenvectors of M corresponding to
the positive eigenvalues contained in Λ11. Observe that, instead of (30), we can also write
M = Q1Λ11QT1 .
The (N × n)-matrix Q1 is semiorthogonal in the sense that QT1 Q1 = I .
After these preparations we are able to formulate our results concerning the seminorm of an N × N
matrix A.
Lemma 14. Let the seminorm p be given by (29) and let A be an N × N matrix, then
p(A) =
{
‖Λ 1211QT1 AQ1Λ−
1
2
11 ‖ if QT1 AQ2 = 0,
+∞ otherwise.
(32)
Here ‖ · ‖ is the standard Euclidean norm.
In particular, if rank(M) = rank(Λ) = N , then
p(A) = ∥∥Λ 12 QT AQΛ− 12∥∥. (33)
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vT Mv = 1. Substituting w = QT v this amounts to maximizing (wT QT AT QΛQT AQw) 12 under the
constraint wT Λw = 1. Define the matrix B = QT AQ, then
B =
(
B11 B12
B21 B22
)
=
(
QT1
QT2
)
A(Q1 Q2 ) =
(
QT1 AQ1 Q
T
1 AQ2
QT2 AQ1 Q
T
2 AQ2
)
,
where B11 is an n× n-matrix. The expression we have to maximize is (wT BT ΛBw) 12 . A simple compu-
tation shows that
BT ΛB =
(
BT11Λ11B11 B
T
11Λ11B12
BT12Λ11B11 B
T
12Λ11B12
)
.
Decomposing w = (w1 w2)T , with w1 ∈ Rn and w2 ∈ RN−n, we get
wT BT ΛBw = wT1 BT11Λ11B11w1 + 2wT1 BT11Λ11B12w2 + wT2 BT12Λ11B12w2. (34)
Furthermore, the constraint wT Λw = 1 amounts to wT1 Λ11w1 = 1. This constraint only involves w1 and
not w2. This means that maximization of (34) yields +∞ unless B12 = QT1 AQ2 = 0. This proves the
second equality in (32).
Let us henceforth assume that B12 = 0. Thus(
p(A)
)2 = max{wT1 BT11Λ11B11w1 | wT1 Λ11w1 = 1}= max{sT Λ− 1211 BT11Λ 1211Λ 1211B11Λ− 1211 s | sT s = 1}
= max{∥∥Λ 1211B11Λ− 1211 s∥∥2 ∣∣ ‖s‖2 = 1},
where we have substituted s = Λ 1211w1. This yields that
p(A) = ∥∥Λ 1211B11Λ− 1211 ∥∥= ∥∥Λ 1211QT1 AQ1Λ− 1211 ∥∥
which had to be proved.
Finally, if rank(M) = N then Λ11 = Λ, Q1 = Q and Q2 = 0, and thus (32) reduces to (33). 
We apply this result to the matrix Ad given by (18) or, alternatively, by (22). That is, Ad is of the form
Ad = I − uβTd . Then
QT1 AdQ2 = QT1 Q2 − QT1 u
(
QT2 βd
)T = −QT1 u(QT2 βd)T
since QT1 Q2 = 0 by the orthogonality of Q. Therefore QT1 AdQ2 = 0 if either (i) QT1 u = 0 or
(ii) QT2 βd = 0 for d = 0,1. In case (i) we have p(A0) = p−1(A1) = ‖Λ
1
2
11Q
T
1 Q1Λ
− 12
11 ‖ = 1 and the
Threshold Criterion holds. Note however that we have p(u) = 0 and consequently the adaptivity con-
dition does not hold in this case. We now consider case (ii). Obviously, QT2 βd = 0 is equivalent to
βd ∈ Ran(Q2)⊥ = Ran(Q1). We compute p(A0) and p−1(A1) in this case:
p(A0) =
∥∥Λ 1211QT1 (I − uβT0 )Q1Λ− 1211 ∥∥= ∥∥I − u˜β˜T0 ∥∥,
where u˜ = Λ 1211QT1 u and β˜0 = Λ−
1
2
11 Q
T
1 β0 are n-dimensional vectors. We conclude from Lemma 12 that
p(A0) > 1 if u˜, β˜0 are not collinear and that p(A0) = max{1, |α˜0|}, with α˜0 = 1 − u˜T β˜0, if u˜, β˜0 are
collinear. Here we have assumed that n > 1. Substitution of u˜, β˜0 yields that
α˜ = 1 − uT Q QT β .0 1 1 0
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1
2
11 Q
T
1 β1, and
that p(A−11 ) = max{1, |α˜1|−1} if u˜, β˜1 are collinear. Here
α˜1 =
(
1 + 1
α1
uT Q1Q
T
1 β1
)−1
.
Lemma 15. When QT1 u 	= 0, the following two assertions are equivalent:
(i) βd and Mu are collinear,
(ii) QT2 βd = 0 and u˜, β˜d are collinear.
Proof. Assume (i). We have Mu 	= 0 (otherwise QT1 Mu = Λ11QT1 u = 0) and then βd = c · Mu =
c ·Q1Λ11QT1 u, where c ∈ R. Since QT2 Q1 = 0 we find that QT2 βd = 0. Furthermore, β˜d = Λ−
1
2
11 Q
T
1 βd =
c · Λ 1211QT1 u = c · u˜. Here we have used that QT1 Q1 = I .
Assume (ii): QT2 βd = 0 is equivalent to βd ∈ Ran(Q1), i.e., βd = Q1ξ d . Since u˜ and β˜d are collinear,
we have β˜d = c · u˜, that is Λ−
1
2
11 Q
T
1 βd = c · Λ
1
2
11Q
T
1 u, which yields ξ d = c · Λ11QT1 u, and hence βd =
c · Q1Λ11QT1 u = c · Mu. This concludes the proof. 
Now if βd = cMu with c ∈ R, we get
α˜0 = 1 − uT Q1QT1 β0 = 1 − cuT Q1Λ11QT1 u = 1 − uT β0 = α0,
and
α˜1 =
(
1 + 1
α1
uT Q1Q
T
1 β1
)−1
=
(
1 + 1
α1
uT β1
)−1
=
(
1 + 1
α1
(1 − α1)
)−1
= α1,
hence p(A0) = max{1, |α0|} and p−1(A1) = max{1, |α1|−1}. Thus we arrive at the following result.
Proposition 16. Let p be the quadratic norm given by (29), let M be decomposed as in (30), and assume
that n = rank(M) 2. Then the Threshold Criterion holds in the following two cases:
(i) QT1 u = 0 (in which case the adaptivity condition is not satisfied),
(ii) βd and Mu are collinear for d = 0,1 and |α0| 1 |α1|.
The case n = 1 corresponds to M = aaT , where a ∈ RN , a 	= 0, i.e., p(v) = |aT v| for all v ∈ RN .
The corresponding decision rule is similar to the one which was studied in Section 4. Observe that
Proposition 9 is only a special case of this last result. We consider two other cases in more detail.
Consider first the case where M = Λ with Λ a diagonal matrix with strictly positive entries Mjj = λj
for j = 1, . . . ,N . Note that in this case we can write p(v) = (vT Mv)1/2 as
p(v) =
(
N∑
λjv
2
j
)1/2
, (35)j=1
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only if there are constants µ0,µ1 such that βd,j = µdλj for d = 0,1 and j = 1, . . . ,N , and∣∣1 − µ0(λ1 + · · · + λN)∣∣ 1 ∣∣1 − µ1(λ1 + · · · + λN)∣∣. (36)
If we assume the input signal to be contaminated by additive uncorrelated Gaussian noise, it is easy to
show that we must take
µ0 =
∑
j λj∑
j λ
2
j + (
∑
j λj )
2 , (37)
for minimizing the variance of the noise in the approximation signal. It is then obvious that the first
inequality in condition (36) is satisfied; choosing, e.g., µ1 = 0 we do have perfect reconstruction.
More generally, assume that λ1, . . . , λn are strictly positive and λn+1 = · · · = λN = 0. The Threshold
Criterion requires that βd is collinear with Mu. This means that βd,n+1 = · · · = βd,N = 0. In other words,
the order of the update filter, initially assumed to be equal to N , is only n, and we are now back in the
situation described before.
Example 3. We consider again the one-dimensional case with K = 1, and assume that the gradient vector
is indexed as in Fig. 3. We consider the case where M is a diagonal matrix with strictly positive entries
such as described above. We choose Mjj = λj such that it corresponds to the inverse value of the squared
distance of yj to the center x. Thus,
(λ−3, λ−2, λ−1, λ0, λ1, λ2) = (1/3,1/2,1,1,1/2,1/3).
As we showed before, in order to satisfy the Threshold Criterion (and hence guarantee perfect recon-
struction), we must take βd,j = µdλj for d = 0,1 and choose constants µ0, µ1 such that (36) holds. In
this example, we choose these constants such that the equivalent filter is the identity filter for d = 1 and
a low-pass filter with α0 = β0,0 = β0,−1 for d = 0. More precisely, we choose
µ1 = 0 and µ0 =
(
1 +
2∑
i=−3
λi
)−1
.
In Fig. 8 we depict the approximation signals at levels 1,2,3 for the adaptive scheme for three different
thresholds as well as for the nonadaptive scheme using the update filter corresponding with d = 0.
7. Experiments
In this section we give some additional examples of adaptive wavelet decomposition schemes and
evaluate their potential for compression by means of an entropy measure which is particularly appropriate
for compression applications.
In the following experiments we assume a 2D wavelet decomposition such as in Fig. 5 with the pre-
diction steps given by (26)–(28).
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Fig. 8. Decompositions (at levels 1, 2, 3) corresponding with Example 3. (a) Original signal; (b) and (c) approximation signals in
the adaptive case using a threshold T = 15 and T = 20. (d) and (e) approximation signals in the adaptive case using a threshold
T = 30 and nonadaptive approximation with d = 0.
Experiment 1. First, we consider the case where p models the Laplacian operator, i.e.,
p(v) =
∣∣∣∣∣
4∑
j=1
vj
∣∣∣∣∣.
As before, the samples y1, . . . , y4 correspond with the ones depicted in Fig. 6.
In this case, Proposition 9 amounts to βd,j = βd for j = 1, . . . ,4 and |1 − 4β0|  |1 − 4β1|. Note
that here |α1| = |1 − 4β1| does not need to be  1 (as is required when p is a quadratic seminorm; see
Proposition 16).
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threshold T = 20. Middle: approximation (left) and detail (right) images in the adaptive case. Bottom: approximation (left) and
detail (right) images in the nonadaptive case (d = 0).
We take β0 = 1/8 and β1 = 0. This means that in smooth regions (d = 0), the updated sample x ′ will
be obtained by averaging x and the average of its four neighbors. Whereas, for higher gradient regions
(d = 1), x ′ = x. For this experiment, we consider as input image the synthetic image depicted at the top
left of Fig. 9. We compute two levels of decomposition. We display the decision map at the top right,
and the corresponding decomposition images in the middle row. The approximation and detail images
obtained in the nonadaptive case (d = 0) are shown in the bottom row.
We can observe how the adaptive scheme not only preserves much better the edges in the approxima-
tion image, but also yields detail images with less details.
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Entropy values for the adaptive and nonadaptive 2-level decomposition schemes
House Camera Lenna Peppers Barbara Elaine
Original 6.23 7.00 7.44 7.40 7.63 7.50
Experiment 1 Adaptive 4.96 4.46 5.17 4.06 5.47 5.80
d = 0 5.17 4.65 5.33 4.45 5.79 6.00
Experiment 2 Adaptive 4.81 4.40 5.11 4.02 5.46 5.61
d = 0 5.30 4.84 5.37 4.84 5.88 5.96
Experiment 2. Next, we consider the quadratic seminorm
p(v) =
( 4∑
j=1
|vj |2 + 12
( 8∑
j=5
|vj |2
))1/2
.
This corresponds with the case where M is a diagonal matrix with strictly positive entries Mjj = λj
for all j (see (35)): M = diag(1,1,1,1,1/2,1/2,1/2,1/2). Thus the Threshold Criterion holds if we
choose βd = µd(1,1,1,1,1/2,1/2,1/2,1/2)T . As before, we take µ1 = 0 and compute µ0 from (37),
which gives µ0 = 6/41.
The input image is the ‘House’ image shown at the top left of Fig. 10. The approximation and the
horizontal detail images, after two levels of decomposition, are depicted in the middle row, and the
decision map at the top right. The corresponding decomposition images for the nonadaptive case with
fixed d = 0 are shown at the bottom row. Again, one can observe that the adaptive scheme presents a
detail image with less details and thus, easier to encode, as well as an approximation image which does
not blur the edges. This latter property results in most cases in better visual quality in comparison with
the nonadaptive scheme. We should point out, however, that aliasing artifacts may be more visible in the
adaptive scheme, specially at low resolutions.
We repeat the same experiments4 with other well-known images. Let us denote by xm the approxi-
mation image at level m and ymh , ymv , ymd , the horizontal, vertical and diagonal detail images at level m.
We compute the first order entropy of each original image and the overall empirical entropy of each
decomposition
h = 2−2MH (xM)+ M∑
m=1
2−2m
(
H
(
ymh
)+ H (ymv )+ H (ymd )), (38)
where M is the number of decomposition levels and H(x) denotes the first order entropy of image x.
Tables 1 and 2 show the entropy values for 2 and 4 levels of decomposition, respectively. In each case,
the entropy value of the corresponding nonadaptive decomposition with fixed d = 0 is also given. The
entropy of the original images is shown in the second rows of each table. From these tables, one can see
that in all cases the adaptive decompositions give lower entropies than their nonadaptive counterparts,
and that the 4-level decompositions (Table 2) provide a more compact representation (lower entropy)
than the 2-level decompositions (Table 1). Therefore, for 4 levels, the coding efficiency of the adaptive
4 We take the same filters and decision map for these experiments, except for the threshold value T , which we choose in such
a way that 15% of the decision map at the first level has value 1.
H.J.A.M. Heijmans et al. / Appl. Comput. Harmon. Anal. 18 (2005) 252–281 279Fig. 10. Decompositions (at level 2) corresponding with Experiment 2. Top: original (left) and decision map (right). Middle:
approximation (left) and horizontal detail (right) images in the adaptive case. Bottom: approximation (left) and horizontal detail
(right) images in the nonadaptive case with d = 0.
decompositions is higher than that of the nonadaptive case, whereas a smaller improvement is observed
for 2 levels.
One can also observe that, in terms of the proposed entropy measure and for the chosen set of images,
Experiment 2 (weighted quadratic seminorm with N = 8) performs slightly better than Experiment 1
(Laplacian seminorm with N = 4), which is partly due to the fact that the update filter length is larger.
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Entropy values for the adaptive and nonadaptive 4-level decomposition schemes
House Camera Lenna Peppers Barbara Elaine
Original 6.23 7.00 7.44 7.40 7.63 7.50
Experiment 1 Adaptive 4.84 4.30 5.01 3.90 5.34 5.65
d = 0 5.08 4.53 5.21 4.33 5.69 5.89
Experiment 2 Adaptive 4.68 4.25 4.96 3.86 5.34 5.45
d = 0 5.22 4.72 5.26 4.74 5.79 5.85
The simulations results (part of them illustrated in Fig. 9) indicate that the adaptive scheme attains not
only higher coding gain but also better visual quality in comparison with the nonadaptive scheme.
In [19,22], we discuss the effects of quantization in the proposed adaptive wavelet scheme. We provide
conditions for recovering the original decisions at synthesis and expressions that relate the reconstruction
error to the quantization error. Such an analysis is essential for the application of our adaptive decompo-
sitions in lossy image compression algorithms.
8. Conclusions
In this paper, we have generalized the adaptive update lifting scheme that was introduced in [20].
An important feature of this scheme is that it is neither causal nor that it requires any bookkeeping in
order to perform perfect reconstruction. The scheme discussed here comprises two important extensions
compared to [20]: (i) it allows update filters of arbitrary length (and arbitrary dimension), whereas the
filters in [20] were restricted to length 2; (ii) the decision map can be based on an arbitrary seminorm of
the gradient vector.
The actual choice of the seminorm (as well as the parameters involved) will depend on the application
at hand as well as on the particular image, and it is still an open research problem.
We have treated different seminorms, namely the lp-norms for p = 1, 2, ∞, arbitrary quadratic
seminorms, as well as seminorms based on weighted gradients. For all these cases we have been able
to derive conditions that guarantee perfect reconstruction. Furthermore, it has been shown that such
adaptive schemes often yield decompositions that have lower entropies than schemes with fixed update
filters, a property that is highly relevant in the context of signal and image compression.
There are several issues that need to be addressed in the near future. We intend to incorporate our
adaptive wavelet decompositions in existing compression schemes both for image and video coding. An
important issue in this respect is quantization. In [19,22] we have analyzed the quantization effects on our
adaptive scheme. In fact, we have been able to derive conditions that guarantee perfect reconstruction of
the decision map after quantization. The results in [19,22] mainly apply at higher bitrates. At low bitrates
(strong quantization) further investigations are necessary. We are currently investigating more thoroughly
robustness properties of our scheme.
Another application area that deserves further exploration is denoising. We believe that the seminorms
based on weighted gradients could be useful in this context. Again, robustness of the scheme is highly
relevant in this case. Finally, we are considering extensions of the current framework with adaptive pre-
diction lifting steps.
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