Abstract-This paper studies the optimal control problem for large-scale systems with unknown parameters and dynamics. By using robust adaptive dynamic programming (RADP) method, a decentralized optimal control design is given for large-scale systems with unmatched uncertainties. The convergence of the proposed RADP algorithm and the asymptotic stability of the closed-loop large-scale system are studied rigorously. Finally, a numerical example of a large-scale power system is adopted to illustrate the effectiveness of the obtained algorithm.
The purpose of this paper is to generalize the main results of [9] and [10] in several directions. In our previous work [9] , the strict matching condition is required for the disturbance. In order to accommodate unmatched disturbances, the key strategy is to integrate RADP with the popular backstepping method. (See [21] and references therein.) Moreover, we extend the method in [10] to a class of uncertain large-scale systems by using arguments in spirit of cyclic-small-gain techniques [22] , [23] . Furthermore, we will improve the backstepping-based control design in [10] , such that the control policy obtained from our RADP method converges to the optimal control policy. Finally, a multimachine power system with governor controllers is simulated as a numerical example to illustrate the effectiveness of the obtained results.
This paper is organized as follows. In Section II, both the system model and the optimal control problem for linear systems are presented. In Section III, an optimal control design is developed for large-scale systems that are decoupled and isolated. In Section IV, stability and optimality properties for the large-scale system are studied. In Section V, we present the novel two-phase-based RADP algorithm. The convergence result for the proposed algorithm is also given. In Section VI, an example of multimachine power systems is employed to show the effectiveness of the proposed algorithm. Finally, the conclusion is drawn in Section VII.
Notations: Throughout this paper, R stands for the set of real numbers. I n denotes the identity matrix of dimension n. | · | denotes the Euclidean norm for vectors or the induced matrix norm for matrices. For a matrix A ∈ R n×m , vec(A) = [a T , where a i ∈ R n is the ith column of A. ⊗ indicates Kronecker product.
II. MATHEMATICAL PRELIMINARIES

A. System Description
Consider the following large-scale system: See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. 
B. Optimal Control for Linear Systems
Here, we review the optimal control problem for linear systems.
Consider the following linear system:
where A i and B i are defined as in (1) . Denote the cost function corresponding to (4) as
where
It is well known from optimal control theory that J i is minimized under the optimal controller u *
T > 0 the unique solution to the following algebraic Riccati equation (ARE):
Since (5) is nonlinear in P i , it is usually difficult to obtain the analytical solution directly. The following theorem provides an efficient algorithm to approximate numerically the solution to (5) . Theorem 1 [24] : Consider system (4). Choose K
be the unique positive definite solution to the following linear matrix equation:
Then, the following properties hold.
Theorem 1 shows that the solution to (5) can be approximated by solving (6) and (7) iteratively.
III. OPTIMAL CONTROL FOR DECOUPLED LARGE-SCALE SYSTEMS
In this section, the optimal control policy for the decoupled large-scale system (1)- (3) is developed by implementing the control gain K * i with the backstepping method [21] . (1) and (2), we havė
. Then, we can rewrite the system (1)- (3) and (8) in the following form:
In the following lemma, we give the stability analysis for system (9) , when Δ i = 0.
Lemma 1: Consider system (9) with (9) is made globally asymptotically stable (GAS) at the origin with the controller
T > 0 is the unique solution to the following ARE:
Proof: Choose the Lyapunov function candidate as
Taking the derivative of V i along the solutions to (9), we havė
wherē
By classical Lyapunov theory [25] , the proof follows readily from (12) .
Since
, it is easy to see from Lemma 1 that the decoupled large-scale system (1)- (3) is GAS at the origin.
Remark 1: It is not difficult to see from Lemma 1 that we can choose δ i , ε i , S i , and W i properly, such thatQ i =Q T i > 0. Then, the cost function for the ith subsystem minimized by the control policy u * i is
Moreover, using the definitions in (9), we can denote
i } is the solution to the following are:
Remark 2: Note that Lemma 1 provides an optimal control design. However, only a stabilizing control policy is given in [10, Theorem 3.1]. This important difference is exploited in the RADP-based control design to be developed in Section V.
IV. DECENTRALIZED AND OPTIMAL STABILIZATION
A. Decentralized Stabilization of the Large-Scale System
Here, we give the stability analysis for the large-scale system (1)-(3) under the control policy u * i developed in Lemma 1. Theorem 2: Consider system (9) with
and that (F i , G i ) can be stabilized, and
Proof: Choose the Lyapunov function candidate defined in (11) . By taking the derivative of V i along the solutions to (9), it follows thaṫ
By completing the squares, we have
Substituting above three inequalities into (13) leads tȯ
From the conditions in Theorem 2, it can be derived thaṫ
This completes the proof.
Next, a sufficient condition for the global asymptotic stability of the closed-loop large-scale system (1)- (3) and (10) is given. The proof of Theorem 3 is similar to the proof of [9, Lemma 2.2] and thus is omitted.
Theorem 3: Under the conditions in Theorem 2, suppose the following inequality holds:
Then, there exist constants
Remark 3: Note that the interactions among the subsystems can also be studied using the recently developed cyclicsmall-gain condition [22] , [23] . In that case, the assumptions |Ψ i (y)| ≤ γ i |y| and |Φ i (y)| ≤ η i |y| can be relaxed, and similar stability results based on the input-to-state stability property [26] [27] [28] can be obtained.
B. Suboptimality of the Decentralized Control Policy
Here, we show that the decentralized control policy u * i is suboptimal for the large-scale system (9) .
First, we rewrite the large-scale system in the compact form. Suppose Ψ i and Φ i are differentiable at the origin for all i = 1, 2, . . . , N. Then, system (9) can be linearized into the following form around the origin:
and A C ζ is the first-order approximation of the interconnection. We can also rewrite the decentralized control policy u * i defined in Lemma 1 in the compact form
Furthermore, P * D is the solution to the following ARE:
We see from Remark 1 that when the conditions in Lemma 1 are satisfied, the cost function for the decoupled large-scale system minimized by u * is
Denote the minimum cost as J * . Due to the interconnection in the large-scale system, the real costĴ * of the large-scale system yielded by u * may be different from J * . To compare the difference between J * andĴ * quantitatively, we next give the definition of suboptimal control policy.
Definition 1 [29] : The decentralized control policy u * is said to be suboptimal with degree μ for the large-scale system (1)- (3) with respect to the cost function (17) , if there exists a constant μ > 0, such thatĴ * ≤ μJ * .
Theorem 4 [29] : Suppose there exists a diagonal matrix
where μ i are positive constants, such that
where n = In the following theorem, we use Theorem 4 to show the suboptimality of u * . Theorem 5: Assume the conditions in Theorem 3 are satisfied. Then, the decentralized control policy u * is suboptimal for system (15) with degree (14) , (16) , and (18), there follows:
Thus, by using Theorem 4, we know that u * is suboptimal for system (15) with degree
V. RADP DESIGN FOR LARGE-SCALE SYSTEMS
Although Theorem 1 provides a method to approximate the optimal control policy, the precise knowledge of A i and B i is required to implement the iterative technique. In this section, a two-phase RADP algorithm similar to its centralized counterpart in [10] is developed to approximate the optimal control policy u * i , when the matrices in system (1)- (3) are not perfectly known. Although, note that the matching condition is not required here. At phase-one, two matrices K 
A. Phase-One Learning
Given an initial control gain matrix
i ) is observable. Then, by using the similar technique in [17] , we have
, are on the trajectory of system (1)- (3) with
i is a bounded control input for the ith subsystem; and e i is an exploration noise, such as sinusoidal signals or random noise. A detailed explanation of adding e i can be found in the Remark 5 of Section V-C.
Using Kronecker product representation, we can rewrite (19) as Then, (20) can be further rewritten as
If (21) 
B. Phase-Two Learning
) is observable. Then, similar to (19), we obtain
Using Kronecker product representation, one has
If ( can be iteratively updated.
From the above two-phase learning method, the following RADP algorithm is given. A flowchart of Algorithm 1 is given in Fig. 1 .
Remark 4:
The controller derived from Algorithm 1 is an approximation to the optimal controller, yet the controller in [10] is only an approximation to a stabilizing (not necessarily optimal) controller.
C. Convergence Analysis
Here, the convergence analysis is given for Algorithm 1. The proofs of Lemma 2 and Theorem 6 are similar to the proofs of [10, Lemma 4.1] and [17, Theorem 7] , respectively, and thus are omitted due to space limitation. Lemma 2: 
are Hurwtiz. Then, under the rank condition in Lemma 2, we have
is Hurwtiz, lim k→∞ P k i = P * i , and
Next, the stability analysis for the large-scale system (1) 
, and S i satisfying the conditions in Algorithm 1. Then, it is easy to derive thaṫ
Thus, by applying Theorem 3, the large-scale system is GAS at the origin. This completes the proof.
Remark 6: From Theorems 5 and 7, it is not difficult to see that the controllerû * i (ŵ i ) is suboptimal for the system (15).
VI. APPLICATION TO POWER SYSTEMS
In this section, we consider the model of a multi-machine power system with governor controllers proposed in [1] 
is the angle of the ith generator; δ ij (t) = δ i (t) − δ j (t); ω i (t) is the relative rotor speed of the ith generator; P mi (t) and P ei (t) are the mechanical power and the electrical power, respectively; E qi is the transient electromotive force in quadrature axis and is assumed constant under high-gain SCR controllers; D i , H i , and T i are the damping constant, the inertia constant, and the governor time constant, respectively; B ij and G ij are the imaginary and real parts of the admittance matrix, respectively; and u gi is the speed governor control signal for the ith generator. Similar to [2] , system (23)- (26) can be rewritten as follows:
where T , z i (t) = ΔP mi (t), and y i (t) = Δδ i (t). Then, (27) - (29) can be rewritten in the form of (1)-(3), where
In the simulation, suppose N = 10 and generator 1 is used as the reference. The frequency of G1 is 50 Hz. The governor controllers and RADP-based learning systems are applied to generators 2-10. The parameters of the system are given in [9] . Suppose only the upper bounds of matrices A i , B i , E i , F i , G i , and C i are known. We choose Q i = 1000I 2 , W i = 50 000, and R i = S i = 1, such that the conditions in Theorem 2 are satisfied.
From t = 0 to t = 1 s, the generators are working at steady state. At t = 1 s, an impulse disturbance is added to the system. As a result, the state of the power system is deviated from the steady state. The online information from t = 2 s to t = 3 s are used in the RADP algorithm to derive the suboptimal control policy. The obtained controller is applied to the power system at t = 3 s. Due to the space limitation, only the trajectories of the angles and frequencies of the generators 2-5 are shown in Figs. 2 and 3 , respectively. It can be seen that the state of the large-scale power system converges to its operating point faster under the controller obtained from RADP method.
VII. CONCLUSION
This paper has presented a new decentralized optimal controller design for large-scale systems with unmatched uncertainties. An RADP algorithm containing two learning phases has been developed to generate a new class of decentralized and adaptive optimal controllers. In addition, rigorous stability analysis for the closed-loop large-scale system, along with convergence analysis of the RADP algorithm, has been carried out. A practical application to multimachine power systems with governor controllers is used to show the effectiveness of the presented methodology.
