Eight determining variables of FDI inflows are examined by applying extreme bounds analysis to a cross-sectional sample encompassing data on 140 countries. With GDP per capita serving as the free variable, seven variables are tried as the variables of interest in combination with three other variables. The results reveal that only two variables are robust: exports as a percentage of GDP and telephone lines per 1000 of the population. It is shown that a parsimonious model with a reasonably good predictive power contains the free variable, the two robust variables and two dummies.
Introduction
Foreign direct investment (FDI) has assumed increasing importance over time, becoming a prime concern for policy makers and a trendy debateable topic for economists. 1 The debate on FDI has several facets, but the particular aspect that policy makers in capital-starved countries are concerned with is the determinants of FDI inflows. Many countries have policies aimed at creating stronger incentives for foreign investors who are potentially capable of providing FDI flows. 2 Understanding the determining factors of FDI inflows and unveiling the reasons why some countries are more successful than others in attracting FDI may provide policy makers with useful guidance for future policy prescription.
The provision of incentives and the adoption of FDI-stimulating policies are motivated by the realisation that FDI is a more reliable source of capital than portfolio investment. This lesson has been learnt from the Asian crisis of the 1990s (Moosa, 2002, p 3) . Lipsey (1999) , for example, argues that that FDI has been the least volatile source of international investment for host countries, with the notable exception of the U.S. He also argues that FDI has been the most dependable source of foreign investment for developing countries.
A large number of (time series and cross section) studies have been conducted to identify the determinants of FDI (inflows) but no consensus view has emerged, in the 1 Chakrabarti (2001) attributes interest in FDI to its rapid growth, particularly in the 1990s (see UNCTAD, 2002) and its importance for developing countries as a viable alternative to capital markets. In addition to the rapid growth of FDI, Moosa (2002) attributes interest in FDI to (i) the concern it raises about the causes and consequences of foreign ownership; (ii) its importance as a source of capital for developing countries; and (iii) the role it plays in the transformation of the former communist countries. sense that there is no widely accepted set of explanatory variables that can be regarded as the "true" determinants of FDI. Chakrabarti (2001) attributes the lack of consensus to "the wide differences in perspectives, methodologies, sample-selection and analytical tools". Results in the literature have been found to be very sensitive to these factors, indicating a lack of robustness. For example, factors such as labour costs, trade barriers, trade balance, exchange rate and tax have been found to have both negative and positive effects on FDI. Chakrabarti (2001) concludes "the relation between FDI and many of the controversial variables (namely, tax, wage, openness, exchange rate, tariffs, growth and trade balance) are highly sensitive to small alterations in the conditioning information set". What complicates matters is the fact that the underlying theory does not provide a definite prediction for the direction of the effect of a particular variable on FDI.
This paper contributes to the literature by examining a limited set of potential explanatory variables. This is the set of variables used by the UNCTAD (2002, p 24) to benchmark the "key measurable factors that are expected to affect inward FDI".
The reason why these eight variables are chosen is that they are deemed by the UNCTAD as being the most important variables out of a pool of a large number of variables. In essence, then, the UNCTAD has done the preliminary exploratory work.
Perhaps more important is that these variables are used to calculate the FDI potential index, which is a weighted average of these variables. Thus, the study will be carried out on a clearly defined, unified and scaled data set, using the FDI performance index as the dependent variable. The focus on a limited set of variables will be justified later, as it is related to the techniques used in this paper, which is extreme bounds analysis (EBA).
The Determinants of Inward FDI: Theory and Evidence
The literature contains a large number of variables that have been put forward to explain FDI. Some of these variables are encompassed in formal hypotheses or theories of FDI, whereas others are suggested because they make sense intuitively. In this section we examine these variables and rationalize our focus on the UNCTAD's limited set of explanatory variables. Moosa (2002) surveys the theories of FDI, identifying the implied explanatory variables in the process, as well as variables that cannot be readily related to any of these theories (which may be classified under "theories based on other factors"). Table 2 .
Irrespective of the underlying hypothesis or the classification of these variables, existing empirical studies have considered different combinations of these variables with mixed results, not only with respect to the importance or otherwise of these variables (statistical significance) but in terms of the direction of the effect, as can be seen from Table 1 . More importantly perhaps is that existing results lack robustness in the sense that they are sensitive to model specification and other factors. While many potential determining variables may be found to be statistically significant in crosssectional studies, the estimated relationships typically depend on which variables are included in the regression equation. Chakrabarti (2001) puts forward the following examples to illustrate this point:
• Most of the studies reporting a significantly negative coefficient on the wage rate (labour cost) combine it with the growth rate, inflation and trade deficit. Those reporting a positive coefficient combine wages with taxes and openness.
• The growth rate has been found to have a significantly positive effect on FDI if it is combined with inflation, trade deficit and wages.
• Tariffs have a positive effect on FDI if they are combined with the growth rate and openness, but they produce a negative effect when combined with wages.
• The real exchange rate produces a positive effect when it is combined with openness, domestic investment and government consumption. When domestic investment is excluded, the effect becomes negative.
The problem is that there is no theoretical reason for a particular combination of variables to produce coefficients of a particular sign. After all, these relationships represent reduced form models, which cannot be used to trace out the effect from one variable to another within the system (the so-called, black box problem). Moreover, even if some theoretical reasoning is valid for a particular country or group of countries, it may not be valid for all countries, which may explain the typically poor goodness of fit of studies based on cross-sectional data.
Hence, there is a big question mark on the reliability of the results of existing studies, particularly the robustness of the results and their sensitivity to model specification (the variables included in and excluded from the underlying regression equation). In this study we use the technique of extreme bounds analysis (EBA), which is designed specifically to deal with this problem.
Methodology: Extreme Bounds Analysis
Cross-sectional studies of the determinants of (inward) FDI are typically based on a regression of the form: Leamer (1983 Leamer ( , 1985 and extended by Granger and Uhlig (1990) . This technique is used to identify the robustness of the determinants of the dependent variable. Hussain and Brookins (2001) significant and of the same sign, then one can infer that the result (and hence, the variable of interest) is robust. Otherwise, the variable is described as being "fragile".
One problem with EBA is that it introduces multicollinearity, which inflates standard errors. Leamer (1978) points out that the multicollinearity problem really reflects a weak-data problem. Levine and Renelt (1992, p 944) support this view by arguing that "multicollinearity is not a procedural problem but it rather represents an inability to identify a statistical relationship that is insensitive to the conditioning set of information". To give the results more credibility, Levine and Renelt (1992) restrict their EBA in three ways. First, they use three Z variables only, hence restricting the number of explanatory variables in each equation. Second, they choose a small pool of variables from which from which the three Z variables are chosen. Third, for every variable of interest, they restrict the pool of variables from which the Z variables are chosen by excluding variables that, a priori, might measure the same phenomenon.
5 A large number of regressions is required because of the large number of possible combinations of the Z variables used with each variable of interest. Naturally, the number of regressions increases with the They argue that these restrictions make it more difficult to implicate past findings as fragile.
EBA has also been criticised as being too stringent a test of robustness, in part because, under its criteria, a variable is considered "fragile" if even one regression out of many thousands causes a change in the sign of a coefficient. Sala-i- Martin (1997) noted that if one keeps trying different combinations of control variables comprised of samples drawn with some error from the true population, then one is virtually guaranteed to find a model for which the coefficient of interest becomes insignificant or even changes sign. As a result, one may conclude either that no variables are robust or that the test of robustness is difficult to pass. Likewise, McAleer et al. (1985) argue that without knowing the full set of characteristics of models generating extreme bounds, one cannot rely on EBA to test the robustness of any variable.
A number of attempts have been made to refine the robustness criteria in order to reduce the probability of unreasonable extreme bounds (for example, Granger and Uhlig, 1990 
number of Q and Z variables. For example, Sala-i-Martin (1997) ran almost two million regressions. In the original version of his paper, he ran about four million regressions, Sala-i- Martin (1996) . 
Data and Description of the Variables
The empirical results presented in this study are based on a sample of cross-sectional The explanatory variables are the eight variables used by the UNCTAD to calculate the FDI potential index. The variables, which are described in Table 3, 
where
is the score of the variable x for country i. This is a good way of standardising variables measured in a variety if units. Data on the explanatory variables are reported in Table A .11 (pp 276-279). 6 Table 3 Moreover, limiting the set of explanatory variables may be necessary to avoid multicollinearirty, which is a problem that invariably arises in conjunction with EBA.
In this respect, we are following the steps suggested by Levine and Renelt (1992) to tackle this problem. Yet another argument for using a limited set of explanatory variables is that the effect of one variable on FDI may encompass the effects of other variables that are excluded from the list. For example, GDP per capita may also indicate productivity, innovative capabilities and higher wages.
Absent from Table 3 are such theoretically important variables as wages, tax and the exchange rate. Note, however, that neither theory nor empirical evidence supports definitive effects of these variables on FDI (see Table 1 ). The exchange rate is particularly troublesome, as there is no consensus view on how the exchange rate variable should be measured. For example, do we measure this variable in terms of the deviations from a "fair value" (thus emphasising misalignment), or do we consider period-to-period changes (hence, emphasising short-term strength/weakness)? For details, see Moosa (2002, pp 44-48) .
The next issue is the selection of the X, Q and Z variables out of the eight variables appearing in Table 3 . The X variables are characterised by a general acceptance in past studies both for theoretical plausibility and supportive empirical evidence. Out of the eight variables on the list, the one that best satisfies this description is GDP per capita (GDC), which has typically been found to have a positive effect on FDI.
Moreover, it may be taken to represent other determinants of FDI, as noted earlier.
Hence, GDC is chosen as the only free variable in this empirical exercise.
One issue that arises as a result of choosing GDC as the free variable is whether it is more appropriate to use total GDP instead. Given that the definition of the dependent variable encompasses total GDP, the use of GDC as an explanatory variable is more 6 The raw data on the variables measured in their original units are also reported, but our choice fell on appropriate. Chakrabarti (2001) argues that it is appropriate to scale GDP by population, given the various country sizes. Moreover, Root and Ahmed (1979) point out that total GDP is a relatively poor indicator of market potential for the products of foreign investors, particularly in many developing countries, since it reflects the size of the population rather than income.
Now that we have chosen the free variables, the Q and Z variables are selected from the remaining seven variables. The procedure followed for this purpose is as follows.
Each of the remaining seven variables is selected as the variable of interest, Q, in turn.
For a given Q variable, two Z variables are selected from the remaining six, which gives a total of 140 regressions.
Empirical Results
Before we present the results of EBA analysis, it may be useful to examine the correlation matrix of the variables, which is represented by Table 5 , show the following:
• The regression equation with the highest explanatory power is the one containing EXP.
• Apart from EXP, the only other variable producing a significant coefficient is TEL.
• The significance of the coefficient on GDC is unaffected by the inclusion of other variables.
• The constant term is insignificant only in two regressions, containing EXP and
TEL. This indicates missing variables in the other cases (EXP and TEL).
The results clearly point to EXP and TEL as being the potentially robust variables, which should be revealed by the EBA. The results of traditional EBA are reported in Table 8 show.
Discussion of the Results
It may be surprising to find only two variables to be robust, despite the use of a restricted list of explanatory variables. The explanation lies in the following: (i) multicollinearity, (ii) measurement errors, and (iii) heterogeneity. As pointed out earlier, multicollinearity is evident from the correlation matrix, as the Z variables are correlated amongst themselves and with the free variable. This leads to high standard errors and statistical insignificance of the estimated coefficients. Out of the two robust variables (EXP and TEL) the former is more robust because it has a lower correlation with the free variable. This problem does not, however, exclude the possibility of arriving at a parsimonious model with a relatively high explanatory power by including the robust variables only as well as two dummy variables that account for the two extreme observations on the dependent variable (13.8 and -2). This model produces an 2 R of 0.62 and reasonably good predictive power, which is shown graphically in Figure 2 (actual observations are arranged in ascending order).
The second problem is measurement errors. The UNCTAD (2002, p 34) acknowledges measurement problems with respect to the dependent variable. In particular, it is acknowledged that there is "imperfect reporting and non-inclusion of certain items in FDI data by some countries". Other problems arise on account of the current importance of M&As as a mode of FDI. Furthermore, M&As "may also distort the relationship between FDI inflows as reported in balance-of-payments (or financial) terms and the real resource flows expected to accompany them". A related issue is the use of a three-year period (1998) (1999) (2000) in calculating the dependent variables (why three years, and would the results change if two or four years are used instead?). Measurement errors are also likely in explanatory variables. For example, it is arguable that the variable TEL, a measure of infrastructure, should be re-defined to include road and railway networks. The UNCTAD (2002, p 36) highlights the importance of these variables (because they determine the cost of transporting goods and people) but admits that there is a "lack of data for a number of countries". Other measurement problems pertain to the choice between levels and growth rates. For example, it has been found that there is strong correlation between growth rates of GDP and FDI, but not between the growth rate and FDI as defined in this paper.
The third explanation is heterogeneity, that is, the heterogeneity of the countries comprising the sample. The results may differ between groups of relatively homogenous countries. The literature reveals some differences between developed and developing countries with respect to the determining factors on FDI inflows. Most of the existing studies either deal with a group of countries (for example, developing as opposed developed) or produce separate group regressions. Heterogeneity is also evident in the FDI performance and potential classifications of the UNCTAD, which is based on the distinction between countries with high FDI potential and those with low FDI potential (UNCTAD, 2002, p 31 ). The results might be different if the models were estimated separately for country groups or if dummy variables were added to reflect these cross-country differences.
Conclusions
By applying extreme bounds analysis to a sample of cross-sectional data covering 140 countries, the empirical results presented in this study show that FDI can be explained in terms of GDP per capita, exports as a percentage of GDP and telephone lines per 1000 of the populations. In general terms the results tell us that countries that are more successful in attracting FDI are developed countries with a high degree of openness. Factors failing the EBA robustness test as determinants of FDI inflows included: GDP growth rate, commercial energy use, R&D expenditure, tertiary enrolments and country risk. As our study has focused on a relatively small set of variables compiled by the UNCTAD, our results should not be interpreted as ruling out as unimportant all other factors that have been suggested in various theories as determinants of FDI.
Apart from the difficulty of passing as a robust variable in extreme bounds analysis, the lack of support for the importance of other factors can be explained in terms of a number of factors. These include multicollinearity, measurement errors, the heterogeneity of the countries examined and the fact that most of the variables examined are used to measure the level of development (just as GDP per capita).
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