Sign Flip in the Casimir Force for Interacting Fermion Systems by Flachi, Antonino et al.
Sign Flip in the Casimir Force for Interacting Fermion Systems
Antonino Flachi,1, 2 Muneto Nitta,1, 2 Satoshi Takada,3 and Ryosuke Yoshii2
1Department of Physics, Keio University, 4-1-1 Hiyoshi, Kanagawa 223-8521, Japan
2Research and Education Center for Natural Sciences,
Keio University, 4-1-1 Hiyoshi, Kanagawa 223-8521, Japan
3Earthquake Research Institute, The University of Tokyo, 1-1-1 Yayoi, Bunkyo-ku,
Tokyo 113-0032, Japan and Department of Physics, Kyoto University,
Kitashirakawa Oiwakecho, Sakyo-ku, Kyoto 606-8502, Japan
(Dated: July 28, 2017)
In this work we consider a fermionic chain of finite length `. Fermions are allowed to interact and
are forced to obey boundary conditions, thus altering the process of condensation. Our goal is to
explore how this affects the quantum vacuum energy for this system. We approach this problem by
using a self-consistent method and observe a nontrivial behavior in the Casimir force, displaying a
switch from an attractive to a repulsive regime. This flip stems from the competition between the
attractive contribution from the usual fermionic Casimir effect and a repulsive one coming from the
condensate.
PACS numbers:
I. INTRODUCTION
Casimir was one of the first to find a way to peek into
the quantum vacuum [1]. He did so by (ideally) placing
two flat perfectly conducting boundaries at a separation
` in empty space. He understood that these boundaries
would deform the quantum vacuum of the electromag-
netic field and, as a result, experience a force. This force
turned out to be attractive, scaling as `−4, and macro-
scopically measurable [2]. A few years later, Casimir
used this idea for his mousetrap model of the electron
that aimed at explaining the stability of charged particles
from the balancing between the attractive quantum vac-
uum force and the self-energy repulsion between charges
[3]. The model however had to be rejected, once Boyer
proved that the Casimir force for a spherical shell is repul-
sive [4]. The idea had a time of rejuvenation during the
1970s with the MIT bag model of hadrons, where their
stability was, this time, sought in the compensation be-
tween fermion and gauge contributions to the quantum
vacuum energy [5]. The difference in statistics, however,
did not produce any cancellation as Johnson showed [6],
illustrating, once again, that the sign of the Casimir force
is related to the structure of the boundaries and to the
underlying field theory in a way that is difficult to antic-
ipate.
Since Casimir’s pioneering work, understanding the
properties of the quantum vacuum has become a central
problem in many areas of science. Examples of applica-
tions of the Casimir effect can be found in string theory
[7], brane models [8], gravity [9], beyond-standard-model
physics [10], nanotechnology [11], colloids [12], and even
in biology [13]. The literature on the Casimir effect is
vast and the reader may consult Ref. [14] for some exper-
imental results and Refs. [15–19] for reviews, background
work, and a comprehensive list of references.
In many instances, the questions revolving around the
Casimir effect require an understanding on how to control
the sign of the force, and eventually balance to zero the
quantum vacuum energy. This was the case in Casimir’s
original mousetrap model of the electron, and in the MIT
bag model of hadrons. In cosmology the same issue is
related to the renowned cosmological constant problem
[20]. In nanotechnology the very same question is re-
flected in the phenomena of stiction at the nanoscale
that poses practical limitations to reducing the size of
electromechanical systems [21, 22].
A general understanding is far from complete. Some
analyses showed that the force is necessarily attractive
for two identical, disjoint, charge conjugate boundaries
[24], but a generic connection between the sign of the
force and the properties of the system is not implied by
this result. An interesting analysis was carried out by
Schaden, who used a worldline approach (see Ref. [26])
to inspect the dependence of the Casimir force on the
shape of the boundary and considered a massless free
scalar confined in a flasklike container satisfying Dirich-
let boundary conditions [25]. In this case, competing
contributions to the force originate from different types
of Brownian bridges. Other ways to control and invert
the sign of the Casimir force in micromechanical systems
were proposed in Ref. [23] by introducing a suitable liquid
between the boundaries. This would effectively change
the boundary conditions that could be adjusted to pro-
duce a change of sign in the force.
All the above results are nongeneric and require an ex-
ternally driven tuning of the boundary conditions to in-
duce the sign flip. This point is not new and, for instance,
Ref. [27] illustrates it for a free scalar field subject to a
four-parameter family of boundary conditions. In fact,
what would be ideal is a way to induce the sign flip in
the force by varying some parameters, without externally
changing the boundary conditions. This could have in-
teresting applications in all directions where the vacuum
energy needs to be balanced to zero. Our goal here is
to produce a simple field theoretical example where this
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2(partially) happens.
It should be obvious that in order to generate a sign
flip in the force we need two competing contributions.
One way to achieve this is to use a fermion field theory
featuring condensation. For this reason we need to intro-
duce interactions, an area that has only marginally been
considered in the Casimir effect literature (see, however,
Refs. [28, 29]; some examples of the fermion Casimir ef-
fect are in Ref. [30]). In such a model we would then
have two contributions to the vacuum energy: one com-
ing from the condensate (the condensation energy) and
the other from the fermions. At this stage it is not evi-
dent that the two contributions may compete with each
other, but it is straightforward to see that they are not in-
dependent (as it can be understood by using the large-N
approximation and by observing that the fermion deter-
minant depends on the condensate). This will become
clear in the latter part of this Letter.
The field theory we will use here is defined by the
following 1 + 1 dimensional version of the Nambu-Jona
Lasinio model, also known as the chiral Gross-Neveu
model [31, 32]:
L = iψ¯/∂ψ + g
2
[(ψ¯ψ)2 + (ψ¯iγ5ψ)
2]. (1)
Possibly, this model offers the simplest way to incorpo-
rate our idea and it carries the added value of being
exactly integrable. Also, it is well known that it has
many applications both as a toy model of chiral sym-
metry breaking in QCD [32] as well as in a variety of
condensed matter systems ranging from conductive poly-
mers [33], to superconductors [34]. A review of many of
its prominent developments and additional references can
be found in Ref. [35].
To summarize, the configuration we shall consider here
consists of a linear fermionic chain of size `. Fermions are
allowed to interact via a four-Fermi potential [we model
the system by using the model Eq. (1)] and are forced to
obey boundary conditions at the edges of this interval.
To have a physical picture, the reader may think of a
string of (cold) atoms with two heavy impurities at the
end points. The boundary conditions are fixed and the
only parameter that can be varied is the coupling.
II. SOLUTIONS
The starting point of our analysis are the fundamental
equations stemming from the Lagrangian Eq. (1). In
the large-N limit, these take the following Bogoliubov-
de Gennes form,( −i∂x ∆(x)
∆∗(x) i∂x
)(
u
v
)
= E
(
u
v
)
, (2)
endowed with the self-consistent condition dictated by
the gap equation
∆(x) = −g
∑
En<0
un(x)v
∗
n(x), (3)
and by the boundary conditions. The above equations
can be used for direct numerical integration. For the
infinite line, exact solutions have been found in Refs. [36–
38]. It is well known that the large-N approximation
should be handled with care in lower dimensions. As
argued in Ref. [39], the correlation function behaves at
large distance as |x|−1/N . Differently from Ref. [39], here
we are considering a system of finite size `. Using the
scaling behavior given above, it is straightforward to see
that the present analysis is justified for log ` N .
In order to see the effect of imposing the boundary con-
ditions, one may expand the solutions in Fourier modes.
Straightforward steps show that the boundary conditions
can be directly enforced on u˜ [we define for convenience
(u˜, v˜)
T
= (1− iσx) (u, v)T /
√
2, where σx is the x compo-
nent of the Pauli matrices; the boundary conditions take
the form (1− iσx) (u, v)T = 0 at the boundary], leading
to u˜ =
∑
n an sin (pinx/`). On the other hand, the expan-
sion for v˜ gives v˜ = E−1
∑
n an
(
pin
` cos
pinx
` + ∆ sin
pinx
`
)
that constrains the near-boundary behavior of the con-
densate ∆ when boundary conditions are imposed.
Specifically, while u˜ is easily shown to be regular and
vanishing at the boundary x ∼ 0 consistently with the
boundary conditions, forcing the same behavior on v˜ at
x ∼ 0 implies ∆(x) diverging as ∼ −1/x. The same argu-
ment can be trivially repeated near the other boundary
x = ` leading to the same type of diverging behavior
of the the condensate. This argument remains valid for
both real and complex condensates. This near-boundary
behavior of the condensate constrains the fermion fluc-
tuations at the end points of the chain. The above
argument shows that the imposed boundary conditions
prevent the exact, regular solutions of Ref. [36] (BCS,
kink, and Fulde-Ferrell-Larkin-Ovchinnikov) from being
admissible.
Here, we proceed by reformulating the problem in
terms of a nonlinear Schro¨dinger equation, as shown in
Ref. [36], and by requiring the solution for the condensate
to satisfy the correct behavior dictated by the boundary
conditions. For brevity, we will discuss only the main
points; details will appear elsewhere. Following Ref. [36],
the order parameter satisfies
∆′′ + a(E)∆ + ib(E)∆′ − 2∆3 = 0, (4)
with a(E), b(E) constant. The first class of real solutions
satisfying the correct near-boundary behavior is
∆ =
m
sn(mx, ν)
. (5)
where sn(mx, ν) and cn(mx, ν) (to be used later) de-
fine the Jacobi sn and cn elliptic functions [40, 41]. It
is easily shown that this solution satisfies Eq. (4) with
a(E) = m2(1 + ν) and b(E) = 0. The periodicity of the
solution together with the requirement of continuity of
the solution everywhere between the boundaries (inside
the domain 0 < x < `) leads to the following constraint
on the constants ν and m: m = 2K(ν)/`, where K(ν)
36
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FIG. 1: Typical profiles of the complex solution for the con-
densate illustrating how the solution changes when the pa-
rameters are varied. The solid (red) line represents the phase
winding.
represents the complete elliptic integral of the first kind
with 0 ≤ ν ≤ 1 (as prescribed by the periodicity of the
solution). This solution is approximately constant away
from the boundaries and in the limit of large separation,
` → ∞, it returns the BCS solution. A second inde-
pendent self-consistent real solution compatible with the
boundary conditions is
∆ = m
cn(mx, ν)
sn(mx, ν)
. (6)
This solution satisfies Eq. (4) with a(E) = m2(ν−2) and
b(E) = 0. A procedure analogous to the BCS solution
allows to reproduce, in the limit of ν → 1 and `→∞, the
normal state. We label the solutions Eqs. (5) and (6) as
BCS- and normal-type, respectively. While the method
adopted guarantees the solutions to be self-consistent, we
have solved the system numerically and directly verified
this property. Once the type of solution is fixed, the value
of the parameter ν depends on the choice of the coupling
constant g: decreasing g leads to a decrease in ν.
For complex ∆ the corresponding nonlinear
Schro¨dinger equation acquires an additional term
proportional to the first derivative of the order param-
eter [b(E) 6= 0]. Extending the previous calculation to
this case is nontrivial. Details will be given elsewhere;
here we present a general solution compatible with the
boundary conditions (i.e., divergent at the boundaries),
as the reader can directly check:
∆ = Ae−[ζ(αK(ν)+iθ/2)−ik]Ax
σ (Ax+ αK(ν) + iθ/2)
σ (Ax)σ (αK(ν) + iθ/2)
where α = 0, 1 labels the solution type (0 for BCS- and 1
for normal-type). The quantities θ, A, ν, k are constant
parameters. Figure 1 shows how the solution changes
under variations of these constants (animations are avail-
able in Supplemental Material [47]). The functions ζ and
σ are the Weierstrass elliptic functions with two peri-
ods 2K(ν) and 2iK(1 − ν) [40, 41]. The limit α → 0,
θ → 2K(1 − ν), and k → 0 returns the real BCS so-
lution, while the limit α → 1, θ → 0 and k → 0 re-
turns the real normal condensate. The divergence at the
boundaries is controlled by σ(Ax) in the denominator,
and the boundary conditions require the parameter A to
be quantized according to the relation σ(A`) = 0, which
forces the solution to diverge at the boundary x = ` and
A = 2K(ν)/`. At the other end point x = 0, the bound-
ary conditions are trivially satisfied σ(0) = 0.
III. VACUUM ENERGY
Using the results of the previous section, we can now
calculate the vacuum energy. A specific feature of this
setup is that the spectrum depends on which family of
solutions for the condensate is selected. To illustrate our
point, it is sufficient to consider the case of real con-
densate and select the BCS-type solution α = 0. We
have checked that the conclusions can be extended to the
other types of solutions and are generic, and a compre-
hensive analysis will appear elsewhere. It is interesting
that some limiting cases (e.g., ν → 0 and real conden-
sate) can be treated semianalytically. Here, in order to
arrive at more general results, we will proceed numeri-
cally. In the present setup, the vacuum energy consists
of a contribution coming from the condensate plus the
proper Casimir term. These two, as we will shortly see,
will give competing contribution to the Casimir force. In
the limit of vanishing coupling (free fermions), only the
latter survives.
Since we are limiting our considerations to the lead-
ing large-N approximation, the condensate contribution
can be directly obtained by evaluating
∫ `
0
∆2/(2g). For
α = 0, this can be easily calculated using
∫ `
0
∆2 dx =
8η(ν)/`, where η(ν) = K(ν)[E(ν) −K(ν)], where E(ν)
is the complete elliptic integral of the second kind [40, 41].
Beyond the mathematical detail, what is more important
to notice here is that η(ν) → 0 for ν → 0 and η(ν) > 0
for any ν > 0. This term gives a repulsive contribution to
the force. Also, one should notice that the scaling of the
condensation energy as `−1 appears nontrivially as the
equation for the condensate is nonlinear. The same scal-
ing occurs for the fermion contribution that we compute
below. In the latter, however, the 1/` behavior is readily
explained as a result of the large-N approximation.
4`
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FIG. 2: Casimir pressure (in units of g) as a function of the
parameter ν and of the separation `.
The fermion contribution comes from the summation
over the energy eigenvalues. For α = 0, the spec-
trum can only be computed explicitly only for spe-
cial values of ν. Here, we have proceeded numerically
and used the following ansatz for the spectrum En =
(pi/`)
√
(n+ 1/2)
2
+ ω2(ν, n). This form of the spectrum
has been guessed by computing numerically the spectrum
and by requiring that the energy eigenvalues reproduce
the ν = 0 result. Numerical checks to confirm the validity
of the ansatz were also carried out. The function ω(ν, n)
should satisfy the following properties: ω(ν, n) → 0 for
ν = 0, as it follows from the explicit knowledge of the
spectrum in this limit; ω(ν, n) ∼ O(nz) with z ≤ 0 for
large n to agree with a linear dispersion relation. Nu-
merical fitting indicates that ω(ν, n) ≈ ω(ν) + · · · , where
n dependence is found to be negligible.
Results of the numerical calculations are illustrated in
Fig. 2, where the Casimir pressure is shown as a function
of both of the parameter ν and of the separation `. The
sign of the force changes as a function of the parame-
ter ν with the flip between the attractive and repulsive
regimes occurring at ν ≈ 0.4. Reducing (increasing) the
coupling g, reduces (increases) ν leading to an attractive
(repulsive) behavior.
IV. CONCLUSIONS
In this work, we have considered a chain of fermions
of length `, and allowed the fermions to interact, while
being forced to obey boundary conditions at the edges.
Our goal was to explore the possibility to induce tran-
sitions between attractive and repulsive regimes in the
Casimir force, keeping the boundary conditions fixed. As
a concrete example, we have used the chiral Gross-Neveu
model, for which one expects distinct contributions to the
vacuum energy coming from the condensation as well as
from the original fermionic degrees of freedom. We have
approached the problem by using the large-N approx-
imation and its reformulation in terms of a nonlinear
Schro¨dinger equation. Besides having shown that the
solutions found in Refs. [36–38] cease to be admissible
when boundary conditions are enforced, we have clarified
the near-boundary behavior of the condensate compati-
ble with the boundary conditions and found admissible
general solutions for both real and complex condensates.
Explicit knowledge of the condensate was then used to
work out the vacuum energy. We have found that the
vacuum energy critically depends on the elliptic modu-
lus parameter ν that, in turn, depends on the coupling
constant g. Even for real condensates, we have observed
a nontrivial behavior displaying a switch from an attrac-
tive to a repulsive regime occurring at a critical value
ν ≈ 0.4. This change stems from the competition be-
tween an attractive force from the usual Casimir effect of
fermions and a repulsive force from the condensate.
It is fair to remark that, while far away from the
boundaries the vacuum energy can be tuned to a negligi-
bly small value, near the boundary the transition is not
smooth, resembling a first order phase transition. This
issue should be further investigated by using a confining
potential rather than sharp boundary conditions. In this
case, it is likely that the condensate near the boundary
is regular and the transition between the attractive and
repulsive regimes can possibly be smoothened out.
Here, we have considered one example of a quantum
field theory on a bounded domain. A question to ask is
whether the results we find here are generic to other field
theory models. It should be interesting to translate the
results of our Letter to the CPN model of Refs. [42, 43]
with which our setup shares some similarities, or looking
at the example discussed in Ref. [44].
Intuition suggests that there should be more general
self-consistent solutions on the interval [38, 45] or on the
ring (in the presence of magnetic fields) [46]. It seems
worth pursuing further these analyses to clarify the role
of more general boundary conditions, and how these alter
the solutions for the condensate, the vacuum energy, and
any eventual sign flip in the Casimir force.
Another amusing direction may be to investigate what
happens once the model is confined within a spherical en-
closure, as this may suggest possible ways of stabilization
of the original Casimir mouse trap model.
Finally, perhaps the most interesting ramification of
this work is to look at pistonlike configurations. In this
case, it is intuitively clear that keeping the two outer
boundaries fixed, an oscillatory behavior can be induced
in the central defect (see Ref. [11] for a similar idea on
Casimir oscillators). It is intriguing to think about the
possibility of verifying this by building a cold-atomic pis-
ton or using other kinds of lower-dimensional systems.
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