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Abstract—Direct transport processes play an important role in
wireless communications where an ideal setup uses microwave
fields to establish reliable communication channels between
transmitter and receiver. But it is inherent to the problem that
one cannot fully control the environment. While the influence
of a complex scattering surrounding can be very well described
using Random Matrix Theory it is not always obvious how to
combine this universal approach with concrete communication
channels. In this work we present an approach introducing an
enhanced path between two antennas to the Hamilton operator
to account for a prototypical problem. In order to be able to
describe the stability of wireless chip-to-chip communication, we
analyze the transport properties and predict the stability of the
transmission under increasing importance of the environment.
I. INTRODUCTION
Using wireless communication is an ubiquitous technol-
ogy in today’s life as it is the fundamental building block
for mobile communications as well as wireless computer
networks. The progress of this technology is reflected by
increasing bandwidth and reliability as well as reduced pro-
duction costs, energy consumption and miniaturization. These
advances make it plausible to also think of using wireless tech-
nology in places currently dominated by wired connections.
One of these fields is the very short range communication
between chips or even on integrated circuits.
While there have been various progresses in recent years
on how to improve the communication quality between WiFi
antennas [1], [2], [3] this paper aims at another aspect of
microwave communications: How does the achieved quality of
an antenna setup, designed within an anechoic environment,
change if placed in a random, partly reverberating environ-
ment. This is an important question as it is not always possible
to fully control the environment, in particular inside computers
or cell phones, if one aims at plug-and-play solutions of
antenna designs.
In this paper, we propose a physically motivated model and
derive analytical predictions in terms of the distribution of
transmission probabilities. These results will be compared to
numerical calculations.
One very common approach to model complexity in physi-
cal or even sociological and financial systems relies on random
matrices in the framework of Random Matrix Theory (RMT).
Starting from the claim that their eigenvalues and eigenvectors
show the same statistical properties as systems with many
degrees of freedom and intertwined dynamics [4], one finds
astonishing agreements with a wide range of experimental
and numerical data given that the described systems show a
sufficient level of complexity [4].
This allows to use these random matrices to derive analytical
expressions for measured, calculated or otherwise observed
quantities. However, one common aspect of the work with
random matrices when describing concrete problems is to
incorporate all non-universal aspects. This can either be done
by incorporating them into the theory or the other way around
by removing all non-universal features from the data and
compare them with pure RMT predictions. One example of
such non-universal features are direct reactions in nuclear
scattering.
II. THEORETICAL MODEL
In order to describe the coupling of the established commu-
nication link to the antennas we use an approach based upon
the effective Hamiltonian [4], [5], [6]
Heff = Hsystem − i
2
WWT . (1)
This implies that the antennas themselves do not have any
frequency dependence and that there is a fixed number of
transporting channels. Furthermore, one assumes that all real
shifts of the eigenvalues of the closed system due to the
opening can be absorbed into Hsystem directly [7]. The com-
munication between the antennas can be described by the
scattering matrix of the problem which is given by [5], [6]
Sij = δij − i
(
WT
1
E −Heff W
)
ij
. (2)
Predictions based on this approach mostly assume that
the underlying complex system whose scattering properties
are to be described has a time-reversal symmetry and can
therefore be modeled by an ensemble of random matrices
from the Gaussian Orthogonal Ensemble (GOE). However,
the predictions will only be valid if there are no further non-
universalities in the system. Otherwise, the latter have to be
taken into account appropriately.
One of the earliest approaches of these kinds have been
concerned with nuclear scattering experiments. Here, the
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scattering can be divided into fast-time scale processes by
scattering at the total target potential and slow-time scale
processes exciting the target. While RMT allows to describe
the statistical properties of the excitation, the direct reaction
needs to be treated separately. If a separation of time scales is
possible, then this is usually done by removing the fast-time
scale process by means of scattering phases of the scattering
matrix [8], [9]. One thereby removes the non-universal aspects
from the system and can compare the data to RMT predictions.
Such direct processes with shorter time scales might also be
present in microwave cavities and have to be accounted for as
well, for example by adapting the impedance matrix [10].
In terms of microwave transmission for WiFi communica-
tions, one cannot straightforwardly use the same description
for the direct communication links between the antennas.
Indeed, the electromagnetic field in the vicinity of printed
circuit boards (PCBs), in the presence of external noise due to
other computer components, or to an unknown environment,
does not necessarily lead to a separation of time-scales in the
signals.
This paper addresses this issue by creating a model Hamil-
tonian which allows for a description of an inter-antenna
transmission whose time scale cannot be well separated from
that of the background.
III. MODEL HAMILTONIAN
In order to model a direct process between two antennas,
we choose the following coupling matrix W [11]
WT =
√
2κA∆
pi
√
N
(
1 0 0 · · ·
0 1 0 · · ·
)
, (3)
where N is the size of the Hamiltonian, ∆ its mean level
spacing, and κA is the antenna coupling strength related to
the so-called antenna transmission TA by the relation [8]
1− |〈Sii〉|2 =: TA(κA) = 4κA|1 + κA|2
(4)
This choice allows to identify the channels of the scattering
system (rows in W ) directly with the first two basis vectors
in which the Hamiltonian Hsystem =
∑
nm |n〉Hnm〈m| is
represented. In the following, the mean level spacing is chosen
to be unity ∆ = 1. We model the direct process by a dyadic
operator:
Hdirect =
√
N
pi
λ
(
|1〉〈2|+ |2〉〈1|
)
. (5)
In the absence of any chaotic back reflections from the envi-
ronment, the system Hamiltonian reads Hsystem = Hdirect +
i
2WW
T and can be reduced to its upper 2× 2 block. We can
straightforwardly derive the scattering matrix at E = 0
S = 1 +
2iκA
κ2A + λ
2/N
(
iκA λ/
√
N
λ/
√
N iκA
)
(6)
which leads to a transmission of
T = |S12(E = 0)|2 = TA
(
Nκ2A
λ2
)
(7)
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Fig. 1. Left panel: Parameter dependence of the average transmission
〈T 〉 (κA, λ). The white dots are the optimal values of λ∗num obtained by a
numerical search for fixed κA. The straight black line is given by Eq. (9)
for comparison. Right panel: Average transmission T (κA, λ∗num) for the
numerically obtained optimal parameters. The calculation at each point κA, λ
is based on 80 realizations of 100× 100 GOE Hamiltonians.
with the already introduced function TA. This leads to a
distribution of transmissions
P (T ) = δ
(
T − TA
(
Nκ2A
λ2
))
(8)
which leads to a maximal transmission of T = 1 at an optimal
parameter λ∗
λ∗0(κA) =
√
NκA. (9)
If we use the above Hdirect from Eq. (5) in order to include
the enhanced transmission into the complex environment, we
use the dyadic operator augmented by a GOE Hamiltonian
Hsystem = Hdirect +HGOE. (10)
In the following, we will elucidate how this changes the
unperturbed result (8). The elements hij of HGOE are zero-
mean Gaussian random variables with
〈hijhkl〉 =
{
N
pi2 δikδjl i 6= j
2 Npi2 δikδjl i = j
(11)
which ensures that the mean density of states at zero energy
is one and therefore ∆ = 1 as mentioned above. This choice
explains the prefactor in Eq. (5) which corresponds to the
standard deviation of the elements of HGOE.
The general dependence of the distribution of the transmis-
sions P (T ) can be qualitatively read off from calculating the
mean transmission, 〈T 〉 vs. both relevant parameters, κA and
λ.
A corresponding plot is shown in Fig. 1. From the figure,
one can see that the numerically obtained optimal value
λ∗num(κA) does tend towards the straight line given by the
case without environment in Eq. (9). The same result is
obtained when not optimizing numerically for maximal 〈T 〉
but for minimal Var (T ) (not shown). At small values of κA
the dependency deviates from the linear form. However, the
interesting parameter regime is at large values as this region
0 0. 5 1
T
0
6
12
P
(T
)
κA = 1,  λ ∗ ≈ 15. 4
κA = 3,  λ ∗ ≈ 35. 3
κA = 10, λ ∗ ≈ 102. 5
Fig. 2. Transmission distribution for three pairs of κA, λ values from the
numerically obtained optimal curve for maximal average transmission 〈T 〉.
The curves belong to increasing value of κA for blue, green, and red. The
dashed lines indicate 〈T 〉 for every curve. The plot emphasizes, that also the
variance of the distribution gets smaller for larger values of the parameters.
For these curves 8 · 105 realizations have been used.
corresponds to large 〈T 〉, as can be seen from the right panel
in Fig. 1. In order to check whether the region
κA  1 and λ ≈ λ∗  1 (12)
is the interesting parameter range, we present three distribu-
tions of transmissions along the line in Fig. 2.
In order to get a smooth dependency of P (T ), we used 8 ·
105 realizations for each of the curves. The plot clearly shows
that the distribution P (T ) gets closer to the expression (8) for
large values of κA and λ.
IV. PERTURBATION THEORY
As the most promising parameter region for high transmis-
sion can be found for large parameter values (12), we can
approach the complex background perturbatively. We can do
so by introducing a small parameter ε in
λ =
λ′
ε
κA =
κ′A
ε
H ′eff = εHeff (13)
which scales the parameters up to large values. With this
parametrization, the GOE contribution of the Hamiltonian
becomes a small perturbation. With
H ′eff =

−iκ′Api N λ′
√
N
pi 0
λ′
√
N
pi −iκ
′
A
pi N 0 . . .
0 0 0
...
. . .
+ εHGOE (14)
we can first diagonalize the non-GOE part. The corresponding
eigenvalues and eigenvectors are(
Hdirect +
i
2
WWT
) ∣∣∣r(0)n 〉 = E(0)n ∣∣∣r(0)n 〉. (15)
Although this Hamiltonian is non-hermitian, its symmet-
ric form has right eigenvectors which are equal to the left
eigenvectors,
∣∣l(0)〉 = ∣∣r(0)〉. Under the presence of εHGOE
we can write the eigenenergies and eigenvectors in first order
perturbation theory for non-hermitian operators as [12]
E˜(1)n = E
(0)
n + εE
(1)
n ,
∣∣∣r˜(1)n 〉 = ∣∣∣r(0)n 〉+ ∣∣∣r(1)n 〉 (16)
and arrive at
S12 = i
κ′A∆
2pi
N
(〈
r
(0)
2
∣∣∣− 〈r(0)1 ∣∣∣)
2∑
n=1
∣∣∣r˜(1)n 〉 1
εE − E˜(1)n
〈
r˜(1)n
∣∣∣ (17)(∣∣∣r(0)1 〉+ ∣∣∣r(0)2 〉) .
Because all eigenvalues E(0)n of the unperturbed Hamilto-
nian (14) with n > 2 are degenerate, the corresponding
eigenvectors up to first order are just mixed among each other.
Therefore, they are orthogonal to the vectors
∣∣∣r(0)1 〉 ± ∣∣∣r(0)2 〉
and do not contribute to S12. Hence, only the first two elements
of the sum remain thereby effectively reducing the N(N+1)/2
independent parameters from the N × N HGOE to only
h11, h12, and h22. After some algebra we can write
S12 = −2i
(
1− z2) y
(x+ i)2 − y2 (18)
and therefore
|S12|2 =
(
1− z2)2 4y2
(x2 − y2 − 1)2 + 4x2 (19)
=:
(
1− z2)2 c(x, y) (20)
where we used the abbreviations
x = − ha
κA
√
N
y =
λ
κA
√
N
+
hc
κA
√
N
z =
hb
2λ
. (21)
In these expressions the variables ha,b := pi(h11±h22)/2
√
N
and hc := pih12/
√
N are normal-distributed N (0, 1) random
variables. It follows that the variances read
Var (x) = Var (y) =
1
κ2AN
Var (z) =
1
4λ2
. (22)
With this conventions our main result follows as
P (T ) =
〈
δ
(
T − |S12|2
)〉
(23)
=
∫∫
dha
e−h
2
a/2√
2pi
dhc
e−h
2
c/2√
2pi
λ/c√
2pi
1√
T/c
(24)e−2λ2(1+√T/c)√
1 +
√
T/c
+Θ (c− T ) e
−2λ2
(
1−
√
T/c
)
√
1−√T/c
 .
The above result can be further simplified when considering
the fact that the variances in Eq. (22) go to zero in the
interesting limit (12). This allows to evaluate the Gaussians
only at their peak. This leads us to
c
(
0,
λ
κA
√
N
)
= TA
(
λ2
Nκ2A
)
(25)
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Fig. 3. Perturbative prediction of P (T ) for κA = 5 (upper panel) and
κA = 10 (lower panel). Shown in black are RMT calculations from 2 × 2
Hamiltonians for the optimal λ from Eq. (9). The calculation was carried out
for 8 · 103 realizations. Shown in blue is the perturbative result (24) while
red is the steepest-descent approximation (26). The upper panel contains an
inset in linear scale for comparison.
and therefore to
P (T ) ≈ λ/TA√
2pi
1√
T/TA
 e−2λ2
(
1+
√
T/TA
)
√
1 +
√
T/TA
+ Θ (TA − T ) e
−2λ2
(
1−
√
T/TA
)
√
1−√T/TA
 . (26)
Note that this treatment is only approximately correct. A
proper use of the method of steepest-descent yields a more
complicated point for the saddle as it is shifted by the
exponential contributions inside the brackets. However, the
actual shift turns out to be negligible.
V. NUMERICAL RESULTS
In order to check the range of validity of the resulting
formulas (24) and (26), we can compare them to RMT
calculations as done previously in Fig. 2. The comparison is
shown in Fig. 3 for two values of the parameter κA = 5, 10.
While the perturbative results reasonably match the RMT data,
the steepest-descent solution proves to be too crude to fully
estimate the width of P (T ). Note that due to the optimal
choice of λ, Eq. (9), the distribution peaks at T = 1. In
comparison, the solution without any complex background,
Eq. (8), is a δ peak exactly at this value, P (T ) = δ(T − 1).
VI. CONCLUSIONS
This paper presents a physically motivated effective Hamil-
tonian approach to a common problem of microwave com-
munications. The propagation of electromagnetic fields over
PCB boards in the vicinity of obstacles does not allow to
use a separation of time scales. This excludes common ap-
proaches to account for direct communication paths and makes
new models, as the one presented, necessary. By including
the direct communication directly into the Hamiltonian, the
model allows to determine relevant parameter ranges and a
perturbative description of the distribution of transmissions
P (T ). The resulting approximately exponential decay provides
an expression which can be easily compared with experimental
data for example from chaotic reverberation chambers (CRCs).
In subsequent works we will extract the corresponding pa-
rameters from measured transmission and reflection spectra.
The above formulas give then rise to distinguish between the
stability of several antenna setups (patch, monopole, horn) and
give design guidelines for stable communications on small
scales.
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