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Resumo
Neste trabalho estudamos a existência e unicidade de soluções globais
fortes para o sistema termoelástico em um domínio limitado,conexo, de
classe C2 em Rn, sob efeitos de uma dissipação mecânica não linear e
localizada em uma vizinhança de parte da fronteira do domínio. São
obtidas taxas algébricas explícitas de decaimento da energia associada
à solução de tal sistema. Quando a dissipação mecânica tem um com-
portamento `quase linear', o decaimento é exponencial. A existência e
unicidade de soluções são obtidas através do método de Faedo-Galerkin.
Para as estimativas da energia, usamos o Método de Nakao, certas iden-
tidades da energia e multiplicadores localizados.
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Abstract
We study the existence and uniqueness of global strong solutions
of a thermo-elastic system in a bounded, connected domain Ω ⊂ Rn
of class C2, under the presence of nonlinear mechanism of dissipation
localized in a neighborhood of part of the boundary. We obtain explicit
algebraic decay rates of the total energy associated with the solution of
the system. When the dissipation has a `almost linear' behavior, the
decay rate is exponential. The existence and uniqueness of solutions
are obtained through the method of Faedo-Galerkin. For the energy
estimates, we use a Nakao's Method, some energy identities and some
localized multipliers.
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Notações
Usamos as seguintes notações neste trabalho:
N : conjunto dos números naturais e positivos;
R : conjunto dos números reais;
X e H : espaços de Banach e Hilbert respetivamente.
Xn para n ∈ N : espaço de Banach real X × · · · ×X︸ ︷︷ ︸
n vezes
, equipado
com as operações usuais e com a norma dada por
‖u‖Xn =
(
n∑
i=1
‖ui‖2X
) 1
2
se u = (u1, · · · , un) ∈ Xn,
[v1, v2, · · · , vn] : espaço vetorial gerado pelo conjunto {v1, v2, · · · , vn};
Ω : aberto do Rn ;
Γ : fronteira de Ω;
η(x) : normal unitária exterior à x ∈ Γ, se tal vetor existir;
I : intervalo do R;
B(x, ε) : bola aberta centrada em x e com raio ε;
B[x, ε] : bola fechada centrada em x e com raio ε;
C∞(Ω) : espaço das funções reais, definidas em Ω e infinitamente
diferenciáveis;
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D(Ω) : espaço das funções reais, definidas em Ω, com suporte
compacto e infinitamente diferenciáveis;
D(Ω) : conjunto das funções D(Rn) restritas à Ω;
D(Γ) : conjunto das funções D(Ω) restritas à Γ;
S(Rn) : espaço das funções C∞(Rn) e que são rapidamente
decrescentes no infinito;
D′(Ω) : espaço vetorial das distribuições sobre D(Ω);
S′(Rn) : espaço vetorial das distribuições temperadas;
∇u =
(
∂u
∂x1
,
∂u
∂x2
, · · · , ∂u
∂xn
)
: gradiente, no sentido distribuicional,
para u ∈ D′(Ω);
divu =
n∑
i=1
∂ui
∂xi
: divergente, no sentido distribuicional, para
u = (u1, u2, · · · , un) ∈ D′(Ω)n;
∆u =
n∑
i=1
∂2u
∂x2i
: Laplaciano, no sentido distribuicional, para
u ∈ D′(Ω);
∆u = (∆u1,∆u2, · · · ,∆un) : Laplaciano vetorial, no sentido
distribuicional, u = (u1, u2, · · · , un) ∈ D′(Ω)n;
Mn×m(R) para n,m ∈ N : espaço das matrizes de dimensão n×m,
com entradas reais e o produto interno dado por
A.B =
n∑
i=1
m∑
j=1
aijbij se A = (aij), B = (bij) ∈Mn×m(R);
x : A =
 n∑
j=1
xja1j ,
n∑
j=1
xja2j , · · · ,
n∑
j=1
xjanj

para x = (x1, x2, · · · , xn) ∈ Rn e A = (aij)ni,j=1 ∈Mn×n(R);
X ↪→ Y : existe uma aplicação linear, contínua e injetora de X
em Y ;
ω ⊂⊂ Ω : ω ⊂ Ω e ω é compacto;
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Wm,p0 (Ω) : fecho de D(Ω) em Wm,p(Ω);
Hm(Ω) : notação alternativa para Wm,2(Ω);
Hm0 (Ω) : notação alternativa para W
m,2
0 (Ω);
Hmloc(Ω) : espaço das classes das funções u reais, mensuráveis,
definidas em Ω e tais que u ∈ Hm(ω), ∀w ⊂⊂ Ω e w aberto;
H−m(Ω) : dual topológico de Hm0 (Ω);
F : S′(Rn) 7−→ S′(Rn) : transformada de Fourier;
Hs(Rn) para s ∈ R : espaço das distribuições temperadas tais que
Js F(u) ∈ L2(Rn), para Js(x) = (1 + ‖x‖2) s2 , com a norma dada por
‖u‖Hs(Rn) = ‖JsF(u)‖L2(Rn);
L2(Γ) : espaço das classes das funções u reais, mensuráveis, definidas
em Γ e tais que ‖u‖L2(Γ) <∞, para
‖u‖L2(Γ) =
(∫
Γ
|u(x)|2 dΓ
) 1
2
;
C e Cn para n ∈ N : constantes reais e positivas.
3
Introdução
Neste trabalho consideramos um sistema de evolução de equações
diferenciais parciais com valores iniciais e de fronteira, cujo modelo está
associado ao movimento de um sólido elástico, isotrópico, homogêneo,
limitado e com fronteira suave sob a ação de efeitos térmicos. A seguinte
semilinearização do modelo é considerada (veja [36], pg. 47):
u′′ − L(u) +∇θ + ρ(x, u′) = 0 em (0,∞)× Ω, (1)
θ′ + ∆θ + divu′ = 0 em (0,∞)× Ω, (2)
u(0, x) = u0(x), ut(0, x) = u1(x), θ(0, x) = θ0(x) em Ω, (3)
u = 0, θ = 0 em (0,∞)× Γ, (4)
L(u) = a2 ∆u+ (b2 − a2)∇divu.
onde u = u(x, t) = (u1(x, t), · · · , un(x, t)) é o vetor deslocamento e θ =
θ(x, t) é o valor real de diferença de temperatura definidos em Ω×(0,∞),
com Ω domínio limitado em Rn, n ≥ 2; o laplaciano de u é dado por
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∆u = (∆u1(x, t), · · · , ∆un(x, t)), divu é o divergente de u e ∇θ é o
gradiente, θ. A função vetorial ρ é uma termo dissipativo, localizado
numa vizinhança de parte da fronteira de Ω. Os coeficientes a e b estão
relacionados com os coeficientes de Lamé na Teoria de elasticidade e
b2 > a2 > 0.
Este trabalho está organizado da seguinte forma: no capítulo 1 cita-
mos resultados auxiliares importantes, definimos os espaços funcionais
e demonstramos algumas propriedades relevantes destes espaços. No
capítulo 2 provamos a existência e unicidade de soluções globais fortes
para o sistema de evolução apresentado. O capítulo 3 é dedicado ao
estudo das taxas de decaimento para as soluções obtidas no capítulo
anterior.
A prova de existência e unicidade, diferente do trabalho [25] que
utiliza teoria de semigrupos, é feita via o método de Faedo-Galerkin
como em [33]. Incluimos também a prova da existência dos espaços de
aproximação de Galerkin para os espaços de soluções. Para as taxas de
decaimento, seguimos as ideias dadas em [7].
A energia associada ao sistema termoelástico (1-2), a qual é a soma
das energias elástica (que envolve a variavel deslocamento u) e térmica
(que envolve a variavel de temperatura θ), é dada pela seguinte fórmula:
E(t) =
1
2
∫
Ω
{
|ut(t)|2 + a2 |∇u(t)|2 + (b2 − a2) |divu(t)|2 + |θ(t)|2
}
dx,
que é uma função decrescente no tempo, mais precisamente,
dE(t)
dt
= −
∫
Ω
|∇θ(x, t)|2 dx−
∫
Ω
ρ(x, ut) · utdx ≤ 0, t ≥ 0.
No sistema termoelástico estudado em [30], o sistema de Lamé está
acoplado com uma equação escalar do calor sem o termo dissipativo
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ρ(x, t). Assim, a dissipação é dada somente pelo gradiente da temper-
atura (ρ ≡ 0). Desde que, nesse caso; em geral, não existe decaimento
uniforme da energia associada ao acoplamento termoelástico [30], é nat-
ural indagar que tipo de dissipação deve ser incluída no modelo ter-
moélastico para produzir boas taxas de decaimento da energia associ-
ada. Neste trabalho, seguindo [3] e [7], inserimos uma dissipação extra
dada por ρ para obtermos tais taxas.
Vamos mostrar a estabilização uniforme da energia total para o sis-
tema (1) - (4) com taxas algébricas, onde o termo dissipativo ρ (x, u′) é
fortemente não linear e aplicado somente numa vizinhança sobre parte
da fronteira. Nossos resultados generalizam outros obtidos anterior-
mente para o sistema linear termoelástico. Quando o termo não linear
dissipativo ρ (x, s) comporta-se linearmente para pequenos valores de s
e em dimensão dois, obtemos uma taxa de decaimento exponencial para
a energia total do sistema. Se n ≥ 3 e ρ (x, s) comporta-se linearmente
para todo s, então a taxa de decaimento também é exponencial. Para
demonstrar estes resultados usamos idéias de [34], [29] e [43] e obtemos
algumas identidades de energia associadas com multiplicadores local-
izados a fim de construir desigualdades de diferenças especiais para a
energia associada. As principais estimativas neste trabalho são obtidas
através do Teorema de o Lema de Nakao.
Quanto ao trabalho sobre estabilização do sistema termoelástico
Dafermos [10] investigou a existência, unicidade, regularidade e esta-
bilidade (sem taxas) da solução para o sistema linear em dimensão um.
Racke [51] considerou as equações de termoelasticas não linear para o
caso tridimensional como um problema de Cauchy e provou a existência
global de soluções suficientemente suaves para dados iniciais suficiente-
mente pequenos e suaves. Foi necessário assumir que certos termos não
lineares são quasilineares e sem linearidade cúbica.
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Pereira-Perla Menzala [48] provaram que a energia total do sistema
termoelástico linear num meio isotrópico, não homogêneo (limitado,
n-dimensional), com um termo dissipativo linear aplicado em todo o
domínio, decai para zero em uma taxa exponencial. Rivera [60] poste-
riormente provou que a energia do sistema termoelástico em dimen cão
um decai para zero com taxas exponenciais. Além disso, Henry-Lopes-
Perisinotto [21] mostraram usando análise espectral, que as três partes
da energia do sistema decaem exponencialmente para zero no caso uni-
dimensional, mas tal decaimento não ocorre em dimensões maiores.
Racke ([52]) utilizou o método da energia para provar o decaimento
exponencial para zero do deslocamento e a temperatura para equações
tridimensionais de termoelasticidade linear em domínios limitados para
meios heterogêneos e anisotrópicos, assumindo uma força de amortec-
imento linear. Racke-Shibata-Zheng [53] consideraram sistemas ter-
moelásticos não lineares para o caso de dimensão como um problema
de valor inicial e de fronteira com condições de tipo Dirichlet, para
provar que se os dados iniciais são fechado para o equilíbrio, então o
problema admite uma única solução global suave. Eles provaram que
quando o tempo tende ao infinito, a solução é exponencialmente es-
tável. Eles também usaram técnicas baseadas no trabalho de Rivera
[60] para melhorar os resultados anteriores de Racke-Shibata [54], que
foram baseados em análise espectral, para obter taxas de decaimento
de soluções de equações não lineares de termoelasticidade em dimensão
um. Rivera-Barreto [58] melhoraram o resultado de existência e unici-
dade global no tempo com decaimento exponencial da energia obtida
por Racke-Shibata-Zheng [53], assumindo hipóteses suavemente mais
gerais nos dados iniciais.
Rivera [56] considerou equações de termoelasticidade heterogêneas
lineares de dimensão um com domínio limitado e diversas condições de
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fronteira e provou que a solução (u, θ) tem algumas derivadas parci-
ais com decaimento exponencial para zero na norma L2. Rivera [57]
investigou as equações de termoelasticidade homogêneas isotrópicas e
lineares com condições de fronteira de tipo Dirichlet homogêneas num
domínio n-dimensional geral. O autor mostra que a parte do rotacional
livre (∇×) do deslocamento e a diferença térmica decai algumas vezes
exponencialmente para zero. Também provou que a parte da divergên-
cia livre (∇·) do deslocamento conserva a sua energia, o que implica
que, se a parte divergência livre dos dados iniciais não é zero, então a
energia total não decai uniformemente para zero.
Jiang, Rivera e Racke [23] provaram o decaimento exponencial para
a solução do sistema isotrópico linear de termoelasticidade com fronteira
em duas e três dimensões.
Lebeau-Zuazua [30] estudaram o sistema linear de termoelasticidade
em domínio suave e limitado em duas e três dimensões. Eles anal-
isaram se a energia decai exponencialmente para zero. Eles também
provam que quando o domínio é convexo, a taxa de decaimento nunca
é uniforme. Liu-Zuazua [31] conseguiram estabelecer fórmulas explíc-
itas para a taxa de decaimento da energia de um corpo no campo da
termoelasticidade linear quando alguma parte da fronteira do corpo é
furado e sobre o resto não existe algum argumento de velocidade não
linear. Para isso, utilizaram a teoria de semigrupos, métodos e técnicas
de multiplicadores de Lyapunov . Qin-Rivera [50] estabeleceram a ex-
istência e unicidade global e estabilidade exponencial de soluções para
equações de termoelasticidade não linear em dimensão um com relax-
amento do núcleo e sujeitas a condições de fronteira de tipo Dirichlet
para o deslocamento e condições de fronteira de tipo Neumann para a
diferença de temperatura. Irmscher-Racke [22] obtiveram taxas de de-
caimento fortes explícitas para soluções do sistema de termoelasticidade
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em dimensão um. Eles também consideraram outros modelos físicos em
termoelasticidade e comparou os resultados de ambos os modelos no que
diz respeito ao comportamento assintótico das soluções.
Neste trabalho obtemos os mesmos resultados de [25] mas usando um
outro método, o qual foi usado no trabalho [7]. Com esse método não é
preciso usar a propiedade da continuação única. Uma das vantagens que
se obtém com isso é que as constantes obtidas nas taxas de decaimento
podem ser calculadas explicitamente. No capítulo 3 obtemos as taxas de
decaimento da energia associada à solução. No caso em que a dissipação
ρ é não linear, se tem decaimento polinomial do tipo (1 + t)−γ , com γ
dado explicitamente em função do `crescimento' polinomial do termo
dissipativo ρ e, se ρ é `quase linear', se tem decaimento exponencial.
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Capítulo 1
Preliminares
1.1 Definições e Resultados Conhecidos
1.1.1 Espaço de Hilbert
Definição 1.1.1 Um produto interno num espaço vetorial X sobre R,
é uma aplicação de valor real
(·, ·) : X ×X → R
que satisfaz as seguintes propriedades:
1. (x, x) ≥ 0, ∀x ∈ X, (x, x) = 0⇔ x = 0;
2. (x, y) = (y, x), ∀x, y ∈ X;
3. (αx+ βy, z) = α(x, z) + β(y, z), ∀x, y, z ∈ X, ∀α, β ∈ R.
O par (X, (·, ·)) é chamado de espaço produto interno.
Definição 1.1.2 Uma norma sobre um espaço vetorial X é uma função,
representada por ‖ · ‖,
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‖ · ‖ : X −→ R+
x 7→ ‖x‖
De modo que
1. ‖x‖ = 0⇔ x = 0;
2. ‖αx‖ = |α| ‖x‖, ∀α ∈ R e x ∈ X;
3. ‖x+ y‖ ≤ ‖x‖+ ‖y‖, ∀x, y ∈ X.
O par (X, ‖ · ‖) é chamado espaço normado.
Dado um produto interno, pode-se definir a norma ‖ · ‖X , denotado
nesta seção por ‖ · ‖, definida como segue
‖x‖ = (x, x) 12 , ∀x ∈ X. (1.1)
Teorema 1.1.3 (Cauchy-Schwartz [28], pg. 136) Num espaço pro-
duto interno X a seguinte desigualdade é verdadeira
|(x, y)| ≤ ‖x‖ ‖y‖, ∀x, y ∈ X. (1.2)
a igualdade é obtida se y = αx ou y = 0.
Lema 1.1.4 ([28], pg. 138) Se (X, (·, ·)) é um espaço produto interno
então, para cada componente fixa, as funções:
X −→ R X −→ R
x 7→ (x, y) y 7→ (x, y)
são lineares e contínuas.
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Lema 1.1.5 ([28], pg. 72) Sejam {x1, · · · , xn} um conjunto de ve-
tores linearmente independentes de um espaço normado X, então existe
um número c > 0 tal que para qualquer escolha de escalares α1, · · · , αn
temos
‖α1x1 + · · ·+ αnxn‖ ≥ c (|α1|+ · · ·+ |αn|). (1.3)
Definição 1.1.6 Sejam X um espaço vetorial e f : X → R. Dizemos
que f é um funcional linear se:
1. f(x+ y) = f(x) + f(y), ∀x, y ∈ X
2. f(αx) = αf(x), ∀α ∈ R e x ∈ X.
E dizemos que f é uma funcional linear limitada se
3. sup
‖x‖≤1
|f(x)| < +∞ é chamada funcional linear limitada.
Definição 1.1.7 Seja X um espaço normado, o conjunto
X ′ = {f : X → R; f é linear e limitado}
é chamado de dual topológico de X.
Definição 1.1.8 Seja (X, (·, ·)) um espaço produto interno e sejam x, y ∈
X. Diz-se que x, y são ortogonais se (x, y) = 0.
Definição 1.1.9 Um espaço normado (X, ‖ · ‖) é chamado espaço de
Banach se e somente se X é completo, isto é toda sequência de Cauchy
é convergente para algum elemento de X.
Teorema 1.1.10 ([28], pg. 118) Seja (X, ‖ · ‖) um espaço normado,
então (X ′, ‖ · ‖X′), sempre é um espaço de Banach, com a norma:
‖f‖X′ = sup
x∈X
x 6=0
|f(x)|
‖x‖ .
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Definição 1.1.11 Um espaço produto interno (H, (·, ·)) é chamado es-
paço de Hilbert se e somente se H é completo respeito à norma dada
em (1.1).
Proposição 1.1.12 ([28], pg. 175) Seja H um espaço de Hilbert en-
tão e u, v ∈ H. Se
(x, u) = (x, v), ∀x ∈ H então u = v.
Teorema 1.1.13 (Representação de Riesz [5], pg. 81) Dado uma
ϕ ∈ H ′, existe um único f ∈ H tal que
〈ϕ, ν〉 = (f, ν), ∀ν ∈ H.
E ainda
‖f‖H = ‖ϕ‖H′ .
Observação O teorema anterior mostra que toda aplicação linear e
contínua sobre H, pode ser representada por meio do produto escalar,
isto é, a aplicação
H ′ → H
ϕ 7→ f (1.4)
é uma isomorfismo isométrico, que permite identificar H e H ′.
Definição 1.1.14 Seja H um espaço de Hilbert real. Um funcional
B : H ×H → R é chamado uma forma bilinear se B(x, ·) é linear para
cada x ∈ H e B(·, y) é linear para cada y ∈ H. B é chamado de limitado
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(contínuo) se existe uma constante K tal que
|B(x, y)| ≤ K ‖x‖ ‖y‖, ∀x, y ∈ H.
B é chamado coercivo se existe uma constante δ > 0 tal que
B(x, x) ≥ δ‖x‖2, ∀x ∈ H.
Teorema 1.1.15 (Lax-Milgram [5], pg. 84) Sejam H um espaço de
Hilbert,
B : H ×H 7−→ R
(u, v) 7−→ B(u, v)
uma forma bilinear, contínua e coerciva e f ∈ H ′. Então, existe um
único u ∈ H tal que
B(u, v) = f(v), ∀ v ∈ H. (1.5)
Definição 1.1.16 Seja (En)n∈N uma sucessão de subespaços fechados
de um espaço de Hilbert H. Dizemos que H é soma Hilbertiana dos En
e escrevemos H =
⊕
n
En se:
1. Os En são dois a dois ortogonais, isto é, (u, v) = 0, ∀u ∈ Em e
∀v ∈ En tal que m 6= n;
2. O subespaço gerado pelos En é denso em H.
Teorema 1.1.17 ([5], pg. 85) Sejam H =
⊕
n
En e PEnv a projeção
do elemento v ∈ H sobre En. Se u ∈ H e un = PEnu, então:
1. u =
∞∑
n=1
un, isto é, u = lim
k→∞
k∑
n=1
un;
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2. |u|2 =
∞∑
n=1
|un|2 ( igualdade de Bessel-Parseval ).
Reciprocamente, dada uma sucessão (un) de H, com un ∈ En, ∀n, e∞∑
n=1
|un|2 < ∞; então a série
∑∞
n=1 un é converge em H e u =
∞∑
n=1
un
verifica un = PEnu.
Definição 1.1.18 Uma sequência (wν) de vetores de H é chamada base
Hilbertiana se:
1. (wν , wµ) = δν µ =
 1 se ν = µ0 se ν 6= µ.
2. As combinações lineares finitas dos wν são densas em H.
Resulta do Teorema 1.1.17 que se (wν)ν∈N é uma base Hilbertiana de
H, então para todo u ∈ H tem-se:
u =
∞∑
ν=1
(u,wν)wν e |u|2 =
∞∑
ν=1
|(u,wν)|2.
Teorema 1.1.19 ([5], pg. 86) Todo espaço de Hilbert separável ad-
mite uma base Hilbertiana.
1.1.2 Topologias Fraca e Fraca-∗
Definição 1.1.20 Seja X um espaço normado, dizemos que a sequên-
cia xn ∈ X converge fraco para x ∈ X se 〈f, xn〉 → 〈f, x〉, ∀f ∈ X ′.
Denota-se xn ⇀ x.
Teorema 1.1.21 ([5], pg. 35) Seja X um espaço normado e xn ∈ X,
1. Se xn → x então xn ⇀ x;
2. Se xn ⇀ x e fn → f então 〈fn, xn〉 → 〈f, x〉.
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Definição 1.1.22 Sejam X um espaço normado e fn, f ∈ X ′, dizemos
que sequência fn ∈ X ′ converge fraco-∗ para f ∈ X ′ se 〈fn, x〉 → 〈f, x〉,
∀x ∈ X. Denote-se fn ∗⇀ f .
Teorema 1.1.23 ([5], pg. 40) Sejam X espaço normado e fn ∈ X ′
1. Se fn → f então fn ⇀ f ;
2. Se fn ⇀ f então fn
∗
⇀ f ;
3. Se fn
∗
⇀ f e xn → x então 〈fn, xn〉 → 〈f, x〉;
4. Se fn
∗
⇀ f e {fn}n∈N limitada então f é limitada e
‖f‖ ≤ lim inf ‖fn‖X′ .
Teorema 1.1.24 ([5], pg. 42) Seja X um espaço de Banach. Então,
o conjunto
BX′ = {f ∈ X ′; ‖f‖X′ ≤ 1}
é compacta na topologia fraco-∗.
Corolário 1.1.25 ([5], pg. 50) Seja X um espaço de Banach sepa-
rável e fn ∈ X ′ é uma sequência limitada em X ′. Então existe uma
subsequência {fnk}k∈N e f em X ′ tais que fnk ∗⇀ f .
Definição 1.1.26 Sejam u uma função numérica definida num aberto
Ω ⊂ Rn, u mensurável, e (Ki)i∈I a família de todos os subconjuntos
abertos Ki de Ω tais que u = 0 quase sempre em Ki. Considere o sub-
conjunto aberto K = ∪i∈IKi. Então
u = 0, q.s. em K.
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Como consequência, defina-se o suporte de u, que será denotado por
supp (u), como sendo o subconjunto fechado de Ω
supp (u) = Ω \K.
Definição 1.1.27 Representamos por C∞0 (Ω) o conjunto das funções
u : Ω ⊂ Rn → R, cujas derivadas parciais de todas as ordens são
contínuas e cujo suporte é um conjunto compacto de Ω. Os elementos
de C∞0 (Ω) são chamados de funções testes.
Naturalmente, C∞0 (Ω) é um espaço vetorial sobre R com as operações
usuais de soma de funções e multiplicação de função por escalar.
1.1.3 Noção de convergência em C∞0 (Ω)
Definição 1.1.28 Sejam {ϕk}k∈N uma sequência em C∞0 (Ω) e ϕ ∈
C∞0 (Ω). Dizemos que ϕk → ϕ se:
1. ∃K ⊂ Ω,K compacto, tal que supp(ϕk) ⊂ K, para todo k ∈ N;
2. Para cada α ∈ Nn, Dαϕk(x)→ Dαϕ(x) uniformemente em Ω.
Definição 1.1.29 O espaço vetorial C∞0 (Ω) com a noção de convergên-
cia definida acima é denotado por D(Ω) e é chamado de espaço das
funções testes.
Lema 1.1.30 ([19], pg. 25 e 31) Seja Ω ⊂ Rn, aberto, limitado, cone-
xo e com fronteira Lipschitz contínua. Então, existe uma sequência
(Ωi)i∈N crescente de subconjuntos de Rn abertos, conexos e com fron-
teira Lipschitz contínua tais que
Ωi ⊂ Ω, ∀ i ∈ N e Ω =
⋃
i∈N
Ωi.
17
Além disso, se Ω for simplesmente conexo, então cada conjunto Ωn é
simplesmente conexo.
Proposição 1.1.31 ([32], pg. 313) Seja Ω ⊂ Rn aberto, limitado e
com fronteira de classe C2. Dado p ∈ Γ, existem um conjunto aberto e
limitado Vp ⊂ Rn, com p ∈ Vp, e uma função f ∈ C2(Vp) que satisfazem
as seguintes condições:
1. Γ ∩ Vp = f−1(0);
2. ∇f(x) 6= 0, ∀x ∈ Vp;
3. η(x) =
∇f(x)
‖∇f(x)‖ , ∀x ∈ Γ ∩ Vp.
Proposição 1.1.32 (Partição C∞ da Unidade [27], pg. 5) Seja a
coleção de abertos (Ωi)∞i=1 em Rn. Então, existe uma coleção de funções
(ψi)∞i=1 ⊂ C∞(Rn) que satisfazem as seguintes condições:
1. 0 ≤ ψi(x) ≤ 1, ∀x ∈ Rn, ∀ 1 ≤ i ≤ ∞;
2. supp (ψi) ⊂⊂ Ωj , ∀ 1 ≤ i ≤ ∞ para algum j = j(i);
3. {supp (ψi)}i∈N é localmente finito;
4.
∞∑
i=1
ψi(x) = 1, ∀x ∈
∞⋃
i=1
Ωi.
Usando a Proposição anterior, temos o seguinte Corolário:
Corolário 1.1.33 ([27], pg. 5) Sejam ω e Ω abertos do Rn tais que
w ⊂⊂ Ω. Então, existe ψ ∈ C∞0 (Rn) que satisfaz as seguintes condições:
1. 0 ≤ ψ(x) ≤ 1, ∀x ∈ Rn;
2. ψ ≡ 1 sobre ω;
3. ψ ≡ 0 sobre Rn/Ω.
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Lema 1.1.34 (Nakao [44], pg. 266) Considere Φ : [0,∞)→ [0,∞).
Então, valem as seguintes afirmações:
1. Se existem constantes reais e positivas T e C tais que
sup
t≤s≤t+T
Φ(s) ≤ C (Φ(t)− Φ(t+ T )) , ∀ t ≥ 0,
então existem constantes reais e positivas C1 e γ tais que
Φ(t) ≤ C1 e−γt, ∀ t ≥ 0;
2. Se existem constantes reais e positivas T , C e 0 < k < 1 tais que
sup
t≤s≤t+T
Φ(s)
1
k ≤ C (Φ(t)− Φ(t+ T )) , ∀ t ≥ 0,
então existe uma constante real e positiva C1 tal que
Φ(t) ≤ C1 Φ(0) (1 + t)
k
k−1 , ∀ t ≥ 0.
1.1.4 Distribuições
Definição 1.1.35 Uma distribuição sobre Ω é um funcional linear defi-
nido em D(Ω) e contínuo em relação a noção de convergência definida
em D(Ω). O conjunto de todas as distribuições sobre Ω é denotado por
D′(Ω) = {T : D(Ω)→ R, T é linear e contínuo}.
Observações
1. D′(Ω) é um espaço vetorial sobre R.
2. 〈T, ϕ〉 é o valor de T ∈ D′(Ω) para cada ϕ ∈ D(Ω).
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1.1.5 Noção de convergência em D′(Ω)
Definição 1.1.36 Dizemos que Tk → T em D′(Ω) se
〈Tk, ϕ〉 → 〈T, ϕ〉, ∀ϕ ∈ D(Ω).
Observação A convergência em D′(Ω) é a convergência fraco-∗.
1.1.6 Espaços Lp(Ω)
Daqui em diante a mensurabilidade e a integrabilidade sobre o con-
junto Ω ⊂ Rn são no sentido de Lebesgue e denotaremos por µ esta
medida de Lebesgue.
Definição 1.1.37 Sejam Ω um conjunto mensurável e 1 ≤ p ≤ ∞.
Imdicamos por Lp(Ω) o conjunto das (classes de) funções mensuráveis
u : Ω→ R tais que ‖u‖Lp(Ω) <∞ onde:
‖u‖Lp(Ω) =

(∫
Ω
|u(x)|p dx
) 1
p
se 1 ≤ p <∞;
supessx∈Ω|u(x)| se p =∞.
Observações:
1. As funções ‖.‖Lp(Ω) : Lp(Ω)→ R+, 1 ≤ p ≤ ∞, são normas.
2. Lp(Ω)n, n ∈ N e 1 ≤ p ≤ ∞, é o espaço das funções vetoriais
u : Ω → Rn, u(x) = (u1(x), · · · , un(x)) tais que ui ∈ Lp(Ω) para
cada 1 ≤ i ≤ n. Este espaço munido da norma
‖u‖Lp(Ω)n =
( n∑
i=1
‖ui‖2Lp(Ω)
) 1
2
. (1.6)
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é um espaço de Banach. Note que esta definição pode ser gener-
alizada para qualquer espaço de Banach.
3. L2(Ω)n é um espaço de Hilbert com o produto interno
〈〈u, v〉〉 =
n∑
i=1
〈ui, vi〉 tal que 〈〈u, u〉〉 = ‖u‖2L2(Ω)n , (1.7)
onde
〈ui, vi〉 =
∫
Ω
ui(x)vi(x)dx.
4. Se 1 ≤ p < +∞, então
D(Ω) ⊂ Lp(Ω), D(Ω) = Lp(Ω). (1.8)
Definição 1.1.38 Sejam Ω um cojunto mensuravel e 1 ≤ p ≤ ∞. In-
dicamos por Lploc(Ω), o conjunto das funções u : Ω 7−→ R mensuráveis
e tais que a função uχK ∈ Lp(Ω), ∀K ⊂⊂ Ω, onde χK é a função
característica de K.
Observações
1. Se u ∈ L1loc(Ω) consideremos o funcional T = Tu : D(Ω) → R
definido por
〈T, ϕ〉 = 〈Tu, ϕ〉 =
∫
Ω
u(x)ϕ(x)dx.
É fácil verificar que T define uma distribuição sobre Ω.
2. Seja f ∈ L1loc(Ω) sempre podemos definir sua derivada distribu-
cional da f , isto é∫
Ω
Dif ϕdx = −
∫
Ω
f Diϕdx, ∀ϕ ∈ D(Ω). (1.9)
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Teorema 1.1.39 ([5], pg. 61) Seja u ∈ L1loc(Ω). Então Tu = 0 se e
somente se u = 0 quase sempre em Ω.
A aplicação
L1loc(Ω)→ D′(Ω),
u 7→ Tu
é linear, contínua e, debido ao Teorema 1.1.39, é injetiva (Ver [66], pg.
8). Em decorrência disso é comum identificaramos a distribuição Tu
com a função u ∈ L1loc(Ω). Nesse sentido tem-se que L1loc(Ω) ⊂ D′(Ω).
Logo pela inclusão imediata, Lp(Ω) ⊂ L1loc(Ω), temos que toda função
de Lp(Ω) define uma distribuição sobre Ω, isto é
Lp(Ω) ⊂ D′(Ω), 1 ≤ p ≤ ∞. (1.10)
Definição 1.1.40 Sejam T ∈ D′(Ω) e α ∈ Nn. A derivada de ordem α
de T , denotada por DαT , é definida por
〈DαT, ϕ〉 = (−1)|α|〈T,Dαϕ〉, ∀ϕ ∈ D(Ω).
Com esta definição tem-se que se u ∈ Ck(Ω) então DαTu = TDαu,
para todo |α| ≤ k, onde Dαu indica a derivada clássica de u . E, se
T ∈ D′(Ω), então DαT ∈ D′(Ω), para todo α ∈ Nn.
Proposição 1.1.41 ([15], pg. 622) Sejam 1 < p, q < ∞, com ε > 0
e
1
p
+
1
q
= 1
Então, existe uma constante real positiva C = C(p, q, ε) tal que
a b ≤ ap + C bq, ∀a, b ≥ 0.
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Lema 1.1.42 (Desigualdade de Hölder [59], pg. 18) Seja Ω ⊂ Rn
aberto. Considere um conjunto de números reais e positivos (pi)mi=1
tal que 1 < pi < ∞, ∀ 1 ≤ i ≤ m e
m∑
i=1
1
pi
= 1. Se escolhermos
ui ∈ Lpi(Ω), ∀ 1 ≤ i ≤ m, então
m∏
i=1
ui ∈ L1(Ω) e
∥∥∥∥ m∏
i=1
ui
∥∥∥∥
L1(Ω)
≤
m∏
i=1
‖ui‖Lpi (Ω).
Lema 1.1.43 ([16], pg. 186) Se µ(Ω) < ∞ e 0 < p < q < ∞, então
Lq(Ω) ⊂ Lp(Ω) e
‖u‖Lp(Ω) ≤ µ(Ω)
1
p− 1q ‖u‖Lq(Ω).
Lema 1.1.44 ([33], pg. 12) Sejam Ω ⊂ Rn aberto e limitado e uma
sequência (um)m∈N em Lq(Ω), 1 < q <∞. tal que
 um → u q.s. em Ω;
 ‖um‖Lq(Ω) ≤ C, ∀m ∈ N, com C constante real, positiva e inde-
pendente de m,
então um ⇀ u em L
q(Ω).
1.1.7 Espaços de Sobolev
Nesta seção vamos estudar algumas das propriedades importantes de
uma classe de espaços funcionais, conhecido como espaços de Sobolev, o
que irá proporcionar o ambiente adequado para o estudo funcional das
equações diferenciais parciais das seções seguintes
Definição 1.1.45 Sejam m ∈ N e 1 ≤ p ≤ ∞. Indicaremos por
Wm,p(Ω) o conjunto de todas as funções u de Lp(Ω) tais que para todo
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|α| ≤ m, Dαu pertence a Lp(Ω), sendo Dαu a derivada distribucional
de ordem α e α ∈ Nn de u. Wm,p(Ω) é chamado de espaço de Sobolev
de ordem m relativo ao espaço Lp(Ω). Então
Wm,p(Ω) = {u ∈ Lp(Ω); Dαu ∈ Lp(Ω), |α| ≤ m}.
1.1.8 Norma em Wm,p(Ω)
Para cada u ∈Wm,p(Ω) tem-se que
‖u‖m,p =

( ∑
|α|≤m
‖Dαu‖pLp(Ω)
) 1
p
se 1 ≤ p <∞;∑
|α|≤m
‖Dαu‖L∞(Ω) se p =∞
define uma norma sobre Wm,p(Ω).
Observações:
1. (Wm,p(Ω),‖.‖m,p ) é um espaço de Banach.
2. Seja u ∈Wm,p(Ω), então
‖u‖Lp(Ω ≤ ‖u‖m,p,
isto é,
Wm,p(Ω) ↪→ Lp(Ω). (1.11)
3. Quando p = 2, o espaço de Sobolev Wm,2(Ω) not= Hm(Ω) é um
espaço de Hilbert com produto interno dado por
(u, v) =
∑
|α|≤m
〈Dαu,Dαv〉.
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4. De forma análoga para u, v ∈ H1(Ω)n define-se
〈〈〈∇u,∇v〉〉〉 =
n∑
i=1
〈〈∇ui,∇vi〉〉. tal que
〈〈〈∇u,∇u〉〉〉 =
n∑
i=1
‖∇ui‖2L2(Ω)n . (1.12)
5. Sejam u ∈ H2(Ω)n, n ∈ N e θ ∈ H1(Ω), então
‖∇θ‖L2(Ω)n ≤ ‖θ‖H1(Ω) (1.13)
‖∆u‖L2(Ω)n ≤ ‖u‖H2(Ω)n (1.14)
‖∇divu‖L2(Ω)n ≤ ‖u‖H2(Ω)n (1.15)
6. Dado u ∈W 1,p(Ω)n e 1 ≤ p ≤ ∞, usando (1.6) e (1.12) temos
|||∇u|||2Lp(Ω)n =
n∑
i=1
n∑
j=1
‖ ∂ui
∂xj
‖2Lp(Ω) (1.16)
Lema 1.1.46 (Gagliardo-Nirenberg [43], pg. 406) Sejam Ω ⊂ Rn,
1 ≤ r < p ≤ ∞, 1 ≤ q ≤ p e 0 ≤ k ≤ m. então,
‖u‖k,p ≤ C ‖u‖θm,q ‖u‖1−θLr(Ω) para u ∈Wm,q(Ω) ∩ Lr(Ω).
onde C é uma constante positiva e
θ =
(
k
n
+
1
r
− 1
p
)(
m
n
+
1
r
− 1
q
)−1
desde que 0 < θ ≤ 1 ( 0 < θ < 1 se p =∞ e mq = n ).
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1.1.9 O Espaço Wm,p0 (Ω)
Definição 1.1.47 Definimos o espaço Wm,p0 (Ω) como sendo o fecho de
C∞0 (Ω) em W
m,p(Ω).
Observações:
1. Wm,p0 (Ω) é um subespaço fechado de W
m,p(Ω).
2. Se Wm,p0 (Ω) = W
m,p(Ω), então µ(Rn\Ω) = 0.
3. Vale Wm,p0 (Rn) = Wm,p(Rn).
4. Quando p = 2, escreve-se Hm0 (Ω) em lugar de W
m,p
0 (Ω).
Proposição 1.1.48 ([27], pg. 61) Seja Ω ⊂ Rn aberto e limitado. Se
u ∈ H1(Ω) ∩ C(Ω) e u(x) = 0, ∀x ∈ Γ,
então u ∈ H10 (Ω).
Proposição 1.1.49 ([41], pg. 25) Sejam Ω e ω abertos do Rn tais
que ω ⊂ Ω e 1 ≤ p ≤ ∞. Então, a aplicação
.˜ : W 1,p0 (ω) 7−→ W 1,p0 (Ω)
u 7−→ u˜
dada por
u˜(x) =
 u(x) se x ∈ ω;0 se x ∈ Ω\ω,
está bem definida e é contínua. Além disso, vale a seguinte identidade:
∂u˜
∂xi
=
∂˜u
∂xi
, ∀u ∈W 1,p0 (ω), com 1 ≤ i ≤ n. (1.17)
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Proposição 1.1.50 (Desigualdade de Poincaré [5], pg. 134) Se
Ω ⊂ Rn é um conjunto aberto, limitado ao menos numa direção, e
1 ≤ p <∞. Então existe uma constante real e positiva C = C(Ω, p) tal
que
‖u‖1,p ≤ C ‖∇u‖Lp(Ω)n , ∀u ∈W 1,p0 (Ω).
Proposição 1.1.51 (Desigualdade de Sobolev [66], pg. 46) Seja
um conjunto Ω ⊂ Rn aberto e conexo com µ(Ω) <∞. Então
W 1,p0 (Ω) ↪→ L
np
n−p (Ω) se p < n
W 1,p0 (Ω) ↪→ C0(Ω) se p > n
Além disso, existe uma constante C = C(n, p), tal que ∀u ∈W 1,p0 (Ω),
‖u‖
L
np
n−p (Ω)
≤ C‖Du‖Lp(Ω) se p < n
sup
Ω
|u| ≤ Cµ(Ω) 1n− 1p ‖Du‖Lp(Ω) se p > n
Usando (1.13) e a Proposição (1.1.50) obtemos o seguinte Lema:
Lema 1.1.52 A função
‖ · ‖0 : H10 (Ω)→ R+
u 7→ ‖u‖0 = ‖∇u‖L2(Ω)n
Define uma norma em H10 (Ω) que é equivalente a ‖·‖H10 (Ω). Além disso,
H10 (Ω) com o seguinte produto interno
(u, v)0 = 〈〈∇u,∇v〉〉,
que induz a norma ‖ · ‖0, é um espaço de Hilbert.
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O Lema anterior induz a seguinte Proposição:
Proposição 1.1.53 A função
||| · |||0 : H10 (Ω)n → R+
u = (u1, · · · , un) 7→ |||u|||0 =
( n∑
i=1
‖∇ui‖2L2(Ω)n
) 1
2
Define uma norma em H10 (Ω)
n que é equivalente a ‖ · ‖H10 (Ω)n . Além
disso, H10 (Ω)
n com o seguinte produto interno
((u, v))0 =
n∑
i=1
(ui, vi), (1.18)
que induz a norma ||| · |||0, é um espaço de Hilbert.
Observação
1. Usando (1.8), se n ∈ N obtemos
Hm0 (Ω)
n ⊂ L2(Ω)n, Hm0 (Ω)n
L2(Ω)n
= L2(Ω)n (1.19)
2. Pela fórmula (1.12) temos
〈〈〈∇u,∇u〉〉〉 = |||u|||20. (1.20)
3. Sejam u ∈ H10 (Ω)n e n ∈ N, usando (1.20) obtemos
‖divu‖2L2(Ω) ≤ |||u|||20. (1.21)
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4. Usando (1.12) obtemos
〈〈〈∇u,∇v〉〉〉 =
n∑
i=1
n∑
j=1
〈
∂ui
∂xj
,
∂vi
∂xj
〉
. (1.22)
Lema 1.1.54 Seja Ω ⊂ Rn um conjunto aberto limitado e a, b con-
stantes reais tais que b2 > a2 > 0. Então,
((u, v))1 = a2〈〈〈∇u,∇v〉〉〉+ (b2 − a2)〈div u, div v〉
é um produto interno equivalente ao usual em H10 (Ω)
n definido em
(1.18).
Prova
Seja |||u|||21 = ((u, u))1, então usando (1.21) e (1.20) temos
|||u|||1 ≤ b|||u|||0.
Por outro lado, segue da hipótese b2 > a2 > 0 que
|||u|||1 ≥ a|||u|||0.
Teorema 1.1.55 Seja Ω ⊂ Rn aberto, limitado, conexo e com fronteira
de classe C2. Então, existe um conjunto
{wj}j∈N ⊂ H10 (Ω)n ∩H2(Ω)n (1.23)
que é um base Hilbertiana de H10 (Ω)
n ∩ H2(Ω)n, H10 (Ω)n e L2(Ω)n.
Além disso,
〈wi, wj〉L2(Ω)n = δi,j , ∀ i, j ∈ N. (1.24)
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Se Ω satisfaz as hipóteses do Teorema 1.1.55, definimos os seguintes
conjuntos:
Vm = [v1, v2, · · · , vm], Wm = [w1, w2, · · · , wm] ∀m ∈ N. (1.25)
Os espaços {Vm}m∈N e {Wm}m∈N satisfazem as seguintes propriedades:
1. dimVm, dimWm <∞, ∀m ∈ N;
2. Dados u ∈ H10 (Ω)n (ou H10 (Ω)n ∩ H2(Ω)n) e θ ∈ L2(Ω)n exis-
tem sequências (un)n∈N e (vn)n∈N tais que satisfazem as seguintes
condições:
 un ∈ Vn, θn ∈Wn, ∀n ∈ N;
 un
n→∞→ u em H10 (Ω)n (ou H10 (Ω)n ∩H2(Ω)n);
 θn
n→∞→ θ em L2(Ω)n.
Os espaços com as propriedades 1 e 2 acima são chamados de espaços
de aproximação de Galerkin.
1.1.10 O espaço W−m,q(Ω)
Definição 1.1.56 Suponha 1 ≤ p < ∞ e q > 1 tal que 1p + 1q = 1.
Representa-se por W−m,q(Ω) o dual topológico de Wm,p0 (Ω).
O dual topológico de Hm0 (Ω) representa-se por H
−m
0 (Ω).
Definição 1.1.57 (Operador de Prolongamento) Sejam n,m ∈ N,
1 ≤ p ≤ ∞ e Ω aberto do Rn. Se P : Wm,p(Ω) → Wm,p(Rn) é um
operador linear contínuo, tal que, P u|Ω = u q.s. em Ω, para cada
u ∈Wm,p(Ω). Então é chamado de operador de m-prolongamento rela-
tivo a Ω e p.
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Quando tal operador P existe diz-se que Ω tem a propriedade do m-
prolongamento.
1.1.11 Os espaços Hs(Rn), s ∈ R
Definição 1.1.58 Uma função u, definida em Rn é dita ser rapida-
mente decrescente no infinito se é infinitamente diferenciável e
pk(u) = sup
|α|≤k
sup
x∈Rn
(1 + |x|2)k|(Dαu)(x)| <∞, ∀k ∈ N.
Denotamos por S(Rn) o espaço das funções rapidamente decrescentes
no infinito.
Considere o espaço vetorial S(Rn), no qual definimos a seguinte
noção de convergência: uma sucessão {uν}ν∈N de funções de S(Rn)
converge para zero, quando para todo k ∈ N a sucessão {pk(uν)}ν∈N
converge para zero em R. A sucessão {uν}ν∈N converge para u em
S(Rn) se {pk(uν − u)}ν∈N converge para zero em R para todo k ∈ N.
As formas lineares definidas em S(Rn), contínuas no sentido da con-
vêrgencia definida em S(Rn) são denominadas distribuições temperadas.
O espaço vetorial de todas as distribuições temperadas com a convergên-
cia pontual de sucessões será representado por S′(Rn).
Definição 1.1.59 Se u ∈ S(Rn) ou u ∈ L1(Rn), então denotamos por
Fu a transformada de Fourier de u dada por
Fu(x) =
(
1
2pi
)n
2
∫
Rn
e−i(x.y)u(y)dy.
Definição 1.1.60 Seja u ∈ L2(Rn), uν = uχBν(0) onde χBν(0) é a
função característica da bola de raio ν e centro na origem, e Fuν , ν ∈ N,
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as funções
Fuν(x) =
(
1
2pi
)n
2
∫
‖y‖≤ν
e−i(x.y)uν(y)dy
para todo x ∈ Rn. Mostra-se que Fuν ∈ L2(Rn) e que {Fuν}ν∈N é uma
sucessão de Cauchy no espaço de Hilbert L2(Rn). O limite em L2(Rn)
da sucessão {Fuν}ν∈N denotado por Fu.
Teorema 1.1.61 ([27], pg. 42) Para toda função u ∈ L2(Rn) tem-se
que
‖u‖L2(Rn) = ‖Fu‖L2(Rn).
Teorema 1.1.62 ([27], pg. 52) O espaço Hm(Rn), m ∈ N coincide
com o conjunto
{u ∈ S′(Rn); JmFu ∈ L2(Rn)}
onde Jm é a função dada por Jm(x) = (1 + ‖x‖2)m2 , x ∈ Rn. Além
disso, a função ||| · |||m : Hm(Rn)→ R+ definida por
|||u|||m = ‖JmFu‖L2(Rn)
é uma norma equivalente à norma de Sobolev.
Definição 1.1.63 Para s ∈ R+, indicaremos por Hs(Rn) o conjunto
{u ∈ S′(Rn); JsFu ∈ L2(Rn)}
onde Js(x) = (1 + ‖x‖2) s2 , x ∈ Rn.
Teorema 1.1.64 ([17], pg. 192) Hs(Rn) é um espaço de Hilbert com
o produto interno dado por:
(u, v)Hs(Rn) = (JsFu, JsFv)L2(Rn).
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1.1.12 Os espaços Hs(Ω), s ∈ R
Definição 1.1.65 Um aberto Ω do Rn é dito ser bem regular se a fron-
teira de Ω é uma variedade C∞ de dimensão n−1 e Ω estando localmente
de um mesmo lado da fronteira.
Observação: Se R > 0, o interior de um círculo de raio R em R2 é um
exemplo de aberto bem regular. Já o interior de um quadrado de lado
R em R2 é um conjunto aberto, mas, não um aberto bem regular.
Definição 1.1.66 Sejam s ≥ 0 e Ω um conjunto aberto limitado bem
regular. O espaço de Sobolev Hs(Ω) é definido por
Hs(Ω) = {u = v|Ω; v ∈ Hs(Rn)}
onde v|Ω indica a restrição de v ao aberto Ω.
Para cada u ∈ Hs(Ω) tem-se que
‖u‖Hs(Ω) = inf{‖v‖Hs(Rn); v ∈ Hs(Rn) e v|Ω = u}
define uma norma em Hs(Ω).
Observações:
1. Se s ≥ r ≥ 0,
Hs(Ω) ↪→ Hr(Ω) onde H0(Ω) = L2(Ω). (1.26)
2. Hs(Ω), s > 0, é um espaço de Hilbert.
3. Hs(Ω) coincide com o espaço usual de Sobolev Hm(Ω), definido
anteriormente, se s = m ∈ N e se Γ for regular. Tal resultado é
provado usando a teoria do prolongamento.
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4. Hs0(Ω) é definido como sendo o fecho de C
∞
0 (Ω) em H
s(Ω). Além
disso, Hs0(Rn) = Hs(Rn).
5. H−s(Ω) é definido como sendo o dual de Hs0(Ω), s > 0.
1.1.13 Os espaços Hs(Γ), s ∈ R
Seja Ω um aberto limitado bem regular do Rn.
Definição 1.1.67 Seja Ω o fecho de Ω em Rn. Denotaremos por D(Ω)
o seguinte conjunto:
D(Ω) = {ϕ|Ω; ϕ ∈ D(Rn)}.
Observação: Se s ≥ 0.,
D(Ω) é denso em Hs(Ω). (1.27)
Definição 1.1.68 Denotaremos por D(Γ) o seguinte conjunto:
D(Γ) = {u : Γ→ R;u ∈ C∞(Γ) e tem suporte compacto em Γ}
onde Γ denota a fronteira de Ω.
Seja u : Ω → R. Então γ0u = u|Γ está bem definida como uma
função de Γ em R. Com isto tem-se que se u ∈ D(Ω) então γ0u ∈ D(Γ).
Definição 1.1.69 Um sistema de cartas locais para Ω é uma família
(ϕj , Uj)i∈J tal que J é um um sistema de indices e Uj é um aberto
limitado e,
1) para todo j ∈ J :
ϕ : U j → Q.
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onde Q = {(x1, · · · , xn) ∈ Rn; 0 < xi < 1, i = 1, · · · , n− 1 e −
1 < xn < 1} é um difeomorfismo de classe C∞ tal que
 ϕj(Uj ∩ Ω) = Q+ = {(x1, · · · , xn) ∈ Rn; 0 < xi < 1, i =
1, · · · , n};
 ϕj(U j ∩ Γ) = Γ0 = {(x1, · · · , xn) ∈ Rn; 0 < xi < 1, i =
1, · · · , n− 1 e xn = 0};
 ϕj(∂(Uj ∩ Ω)) = ∂Q+, ∀j ∈ J .
2) ∂Ω ⊂ U =
⋃
j∈J
Uj;
3) Se Uj ∩Uk 6= ∅ e se Wj = ϕj(Uj ∩Uk) e Wk = ϕk(Uj ∩Uk) então
ϕk(ϕ−1j ) : Wj →Wk e ϕj(ϕ−1k ) : Wk →Wj são de classe C∞.
Sejam (ψ1, U1), · · · , (ψN , UN ) um sistema de cartas locais e σ1, · · · , σN
funções testes do Rn tais que
N∑
i=1
σi(x) = 1, ∀x ∈ Γ e supp (σi) ⊂ Ui,
dada uma função w : Γ→ R, será construído as funções wj : Rn−1 → R,
j = 1, · · · , N definidas por:
wj(x′) =
 (σjw)(ψ−1j (x′, 0)), se x′ ∈ Ω0 = (0, 1)n−1;0 se x′ ∈ Rn−1 \ Ω0.
Definição 1.1.70 Denotaremos por Hs(Γ) o conjunto das funções w :
Γ → R tal que wj ∈ Hs(Rn−1), j = 1, · · · , N , onde wj são definidas
acima.
Hs(Γ) = {w : Γ→ K; wj ∈ Hs(Rn−1), j = 1, · · · , N}.
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Observações:
1. Para u, v ∈ Hs(Γ), a função
(u, v)Hs(Γ) =
N∑
j=1
(uj , vj)Hs(Rn−1)
define um produto interno sobre Hs(Γ).
2. Hs(Γ) é um espaço de Hilbert.
3. Seja s ∈ R
D(Γ) é denso em Hs(Γ). (1.28)
Teorema 1.1.71 ([27], pg. 101) A aplicação
γ0 : D(Ω)→ H 12 (Γ)
definida por γ0u = u|Γ, é contínua na topologia de H1(Γ), isto é, existe
uma constante positiva C tal que
‖γ0u‖
H
1
2
(Γ) ≤ C‖u‖H1(Ω).
Como D(Ω) é denso em Hs(Ω), segue do teorema acima que ex-
iste uma aplicação, que continuaremos denotando por γ0 de H1(Ω) em
H
1
2 (Γ) linear e contínua que extende Γ0, isto é, tal que γ0u = u|Γ para
toda u ∈ D(Ω). Esta aplicação γ0 : H1(Ω) → H 12 (Γ) é chamada de
função traço e seu valor em um dado u ∈ H1(Ω) é chamado o traço de
u sobre Γ.
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Teorema 1.1.72 ([27], pg. 102) Seja Ω um conjunto aberto limitado
bem regular do Rn. A função traço
γ0 : H1(Ω)→ H 12 (Γ)
é sobrejetiva e Ker(γ0) = H10 (Ω).
Observação:
Quando dizemos que u ∈ H10 (Ω) anula na fronteira de Ω, isto é, que
u = 0 sobre Γ, na verdade significa que γ0u = 0 sobre Γ.
Teorema 1.1.73 ([59], pg. 153) Existe uma aplicação linear e con-
tínua:
γ : Hm(Ω)→ Πm−1j=0 Hm−j−
1
2 (Γ)
tal que é sobrejetora e Ker(γ) = Hm0 e γ possui inversa à direita linear
e contínua, mais:
γu = (γ0u, γ1u, · · · , γm−1u)
=
(
u|Ω, ∂u
∂ν
|Ω, · · · , ∂
mu
∂νm
|Ω
)
, ∀u ∈ D(Ω) (1.29)
onde x ∈ Ω
(γju)(x) = u|Γ(x).
1.1.14 Teorema da Divergência e fórmulas de Green
Teorema 1.1.74 ([62], pg. 170) Sejam Ω ⊂ Rn aberto, limitado e
com fronteira regular (de classe C1) e F ∈ [C1(Ω)]n. Então, vale a
seguinte identidade de Gauss:∫
Ω
divF dx =
∫
Γ
F |Γ · η dΓ. (1.30)
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A partir deste teorema obtém-se a seguintes fórmulas∫
Γ
(f F )|Γ · ηdΓ =
∫
Ω
∇f · Fdx+
∫
Ω
f divFdx F ∈ [C1(Ω)]n; f ∈ C1(Ω)∫
Ω
(∆u)vdx = −
∫
Ω
∇u · ∇vdx+
∫
Γ
∂u
∂η
vdΓ u ∈ C2(Ω); v ∈ C1(Ω)∫
Ω
(∆u)vdx =
∫
Ω
u∆vdx+
∫
Γ
(
∂u
∂η
v − u∂v
∂η
)dΓ u, v ∈ C2(Ω).
Claro que estas fórmulas são válidas para u, v, f ∈ D(Ω) e F ∈
[D(Ω)]n, com Ω conjunto aberto limitado bem regular. Então as fórmu-
las podem ser reescrever da seguinte forma∫
Γ
γ0(f F ) · ηdΓ =
∫
Ω
∇f · Fdx+
∫
Ω
f divFdx∫
Ω
(∆u)vdx = −
∫
Ω
∇u · ∇vdx+
∫
Γ
(γ1u)(γ0v)dΓ∫
Ω
(∆u)vdx =
∫
Ω
u∆vdx+
∫
Γ
{(γ1u)(γ0v)− (γ0u)(γ1v)}dΓ
A aplicação
γ : D(Ω)→ H 32 (Γ)×H 12 (Γ)
u 7→ (γ0u, γ1u)
é linear e contínua e por (1.27) se extende aH2(Ω). Logo γ0u, γ0v, γ1u, γ1v ∈
L2(Γ) e γ0(f F ) ∈ [L2(Γ)]n. Assim ∀u, v ∈ H2(Ω), f ∈ H1(Ω) e
F ∈ [H1(Ω)]n temos a seguintes expressões
〈γ0(f F ), η〉L2(Γ) = 〈〈∇f, F 〉〉+ 〈divF, f〉
〈∆u, v〉 = −〈〈∇u,∇v〉〉+ 〈γ1u, γ0v〉L2(Γ)
〈∆u, v〉 = 〈u,∆v〉+ 〈γ1u, γ0v〉L2(Γ) − 〈γ0u, γ1v〉L2(Γ).
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Usando o Teorema 1.1.72 obtemos o seguinte resultado importante
Proposição 1.1.75 (Fórmulas de Green [27], pg. 102)∫
Ω
∇f · Fdx+
∫
Ω
f divFdx = 0 f ∈ H10 (Ω); F ∈ [H10 (Ω)]n, (1.31)∫
Ω
(∆u)vdx = −
∫
Ω
∇u · ∇vdx u ∈ H2(Ω); v ∈ H10 (Ω), (1.32)∫
Ω
(∆u)vdx =
∫
Ω
u∆vdx u, v ∈ H2(Ω) ∩H10 (Ω). (1.33)
Corolário 1.1.76 Seja Ω ⊂ Rn um conjunto aberto, limitado e com
fronteira de classe C2. Se u ∈ H1(Ω) e w ∈ W 1,∞(Ω), então uw ∈
H1(Ω) e vale a seguinte regra do produto:
∂(uw)
∂xi
= u
∂w
∂xi
+ w
∂u
∂xi
. ∀i ∈ {1, · · · , n} (1.34)
Além disso, se u ∈ H10 (Ω), então uw ∈ H10 (Ω).
Teorema 1.1.77 ([27], pg. 84) Sejam Ω aberto limitado do Rn em ∈
N. Então Hm+10 (Ω) está imerso compactamente em Hm0 (Ω), m ∈ Rn.
Além disso, se Ω for aberto, limitado e com a propriedade do m-prolonga-
mento então a imersão de Hm+1(Ω) em Hm(Ω) é compacta.
Teorema 1.1.78 ([15], pg. 317) Sejam Ω ⊂ Rn um conjunto aberto,
limitado, conexo e com fronteira de classe C2, f ∈ L2(Ω). Se u ∈ H10 (Ω)
é solução fraca do seguinte sistema:
−∆u = f em Ω (1.35)
u|Γ = 0 em Γ, (1.36)
isto é,
〈〈∇u,∇v〉〉 = 〈f, v〉, ∀ v ∈ H10 (Ω), (1.37)
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então
u ∈ H2(Ω) (1.38)
e existe uma constante real e positiva C, independente de f e u, tal que
‖u‖H2(Ω) ≤ C
(‖f‖L2(Ω) + ‖u‖L2(Ω)) .
e se u ∈ H10 (Ω) é a única solução fraca temos
‖u‖H2(Ω) ≤ C ‖f‖L2(Ω). (1.39)
Teorema 1.1.79 ([37], pg. 128) Sejam Ω ⊂ Rn um conjunto aberto,
limitado, conexo e com fronteira de classe C2, f ∈ L2(Ω)n e a e b
constantes reais com b2 > a2 > 0. Se u ∈ H10 (Ω)n é solução fraca do
seguinte sistema elástico:
u− a2 ∆u− (b2 − a2)∇divu = f em Ω (1.40)
u|Γ = 0 em Γ, (1.41)
isto é,
〈〈u, v〉〉+ ((u, v))1 = 〈〈f, v〉〉, ∀ v ∈ H10 (Ω)n, (1.42)
então
u ∈ H2(Ω)n (1.43)
e existe uma constante real e positiva C, independente de f e u, tal que
‖u‖H2(Ω)n ≤ C ‖f‖L2(Ω)n . (1.44)
40
Corolário 1.1.80 ([37], pg. 128) Sejam Ω ⊂ Rn um conjunto aberto,
limitado, conexo e com fronteira de classe C2, f ∈ L2(Ω)n e a e b con-
stantes reais com b2 > a2 > 0. Se u ∈ H10 (Ω)n é solução fraca do
sistema elástico:
−a2 ∆u− (b2 − a2)∇divu = f em Ω (1.45)
u|Γ = 0 em Γ (1.46)
isto é,
((u, v))0 = 〈〈f, v〉〉, ∀ v ∈ H10 (Ω)n, (1.47)
então
u ∈ H2(Ω)n
e existe uma constante real e positiva C, independente de f e u, tal que
‖u‖H2(Ω)n ≤ C ‖f‖L2(Ω)n . (1.48)
1.1.15 Espaços Lp(I,X) e Distribuições Vetoriais
Nesta seção apresentamos alguns resultados sobre a integral de funções
vetoriais definidas no intervalo I = (0, T ), 0 < T <∞, tomando valores
num espaço de Banach X.
Definição 1.1.81 φ : I → X, é dita simples se existerem α1, · · · , αm
escalares e I1, · · · , Im, subconjuntos mensuráveis de I com Ii ∩ Ij = ∅,
∀i 6= j, I = ∪mk=1Ik, tais que
φ(t) = Σmk=1αkχk(t). (1.49)
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Onde χk, é a função característica do conjunto Ik = {t ∈ I : φ(t) = αk}.
Definição 1.1.82 Dizemos que uma função u : I 7−→ X é fortemente
mensurável se existirem um subconjunto N ⊂ I, de medida de Lebesgue
nula, e uma sequência (un)n∈N de funções simples tais que
u(t) = lim
n→∞un(t), ∀ t ∈ I\N.
Notamos que se u : I 7−→ X é uma função fortemente mensurável, então
a função ‖u(·)‖X : I 7−→ R é Lebesgue mensurável.
Teorema 1.1.83 ([38], pg. V-8) Sejam X um espaço de Banach sep-
arável. Então, uma função u : I 7−→ X é fortemente mensurável se, e
somente se, ∀ f ∈ X ′, a função f(u) : I 7−→ R é Lebesgue mensurável.
Definição 1.1.84 Se φ : I → X, é simples com representação (1.49),
então a integral de Bochner de φ, é definida por
∫
I
φ(s)ds =
m∑
k=1
αk|Ik|. (1.50)
Definição 1.1.85 Dizemos que uma função u : I 7−→ X fortemente
mensurável é integrável no sentido de Bochner se existe uma sequência
(un)n∈N : I → X de funções simples tal que
lim
n→∞
∫
I
‖un(t)− u(t)‖X dt = 0.
Neste caso, definimos a integral de Bochner de u∫
I
u(t) dt = lim
n→∞
∫
I
un(t) dt.
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Teorema 1.1.86 ([38], pg. V-8) Seja u : I 7−→ X uma função forte-
mente mensurável, então u é integrável no sentido de Bochner (u ∈
L1(I,X)) se e somente se a função ‖u(·)‖X : I 7−→ R está em L1(I).
Lema 1.1.87 ([38], pg. V-8) Sejam X,Y espaços de Banach e A :
X → Y um operador linear limitado. Se u : I 7−→ X está em L1(I,X),
então 〈
A,
∫
I
u(t) dt
〉
=
∫
I
〈A, u(t)〉 dt.
Corolário 1.1.88 ([38], pg. V-9) Sejam H um espaço de Hilbert. Se
u : I 7−→ H é integrável no sentido de Bochner, então〈
x,
∫
I
u(t) dt
〉
H
=
∫
I
〈x, u(t)〉H dt, ∀x ∈ H.
Teorema 1.1.89 ([38], pg. V-10) L1(I,X) é um espaço de Banach
com a norma definida por
‖u‖L1(I,X) =
∫
I
‖u(t)‖dt.
Definição 1.1.90 Designamos por Lp(I,X), 1 ≤ p ≤ ∞ o espaço ve-
torial das (classes de) funções vetoriais u : I 7−→ X fortemente mensu-
ráveis e tais que a função numérica ‖u(t)‖X está em Lp(I).
Teorema 1.1.91 ([38], pg. V-10) Lp(I,X), 1 ≤ p ≤ ∞, munido da
norma dada por
‖u‖Lp(I,X) =

(∫
I
‖u(t)‖pX dt
) 1
p
se 1 ≤ p <∞
supesst∈I‖u(t)‖X se p =∞
é um espaço de Banach.
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Observações:
1. Lploc(I,X), 1 ≤ p ≤ ∞, é dado pelas (classes de ) funções vetoriais
u : I 7−→ X fortemente mensuráveis e tais que a função numérica
‖u(t)‖X está em Lp(J), ∀J ⊂ I, com J intevalo aberto.
2. Das definições anteriores é evidente
Lp(I,X) ⊂ L1loc(I,X). (1.51)
3. Notamos que se p = 2 e X = Hn é um espaço de Hilbert então
L2(I,Hn) é um espaço de Hilbert com o seguinte produto interno:
〈u, v〉n =
∫
I
〈u, v〉Hn dt. (1.52)
Teorema 1.1.92 ([38], pg. V-10) Sejam X e Y dois espaços de Ba-
nach e suponhamos que X ↪→ Y ; isto é, X ⊂ Y com imersão contínua.
Se 1 ≤ r ≤ s ≤ ∞; então Ls(I,X) ↪→ Lr(I, Y ).
Teorema 1.1.93 ([38], pg. V-11) Sejam X um espaço de Banach.
Então, valem as seguintes afirmações.
1. Se X reflexivo, 1 < p <∞, 1 < q <∞, 1
p
+
1
q
= 1, então
[Lp(I,X)]′ ∼= Lq(I,X ′). (1.53)
2. Se p = 1 e X é reflexivo ou X ′ é separável, então
[L1(I,X)]′ ∼= L∞(I,X ′) (1.54)
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3. A dualidade entre estes espaços vem dada na forma integral por
〈u, v〉Lq(I,X′),Lp(I,X) =
∫ T
0
〈u(t), v(t)〉X′,Xdt. (1.55)
4. Se 1 < p <∞, 1 < r <∞ e Ω ⊂ Rn aberto, então
[Lp(I, Lr(Ω))]′ ∼= Lq(I, Ls(Ω)). (1.56)
onde
1
p
+
1
q
= 1 e
1
s
+
1
r
= 1.
5. Sejam Ω ⊂ Rn aberto e limitado, 1 ≤ p ≤ ∞. Então
Lp(I, Lp(Ω)) ∼= Lp(I × Ω). (1.57)
Lema 1.1.94 ([9], pg. 59) Sejam H um espaço de Hilbert separável.
Se E ⊂ H é um subespaço vetorial denso,
E = {ψ u; ψ ∈ D(I) e u ∈ E} (1.58)
é um conjunto denso em L2(I,H).
Teorema 1.1.95 ([33], pg. 58) Sejam 1 < p0, p1 < ∞, B0 ↪→ B ↪→
B1, B0 imerso compactamente em B, com B0, B e B1 espaços de Ba-
nach, B0 e B1, espaços reflexivos. Considere
W p0,p1(I;B0, B1) = {v ∈ Lp0(I,B0), v′ ∈ Lp1(I,B1)}
com a norma
‖u‖W := ‖u‖Lp0 (I,B0) + ‖u′‖Lp1 (I,B1).
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Então W p0,p1(I;B0, B1) é um espaço de Banach e está imerso contin-
uamente e compactamente em Lp0(I,B)
Proposição 1.1.96 ([6], pg. A-19) Sejam E um espaço de Hilbert
separável. Se u ∈W 1(I;H), então existe x0 ∈ E tal que
u(t) = x0 +
∫ t
0
u′(r) dr, para quase todo t ∈ I. (1.59)
Além disso, se u′ é contínua em I, então temos o seguinte limite:
lim
h→0
1
h
∫ t+h
t
u′(r) dr = u′(t), ∀ t ∈ I. (1.60)
Definição 1.1.97 Denotamos por C0(I,X), o espaço vetorial das funções
ϕ : I → X tais que lim
s→s0
‖ϕ(s)− ϕ(s0)‖X = 0, ∀s0 ∈ I e suppϕ ⊂⊂ I.
Teorema 1.1.98 ([65], pg. 249) C0(I;X) munido com a norma dada
por
‖ϕ‖C(I,X) = max
t∈supp (ϕ)
‖ϕ(t)‖
é um espaço de Banach.
Definição 1.1.99 Denotamos por D(I,X), o espaço vetorial das funções
ϕ : I → X tais que diϕdtj ∈ C0(I,X), ∀j ∈ N.
Teorema 1.1.100 Seja 1 ≤ p ≤ ∞. Então vale a inclusão
D(I,X) ⊂ Lp(I,X). (1.61)
Teorema 1.1.101 Seja 1 ≤ p < +∞. Então D(I,X) é denso em
Lp(I,X).
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Teorema 1.1.102 ([67], pg. 422) Sejam E um espaço de Hilbert sep-
arável e 0 < T <∞. Então, temos a seguinte inclusão:
W 1(I, E) ↪→ C(I, E). (1.62)
Além disso, ∀ s, t ∈ I, tal que s ≤ t e ∀u, v ∈ W 1(I;E), temos a
seguinte fórmula de integração por partes:
〈u(t), v(t)〉E − 〈u(s), v(s)〉E =
∫ t
s
〈u′(r), v(r)〉E + 〈u(r), v′(r)〉E dr.
(1.63)
Sob as hipóteses do teorema anterior obtemos:
1
2
‖u(t)‖2E −
1
2
‖u(s)‖2E =
∫ t
s
〈u′(r), u(r)〉E dr. (1.64)
Teorema 1.1.103 (Aubin-Lions, [59], pg. 122) Sejam E um espaço
de Hilbert separável. Então, a inclusão
W 1(I;E) ↪→ L2(I, E). (1.65)
Definição 1.1.104 O espaço das transformações lineares e contínuas
de D(I) em X, ou seja, L(D(I), X) é denominado espaço das dis-
tribuições vetoriais de I em X e denotado por D′(I,X).
Dado u ∈ Lp(I,X), 1 ≤ p ≤ ∞, definimos
Tu : D(I)→ X
ϕ 7→
∫ T
0
u(t)ϕ(t)dt, (1.66)
onde a integral é no sentido de Bochner em X. A aplicação Tu é linear
e contínua de D(I) em X e por esta razão é uma distribuição vetorial.
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Teorema 1.1.105 Seja 1 ≤ p ≤ ∞, então Lp(I,X) ⊂ D′(I,X).
Prova
Usar a definição anterior e a prova da inclusão 1.10.
Lema 1.1.106 Se w ∈ Lp(I,X) e
∫
I
w(s)ϕ(s)ds = 0, ∀ϕ ∈ D(I),
então w(s) = 0 quase sempre em I.
Prova
Usando o Teorema 1.1.92, w ∈ L1(I,X). Logo, aplicando o Lema
1.1.87 para A ∈ X ′ e a hipotese obtemos
∫ T
0
ϕ(s)A(w(s)) ds =
∫ T
0
A(ϕ(s)w(s)) ds
= A(
∫ T
0
ϕ(s)w(s)) ds = 0, ∀ϕ ∈ D(0, T ).
Como |A(w(s))| ≤ ‖A‖X′‖w(s)‖X < ∞, temos A(w(s)) ∈ L1(I). Us-
ando o Teorema 1.1.39, temos A(w(s)) = 0, q.s. em I. Finalmente
usando o Corolario de Hanh-Banach(Ver [5], pg. 4), w(s) = 0, q.s. em
I.
1.1.16 Existência e unicidade de uma equação or-
dinária autônoma
Teorema 1.1.107 ([12], pg. 146) Seja f : U 7−→ Rn. Uma função
continuamente diferenciável no aberto U ⊂ Rn. Então dados t0 ∈ R e
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x0 ∈ U quaisquer, existe uma única solução do problema de valor inicial
(PV I)
 x′ = f(x),x(t0) = x0
definida num intervalo aberto (t0 − α, t0 + α), para certo α = α(t0, x0)
positivo.
Observação A solução x : (t0 − α, t0 + α)→ Rn é de classe C2.
Definição 1.1.108 Dizemos que I é um intervalo máximo da solução
de (PVI) por x0 se, dada qualquer solução x : J → Rn de (PVI) temos
J ⊂ I.
Existem dois motivos básicos para um intervalo máximo ser finito:
ou a solução em E tende ao infinito de Rn ou à fronteira do domínio E.
Teorema 1.1.109 ([12], pg. 149) Seja x : I(x0) → Rn a solução
máxima de (PVI), definida no intervalo máximo I(x0) = (α, β). Se
β ∈ (0,+∞) então, dado qualquer compacto K ⊂ U , existe t ∈ (0, β)
tal que x(t) ∈ U \ K. Analogamente, se α < 0 então, dado qualquer
compacto K ⊂ U , existe t ∈ (α, 0) tal que x(t) ∈ U \K.
Uma consequência bastante útil é a que segue
Corolário 1.1.110 ([12], pg. 149) Se f tem domínio Rn e se x : I →
Rn é uma solução de (PVI) tal que |x(t)| é limitado para todo t ∈ I,
então I = R.
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Capítulo 2
Existência e Unicidade
2.1 Hipóteses adicionais
Nesta seção, seguindo [63], impomos algumas hipóteses sobre a função
ρ que são suficientes para provarmos a existência e unicidade de soluções
globais fortes para o sistema termoelástico. As hipóteses assumidas
neste trabalho generalizam o caso ρ(x, s) = a(x) |s|p s, para 0 ≤ p <∞
e a : Ω 7−→ [0,∞) uma função contínua.
Seja Ω ⊂ Rn aberto e limitado. Daqui em diante consideramos uma
função
ρ : Ω× Rn 7−→ Rn
(x, s) 7−→ ρ(x, s)
tal que satisfaz as seguintes condições:
1. ρ e
∂ρ
∂si
são contínuas em Ω× Rn, ∀ 1 ≤ i ≤ n;
2. ρ(x, s) . s ≥ 0, ∀ (x, s) ∈ Ω× Rn;
3. ξT .
∂ρ
∂s
(x, s) . ξ ≥ 0, ∀ (x, s) ∈ Ω× Rn, ∀ ξ ∈ Rn;
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4. Existem constantes positivas K0, K1, K2 e K3, e números reais
p, r, −1 < r < +∞, −1 < p ≤ 2
n− 2 se n ≥ 3 e −1 < p < +∞ se
n = 2, tais que:
(a) K2a(x)|s|r+2 ≤ ρ(x, s) . s e |ρ(x, s)| ≤ K0a(x)(|s|r+1 + |s|),
para |s| ≤ 1.
(b) K3a(x)|s|p+2 ≤ ρ(x, s) . s e |ρ(x, s)| ≤ K1a(x)(|s|p+1 + |s|),
para |s| ≥ 1.
com a : Ω→ R+, uma função em L∞(Ω).
Usando os itens 1 e 3 acima e a Proposição do Valor Médio, temos
que ∀ (x, s, s˜) ∈ Ω× Rn × Rn
(ρ(x, s)− ρ(x, s˜)) . (s− s˜) = (s− s˜)T . ∂ρ
∂s
(x, θ s+ (1− θ) s˜) (s− s˜) ≥ 0,
(2.1)
para algum 0 ≤ θ ≤ 1 e dependendo de s, s˜ e x.
Definição 2.1.1 Definimos a seguinte energia para o sistema termoelás-
tico:
E : [0,∞) 7−→ [0,∞)
t 7−→ 1
2
[
‖u′(t)‖2L2(Ω)n + |||u(t)|||21 + ‖θ(t)‖2L2(Ω)n
]
.
Se T ≥ 0, então definimos também a seguinte função:
∆E : [0,∞) 7−→ R+0
t 7−→ E(t)− E(t+ T ).
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Um resultado imediato desta definição é
dE(t)
dt
= 〈〈u′′, u′〉〉+ ((u, u′))1 + 〈θ′, θ〉.
Seja I = (0, T ), fazendo o produto interno da equação dada em (2.11)
por u′ e da equação dada em (2.12) por θ em L2(I, L2(Ω)n), somando
os resultados, usando (1.31) e aplicando a fórmula de integração por
partes dada no Teorema 1.1.102, obtemos a seguinte igualdade:
E(t) = −
∫ t
0
(
〈〈ρ(·, u′(s)), u′(s)〉〉+ ‖∇θ(s)‖2L2(Ω)n
)
ds+E(0), ∀ t ≥ 0.
(2.2)
Logo, usando as hipótese dada na seção 2.1, temos ∆E(t) = E(0)−
E(t) ≥ 0 deste modo, temos que a função energia E(t) é não crescente.
De forma análoga, obtemos a seguinte igualdade:
∆E(t) =
∫ t+T
t
(
〈〈ρ(·, u′(s)), u′(s)〉〉+ ‖∇θ(s)‖2L2(Ω)n
)
ds, ∀T, t ≥ 0.
(2.3)
Além disso, se Ω for um conjunto aberto e limitado ao menos numa
direção, então, aplicando a Proposição(1.1.50), existe uma constante
real e positiva C tal que
∫ t+T
t
‖θ(s)‖2L2(Ω)n ds ≤ C
∫ t+T
t
‖∇θ(s)‖2L2(Ω)n ds, ∀T, t ≥ 0. (2.4)
2.2 Teorema de existência e unicidade
Nesta seção enunciamos o Teorema de Existência e Unicidade
de soluções globais fortes para o sistema termoelástico. A prova deste
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teorema é feita na seção seguinte.
Teorema 2.2.1 (Existência e Unicidade) Sejam Ω ⊂ Rn aberto,
limitado, conexo e com fronteira de classe C2 e b2 > a2 > 0. Então,
dado
(u0, u1, θ) ∈
(
H10 (Ω)
n ∩H2(Ω)n)×H10 (Ω)n × (H10 (Ω) ∩H2(Ω)), (2.5)
existe, para um intervalo I = (0, T ) com T > 0 arbitrário, um único par
(u, θ) ∈ L∞(I,H10 (Ω)n ∩H2(Ω)n)× L∞(I,H10 (Ω) ∩H2(Ω)) (2.6)
u ∈ C([0, T ), H10 (Ω)n) ∩ C1([0, T ), L2(Ω)n), (2.7)
θ ∈ C([0, T ), H10 (Ω) ∩H2(Ω)), (2.8)
(u′, θ′) ∈ L∞(I,H10 (Ω)n)× L∞(I, L2(Ω)), (2.9)
u′′ ∈ L∞(I, L2(Ω)n), (2.10)
e que satisfaz as seguintes igualdades:
u′′ − a2 ∆u− (b2 − a2)∇divu+∇θ + ρ(x, u′) = 0
em L2(I, L2(Ω)n); (2.11)
θ′ −∆θ + divu′ = 0 em L2(I, L2(Ω)); (2.12)
u(0) = u0, u′(0) = u1, θ(0) = θ0.
Começamos provando que as expressões dadas no lado esquerdo de
(2.11) e (2.12) estão nos espaços adequados.
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Lema 2.2.2 Suponha válida as hipóteses do Teorema 2.2.1. Se o par
(u, θ) satisfaz (2.6), (2.9) e (2.10), então temos as seguintes afirmações:
u′′, ∆u, ∇divu,∇θ, ρ(x, u′) ∈ L∞(I, L2(Ω)n); (2.13)
θ′, ∆θ, divu′ ∈ L∞(I, L2(Ω)). (2.14)
Prova Como consequência das hipóteses, do Teorema 1.1.92 e das de-
sigualdades em (1.13) e (1.14), temos
u′′, ∆u, ∇divu,∇θ ∈ L∞(I, L2(Ω)n);
θ′, ∆θ, divu′ ∈ L∞(I, L2(Ω)).
Seja B = {x ∈ Ω : |u′(x)| ≤ 1}, então pelo item 4 das hipóteses sobre a
função ρ, obtemos∫
Ω
|ρ(x, u′(x))|2 dx =
∫
B
|ρ(x, u′(x))|2 dx+
∫
Ω\B
|ρ(x, u′(x))|2 dx
∫
Ω
|ρ(x, u′(x))|2 dx ≤
I1︷ ︸︸ ︷∫
B
2K20a(x)
2(|u′(x)|2r+2 + |u′(x)|2) dx+∫
Ω\B
2K21a(x)
2(|u′(x)|2p+2 + |u′(x)|2) dx︸ ︷︷ ︸
I2
Se r ≥ 0 então, I1 ≤ 4K20‖a‖2∞‖u′‖2L2(Ω)n .
Se−1 < r < 0, então I1 ≤ 4K20‖a‖2∞
∫
B
|u′(x)|2r+2dx ≤ 4K20‖a‖2∞|Ω|‖u′‖2r+2L2(Ω)n .
Se n ≥ 3 e −1 < p ≤ 2n−2 então, −1 < p ≤ 2 logo
 Se −1 < p ≤ 0 então, I2 ≤ 4K21‖a‖2∞|Ω|‖u′‖2L2(Ω)n .
 Se 0 < p ≤ 2 então, I2 ≤ 4K21‖a‖2∞|Ω|‖u′‖2p+2L2(Ω)n .
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Se n = 2 ou 1 e −1 < p < +∞ a prova é similar. Logo, como I1, I2 são
finitos então a função ρ(x, u′) ∈ L2(Ω)n.
A seguir obtemos a formulação variacional; um sistema de equações
equivalente às equações dadas em (2.11) e (2.12) e que são úteis na prova
de existência.
Lema 2.2.3 Suponha válida as hipóteses do Teorema 2.2.1. Seja (u, θ)
um par que satisfaz (2.6), (2.9) e (2.10). Então, (u, θ) satisfaz as
equações dadas em (2.11) e (2.12) se, e somente se, valem as seguintes
igualdades:
〈〈u′′, w〉〉+ ((u,w))1 + 〈〈∇θ, w〉〉+ 〈〈ρ(·, u′), w〉〉 = 0
em D′(I), ∀w ∈ H10 (Ω)n, ∀T > 0;
(2.15)
〈θ′, z〉+ 〈〈∇θ,∇z〉〉 − 〈〈u′,∇z〉〉 = 0 em D′(I), ∀ z ∈ H10 (Ω),∀T > 0.
(2.16)
Prova
Começamos provando a necessidade. Fixamos T > 0. Sejam ψ ∈
D(I), w ∈ H10 (Ω)n e z ∈ H10 (Ω). Então, usando (1.8) e (1.19) temos∫ T
0
‖w(x)ψ(t)‖2L2(Ω)ndt = ‖w(x)‖2L2(Ω)n‖ψ(t)‖2L2(I) < +∞,
assim,
wψ ∈ L2(I, L2(Ω)n).
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De igual forma, para z ∈ H10 (Ω)n obtemos
z ψ ∈ L2(I, L2(Ω)).
Tomando o produto interno de wψ em ambos os lados da equação
dada em (2.11) no espaço L2(I, L2(Ω)n) e de z ψ em ambos os lados
da equação dada em (2.12) no espaço L2(I, L2(Ω)), tem-se
〈〈u′′, w ψ〉〉−a2〈〈∆u,w ψ〉〉 − (b2 − a2)〈〈∇divu,w ψ〉〉
+ 〈〈∇θ, w ψ〉〉〈〈ρ(·, u′), w ψ〉〉 = 0; (2.17)
〈θ′, zψ〉+ 〈∆θ, zψ〉+ 〈divu′, zψ〉 = 0. (2.18)
Aplicando a definção (1.52), as fórmulas (1.30), (1.32) e (1.33) e usando
o fato de que u(t), θ(t) ∈ H2(Ω)n e u′(t) ∈ H10 (Ω)n, obtemos∫ T
0
ψ(t)[〈〈u′′(t), w〉〉+ ((u(t), w))1 + 〈〈∇θ(t), w〉〉+ 〈〈ρ(·, u′(t)), w〉〉]dt = 0∫ T
0
ψ(t)[〈θ′(t), z〉+ 〈〈∇θ(t),∇z〉〉 − 〈〈u′(t),∇z〉〉] = 0, ∀ψ ∈ D(I).
Logo usando as hipóteses e o Teorema 1.1.39 obtemos facilmente as
equações dadas em (2.15) e (2.16).
Vamos provar a suficiência. A partir da hipóteses, aplicando uma
argumento parecido como na prova da necessidade, pode-se obter:
〈〈u′′ − a2 ∆u− (b2 − a2)∇divu+∇θ + ρ(·, u′), wψ〉〉 = 0,
∀w ∈ H10 (Ω)n ∀ψ ∈ D(I), ∀T > 0; (2.19)
〈θ′ −∆θ + divu′, zψ〉 = 0, ∀ z ∈ H10 (Ω), ∀ψ ∈ D(I), ∀T > 0.
(2.20)
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Aplicando (1.19), Lema 1.1.94 e a continuidade do produto interno
temos ∀T > 0
〈〈u′′ − a2 ∆u− (b2 − a2)∇divu+∇θ + ρ(·, u′), v1〉〉 = 0,
∀ v1 ∈ L2(I, L2(Ω)n);
〈θ′ −∆θ + divu′, v2〉 = 0, ∀ v2 ∈ L2(I, L2(Ω)).
Logo, usando (1.51) o resultado segue.
2.3 Prova de existência e unicidade
2.3.1 Unicidade
Sejam (u, θ) e (u, θ) como no Teorema 2.2.1. Fixamos T > 0. Então,
obtemos as seguintes igualdades:
(u′′ − u′′)−a2 ∆(u− u)− (b2 − a2)∇div (u− u) +∇(θ − θ)
+ (ρ(·, u′)− ρ(·, u′)) = 0 em L2(I, L2(Ω)n); (2.21)
(θ′ − θ′)−∆(θ − θ) + div (u′ − u′) = 0 em L2(I, L2(Ω)). (2.22)
Somando o produto interno da equação dada em (2.21) por (u′ −
u′) no espaço L2(I, L2(Ω)n) com o produto interno da equação dada
em (2.22) por (θ − θ) no espaço L2(I, L2(Ω)), logo usando a definição
(1.52), as fórmulas (1.30), (1.32), (1.33) também u(t), u(t) ∈ H2(Ω)n,
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u′(t), u′(t) ∈ H10 (Ω)n e θ ∈ H2(Ω) ∩H10 (Ω), obtemos
I(T ) +
∫ T
0
[〈〈(ρ(·, u′(t))− ρ(·, u′(t))), (u′ − u′)(t)〉〉
+ 〈〈∆(θ − θ)(t), (θ − θ)(t)〉〉]dt = 0, (2.23)
onde
I(T ) =
∫ T
0
[〈〈(u′′ − u′′)(t), (u′ − u′)(t)〉〉
+ (((u− u)(t), (u′ − u′)(t)))1 + 〈〈(θ′ − θ′)(t), (θ − θ)〉〉]dt.
(2.24)
Usando (2.23) e a desigualdade (2.1) obtemos I(T ) ≤ 0. Por outro lado
aplicando (2.24), a fórmula de integração por partes dada pela fórmula
(1.64) e as condições iniciais do problema para (u, θ) e (u, θ), obtemos:
‖u′(T )− u′(T )‖2L2(Ω)n + |||u(T )− u(T )|||21
+ ‖θ(T )− θ(T )‖2L2(Ω) ≤ ‖u′(0)− u′(0)‖2L2(Ω)n
+ |||u(0)− u(0)|||21 + ‖θ(0)− θ(0)‖2L2(Ω)n = 0. (2.25)
Finalmente pela arbitrariedade de T , temos que
u ≡ u e θ ≡ θ.
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2.3.2 Existência
Na prova da existência no Teorema 2.2.1, seguimos o conhecido
método de Faedo-Galerkin. Esse método é baseado na construção de
problemas projetados sobre os espaços de aproximação de Galerkin.
Usando teoria de equações diferenciais ordinárias, garantimos a existên-
cia de soluções suaves para os problemas projetados, que são chamadas
soluções aproximadas. Estabelecemos algumas estimativas para mostrar
que a sequência de soluções aproximadas é limitada em algúm espaço
adequado. Atráves de compacidade, extraímos uma subsequência con-
vergente. Mostramos que o limite desta subsequência é solução do prob-
lema original. Nesta subseção, dividimos o método nas seguintes etapas:
1. Problema aproximado em espaço de dimensão finita;
2. Estimativas à priori;
3. Extração de uma subsequência convergente à um par (u, θ) can-
didato a solução do sistema termo-elástico;
4. Passagem ao limite no primero item;
5. Regularidade da solução (u, θ);
6. Análise das condições iniciais.
Problema aproximado
Consideramos {vν}ν∈N e {wν}ν∈N bases Hilbertianas para os espaços
H10 (Ω)
n ∩H2(Ω)n e H10 (Ω) ∩H2(Ω) respectivamente.
Resolve-se inicialmente, um problema aproximado num subespaço
de dimensão finita, isto é, projetar as equações (2.15) e (2.16) sobre o
subespaço Vm ×Wm de dimensão finita, para um m ∈ N fixo, onde Vm
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é o subespaço gerado por {v1, · · · , vm} e Wm é o subespaço gerado por
{w1, · · · , wm},
Vm = [v1, . . . , vm] e Wm = [w1, . . . , wm], ∀m ∈ N. (2.26)
Procura-se algum tempo tm, o maior possível, num intervalo [0, T ], para
um T > 0 arbitrário fixo e funções
um : [0, tm) 7−→ Vm e θm : [0, tm) 7−→Wm (2.27)
que satisfaçam o seguinte problema de valor inicial:
Pm

〈〈u′′m, v〉〉+ ((um, v))1 + 〈〈∇θm, v〉〉+ 〈〈ρ(·, u′m), v〉〉 = 0, ∀v ∈ Vm
〈θ′m, w〉+ 〈〈∇θm,∇w〉〉 − 〈〈u′m,∇w〉〉 = 0. ∀w ∈Wm
um(0) = u0m ∈ Vm
u′m(0) = u1m ∈ Vm
θm(0) = θ0m ∈Wm,
onde
u0m =
m∑
k=1
akmvk, u1m =
m∑
k=1
bkmvk e θ0m =
m∑
k=1
ckmwk
são as projeções de
u0 =
∞∑
k=1
akmvk, u1 =
∞∑
k=1
bkmvk e θ0 =
∞∑
k=1
ckmwk
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Assim é imediato ver a convergência forte
u0m → u0, em H10 (Ω)n ∩H2(Ω)n
u1m → u1 em H10 (Ω)n
θ0m → θ0 em H10 (Ω) ∩H2(Ω).
(2.28)
Observação Pelo fato da convergência (2.28) e usando as desigualdades
(1.13), (1.14), (1.15) e (1.21), pode-se garantir que os termos
‖∆u0,m‖L2(Ω)n , ‖∇divu0,m‖L2(Ω)n ,
‖∆θ0,m‖L2(Ω)n e ‖divu1,m‖L2(Ω)n (2.29)
são limitados para todo m ∈ N.
Utilizando as propriedades de base Hilbertiana, podemos garantir que
existiram um sistema contínuo de escalares, isto é, funções suaves
gkm : [0, T ) 7−→ R e hkm : [0, T ) 7−→ R, ∀ 1 ≤ k ≤ m,
tal que podemos escrever
um(t) =
m∑
k=1
gkm(t) vk, (2.30)
θm(t) =
m∑
k=1
hkm(t)wk. (2.31)
Substituindo estes valores no problema (Pm) e tomando v = vj e w = wj
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para j = 1 · · ·m, tem-se
m∑
k=1
[Ak jg′′km(t) +Bk jgjm(t) + Ck jhkm(t)] = −〈〈ρ(·,
m∑
k=1
g′km(t)vk), vj〉〉
∀ 1 ≤ j ≤ m, ∀ 0 ≤ t < tm; (2.32)
m∑
k=1
[Dk jh′km(t) + Ek jhkm(t)− Fk jg′km(t) = 0
∀ 1 ≤ j ≤ m, ∀ 0 ≤ t < tm (2.33)
gkm(0) = akm g′km(0) = bkm hkm(0) = ckm ∀ 1 ≤ k ≤ m.
(2.34)
Definimos
Am, Bm, Cm, Dm, Em e Fm ∈Mm×m(R)
cujas componentes são
Amk j = 〈〈vk, vj〉〉 Bmk j = ((vk, vj))1 Cmk j = 〈〈∇wk, vj〉〉
Dmk j = 〈wk, wj〉 Emk j = 〈〈∇wk,∇wj〉〉 Fmk j = 〈〈vk,∇wj〉〉.
Vamos introduzir a seguinte mudança de variável
y = y(t) = (y1, · · · , ym) onde yk(t) = gkm(t), k = 1, · · · ,m,
x = x(t) = (x1, · · · , xm) onde xk(t) = hkm(t), k = 1, · · · ,m.
Podemos reescrever as equações (2.32) e (2.33) da seguinte forma ma-
tricial
62
Amy
′′ +Bmy + Cmx = Gm1 (y
′)
Dmx
′ + Emx− Fmy′ = 0,
onde
Gm1 (y
′) =

−〈〈ρ(·,
m∑
k=1
y′kvk), v1〉〉
...
−〈〈ρ(·,
m∑
k=1
y′kvk), vm〉〉

.
Introduzimos a variável auxiliar
φm(t) = (y(t), y′(t), x(t)),
φ0 = (a1m, · · · , amm, b1m, · · · , bmm, c1m, · · · , cmm).
e também a função
Gm : R3m 7−→ R3m
(s1, · · · , s3m) 7−→
0, · · · , 0︸ ︷︷ ︸
m vezes
, Gm1 (sm+1, · · · , s2m), 0, · · · , 0︸ ︷︷ ︸
m vezes
 ,
Observações
1. É claro que a função Gm é continuamente diferenciável.
2. As matrizes Am e Dm são inversíveis.
Então, o problema de valor inicial dado em (2.32), (2.33) e (2.34) é
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equivalente ao seguinte sistema de equações diferenciais ordinárias:
φ′m(t) =

0m Im 0m
−A−1m Bm 0m −A−1m Cm
0m +D−1m Fm −D−1m Em
 .φm(t) +Gm(φm(t)),
∀ t tal que 0 ≤ t < T,
φm(0) = φ0. (2.35)
Aplicando o Teorema 1.1.109, obtemos o resultado desejado para
0 ≤ tm < T maximal e com as seguintes suavidades:
um ∈ C3([0, tm), Vm) e θm ∈ C2([0, tm),Wm). (2.36)
Estimativa à priori I
Escolhendo v = u′m(t) na primeira equação e w = θm(t) na segunda
equação de (Pm), e aplicando (1.7), o Lema 1.1.54 e (1.22) temos as
seguintes igualdades:
1
2
d
dt
(‖u′m(t)‖2L2(Ω)n + |||um(t)|||21) + 〈〈∇θm, u′m〉〉+ 〈〈ρ(·, u′m), u′m〉〉 = 0,
∀t ∈ [0, tm);
1
2
d
dt
‖θm(t)‖2L2(Ω) + ‖∇θm(t)‖2L2(Ω)n − 〈〈u′m,∇θm〉〉 = 0, ∀t ∈ [0, tm).
Somando ambas equações:
〈〈ρ(x,u′m(t)), u′m(t)〉〉+
1
2
d
dt
(‖u′m(t)‖2L2(Ω)n + |||um(t)|||21+
‖θm(t)‖2L2(Ω)) + ‖∇θm(t)‖2L2(Ω)n = 0. ∀ t ∈ [0, tm). (2.37)
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Também
‖∇θm(t)‖2L2(Ω)n + 〈〈ρ(·,u′m(t)), u′m(t)〉〉 = −
dE(t)
dt
, ∀ t ∈ [0, tm).
(2.38)
Usando (2.1) em (2.37) e (2.38) obtemos:
‖∇θm(t)‖2L2(Ω)n ≤ |
dE(t)
dt
|, ∀ t ∈ [0, tm), (2.39)
e
1
2
d
dt
(‖u′m(t)‖2L2(Ω)n + |||um(t)|||21 + ‖θm(t)‖2L2(Ω))
+ ‖∇θm(t)‖2L2(Ω)n ≤ 0, ∀ t ∈ [0, tm). (2.40)
Usando o Teorema 1.1.3 em (2.40) e o Lema 1.1.54 e Proposição 1.1.41
obtemos:
‖∇θm(t)‖2L2(Ω)n ≤
1
2
[‖u′m‖2L2(Ω)n + ‖u′′m‖2L2(Ω)n
+a2
(|||um|||20 + |||u′m|||20)
+(b2 − a2)
(
‖divum‖2L2(Ω) + ‖divu′m‖2L2(Ω)
)
+‖θm‖2L2(Ω) + ‖θ′m‖2L2(Ω)]. (2.41)
Integrando (2.40) de 0 à t e usando as suavidades dada em (2.36), temos
que
‖u′m(t)‖2L2(Ω)n + |||um(t)|||21 + ‖θm(t)‖2L2(Ω) + 2
∫ t
0
‖∇θm(r)‖2L2(Ω)n dr
≤ ‖u1,m‖2L2(Ω)n + |||u0,m|||21 + ‖θ0,m‖2L2(Ω), ∀ t ∈ [0, tm).
(2.42)
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Pela convergência dada em (2.28), existe uma constante real e positiva
C tal que
‖u′m(t)‖2L2(Ω)n ≤ C, ∀m ∈ N, ∀ 0 ≤ t < tm, (2.43)
|||um(t)|||21 ≤ C, ∀m ∈ N, ∀ 0 ≤ t < tm, (2.44)
‖θm(t)‖2L2(Ω) ≤ C, ∀m ∈ N, ∀ 0 ≤ t < tm, (2.45)∫ t
0
‖∇θm(r)‖2L2(Ω)n dr ≤ C, ∀m ∈ N, ∀ 0 ≤ t < tm. (2.46)
Além disso, usando (1.3), temos que
m∑
j=1
gj m(t)2 ≤ C1 |||um(t)|||21, ∀m ∈ N, ∀ 0 ≤ t < tm, (2.47)
m∑
j=1
g′j m(t)
2 ≤ C1 ‖u′m(t)‖2L2(Ω)n , ∀m ∈ N, ∀ 0 ≤ t < tm,(2.48)
m∑
j=1
hj m(t)2 ≤ C1 ‖θm(t)‖2L2(Ω), ∀m ∈ N, ∀ 0 ≤ t < tm. (2.49)
Pelas estimativas dadas em (2.43), (2.44) e (2.45), as desigualdade
dadas em (2.47), (2.48) e (2.49) e o Corolário 1.1.110 podemos prolongar
a solução, ou seja, podemos tomar
tm = T, ∀m ∈ N. (2.50)
Estimativa à priori II
Escolhendo v = u′′m(t) na primeira equação e w = θ
′
m(t) na segunda
equação de (Pm), aplicando o Lema 1.1.54, (1.12), (1.32) e (1.31) na
primeira equação depois aplicando (1.31) na segunda, para finalmente
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aplicar em t = 0, temos as seguintes igualdades:
‖u′′m(0)‖2L2(Ω)n − a2 〈〈∆u0,m, u′′m(0)〉〉−(b2 − a2) 〈〈∇divu0,m, u′′m(0)〉〉
+〈〈ρ(·, u1,m), u′′m(0)〉〉 = 0; (2.51)
‖θ′m(0)‖2L2(Ω)n − 〈∆θ0,m, θ′m(0)〉+ 〈divu′m, θ′m〉 = 0. (2.52)
Pela desigualdade de Cauchy-Bunyakovskii-Schwartz (veja [4], pg.
57), temos que
C1‖u′′m(0)‖L2(Ω)n ≤ ‖∆u0,m‖L2(Ω)n+‖∇divu0,m‖L2(Ω)n
+‖ρ(·, u1,m)‖L2(Ω)n ; (2.53)
‖θ′m(0)‖L2(Ω) ≤ ‖∆θ0,m‖L2(Ω)+‖divu1,m‖L2(Ω), (2.54)
para
C1 =
1
max{a2, |b2 − a2|, 1} .
Usando a desigualdade dada no Lema 2.2.2 para estimar ‖ρ(·, u1,m)‖L2(Ω)n ,
e (2.29) mostramos que existe uma constante real e positiva C tal que
‖u′′m(0)‖L2(Ω)n ≤ C, ∀m ∈ N, (2.55)
‖θ′m(0)‖L2(Ω) ≤ C, ∀m ∈ N. (2.56)
Estimativa à priori III
Derivando as duas primerias equações dadas em (Pm) com respeito
a t, obtemos que o par de soluções (um, θm) satisfaz:
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〈〈u′′′m(t), v〉〉+ 〈〈〈u′m(t), v〉〉〉1 + 〈〈∇θ′m(t), v〉〉
+〈〈(∂ρ
∂s
(·, u′m(t))) · u′′m(t), v〉〉 = 0, ∀ v ∈ Vm, ∀ t ∈ [0, T ), (2.57)
〈θ′′m(t), w〉+ 〈〈∇θ′m(t),∇v〉〉〉+ 〈〈divu′′m(t), w〉〉 = 0,
∀w ∈Wm, ∀ t ∈ [0, T ). (2.58)
Escolhendo w = u′′m(t) na equação dada em (2.57) e θ = θ
′
m(t) na
equação dada em (2.58), temos as seguintes igualdades:
1
2
d
dt
(‖u′′m(t)‖2L2(Ω)n + |||u′m(t)|||21)+〈〈∇θ′m(t), u′′m(t)〉〉
+〈〈∂ρ
∂s
(·, u′m(t)) · u′′m(t), u′′m(t)〉〉 = 0, ∀ 0 ≤ t < T ;
1
2
d
dt
‖θ′m(t)‖2L2(Ω) + ‖∇θ′m(t)‖2L2(Ω)n + 〈〈divu′′m(t), θ′m(t)〉〉 = 0
∀ 0 ≤ t < T.
Somando as equações anteriores, aplicando a fórmula (1.31), e a pro-
priedade (3) sobre a função ρ, obtemos:
0 ≥ −〈〈∂ρ
∂s
(·, u′m(t)) . u′′m(t), u′′m(t)〉〉
= (
1
2
d
dt
(‖u′′m(t)‖2L2(Ω)n + |||u′m(t)|||21 + ‖θ′m(t)‖2L2(Ω))
+‖∇θ′m(t)‖2L2(Ω)n , ∀ 0 ≤ t < T.
Integrando de 0 à t e usando as suavidades dada em (2.36), temos que
‖u′′m(t)‖2L2(Ω)n + |||u′m(t)|||21 + ‖θ′m(t)‖2L2(Ω) +
∫ t
0
‖∇θ′m(r)‖2L2(Ω)n dr
≤ ‖u′′m(0)‖2L2(Ω)n + |||u′m(0)|||21 + ‖θ′m(0)‖2L2(Ω).
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Pela convergência em (2.28), que independe de t, e desigualdades dadas
em (2.43), (2.55) e (2.56), existe uma constante real e positiva C tal que
‖u′′m(t)‖2L2(Ω)n ≤ C, ∀m ∈ N, ∀ 0 ≤ t < T, (2.59)
|||u′m(t)|||21 ≤ C, ∀m ∈ N, ∀ 0 ≤ t < T, (2.60)
‖θ′m(t)‖2L2(Ω) ≤ C, ∀m ∈ N, ∀ 0 ≤ t < T, (2.61)∫ t
0
‖∇θ′m(r)‖2L2(Ω)n dr ≤ C, ∀m ∈ N, ∀ 0 ≤ t < T. (2.62)
Finalmente usando (1.21), o Lema 1.1.54 e as estimativas (2.43), (2.44),
(2.45) , (2.59), (2.60) e (2.61)
‖∇θm(t)‖2L2(Ω)n ≤ C, ∀m ∈ N, ∀ 0 ≤ t < T. (2.63)
Candidato à solução
Sem abuso de notação, sejam I = (0, T ) Kn = H10 (Ω)
n e Ln =
L2(Ω)n onde K ′n e L
′
n são seus respectivos espaços duais.
Assim pelas estimativas à priori obtidas, (1.4), o Teorema 1.1.92 e
(1.54) temos a seguinte conclusão:
(um)m∈N é limitada em L∞(I,Kn) ↪→ L∞(I,K ′n) ∼= [L1(I,Kn)]′;
(u′m)m∈N é limitada em L
∞(I,Kn) ↪→ L∞(I,K ′n) ∼= [L1(I,Kn)]′;
(u′′m)m∈N é limitada em L
∞(I, Ln) ↪→ L∞(I, L′n) ∼= [L1(I, Ln)]′;
(θm)m∈N é limitada em L∞(I, L1) ↪→ L∞(I, L′1) ∼= [L1(I, L1)]′;
(θ′m)m∈N é limitada em L
∞(I, L1) ↪→ L∞(I, L′1) ∼= [L1(I, L1)]′;
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Aplicando o Corolario 1.1.25, temos que umk
∗
⇀ u1 em L∞(I,Kn),
mas como u′m é limitada em L
∞(I,Kn) então a subsequência u′mk é limi-
tada L∞(I,Kn). Por outro lado, pelo Corolario 1.1.25, temos u′mk′
∗
⇀ u2
em L∞(I,Kn), assim obtemos
umk′
∗
⇀ u1 em L∞(I,Kn);
u′mk′
∗
⇀ u2 em L∞(I,Kn).
(2.64)
Logo, pelo Teorema 1.1.105, umk′ , u
′
mk′ ∈ D′(I,Kn). Como sonsequêcia,
usando (1.66), temos
∫ T
0
umk′ (t)ϕ(t)dt→
∫ T
0
u1(t)ϕ(t)dt, ∀ϕ ∈ D(I);∫ T
0
u′mk′ (t)ϕ(t)dt→
∫ T
0
u2(t)ϕ(t)dt, ∀ϕ ∈ D(I).
(2.65)
Logo, por definição de derivada distribuicional temos
∫ T
0
u′mk′ (t)ϕ(t)dt =
−
∫ T
0
umk′ (t)ϕ
′(t)dt → −
∫ T
0
u1(t)ϕ′(t)dt
=
∫ T
0
u′1(t)ϕ(t)dt,
e assim u′mk′
∗
⇀ u′1 em D′(I,Kn), Pela unicidade do limite em D′(I,Kn)
e (2.65), temos u2 = u′1 em D′(I,Kn), o que implica em∫ T
0
(u2 − u′1)(t)ϕ(t)dt = 0 ∀ϕ ∈ D(0, T ).
finalmente usando o Lema 1.1.106 temos que u2(t) = u′1(t) quase sempre
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no intervalo I. Portanto existe u ∈ L∞(I,Kn) tal que
umk′
∗
⇀ u em L∞(I,Kn); (2.66)
u′mk′
∗
⇀ u′ em L∞(I,Kn). (2.67)
Usando (1.19), o Teorema 1.1.92 e o mesmo argumento anterior, obte-
mos
u′′mk′
∗
⇀ u′′ em L∞(I, Ln). (2.68)
Também consegue-se a existência de θ ∈ L∞(I, L1) satisfazendo
θmk′
∗
⇀ θ em L∞(I, L1); (2.69)
θ′mk′
∗
⇀ θ′ em L∞(I, L1). (2.70)
Passagem ao limite
Vamos denotar as subsequências {umk′}mk′∈N e {θmk′}mk′∈N por
{um}m∈N e {θm}m∈N.
Lema 2.3.1 Sejam v ∈ Kn, I = (0, T ) e φ ∈ D(I), então
∫ T
0
〈〈u′′m(t), v〉〉φ(t)dt→
∫ T
0
〈〈u′′(t), v〉〉φ(t)dt.
Prova
De fato, usando (2.68) e (1.55) temos que para cada z ∈ L1(I, L′n)∫ T
0
〈z(t), u′′m(t)〉L′n,Lndt→
∫ T
0
〈z(t), u′′(t)〉L′n,Lndt.
Em particular, pelo Teorema 1.1.92 a covêrgencia acima é válida para
cada z ∈ L2(I, L′n). Logo, pela Definição 1.1.20, u′′mk′ ⇀ u′′ em L2(I, Ln),
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Isto é, para todo ξ ∈ L2(I, L′n) temos
〈ξ, u′′m〉L2(I,L′n),L2(I,Ln) → 〈ξ, u′′〉L2(I,L′n),L2(I,Ln). (2.71)
Em particular para ξ = hφ, φ ∈ D(I) e h ∈ L′n, obtemos∫ T
0
〈h, u′′m(t)〉L′n,Ln φ(t)dt→
∫ T
0
〈h, u′′(t)〉L′n,Ln φ(t)dt.
Aplicando o isomorfismo (1.4) em h 7→ v, tem-se
∫ T
0
〈〈u′′m(t), v〉〉φ(t)dt→
∫ T
0
〈〈u′′(t), v〉〉φ(t)dt.
para v ∈ Ln e φ ∈ D(I).
Usando as convergências (2.66), (2.67) e (2.70), as fórmulas (1.31),
(1.32), a limitação (2.63) e o procedimento feito no Lema 2.3.1, temos
as seguintes convergências
∫ T
0
((um(t), v))1 φ(t)dt→
∫ T
0
((u(t), v))1 φ(t)dt, ∀v ∈ Kn∫ T
0
〈〈u′m(t),∇w〉〉φ(t)dt→
∫ T
0
〈〈u′(t),∇w〉〉φ(t)dt, ∀w ∈ K1∫ T
0
〈θ′m(t), w〉φ(t)dt→
∫ T
0
〈θ′(t), w〉φ(t)dt, ∀w ∈ L1∫ T
0
〈〈∇θm(t), v〉〉φ(t)dt→
∫ T
0
〈〈∇θ(t), v〉〉φ(t)dt, ∀v ∈ Kn∫ T
0
〈〈∇θm(t),∇w〉〉φ(t)dt→
∫ T
0
〈〈∇θ(t),∇w〉〉φ(t)dt, ∀w ∈ K1
para φ ∈ D(I).
Finalmente vamos obter a seguinte convergência
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Lema 2.3.2 Sejam v ∈ Kn, I = (0, T ) e φ ∈ D(I), então
∫ T
0
〈〈ρ(., u′m(t)), v〉〉φ(t)dt→
∫ T
0
〈〈ρ(., u′(t)), v〉〉φ(t)dt. (2.72)
Prova
Como visto no Lema 2.3.1, é suficiente provar que
ρ(·, u′m) ⇀ ρ(·, u′) em L2(I, Ln).
Além disso, pelo Teorema 1.1.87, basta provar que
ρ(·, u′m(t)) ⇀ ρ(·, u′(t)) em L2(I × Ω)n.
Aplicando a estimativa para ρ(x, u′m(t)) obtida no Lema (2.2.2),
temos que
‖ρ(·, u′m)‖L2(I×Ω)n < C1 T (2.73)
para alguma constante real e positiva C1, não dependendo de m e T .
Também das convergência (2.67) e (2.68) obtemos que u′m ⇀ u
′ em
L2(I,Kn) e u′′m ⇀ u
′′ em L2(I, Ln). Logo, u′m é limitado no espaço
W (I) = {v ∈ L2(I,Kn); v′ ∈ L2(I, Ln)}.
Usando os Teoremas de 1.1.77 e 1.1.95, temos queW (I) está imerso com-
pactamente em L2(I, Ln) ∼= L2(I × Ω), então existe uma subsequência
de u′m, ainda denotada por u
′
m, tal que
u′m → u′ em L2(I × Ω).
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Logo,
u′m → u′ q.s. em I × Ω.
Pela continuidade da função ρ, obtemos a seguinte convergência:
ρ(·, u′m)→ ρ(·, u′) q.s. em I × Ω. (2.74)
Usando o Lema 1.1.44, a limitação dada em (2.73) e a convergência dada
em (2.74) concluímos o resultado.
Multiplicando o sistema aproximado (Pm) por φ ∈ D(I), e inte-
grando em I para um m fixo e aplicando as convergências acima temos
∫ T
0
〈〈u′′(t), vj〉〉φ(t)dt+
∫ T
0
((u(t), vj))1 φ(t)dt
+
∫ T
0
〈〈∇θ(t), vj〉〉φ(t) dt+
∫ T
0
〈〈ρ(·, u′(t)), vj〉〉φ(t) = 0, ∀vj ∈ Vm,∫ T
0
〈θ′m(t), wj〉φ(t)dt+
∫ T
0
〈〈∇θ(t),∇wj〉〉φ(t)dt
−
∫ T
0
〈〈u′(t),∇wj〉〉φ(t)dt = 0, ∀wj ∈Wm.
Assim temos
〈〈u′′, v〉〉+ ((u, v))1 + 〈〈∇θ, v〉〉+ 〈〈ρ(·,u′), v〉〉 = 0,
em D′(I), ∀v ∈ Vm
〈θ′, w〉+ 〈〈∇θ,∇w〉〉 − 〈〈u′,∇w〉〉 = 0. em D′(I), ∀w ∈Wm.
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Usando as densidades de {Vm}m∈N e {Wm}m∈N emH10 (Ω)n∩H2(Ω)n
e H10 (Ω) ∩H2(Ω), respeitivamente, obtemos as seguintes igualdades:
〈〈u′′, v〉〉+ ((u, v))1 + 〈〈∇θ,v〉〉+ 〈〈ρ(·, u′), v〉〉 = 0, em D′(I),
∀v ∈ H10 (Ω)n ∩H2(Ω)n, T > 0 (2.75)
〈θ′, w〉+ 〈〈∇θ,∇w〉〉 − 〈〈u′,∇w〉〉 = 0, em D′(I),
∀w ∈ H10 (Ω) ∩H2(Ω), T > 0. (2.76)
Regularidade
Usando as equações dadas em (2.75) e (2.76) e escrevendo
M = ((u(t), v))1 e N = 〈〈∇θ(t),∇w〉〉
obtemos:
M = −〈〈∇θ(t) + ρ(·, u′(t)) + u′′(t), v〉〉,
∀ v ∈ H10 (Ω)n, (2.77)
N = 〈−divu′(t)− θ′(t), w〉,
∀w ∈ H10 (Ω). (2.78)
Aplicando os Teoremas 1.1.80 e 1.1.78 de Regularidade Elíptica,
segue que
u(t) ∈ H2(Ω)n e θ(t) ∈ H2(Ω). (2.79)
Além disso, existe uma constante real e positiva C tal que satisfaz as
seguintes desigualdades:
‖u(t)‖H2(Ω)n ≤ C ‖∇θ(t) + ρ(·, u′(t)) + u′′(t)‖L2(Ω)n ;
‖θ(t)‖H2(Ω) ≤ C ‖θ′(t) + divu′(t)‖L2(Ω).
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Finalmente usando (2.63), as estimativas para a função ρ dadas no
Lema 2.2.2, as limitações (2.43), (2.59), (2.60) (2.61), para as sequências
dado no problema aproximado (Pm), e o item 4 do Teorema 1.1.23 temos
que existe uma constante real e positiva C1 tal que satisfaz as seguintes
desigualdades, são satisfeitas
‖u(t)‖H2(Ω)n ≤ C(‖∇θ(t)‖L2(Ω)n + ‖ρ(·, u′(t))‖L2(Ω)n
+ ‖u′′(t)‖L2(Ω)n)
≤ C1, (2.80)
‖θ(t)‖H2(Ω) ≤ C(‖θ′(t)‖L2(Ω) + ‖divu′(t)‖L2(Ω))
≤ C1. (2.81)
Portanto, segue que
(u, θ) ∈ L∞((0,∞), H10 (Ω)n ∩H2(Ω)n)× L∞((0,∞), H10 (Ω) ∩H2(Ω)).
(2.82)
Condições iniciais
Sejam I = (0, T ), escolhemos φ ∈ C1(I,R) tal que φ(T ) = 0 e
φ(0) = 1. Se v ∈ H10 (Ω)n. Então, v φ ∈ W (I,H10 (Ω)n). Aplicando a
fórmula de integração por partes dada no Teorema 1.1.102 e um ⇀ u
u′m ⇀ u
′ em L2(I,Kn) provadas anteriormente temos
((u0m, v))1 = −
∫ T
0
((um, φ′ v))1 + ((u′m, φ v))1 dt
→ −
∫ T
0
((u, φ′ v))1 + ((u′, φ v))1 dt = ((u(0), v))1.
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Isto implica que
u0m
∗
⇀ u(0) em H10 (Ω)
n.
Pela convergência dada em (2.28) e o Teorema 1.1.23 temos
u0m
∗
⇀ u0 em H
1
0 (Ω)
n.
Logo, pela unicidade do limite, temos
u(0) = u0.
Usando os Teoremas 1.1.77 e 1.1.92 obtemos convergências em L2(I, Ln)
e de forma análoga, obtemos
u′(0) = u1,
θ(0) = θ0.
77
Capítulo 3
Comportamento
Assintótico
3.1 Introdução
Nesta seção seguimos as idéias encontradas em [7] e usamos as hipóte-
ses para ρ, já mencionadas na seção 2.1, para obtermos taxas de decai-
mento da energia associada às soluções do sistema termoelástico. De
fato, supomos que a dissipação dada por ρ seja efetiva numa vizinhança
de uma parte da fronteira de Ω e tenha um comportamento do tipo
"polinomial" na segunda variável. Para o conjunto Ω e as constantes
do sistema, supomos, em todo o capítulo, que satisfazem as condições
dadas no Teorema 2.2.1. Além disso, supomos também que o par (u, θ)
é solução do sistema termoelástico no sentido do Teorema 2.2.1, para
uma dada condição inicial (u0, u1, θ0).
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3.2 Hipóteses adicionais
A seguir especificamos a região onde a dissipação do sistema é efetiva.
Dado x0 ∈ Rn define-se
Γ (xo) = {x ∈ ∂Ω : (x− xo) · ν (x) ≥ 0} ,
onde ν (x) denota o vetor normal unitário exterior em x ∈ ∂Ω.
Além das hipóteses dadas na seção 2.1, supomos que ρ satisfaz a
seguinte condição:
5. Seja w ⊂ Ω uma vizinhança de Γ(x0), então
a(x) ≥ a0 > 0, ∀x ∈ w.
Logo, para nosso propósito, vamos assumir que existem ˜ > 0, n0 ∈ N e
{xi}n0i=1 ⊂ Γ(x0) tais que
w =
n0⋃
i=1
B(xi, ˜). (3.1)
As constantes C e Cn obtidas daqui em diante, podem depender das
hipóteses fixadas na seção 2.1 e nesta seção, isto é, podem depender
dos coeficientes a e b do sistema, das condições iniciais fixadas (u0, u1,
θ0), das hipóteses sobre a função ρ (r, p, K0, K1 K2, K3, a0, x0, ω)
e do conjunto Ω. Também a mesma letra C pode identificar diferentes
constantes numa mesma sequência de estimativas.
Definição 3.2.1 Definimos os seguintes conjuntos:
Ω1(s) = {x ∈ Ω; |us(s, x)| ≤ 1}; (3.2)
Ω2(s) = {x ∈ Ω; |us(s, x)| ≥ 1}. (3.3)
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Claro que os conjuntos Ω1(s) e Ω2(s), que estão definidos a menos de
um conjunto de medida nula, são mensuráveis.
A seguir, provamos dois resultados que são obtidos a partir das
hipóteses dadas na seção 2.1.
Proposição 3.2.2 Seja T ≥ 0 fixo. Então, existe uma constante real e
positiva C tal que satisfaz as seguintes desigualdades:
1.
∫ t+T
t
∫
Ω1(s)
a(x) |us(s, x)|2 dx ds ≤ C (∆E(t))
2
r+2
se r ≥ 0, ∀ t ≥ 0;
2.
∫ t+T
t
∫
Ω1(s)
a(x) |us(s, x)|r+2 dx ds ≤ C (∆E(t))
se − 1 < r < 0, ∀ t ≥ 0;
3.
∫ t+T
t
∫
Ω1(s)
a(x) |us(s, x)|2 dx ds ≤ C (∆E(t))
2(r+1)
r+2
se − 1 < r < 0, ∀ t ≥ 0;
4.
∫ t+T
t
∫
Ω2(s)
a(x) |us(s, x)|p+2 dx ds ≤ C ∆E(t)
se − 1 < p <∞, n = 2 e
se − 1 < p < 2
n− 2 , n ≥ 3 ∀ t ≥ 0;
5.
∫ t+T
t
∫
Ω2(s)
a(x) |us(s, x)|2 dx ds ≤ C ∆E(t)
se 0 ≤ p <∞, n = 2 e
se 0 ≤ p < 2
n− 2 , n ≥ 3 ∀ t ≥ 0;
6.
∫ t+T
t
∫
Ω2(s)
a(x) |us(s, x)|2 dx ds ≤ C (∆E(t))
p+1
p+2 (E(t))
1
p+2
se − 1 < p < 0, n = 2 ∀ t ≥ 0;
7.
∫ t+T
t
∫
Ω2(s)
a(x) |us(s, x)|2 dx ds ≤ C (∆E(t))
2
4+p(2−n)
se − 1 < p < 0, n ≥ 3 ∀ t ≥ 0.
80
Prova
Vamos provar cada item separadamente.
Item 1: Usando o Lema 1.1.42 para
2
r + 2
+
r
r + 2
= 1, e escrevendo
J1(t) =
∫ t+T
t
∫
Ω1(s)
a(x) |us(s, x)|2 dx ds,
obtemos:
J1(t) ≤
∫ t+T
t
(∫
Ω1(s)
(
a(x) |us(s, x)|2
) r+2
2 dx
) 2
r+2
(µ(Ω1))
r
r+2 ds
≤ (µ(Ω)) rr+2
(∫ t+T
t
∫
Ω1(s)
a(x)
r+2
2 |us(s, x)|r+2 dx ds
) 2
r+2
(T )
r
r+2
≤ C
(∫ t+T
t
∫
Ω1(s)
a(x)
r+2
2 |us(s, x)|r+2 dx ds
) 2
r+2
≤ C
(∫ t+T
t
∫
Ω1(s)
a(x) ‖a( · )‖ r2∞ |us(s, x)|r+2 dx ds
) 2
r+2
,
onde a constante C depende de µ(Ω), e T . Pela hipótese 4 (a) da seção
2.1 e a igualdade 2.3 temos que
J1(t) ≤ C0
(∫ t+T
t
∫
Ω1(s)
K0 ρ(x, us) · us dx ds
) 2
r+2
≤ C1
(∫ t+T
t
∫
Ω
ρ(x, us) · us dx ds
) 2
r+2
≤ C1 (∆E(t)) 2r+2 , (3.4)
para C1 uma constante real, positiva, independente de t, que de-
pende de µ(Ω), ‖a‖∞, r, T e K0.
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Itens 2 e 4: Pela hipótese 4 e igualdade dada em (2.3), temos que
∫ t+T
t
∫
Ω1(s)
a(x) |us(s, x)|r+2 dx ds ≤ 1
K2
∫ t+T
t
∫
Ω1(s)
ρ(x, us) · us dx ds
≤ C ∆E(t), (3.5)
∫ t+T
t
∫
Ω2(s)
a(x) |us(s, x)|p+2 dx ds ≤ 1
K3
∫ t+T
t
∫
Ω2(s)
ρ(x, us) · us dx ds
≤ C ∆E(t), (3.6)
para C uma constante real, positiva e independente de t.
Item 3: Se −1 < r < 0 então |us|2 ≤ |us|2(r+1) em Ω1(s). Logo
temos
J1(t) ≤
∫ t+T
t
∫
Ω1(s)
a(x) |us(s, x)|2(r+1) dx ds,
Usando o Lema 1.1.42 com
2(r + 1)
r + 2
+
−r
r + 2
= 1 e o item 2 anterior
temos
J1(t) ≤ (µ(Ω)T )
−r
r+2
(∫ t+T
t
∫
Ω1(s)
a(x)|us(s, x)|r+2 dx ds
) 2(r+1)
r+2
≤ C (∆E(t)) 2(r+1)r+2 ,
para C uma constante real, positiva e independente de t.
Item 5: Se p ≥ 0 então |us|2 < |us|p+2 em Ω2(s) e usando o item 4
anterior temos∫ t+T
t
∫
Ω2(s)
a(x) |us(s, x)|2 dx ds ≤ C
∫ t+T
t
∫
Ω2(s)
a(x) |us(s, x)|p+2 dx ds
≤ C ∆E(t),
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para C uma constante real, positiva e independente de t.
Item 6 : Se −1 < p < 0 então |us|2 < |us|p+3 logo temos
J2(t) ≤
∫ t+T
t
∫
Ω2(s)
a(x) |us(s, x)|p+1 |us(s, x)|2 dx ds
Usando o Lema 1.1.42 com
p+ 1
p+ 2
+
1
p+ 2
= 1 temos
J2(t) ≤
(∫ t+T
t
∫
Ω2(s)
[a(x)
p+2
p+1 |us(s, x)|]p+2 dx ds
) p+1
p+2
(∫ t+T
t
∫
Ω2(s)
|us(s, x)|2(p+2) dx ds
) 1
p+2
.
Usando o Lema 1.1.46 e us ∈ L∞((0,∞), H10 (Ω)n)
‖us‖L2(p+2)(Ω)n ≤ C ‖us‖θH1(Ω)n ‖us‖1−θL2(Ω)n
≤ C1 (E(t))
1−θ
2 (3.7)
onde θ =
p+ 1
p+ 2
.
Portanto de (3.7) e do item 4 obtém-se
J2(t) ≤ C2 (∆E(t))
p+1
p+2 (E(t))
1
p+2 ,
para C2 uma constante real, positiva e independente de t.
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Item 7: Usando o Lema 1.1.42, temos
J2(x) ≤
(∫ t+T
t
∫
Ω2(s)
(a(x) |us|λ)l′ dx ds
) 1
2l′
(∫ t+T
t
∫
Ω2(s)
|us|(2−λ)l dx ds
) 1
2l
onde l′ é o exponente conjugado de l. Logo escolhe-se
λ =
4(p+ 2)
4 + p(2− n) e l =
2n
(n− 2)(2− λ)
portanto l′ =
p+ 2
λ
.
Se us ∈ L∞((t, t+T ), H10 (Ω)n), aplicando os Teoremas 1.1.51 e 1.1.92
temos us ∈ L∞((t, t+ T ), L 2nn−2 (Ω)n). Por outro lado, usando o item 2,
(1.11) com a equivalência entre normas no espaço H10 (Ω)
n obtemos:
J2(t) = C
(∫ t+T
t
∫
Ω2(s)
a(x) |us|p+2 dx ds
) 2
4+p(2−n)
(∫ t+T
t
∫
Ω2(s)
|us| 2nn−2
) p(2−n)
2(4+p(2−n))
≤ C (∆E) 24+p(2−n)
(∫ t+T
t
|||us|||
2n
n−2
1
) p(2−n)
2(4+p(2−n))
≤ C1 (∆E)
2
4+p(2−n) ,
onde a constante C1 depende de ‖a‖∞ e |||us|||L∞((t,t+T ),H10 (Ω)n).
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Proposição 3.2.3 Seja T ≥ 0. Então, existe uma constante real e
positiva C que satisfaz a seguinte desigualdade:
∫ t+T
t
∫
Ω
|ρ(x, us)| (|∇u|+ |u|) dx ds ≤ C E(t) 12 (∆E(t))
r′
2
+ C E(t)q
′
(∆E(t))s
′
,
∀ t ≥ 0, (3.8)
para
r′ =
 2r+2 se r ≥ 02(r+1)
r+2 se −1 < r < 0;
q′ =

4−(n−2)p
4(p+2) se 0 ≤ p ≤ 2n−2 , se n ≥ 3 ou
p ≥ 0, se n = 2;
p+1
p+2 se −1 < p < 0, n = 2;
1
2 se −1 < p < 0, n ≥ 3;
s′ =

p+1
p+2 se 0 ≤ p ≤ 2n−2 se n ≥ 3 ou
p ≥ 0 se n = 2;
1
p+2 se −1 < p < 0, n = 2;
1
4+p(2−n) se −1 < p < 0, n ≥ 3.
Prova
Escrevemos
J(t) =
∫ t+T
t
∫
Ω
|ρ(x, us)| (|∇u|+ |u|) dx ds.
Pela hipótese 4, da seção 2.1, dada sobre a função ρ, temos que
J(t) ≤ K0 J1(t) +K1 J2(t), (3.9)
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para
J1(t) :=
∫ t+T
t
∫
Ω1(s)
a(x) (|us|r+1 + |us|) (|∇u|+ |u|) dx ds,
J2(t) :=
∫ t+T
t
∫
Ω2(s)
a(x) (|us|p+1 + |us|) (|∇u|+ |u|) dx ds.
Se r ≥ 0, usando o item 1 da Proposição 3.2.2, o Lema 1.1.42 e a
Proposição 1.1.50 e o não crescimento de E(t), obtemos:
J1(t) ≤ C
(∫ t+T
t
∫
Ω1(s)
(
a(x)
(|us|r+1 + |us|))2 dx ds)
1
2
(∫ t+T
t
∫
Ω1(s)
|∇u|2 dx ds
) 1
2
≤ C1
(∫ t+T
t
∫
Ω1(s)
a(x) |us|2 dx ds
) 1
2
(∫ t+T
t
∫
Ω1(s)
|∇u|2 dx ds
) 1
2
≤ C2 (∆E(t))
1
r+2
(∫ t+T
t
|||u(t)|||21 ds
) 1
2
≤ C2 (∆E(t))
1
r+2
(∫ t+T
t
E(s) ds
) 1
2
≤ C3 (∆E(t))
1
r+2 (E(t))
1
2 (3.10)
para C3 uma constante real, positiva e independente de t.
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Se −1 < r < 0, notamos que
r + 1
r + 2
+
1
r + 2
= 1 e
r + 2
2
+
−r
2
= 1.
Usando o Lema 1.1.42 a Proposição 1.1.50 e o item 2 da Proposição
3.2.2, temos:
J1(t) ≤ C
(∫ t+T
t
∫
Ω1(s)
a(x) |us|r+2 dx ds
) r+1
r+2
(∫ t+T
t
∫
Ω
(|∇u|+ |u|)r+2 dx ds
) 1
r+2
≤ C1 (∆E(t))
r+1
r+2
(∫ t+T
t
∫
Ω
|∇u|r+2 dx ds
) 1
r+2
≤ C1 (∆E(t))
r+1
r+2
(∫ t+T
t
(∫
Ω
|∇u|2 dx
) r+2
2
|Ω|−r2 ds
) 1
r+2
≤ C1 (∆E(t))
r+1
r+2
(∫ t+T
t
∫
Ω
|∇u|2 dx ds
) 1
2
(|Ω|T ) −r2(r+2)
≤ C2 (∆E(t))
r+1
r+2 E(t)
1
2 , (3.11)
para C2 uma constante real, positiva e independente de t.
Se p ≥ 0, notamos que
p+ 1
p+ 2
+
1
p+ 2
= 1.
Usando o Lema 1.1.42, o item 4 da Proposição 3.2.2 e a Proposição
1.1.50 em W 1,p+20 (Ω), obtemos:
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J2(t) ≤ C
(∫ t+T
t
∫
Ω2(s)
a(x) |us|p+2 dx ds
) p+1
p+2
(∫ t+T
t
∫
Ω2(s)
(|∇u|p+2 + |u|p+2) dx ds) 1p+2
≤ C1 (∆E(t))
p+1
p+2
(∫ t+T
t
∫
Ω2(s)
|∇u|p+2 dx ds
) 1
p+2
(3.12)
para C1 uma constante real, positiva e independente de t.
Usando o Lema 1.1.46, (1.16) e o fato que u ∈ L∞((0,∞), H2(Ω)n ∩
H10 (Ω)
n), temos
|||∇u|||Lp+2(Ω)n ≤ C |||∇u|||θH1(Ω)n |||∇u|||1−θL2(Ω)n
≤ C ‖u‖θH2(Ω)n∩H10 (Ω)n |||u|||
1−θ
1
≤ C1 (E(t))
1−θ
2 ,
onde θ = np2(p+2) .
Logo, usando este resultado em (3.12) temos
J2(t) ≤ C2 (∆E(t))
p+1
p+2 E(t)
4−(n−2)p
4(p+2) . (3.13)
Se −1 < p < 0 consideramos os seguintes casos:
Caso 1: R2
J2(t) ≤ C
∫ t+T
t
∫
Ω2(s)
a(x) |us|(|∇u|+ |u|) dx ds
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Logo usando a Proposição 1.1.50 para u ∈ W 1,
p+2
p+1
0 (Ω) e o item 4 da
Proposição 3.2.2, temos
J2(t) ≤ C
(∫ t+T
t
∫
Ω2(s)
a(x)|us|p+2dx ds
) 1
p+2
(∫ t+T
t
∫
Ω
(
|∇u| p+2p+1 + |u| p+2p+1
)
dx ds
) p+1
p+2
≤ C (∆E) 1p+2
(∫ t+T
t
∫
Ω
|∇u| p+2p+1 dx ds
) p+1
p+2
,
Agora, usando o Lema 1.1.46 com θ =
−p
p+ 2
temos
|||∇u|||
L
p+2
p+1 (Ω)n
≤ C|||∇u|||θH1(Ω)n |||∇u|||1−θL2(Ω)n ≤ C E(t)
1−θ
2 .
onde foi usado que u ∈ L∞((0,∞), H10 (Ω)n ∩H2(Ω)n), assim
J2(t) ≤ C (∆E)
1
p+2 E(t)
p+1
p+2 .
Caso 2: Rn, n ≥ 3
Usando o Lema 1.1.42, a Proposição 1.1.50 temos
J2(t) ≤ C
(∫ t+T
t
∫
Ω2(s)
(
a(x) (|us|p+1 + |us|)
)2
dx ds
) 1
2
(∫ t+T
t
∫
Ω
|∇u|2 dx ds
) 1
2
,
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Logo, pelo item 7 da Proposição 3.2.2 temos
J2(t) ≤ C1
(∫ t+T
t
∫
Ω2(s)
a(x) |us|2 dx ds
) 1
2
(∫ t+T
t
∫
Ω
|∇u|2 dx ds
) 1
2
≤ C1 (∆E)
1
4+p(2−n) E(t)
1
2
para C1 uma constante real, positiva e independente de t.
Com as estimativas acima, o resultado segue de imediato.
3.3 Multiplicador auxiliar
Nesta seção, seguindo [7] e [8], obtemos um multiplicador usado no
tratamento das estimativas do termo u na norma L2((t, t+T )×(Ω∩w)),
como é visto na Proposição 3.3.2. Assim também, podemos obter esti-
mativas através de um argumento de contradição, usando continuação
única para o sistema de Lamé (veja [35], pg. 88). Tal argumento é usado,
em [47] (pgs. 345-351) e em [24] (pgs. 716-721). O método utilizado
neste trabalho, assim como em [7], além de simplificar a demonstração,
elimina a condição de que os dados iniciais devem estar contidos em
uma bola limitada para o caso p = r = 0.
Proposição 3.3.1 Seja T ≥ 0, u ∈ L∞((t, t + T ), L2(Ω)n) para cada
t ≥ 0 e a função χ(w) dada por
χ(w)(x) =
 1 se x ∈ w;0 se x /∈ w.
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Então, existe uma função
v ∈ L∞(t, t+ T ;H10 (Ω)n ∩H2(Ω)n), (3.14)
tal que, para cada t ≥ 0, a função v(t) é solução fraca do seguinte
sistema elástico:
−a2 ∆v − (b2 − a2)∇div v = χ(w)u(t) em Ω (3.15)
v|Γ = 0 em Γ. (3.16)
Além disso, temos que
v′ ∈ L∞(t, t+ T ;H10 (Ω)n ∩H2(Ω)n) (3.17)
e, para cada t ≥ 0, a função v′(t) é solução fraca do seguinte sistema
elástico:
−a2 ∆z − (b2 − a2)∇div z = χ(w)u′(t) em Ω (3.18)
z|Γ = 0 em Γ. (3.19)
Prova
Usando o Teorema 1.1.15 e a regularidade elíptica dada no Corolário
1.1.80, obtemos uma função v(t) ∈ H10 (Ω)n ∩ H2(Ω)n, ∀t ≥ 0 e uma
constante real e positiva C tal que a função v(t) é solução fraca do
sistema dado em (3.15) e (3.16), também de (1.48) temos a estimativa:
‖v( t˜ )‖H2(Ω)n ≤ C ‖χ(w)u( t˜ )‖L2(Ω)n , ∀ t˜ ≥ 0. (3.20)
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Como u ∈ L∞((t, t + T ), L2(Ω)n), existe uma constante real e positiva
C1 tal que
‖v( t˜ )‖H2(Ω)n ≤ C1, ∀ t˜ ≥ 0.
Além disso, usando (1.47) e o Lema 1.1.54, obtemos:
((g, v(t)))1 = 〈〈g χ(w), u(t)〉〉, ∀ g ∈ H10 (Ω)n. (3.21)
Aplicando o Teorema 1.1.83, temos que v(t) é fortemente mensurável.
Logo, v satisfaz a condição dada em (3.14).
Analogamente, existe uma função z ∈ L∞((t, t+T ), H10 (Ω)n∩H2(Ω)n),
∀ t ≥ 0 fixo, tal que z é solução fraca do sistema dado em (3.18), (3.19)
e satisfaz
((g, z(t)))1 = 〈〈g χ(w), u′(t)〉〉, ∀ g ∈ H10 (Ω)n. (3.22)
Resta provar que v′ = z. De fato. Sejam g ∈ H10 (Ω)n e φ ∈ D(t, t+ T ),
t ≥ 0, usando o Corolario 1.1.88, (3.21), (3.22) e o Teorema 1.1.39 temos
a seguinte igualdade:
((g,
∫ t+T
t
v(t)φ′(t) dt))1 =
∫ t+T
t
((g, v(t)φ′(t)))1 dt
=
∫ t+T
t
〈〈g χ(w), u(t)φ′(t)〉〉 dt
= 〈〈g χ(w),−
∫ t+T
t
u′(t)φ(t) dt〉〉
=
∫ t+T
t
〈〈g χ(w),−u′(t)φ(t)〉〉 dt
= ((g,−
∫ t+T
t
z(t)φ(t) dt))1, (3.23)
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Usando a Proposição 1.1.12 temos
∫ t+T
t
v(t)φ′(t) dt = −
∫ t+T
t
z(t)φ(t) dt, φ ∈ D(t, t+ T ).
De aplicar o Teorema 1.1.105 resulta v, z ∈ D′((t, t + T ), H10 (Ω)n), e
usando a definição (1.66) obtemos
∫ t+T
t
(v′(t)− z(t))φ(t)dt = 0, φ ∈ D(t, t+ T ).
Finalmente usando (1.1.106) temos
v′(t) = z(t), q.s. em [t, t+ T ], ∀ t ≥ 0.
Escolhendo g = v(t) na equação dada (3.21) e g = v′(t) na equação
(3.22), aplicando (1.2), (1.11) e (3.20) obtemos uma constante real e
positiva λ1, tal que para cada t ≥ 0 se satisfaz:
|||v(t)|||21 ≤ λ1
∫
w∩Ω
|u(t)|2dx, q.s. em [t, t+ T ]; (3.24)
|||v′(t)|||21 ≤ λ1
∫
w∩Ω
|u′(t)|2dx, q.s. em [t, t+ T ]. (3.25)
Além disso, escolhendo g = u(t), na equação (3.21) obtemos
((v(t), u(t)))1 =
∫
w∩Ω
|u(t)|2 dx, q.s. em [t, t+ T ]. (3.26)
Proposição 3.3.2 Sejam T ≥ 0, v como na Proposição 3.3.1 e ε > 0.
Então, existe uma constante real e positiva C tal que
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∫ t+T
t
∫
w∩Ω
|u|2 dx ds ≤ C [ E(t) + E(t+ T ) + ∆E(t) ]
+ C
∫ t+T
t
∫
w∩Ω
|us|2 dx ds
+ C
∫ t+T
t
∫
Ω
|v| |ρ(x, us)| dx ds
+ ε
∫ t+T
t
E ds, ∀t ≥ 0. (3.27)
Prova
Usando a equação dada em (2.75) para v e a igualdade dada (3.26),
obtemos e seguinte equação:
〈〈utt, v〉〉+
∫
w∩Ω
|u(t)|2 dx+ 〈〈∇θ, v〉〉+ 〈〈ρ(., ut), v〉〉 = 0. (3.28)
Integrando de t à t+ T e aplicando a fórmula de integração por partes
dada no Teorema 1.1.102, temos que
∫ t+T
t
∫
w∩Ω
|u|2 dx ds =
∫ t+T
t
〈〈us, vs〉〉 ds− 〈〈us, v〉〉|t+Tt
−
∫ t+T
t
〈〈ρ(., us), v〉〉 ds
−
∫ t+T
t
〈〈∇θ, v〉〉 ds. (3.29)
Vamos estimar cada termo da igualdade dada em (3.29)
Sejam
L(t, T ) =
∫ t+T
t
〈〈us, vs〉〉 ds, e D(t, T ) =
∫ t+T
t
〈〈∇θ, v〉〉 ds.
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Dado ε > 0 e usando o Lema 1.1.42, (1.19), a Proposição 1.1.41 e a
desigualdade (3.25), temos
L(t, T ) ≤ C
(∫ t+T
t
‖us‖2L2(Ω)n ds
) 1
2
(∫ t+T
t
|||vs|||21 ds
) 1
2
≤ C1
(∫ t+T
t
‖us‖2L2(Ω)n ds
) 1
2
(∫ t+T
t
‖us‖2L2(w∩Ω)n ds
) 1
2
≤ ε
4
∫ t+T
t
‖us‖2L2(Ω)n ds+ Cε
∫ t+T
t
‖us‖2L2(w∩Ω)n ds
≤ ε
2
∫ t+T
t
E(s) ds+ Cε
∫ t+T
t
‖us‖2L2(w∩Ω)n ds. (3.30)
para Cε uma constante real, positiva e independente de t e T .
Também, usando o Lema 1.1.42, (1.19), a Proposição 1.1.41 e (2.3)
obtemos
D(t, T ) ≤ C
(∫ t+T
t
‖∇θ‖2L2(Ω)n ds
) 1
2
(∫ t+T
t
‖v‖2L2(Ω)n ds
) 1
2
≤ C
(∫ t+T
t
‖∇θ‖2L2(Ω)n ds
) 1
2
(∫ t+T
t
|||v|||21 ds
) 1
2
≤ C
(∫ t+T
t
‖∇θ‖2L2(Ω)n ds
) 1
2
(∫ t+T
t
‖u‖2L2(w∩Ω)n ds
) 1
2
≤ C1 ∆E(t) + ε4
∫ t+T
t
‖∇u‖2L2(w∩Ω)n ds,
≤ Cε ∆E(t) + ε2
∫ t+T
t
E(s) ds, (3.31)
para C uma constante real, positiva e independente de t e T .
Finalmente, usando a desigualdade dada em (3.24), obtemos:
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2 〈〈us, v〉〉|t+Tt ≤ 2 ‖us(t+ T )‖L2(Ω)n ‖v(t+ T )‖L2(Ω)n
+ 2 ‖us(t)‖L2(Ω)n ‖v(t)‖L2(Ω)n
≤ ‖us(t+ T )‖2L2(Ω)n + ‖v(t+ T )‖2L2(Ω)n
+ ‖us(t)‖2L2(Ω)n + ‖v(t)‖2L2(Ω)n
≤ ‖us(t+ T )‖2L2(Ω)n + C ‖u(t+ T )‖2L2(Ω)n
+ ‖us(t)‖2L2(Ω)n + C ‖u(t)‖2L2(Ω)n
≤ C1 (E(t+ T )) + E(t)) , (3.32)
para C uma constante real, positiva e independente de t e T .
Pelas estimativas acima, o resultado segue de imediato.
Proposição 3.3.3 Seja T ≥ 0. Então, existe uma constante real e
positiva C tal que
∫ t+T
t
∫
Ω
|ρ(x, us)| |v| dx ds ≤ C E(t) 12 (∆E(t))
r′
2
+ C E(t)q
′
(∆E(t))s
′
, ∀ t ≥ 0,
para r′, q′ e s′ como na Proposição 3.2.3.
Prova Escrevemos
I(t) =
∫ t+T
t
∫
Ω
|ρ(x, us)| |v| dx ds.
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Pela hipótese sobre a função ρ, temos que
I(t) ≤ K0
∫ t+T
t
∫
Ω1(s)
a(x)
(|us|r+1 + |us|) |v| dx ds
+ K1
∫ t+T
t
∫
Ω2(s)
a(x)
(|us|p+1 + |us|) |v| dx ds. (3.33)
Vamos estimar as seguinte integrais:
I1(t) :=
∫ t+T
t
∫
Ω1(s)
a(x)
(|us|r+1 + |us|) |v| dx ds;
I2(t) :=
∫ t+T
t
∫
Ω2(s)
a(x)
(|us|p+1 + |us|) |v| dx ds.
De fato, se r ≥ 0, usando o item 1 da Proposição 3.2.2, as desigual-
dades (3.24), o Lema 1.1.42 e a Proposição 1.1.50 e o não crescimento
de E(t), obtemos:
I1(t) ≤ C
(∫ t+T
t
∫
Ω1(s)
(
a(x) (|us|r+1 + |us|)
)2
dx ds
) 1
2
(∫ t+T
t
∫
Ω1(s)
|v|2 dx ds
) 1
2
≤ C1 (∆E(t)) 1r+2
(∫ t+T
t
|||u|||1 ds
) 1
2
≤ C2 (∆E(t)) 1r+2
(∫ t+T
t
E(s) ds
) 1
2
≤ C3 (∆E(t))
1
r+2 E(t)
1
2 , (3.34)
para C3 uma constante real, positiva e independente de t.
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Se −1 < r < 0, notamos que
r + 1
r + 2
+
1
r + 2
= 1 e
r + 2
2
+
−r
2
= 1.
Usando o Lema 1.1.42, o item 2 da Proposição 3.2.2 e desigualdade dada
em (3.24), temos que
I1(t) ≤ C
(∫ t+T
t
∫
Ω1(s)
a(x) |us|r+2 dx ds
) r+1
r+2
(∫ t+T
t
∫
Ω1(s)
|v|r+2 dx ds
) 1
r+2
≤ C1 (∆E(t))
r+1
r+2
(∫ t+T
t
∫
Ω1(s)
|v|2 dx ds
) 1
2
(µ(Ω)T )
−r
2(r+2)
≤ C2 (∆E(t))
r+1
r+2 E(t)
1
2 , (3.35)
para C2 uma constante real, positiva e independente de t.
Se p ≥ 0, notamos que
p+ 1
p+ 2
+
1
p+ 2
= 1.
Usando o Lema 1.1.42 e o item 4 da Proposição 3.2.2, obtemos:
I2(t) ≤ C
(∫ t+T
t
∫
Ω2(s)
a(x) |us|p+2 dx ds
) p+1
p+2
(∫ t+T
t
∫
Ω2(s)
|v|p+2 dx ds
) 1
p+2
≤ C (∆E(t)) p+1p+2
(∫ t+T
t
∫
Ω2(s)
|v|p+2 dx ds
) 1
p+2
(3.36)
para C uma constante real, positiva e independente de t.
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Assim, usando v ∈ L∞((t, t+ T ), H10 (Ω)n ∩H2(Ω)n), o Lema 1.1.46
e (1.16), temos
|||v|||Lp+2(Ω)n ≤ C |||v|||θH1(Ω)n |||v|||1−θL2(Ω)n
≤ C1 (E(t))
1−θ
2 ,
onde θ = np2(p+2) .
Logo, usando este resultado em (3.36) temos
I2(t) ≤ C (∆E(t))
p+1
p+2 E(t)
4−(n−2)p
4(p+2) . (3.37)
Se −1 < p < 0, consideramos os seguintes casos:
Caso 1: R2
I2(t) ≤ C
∫ t+T
t
∫
Ω2(s)
a(x) |us| |v|dx ds.
Logo, usando a Proposição 1.1.50 para v ∈ W 1,
p+2
p+1
0 (Ω)
n e o item 4 da
Proposição 3.2.2.
I2(t) ≤ C
(∫ t+T
t
∫
Ω2(s)
a(x)|us|p+2dx ds
) 1
p+2
(∫ t+T
t
∫
Ω2(s)
|v| p+2p+1 dx ds
) p+1
p+2
≤ C1 (∆E)
1
p+2
(∫ t+T
t
∫
Ω
|∇v| p+2p+1 dx ds
) p+1
p+2
.
Agora, usando o Lema 1.1.46 com θ =
−p
p+ 2
, temos
‖∇v‖
L
p+2
p+1 (Ω)n
≤ C‖∇v‖θH1(Ω)n‖∇u‖1−θL2(Ω)n ≤ C ‖∆u‖θL2(Ω)n E(t)
1−θ
2 .
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Por tanto se v ∈ L∞((t, t+ T ), H10 (Ω)n ∩H2(Ω)n), então
I2(t) ≤ C (∆E)
1
p+2 E(t)
p+1
p+2 .
Caso 2: Rn, n ≥ 3
Usando o Lema 1.1.42, a Proposição 1.1.50 e pelo item 7 da Proposição
3.2.2, temos:
I2(t) ≤ C
(∫ t+T
t
∫
Ω2(s)
(
a(x) (|us|p+1 + |us|)
)2
dx ds
) 1
2
(∫ t+T
t
∫
Ω
|∇u|2 dx ds
) 1
2
≤ C1
(∫ t+T
t
∫
Ω2(s)
a(x) |us|2 dx ds
) 1
2
(∫ t+T
t
∫
Ω
|∇u|2 dx ds
) 1
2
≤ C1 (∆E)
1
4+p(2−n) E(t)
1
2 .
para C1 uma constante real, positiva e independente de t.
Com as estimativas acima, o resultado segue de imediato.
3.4 Lemas auxiliares
Nesta seção enunciamos três resultados conhecidos na literatura (veja
[35]) e que são úteis nas estimativas da energia do sistema magneto-
elástico na fronteira do conjunto Ω. Este resultados são usados poste-
riomente nos Lemas 3.4.4 e 3.4.6. Lembramos que w é o conjunto dado
em (3.1).
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Lema 3.4.1 Existem um conjunto w˜ ⊂ Rn aberto e uma função m ∈
W 1,∞(Ω) tais que satisfazem as seguintes condições:
Γ(x0) ⊂ w˜ ⊂⊂ w; (3.38)
0 ≤ m(x) ≤ 1, ∀x ∈ Ω; (3.39)
|∇m|2
m
é limitado em Ω q.s.; (3.40)
m(x) = 1, ∀x ∈ Ω ∩ w˜; (3.41)
m(x) = 0, ∀x ∈ Ω \ w. (3.42)
Esboço da Prova
Seja ˜′ > 0 tal que ˜′ < ˜ e
Γ(x0) ⊂
n0⋃
i=1
B(xi, ˜′),
para ˜ e {xi}n0i=1 dados em (3.1).
Definimos o seguinte conjunto:
w˜ :=
n0⋃
i=1
B(xi, ˜′). (3.43)
Consideramos a seguinte função:
φ(x) =

1 se x ∈ w˜;
(˜− ˜′ − d(x, ∂w˜))2
(˜− ˜′)2 se x ∈ w \ w˜.
Notamos que φ ∈ C(w) e φ ≡ 0 sobre a fronteira de w.
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Além disso, para quase todo y ∈ w \ w˜ fixo, existe 1 ≤ i0 ≤ n0 (i0
depende de y) tal que
|y − xi0 | < min
1≤i≤n0, i 6=i0
|y − xi|. (3.44)
Então, neste caso, temos a seguinte igualdade numa vizinhança de y:
φ(x) =
(
˜− |xi0 − x|)2
(˜− ˜′)2 .
Portanto, para cada y = (y1, · · · , yn) temos que
∂ φ(y)
∂ yi
=

0 se y ∈ w˜;
2
(
xi0i − yi
) (
˜− |xi0 − y|)
(˜− ˜′)2 |xi0 − x| se y ∈ w \ w˜ q.s.,
com xi0 = (xi01 , · · · , xi0n ) como dado em (3.44). Logo,
∂ φ(x)
∂ xi
∈ L∞(w), ∀ 1 ≤ i ≤ n e sup
x∈w
ess
|∇φ(x)|2
φ(x)
<∞.
Usando a Proposição 1.1.48, obtemos:
φ ∈W 1,∞(w) ∩H10 (w).
Aplicando a Proposição 1.1.49 (caso p = 2), segue que a seguinte função
m(x) =
 φ(x) se x ∈ w;0 se x ∈ Ω \ w,
satisfaz as conclusões do Lema.
Lema 3.4.2 Considere w˜ como no Lema 3.4.1. Então, existe uma
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função ψ ∈ C1(Ω)n tal que satisfaz as seguintes propriedades:
ψ(x) = η(x), ∀x ∈ Γ(x0); (3.45)
ψ(x) · η(x) ≥ 0, ∀x ∈ Γ; (3.46)
ψ(x) = 0, ∀x ∈ Ω \ w˜. (3.47)
Prova
Seja x ∈ Γ(x0). Consideramos o par (Vx, f) como dado na Proposição
1.1.31. Como Γ é compacto, existem n ∈ N e {xi}ni=1 ⊂ Γ(x0) tais que
Γ(x0) ⊂
n⋃
i=1
Vxi . Definimos o seguinte conjunto:
V :=
n⋃
i=1
Vxi . (3.48)
Seja {ϕi}ni=1 uma partição C∞ da unidade relativo à {Vxi}ni=1. Defin-
imos também a seguinte função:
ξ =
n∑
i=1
∇fi
‖∇fi‖ ϕi. (3.49)
Note que ξ ∈ C1(V )n e ξ ≡ η sobre Γ(x0). Escolhemos ˜˜w ⊂ Rn
aberto com
Γ(x0) ⊂⊂ ˜˜w ⊂⊂ (V ∩ w˜)
e σ ∈ C∞0 (V ∩ w˜) uma função real e não negativa tal que
σ ≡ 1 sobre ˜˜w.
Então, a função ψ := ξ σ satisfaz as conclusões do Lema.
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Lema 3.4.3 Se u ∈ H10 (Ω) ∩H2(Ω), então
∂u
∂xj
∣∣∣∣
Γ
ηi =
∂u
∂xi
∣∣∣∣
Γ
ηj em L
2(Γ), ∀ 1 ≤ i, j ≤ n. (3.50)
Prova
Aplicando (1.31) para o caso particular φ ∈ D(Rn), obtemos as
seguintes igualdades:∫
Γ
φ|Γ
∂u
∂xj
∣∣∣∣
Γ
ηi dΓ =
∫
Ω
∂φ
∂xi
∂u
∂xj
+ φ
∂2u
∂xi∂xj
dx
=
∫
Ω
∂φ
∂xi
∂u
∂xj
dx+
∫
Ω
φ
∂2u
∂xj∂xi
dx
=
∫
Ω
(
− ∂
2φ
∂xj∂xi
u+ φ
∂2u
∂xj∂xi
)
dx
−
∫
Γ
∂φ
∂xi
∣∣∣∣
Γ
u|Γ ηj dΓ
=
∫
Ω
(
− ∂
2φ
∂xi∂xj
u+ φ
∂2u
∂xj∂xi
)
dx
=
∫
Ω
∂φ
∂xj
∂u
∂xi
+ φ
∂2u
∂xj∂xi
dx
−
∫
Γ
∂φ
∂xj
∣∣∣∣
Γ
u|Γ ηi dΓ
=
∫
Ω
∂φ
∂xj
∂u
∂xi
+ φ
∂2u
∂xj∂xi
dx
=
∫
Γ
φ|Γ
∂u
∂xi
∣∣∣∣
Γ
ηj dΓ. (3.51)
Usando a densidade de D(Γ) em L2(Γ) dada em (1.28) (caso s = 0), o
resultado segue de imediato.
Lema 3.4.4 Se ψ ∈ C1(Ω), m ∈ W 1,∞(Ω), então valem as seguintes
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igualdades ∀T, t ≥ 0:
∫
Ω
m (us · u) dx
∣∣∣∣t+T
t
= −(b2 − a2)
∫ t+T
t
∫
Ω
m (divu)2 dx ds
− (b2 − a2)
∫ t+T
t
∫
Ω
(u · ∇m) divu dx ds
−
∫ t+T
t
∫
Ω
m
(−|us|2 + a2 |∇u|2) dx ds
+
∫ t+T
t
∫
Ω
m (∇θ · u) dx ds
− a2
∫ t+T
t
∫
Ω
n∑
i,j=1
∂ui
∂xj
∂m
∂xj
ui dxds
−
∫ t+T
t
∫
Ω
m (ρ(x, us) · u) dx ds; (3.52)
∫
Ω
us · u dx
∣∣∣∣t+T
t
=
∫ t+T
t
∫
Ω
|us|2 dx ds
−
∫ t+T
t
∫
Ω
(
a2 |∇u|2 + (b2 − a2) (divu)2) dx ds
+
∫ t+T
t
∫
Ω
∇θ · u dx ds
−
∫ t+T
t
∫
Ω
ρ(x, us) · u dx ds; (3.53)
Seja
J(t, T ) = −
∫
Ω
(ψ : ∇u) · us dx
∣∣∣∣t+T
t
então
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J(t, T ) =
∫ t+T
t
∫
Ω
n∑
i,j,k=1
a2
∂ψi
∂xk
∂uj
∂xi
∂uj
∂xk
dx ds
+
∫ t+T
t
∫
Ω
n∑
i,j,k=1
(b2 − a2) ∂ψk
∂xj
∂ui
∂xi
∂uj
∂xk
dx ds
− 1
2
∫ t+T
t
∫
Γ
(ψ · η) (a2 |∇u|2 + (b2 − a2) (divu)2) dΓ ds
−
∫ t+T
t
∫
Ω
(ψ : ∇u) · ∇θ dx ds
+
1
2
∫ t+T
t
∫
Ω
(divψ)
(|us|2) dx ds
− 1
2
∫ t+T
t
∫
Ω
(divψ)
(
a2 |∇u|2 + (b2 − a2) (divu)2) dx ds
+
∫ t+T
t
∫
Ω
(ψ : ∇u) · ρ(x, us) dx ds. (3.54)
Prova
Vamos provar a igualdade dada em (3.54). De fato, multiplicando
a equação dada em (2.11) por ψ : ∇u, integrando em Ω × (t, t + T ),
obtemos:
0 =
∫ t+T
t
〈〈uss, ψ : ∇u〉〉 ds
+
∫ t+T
t
〈〈−a2 ∆u− (b2 − a2)∇ divu, ψ : ∇u〉〉 ds
+
∫ t+T
t
〈〈−∇θ + ρ(., us), ψ : ∇u〉〉 ds. (3.55)
Vamos calcular cada termo da igualdade dada em (3.55) separadamente.
De fato, Como u, us ∈ L∞((t, t + T ), H10 (Ω)n), a propriedade da ψ no
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Lema 3.4.2 e aplicando o Teorema 1.1.92, obtemos que
ψ : ∇u ∈W ((t, t+ T ), L2(Ω)n), com (ψ : ∇u)t = (ψ : ∇ut).
Usando a fórmula de integração por partes dada no Teorema 1.1.102,
obtemos:∫ t+T
t
〈uss, ψ : ∇u〉L2(Ω)n ds = −
∫ t+T
t
〈us, (ψ : ∇us)〉L2(Ω)n ds
+ 〈us, ψ : ∇u〉L2(Ω)n
∣∣∣t+T
t
. (3.56)
Aplicando (1.31) e (1.34), temos as seguintes igualdades
〈〈∆u, ψ : ∇u〉〉 =
n∑
i,j,k=1
∫
Ω
∂
∂xj
(
∂ui
∂xj
)
ψk
∂ui
∂xk
= −
∫
Ω
n∑
i,j,k=1
∂ui
∂xj
∂ψk
∂xj
∂uj
∂xk
dx
− 1
2
∫
Ω
n∑
i,j,k=1
ψk
∂
∂xk
(
∂ui
∂xj
∂ui
∂xj
)
+
∫
Γ
n∑
i,j,k=1
∂ui
∂xj
∂uj
∂xk
ψk ηj dΓ
=
1
2
∫
Ω
(divψ) |∇u|2 dx
−
∫
Ω
n∑
i,j,k=1
∂ui
∂xj
∂ψk
∂xj
∂ui
∂xk
dx
− 1
2
∫
Γ
(ψ . η) |∇u|2 dΓ
+
∫
Γ
n∑
i,j,k=1
∂ui
∂xj
∂ui
∂xk
ψk ηj dΓ. (3.57)
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〈〈∇divu, ψ : ∇u〉〉 =
n∑
i,j,k=1
∫
Ω
∂
∂xj
(
∂ui
∂xi
)
ψk
∂uj
∂xk
= −
∫
Ω
n∑
i,j,k=1
∂ui
∂xi
∂ψk
∂xj
∂uj
∂xk
dx
− 1
2
∫
Ω
n∑
i,j,k=1
ψk
∂
∂xk
(
∂ui
∂xi
∂uj
∂xj
)
+
∫
Γ
n∑
i,j,k=1
∂ui
∂xi
∂uj
∂xk
ψk ηj dΓ
=
1
2
∫
Ω
(divψ) (divu)2 dx
−
∫
Ω
n∑
i,j,k=1
∂ui
∂xi
∂ψk
∂xj
∂uj
∂xk
dx
− 1
2
∫
Γ
(ψ . η) (divu)2 dΓ
+
∫
Γ
n∑
i,j,k=1
∂ui
∂xi
∂uj
∂xk
ψk ηj dΓ; (3.58)
〈〈us, ψ : ∇us〉〉 =
n∑
i,j=1
∫
Ω
(us)i ψj
∂(us)i
∂xj
dx
= −
n∑
i,j=1
∫
Ω
∂
∂xj
[(us)i ψj ] (us)i dx
= −〈〈us, ψ : ∇us〉〉
−
∫
Ω
(divψ) |us|2 dx. (3.59)
Além disso, aplicando o Lema 3.4.3, temos que
∫
Γ
n∑
i,j,k=1
∂ui
∂xi
∂uj
∂xk
ψk ηj dΓ =
∫
Γ
(ψ . η) (divu)2 dΓ; (3.60)
∫
Γ
n∑
i,j,k=1
∂ui
∂xj
∂ui
∂xk
ψk ηj dΓ =
∫
Γ
(ψ . η) |∇u|2 dΓ. (3.61)
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Pelas igualdades dada acima, a equação dada em (3.54) segue de ime-
diato. As igualdades dadas em (3.52) e (3.53) são obtidas de forma
análoga multiplicando a equação dada em (2.11) por mu e u respecti-
vamente.
Lema 3.4.5 Sejam b2 − a2 > 0 e
K(t, T ) =
∫ t+T
t
(
‖us‖2L2(Ω)n + |||u|||21
)
ds.
Então, existe uma constante real e positiva C tal que K(t, T ) satisfaz a
seguinte desigualdade:
K(t, T ) ≤ C { E(t) + E(t+ T )
+
∫ t+T
t
∫
Γ(x0)
(
a2 |∇u|2 + (b2 − a2)(divu)2) dΓ ds
+
∫ t+T
t
∫
Ω
(|∇u|+ |u|) (|ρ(x, us)|+ |∇θ|) dx ds}, ∀T, t ≥ 0.
Prova
Escolha ψ = (x− x0) na equação dada em (3.54). Escrevendo
J(t, T ) = −
∫
Ω
((x− x0) : ∇u) · us dx
∣∣∣∣t+T
t
,
109
obtemos as seguintes igualdades:
J(t, T ) = −1
2
∫ t+T
t
∫
Γ
((x− x0) · η)
(
a2 |∇u|2) dΓ ds
− 1
2
∫ t+T
t
∫
Γ
((x− x0) · η)
(
(b2 − a2) (divu)2) dΓ ds
+
∫ t+T
t
∫
Ω
((x− x0) : ∇u) · (ρ(x, us)) dx ds
−
∫ t+T
t
∫
Ω
((x− x0) : ∇u) · ∇θ dx ds
+
∫ t+T
t
n
2
‖us‖2L2(Ω)n + (1−
n
2
) |||u|||21 ds. (3.62)
Usando a igualdade dada em (3.53), temos
−
∫
Ω
us · u dx
∣∣∣∣t+T
t
=
∫ t+T
t
(
−‖us‖2L2(Ω)n + |||u|||21
)
ds
−
∫ t+T
t
∫
Ω
u · ∇θ dx ds
+
∫ t+T
t
∫
Ω
u · (ρ(x, us)) dx ds. (3.63)
Somando (3.62) com (3.63), e isolando o termo K(t, T ), temos
1
2
K(t, T ) = −
∫
Ω
us · u dx
∣∣∣∣t+T
t
+
∫ t+T
t
∫
Ω
u · ∇θ dx ds
−
∫ t+T
t
∫
Ω
u · ρ(x, us) dx ds+ J(t, T )
+
1
2
∫ t+T
t
∫
Γ
((x− x0) · η)
(
(b2 − a2) (divu)2) dΓ ds
+
1
2
∫ t+T
t
∫
Γ
((x− x0) · η)
(
a2 |∇u|2) dΓ ds
+
∫ t+T
t
∫
Ω
((x− x0) : ∇u) · [∇θ − ρ(x, us)] dx ds.
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Usando a definição de Γ(x0) e o fato que a2 > 0 e b2 − a2 > 0, existe
uma constante real e positiva C, independente de T e t, tal que∫
Γ
((x− x0) · η)
(
a2 |∇u|2) dΓ ≤ C ∫
Γ(x0)
a2 |∇u|2 dΓ;∫
Γ
((x− x0) · η)
(
(b2 − a2) (divu)2) dΓ ≤ C ∫
Γ(x0)
(b2 − a2) (divu)2 dΓ.
Temos também a seguinte estimativa:
|(x− x0) : ∇u(t, x)| ≤
(
sup
y∈Ω
|y − x0|
)
|∇u(t, x)| em (t, t+ T )× Ω
(3.64)
Além disso, pela desigualdade (1.2), as Proposições 1.1.50, 1.1.41 e a
definição de energia, existe uma constante real e positiva C1, indepen-
dente de T e t, tal que
∫
Ω
us . u dx
∣∣∣∣t+T
t
≤ ‖us‖L2(Ω)n‖u‖L2(Ω)n
∣∣t+T
t
≤ C1 ‖us‖L2(Ω)n |||u|||1
∣∣t+T
t
≤ C1 [ ‖us‖L2(Ω)n |||u|||1
∣∣
t+T
+ ‖us‖L2(Ω)n |||u|||1
∣∣
t
]
≤ C1 (E(t+ T ) + E(t)) . (3.65)
Da mesma forma anterior e ainda usando (3.64), temos
J(t, T ) ≤ C1 (E(t+ T ) + E(t)) .
A partir das desigualdades acima e tomando o valor absoluto da ex-
pressão (3.64) o resultado segue de imediato.
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Lema 3.4.6 Sejam b2−a2 > 0 e M(t, T ) =
∫ t+T
t
∫
Γ(x0)
(a2 |∇u|2 +(b2−
a2) (divu)2) dΓ ds. Então, existe uma constante real e positiva C tal que
satisfaz a seguinte desigualdade:
M(t, T ) ≤ C {E(t) + E(t+ T ) +
∫ t+T
t
∫
w∩Ω
(|us|2 + |u|2) dx ds
+
∫ t+T
t
∫
Ω
(|ρ(x, us)|+ |∇θ|) (|∇u|+ |u|) dx ds}
Prova
Consideramos funções ψ em e um conjunto w˜ como dados nos Lemas
3.4.2 e 3.4.1. Usando a equação dada em (3.54), a definição de Γ(x0), as
propriedades (3.45) e (3.46) da função ψ, o fato que a2 > 0 e b2−a2 > 0,
obtemos:
1
2
M(t, T ) ≤ 1
2
∫ t+T
t
∫
Γ
(ψ . η)
(
a2 |∇u|2 + (b2 − a2) (divu)2) dΓ
=
∫
Ω
(ψ : ∇u) . us dx
∣∣∣∣t+T
t
+
∫ t+T
t
∫
Ω
(ψ : ∇u) · [ ρ(x, us)−∇θ ] dx ds
+
1
2
∫ t+T
t
∫
Ω
(divψ)
(|us|2) dx ds
− 1
2
∫ t+T
t
∫
Ω
(divψ)
(
a2 |∇u|2 + (b2 − a2) (divu)2) dx ds
+
∫ t+T
t
∫
Ω
n∑
i,j,k=1
(
a2
∂ψi
∂xk
∂uj
∂xi
∂uj
∂xk
)
dx ds
+
∫ t+T
t
∫
Ω
n∑
i,j,k=1
(
(b2 − a2) ∂ψk
∂xj
∂ui
∂xi
∂uj
∂xk
)
dx ds. (3.66)
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Notamos que
|(ψ(x) : ∇u(t, x))| ≤
(
sup
y∈Ω
(ψ(y))
)
|∇u(t, x)| em (t, t+ T )× Ω.
(3.67)
Usando o mesmo argumento como (3.65), existe uma constante real e
positiva C1, independente de t e T , tal que
∫
Ω
(ψ : ∇u) · us dx
∣∣∣∣t+T
t
≤ C1 (E(t) + E(t+ T )) .
Escrevemos
J1(t, T ) =
1
2
∫ t+T
t
∫
Ω
(divψ)
(|us|2) dx ds
− 1
2
∫ t+T
t
∫
Ω
(divψ)
(
a2 |∇u|2 + (b2 − a2) (divu)2) dx ds
+
∫ t+T
t
∫
Ω
n∑
i,j,k=1
(
a2
∂ψi
∂xk
∂uj
∂xi
∂uj
∂xk
)
dx ds
+
∫ t+T
t
∫
Ω
n∑
i,j,k=1
(
(b2 − a2) ∂ψk
∂xj
∂ui
∂xi
∂uj
∂xk
)
dx ds. (3.68)
Usando a propriedade (3.47) da função ψ, temos
|J1(t, T )| ≤ C
{∫ t+T
t
∫
Ω∩w˜
(|us|2 + a2 |∇u|2 + (b2 − a2) (divu)2) dx ds
+
∫ t+T
t
∫
Ω∩w˜
a2
n∑
i,j,k=1
∣∣∣∣∂uj∂xi
∣∣∣∣ ∣∣∣∣∂uj∂xk
∣∣∣∣ dx ds
+
∫ t+T
t
∫
Ω∩w˜
(b2 − a2)
n∑
i,j,k=1
∣∣∣∣∂ui∂xi
∣∣∣∣ ∣∣∣∣∂uj∂xk
∣∣∣∣ dx ds}. (3.69)
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Usando as propriedades (3.39) e (3.41) da função m, obtemos a ex-
istência de uma constante real e positiva C, independente de T e t, tal
que
|J1(t, T )| ≤ C {
∫ t+T
t
∫
Ω
m
(
a2 |∇u|2 + (b2 − a2) (divu)2) dx ds
+
∫ t+T
t
∫
w˜∩Ω
|us|2 dx ds}. (3.70)
Resta estimar a seguinte integral:
J2(t, T ) =
∫ t+T
t
∫
Ω
m
(
a2|∇u|2 + (b2 − a2) (divu)2) dx ds.
Pela equação dada em (3.52) e a propriedade (3.42) de m, obtemos:
J2(t, T ) = −
∫
Ω
mus · u dx
∣∣∣∣t+T
t
+
∫ t+T
t
∫
Ω
m |us|2 dx ds
−
∫ t+T
t
∫
Ω
m (ρ(x, us) · u) dx ds
− a2
∫ t+T
t
∫
Ω
n∑
i,j=1
∂ui
∂xj
∂m
∂xj
ui dx ds
+
∫ t+T
t
∫
Ω
m (∇θ · u) dx ds
− (b2 − a2)
∫ t+T
t
∫
Ω
(divu) (∇m · u) dx ds. (3.71)
Notamos que, pela Proposição 1.1.50, temos
∣∣∣∣ ∫
Ω
mus · u dx
∣∣∣∣t+T
t
∣∣∣∣ ≤ C1[E(t+ T ) + E(t)]. (3.72)
114
Usando a Proposição 1.1.41 com 0 < ε < 1 e pelas propriedades (3.40)
e (3.42) de m, temos
∣∣∣∣ ∫ t+T
t
∫
Ω
n∑
i,j=1
∂ui
∂xj
∂m
∂xj
ui dx ds
∣∣∣∣ ≤ 12
∫ t+T
t
∫
w∩Ω
n∑
i=1
{|ui|2 |∇m|
2
mε
+ mε |∇ui|2} dx ds
≤ Cε
∫ t+T
t
∫
w∩Ω
|u|2 dx ds
+
ε
2
∫ t+T
t
∫
Ω
m |∇u|2 dx ds (3.73)
∣∣∣∣ ∫ t+T
t
∫
Ω
(divu) (u .∇m) dx ds
∣∣∣∣ ≤ 12
∫ t+T
t
∫
w∩Ω
mε (divu)2 dx ds
+
1
2
∫ t+T
t
∫
w∩Ω
|∇m|2
mε
|u|2 dx ds
≤ ε
2
∫ t+T
t
∫
Ω
m (divu)2 dx ds
+ Cε
∫ t+T
t
∫
w∩Ω
|u|2 dx ds. (3.74)
Finalmente considerando (3.72), (3.73) e (3.74) em (3.71) temos que
existe uma constante real e positiva C independente de t e T tal que
|J2(t, T )| ≤ C { E(t) + E(t+ T ) +
∫ t+T
t
∫
w∩Ω
(|us|2 + |u|2) dx ds
+
∫ t+T
t
∫
Ω
(|ρ(x, us)|+ |∇θ|) |u| dx ds}.
Finalmente tomando o valor absoluto em (3.66) e usando a desigualdade
(3.70) e a desigualdade acima o resultado segue de imediato.
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Proposição 3.4.7 Suponha que Ω seja simplesmente conexo e b2−a2 >
0. Então, existe uma constante real e positiva C > 0 tal que
∫ t+T
t
E(s) ds ≤ C {
∫ t+T
t
∫
w∩Ω
(|u|2 + |us|2) dx ds
+
∫ t+T
t
∫
Ω
(|ρ(x, us)|+ |∇θ|) (|∇u|+ |u|) dx ds
+ E(t) + E(t+ T ) + ∆E(t)} ∀T, t ≥ 0.(3.75)
Prova
Usando os Lemas 3.4.5 e 3.4.6, temos a seguinte estimativa:
K(t, T ) ≤ C
∫ t+T
t
∫
Ω
[ |∇u|+ |u| ] |ρ(x, us)| dx ds
+ C
∫ t+T
t
∫
Ω
[ |∇u|+ |u| ] |∇θ| dx ds
+ C
∫ t+T
t
∫
w∩Ω
(|us|2 + |u|2) dx ds
+ C E(t) + C E(t+ T ), ∀T, t ≥ 0, (3.76)
para uma constante real e positiva C independente de t e T , ondeK(t, T )
foi definido no Lema 3.4.5
Aplicando a desigualdade dada em (2.4) e a igualdade dada em (2.3),
o resultado segue de imediato.
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Proposição 3.4.8 Suponha que Ω seja limitado e de classe C2 e b2 −
a2 > 0. Então, existem constantes reais e positivas T e C tal que a
seguinte desigualdade é satisfeita:
E(t) ≤ C {∆E(t) + ∆E(t)r′ + ∆E(t)p′}
+ C
∫ t+T
t
∫
w∩Ω
|us|2dxds, ∀ t ≥ 0, (3.77)
com
r′ =
 2r+2 se r ≥ 0;2(r+1)
r+2 se −1 < r < 0;
p′ =

4(p+1)
4+(n+2)p se 0 ≤ p ≤ 2n−2 n ≥ 3 ou
p ≥ 0; n = 2;
1 se −1 < p < 0, n = 2
2
4+p(2−n) se −1 < p < 0, n ≥ 3.
Prova
Seja 0 < δ < 1. Usando as Proposições 1.1.41 e 1.1.50, obtemos:
∫ t+T
t
∫
Ω
|∇θ| (|∇u|+ |u|) dx ds ≤ δ(1 + C1)
∫ t+T
t
∫
Ω
|∇u|2 dx ds
+
1
2δ
∫ t+T
t
∫
Ω
|∇θ|2 dx ds.
Usando (1.16), a Proposição 1.1.53 e (2.3) temos
≤ δ(1 + C1)
∫ t+T
t
|||u|||20 ds+
C
2δ
∆E(t)
≤ 2δ(1 + C1)
∫ t+T
t
E(s) ds+
1
2δ
∆E(t), ∀T, t ≥ 0
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para C1 constante de Poincaré independente de t e T . Logo usando
Proposiação 3.4.7 com este último resultado temos
[1− 2Cδ(1 + C1)]
∫ t+T
t
E(s) ds ≤ C [E(t) + E(t+ T ) + 1
2δ
∆E(t)]
+ C
∫ t+T
t
∫
Ω
|ρ(x, us)| (|∇u|+ |u|) dx ds
+ C
∫ t+T
t
∫
w∩Ω
[|us|2 + |u|2] dx ds. (3.78)
Escolhendo um δ fixo tal que 0 < δ < [2C(1 + C1)]−1.
∫ t+T
t
E(s) ds ≤ C [E(t) + E(t+ T ) + ∆E(t)]
+ C
∫ t+T
t
∫
Ω
|ρ(x, us)| (|∇u|+ |u|) dx ds
+ C
∫ t+T
t
∫
w∩Ω
[|us|2 + |u|2] dx ds. (3.79)
Usando as Proposições 3.3.2 e 3.4.7, temos
∫ t+T
t
E(s) ds ≤ C {E(t) + E(t+ T ) + ∆E +
∫ t+T
t
∫
w∩Ω
|us|2 dx ds}
+ C
∫ t+T
t
∫
Ω
|ρ(x, us)| |v| dx ds
+ C
∫ t+T
t
∫
Ω
|ρ(x, us)| (|∇u|+ |u|) dx ds
+ C ε
∫ t+T
t
E(s) ds, ∀T, t ≥ 0. (3.80)
118
Escolhendo ε tal que 0 < ε < C−1, obtemos que existe uma constante
real e positiva C, independente de T e t, tal que
∫ t+T
t
E(s) ds ≤ C {E(t) + E(t+ T ) + ∆E +
∫ t+T
t
∫
w∩Ω
|us|2 dx ds}
+ C
∫ t+T
t
∫
Ω
|ρ(x, us)| (|∇u|+ |u|) dx ds
+ C
∫ t+T
t
∫
Ω
|ρ(x, us)| |v| dx ds ∀T, t ≥ 0. (3.81)
Como E(t) é não negativa e decrescente, temos
T E(t+ T ) ≤
∫ t+T
t
E(s) ds ≤ C
∫ t+T
t
∫
w∩Ω
|us|2 dx ds
+ C
∫ t+T
t
∫
Ω
|ρ(x, us)| (|∇u|+ |u|) dx ds
+ C
∫ t+T
t
∫
Ω
| ρ(x, us)| |v| dx ds
+ C [ E(t) + E(t+ T ) + ∆E(t) ], (3.82)
para C uma constante real, positiva e independente de t e T .
Somando E(t) em ambos os lados da equação dada em (3.82), temos
T E(t+ T ) + E(t) ≤ (2C + 1)E(t) + C {∆E(t)
+
∫ t+T
t
∫
w∩Ω
|us|2 dx ds}
+ C
∫ t+T
t
∫
Ω
|ρ(x, us)| (|∇u|+ |u|+ |v|) dx ds.
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Escolhendo T > 2C+1 e lembrando que E(t) é uma função não negativa,
obtemos:
E(t) ≤ C {∆E(t) +
∫ t+T
t
∫
w∩Ω
|us|2 dx ds}
+ C
∫ t+T
t
∫
Ω
|ρ(x, us)| (|∇u|+ |u|+ |v|) dx ds.
Aplicando as Proposições 3.2.3 e 3.3.3, temos que
E(t) ≤ C
(
∆E(t) + E(t)
1
2 (∆E(t))
r′
2 + E(t)q
′
(∆E(t))s
′)
+ C
∫ t+T
t
∫
w∩Ω
|us|2 dx ds. (3.83)
Considere novamente δ > 0. Então, temos a seguinte desigualdade:
E(t)
1
2 (∆E(t))
r′
2 ≤ δ
2
E(t) +
1
2δ
(∆E(t))r
′
. (3.84)
Notamos que 0 < q′ < 1. Definindo q′′ = 1−q′ e usando a Proposição
1.1.41, temos a seguinte desigualdade:
E(t)q
′
(∆E(t))s
′ ≤ q′ δ 1q′ E(t) + q
′′
δ
1
q′′
(∆E(t))
s′
q′′ . (3.85)
É fácil verificar que s
′
q′′ = p
′. Escolhendo δ suficientemente pequeno,
o resultado segue de imediato.
Teorema 3.4.9 Suponha que Ω seja conexo e b2 − a2 > 0. Então,
valem as seguintes afirmações:
1. Se n = 2, r = 0 e −1 < p < ∞ ou se n ≥ 3 e r = p = 0, existem
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γ1 > 0 e C > 0 tais que
E(t) ≤ C E(0) e−γ1t, ∀ t ≥ 0; (3.86)
2. Se n = 2, −1 < r < ∞, −1 < p ≤ ∞ e (p, r) 6= 0, existem γ > 0
e C > 0 tais que
E(t) ≤ C (1 + t)−γ , ∀ t ≥ 0, (3.87)
para
 γ =
−2(r + 1)
r
se −1 < r < 0 e −1 < p ≤ ∞;
 γ =
2
r
se r > 0 e −1 < p ≤ ∞;
3. Se n ≥ 3, −1 < r <∞, −1 < p ≤ 2n−2 e (p, r) 6= 0, existem γ > 0
e C > 0 tais que
E(t) ≤ C (1 + t)−γ , ∀ t ≥ 0, (3.88)
para
 γ = min{2
r
,
4 (p+ 1)
p(n− 2) } se r > 0 e 0 < p ≤
2
n−2 ;
 γ =
4(p+ 1)
p(n− 2) se r = 0 e 0 < p ≤
2
n−2 ;
 γ =
2
r
se r > 0 e p = 0;
 γ = min{2
r
,
4
p(2− n)} se r > 0 e −1 < p < 0;
 γ =
4
p(2− n) se r = 0 e −1 < p < 0.
 γ = min{−2 (r + 1)
r
,
4 (p+ 1)
p(n− 2) } se −1 < r < 0 e
0 < p ≤ 2n−2 ;
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 γ =
−2 (r + 1)
r
se −1 < r < 0 e p = 0;
 γ = min{−2 (r + 1)
r
,
4
p(2− n)} se −1 < r < 0 e −1 < p < 0;
Prova
Seja T > 0, usando a Proposição 3.4.8, e o fato que a0 > 0 e os itens
1,3, 5 e 7 da Proposição (3.2.2), temos a seguinte estimativa
I(t) =
∫ t+T
t
∫
w∩Ω
|us|2 dx ds
I(t) ≤ 1
a0
∫ t+T
t
∫
Ω
a(x) |us|2 dx ds
=
1
a0
{
∫ t+T
t
∫
Ω1(s)
a(x) |us|2 dx ds+
∫ t+T
t
∫
Ω2(s)
a(x) |us|2 dx ds}
≤ C { ∆E(t) + ∆E(t)r′ + ∆E(t)p′}, ∀ t ≥ 0
para C uma constante real, positiva e independente de t. Pela Proposição
3.4.8 temos
E(t) ≤ C
(
∆E(t) + ∆E(t)r
′
+ ∆E(t)p
′)
, ∀ t ≥ 0. (3.89)
No caso n ≥ 3 para 0 ≤ p < 2n−2 usando o item 5 da Proposição
3.2.2, a Proposição 3.4.8 e ∆E(t) ≥ 0 resulta
I(t) ≤ C
(
∆E(t) + ∆E(t)r
′
)
≤ C
(
∆E(t) + ∆E(t)r
′
+ ∆E(t)p
′
)
, ∀ t ≥ 0.
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No caso n = 2 com −1 < p < 0 usando o item 6 da Proposição 3.2.2
e a Proposição 3.4.8 resulta
I(t) ≤ C { ∆E(t) + ∆E(t)r′}+ C (∆E(t)) p+1p+2 (E(t)) 1p+2 .
Dado um 0 < δ < 1 pela Preposição 1.1.41 temos
I(t) ≤ C { ∆E(t) + ∆E(t)r′}+ C1∆E(t) + δ C E(t)
Escolhendo δ tal que 0 < δ < C−1 e pela Proposição 3.4.8, temos
(1− C δ)E(t) ≤ C
(
∆E(t) + ∆E(t)r
′)
, ∀ t ≥ 0.
Assim para p′ = 1 a expresão anterior pode-se escrever
E(t) ≤ C
(
∆E(t) + ∆E(t)r
′
+ ∆E(t)p
′)
, ∀ t ≥ 0. (3.90)
Notamos que 0 < r′, p′ ≤ 1. Como ∆E(t) é uma função não negativa
e limitada, existe uma constante real e positiva C1, independente de t,
tal que
E(t) ≤ C1 (∆E(t))k, ∀ t ≥ 0, parak = min{r′, p′}. (3.91)
Além disso, como E(t) é descrescente, então
sup
t≤s≤t+T
E(s)
1
k ≤ E(t) 1k ≤ C1 ∆E(t). (3.92)
Aplicando o Lema de Nakao, o resultado segue de imediato.
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