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1. Introductions
Prescribing geometric structures of a complex manifold often introduces interesting and im-
portant partial differential equations. A typical example of this kind is the problem of finding
the Ka¨hler metrics with constant scalar curvature on a Ka¨hler manifold. Such a problem de-
fines a fourth order elliptic partial differential equation. The study of these partial differential
equations, including the Ka¨hler-Einstein equations, forms one of the richest topics in complex
geometry.
In this paper, we introduce a new set of equations coming from the Szego¨ kernel (Bergman
kernel, resp.) of a unit circle (unit disk, resp) bundle. We prove that these equations, which
generalize the equation of finding Ka¨hler metrics with constant scalar curvature, are all elliptic.
As an application of the result, we relate the Ramadanov Conjecture to these equations and
prove a local rigidity theorem concerning the log term of the Szego¨ kernel.
Our basic setting is as follows: let (L, h) → M be a positive Hermitian line bundle over the
compact complex manifold M of dimension n. The pair (M,L) is called a polarised manifold.
The Ka¨hler metric ω of M is defined to be the curvature of the Hermitian metric h. Let L∗ be
the dual bundle of L. The unit circle bundle X of L∗ is a strictly pseudoconvex manifold, with
the natural measure defined by the S1 action and the polarization of M . That is, the measure
is dV = 1n!pi
∗(ωn) ∧ dθ, where ∂∂θ is the infinitesimal S1 action on the unit circle bundle. The
Szego¨ projection Π is a linear map from L2(X) to the Hardy space H2(X), which is the space
of L2 boundary functions of holomorphic functions of the unit disk bundle D. Let Π(x, y) be
the Szego¨ kernel of X, i.e., Π(x, y) is the function on X × X such that for any f ∈ L2(X),∫
X Π(x, y)f(y)dy ∈ H2(X), where dy = dV is the measure defined above. Then by [5], there is
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a paramatrix
s(x, y, t) ∼
∞∑
k=0
tn−ksk(x, y),
where sk(x, y) (k ∈ Z+) are smooth functions on X ×X and t ∈ R, such that
(1.1) Π(x, y) =
∫ ∞
0
eitψ(x,y)s(x, y, t)dt
for some suitable complex phase function ψ(x, y) of X ×X.
In general, the paramatrix of the Szego¨ kernel of a pseudoconvex manifold is quite difficult
to compute. However, since the bundle X is S1 invariant, we may split the Szego¨ kernel into
several pieces. More precisely, Let ∂∂θ be the infinitesimal S
1 action of X. Define
H2m(X) = {f ∈ H2(X)|
∂
∂θ
f =
√−1mf}.
Let Πm be the projection of H
2(X) to H2m(X). Then the kernel Πm(x, y) of L
2(X) → H2m(X)
is the Fourier coefficient of Π(x, y):
Πm(x, y) =
1
2pi
∫
S1
Π(x, rθy)e
m
√−1θdθ.
Using the paramatrix of the Szego¨ kernel, Zelditch (and Catlin [6] independently for the Bergman
kernel) was able to prove that there is an asymptotic expansion of Πm(x, x) (cf. Theorem 2.1)
(1.2) Πm(x, x) ∼ mn(a0 + a1
m
+ · · · ),
where ak’s are all smooth functions ofM . The expansion is called Tian-Yau-Zelditch expansion.
In [19], the first author was able to prove that all ak’s are polynomials of the curvature and its
derivatives. In particular, a0 = 1 and a1 = ρ, the scalar curvature of the Ka¨hler manifold. Thus
the equation of finding the metrics such that a1 = const is the equation of finding the Ka¨hler
metrics with constant scalar curvature.
Because of the work of Donaldson [10], it is natural to study metrics with ak being prescribed
for k ≥ 2. Donaldson was interested in modifying hm to a Hermitian metric h′ for some large m
such that the metric h′ is balanced. As a corollary of his result, Donaldson was able to give a
proof of the uniqueness of the Ka¨hler metrics of constant scalar curvature. Since a1 =
1
2ρ, where
ρ is the scalar curvature,
∫
M (a1 − a1)θ defines the Futaki invariants, where a1 is the average of
a1 and θ is the Hamiltonian function of a holomorphic vector field. Nonlinearizing the Futaki
invariants we get the Mabuchi’s K energy, whose convexity plays the key role in proving the
uniqueness of the metrics of constant sclar curvature (cf. [7]).
We wish to study the analogue problems for ak when k > 1. In this paper, among the other
results, we prove that for any given k and function f , for a fixed metric ω, the equation of
finding the function ϕ such that ak(ω −
√−1
2pi ∂∂ϕ) = f is an elliptic equation of order 2k + 2.
Thus prescribing ak gives an interesting set of new elliptic equations.
Since the Bergman potential Πm(x, x) being a constant implies stability(cf. [20], [27]), we are
particularly interested in the question of finding metrics such that ak = 0 for k > n. Such a
question is related to the Ramadanov Conjecture [22]. The conjecture, in terms of the Bergman
kernel, can be stated as follows:
Conjecture (Ramadanov [22]). Let Ω be a bounded strongly pseudoconvex domain of Cn. As-
sume that the log term of the Bergman kernel is zero, then Ω is biholomorphic equivalent to the
unit ball of Cn.
Not much is known about the Conjecture for n > 1. If Ω is a complete Rienhardt domain
of C2, the conjecture was proved by Nakazawa [21]. The conjecture was proved to be true for
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any strongly pseudoconvex domain in C2 by Graham [12], using an unpublished note of Burns.
In [16], the computation needed in Graham’s proof was given. Boutet de Monvel [4] gave an
independent proof of Graham’s result around the same time.
There are only partial results in higher dimensions. K. Hirachi [15] proved that the Radamanov
conjecture is true for real ellipsoids that are sufficiently close to the unit ball. In the Szego¨ kernel
case, he [14] proved that if n = 2 with tranversal symmetry and if the log term of the Szego¨
kernel vanishes to the third order, then the boundary is spherical. Hanges [13] proved a similar
result with additional assumption on the choice of volume element on the boundary. See [15]
for further references of the Conjecture.
One can form the similar conjecture for the Szego¨ kernel as well. The same conjecture makes
sense if we replace the bounded strongly pseudoconvex domains by strongly pseudoconvex man-
ifolds.
Let H∗ be the universal line bundle of the complex projective space CPn. The unit circle bun-
dle X of H∗ is the unit sphere in Cn. With this observation, we form the following Ramadanov
Conjecture for the unit circle bundle X:
Conjecture. Let ω ∈ [ωFS] be a Ka¨hler metric on CPn which is in the same cohomology class
as the Fubini-Study metric ωFS. Let (H,h) be the hyperplane bundle whose curvature is ω. Let
X be the unit circle bundle of the universal line bundle H∗. If the log term of the Szego¨ kernel
of X vanishes, then there is an automorphism ϕ : CPn → CPn such that ϕ∗ω = ωFS.
We confirmed the above conjecture for n = 1 in this paper. In the case n = 1, the unit
circle bundle X is of dimension 3 and the result is parallel to the case of strongly pseudoconvex
domains in C2 in the Ramadanov Conjecture.
Theorem 1.1 (The case n = 1). Let ω ∈ [ωFS ] be a Ka¨hler form on CP 1 which is in the same
cohomology class as the Fubini Study metric ωFS. Let (H,h) be the hyperplane bundle whose
curvature is ω. Let X be the unit circle bundle of the universal bundle H∗. If the log term
of the Szego¨ kernel of X vanishes, then there is an automorphism ϕ : CP 1 → CP 1 such that
ϕ∗ω = ωFS.
The Conjecture is still open in high dimensions. The main result of this paper is the following
local rigidity theorem:
Theorem 1.2. Let h be the standard metric on (CPn,H). Let h′ be another metric on the
hyperplane bundle H over CPn. Then there is an ε > 0, depending only on n, such that for any
h′ with
||h′/h− 1||C2n+4 < ε,
and the log term of the Szego¨ kernel of the unit circle bundle of h′ being zero, there is an
automorphism f of CPn such that f∗(ωh′) = ωFS, where ωh′ is the curvature of h′.
The organization of this paper is as follows: In §2, we prove that if the log term is zero, then
ak = 0 for k > n. This result let us use the methods of partial differential equations to study
the Ramadanov Conjecture. In §3, by tracing the terms in ak of the highest Weyl weight, we
prove that the equations ak = f are all elliptic equations. As a corollary, we get the Schauder
estimate (Corollary 3.1).
In Theorem 4.1 and Theorem 4.2, we study the uniformity of the Tian-Yau-Zelditch expansion.
Using the elliptic estimate, we have the following general result:
Theorem 1.3. If h is the metric such that the log term of the Szego¨ kernel (of the unit circle
bundle X of L∗, the dual bundle of the ample line bundle L over M) vanishes, then there is a
finite dimensional vector subspace V of the space of smooth functions on M such that if ϕ /∈ V ,
the log term of the Szego¨ kernel is not zero for the metric heεϕ for sufficiently small ε.
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This proves that generically, the log term is not zero.
The technical heart of this paper is in §6 and §7. In §6, we computed concretely the vector
space V in Theorem 1.3. In order to determine the vector space V in Theorem 1.3, we use
the fact that the orthonormal basis of H0(CPn,Hm) can always be explicitly written. Then
Lemma 6.1 and Proposition 6.1 become purely combinatoric. From these results, we prove that
V must be the eigenspace of some eigenvalue of CPn. In Theorem 6.2, we further confirmed
that the eigenvalue must be (n+1). It is well known that the eigenfunctions with respect to the
eigenvalue (n + 1) of CPn are the Hamiltonian functions of holomorphic vector fields on CPn.
Thus in order to prove Theorem 1.2, we have to get rid of the actions of the automorphism
group of CPn generated by the holomorphic vector fields (the idea was first used by Bando-
Mabuchi [1]). In [8], the authors introduced the concept of a Ka¨hler metric being centrally
positioned. In our case, we need to know that if a metric is not far away from the Fubini-Study
metric, then whether we can find a “small” automorphism under which the metric is centrally
positioned. This is done in Lemma 7.2 using the contraction principal.
Acknowledgement. We thank K. Hirachi for the references of the history of the Ramadanov
Conjecture.
2. Pseudoconvex manifolds with zero log term
In this section, we study the relations between the vanishing of the log term in the Szego¨
or Bergman kernels and the coefficients in the Tian-Yau-Zelditch expansion [19]. Except for
the last theorem, or otherwise stated, most results of this section were known by the work of
Zelditch [26] and Catlin [6]. We begin by the following standard settings.
Suppose (L, h)→M is a positive Hermitian line bundle over the compact complex manifold
M as in the previous section. Let (L∗, h−1) be the dual bundle. We define a smooth function
ρ : L∗ → R as follows: let U ⊂M be an open neighborhood of M such that L∗|U ϕ= U × C is a
local trivialization. Let
ρ(x) =
1
h(z)
|v|2 − 1,
where h(z) is the local representation of the Hermitian metric h under the trivialization ϕ
and ϕ(x) = (z, v). It is not hard to see that ρ(x) does not depend on the choice of the local
trivialization.
Definition 2.1. Let D = {x ∈ L∗|ρ(x) ≤ 0}. Let X be the boundary ∂D of D. We call D and
X the unit disk bundle and the unit circle bundle of L∗, respectively.
In what follows, we will take the Szego¨ kernel as an example in our proof. The results of the
Bergman kernel are similar and we will only state the theorem without proof.
By definition, the curvature of h is positive and thus X is a strongly pseudoconvex manifold.
X is S1 invariant. Let rθ : X → X be defined by rθ(z, v) = (z, ve
√−1θ). Let ∂∂θ be the
infinitesimal action of S1 on X defined by rθ. Let pi : L
∗ → M be the projection. Define the
measure dµ = 1n!pi
∗ωng ∧ dθ on X. The Szego¨ kernel is defined as the kernel of the projection of
the space L2(X) to the space H2(X), the Hardy space. By definition, H2(X) is the space of L2
functions on X which are the boundary values of holomorphic functions on D.
Let Π be the Szego¨ projection and let Π(x, y) be its kernel. Then
Π : L2(X)→ H2(X)
such that for any f ∈ L2(X),
Πf =
∫
X
Π(x, y)f(y)dµ(y)
is in L2(X) and is the boundary function of a holomorphic function on D.
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Suppose M is covered by finite coordinate charts {Uα}α∈I . The transition functions of the
line bundle L are a set of holomorphic functions gαβ on Uα ∩ Uβ 6= ∅. Let hα(x) be the local
representation of the Hermitian metric h. Then on Uα ∩ Uβ 6= ∅ we have
hα|gαβ |2 = hβ .
For each hα, we define a C
∞ function h˜(x, y) on Uα×Uα such that h˜α(x, x) = hα(x) and h˜α(x, y)
is almost analytic in the sense that ∂xh˜α(x, y) and ∂yh˜(x, y) vanish at x = y to infinite order.
Such a function h˜α(x, y) exists by [5].
Let σα is the partition of the unity subordinated to the covering ∪{Uα} such that √σα are
all smooth. Define
hα(x, y) =
∑
Uγ∩Uα 6=∅
√
σγ(x)
√
σγ(y)gγα(x)gγα(y)h˜γ(x, y).
It is then easy to check that
hα(x, y) = hβ(x, y)gβα(x)gβα(y)
on Uα ∩ Uβ 6= ∅. Furthermore, hα(x, x) = hα(x), ∂xhα(x, y) and ∂yhα(x, y) vanish at x = y to
infinite order.
Let x, y ∈ L∗|Uα whose local coordinates are (z, v) and (w, v′), respectively. Define a global
function
ψ(x, y) = ψ(z, v, w, v′) =
1
i
(
1
hα(z, w)
vv′ − 1).
If x, y ∈ X, write
v =
√
h(z)eiθ, v′ =
√
h(w)eiθ
′
,
where θ, θ′ are real numbers. Thus on X, we have
(2.1) ψ(x, y) = ψ(z, θ, w, θ′) =
1
i
(√
h(z)
√
h(w)
h(z, w)
ei(θ−θ
′) − 1
)
.
Let Sˆ1, · · · , Sˆd be functions on H2(X) such that
∂
∂θ
Sˆi =
√−1mSˆi
for 1 ≤ i ≤ d. Using [26], we can identify the functions Sˆi to the holomorphic sections Si of Lm.
We assume that Sˆ1, · · · , Sˆd is an orthonormal set with respect to the measure dµ = 1n!pi∗ωng ∧dθ.
That is ∫
X
SˆiSˆjdµ = δij
for 1 ≤ i, j ≤ d. Define
(2.2) Πm(x, y) = 2pi
N∑
i=1
Sˆi(x)Sˆj(y).
The basic identity related Πm and Π is the following (cf. [26])
(2.3) Πm(x, y) =
∫
S1
Π(x, rθy)e
√−1mθdθ.
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It is also well known (cf. [2] 1) that for the pseudoconvex manifold X, the Szego¨ kernel can be
written as
(2.4) Π(x, y) =
u(x, y)
ψ(x, y)n+1
+ v(x, y) log ψ(x, y),
where u, v are C∞ functions defined on D ×D.
Using the above notations, Zelditch [26] (and Catlin [6] for the similar result for the Bergman
kernel) proved the following:
Theorem 2.1. With the notations as above, we have the following asymptotic expansion:
(2.5) Πm(x, x) ∼ mn(a0(x) + a1(x)
m
+
a2(x)
m2
+ · · · ),
where ai(i ≥ 1) are smooth functions on M and a0(x) = 1. The expansion is convergent in the
sense that
(2.6) ||Πm(x, x)−mn(1 + a1(x)
m
+ · · ·+ ak(x)
mk
)||Cs ≤ C 1
mk+1
,
where C is a constant depending on k, l and the manifold M .

Using his result, we prove the following [19]
Theorem 2.2. The coefficients ai can be written as polynomials of the curvature and their
derivatives of M . The Weyl weight of ak is 2k for k = 1, 2, · · · . In particular, we have

a0 = 1
a1 =
1
2ρ
a2 =
1
3∆ρ+
1
24(|R|2 − 4|Ric|2 + 3ρ2)
a3 =
1
8∆∆ρ+
1
24 div div (R,Ric)− 16div div(ρRic)
+ 148∆(|R|2 − 4|Ric|2 + 8ρ2) + 148ρ(ρ2 − 4|Ric|2 + |R|2)
+ 124(σ3(Ric)−Ric(R,R)−R(Ric,Ric)),
where R,Ric and ρ represent the curvature tensor, the Ricci curvature and the scalar curvature
of g, respectively and ∆ represents the Laplacian of M . For the precise definition of the terms
in the expression of a3, see [19, Section 5].
For the above settings, the famous Ramadanov Conjecture [22] (in terms of the Szego¨ kernel)
states that if the function v(x, y) in (2.4) is identically zero, then the manifold X must be the
sphere.
The main result of this section is the following
Theorem 2.3. Let X be the unit circle bundle of L∗ over M . If v(x, y) (i.e., the log term) of
the Szego¨ kernel of X vanishes, then the coefficients ak in Theorem 2.1 vanish for k > n.
Proof. Using (2.1) and (2.3), if v ≡ 0 in (2.4), then we have the following identity
Πm(x, x) =
∫
S1
(
√−1)n+1u(x, rθx)
(e−
√−1θ − 1)n+1 e
√−1mθdθ.
We shall prove that the above expression expands to a polynomial of m. Let b > 1 be a real
number, then the above integration is understood as
Πm(x, x) = lim
b→1
∫
S1
(
√−1)n+1u(x, rθx)
(e−
√−1θ − b)n+1 e
√−1mθdθ.
1In their paper, the result was written in terms of strongly pseudoconvex domains of Cn. But it is also true
for strongly pseudoconvex manifolds.
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Using the integration by parts n times, we get
Πm(x, x) = lim
b→1
∫
S1
ξ(x, θ,m)
e−
√−1θ − be
√−1mθdθ,
where ξ(x, θ,m) is a polynomial of m and the coefficients are smooth functions of x and θ. By
the Riemann-Lebesgue lemma, we know that that above expression has the same asymptotic
expansion as
Πm(x, x) = ξ(x, 0,m) · lim
b→1
∫
S1
1
e−
√−1θ − be
√−1mθdθ.
Thus there is a polynomial P (x,m) of m of degree less than or equal to m such that
Πm(x, x) ∼ P (x,m)
in the sense that
|Πm(x, x)− P (x,m)| < C
mk
for any k. Comparing the above result with the expansion in Theorem 2.1, we get the conclusion.

We can also prove the above result using the stationary phase theorem as follows: the theorem
of Boutet de Monvel and Sjo¨strand [5, Theorem 1.5 and §2.c] (see also [26]) states that there
exists a symbol s ∈ Sn(X ×X × R+) of the type
s(x, y, t) ∼
∞∑
k=0
tn−ksk(x, y)
so that
(2.7) Π(x, y) =
∫ ∞
0
eitψ(x,y)s(x, y, t)dt,
Using (2.3), we have [26]
(2.8) Πm(x, x) ∼
∞∑
k=0
mn−k+1
∫ ∞
0
∫
S1
eim(
t
i
(eiθ−1)−θ)tn−ksk(rθx, x) dtdθ
By the stationary phase method [18, Theorem 7.7.5], we have∫ ∞
0
∫
S1
eim(
t
i
(eiθ−1)−θ)tn−ksk(rθx, x)dtdθ
∼ 2pi
∑
j
m−j−1Lj(tn−ksk(rθx, x)),
where
Lj(t
n−ksk(rθx, x))
=
∑
ν−µ=j
∑
2ν≥3µ
i−j2−ν
(
2
∂2
∂t∂θ
− i ∂
2
∂t2
)ν
(gµtn−ksk(rθx, x))/µ!ν!
for
g(t, θ) =
t
i
(eiθ − 1)− θ − 2(t− 1)θ − iθ2.
(cf. [26]). If j > n− k, then
(
∂
∂t
)ν(gµtn−ksk(rθx, x)) ≡ 0.
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Thus if j > n− k, Lj(tn−ksk(rθx, x)) ≡ 0. From (2.8), we see that
Πm(x, x) ∼ C
∑
j+k≤n
mn−k−jLj(tn−ksk(rθx, x)).
Comparing to (2.5), we have ak = 0 for k > n.

For the Bergman kernel of D, we have the parallel result:
Theorem 2.4. If the log term of the Bergman kernel B(x, y) of D vanishes, then the coefficients
ak in Theorem 2.1 vanish for k > n.

3. Order of the coefficients
Let d = dm = dimCH
0(M,Lm) for a fixed integer m. Let {S0, · · · , Sd−1} be a basis of
H0(M,Lm). The metrics (h, ωg) define the L
2 inner product ( , ) on H0(M,Lm) as
(SA, SB) =
∫
M
< SA, SB > dVg, A,B = 0, · · · , d− 1,
where < SA, SB > is the pointwise inner product with respect to hm and dVg =
1
n!ω
n
g . If
T0, · · · , Td−1 is an orthonormal basis of H0(M,Lm) with respect to the above inner product,
then we define the sum of the pointwise norm
||T0||2(z) + · · · + ||Td−1||2(z) =< T0, T0 > (z) + · · ·+ < Td−1, Td−1 > (z)
to be the Bergman potential of the metric. The key link between the Bergman potential and
the Szego¨ kernel is (cf. [26])
Πm(x, x) = ||T0||2(z) + · · · + ||Td−1||2(z),
where pi(x) = z, and Πm(x, x) is defined in (2.2).
Now we assume S0, · · · , Sd−1 is a basis of the space H0(M,Lm). We further assume that at
a point z ∈M ,
S0(z) 6= 0, SA(z) = 0, A = 1, · · · , d− 1.
Suppose
FAB = (SA, SB), A,B = 0, · · · , d− 1.
Then (FAB) is the metric matrix which is positive Hermitian. Let (IAB) be the inverse matrix
of (FAB). Let x ∈ X such that pi(x) = z. Then by linear algebra we have (cf. [19])
(3.1) Πm(x, x) = I00||S0(z)||2hm ,
where ||S0(z)||2hm =< S0(z), S0(z) > is the pointwise norm of the section S0(z).
The main result of this section is to prove that all the coefficients ak in the theorem of
Zelditch (Theorem 2.1) can be represented by C∆k−1ρ plus “lower order terms”, where C 6= 0
is a constant depending only on k and n and ρ is the scalar curvature of M . To make the above
statement rigorous, we need the following definition:
Definition 3.1. Let R be a component of the i-th order covariant derivative of the curvature
tensor, or the Ricci tensor, or the scalar curvature at a fixed point where i ≥ 0. Define the weight
w(R) and the order ord(R) of R to be the number (1 + i2) and
i
2 , respectively. For example,
w(Rijkl) = w(Rij) = w(ρ) = 1,
ord(Rijkl) = ord(Rij) = ord(ρ) = 0
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and
w(Rijkl,m) =
3
2 ,
ord(Rijkl,m) =
1
2 .
In particular, the weight and the order of a constant are zero. The concepts of weight and order
can be extended to monomials of the curvature and its derivatives by assuming that
w(f1f2) = w(f1) + w(f2),
ord(f1f2) = ord(f1) + ord(f2),
where f1, f2 are monomials. If f =
∑
fi with fi monomials of the same weight or order, then
we define w(f) = w(f1) and ord(f) = ord(f1), respectively.
Remark 3.1. The definition of the weight here is half of the Weyl weight in Fefferman’s paper [11].
Let A be the set of all monomials of the curvature and its derivatives at a fixed point z ∈M .
Define
A′ = {f ∈ A|ord(f) ≤ w(f)− 2}.
Let B and B′ be the complex vector spaces generated by A and A′, respectively. We have the
following simple relation between weight and order:
Lemma 3.1. For any f1, f2 ∈ A with w(f1), w(f2) 6= 0, we have f1f2 ∈ A′. In particular, B′ is
an ideal of B.
Proof. If w(f1), w(f2) 6= 0, then we have
ord(fi) ≤ w(fi)− 1, i = 1, 2.
Thus
ord(f1f2) = ord(f1) + ord(f2) ≤ w(f1) + w(f2)− 2 = w(f1f2)− 2.

The main result of this section is
Theorem 3.1. With the notations as above, for any k ≥ 1, there is a constant C = C(k, n) 6= 0
such that
ak ≡ C∆k−1ρ mod (B′),
where ρ is the scalar curvature of M and ∆ is the Laplace operator of M .
In order to prove the theorem, we must estimate the quantities in (3.1). We construct peak
sections of Lm for m large. So let’s quickly review the concept of peak sections which was
initiated in [25].
Choose a local normal coordinate (z1, · · · , zn) centered at z such that the Hermitian matrix
(gαβ) satisfies
gαβ(z) = δαβ ,
∂p1+···+pngαβ
∂zp11 · · · ∂zpnn
(z) = 0
(3.2)
for α, β = 1, · · · , n and any nonnegative integers p1, · · · , pn with p1 + · · · + pn 6= 0. 2 Such a
local coordinate system, which is known as the K-coordinate system (cf. [3] or [23] for details)
exists and is unique up to an affine transformation. We choose a local holomorphic frame eL of
2Note that there is a little ambiguity about the notation here. We use z to denote both the point and its local
coordinates. However, it should be clear from the context.
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L at z such that the local representation function a of the Hermitian metric h has the properties
(3.3) a(z) = 1,
∂p1+···+pna
∂zp11 · · · ∂zpnn
(z) = 0
for any nonnegative integers (p1, · · · , pn) with p1 + · · ·+ pn 6= 0.
Suppose that the local coordinate (z1, · · · , zn) is defined on an open neighborhood U of x0 in
M . Define the function |z| by |z| =
√
|z1|2 + · · ·+ |zn|2 for z ∈ U .
Let Zn+ be the set of n-tuple of integers (p1, · · · , pn) such that pi ≥ 0(i = 1, · · · , n). Let
P = (p1, · · · , pn). Define
(3.4) zP = zp11 · · · zpnn
and
p = |P | = p1 + · · · + pn.
The following lemma is proved in [24] using the standard ∂-estimates (see e.g. [17]).
Lemma 3.2. For P = (p1, · · · , pn) ∈ Zn+, and an integer p′ > p = p1 + · · · + pn, there exists
an m0 > 0 such that for m > m0, there is a holomorphic global section S
p′
P,m in H
0(M,Lm),
satisfying ∫
M
||Sp′P,m||2hmdVg = 1,
∫
M\{r≤ logm√
m
}
||Sp′P,m||2hmdVg = O(
1
m2p′
),
and Sp
′
P,m can be decomposed as
Sp
′
P,m = S˜P,m + uP,m, (S˜P,m anduP,m not necessarily continuous)
such that
S˜P,m(x) =
{
λP z
P emL (1 +O(
1
m2p′
)) x ∈ {r ≤ logm√
m
}
0 x ∈M\{r ≤ logm√
m
},
uP,m(x) = O(|z|2p′) x ∈ U,
and ∫
M
||uP,m||2hmdVg = O(
1
m2p′
),
where O( 1
m2p′
) denotes a quantity dominated by C/m2p
′
with the constant C depending only on
p′ and the geometry of M . Moreover
λ−2P =
∫
r≤ logm√
m
|zP |2amdVg.

Define an order ≥ on the multiple indices P as follows: P ≥ Q, if
(1) |P | > |Q| or,
(2) |P | = |Q| and pj = qj but pj+1 > qj+1 for some 0 ≤ j ≤ n.
Using this order, there is a one-one order preserving correspondence κ between {0, 1, 2, · · · } and
{P |P ∈ Zn+}.
We need the following proposition in [19]:
Proposition 3.1. We have the following expansion for any p′ > t+ 2(n + p+ q),
(Sp
′
P,m, S
p′
Q,m) =
1
mδ
(a0 +
a1
m
+ · · ·+ at−1
mt−1
+O(
1
mt
)),
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where δ = 1 or 1/2 and where all the ai’s are polynomials of the curvature and its derivatives
such that
ord(ai) = i+ δ.

It has been proved in [19, Theorem 3.1] that for any t > 0, there is an s > 0 such that up to
O( 1mt ), I00 depends only on Sκ(i) (i = 0, · · · , s). More precisely, let
F ′ab = (Sκ(a), Sκ(b)), 0 ≤ a, b ≤ s.
Let (I ′ab) be the inverse matrix of (F
′
ab), then
I00 = I
′
00 +O(
1
mt
).
Let
(F ′ab) =
(
1 M21
M12 M22
)
,
whereM12 ∈ Cs, MT21 ∈ Cs and M22 is an s× s matrix. By an elementary computation we have
(3.5) I ′00 = 1 +M
T
12(M22 −M21M12)−1M21.
In [19, Lemma 2.2], we know that M12 = O(
1
m ). In particular, for any monomial in any entry
e of M12, ord(e) ≤ w(e) − 1. Thus by (3.5), Proposition 3.1 and Lemma 3.1 we have
(3.6) I00 ≡ 1 mod (B′).
Next let’s consider ||S0(z)||2hm . By Lemma 3.2 we see that
||S0(z)||2hm = λ20 +O(
1
mN
)
for any N , where
λ−20 =
∫
r≤ logm√
m
amdVg.
Let ξ = log a+ |z|2, η = log det gαβ , we have
λ−20 =
∫
r≤ logm√
m
emξ+ηe−m|z|
2
dV0,
for the Euclidean volume form dV0.
By Lemma 3.1, we see that
λ−20 ≡
∫
r≤ logm√
m
(1 +mξ + η)e−m|z|
2
dV0 mod (B
′).
Using the fact ∫
C
n
|zp1 · · · zpn |2e−m|z|2dV0 = p1! · · · pn!
mn+p
,
we have the following
λ−20 ≡
1
mn
+
1
mn
N∑
k=1
(
1
(k + 1)!
∆k+1c ξ +
1
k!
∆jcη)
1
mk
+O(
1
mN+n
) mod (B′)
(3.7)
11
for any N , where ∆c is the complex Laplace operator on C
n, defined by
(3.8) ∆c =
n∑
i=1
∂2
∂zi∂zi
.
As before, ∆ will be the Laplace operator on M . It is not hard to see that
(3.9) ∆jcη ≡ −∆j−1ρ mod (B′).
for j ≥ 1. Using the same method, we have
(3.10) ∆j+1c ξ ≡ ∆j−1ρ mod (B′).
Combining (3.7), (3.9) and (3.10), we have
λ−20 ≡
1
mn
(1−
N∑
k=1
k
(k + 1)!mk
∆k−1ρ) +O(
1
mN+n
) mod (B′).
Thus
(3.11) λ20 ≡ mn(1 +
N∑
k=1
k
(k + 1)!
1
mk
∆k−1ρ) +O(
1
mN+n
) mod (B′).
Comparing the above equation with (3.6), we have
ak =
k
(k + 1)!
∆k−1ρ mod(B′).
and Theorem 3.1 is proved.

For the rest of this paper, we will study the coefficients ak in the Tian-Yau-Zelditch expansion
for different metrics. We shall thus use the notation ak(x, h), where x ∈M and h is the Hermitian
metric on L, to explicitly represent the dependence of the coefficients to the metric.
Let ϕ ∈ C∞(M). Then heϕ defines a Hermitian metric on L. Let ωϕ =
√−1
2pi (gij −∂i∂jϕ)dzi∧
dzj be the corresponding Ka¨hler form. We have the following
Corollary 3.1. Using the notation as in Theorem 3.1, let
ωϕ >
1
2
ω.
Then if
ak(x, he
ϕ) = 0,
then there is a constant C(l), depending on the C l−4 bound of the curvature of ω, such that
||ϕ||Cl ≤ C(l)||ϕ||C2k+2
for l > 2k + 2.
Proof. We have
ak ≡ C∆k−1ρ (modB′)
where ρ is the scalar curvature of ωϕ. By the Schauder estimate we have
||ρ||
C2k−2,
1
2
≤ C||ϕ||
C2k+1,
1
2
.
Since
ρ = −∆ log ω
n
ϕ
ωn
− gijϕ ∂i∂j log ωn,
we have
||ω
n
ϕ
ωn
||
C2k,
1
2
≤ C||ϕ||
C2k+1,
1
2
.
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By the Schauder estimate again we have
||ϕ||
C2k+2,
1
2
≤ C||ϕ||
C2k+1,
1
2
.
The boot strapping method gives the higher order estimates.

4. The uniformity of the expansion
As in the previous sections, let h be a Hermitian metric on the line bundle L over M . Let ϕ
be a smooth function such that ht = he
tϕ be a family of Hermitian metrics with −∂∂ log h1 > 0.
Assume that S0, · · · , Sd−1 is a basis for the Hermitian vector space H0(M,Lm) such that at
a fixed point x, S0(x) 6= 0 but Sj(x) = 0 for j 6= 0. We use < Si, Sj >t and (Si, Sj)t to
denote the pointwise and the L2 inner product respectively with respect to the metric ht. Let
Ft,αβ = (Sα, Sβ)t. Let It,αβ be the inverse matrix of Ft,αβ . Then by (3.1), the Bergman potential
at x with respect to the metric ht is
(4.1) σ(t) = It,00||S0||2t (x).
The following result was pointed out by Zelditch (cf. [10, Proposition 6]).
Proposition 4.1. In Theorem 2.1, for any s and k, there is a number N = N(s, k) such that
if the metric ω is lowerly bounded and is bounded in CN by a constant C1 with some reference
metric, then the constant C in (2.6) depends only on s, k and the constant C1.

Let ϕ ∈ C∞. Then in the expansion of σ(t), the constant C is independent of t for 0 ≤ t ≤ 12
by the above proposition.
It is natural to ask whether one can take the derivative of the expansion of σ(t) in order to
get the expansion of σ′(0). The main result of this section is to confirm that this is indeed the
case.
Let Iαβ = I0,αβ . We have the following
Proposition 4.2. At the fixed point x, using the above notations, we have
(4.2) σ′(0) = −σ(0)I−100
∫
M
(mϕ−∆ϕ)Ioα < Sα, Sβ > Iβ0 ω
n
0
n!
,
where we assume that ϕ(x) = 0 without losing generality.
Proof. For fixed m, we have
Ft,αβ = (Sα, Sβ)t = F0,αβ + t
∫
M
(mϕ−∆ϕ) < Sα, Sβ > ω
n
0
n!
+O(t2).
A straightforward computation gives
It,00 = I00 − t
∫
M
(mϕ−∆ϕ)I0α < Sα, Sβ > Iβ0 ω
n
0
n!
+O(t2).
We also have
||S0||2t = ||S0||2.
The lemma follows from (4.1) and the above two equations.

In order to get the uniform estimate, we have to establish a uniform version of the above
proposition. The main difficulty here is that the size of the matrix is very large (of the size mn).
The technique we use here is to choose a special kind of basis under which the matrix Fαβ takes
the form of (4.3).
We make the following definition from (cf. [19]):
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Definition 4.1. We say N = {N(m)} is a sequence of s× s block matrices with block number
t ∈ Z, if for each m,
N = N(m) =


N11(m) · · · N1t(m)
...
. . .
...
Nt1(m) · · · Ntt(m)


such that for 1 ≤ i, j ≤ t, Nij is a σ(i)× σ(j) matrix and
t∑
i=1
σ(i) = s,
where σ : {1, · · · , t} → Z+ assigns each number in {1, · · · , t} a positive integer. We say that
{N(m)} is of type A(p) for a positive integer p, if for any entry s of the matrix N , we have
(1) If s is a diagonal entry of Nii(1 ≤ i ≤ t) , then we have the the following Taylor expansion
s = 1 +
s1
m
+ · · ·+ sp−1
mp−1
+O(
1
mp
).
(2) If s is not a diagonal entry of Nii(1 ≤ i ≤ t), then we have the Taylor expansion
s =
1
mδ
(s0 +
s1
m
+ · · · + sp−1
mp−1
+O(
1
mp
)),
where δ is equal to 1 or 32 .
(3) If s is an entry of the matrix Nij for which |i− j| = 1, then s = O( 1
m
3
2
). In addition, if
i 6= t or j 6= t, then we have the Taylor expansion
s =
1
mδ
(s0 +
s1
m
+ · · · + sp−1
mp−1
+O(
1
mp
)),
where δ is equal to 1 or 32 .
(4) If s is an entry of Nij for which |i− j| > 1, then
s = O(
1
mp
).
The set of all quantities (s1/m, · · · , sp−1/mp−1), or ( s0mδ , s1m1+δ , · · · ,
sp−1
mp+δ−1 ) for s running from
all the entries of Nij where |i− j| ≤ 1 and i 6= t or j 6= t are called the Taylor Data of order p.
Remark 4.1. Since Nij = O(
1
mp ) for |i − j| > 1, it can be treated as zero when we are only
interested in the expansion of order up to p − 1, and when the rank of the matrix is bounded
by a constant depending only on p. A matrix whose entries Nij = 0 for |i − j| > 1 is called a
tri-diagonal matrix. For such a matrix, we have a simple iteration process for finding its inverse
matrix [19].
Proposition 4.3. For any positive integer p, there is a number ξ(p) such that there is a ξ(p)×
ξ(p) block matrix N of block number (p+1). N is of type A(p). Furthermore, the matrix (FAB)
can be represented as
(FAB) =
(
N 0
0 E(d− ξ(p))
)
,
where E(d− ξ(p)) is the (d− ξ(p))× (d− ξ(p)) identity matrix.
Proof. We construct such a matrix using the peak sections in Lemma 3.2. For a multiple
indices, define |P | = p1 + · · · + pn. Suppose
Vk = {S ∈ H0(M,Lm)|DQS(x0) = 0 for |Q| ≤ k}
for k = 1, 2, · · · , where Q ∈ Zn+ is a multiple indices, and D is a covariant derivative on the
bundle Lm. Vk = {0} for k sufficiently large. For fixed p, let p′ = n + 8p(p − 1). Suppose
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that m is large enough such that H0(M,Lm) is spanned by the Sp
′
P,m’s for the multiple indices
|P | ≤ 2p(p − 1) and V2p(p−1). Let r = d − dimV2p(p−1). Then r only depends on p and n. Let
T1, · · · , Td−r be an orthonormal basis of V2p(p−1) such that
(Sp
′
P,m, Tα) = 0
for |P | ≤ 2p(p− 1) and α > r. Let s(k) = dimVk for k ∈ Z. For any 1 ≤ i, j ≤ p, let Nij be the
matrix formed by (Sp
′
P,m, S
p′
Q,m) where 2p(i−2) ≤ |P | ≤ 2p(i−1) and 2p(j−2) ≤ |Q| ≤ 2p(j−1).
Furthermore, define Ni(p+1) to be the matrix whose entries are (SP , Tα) for 2p(i − 2) ≤ |P | ≤
2p(i− 1) and 1 ≤ α ≤ r. Define N(p+1)i to be the complex conjugate of Ni(p+1). Finally, define
N(p+1)(p+1) to be the r × r unit matrix E(r). Then it is easy to check that N = (Nij) is a
sequence of block matrices of type A(p) with the block number p+1 by using the result of Ruan
(cf. [19, Lemma 2.2] and Proposition 3.1. Let ξ(p) = 2r = 2(d−dimV2p(p−1)). Then ξ(p), which
is the rank of the matrix N , depends only on p and n.
Define an order ≥ on the multiple indices P as follows: P ≥ Q, if
(1) |P | > |Q| or;
(2) |P | = |Q| and pj = qj but pj+1 > qj+1 for some 0 ≤ j ≤ n.
Using this order, there is a one-one order preserving correspondence κ between {0, · · · , r − 1}
and {P ||P | ≤ 2p(p − 1)}.
Define
SA =
{
Sp
′
κ(A),m A ≤ r − 1
TA−r+1 A ≥ r
.
Comparing the matrix N to the metric matrix FAB = ((SA, SB)), (A,B = 0, · · · , d − 1), by
the choice of the basis, we see that
(4.3) (FAB) =
(
N 0
0 E(d − 2r)
)
,
where E(d− 2r) is the (d− 2r)× (d− 2r) identity matrix.

Using the above result, we have
Theorem 4.1. There is an expansion of σ′(0)
σ′(0) ∼ mn(b0 + b1
m
+
b2
m2
+ · · · ),
in the sense that for any k,
||σ′(0)−mn(b0 + · · ·+ bk
mk
)||C0 ≤
C
mk+1
,
where the constant C depends on k and the manifold M but is independent to m.3
Proof. By [26], we know that there is an asymptotic expansion of σ(0). By [19, Theorem
3.1], we have the asymptotic expansion of I00. Thus in order to give the expansion of σ
′(0), in
terms of (4.2), we just need to prove that for any smooth function ψ, there is an asymptotic
expansion of the expression
(4.4)
d−1∑
α,β=0
∫
M
ψI0α < Sα, Sβ > Iβ0 ω
n
0 .
3The expansion is convergent even in the C∞ norm, though we don’t need the fact. One may also prove the
theorem using the paramatrix of the Szego¨ kernel, similar to what Zelditch did in [26]. We may have to cope with
the quantity on different circle bundles if using the Szego¨ kernel method.
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We choose the basis S0, · · · , Sd−1 as in Proposition 4.3. By the proposition, we have I0α = 0 for
α > 2r, where r is the size of the matrix N in (4.3). For each fixed α, β, it is easy to see that
there is an asymptotic expansion for the term
∫
M ψI0α < Sα, Sβ > Iβ0 ω
n
0 . The theorem follows
from the fact that r is independent of m.
We now prove the main result of this section:
Theorem 4.2. Suppose that we have the following expansion of σ(0) for t small: 4
σ(t) ∼ mn(a0(x, t) + a1(x, t)
m
+ · · · )
in the sense that
(4.5) ||σ(t) −mn(a0(x, t) + a1(x, t)
m
+ · · ·+ ak(x, t)
mk
)||C0 ≤
C
mk+1
,
where k ≥ 1 is an integer and C is independent to m and t. Then the expansion of σ′(0), if
exists, must be of the form
σ′(0) ∼ mn( d
dt
∣∣∣∣
t=0
a0(x, t) +
d
dt
∣∣∣∣
t=0
a1(x, t)
m
+ · · · ).
Proof. In what follows, we denote C to be a general constant that is independent to m and
t. Suppose that the expansion of σ′(0) is
σ′(0) ∼ mn(b0(x) + b1(x)
m
+
b2(x)
m2
+ · · · ),
with
||σ′(0)−mn(b0(x) + b1(x)
m
+ · · · + bk(x)
mk
)||C0 ≤
C
mk+1
.
Using (4.5) and the above inequality, we have
(4.6) mn||
k∑
i=1
1
mi
(
ai(x, t)− ai(x, 0)
t
− bi(x))||C0 ≤
3C
|t|mk+1 +
∣∣∣∣σ(t)− σ(0)t − σ′(0)
∣∣∣∣ .
If we choose the basis of H0(M,Lm) as in Proposition 4.3, then we have∣∣∣∣σ(t)− σ(0)t − σ′(0)
∣∣∣∣ ≤ Cm2|t|
when mt is small.
Thus (4.6) becomes
(4.7) mn||
k∑
i=1
1
mi
(
ai(x, t)− ai(x, 0)
t
− bi(x))||C0 ≤
3C
|t|mk+1 + Cm
2|t|.
The above inequality holds true for any k,m and t (constant C depends on k). If we choose
k = 2, |t| = 1/m(5/2), then letting m→∞, we have
d
dt
∣∣∣∣
t=0
a1(x, t) = b1(x).
Now we assume that for any 1 ≤ i < j, we have
d
dt
∣∣∣∣
t=0
ai(x, t) = bi(x).
4Here ai(x, t) = ai(x, he
tϕ) for short.
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Since all ai(x, t) are all differentiable, for t small, there is a constant C such that∣∣∣∣ai(x, t)− ai(x, 0)t − bi(x)
∣∣∣∣ ≤ C|t|
for 1 ≤ i < j and ∣∣∣∣ai(x, t) − ai(x, 0)t − bi(x)
∣∣∣∣ ≤ C
for i ≥ j. Assuming that k > j, then from (4.7), we have
mn−j
∣∣∣∣aj(x, t)− aj(x, 0)t − bj(x)
∣∣∣∣ ≤ 3Cmk+1|t| + Cm2|t|+ Cmn−1j|t|+ Ckmn−j−1.
We assume |t| = 1/mj and let k > 2j, then the above inequality implies the conclusion of the
theorem.

5. The general case
In this section, we prove Theorem 1.3. First we establish some general estimate that will be
used for the rest of the paper.
We use al(x, h) to denote the l-th coefficient in the Tian-Yau-Zelditch expansion (Theo-
rem 2.2), where h is the Hermitian metric on the bundle L and x ∈M .
Lemma 5.1. Let l be a nonnegative integer. Let ω = −
√−1
2pi ∂∂ log h. Let ϕ ∈ C2l+2 satisfy{ ||ϕ||C2l+2 ≤ 1,
1
2ω +
√−1∂∂ϕ > 0.
Then there is a constant C, depending on l and the C2(l−1) curvature bound of the metric ω,
such that
(5.1) |al(x, hetϕ)− al(x, h)− d
ds
∣∣∣∣
s=0
al(x, he
sϕ)t| ≤ Ct2
for 0 ≤ t ≤ 1. Furthermore, for a metric h′ which is C2(l+1) close to h, we have the following
inequality
(5.2) |al(x, h′etϕ)− al(x, h′)| ≤ C1t
for 0 ≤ t ≤ 1 and for the constant C1 depending only on l, the C2(l−1) bound of the curvature of
h, and the C2(l+1) norm of ϕ.
Proof. By Theorem 2.2, we know that al(x, he
tϕ) is a polynomial of Weyl weight 2l. That
means al(x, he
tϕ) is a smooth function of the curvature, its derivative of ω of degree up to 2(l−1)
and of ϕ, its derivative of degree up to 2(l + 1). Using the assumption that
√−1
2pi (−12∂∂ log h+
∂∂ϕ) > 0, we can expand al(x, e
tϕ) as the Taylor series of t with the coefficients depend on l,
the C2(l−1) bound of the curvature of ω, and the C2(l+1) norm of the function ϕ. (5.1) follows
from the Taylor expansion.
We note that the constant C only depends on the bounds of the curvature and the function
ϕ. (5.2) follows from this observation.

Proof of Theorem 1.3. If the theorem is not true, then we have an infinite dimensional
vector space V such that for any ϕ ∈ V , the log term for the metric hetϕ is zero for t small
enough. By Theorem 2.3, we have an+1(x, he
tϕ) ≡ 0. By Theorem 3.1, we have
an+1(x, he
tϕ) = C∆nt ρt + lower order terms,
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where ∆t and ρt are the Laplacian and the scalar curvature of the metric ω− t
√−1
2pi ∂∂ϕ, respec-
tively. A straightforward computation gives
d
dt
∣∣∣∣
t=0
ρt = ∆
2ϕ+Rjiϕij ,
where ∆ is the Laplacian of ω. Thus we have
(5.3) 0 =
d
dt
∣∣∣∣
t=0
an+1(x, he
tϕ) = C∆n+2ϕ+ lower order terms.
Since the above identity is a linear elliptic equation of ϕ. The solution space is a finite dimen-
sional space by the Schauder estimates.

6. The cases of complex projective spaces
In this section, we study the unit circle bundle of the universal line bundle of the complex
projective space CPn. First, we prove Theorem 1.2, which is parallel to the case of pseudoconvex
domain in C2.
Proof of Theorem 1.1. By Theorem 2.3, we must have a2 = 0. By Theorem 2.2, we have
a2 =
1
3
∆ρ+
1
24
(|R|2 − 4|Ric|2 + 3ρ2).
Since n = 1, the above equation is reduced to
∆ρ = 0.
Thus the scalar curvature must be constant. Since M = CP 1 = S2, the constant ρ must be
positive and thus the metric must be the standard one.

We now assume that (M,L) = (CPn,H), where H is the hyperplane bundle of CPn. An
orthonormal basis of the space H0(M,Lm) can be represented by
(6.1)
√
(m+ n)!
P !
zP
for multiple index P ∈ Zn+ with |P | = m, where P ! = p1! · · · pn! for P = (p1, · · · , pn).
We shall first compute concretely the finite dimensional vector space V in Theorem 1.3.
Consider the open set U0 of CP
n where the local coordinate is (z1, · · · , zn) and the homoge-
neous coordinate is represented by [1, z1, · · · , zn]. Since CPn is a symmetric space, we only need
to consider the expansion at the point x0 = [1, 0, · · · , 0]. The local coordinate of x0 is (0, · · · , 0).
Thus in the following we sometimes use 0 to represent the point x0.
Let S0 =
√
(m+n)!
m! be the section under the standard local trivialization of H on U0. The
Hermitian metric on L is defined by h = 1/(1 + |z|2), and the Ka¨hler metric is defined by
ω =
√−1
2pi ∂∂ log(1 + |z|2). The pointwise norm of the section S0 at x0 = (0, · · · , 0) is
(6.2) ||S0||2 = (m+ n)!
m!
· 1
(1 + |z|2)m .
Under the basis (6.1), I0α = 0, σ(0) =
(m+n)!
m! and I
−1
00 = 1. Using (4.2), we have
d
dt
∣∣∣∣
t=0
σ(t) = −(m+ n)!
m!n!
∫
M
(mϕ−∆ϕ)||S0||2ωn.
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Substituting (6.2) into thte above equation, we have
(6.3)
d
dt
∣∣∣∣
t=0
σ(t) = − 1
pinn!
(
(m+ n)!
m!
)2 ∫
C
n
(mϕ−∆ϕ) 1
(1 + |z|2)m+n+1dV0,
where dV0 is the Euclidean volume form of C
n.
The following identity is elementary and will be used repeatedly:
(6.4)
∫
C
n
|zP |2
(1 + |z|2)m+n+1 dV0 = pi
nP !(m− |P |)!
(m+ n)!
,
where |P | ≤ m.
Lemma 6.1. There is an asymptotic expansion of the right hand side of (6.3):
d
dt
∣∣∣∣
t=0
σ(t) ∼ mn(ξ0 + ξ1
m
+ · · · )
at the point x0 where ξi can be represented as ξi = fi(∆c)ϕ(0), i ≥ 1 for polynomials fi. The
operator ∆c is defined in (3.8).
Proof. The existence of the expansion is from Theorem 4.1. Assuming ϕ(0) = 0, the Taylor
expansion of ϕ at x0 is
ϕ ∼
∑
|P |+|Q|>0
1
P !Q!
a(P,Q)zP zQ.
Using (6.4), we have
(6.5)
∫
C
n
1
(1 + |z|2)m+n+1ϕdV0 ∼ pi
n
∑
P
(m− |P |)!
P !(m+ n)!
a(P,P ).
We also have
∆kcϕ(0) =
∑
|P |=k
k!
P !
a(P,P ).
From the above equation, (6.5) becomes∫
C
n
1
(1 + |z|2)m+n+1ϕdV0 ∼ pi
n
∞∑
k=1
(m− k)!
k!(m+ n)!
∆kcϕ(0).
We thus have the expansion
(6.6)
∫
C
n
1
(1 + |z|2)m+n+1ϕdV0 ∼
1
mn+1
(η0 +
η1
m
+ · · · ),
where the coefficients are all polynomials of ∆c acting on ϕ at 0. The lemma follows from (6.6).

The following proposition is purely combinatoric:
Proposition 6.1. There are polynomials
fk(t) =
k∑
l=0
ak,lt
l
of degree k such that
(6.7)


ak,0 = 0,
ak,k = 1,
ak,k+1 = 0,
∆kϕ(0) = fk(∆c)ϕ(0),
where ϕ is a smooth function, ∆ is the Laplacian of CPn, and k ∈ N.
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Proof. If k = 1, then we choose fk(t) = t. (6.7) is valid. Using the mathematical induction,
we assume that for k ≥ 1,
∆kϕ(0) =
k∑
l=0
ak,l∆
l
cϕ(0)
for constants ak,l (0 ≤ l ≤ k). We wish to construct constants ak+1,l with 0 ≤ l ≤ k + 1 such
that (6.7) is true for k + 1.
We need the following lemma:
Lemma 6.2. Define
(6.8)


ak+1,0 = 0,
ak+1,k+1 = 1,
ak+1,k+2 = 0,
ak+1,l = ak,l−1 + l(2l + n− 1)ak,l + l2(l + 1)(l + n)ak,l+1, 0 < l < k + 1.
Then we have
(6.9) ∆k+1|zP |2(0) =
k+1∑
l=0
ak+1,l∆
l
c|zP |2(0)
for |P | ≤ k + 1.
Proof. Firstly, if |P | = k + 1, then
∆k+1|zP |2(0) = ∆k+1c |zP |2(0)
and
∆lc|zP |2(0) = 0
for l < k + 1. Thus in this case, (6.9) holds true. Note that
∆ = (1 + |z|2)(δij + zizj) ∂
2
∂zi∂zj
.
Now let |P | = l < k + 1. Then we have
(6.10) ∆|zP |2 =
∑
i
p2i |zPi |2 + l2|zP |2 +
∑
i,j
p2i |zQij |2 +
∑
i
l2|zRi |2,
where Pi, Qij and Ri are defined as follows: let ej = (0, · · · , 1
j
, · · · , 0) for 1 ≤ j ≤ n. Recall that
a multiple index S ≥ 0 iff all of its components si ≥ 0. For 1 ≤ i, j ≤ n, define
(1) Pi = P − ei if Pi ≥ 0, otherwise Pi = P ;
(2) Qij = Pi + ej ;
(3) Ri = P + ei.
The lemma follows from (6.10), the math induction, and the following identity
(6.11) ∆lc|zP |2(0) = l!P !.

Lemma 6.3. If P 6= Q, then
(6.12) ∆kzP zQ(0) = 0.
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Proof. We use the mathematical induction again. If k = 1, the theorem is true. Thus we
assume that (6.12) is true for any k ≤ s. A straightforward computation gives
∆zP zQ =
∑
aR,Sz
RzS ,
where R 6= S. Thus we have
∆s+1zP zQ(0) =
∑
aR,S∆
szRzS(0) = 0.
The lemma is proved.

Continuation of the proof of Proposition 6.1. By linearity, we just need to verify
(6.13) ∆kϕ(0) = fk(∆c)ϕ(0)
when ϕ = zP zQ. If |P |+|Q| > 2k, then both sides of the above equation are zero. If P 6= Q, then
by Lemma 6.3, both sides of the above equation are zero. If P = Q, then by Lemma 6.2, (6.13)
holds true.

Using Lemma 6.1, Proposition 6.1 and the homogenity of CPn, we have the following
Theorem 6.1. Let x ∈ CPn. Then in the expansion
d
dt
σ(t)
∣∣∣∣
t=0
∼ mn(b0 + b1
m
+ · · · ),
the coefficients can be represented by
bi(x) = fi(∆)ϕ(x), i ≥ 0,
where ∆ is the Laplacian of CPn.
Proof. Let x = x0 = [1, 0, · · · , 0]. Then by Lemma 6.1, bi, i ≥ 1 can be represented as
gi(∆c) for polynomials gi. Using Proposition 6.1, we can write bi = fi(∆)ϕ(x0). The general
case follows from the homogeneity of CPn.

If the log terms of the Szego¨ kernel with respect to the metrics ht = he
tϕ are zero for small t,
then bi(x) ≡ 0 for i > n by Theorem 2.3 and Theorem 4.2. In particular bn+1 = fn+1(∆)ϕ = 0.
Lemma 6.4. If fn+1(∆)ϕ = 0, then ϕ is zero or is an eigenfunction of ∆.
Proof. We assume that
fn+1(t) =
s∏
i=0
(t− µi),
where µi are complex numbers. Then we have
s∏
i=0
(∆− µiI)ϕ = 0.
Define
ψi =
s∏
k=i
(∆ − µkI)ϕ
for 0 ≤ i ≤ s. Then we have ψ0 = 0, and
(∆− µi−1I)ψi = ψi−1, i ≥ 1.
Assuming that ∆ψi−1 = −λψi−1 for some i, then if λ+ µi 6= 0, we have
ψi = − 1
λ+ µi−1
ψi−1.
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In particular, ∆ψi = −λψi. If λ + µi−1 = 0, then we still have ∆ϕi = −λϕi. At this time,
ϕi−1 = (∆− µi−1)ψi = 0.
In this case, ψi−1 = 0 and ∆ψi = −λψi. Using the mathematical induction, we have ∆ϕs+1 =
−λϕs+1 for some nonnegative real number λ, where ϕs+1 = ϕ.

We wish to prove that λ = −(n+ 1). To this purpose, we define
(6.14) ϕk =
1
(1 + |z|2)k
for k = 0, 1, 2, · · · . A straightforward computation gives
(6.15) ∆ϕk = −k(k + n)ϕk + k2ϕk−1
for k ≥ 1. Using the integration by parts, we have
(6.16) (k(k + n)− λ)
∫
CPn
ϕϕk = k
2
∫
CPn
ϕϕk−1.
If λ 6= k(k + n) for any integer k, then since∫
CPn
ϕ = 0,
using (6.16), we see that ∫
CPn
ϕϕk = 0
for any k. By (6.3), this implies that
d
dt
σ(t)
∣∣∣∣
t=0
= 0.
However, this is not possible, because we have
d
dt
∣∣∣∣
t=0
a1 = ∆(∆ + (n + 1)I))ϕ = 0,
which implies that λ = n+ 1. Now assume that λ = k0(k0 + n)
5. Then by (6.16), we have∫
CPn
ϕϕm =
(m!)2/(k0!)
2
(m− k0)!(m+ k0 + n)!/(2k0 + n)!
∫
CPn
ϕϕk0 .
Thus (6.3) becomes
d
dt
∣∣∣∣
t=0
σ(t) = const · (m+ n) · · · (m− k0 + 1)(m+ k0(k0 + n))
(m+ k0 + n) · · · (m+ n+ 1) .
The above expression is a polynomial of m if and only if k0 = 1. Thus we have proved
Theorem 6.2. For the complex projective space CPn, the vector space V in Theorem 1.3 is
contained in the eigenspace of the first eigenvalue of CPn.

5The proof also implies that the eigenvalues of CPn must be of the form k(k + n) for k ∈ Z.
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7. The proof of the main theorem
In the last section, we proved that the vector space V in Theorem 1.3 is contained in the
eigenspace of the eigenvalue (n+1). Among all the eigenspaces, the eigenspace of the eigenvalue
(n+ 1) is special. We have the following well known result (cf. [9]):
Lemma 7.1. We use the same notations as in the previous section. Then the first eigenvalue
of CPn with the Fubini-Study metric is (n + 1). Let ϕ be an eigenfunction of the eigenvalue
(n+ 1). Let the (1, 0) vector field X on CPn be defined by
X = gijϕj
∂
∂zi
.
Then X is holomorphic.

The automorphism of CPn can be represented by a nonsingular (n+ 1)× (n+ 1) matrix aij .
That is, for any such matrix, the linear map
(7.1) f : CPn → CPn, Zi 7→
∑
j
aijZj
defines an automorphism. The Bergman potential is invariant under the automorphism, so are
the coefficients in the Tian-Yau-Zelditch expansion. Thus in order to prove the theorem, we must
get rid of these automorphisms. The method below is similar to that in Bando and Mabuchi [1]
in the study of the uniqueness of Ka¨hler-Einstein metrics on Fano manifolds. However, we use
the notations and the results in [8].
Let ω0 be the Ka¨hler form of the standard Fubini-Study metric. Let ωρ be defined as
ωρ = ω0 +
√−1
2pi
∂∂ρ = f∗ρω0,
where ρ is a real valued function defined by
ρ = log
∑
i |
∑
j aijZj|2∑
i |Zi|2
for a nonsingular (n+1)× (n+1) matrix (aij). fρ is the automorphism defined by ρ as in (7.1).
Definition 7.1. Any Ka¨hler form ωϕ = ω0+
√−1
2pi ∂∂ϕ is called centrally positioned with respect
to the metric ωρ = ω0 +
√−1
2pi ∂∂ρ (which is the Fubini-Study metric), if∫
CPn
(ρ+ f∗ρ (ϕ))f
∗
ρ (θ)ω
n
ρ = 0
for any θ ∈ Λn+1(ω0), where Λn+1(ω0) is the space of eigenfunctions with respect to the first
eigenvalue (n+ 1) of CPn.
For any ρ, the Ka¨hler metric defined by the function ρ + f∗ρ (ϕ) and ϕ differ only by the
automorphism fρ. So they are essentially equivalent. In particular, the vanishing of the log
term of the Szego¨ kernel for one metric implies the vanishing of the log term of the Szego¨ kernel
for the other. We thus need to choose the best representative among all these equivalent metrics.
The following proposition shows that the best representative always exists.
Proposition 7.1. [8] Using the notations as above, then for any ϕ, there is a function ρ such
that ωϕ is centrally positioned.

For our purpose, we only need the existence of ρ when ϕ is small. However, we need to
estimate the solution ρ. We will use the following method of contraction principal to construct
the solution.
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Lemma 7.2. Using the notations as above, then for any ε > 0, there is an η such that if
||ϕ||C0 < η then ||ρ|| ≤ ε.
By Lemma 7.1, we know that the dimension of the eigenspace of the first eigenvalue is equal
to the dimension of the space of holomorphic vector fields, which is equal to (n + 1)2 − 1, the
dimension of the automorphism group of CPn.
Let p be the space of all (n + 1)× (n + 1) traceless Hermitian matrices. The real dimension
of p is (n+ 1)2 − 1. Let θ1, · · · , θs (s = (n+ 1)2 − 1) be a (real orthonormal basis of Λn+1(ω0),
the eigenspace of the eigenvalue (n + 1) of the Fubini-Study metric. By direct calculation, we
see that 

ZiZj∑
k |Zk|2 , 0 ≤ i, j ≤ n,|Zi|2−|Z0|2∑
k |Zk|2 , 1 ≤ i ≤ n,
are a (complex) basis of eigenfunctions. For any (n + 1) × (n + 1) matrix A ∈ p. Consider the
real eigenfunction ∑
i,j aijZiZj∑
k |Zk|2
.
If we represented the function as ∑
i,j aijZiZj∑
k |Zk|2
=
s∑
i=1
biθi,
then we can define
L : p→ Rs, L(A) = (b1, · · · , bs).
Since a real basis of Λn+1(ω0) can be represented by (n+ 1)
2 − 1 functions
Re
ZiZj∑
k |Zk|2
, Im
ZiZj∑
k |Zk|2
,
|Zi|2 − |Z0|2∑
k |Zk|2
,
L is an invertible linear map.
Let U be a small neighborhood of p at origin. Let A ∈ p. Let eA = (a˜ij). Define
ρA = log
∑
i |
∑
j a˜ijZj|2∑
k |Zk|2
.
Let θ = (θ1, · · · , θs). Define the following nonlinear operator
(7.2) T : U × C0(M)→ p : (A,ϕ) 7→ A− 1
2
L−1
∫
CPn
(ρA + f
∗
ρA(ϕ))f
∗
ρA(θ)ω
n
ρA .
We shall see that there is a fixed point of the operator if the ||ϕ||C0 is fixed and is small. Let
T (A) = T (A,ϕ). Then there is a constant C, such that
||T (0)|| ≤ C||ϕ||C0 .
We also have
||T (B)− T (A)|| = ||B −A− L
−1
2
∫
CPn
((f−1ρA )
∗(ρA))− (f−1ρB )∗(ρB))θωn0 ||.
If A,B are small, then there is a constant K, such that
||T (B)− T (A)|| ≤ K||B −A||2.
If ||A||, ||B|| ≤ 1/4K, then we have
||T (B)− T (A)|| ≤ 1
2
||B −A||.
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We choose ||ϕ||C0 to be small enough so that
||T (0)|| ≤ Min(ε
2
,
1
8K
).
Then
||T k(0) − T k−1(0)|| ≤ 1
2k−1
Min(
ε
2
,
1
8K
)
for k = 1, 2, · · · . Thus we have ∑∞k=1 ||T k(0)− T k−1(0)|| ≤ ε, from which we have
lim
k→∞
T k(0) = A
exists, ||A|| ≤ ε and A is a fixed point of T . The lemma follows from the fact that ωϕ is centrally
positioned with respect to ρA.

Proof of the Theorem 1.2. We assume that there is a sequence ϕi, i ≥ 1 such that
||ϕi||C2n+4 → 0, and
(7.3) an+1(x, he
ϕi) = 0
for i ≥ 1. By the above lemma, we can replace ϕi by ϕ˜i = ρi − f∗ρi(ϕi) and we still have
an+1(x, he
−ρi+f∗ρi(ϕi)) = 0
with
(7.4)
∫
CPn
(ρi − f∗ρi(ϕi))f∗ρiθωnρi = 0.
By Lemma 7.2, we have
(7.5) ||ρi − f∗ρi(ϕi)||C2n+4 = εi → 0.
By Corollary 3.1, we see that there is a constant C such that
||ρi − f∗ρi(ϕi)||C2n+6 ≤ Cεi
Thus there is a subsequence of ξi = (f
∗
ρi(ϕi)− ρi)/εi, for which we still denote as ξi, converges
to some ξ 6= 0 in the C2n+4 norm. Furthermore, using Lemma 7.2 again, we get
(7.6)
∫
CPn
ξθωn0 = 0.
On the other side, by (5.1), we have
(7.7)
∣∣∣∣an+1(x, heεiξ)− an+1(x, h) − dds
∣∣∣∣
s=0
an+1(x, he
sξ)εi
∣∣∣∣ ≤ ε2i .
Using (5.2), we have
(7.8)
∣∣∣an+1(x, he−ρi+f∗ρi (ϕi))− an+1(x, heεiξ)∣∣∣ ≤ Cεi||ρi − f∗ρi(ϕi)
εi
− ξ||C2n+4 .
By assumption, an+1(x, he
−ρi+f∗ρi(ϕi)) = 0. Since h is the standard metric of CPn, an+1(x, h) =
0. Thus from (7.7) and (7.8), we have
d
ds
∣∣∣∣
s=0
an+1(x, he
sξ) = 0.
By Theorem 6.2, this implies
∆ξ = −(n+ 1)ξ.
From (7.6), ξ ≡ 0. This is a contradiction. So for ||ϕi||C2n+4 small, an+1(x, heϕi) 6= 0. This
proves the theorem.

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