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Des dels inicis de la informa`tica, l’augment de prestacions dels processadors provenia de
l’augment de la frequ¨e`ncia en la que treballaven aquests i la millora de la tecnologia de
fabricacio´, fet que va permetre construir xips me´s complexes. Degut a limitacions de tipus
f´ısics, en els u´ltims anys no s’ha pogut augmentar la frequ¨e`ncia i la tecnologia de fabricacio´
avanc¸a lentament. D’aquesta forma, darrerament, s’han desenvolupat processadors amb
me´s unitats de computacio´, tendint cap a una arquitectura me´s paral·lela. Aquest aug-
ment d’unitats de computacio´ implica que existeixi un paral·lelisme a nivell de tasques, ja
que si no, no s’estaria aprofitant al ma`xim la capacitat del hardware. Aquest fet afecta ja
no nome´s el mo´n del maquinari, si no que hi interve´ en la forma en el que es desenvolupen
les aplicacions. Tambe´ s’ha vist incrementat el nombre d’aplicacions que executen els
seus ca`lculs a la targeta gra`fica, degut a la seva naturalesa massivament distribu¨ıda. Aix´ı
doncs, en un computador actual s’hi troben un conjunt d’unitats de computacio´ diverses,
repartides entre processadors, Graphic Processor Units (GPUs) i altres acceleradors.
En un inici, per cada tipus d’unitat de computacio´, hi havia una llibreria o llenguatge
de programacio´ que permetia explotar el paral·lelisme entre elles. En el cas de les Central
Processing Units (CPUs), existeix OpenMP, esta`ndard reconegut per a paral·lelitzar un
programa. En el mo´n de les GPUs, segons el fabricant, existeix CUDA per nVidia i Stre-
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amSDK per a ATI. Aquest conjunt d’eines diferents per a aconseguir el mateix objectiu
ha provocat l’aparicio´ d’OpenCL per tal d’uniformitzar el desenvolupament d’aplicacions
distribu¨ıdes.
Per altre banda, existeixen les FPGAs, que so´n dispositius compostos de blocs lo`gics
reconfigurables que poden implementar funcionalitats complexes com processadors. Es
poden utilitzar per a executar-hi ca`lculs complexos accelerats per hardware. D’aquesta
forma, es pot aconseguir una disminucio´ en el temps d’execucio´ dels algoritmes i una
reduccio´ del consum energe`tic.
1.1 Objectius
En el marc d’aquest projecte es vol portar a terme un conjunt d’eines que permetin
executar un programa escrit en OpenCL sobre una FPGA, permetent disminuir el temps
d’execucio´ i el consum energe`tic. Per a aconseguir-ho s’hauran de desenvolupar programes
que permetin adaptar el programa original a un que faci u´s de la FPGA.
El proce´s de conversio´ comenc¸a en la extraccio´ de les tasques descrites a trave´s de
l’esta`ndard OpenCL. A continuacio´, aquestes tasques es convertiran en un llenguatge de
programacio´ tipus Hardware Description Language (HDL), obtenint una versio´ hardware
d’aquesta. Cada una d’aquestes tasques es convertiran en un dispositiu virtual que es
connectara` al processador de la FPGA, permeten la execucio´ accelerada de l’algoritme
de la descriu. Finalment, es desenvolupara` una llibreria OpenCL per tal que el programa
original pugui fer u´s de la FPGA. Aix´ı doncs, aquestes feines es podran automatitzar,
fent transparent de cara al desenvolupador la execucio´ sobre aquest aparell.
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1.2 Estat de l’art
En el moment d’inici d’aquest projecte, no hi havia cap framework que permete´s l’exe-
cucio´ de programes OpenCL sobre FPGAs. Aix´ı doncs, no hi havia cap producte similar
publicat oficialment. Cap a la meitat del projecte, la empresa desenvolupadora de FPGAs
Altera, va treure al mercat un producte que fa el mateix que aquest treball, pero` de for-
ma me´s completa[1]. La major difere`ncia entre els dos projectes e´s que Altera genera els
dispositius en forma de pipeline, on s’hi van processant els elements de forma segmentada
i consecutiva. En canvi, en aquest projecte la forma dels dispositius e´s similar a un gran
bloc de lo`gica combinacional. El projecte d’Altera nome´s es pot usar amb dos dels seus
dispositius, mentre que aquest treball esta` pensat per tal de ser compatible amb qualsevol
FPGA. La u´nica limitacio´ be donada per la mida de la part reprogramable de la FPGA.
1.3 Objectius espec´ıfics
1. Programa extractor de tasques (kernels) a partir del codi font del programador
(a) Intercepcio´ de les crides a la funcio´ clCreateProgramWithSource. Un cop fet,
s’emmagatzema el codi font del kernel al sistema de ftixers
(b) Intercepcio´ de les crides a la funcio´ clCreateBuffer. Es guarda la mida del
buffer en memo`ria per, posteriorment, guardar al seva mida.
(c) Intercepcio´ de les crides a la funcio´ clEnqueueNDRangeKernel. En aquest cas,
s’emmagatzema la dimensio´, mida del problema i mida dels buffers associats.
2. Transformacio´ dels kernels de llenguatge OpenCL a HDL
(a) Desenvolupament d’una etapa del compilador source-to-source Mercurium
(b) Per a cada crida a clEnqueueNDRangeKernel interceptada en la fase anterior
i. Extreure la funcio´ que contingui l’atribut kernel
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ii. Per a cada una de les dimensions especificades, embolcallar el cos d’aquesta
funcio´ en un bucle igual al nu´mero d’elements per la dimensio´ analitzada
iii. Modificar les crides a les funcions del llenguatge OpenCL de manegament
de work-units i work-groups
iv. Exportar el codi font en C99
3. Generacio´ del binari que permeti reconfigurar la FPGA
(a) Convertir cada un dels kernels generats en el punt anterior de C99 a VHDL,
fent u´s d’AutoESL
(b) Encapsular el codi HDL en un modul que l’integri juntament amb un dispositiu
DMA
(c) Connectar aquest modul a una plantilla que conte´ una instancia d’un proces-
sador Microblaze
(d) Compilacio´ del binari (bitstream)
4. Desenvolupament d’una llibreria OpenCL que permeti fer u´s de la acceleracio´ per
hardware
(a) Desenvolupament de les funcions ba`siques d’OpenCL
(b) Interaccio´ amb els dispositius desenvolupats en la fase anterior en la crida
clEnqueueNDRangeKernel
5. Compilacio´ del programa
(a) Compilacio´ del programa original per la arquitectura Microblaze
(b) Compilacio´ de la llibreria OpenCL de forma esta`tica
(c) Enllac¸ar els dos binaris
6. Execucio´ a la FPGA
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(a) Ca`rrega del bitstream
(b) Ca`rrega del programa en el Microblaze del hardware obtingut
(c) Recol·leccio´ dels resultats
7. Comprovar i analitzar els resultats
8. Automatitzacio´ de les eines
9. Escriptura de la memo`ria
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Cap´ıtol 2
OpenCL
OpenCL e´s un framework de computacio´ paral·lela i heteroge`nia1 que ens simplifica la
feina d’escriure programari que s’executi en diferents dispositius, com per exemple CPUs,
GPUs o altres acceleradors. Aquesta API consta d’una llice`ncia oberta i sense royalties,
a part de poder-se executar en els principals sistemes operatius que hi ha a l’actualitat.
2.1 Introduccio´
Al 2008, Apple fa la primera especificacio´ de l’API i la desenvolupa conjuntament amb
empreses com AMD, IBM, Intel i NVIDIA. A continuacio´, es cedeix al consorci Khronos
Group2 perque` dugui a terme el manteniment i el proce´s d’estandarditzacio´. Despre`s
de varis mesos treballant en la especificacio´, al Desembre de 2008, es publica la seva
primera versio´. A continuacio´, tant ATI com NVIDIA, els principals fabricants de targetes
1Entenem com a sistema heterogeni aquell que conte´ maquinari basat en arquitectures de processadors
diferents en un mateix entorn
2Recordem que aquest consorci es forma per generar i mantenir esta`ndards oberts en gra`fics, mul-
time`dia o computacio´ paral·lela. Altres esta`ndards coneguts que controla aquest grup so´n OpenGL,
COLLADA o OpenVG i esta` format per empreses com Apple, NVIDIA, AMD, ARM, Google, Intel,
Mozilla, Samsung o Oracle
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gra`fiques, anuncien que donaran suport a OpenCL. Durant l’any 2009, es van alliberant
drivers i implementacions d’OpenCL, tant per processadors com per a targetes gra`fiques.
OpenCL s’ha destacat per poder-se executar, a banda de al processador, sobre targetes
gra`fiques i altres acceleradors. La programacio´ gene`rica sobre targetes gra`fiques e´s el que
es coneix com a General-Purprose Computation on Graphical Prcoessing Units (GPGPU).
Aquest paradigma cada cop s’utilitza me´s, ja que les targetes gra`fiques actuals estan
formades per milers d’unitats de processament paral·leles (degut a la naturalesa dels
ca`lculs que s’han de realitzar). Aquesta caracter´ıstica les fa me´s atractives a l’hora de
desenvolupar programari altament paral·lelitzable. Aquests beneficis de la GPGPU es
poden extrapolar a acceleradors i processadors, com per exemple els Cell d’IBM.
El desenvolupament d’OpenCL es do´na en un moment en el que ja hi havia APIs per
a generar programari paral·lelitzable sobre processadors, principalment OpenMP, o sobre
GPUs, com CUDA per part de NVIDIA o FireStream per part de AMD. El problema
d’aquestes APIs es la excessiva depende`ncia de la arquitectura dels processadors o del
maquinari concret on s’executin, provocant que no siguin portables ni universals. A me´s
a me´s, cada una d’elles mante´ la seva pro`pia sintaxis, fet que provoca que els programadors
n’hagin d’aprendre varies i contemplar-les totes a l’hora d’escriure. La idea rere OpenCL e´s
crear una capa d’abstraccio´ per a poder accedir a cada un dels dispositius on potencialment
es pugui executar codi paral·lelitzable, dotant-lo d’una interf´ıcie comuna i esta`ndard. De
tal forma, quan abans es volia executar un cert codi sobre una tarja gra`fica, s’havia de
fer amb el llenguatge propi del venedor, mentre que amb OpenCL, es pot escriure codi
independentment, ja no del venedor, si no del tipus de maquinari on s’executi. L’objectiu
doncs, e´s clar: el programador nome´s s’ha d’encarregar d’escriure el codi paral·lel, i el
sistema s’encarregara` d’executar-lo a on li indiquem.
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2.2 Anatomia d’OpenCL
OpenCL s’ha presentat com a un framework, ja que esta` format de dos components: un
llenguatge de programacio´ i una API. El llenguatge esta` basat en l’esta`ndard C99, pero`
amb les modificacions pertinents per tal de que es pugui executar en tots els dispositius
disponibles. Per exemple, no es pot usar recursivitat, memo`ria dina`mica ni vectors de
mida variable. Per altra banda, ens ofereix una sintaxi coneguda (C) i un conjunt d’o-
peracions ba`siques implementades per defecte que faciliten la programacio´ paral·lela. El
llenguatge esta` pensat pel desenvolupament de les unitats paral·lelitzables(kernel) que
s’executaran en els diferents dispositius. Per altre banda, l’API esta` desenvolupada en
C, tot i que existeixen adaptadors per a varis llenguatges, com C++, Python o Ruby.
Aquesta esta` pensada tant per controlar i manipular els elements d’OpenCL, com per ma-
negar els diferents dispositius. En la Figura 2.1 es mostra l’esquema d’un possible entorn
d’OpenCL. Es pot veure, en primer lloc, que hi ha un punt d’entrada comu´ a la API.
Llavors, s’ha de seleccionar una plataforma on executar la nostra aplicacio´ (segona fila).
Cada plataforma correspon a una implementacio´ diferent de la API, i per tant, agrupa
dispositius diferents. En aquest exemple, la primera plataforma, nome´s pot accedir a la
CPU, mentre que l’altre pot accedir tant a la CPU com a les dues targes gra`fiques de les
que disposa l’entorn. Un cop el programador ha seleccionat quina plataforma vol usar,
podra` enviar informacio´ a cada un dels dispositius dels que aquesta disposi, representats
en la tercera fila. Cada dispositiu esta` format per varies unitats de computacio´ (u´ltima
fila), que so´n les que limiten el nombre d’execucions en paral·lel del programa a accelerar.
En la figura 2.2 es mostra el flux d’execucio´ d’un programa molt ba`sic escrit en
OpenCL. S’hi ha diferenciat les operacions que s’expliquen a continuacio´, segons el lloc
on s’executen i indicant-hi la direccio´ dels fluxos d’informacio´. En primer lloc, el programa
s’executa en el hoste, inicialitza una plataforma i selecciona un context. Seguidament,
prendra` un o altre camı´, segons si els kernels estan o no compilats. En cas que no, es fara`
per cada un dels dispositius que formen el context. El proce´s normalment no es llenc¸a
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Figura 2.1: Esquema API d’OpenCL
en temps d’execucio´, ja que e´s costo´s en temps. Un cop compilat e´s habitual guardar els
binaris obtinguts en aquest punt per no haver-se de repetir en una propera execucio´.
Un cop el programa (Program) estigui carregat en memo`ria, es seleccionara` una
de les funcions paral·lelitzables (Kernel) compilades en el pas anterior per inicialitzar-
la als dispositius. Seguidament s’haura` de generar una estructura (Buffer) per poder
intercanviar dades entre l’hoste i el dispositiu corresponent. Llavors, s’associaran tants
buffers al kernel com para`metres tingui la funcio´ a la que fa refere`ncia. Un cop fet,
s’enviaran les dades del hoste al dispositiu, ja que e´s alla` on s’executara` el nostre codi
i s’invocara` la execucio´ del kernel al dispositiu seleccionat. Quan aquest proce´s hagi
finalitzat, es recuperaran les dades del dispositiu per retornar-les al hoste.
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Figura 2.2: Fluxe d’execucio´ d’un programa en OpenCL. En la figura s’identifica on
s’executa cada una de les operacions, segons si e´s al hoste o al dispositiu o entre els dos
Per poder sincronitzar les tasques d’enviament de dades, execucio´ de funcions i re-
cuperacio´ de dades, es fan servir crides as´ıncrones. La forma habitual de treballar e´s
afegir-les a una cua d’operacions i especificar-ne la precede`ncia. Seguint l’exemple prece-
dent, s’afegirien a la cua les operacions d’enviament de dades en primer lloc, la execucio´
i la recuperacio´ de dades en u´ltim lloc. Hi ha casos en els que interessa concatenar l’e-
xecucio´ de varis kernels sense haver de transportar les dades al hoste3 per minimitzar
l’intercanvi d’informacio´. Aquest efecte es pot aconseguir afegint varies operacions d’exe-
cucio´ de kernels a la cua per tal de que s’executin consecutivament. Suposem un algorisme
de visio´ per computador: el Program estaria format per un conjunt de kernels, entre
els quals s’hi podria trobar un algorisme de Sobel i un algorisme de segmentacio´. La
idea, en aquest cas, seria enviar la imatge del hoste al dispositiu i executar l’algorisme de
Sobel. Un cop acabat, sense haver de retornar dades a l’hoste, s’executaria l’algorisme de
segmentacio´. Finalment, es transportarien les dades de sortida, a traves d’un buffer fins
al hoste. Suposant que es tenen dos dispositius, cada un amb una cua pro`pia, es podria
enviar per cada cua el processament d’un imatge diferent i aquests proce´s s’executaria
3Recordem que el temps de transport de dades entre memo`ria principal i la memo`ria dels dispositius
es varis ordres de magnitud superior al temps d’execucio´ d’instruccions
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de forma paral·lela. Aix´ı doncs, amb OpenCL podem paral·lelitzar tant a nivell de dades
com a nivell de temporal.
2.3 Mides de les dades a processar
Quan es demana la execucio´ d’una funcio´ en OpenCL a un dispositiu, a aquest, se l’ha
d’informar de la mida del problema a processar i les divisions en blocs que s’en poden
fer. Aquestes so´n necessa`ries per poder-les executar de forma concurrent, sempre i quan
existeixi paral·lelisme de dades entre elles. La mida total del problema depe`n directament
dels segu¨ents para`metres:
 Dimensio´ del problema: Indica el nombre de dimensions del problema. Els proble-
mes unidimensionals s’associen habitualment a vectors, els bidimensionals a matrius
o imatges i els tridimensionals a models 3D.
 Espai total (Global size): Quantitat total d’elements que formen el problema per a
cada una de les dimensions. Aquests elements s’anomenen work-item.
 Mida de l’agrupacio´ (Local size): Divisions en blocs en cada una de les dimensions
de work-items que poden sincronitzar-se i compartir memo`ria entre ells. No es pot
sincronitzar ni compartir memo`ria entre diferents agrupacions. Cada una de les
agrupacions s’executara` en un thread diferent i s’anomenen work-group.
En la figura 2.3 es mostra un exemple de problema bidimensional amb una mida
de 9 unitats en cada una de les dimensions. Aquest, a me´s a me´s, esta` agrupat en
blocs de 3 elements (tambe´ en les dues dimensions). El nombre d’elements no te perque`
ser igual en cada dimensio´, tot i que en aquest exemple coincideixi. A cada un dels
elements del problema (els quadrats petits de la imatge) se’ls assigna un identificador
u´nic i consecutiu en cada una de les dimensions. El mateix passa amb cada una de les
agrupacions. D’aquesta manera, cada un dels elements que conformen el problema es
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Figura 2.3: Model de problema 2-dimensional amb una mida global de 9 en cada dimensio´
en divisions en blocs de 3 elements per dimensio´
poden identificar un´ıvocament i poden saber quina e´s la seva posicio´ dins de l’espai del
problema o de la agrupacio´ on s’esta` executant.
2.4 Exemple
A continuacio´ es presenta la descripcio´ de cada un dels components necessaris per a
inicialitzar la plataforma. Cadascun d’aquests s’acompanyara` d’un fragment de codi, que
servira` com a exemple per il·lustrar les principals crides que es tractaran en aquest treball.
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2.4.1 Definicio´ del kernel
Els kernels e´s un conjunt d’operacions que s’aplicara` a cada un dels work-items. En
un programa iteratiu sense paral·lelitzar, es recorreria cada una de les posicions que
conformen el problema i es processarien consecutivament. En contraposicio´, amb OpenCL
es defineix com s’han de processar els elements (el kernel) i l’API s’encarrega d’executar-
ho en cada un d’ells.
A partir d’aquest moment, es suposara` que es vol escriure una versio´ concurrent del
problema de sumar dos vectors. Una possible sol·lucio´ al problema, escrita en C i que
no s’executa en paral·lel, e´s la que es pot veure al codi 2.1. L’operacio´ de suma de dos
elements es fara` consecutivament, una rere l’altre. Per tant, el nucli (kernel) de la solucio´
del problema e´s, en si mateixa, l’operacio´ de suma de dos elements del vector. En concret,
parlem de la l´ınia 9 del codi referenciat.
Algorisme 2.1: Versio´ iterativa del problema de la suma de dos vectors
1 float srcA [1024];
2 float srcB [1024];
3 float outC [1024];
4
5 // Suposem que els vectors srcA i srcB, estan inicialitzats
6 // Per a cada posicio´ dels vectors, executem la funcio´ de suma
7 for(int i=0; i <1024; i++)
8 {
9 outC[i] = srcA[i] + srcB[i];
10 }
En els kernels d’OpenCL s’ha d’indicar el conjunt d’operacions a executar per cada
un dels elements. La sintaxi per a definir un kernel es troba en el fragment de codi 2.2.
Aquest fragment esta` escrit en el llenguatge OpenCL i es pot observar que, a la definicio´ de
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la funcio´ ”sumaVectors”s’hi afegeixen qualificadors, tant a la funcio´ com als para`metres.
En el cas de la funcio´, es marca com a kernel i aixo` implica que aquesta funcio´ pot ser
executada per l’API d’OpenCL. Als para`metres i a les variables locals, se’ls pot afegir varis
qualificadors: constant, global, local i private. Aquests indiquen la visibilitat que
tenen aquests rangs de memo`ria en relacio´ als altres elements que conformen el problema.
Els dos primers para`metres so´n visibles per tots els elements, ja que s’han definit com a
constant, pero` nome´s en mode lectura. El tercer tambe´ e´s accessible per tots els elements,
pero` en aquest cas tambe´ s’hi poden fer escriptures. La crida get global id(0) e´s interna
i esta` definida en el llenguatge OpenCL. En concret, ens retorna l’identificador global i
u´nic de l’element que esta` sent processat en la primera dimensio´. Aquesta funcio´, com
d’altres4, estan implementades nativament per el llenguatge i no fan falta ser definides.
Algorisme 2.2: Kernel que executa la suma a cada un dels elements
1 __kernel void sumaVectors(
2 __constant float* srcA ,
3 __constant float* srcB ,
4 __global float* outC
5 )
6 {
7 // Obtenim l’identificador actual del problema en la primera (i u´nica)
dimensio´
8 int i = get_global_id (0);
9 outC[i] = srcA[i] + srcB[i];
10 }
4Es pot trobar el llistat de funcions internes a la documentacio´ oficial del llenguatge OpenCL [2]
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2.4.2 Inicialitzacio´ de la llibreria
Per a poder comenc¸ar a processar informacio´ als dispositius, s’hauran d’inicialitzar varies
estructures de l’API. El codi 2.3 mostra un exemple simple on es veuen les principals crides
per a fer-ho, pero` no s’entra en detall del significat de cada un dels para`metres. En primer
lloc, s’haura` d’inicialitzar una de les plataformes (Platform) disponibles al sistema. Cada
plataforma contindra` una implementacio´ diferent de l’API i segons quina escollim, es
tindra` acce´s a uns dispositius o uns altres. E´s a dir, en un hoste amb me´s d’una targeta
gra`fica, es podria trobar una implementacio´ per cada un dels venedors. En l’exemple es
seleccionara` una plataforma qualsevol de les que hi hagi instal·lades al hoste (l´ınia 8 del
codi). A continuacio´, s’omplira` l’estructura que conte´ els dispositius(Device). En aquest
cas es suposa que hi ha exactament dos dispositius per a la plataforma inicialitzada i que
no es vol discriminar entre processadors o targes gra`fiques. Un cop creats, s’inicialitzara`
un context (Context, l´ınia 12), agrupant-ne un o me´s. Els contexts comparteixen certes
estructures com les cues de comandes, els buffers o els kernels.
Finalment, per a poder comenc¸ar a enviar peticions als dispositius corresponents, es
crea la cua d’events (command queue, l´ınia 14). Aquesta haura` d’estar lligada a un
context inicialitzat amb anterioritat i a un dels dispositius que en formin part. A partir
d’aquest moment, el programa afegira` comandes a la cua i aquestes s’aniran executant,
segons un ordre de prioritats que pot especificar l’hoste.
2.4.3 Conversio´ del kernel a binari
Els programes d’OpenCL so´n conjunts d’un o me´s kernels me´s les funcions necessa`ries per
que aquests puguin executar-se. E´s necessari compilar-los per a cada un dels dispositius
abans de poder-se enviar a executar. Aquest pas e´s necessari ja que cada dispositiu te´ un
conjunt d’instruccions o una estructura de memo`ria pro`pia i necessiten un binari propi.
El temps de compilacio´ d’un programa, ja sigui en llenguatge OpenCL o qualsevol altre,
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Algorisme 2.3: Inicialitzacio´ dels principals objectes d’OpenCL
1 #include <CL/cl.h>
2 // Estructura que conte´ la informacio´ de la plataforma
3 cl_platform_id plataforma;
4 // Estructura amb la informacio´ del dispositiu
5 cl_device_id dispositius [2];
6 // Estructura encapsuladora d’un o me´s dispositius.
7 // Comparteixen buffers, cues i programes
8 cl_context contexte;
9 // Cua en la qual s’insereixen les peticions a executar
10 cl_command_queue cua_events;
11
12 // Inicialitzacio´ simple de la llibreria (sense comprovacio´ d’errors)
13 clGetPlatformIDs( 1, &plataforma , NULL );
14 // Obtenim dos dispositiu de la plataforma i
15 // ho emmagatzem a la estructura dispositius
16 clGetDeviceIDs( plataforma , CL_DEVICE_TYPE_ALL , 2, dispositius , ⤦Ç NULL );
17 // Generem un context amb els dos dispositius
18 // obtinguts en la instruccio´ anterior
19 contexte = clCreateContext( 0, 2, dispositius , NULL , NULL , NULL );
20 // Finalment, creem una cua associada a un dels dispositius,
21 // per a enviar-hi comandes
22 cua_events = clCreateCommandQueue( contexte , dispositius [0], 0, ⤦Ç NULL );
e´s un proce´s lent per portar-lo a terme en temps d’execucio´, aix´ı que els programes escrits
en OpenCL normalment nome´s engegaran el proce´s de compilacio´ si no tenen guardat un
binari pre`viament. Tant si es compila en temps d’execucio´ com si no, al final, es necessita
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un binari que representi els kernels per cada un dels dispositius.
Algorisme 2.4: Enviament dades i execucio´ d’un kernel
1 // Aquesta variable conte´ el codi contingut en el codi 2.2
2 const char ** codi_font;
3 cl_program program;
4 if( tenim_binari )
5 {
6 // Suposem que estem carregant el binari pels dos dispositius i que so´n,
7 // respectivament a les variables binari[0] i binari[1]
8 size_t mides [2];
9 mides [0] = sizeof( binari [0] );
10 mides [1] = sizeof( binari [1] );




15 // S’omple la estructura de dades associada al programa
16 program = clCreateProgramWithSource( contexte , 1, (const char ⤦Ç **) codi_font , NULL , NULL );
17 // Es compilen els codis fonts associats al programa program




22 // "sumaVectors"ha d’anomenar una funcio´ amb el qualificador
23 // kernel en el codi font original
24 nucli = clCreateKernel( program , "sumaVectors", NULL );
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En el el codi 2.4 es pot veure un exemple de com es separa el programa segons
si partim d’un binari o del codi font. Un cop obtingut el programa, es podran crear
tantes estructures de tipus kernel com es necessitin, tal com es mostra a la l´ınia 20 del
codi analitzat. Un cop se li hagin assignat els para`metres, es podra` enviar a executar
al dispositiu que se li indiqui. Nome´s es podran crear estructures de tipus kernel amb
funcions que pertanyin al programa associat i que estiguin identificades amb el qualificador
kernel.
2.4.4 Assignacio´ de para`metres i execucio´
En les seccions anteriors s’ha explicat com crear una cua d’esdeveniments i com crear
un kernel. El primer ens permet enviar comandes al dispositius, mentre que el segon
encapsula un binari capac¸ d’executar-s’hi. En aquest punt, es volen enviar dades al
dispositiu i executar-hi el programa que s’hi ha carregat.
Algorisme 2.5: Inicialitzacio´ d’un programa i un kernel
1 cl_mem vector_entrada1 , vector_entrada2;
2 cl_mem vector_sortida;
3
4 // Creem els buffer, informem de si so´n vectors d’entrada
5 // (lectura, com els dos primers) o si so´n de sortida (escriptura, com l’u´ltim)
6 vector_entrada1 = clCreateBuffer( contexte , CL_MEM_READ_ONLY , ⤦Ç 1024, NULL , NULL );
7 vector_entrada2 = clCreateBuffer( contexte , CL_MEM_READ_ONLY , ⤦Ç 1024, NULL , NULL );
8 vector_sortida = clCreateBuffer( contexte , CL_MEM_WRITE_ONLY , ⤦Ç 1024, NULL , NULL );
9
10 // Transfere`ncia de dades del hoste al dispositiu de forma no bloquejant.
11 cl_event events_escriptures [2];
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12 clEnqueueWriteBuffer( cua_events , vector_entrada1 , false , 0, ⤦Ç 1024, srcA , NULL , &events_escriptures [0] );
13 clEnqueueWriteBuffer( cua_events , vector_entrada1 , false , 0, ⤦Ç 1024, srcB , NULL , &events_escriptures [1] );
14
15 // Assignacio´ dels para`metres al kernel:
16 clSetKernelArg( nucli , 0, sizeof(cl_mem), vector_entrada1);
17 clSetKernelArg( nucli , 1, sizeof(cl_mem), vector_entrada2);
18 clSetKernelArg( nucli , 2, sizeof(cl_mem), vector_sortida);
19
20 // Enviem a executar la funcio´ al dispositiu.
21 // Esperara` a que acabin els events d’escriptures al dipositiu
22 cl_event event_ndrange;
23 clEnqueueNDRangeKernel( cua_events , nucli , 1, NULL , 1024, 32, 2, ⤦Ç events_escriptures , &event_ndrange);
24
25 // Recollim les dades generades per el dipositiu (un cop acabi NDRange)
26 clEnqueueReadBuffer( cua_events , vector_sortida , false , 0, 1024, ⤦Ç &outC , 1, event_ndrange , NULL );
Per fer-ho, en primer lloc s’hauran de crear unes estructures de memo`ria per a compartir-
ne entre hoste i els dispositius (Buffer). Es pot veure com s’inicialitzen entre les l´ınies
1 i 8 del codi 2.5 . Un cop creats, l’hoste podra` escriure en aquesta estructura i trans-
ferir les dades a la memo`ria del dispositiu (l´ınies 11 a 13). Les instruccions que envien
comandes al dispositius es reconeixen per contenir la paraula Enqueue en el seu nom i
prenen com a para`metre, entre altres, una cua d’esdeveniments. Cada cop que s’afegeix a
la cua una comanda, es genera una estructura d’esdeveniment, permetent-nos sincronit-
zar les tasques. En el cas analitzat, les escriptures als buffers generen un esdeveniment
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cada u´ i s’executen de forma simulta`nia, segons la descripcio´ de l’esta`ndard OpenCL5. A
continuacio´, s’associaran aquests buffers al kernel inicialitzats en la seccio´ anterior (l´ınies
16 a 18). Un cop s’hagin associat tots els para`metres del kernel, ja es podra` enviar la
comanda d’executar-lo al dispositiu (l´ınia 23). Aquesta comanda no s’executara` fins que
no hagin acabat els esdeveniments d’escriptura, com indiquen els u´ltims para`metres de la
instruccio´. Un cop s’hagi executat, l’u´ltim que restara` sera` transferir de nou les dades de
la memo`ria del dispositiu a la memo`ria del hoste (l´ınia 26), operacio´ tambe´ enviada a la
cua.
5En realitat no s’executen de forma simulta`nia, pero` des del punt de vista del programador s’ha
d’interpretar d’aquesta forma, ja que desconeix quina escriptura finalitzara` primer
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Cap´ıtol 3
Mercurium
Mercurium e´s un compilador soruce-to-source1 que suporta C, C++ i Fortran desenvolu-
pat pel grup Programming Models2, vinculat al Barcelona Supercomputing Center (BSC).
Els usos principals d’aquest tipus de codis e´s aplicar transformacions que es poden detec-
tar de forma esta`tica o refactors per a millorar o adaptar codi antic.
En concret, Mercurium esta` estructurat de forma que sigui fa`cil ampliar el programa
a base de plug-ins per tal que els usuaris puguin desenvolupar noves transformacions.
Esta` pensat per a poder fer reescriure el codi de forma senzilla i amb una sintaxi molt
relaxada, permeten fins i tot escriure fragments de codi de forma literal. En contraposicio´,
existeixen altres compiladors source-to-source en els que e´s necessari manipular ASTs.
En un primer moment, com tot compilador, el codi font original passara` per un proce´s
de parsing i ana`lisi sinta`ctica, amb el qual s’obte´ un AST. A continuacio´, s’encadenen
varies etapes per on aquest es modificara`. Cada una d’aquestes podra` aplicar transforma-
cions en dos moments diferents: pre-processat i compilacio´. En el primer cas es podran
obtenir i manipular les directives, constants o macros definides en la sintaxi habitual del
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pre-processador3. En la segona fase, es podran tractar els elements habituals amb els
que treballa un compilador esta`ndard. Al final de cada etapa s’obtindra` un nou codi
font, que es convertira` en la entrada de la segu¨ent. Aquest procediment s’assimila a un
pipeline, on cada una de les etapes realitza les modificacions corresponents. Al finalitzar,
s’aconseguira` una representacio´ del AST modificat i aquest podra`, o be´ exportar-se a un
nou arxiu, o be compilar a un binari directament.
Mercurium facilita l’acce´s, modificacio´ i creacio´ de noves estructures embolcallades en
objectes que representen construccions gene`riques dels llenguatges de programacio´. Per
exemple, el desenvolupador pot cercar els nodes del AST corresponents a declaracions de
variables i encapsular l’arbre corresponent en un objecte que representi aquesta declaracio´.
A continuacio´, podria modificar el nom de la variable declarada i regenerar el node. Aquest
procediment e´s molt simple en comparacio´ a reco´rrer i modificar manualment els nodes
del AST i permet al desenvolupador centrar-se en la feina de transformar el codi.
3Com per exemple #define, #include o #pragma
Cap´ıtol 4
FPGAs i Microblaze
Des de fa anys, els processadors s’ajuden d’altres circuits externs per tal de computar
dades de forma me´s eficient. Aquests s’anomenen coprocessadors i so´n circuits integrats
especialitzats en desenvolupar tasques molt concretes (coneguts tambe´ com a Applicati-
on Specific Integrated Circuits (ASICs)), com per exemple operacions en coma flotant,
processament de gra`fics o operacions de criptografia. Al ser circuits especialitzats en
aquestes tasques estan me´s optimitzats i, per tant, el temps de computacio´ d’aquest tipus
d’operacions disminueix de forma molt significativa i n’allibera a la CPU.
Com a alternatives als coprocessadors f´ısics (ASICs), es pot fer u´s d’altres dispositius,
com per exemple, les FPGAs. En la primera seccio´ d’aquest cap´ıtol s’explica el seu
funcionament ba`sic, perque` es puguin entendre els principals avantatges i inconvenients
del seu u´s.
En u´ltim lloc s’introdueix el soft-processor 1 Microblaze desenvolupat per Xilinx, el
microprocessador de la FPGA utilitzat en aquest projecte, ja que conve´ tenir-ne unes
mı´nimes nocions per entendre com es comunicara` amb el hardware que es generara`.
1Es coneix com a soft-processor aquells microprocessadors que son implementats utilitzant s´ıntesi de
lo`gica
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4.1 Que` so´n les FPGAs
Les FPGAs so´n dispositius semiconductors formats per blocs lo`gics tals que les seves
interconnexions i funcionalitats poden ser reconfigurades a partir d’un llenguatge HDL,
com per exemple VHDL o Verilog. Tenen la particularitat de que so´n reprogramables i
que poden canviar la seva estructura de forma que estigui optimitzada per als programes
que hagi d’executar. En contraposicio´, els circuits f´ısics, so´n me´s ra`pids pero` me´s cars de
desenvolupar i menys versa`tils, ja que la seva funcionalitat esta` acotada.
L’aparicio´ d’aquests tipus de dispositius data de mitjans dels anys 80 i so´n la con-
flue`ncia entre les tecnologies ASIC i Programmable Logic Device (PLD), aprofitant els
avantatges que proporciona cada una d’elles: l’optimitzacio´ i paral·lelitzacio´ impl´ıcita de
la primera i la reprogramabilitat de la segona. La arquitectura interna esta` dividida entre
blocs lo`gics i interconnexions entres aquests. Els primers permeten generar nous circuits
combinacionals, mentre que les segones enruten les dades entre diferents blocs lo`gics.
D’aquesta forma, es pot generar qualsevol funcionalitat lo`gica que es vulgui implementar.
L’intere`s en utilitzar FPGAs recau en la seva alta capacitat de processament i, alhora,
el seu redu¨ıt consum energe`tic. Aquests dispositius son inherentment concurrents, aix´ı
que tot processament d’aquest tipus es pot accelerar de forma natural, limitat nome´s
per la capacitat que ofereixin. Qualsevol problema concurrent e´s potencialment resoluble
amb una FPGA, generant un hardware espec´ıfic i optimitzat per a resoldre el nucli del
problema. Un cop generat se’n poden integrar varis dins del dispositiu i poder-se resoldre
varies insta`ncies del problema en paral·lel.
Les FPGAs es caracteritzen per fer u´s de frequ¨e`ncies de rellotge significativament
inferior a una CPU o una GPU, el que provoca que el consum energe`tic sigui me´s redu¨ıt.
En comparacio´ a les GPUs, solen tenir una capacitat de ca`lcul igual o superior.
Tot i aquests avantatges, les limitacions associades a les FPGAs no so´n poques. Nome´s
executen eficientment aquells problemes que pre`viament s’han especificat, compilat i opti-
mitzat. D’aquesta manera, no poden utilitzar-se com a elements de computacio´ gene`rics,
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ja que en aquest cas, els microprocessadors actuals els superarien en eficie`ncia. Les en-
trades i sortides estan limitades i no so´n flexibles, pel que si es volen processar problemes
de mida diferent s’haura` de tornar a generar una nova configuracio´. No s’ha de perdre de
vista que si s’utilitzen per al que` estan optimitzades, el rendiment temporal i energe`tic
que poden assolir e´s molt elevat en comparacio´ a les alternatives[3]. Altres comparatives
son me´s favorables a la computacio´ sobre targetes gra`fiques[4].
4.2 Microblaze
Microblaze e´s un soft-processor desenvolupat per Xilinx. Com ja s’ha comentat, un soft-
processor, e´s un microprocessador implementat en lo`gica de s´ıntesi de forma que pugui
ser reconfigurat en una FPGA o emulat en un ordinador. Microblaze esta` basat en
una arquitectura Reduced Instruction Set Computer (RISC) de 32 bits, inspirat en el
processador DLX2 i pot constar d’un pipeline de 3 o 5 etapes.
Al ser una implementacio´ software, es poden configurar els elements dels quals dis-
posara` nativament. Per exemple, es pot seleccionar quina mida tindran les memo`ries
cache´, la endianess d’aquesta o el grau de segmentacio´ que tindra` el processador. D’a-
questa manera, es pot generar una insta`ncia de Microblaze que s’adapti a les necessitats
espec´ıfiques del problema que es vol resoldre. El rendiment obtingut per un soft-processor
en comparacio´ a un de f´ısic e´s molt baix, degut a que una implementacio´ real sempre
estara` me´s optimitzada i sera` me´s eficient. Per aquest motiu, en els u´ltims temps s’estan
desenvolupant FPGAs que incorporen microprocessadors f´ısics amb arquitectures ARM o
PowerPC. La l´ınia de productes Zynq de Xilinx so´n exemples d’aquests dispositius. Aix´ı
s’aconsegueix aprofitar al ma`xim els recursos, dedicant la part reprogramable de la FPGA
al seu u´s caracter´ıstic.
2Aquest processador esta` especificat en els llibres sobre arquitectura de computadors escrits per Pat-
terson i Hennesy
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El desenvolupament per a FPGAs es divideix en dues parts. Per una banda, e´s necessa-
ri crear l’estructura hardware i per altra, implementar la part corresponent al programari.
En la figura 4.1 esta` esquematitzat aquest procediment. Les fletxes simbolitze una ca`rrega
d’un binari al bloc corresponent. A l’imatge es mostra com es carrega a la part reprogra-
mable el binari corresponent a la part hardware, anomenat bitstream3. D’altra banda, el
programa (rectangle ”ELF”) es carrega a la memo`ria del dispositiu. Un cop s’han carre-
gat els dos binaris, el processador Microblaze comenc¸ara` a processar les instruccions que
estiguin a memo`ria, i que en aquest cas, corresponen al binari ELF pre`viament carregat.
Figura 4.1: Arquitectura simplificada de les parts necessa`ries per a utilitzar una FPGA.
Per una banda es mostra el software, que es carregara` a memo`ria, i per altre banda es
mostra el bitstream, que e´s el binari que permet reprogramar la FPGA. En aquest cas,
conte´ una instancia de Microblaze, juntament a 4 dispositius propis
3Un bistream e´s un binari que codifica com ha de reprogramar-se la FPGA, tant els blocs lo`gics com
la interconnexio´ entre aquests
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La metodologia a seguir per a desenvolupar nous dispositius hardware configurables a
la FPGA queda exclosa d’aquest document, ja que s’escapa del context d’aquest treball.
Tot i aix´ı, es convenient cone`ixer que aquests es poden comunicar pel bus de dades amb
Microblaze, amb protocols proporcionats per Xilinx com AXI o PLB. Cada dispositiu pot
ser afegit varies vegades dins del bitstream, aprofitant el paral·lelisme del que es parla
en la seccio´ anterior. Finalment, les FPGAs acostumen a poder-se comunicar a trave´s
de varis protocols f´ısics, com per exemple PCI o USB. Els fabricants proporcionen tant
els dispositius que s’han de connectar a Microblaze, com els controladors software per
a poder-se comunicar mitjanc¸ant aquests. Hi ha eines que faciliten el desenvolupament
d’aquests i la connexio´ amb el processador descrit. Els processador es comunica amb els
dispositius a trave´s de la memo`ria principal. Aixo` vol dir que els ports d’entrada i sortida
corresponen a una regio´ d’aquesta.
Per al desenvolupament dels programes, Xilinx proporciona un entorn anomenat mb-
gcc, basat en el projecte lliure gcc. D’aquesta manera es poden compilar codis escrits en
C o C++ i convertir-se en binaris executables per la arquitectura Microblaze. Es podra`
utilitzar el flux de compilacio´ habitual, ja que els para`metres que reben so´n exactament
iguals. La compatibilitat arriba fins al punt que es pot compilar el kernel de Linux 4 amb
aquestes eines i executar-lo en una FPGA amb Microblaze[5][6].
4Microblaze, tot i ser un soft-processor, e´s una de les arquitectures suportades oficialment per el
projecte Linux.
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Cap´ıtol 5
Disseny
L’objectiu d’aquest projecte e´s poder executar codi escrit en OpenCL en una FPGA.
S’ofereix als usuaris un conjunt d’eines que permetra` que un programa amb unes carac-
ter´ıstiques concretes pugui utilitzar-la de manera transparent. Degut a la complexitat
de generar un entorn OpenCL per a aquests dispositius, no s’ha desenvolupat una im-
plementacio´ completa de la llibreria. En un inici es va programar un codi que feia u´s
d’una targeta gra`fica per a computar unes dades i arrel d’aquest codi, s’han extret les
crides ba`siques que han de formar part de la implementacio´ final. Aix´ı s’assegura que un
programa ba`sic codificat en OpenCL pot ser executat en l’entorn desenvolupat.
A continuacio´ s’expliquen els processos, transformacions i operacions que s’aplicaran
per tal d’aconseguir transformar aquest codi OpenCL en els elements necessaris per a que
s’executi a la FPGA.
5.1 Visio´ global
En la figura 5.1 es poden observar els diferents estats i operacions que s’apliquen des
de el codi font original fins l’execucio´ a la FPGA. Les tres primeres fases corresponen a
la generacio´ automa`tica d’un dispositiu espec´ıfic (bitstream) per a cada un dels kernels
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d’OpenCL que apareguin en la execucio´ del programa, la quarta correspon a la generacio´
del programa (.elf ) que s’executara` en el Microblaze i l’u´ltima a l’execucio´ del programa
.elf, que a la vegada, executara` el hardware associat als kernels.
5.1.1 Generacio´ del dispositiu
Per a generar de forma automa`tica el hardware necessari per a optimitzar el programa
actual, en primer lloc, s’ha d’extreure el codi de les parts susceptibles de ser accelerades.
Aquests fragments corresponen als kernels definits a trave´s de l’API OpenCL. Sera` ne-
cessari cone`ixer la mida de les dades d’entrada i sortida en temps de compilacio´, ja que
els dispositius que es desplegaran a la FPGA requereixen una mida coneguda al moment
de generar-se.
Aquesta extraccio´ s’ha portat a terme desenvolupant una llibreria dina`mica OpenCL
que nome´s serveix per a extreure els kernels. Aquesta captura algunes de les crides a
l’API per tal d’extreure’n el codi font d’aquests i les mides dels problemes. A continuacio´
s’executa la aplicacio´ fent u´s d’aquesta llibreria especial, que interceptara` les crides i
emmagatzemara` les dades relatives als kernels al sistema de fitxers. Un cop acabada
l’execucio´, s’assumira` que tots els kernels que utilitza el programa ja s’han extret.
Com s’ha explicat en el cap´ıtol dedicat a OpenCL, un kernel e´s el conjunt d’operacions
que s’ha d’aplicar a cada element del problema. S’hauran de transformar per tal d’obtenir-
ne una versio´ iterativa que recorri tots els elements del problema i es portara` a terme amb
el compilador source-to-soruce Mercurium. Concretament, s’ha desenvolupat una extensio´
del compilador per tal d’aplicar la transformacio´ descrita. Com que el llenguatge en que
es defineixen els kernels e´s propi d’OpenCL, aquest compilador no n’accepta la sintaxi,
aix´ı que sera` necessari preprocessar-los per tal que compleixin la sintaxi de C99. La
segona fase pren com entrades els kernels modificats en la etapa anterior i obte´ una versio´
codificada en un llenguatge HDL. Es fara` u´s d’un nou compilador source-to-source que
transformi els kernels de C99 a VHDL. S’utilitzara` d’AutoESL de Xilinx per a portar a
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Figura 5.1: Diagrama dels estats per els que passa la aplicacio´ objectiu a executar-se a la
FPGA i operacions que s’apliquen en cada un d’ells
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terme aquest canvi de codificacio´.
La tercera fase, i u´ltima per a obtenir el bitstream, s’alimenta de la versio´ dels kernels
en VHDL. Per a acabar la generacio´ de la part hardware per a reprogramar la FPGA,
s’encapsulara` cada un dels cores1 dins d’un dispositiu que el controli. Aquests controla-
dors integraran el core, juntament amb un dispositiu DMA connectat al bus de dades a
trave´s del protocol Advanced eXtensible Interface (AXI). Cada un es connectara` en una
plantilla preparada que conte´ un processador Microblaze preconfigurat amb els para`metres
requerits. Finalment, es sintetitzara` el projecte i s’obtindra` el bitstream amb el hardware
espec´ıfic per a accelerar el programa original.
5.1.2 Compilacio´ del programa original
La quarta fase de la figura mostra la generacio´ i compilacio´ del programa que s’executara`
en el dispositiu. En primer lloc es compilara` el codi font original del programa, obtenint-
ne un objecte binari i a continuacio´, s’enllac¸ara` amb la llibreria mb-opencl. Aquesta
s’ha desenvolupat de forma que compleixi amb l’especificacio´ d’OpenCL i que, alhora,
sa`piga comunicar-se amb cada un dels acceleradors que formen part del hardware. Per a
transferir dades des de l’espai de memo`ria del programa al del dispositiu, fa u´s de Direct
Memory Access (DMA), per a optimitzar i reduir el temps dedicat a la transfere`ncia de
dades. A la sortida d’aquesta fase, com es mostra en la figura 5.1, s’obtindra` un binari
ELF que podra` ser executat a la FPGA juntament amb el bitstream obtingut en la fase
anterior.
5.1.3 Execucio´
Finalment, a la u´ltima fase, es carrega a la FPGA, tant el bitsream com el binari generats
en la fase 3 i 4 respectivament i s’executa el programa.
1S’ente´n com a core, la versio´ en VHDL d’un kernel
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5.2 Divisio´ en fases
La separacio´ que hi ha entre aquestes fases no e´s fortu¨ıta: S’ha volgut separar les etapes
lo`giques que formen aquest procediment, de tal forma que sigui adaptable a qualsevol
altre plataforma. Per exemple, es podria canviar a la segona fase el compilador AutoESL
per a Vivado, una versio´ me´s moderna d’aquest compilador, i que el procediment de les
fases contingues no es veiessin afectades. Per altre banda, tot i que la primera etapa e´s
estrictament necessa`ria, pot no extreure tots els kernels utilitzats pel programa. Al haver-
se separat d’aquesta forma, es podrien definir manualment i el procediment posterior seria
equivalent. Aix´ı doncs, s’ha desenvolupat una arquitectura el me´s versa`til possible, per
tal que es puguin utilitzar les parts per separat.
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Cap´ıtol 6
Implementacio´
En aquest cap´ıtol es discuteix la implementacio´ concreta de cada una de les parts comen-
tades en el cap´ıtol anterior. S’explica cada una d’elles, aix´ı com les decisions preses i les
motivacions que hi ha al darrera.
6.1 Generacio´ del dispositiu
En el cap´ıtol 5 s’ha explicat la separacio´ lo`gica dels processos per a generar el hardware que
representa cada un dels kernels definits amb l’API d’OpenCL. A continuacio´ s’enumeren
les accions a realitzar:
1. Extraccio´ i transformacio´ dels kernels
2. Conversio´ a llenguatge HDL
3. Connexio´ del dispositiu hardware(acceleradors) al processador de la FPGA
Com s’ha explicat en el cap´ıtol referent a OpenCL, els kernels so´n parts fonamentals
en la arquitectura d’una aplicacio´ escrita fent u´s d’aquest framework. En les segu¨ents
seccions es discuteixen les accions a realitzar per a aconseguir un dispositiu que acceleri
l’operacio´ definida pel kernel que tingui associat.
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6.1.1 Extraccio´ i transformacio´ dels kernels
Com a punt d’entrada al proce´s d’extraccio´ de kernels nome´s es disposara` del programa
original a accelerar. En un primer pas, s’extrauran tots els kernels que utilitza i la mida
dels problemes que resol. A difere`ncia de l’a`mbit del software, quan es treballa amb lo`gica
de s´ıntesi es molt important que cada fragment tingui definida la seva interf´ıcie de forma
correcte, ja que sino´, no es podran interconnectar. Aix´ı doncs, per cada crida que es
faci a un kernel amb mides d’entrada o sortida diferents, sera` necessari generar un nou
dispositiu.
Un cop s’hagi fet la extraccio´, es procedira` a adaptar el codi font original relacionant-lo
amb la informacio´ extreta.
Extraccio´
En aquesta seccio´ s’explica com es procedeix a extreure els kernels del codi font original.
A grans trets, nome´s hi ha tres formes de fer-ho: ana`lisi esta`tic del codi font, intercepcio´
en temps d’execucio´ i anotacio´ de pragmas1 per part del desenvolupador. En la taula 6.1
es mostren els avantatges i inconvenients de cada una d’elles.
Si es fa la extraccio´ de forma esta`tica, nome´s es poden extreure els kernels escrits
com a variables predefinides o com a constants escrites dins del codi. En general, no
es troben masses programes que tinguin el codi font d’aquests incrustats al codi del
programa on s’executa, ja que aquests estarien acoblats, el qual resulta una mala pra`ctica
de programacio´. En general, es troben al sistema de fitxers i es carreguen en temps
d’execucio´, aconseguint que varis programes puguin reutilitzar un mateix kernel i separant
el codi corresponent a l’hoste del que s’executa al dispositiu.
Per altre banda, es pot fer l’extraccio´ en temps d’execucio´. En comparacio´ a l’ana`lisi
esta`tic de codi, sera` me´s lent, ja que s’haura` de compilar el programa, executar-lo, i
esperar a interceptar les crides a l’API d’OpenCL. Al fer-ho, es coneixeran els para`metres
1Un pragma e´s una directiva que permet indicar al compilador com ha de comportar-se
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Aventatges Desaventatges
Esta`tic Ra`pid Nome´s pot detectar els kernels cons-
tants escrits en el codi font
Execucio´ Pot trobar kernels generats o car-
regats des del sistema de fitxers en
temps d’execucio´
No requereix del codi font de l’apli-
cacio´
Lent
S’extrauran uns kernels o altres de-
pendent de la branca d’execucio´ del
programa. Dependra` de valors de
constants i variables el trobar-ne uns
o altres
Pragmas Extreu la totalitat dels kernels El desenvolupador ha de modificar i
anotar el codi font original
Taula 6.1: Taula on es mostren aventatges i desaventatges de la deteccio´ de kernels de
forma esta`tica o dima`mica
amb que s’han cridat, podent interceptar, entre altres, el codi font del kernel. Aquest
procediment pot no funcionar en varis escenaris: si es recupera la figura 2.2 es pot
observar que el flux d’execucio´ habitual e´s comprovar si el kernel ja ha estat compilat; en
cas afirmatiu, el programa no passara` per la branca d’execucio´ on es genera la crida a la
funcio´ clCreateProgramWithSource. En aquest cas, es passara` per la branca que executa
clCreateProgramWithBinary, pel que no es podra` extreure el codi font, ja que nome´s es
tindra` una versio´ binaria del kernel.
El fragment de codi 6.1 un analitzador esta`tic podria extreure’l, mentre si fos en
temps d’execucio´ dependria de la variable existeix binari. Nome´s ho faria en cas que
aquesta variable avalues a fals. En el fragment 6.2 en canvi, la situacio´ per l’analitzador
en temps d’execucio´ no canvia i continua depenent de la variable existeix binari, mentre
que per l’analitzador esta`tic, li sera` impossible fer-ho.
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Algorisme 6.1: Codi on funcionaria la versio´ esta`tic en comparacio´ a la versio´ en temps
d’execucio´
1 char ** codi_font = "__kernel void sumaVectors( __constant float* ⤦Ç srcA ,
2 __constant float* srcB ,
3 __global float* outC
4 )
5 {
6 int i = get_global_id (0);
7 outC[i] = srcA[i] + srcB[i];
8 }";
9
10 if( existeix_binari )
11 clCreateProgramWithBinary( ... );
12 else
13 clCreateProgramWithSource( ..., codi_font , ... );
Algorisme 6.2: Codi on un analitzador en temps d’execucio´ seria millor que un esta`tic
1 char ** codi_font = carrega_kernel (); // Funcio´ amb el proposit de carregar
un kernel a memo`ria
2
3 if( existeix_binari )
4 clCreateProgramWithBinary( ... );
5 else
6 clCreateProgramWithSource( ..., codi_font , ... );
En u´ltim lloc, es podria anotar el codi font amb la localitzacio´ dels arxiu que els
contenen. D’aquesta forma, e´s impossible que hi hagi algun kernel que no es pugui ex-
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treure, pero` requereix que els desenvolupadors afegeixin la directiva corresponent, perdent
l’automatisme desitjat.
Fins ara, s’ha parlat nome´s de la necessitat d’extreure el codi font dels kernels per a
poder generar posteriorment un dispositiu. Anteriorment s’ha explicat la necessitat de
cone`ixer les mides dels problemes a tractar. Aquestes noves dades es regeixen per les
mateixes limitacions i avantatges en quant al tipus d’analitzador desenvolupat.
Despre`s d’analitzar les alternatives alhora d’extreure els kernels, s’ha optat per a
desenvolupar-ne un que actu¨ı en temps d’execucio´, ja que la aparicio´ dels codis font
d’aquests dins dels codi font del programa s’ha considerat marginal i no usat en aplicacions
reals. Tot i aix´ı, la aplicacio´ que els extreu no deixa de ser una facilitat i automatisme
per als desenvolupadors, ja que podrien no fer-ne u´s i indicar-los manualment, de forma
que comenc¸arien el proce´s directament en la fase de transformacio´.
L’extractor de kernels es basa en una implementacio´ d’OpenCL desenvolupada amb
l’objectiu d’extreure les dades necessa`ries per la segu¨ent fase. Concretament s’han im-














Nome´s es mante´ la funcionalitat de crear les estructures ba`siques de control i, a con-
tinuacio´, es retorna el control a l’hoste. Per a mantenir el correcte funcionament del
programa i que s’executi amb normalitat, s’haura` de garantir que les crides que generin
estructures internes i les inicialitzin correctament. Si no fos aixi, en cas que el programa
original comprovi que la estructura e´s correcte o hi faci consultes, al fer-hi un acce´s podria
provocar un desbordament de buffer 2. Per exemple, quan s’executi la funcio´ clCreate-
Context, s’haura` de crear correctament la estructura associada cl context. Aix´ı doncs,
aquesta s’encarregara` de fer el mı´nim possible per tal de que el flux del programa no s’in-
terrompi, a excepcio´ de les operacions que es presenten a continuacio´. Cada una d’elles
explica les dades que pot extreure.
clCreateBuffer Originalment, la seva funcio´ e´s crear un espai de memo`ria que poden
compartir hoste i dispositiu. En aquesta implementacio´, es limita a crear l’estructura
de dades associada i guardar la quantitat d’espai reservat.
clSetKernelArg Actua com explica l’especificacio´, associant l’estructura de tipus buffer
al para`metre corresponent. En crides consecutives a aquesta funcio´, es pot deduir
el nombre d’elements dels que consta cada un dels para`metres del kernel.
clCreateProgramWithSource Aquesta crida e´s la encarregada de rebre els codis font
dels kernels i emmagatzemar-los a disc, permeten processar-los posteriorment.
clEnqueueNDRangeKernel Quan es faci una crida a aquesta crida, s’explicitara` la
mida del problema a tractar. Tambe´ cercara` en l’estructura associada a cl kernel,
2Un desbordament de buffer es do´na quan un programa fa un acce´s a una part de memo`ria fora de la
reservada per aquest
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la mida dels para`metres del kernel. Aquestes dades s’especifiquen, com s’ha explicat,
en la crida clSetKernelArg. Finalment, guarda a disc totes les dades de forma
estructurada, facilitant-ne el futur processament.
Un cop obtinguda aquesta implementacio´, l’u´nic que faltara` e´s que el programa original
en faci u´s. Si es disposa del binari d’aquest, nome´s fara` falta enllac¸ar-lo amb la llibreria
que s’ha desenvolupat. Si s’ha compilat com a llibreria dina`mica, en cas que sigui en una
de les rutes on cerca el sistema operatiu, no fara` ni falta executar aquesta accio´.
Finalment, s’executara` el binari i a mesura que s’interceptin les crides descrites, s’a-
niran executant les accions com s’ha descrit.
En la figura 6.1 es mostra com e´s l’esquema d’execucio´. En cas que nome´s es disposi
del codi font original, aquest es compilara` i s’enllac¸ara` amb la llibreria d’extraccio´ (en la
imatge, ”libext opencl.so”) mitjanc¸ant l’enllac¸ador del sistema (en la imatge, ”ld”). Al
finalitzar aquest proce´s, s’obtindra` el binari definitiu (en la imatge, ”a.out”) i se’n llenc¸ara`
l’execucio´. Com a resultat d’aquesta accio´, s’hauran extret tant els kernels com les mides
dels problemes.
Transformacio´
A l’inici d’aquesta subfase es disposara` d’un conjunt de codis font de kernels juntament
a les mides de cada una de les execucions d’aquests. Els codis font, com s’ha comentat
anteriorment, estan escrits en llenguatge OpenCL i descriu el conjunt d’operacions a
realitzar per a cada un dels elements que formen part del problema a resoldre.
La figura 6.2 mostra les operacions que es duran a terme en aquesta fase. Com a
elements d’entrada s’hi troben cadascun dels kernels extrets en la fase anterior, que so´n
processats amb una extensio´ de Mercurium desenvolupada en aquest projecte. A part
de transformar-los segons s’explica a continuacio´, aquesta etapa tambe´ genera uns arxius
de configuracio´ (a la imatge, els rectangles que contenen .conf), que es necessitaran en
processos posteriors. Aquests arxius contenen informacio´ relativa al nombre de para`metres
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Figura 6.1: Operacions aplicades en la Fase 1a: Extraccio´
d’entrada o sortida que te´ i les mides de cada un. Al treballar amb un compilador
source-to-source, el processament d’aquest tipus d’informacio´ es simplifica i s’aprofita
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Figura 6.2: Operacions aplicades en la Fase 1b: Transformacio´
per deixar-los generats. La seva generacio´ es simbolitza a l’imatge amb el rectangle
”extern kernels.c”. Aquest contindra` informacio´ relativa als kernels i sera` necessari per a
poder generar correctament el software, tal com s’explicara` en cap´ıtols posteriors.
L’objectiu d’aquest procediment e´s transformar el codi font de cada un d’ells de forma
que compleixi els requisits imposats per el compilador que generara` el codi HDL del
dispositiu. Al final de la transformacio´, s’assegura que cada un complira` les segu¨ents
restriccions:
1. Haura` d’estar codificat en C esta`ndard.
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2. Els para`metres no podran ser de tipus apuntador, per tant, tots els vectors hauran
de tenir especificat la seva mida.
3. A difere`ncia del codi original, el codi ha de resoldre el problema de forma iterativa.
E´s a dir, s’haura` de reescriure com a varis bucles que recorrin tots els elements,
aplicant-hi les operacions definides pel kernel
4. Implementar, reescriure, modificar o eliminar les funcions internes d’OpenCL. Les
funcions que permeten treballar amb work-items, com per exemple get global id(n)
o get local id(n), s’hauran de tractar individualment.
S’han d’assumir aquestes restriccions, ja que s’ha cregut que la millor opcio´ era generar
dispositius acotats que resolguessin un problema de mida u´nica. E´s a dir, es creara` un
hardware que apliqui les operacions del kernel a un nombre d’elements fixe i distribu¨ıts
de forma concreta. Si en un moment posterior el programa necessita executar-lo amb uns
para`metres de mida diferent, sera` necessari generar un nou accelerador.
Per a aplicar les transformacions sobre els kernels s’ha desenvolupat una extensio´
pro`pia del compilador source-to-source Mercurium. Aquest nome´s admet codis font escrits
en C, C++ i Fortran, per tant, caldra` realitzar un processament previ, per a eliminar o
modificar la sinaxi caracter´ıstica d’OpenCL. Com a alternativa a aquest pre-processament
es podria haver agregat a aquest compilador el le`xic i sinaxi del llenguatge OpenCL, pero`
es va desestimar pel volum de feina que comportava i el poc impacte que tenia en la
solucio´ proposada.
Per a il·lustrar el proce´s de transformacio´ des d’un kernel fins a un codi compatible
amb el compilador AutoESL, a mesura que s’expliqui cada un dels passos, es mostrara`
com es modifica el codi 6.3
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Algorisme 6.3: Kernel original abans de la transformacio´
1 __kernel void sumaVectors(
2 __constant float* srcA ,
3 __constant float* srcB ,
4 __global float* outC
5 )
6 {
7 // Obtenim l’identificador actual del problema
8 // en la primera (i u´nica) dimensio´
9 int i = get_global_id (0);
10 outC[i] = srcA[i] + srcB[i];
11 }
6.1.2 Codificacio´ C esta`ndard
En el codi 6.4, es pot veure com s’han eliminat el qualificadors d’atributs i funcions
corresponents a OpenCL, obtenint-ne una versio´ sinta`cticament correcte en C esta`ndard.
Algorisme 6.4: Primer pas de la transformacio´ de OpenCL a C
1 void sumaVectors( float* srcA ,




6 int i = get_global_id (0); // Obtenim l’identificador actual del problema
en la primera (i u´nica) dimensio´
7 outC[i] = srcA[i] + srcB[i];
8 }
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6.1.3 Modificacio´ para`metres
Un cop el kernel estigui codificat en C99, s’hauran de modificar aquells para`metres de tipus
apuntador especificant-ne la mida. Aquesta restriccio´ e´s necessa`ria ja que els llenguatges
HDL necessiten cone`ixer la quantitat de memo`ria que s’utilitzara` i la mida dels busos
en temps de compilacio´. Les mides serveixen per a dimensionar els ports d’entrada i
sortida del dispositiu a baix nivell. Per tant, es procedira` a especificar-les per cada un
dels para`metres en forma de vectors. Aquestes s’hauran extret en la fase anterior i es
carregaran en l’extensio´ de Mercurium desenvolupada.
En el codi 6.5 es mostra com tots els para`metres que eren de tipus vector, se’ls ha
assignat la mida que els correspon per a aquesta insta`ncia. En aquest exemple, tots els
para`metres tenen una mida igual 1024, pero` en un entorn real dependria de les que s’hagin
especificat al programa original mitjanc¸ant la crida clCreateBuffer i clSetKernelArg.
Algorisme 6.5: Segon pas de la transformacio´ de OpenCL a C: Vectors de mida constant
1 void sumaVectors( float srcA [1024] ,
2 float srcB [1024] ,
3 float outC [1024]
4 )
5 {
6 int i = get_global_id (0); // Obtenim l’identificador actual del problema
en la primera (i u´nica) dimensio´
7 outC[i] = srcA[i] + srcB[i];
8 }
6.1.4 Conversio´ a codi iteratiu
Un cop la declaracio´ de la funcio´ compleix els requisits imposats, s’haura` de procedir a
crear una versio´ iterativa d’aquest codi. Els kernels contenen el conjunt d’operacions que
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s’ha d’aplicar a cada un dels elements. Per tant, per a obtenir-ne una versio´ iterativa,
s’haura` d’embolcallar el cos de la funcio´ dins de varis bucles. Concretament, se n’haura`
d’imbricar un per cada una de les dimensions que tingui el problema. Aix´ı doncs, si esta`
format per una dimensio´, s’escriura` un bucle que recorri cada un dels elements d’aquesta
dimensio´ i executi el kernel per cada un. En cas que hi hagi me´s dimensions, s’encadenara`
aquest processament i se’n aniran afegint en capes me´s externes.
Si es considera l’exemple, la mida total d’elements processats sera` igual a la del nom-
bre d’elements corresponents a la primera dimensio´ i, per tant, recorrera` tots els que
formen part del problema. Suposant que la mida global indicada en la crida clEnque-
ueNDRangeKernel e´s 1024 en la u´nica dimensio´ del problema, el codi 6.6 mostra la
versio´ iterativa de l’exemple que s’esta` tractant. E´s trivial demostrar que el codi presentat
recorre tots els elements que s’han de processar. Tot i aix´ı, aquest codi encara li falta
reescriure les funcions internes d’OpenCL. En aquest cas, el codi encara esta` cridant a la
funcio´ get global id(0), que es pro`pia de la llibreria.
Algorisme 6.6: Tercer pas de la transformacio´ de OpenCL a C: Embolcallat del cos
1 void sumaVectors( float srcA [1024] ,
2 float srcB [1024] ,
3 float outC [1024]
4 )
5 {
6 for( int __i; __i <1024; __i++ )
7 {
8 int i = get_global_id (0); // Obtenim l’identificador actual del
problema en la primera (i u´nica) dimensio´
9 outC[i] = srcA[i] + srcB[i];
10 }
11 }
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6.1.5 Reescriptura de les funcions internes
Finalment, doncs, es reescriuran les funcions internes d’OpenCL, principalment les que
permeten treballar amb work-items. En la implementacio´ final desenvolupada en aquest
projecte, no s’ha tractat la totalitat de les funcions internes, sino´ les mı´nimes necessa`ries
per a transformar kernels ba`sics. En espec´ıfic, s’ha programat un tractament especial
al detectar les funcions get global id(dim) i get local id(dim). La primera retorna
l’identificador global de l’element processat en la dimensio´ dim, mentre que la segona
retorna l’identificador u´nic de l’element en el seu work-group en la corresponent dimensio´.
E´s fa`cil deduir que el valor retornat per la crida get global id(dim) e´s la variable
d’induccio´ del bucle corresponent a la dimensio´ dim, ja que aquest sera` un valor u´nic
que identificara` un´ıvocament a un element. Els valors que assolira` aquesta aniran de 0 a
N(dim)-1, que e´s el rang especificat per l’esta`ndard. Per altre banda, s’ha de transformar
la crida get local id(dim) per una nova expressio´ equivalent. Sigui L(dim) la mida del
work-group en la dimensio´ dim, la crida es pot substituir segons la formula 6.1.
get local id(dim) ≡ get global id(dim) mod L(dim) (6.1)
6.1.6 Resultats
Un cop aplicades totes les transformacions, el codi objectiu estara` preparat per a poder
ser convertit a un llenguatge HDL amb el compilador AutoESL3. El codi 6.7 mostra el
resultat final de la transformacio´.
A continuacio´, per a cada kernel es generara` un arxiu de configuracio´ on s’especificara`
el nombre de para`metres, si so´n d’entrada o sortida i la mida de cada un d’ells. Aquests
seran necessaris en la fase final de la creacio´ del hardware i s’explicara` la seva necessitat
en la seccio´ corresponent. Es generen en aquest punt degut a les facilitats que proporciona
3Les restriccions que s’expliquen en aquesta seccio´ no fan refere`ncia nome´s a aquest compilador, sino´
a qualsevol altre que hagi de convertir un codi en C a HDL
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Algorisme 6.7: Quart pas de la transformacio´ de OpenCL a C: Reescriptura funcions
internes
1 void sumaVectors( float srcA [1024] ,
2 float srcB [1024] ,
3 float outC [1024]
4 )
5 {
6 for( int __i; __i <1024; __i++ )
7 {
8 int i = __i; // Obtenim l’identificador actual del problema en la primera
(i u´nica) dimensio´
9 outC[i] = srcA[i] + srcB[i];
10 }
11 }
Mercurium per a realitzar consultes relatives a definicions de funcions. En el codi 6.8 es
mostra un exemple de l’estructura que tenen aquests fitxers.
Algorisme 6.8: Exemple d’arxiu .conf associat al kernel d’exemple
1 input_parameters = 2
2 output_parameters= 1
3
4 input0 = {name:"srcA", type:"float", data_width:"4096", order:"0"}
5 input1 = {name:"srcB", type:"float", data_width:"4096", order:"1"}
6 output0 = {name:"outC", type:"float", data_width:"4096",order:"2"}
En u´ltim lloc, aquesta extensio´ genera l’arxiu ”extern kernels.h”, que es necessitara`
en la fase 4, al moment de generar la part software. Aquest arxiu contindra` un vector
d’estructures de tipus cl kernel compatibles amb les definides en la llibreria mb-opencl,
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de la qual se’n donen me´s detalls en la seccio´ dedica a aquesta. Com en el cas anterior,
aquest processament es fa dins de Mercurium degut a les facilitats que proporciona.
6.1.7 Conversio´ del kernel
Un cop s’hagin extret i transformat els kernels en fragments de codi que satisfacin les
restriccions descrites en el cap´ıtol anterior, es procedira` a generar-ne una versio´ HDL.
Amb aquest procediment s’aconsegueix transformar un algorisme (el definit pel kernel)
en un hardware espec´ıfic, especialitzat i optimitzat en resoldre’l.
E´s important remarcar que, al final d’aquesta fase, encara no s’haura` generat el dis-
positiu sencer, si no un component codificat en un llenguatge HDL. Aquest procediment
e´s el que correspon a la fase 2 de la figura 2.2. A la figura 6.3 es pot veure un esquema
concret de les accions que es duran a terme en aquesta fase. Es mostra un conjunt de
kernels (provinents de la fase anterior) que es processaran fins a obtenir-ne una versio´ en
VHDL. Concretament, per cada un d’ells, es generara` un projecte de dispositiu nou on
s’hi fara` la transformacio´ d’un llenguatge a un altre.
Durant aquest procediment es fa u´s del compilador AutoESL, desenvolupat per Xilinx,
que permet fer una compilacio´ source-to-source de C esta`ndard a VHDL i Verilog. En el
context d’aquest treball nome´s interessa el resultat en VHDL, ja que en les segu¨ents fases
s’unira` aquest component a una plantilla que ja esta` codificada en aquest llenguatge.
Aquesta fase pren com a punt de partida un conjunt de kernels codificats tal com
s’explica en el cap´ıtol anterior. A partir d’aqu´ı s’ha adaptat a les necessitats d’aquest
projecte un programa (en la figura 6.3, TCL Generator ) que genera un script TCL per a
cada un d’ells. Aquests serveixen per a indicar a AutoESL els arxius en C99 que s’hauran
de convertir a VHDL, aix´ı com altres configuracions: model de FPGA, nom del kernel,
llibreries externes que pot utilitzar o la frequ¨e`ncia ma`xima amb la que l’accelerador podra`
6.1. GENERACIO´ DEL DISPOSITIU 67
Figura 6.3: Processos i transformacions que s’apliquen a la fase 2 a cada un dels kernels
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funcionar. Per tant, se n’obtindran tants com kernels se l’hi especifiquin. A continuacio´,
s’executara` AutoESL de forma no-interactiva, indicant l’script TCL com a para`metre,
per tal que pugui carregar la configuracio´ associada al kernel corresponent. Un cop
compilats tots els projectes, s’extrauran aquests codis font i passaran a la segu¨ent fase,
on es convertiran en dispositius capac¸os de comunicar-se amb el microprocessador.
6.1.8 Connexio´ dels dispositius al processador
Al finalitzar la etapa anterior, s’ha obtingut una versio´ VHDL de cada un dels kernels.
En aquesta fase se’ls afegira` un component de DMA4 que es connectara` al processador
Microblaze a trave´s del protocol AXI.
L’objectiu d’aquesta fase e´s obtenir un Board Support Packages (BSP)5 que contingui
un soft-processor Microblaze amb mu´ltiples dispositius connectats a aquest, associats cada
un a un kernel. En la figura 6.4 es mostra un esquema de les operacions que es duran a
terme al llarg d’aquest proce´s. S’hi mostra el BSP Generator, que per una banda rep
com a para`metres els mu´ltiples kernels i, per altra, Microblaze template, que e´s una
plantilla que conte´ un BSP que conte´ una insta`ncia de Microblaze totalment funcional.
Finalment, s’obtindra` un binari bitstream que contingui tot el hardware complet. A
continuacio´ s’explica detalladament cada una de les parts.
Generacio´ del nou dispositiu
Les versions del kernels codificades en VHDL s’encapsularan dins d’un dispositiu que el
contindra`, juntament a un mo`dul de DMA. Aquest disposara` de la capacitat de comunicar-
se amb el processador a trave´s del protocol propietari de Xilinx AXI. D’aquesta forma,
s’optimitzen les transfere`ncies de memo`ria entre hoste i dispositiu i s’allibera el proces-
4DMA e´s un sistema que permet executar lectures i escriptures de forma independent de la CPU i que
ho facin de forma me´s eficient
5 Un BSP e´s el conjunt de components que defineixen un disseny hardware
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Figura 6.4: Esquema de les operacions que es duen a terme en la fase 3
sador per a que pugui executar altres operacions. La comunicacio´ entre dispositius i
processadors es fara` mitjanc¸ant I/O mapping dels ports a memo`ria principal. D’aquesta
forma, per enviar dades al dispositiu s’escriura` a memo`ria a la posicio´ corresponent al
port d’entrada i per a obtenir-ne dades, s’executaran operacions de lectura a les posicions
associades als ports de sortida. L’aspecte final del dispositiu quedara` com el que es mostra
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en la figura 6.5.
Figura 6.5: Distribucio´ en la que quedaran encapsulats els kernels
Compilacio´ del bitstream
Els dispositius generats en el procediment anterior s’adjuntaran a un BSP existent. Aquest
sera` una plantilla que conte´, entre altres components, una instancia de Microblaze, un
controlador de memo`ria DDR, un controlador d’interrupcions i un controlador de port se-
rie. Microblaze e´s necessari ja que sera` el processador principal, mentre que el controlador
de memo`ria DDR s’encarrega de dotar a Microblaze de memo`ria RAM. El controlador
d’interrupcions permet que els dispositius que s’acaben de generar puguin fer u´s del seu
controlador de DMA.
Un cop s’hagin connectat tots els dispositius, es compilara` tot el BSP, del qual s’ob-
tindra` el bitstream. Al finalitzar la compilacio´, es podra` descarregar a la FPGA, on es
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configurara` un hardware adaptat a accelerar el programa original. Arribats a aquest punt,
nome´s caldra` generar un programa que pugui explotar aquesta acceleracio´.
6.2 Compilacio´ del programa original
En la fase anterior s’ha obtingut un bitstream que permet configurar la FPGA amb els
dispositius generats en la fase anterior. A continuacio´ es descriu la generacio´ d’un codi que
sigui capac¸ d’executar els dispositius i aconseguir accelerar els fragments de codi associats.
Es capturaran les crides d’OpenCL que permeten fer u´s dels kernels i es gestionaran per
tal d’executar-les en els dispositius corresponents.
En aquest projecte, l’execucio´ de tota la aplicacio´ es realitza a la FPGA. Tot i aix´ı,
es pot dividir la execucio´ entre hoste i dispositiu, com a l’especificacio´ d’OpenCL. A la
part de l’hoste, que correspon a Microblaze, s’hi executa el programa original (compilat
apropiadament per a aquesta arquitectura) juntament amb una implementacio´ concreta
d’OpenCL que permet comunicar-se amb els dispositius hardware desenvolupats en la
fase anterior. Aquests han estat configurats en la seccio´ reconfigurable de la FPGA i
actuen com a dispositius (en termes d’OpenCL). Aix´ı doncs, la llibreria desenvolupada e´s
l’encarregada de la comunicacio´ entre el programa original i els dispositius reconfigurats
a la FPGA.
En la figura 6.6 es mostra l’esquema de les operacions que es duen a terme en aquesta
fase. L’objectiu e´s obtenir un binari ELF que pugui executar-se al Microblaze juntament
amb el bitstream obtingut en la fase anterior. Per obtenir-lo, es compilaran per separat tres
codis: el codi font del programa original, la llibreria mb-opencl i l’arxiu extern kernels.c.
El primer e´s fa`cil, ja que es coneixen els arxius que en formen part al ser necessaris en
la primera fase. A la figura es visualitza que s’usa mb-gcc6 per a obtenir-ne el binari a
partir del codi font. En quant a la llibreria, es proporcionen tant el codi font com la versio´
6mb-gcc e´s la versio´ per la arquitectura Microblaze del popular compilador GCC
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compilada i en cas que sigui necessari, pot tornar-se a compilar amb mb-gcc. Al ser una
llibreria esta`tica7, sera` necessari usar el programa mb-ar per a compactar tots els objectes
associats a aquesta. En u´ltim lloc, s’haura` de compilar l’arxiu extern kernels.c, que
conte´ la descripcio´ del cada un dels kernels usats pel programa original, juntament amb el
nombre de para`metres, noms i tipus. Aquesta informacio´ e´s utilitzada per la llibreria mb-
opencl i no pot carregar-se dina`micament, aix´ı que s’ha d’adjuntar en fase de compilacio´.
Finalment, s’usara` mb-ld per a enllac¸ar els tres objectes binaris en l’arxiu binari .ELF. Al
finalitzar aquest procediment, podra` ser descarregat a la FPGA i executat pel processador
Microblaze que s’ha configurat. Un cop descarregat, el programa s’executara` i fara` crides
a la nova implementacio´ d’OpenCL, que interactuara` amb els dispositius generats en la
fase anterior. En aquest projecte nome´s s’ha contemplat l’arquitectura Microblaze, ja que
e´s la me´s usada en la FPGA de la que es disposava. La forma de procedir seria ide`ntica
si es disposes d’un processador f´ısic com PowerPC o ARM, sempre i quant es faci u´s del
compilador corresponent.
Cal remarcar que aquest programa s’executara` sense un sistema operatiu per sobre
seu, aix´ı que hi ha funcionalitats que no es podran processar. Per exemple, no es podra`
fer u´s de threads, ni sistemes de fitxers ni cap estructura t´ıpica d’un sistema operatiu.
Un altre problema sera` cassar la informacio´ obtinguda en la compilacio´ del kernel a la
primera fase amb la llibreria mb-opencl executada a la FPGA. Quan aquesta rep una de
les instruccions de generar un nou programa OpenCL( ja sigui clCreateProgramWith-
Source o clCreateProgramWithBinary), no es podran obtenir les dades relatives a
aquest. En el primer cas s’especificara` el codi font d’un kernel, per tant, s’hauria de
desenvolupar un codi capac¸ d’extreure el nombre de para`metres, tipus i mides. Aquesta
feina no te´ sentit que es faci a la FPGA si ja s’ha obtingut en temps de compilacio´ a
l’hoste. En la segona crida, es necessari indicar les dades i, al no disposar de sistema de
fitxers, no poden ser carregades al context de la llibreria si no e´s en moment de compi-
7Al no disposar de sistema operatiu, no te´ sentit oferir-ne una versio´ dina`mica
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Figura 6.6: Operacions aplicades en la Fase 4
lacio´. Per tant, en qualsevol dels dos casos, sera` necessari afegir aquesta informacio´ en
temps de compilacio´. A me´s a me´s, aquesta informacio´ no e´s prescindible, ja que l’API
necessita poder associar un kernel a un dels dispositius programats a la FPGA, a banda
de necessitar el nombre de para`metres i la mida d’aquests.
En la primera fase, a l’hora de transformar els kernels, es disposa de la informacio´
necessa`ria. S’utilitzara` aquesta estructura de dades per generar automa`ticament un codi
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en C99 que la contindra`, de forma que la llibreria sera` capac¸ d’interpretar-la. Aquest
arxiu prendra` el nom de extern kernels.c, i contindra` un vector amb tota la col·leccio´
de kernels que s’hagi extret en la primera fase, sota el nom de extern kernels. En el
codi 6.9 es mostra un exemple real de l’aspecte que te´ un arxiu d’aquest tipus. La definicio´
de cada estructura es presenta a la pa`gina 79 , tot i que s’intueix el tipus d’informacio´ que
s’emmagatzema de cada kernel. La estructura principal e´s cl kernel, que emmagatzema
el nom, el descriptor del dispositiu hardware i altres dades en relacio´ als para`metres.
El descriptor e´s necessari per tal que la llibreria conegui a quines adreces moure els
para`metres d’entrada i a quines recollir les dades de sortida. En relacio´ als para`metres, es
guarda la mida en bytes que ocupen, aix´ı com els seus noms i si so´n para`metres d’entrada
o sortida.
El fragment de codi que conte´ les dades relatives als kernels, sera` constant durant
l’execucio´ del programa i es compilara` juntament amb aquest. E´s important remarcar
que el s´ımbol extern kernels ha de ser u´nic, ja que e´s aquest el que cercara` la llibreria
mb-opencl per a obtenir la informacio´ dels programes OpenCL.
6.2.1 Llibreria mb-opencl
La implementacio´ de la llibreria OpenCL d’aquest projecte s’ha anomena mb-opencl (per
MicroBlaze) i, com s’ha comentat en la seccio´ anterior, s’enllac¸ara` amb el programa
original. No e´s una implementacio´ completa de la API d’OpenCL, sino´ que nome´s s’han
desenvolupat les funcions necessa`ries per tal de poder executar una aplicacio´ simple. Les
funcions que s’han implementat respecten l’esta`ndard, pero` ignora opcions i para`metres
que no apliquen a l’execucio´ en una FPGA.
Estructures de dades
A continuacio´ es presentaran les implementacions proposades per cada una de les estruc-
tures de dades definides per OpenCL. A cada una se li adjunta el codi font, comentant
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Algorisme 6.9: Codi font del objecte que contindra` la informacio´ dels ( kernels)
1 #include <mb-opencl.h>
2
3 static struct _cl_kernel_arg_definition arg_3 = { NULL , "outC", ⤦Ç CL_KERNEL_ARG_IS_POINTER };
4 static struct _cl_kernel_arg_definition arg_2 = { NULL , "srcB", ⤦Ç CL_KERNEL_ARG_IS_POINTER | CL_KERNEL_ARG_IS_INPUT };
5 static struct _cl_kernel_arg_definition arg_1 = { NULL , "srcA", ⤦Ç CL_KERNEL_ARG_IS_POINTER | CL_KERNEL_ARG_IS_INPUT };
6
7 static struct cl_fpga_argument arguments [3] = {
8 {sizeof(float)*1024 , 0, NULL , &arg_1},
9 {sizeof(float)*1024 , 0, NULL , &arg_2},
10 {sizeof(float)*1024 , 0, NULL , &arg_3}
11 };
12








per a que serveix cada una de les propietats.
cl context: Aquesta estructura conte´ informacio´ en quant el context on s’executara` el
programa OpenCL. Emmagatzema el nombre de dispositius, els seus descriptors i
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altres propietats. En aquest projecte nome´s hi haura` un dispositiu, que sera` la
mateixa FPGA on s’esta` executant la llibreria.
Algorisme 6.10: Estructura clContext
1 struct cl_context{
2 unsigned num_devices; // Nombre de dispositius associats
3 cl_device_id* devices; // Vector amb els descriptors dels dispositius
4 cl_context_properties* properties; // Propietats addicionals
5 };
cl device id: So´n els descriptors dels dispositiu. Cada un d’ells tindra` un identificador
u´nic, a me´s a me´s del tipus (CPU, GPU, accelerador o altres) i un nom. S’ha
simplificat al ma`xim aquesta estructura, degut a que nome´s hi haura` un dispositiu.
Algorisme 6.11: Estructura clDeviceId
1 struct cl_device_id{
2 cl_uint type; // Tipus de dispositiu
3 cl_uint id; // Identificador u´nic
4 char* name; // Nom del dispositiu
5 };
cl command queue: Estructura que controla la cua de comandes cap al dispositiu.
S’encarrega de controlar la precede`ncia dels esdeveniments a executar i d’iniciar-los
quan escaigui. Internament conte´ una cua doblament enllac¸ada amb els esdeveni-
ments que s’estan executant i els pendents. Es mante´ la refere`ncia al context al que
correspon i al dispositiu al que se l’hi han d’enviar les comandes.
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Algorisme 6.12: Estructura clCommandQueue
1 struct cl_command_node{
2 cl_command_node *next; // Esdeveniment posterior
3 cl_command_node *prev; // Esdeveniment anterior




8 cl_context *context; // Refere`ncia al context al que pertany
9 cl_device_id *device; // Refere`ncia al dispositiu al que se l’hi envia
les comandes
10 cl_command_node *head; // Primer element de la cua doblement enllac¸ada
11 };
cl mem: Estructura que representa un buffer, o dit d’una altra forma, un espai com-
partit de memo`ria entre dos components. Es guarda la refere`ncia del context al
que pertany, aix´ı com els punters de l’espai de memo`ria de l’hoste i del dispositiu.
D’aquesta manera es crea una relacio´ mitjanc¸ant la qual la llibreria pot intercanvi-
ar dades entre ells. Tambe´ s’emmagatzemen les opcions (flags) amb les quals s’ha
creat. Entre altres indiquen si e´s de lectura o escriptura, si es pot usar el punter de
l’hoste i altres comportaments. Una dada important a cone`ixer e´s la mida que te´,ja
que si no es controla correctament, pot provocar desbordaments de memo`ria.
Algorisme 6.13: Estructura clMem
1 struct cl_mem{
2 cl_context *context; // Refere`ncia al context al que pertany
3 cl_mem_flags flags; // Opcions amb les que s’ha creat el buffer
4 void* host_ptr; // Posicio´ de memo`ria corresponent al hoste
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5 void* device_ptr; // Posicio´ de memo`ria corresponent al dispositiu
6 size_t size; // Mida en (bytes) del buffer
7 }
cl program: Representa un program escrit en OpenCL i hi guarda la definicio´ del conjunt
de kernels dels que esta` compost aquest programa, aix´ı com els dispositius que el
poden executar. Com els altres objectes, tambe´ conte´ una refere`ncia al context
on s’ha creat. La posicio´ reservada per la defincio´ dels kernels s’omplira` amb la
informacio´ provinent de l’arxiu extern kernels.c.
Algorisme 6.14: Estructura clProgram
1 struct cl_program{
2 cl_context *context; // Refere`ncia al context al que pertany
3 cl_device_id* devices; // Conjunt de dispositius que poden executar-lo
4 cl_uint num_devices; // Nombre de dispositius
5 struct _cl_kernels* kernels; // Vector amb les definicions dels
kernels
6 }
cl kernel: Representa la descripcio´ d’un kernel concret, albergant-hi informacio´ com el
nom i la definicio´ dels seus arguments. En quant als arguments, es guarda el nom
i un conjunt d’opcions, com per exemple, si so´n d’entrada o de sortida o si so´n
vectors. Cada cop que es crei un nou kernel es duplicara` aquesta informacio´ i,
en consecutives crides s’omplira` la informacio´ concreta de cada un dels para`metres
a la estructura cl fpga argument. S’hi guarda tambe´ una estructura de tipus
axi hw acelerator Config, que conte´ la descripcio´ dels dispositius virtuals que
s’han generat en fases anteriors. Entre aquestes configuracions es troba les posicions
de memo`ria de cada un dels ports d’entrada i de sortida del dispositiu. Amb aquesta
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informacio´, es podran cone`ixer les dades d’acce´s a cada un dels dispositius i fer-ho
quan s’hagi d’executar aquest. Finalment, tambe´ s’emmagatzemen els apuntadors
a les estructures on pertany aquest kernel : cl program i cl context.
Algorisme 6.15: Estructura clKernel
1 struct cl_kernel_arg_def { // Representa la definicio´ d’un argument del
kernel
2 char* name; // Nom del argument
3 unsigned short flags; // Opcions relatives al argument.
4 };
5
6 struct cl_fpga_argument {
7 size_t data_size; // Mida del l’argument que identifica
8 void* data_ptr; // Apuntador de l’espai de memo`ria on resideix
l’argument
9 struct cl_kernel_arg_def* definition; // Definicio´ de l’argument
10 };
11
12 struct cl_kernel {
13 char* kernel_name; // Nom del kernel
14 unsigned short num_arguments; // Nombre d’arguments que rep
15 struct cl_fpga_argument* arguments; // Apuntador a l’estructura que
emmagatzema els arguments
16 cl_program* program; // Apuntadors per a mantenir la relacio´ entre
objectes
17 cl_context* context; // Apuntadors per a mantenir la relacio´ entre
objectes
18 axi_hw_accelerator_Config *cfg; // Descriptor del dispositiu virtual
on s’executa aquest kernel
19 };
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Funcions implementades
A continuacio´ s’expliquen les tasques que porta a terme cada una de les funcions im-
plementades de la API, en el mateix ordre que es criden de del programa inicial. En
particular, es detallen les accions que es realitzen tant des del punt de vista de funciona-
ment i compatibilitat amb OpenCL, com del de la interaccio´ amb la FPGA.
clCreateContextFromType: Inicialitza una estructura de tipus cl context, guardant-
hi el nombre de dispositius f´ısics8 associats i reservant espai de memo`ria per tal de
poder emmagatzemar els seus descriptors. A l’esta`ndard es pot parametritzar el
cl context amb varies propietats, tipus de dispositius o altres dades. En aquesta
implementacio´ nome´s es contempla el cas que hi hagi un sol dispositiu f´ısic: la ma-
teixa FPGA on s’esta` executant el codi. A me´s, per a cada un dels dispositius f´ısics,
s’inicialitza el seu descriptor. Si en un futur es desenvolupe´s una implementacio´ que
pogue´s ser executada en l’hoste i comunicar-se via PCI-e, en aquest punt s’indicaria
el nombre de FPGAs associades.
En aquest punt tambe´ es porta a terme la inicialitzacio´ del dispositiu f´ısic. En el
nostre cas, s’habilita la cache´ de dades i instruccions, i s’inicialitzar i s’habilita les
interrupcions del Microblaze. S’inicialitzaran tambe´ tots els dispositius virtuals con-
nectats al processador, inicialitzant-ne les estructures de control per tal de poder-los
usar des del programa, i activant la seva senyal de ready. Aix´ı, en el moment en
que es posi en cua l’execucio´ d’un kernel, podra` fer-ho de forma immediata. En
la figura 6.7 es mostren les senyals que s’activen per a inicialitzar els dispositius
virtuals (kernels).
clGetContextInfo: Permet obtenir dades emmagatzemades dins l’estructura cl context.
8En aquesta seccio´ quan es parla de ”dispositiu f´ısic”s’esta` referint al aparell f´ısic que executa el
programa; en aquest cas, la FPGA. En canvi, quan es parli de ”dispositiu virtual”, s’estara` referint als
dispositius programats i connectats al microprocessador d’aquesta.
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Figura 6.7: Senyals d’activacio´ i inicialitzacio´ dels dispositius
Degut a la simplicitat d’aquest objecte, aquesta crida nome´s permet l’obtencio´ dels
descriptors de dispositius f´ısics associats al cl context actual.
clCreateCommandQueue: Crea una estructura de tipus cl command queue. Aques-
ta s’associa al context i dispositiu creats amb anterioritat i inicialitza una cua do-
blement enllac¸ada per a mantenir la precede`ncia de les operacions a executar. No
interacciona directament amb el dispositiu f´ısic.
clCreateBuffer: Com indica el seu nom, aquesta crida crea un buffer entre hoste i dis-
positiu f´ısic. Es reserva tanta memo`ria en l’espai de memo`ria del dispositiu com la
indicada en els para`metres de la crida. Addicionalment, s’emmagatzemara` tambe´
el punter obintgut des de la aplicacio´, d’aquesta forma, en la estructura, hi haura`
la associacio´ de punters entre hoste i dispositiu f´ısic. Quan s’hagin d’aplicar acci-
ons d’escriptura o lectura de buffers, la llibreria coneixera` les posicions de memo`ria
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entre les quals s’han d’aplicar les operacions. Si es passa com a para`metre l’op-
cio´ CL MEM USE HOST PTR, no es reservara` memo`ria al dispositiu i es fara` u´s
directament de la posicio´ de memo`ria de l’hoste quan escaigui.
clCreateProgramWithSource/clCreateProgramWithBinary: Per les limitacions
explicades anteriorment, les crides a aquestes funcions nome´s omplen una estructura
de tipus cl program amb la informacio´ ba`sica necessa`ria. Cal recordar que no
es poden carregar dades externes al programa, ja que no es disposa ni de sistema
operatiu ni de sistema de fitxers. Les dades relacionades amb un programa, com per
exemple, quants kernels conte´ i la informacio´ d’aquests, estan compilades juntament
amb la llibreria i s’hi poden accedir sense necessitat d’un compilat en temps real.
clBuildProgram: En aquesta funcio´ s’hauria de llanc¸ar el proce´s de compilacio´ per cada
un dels kernels, pero` com aquest proce´s s’ha executat en temps de compilacio´, no
fa falta fer res en temps d’execucio´.
clCreateKernel: Retorna una estructura de tipus cl kernel amb la informacio´ relativa
al kernel amb el nom que es rep per para`metre. Concretament, a la posicio´ de
memo`ria extern kernels hi ha un vector amb la informacio´ de cada un dels que
formen part del programa. Aquesta informacio´ s’ha extret en la fase 1, de tot el
proce´s de traduccio´, compilacio´ i execucio´, aprofitant la facilitat que proporciona
Mercurium per a fer-ho i aquesta queda codificada en un codi font com el del codi 6.9.
La crida clCreateKernel espera que el s´ımbol extern kernels estigui definit i
contingui el vector descrit.
Es fara` una cerca en aquest vector, cercant l’estructura que contingui el nom del
kernel rebut per para`metre i, un cop trobada aquesta estructura, se’n fara` una co`pia
i es retornara` com a resultat de la crida.
clSetKernelArg: S’encarrega d’assignar un valor a un dels para`metres del kernel. Com
s’ha explicat en la crida anterior, aquest conte´ el nombre de para`metres, el nom
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i la mida que tenen cada un. S’iterara` per a cada un d’ells i guardara` els valors
d’entrada dins d’aquesta estructura. Quan posteriorment s’hagi d’executar el kernel
s’accediran a aquestes posicions per a parametritzar-lo correctament.
clEnqueueWriteBuffer: En aquesta crida es realitzara` la transfere`ncia de dades entre
hoste i dispositiu f´ısic, sempre i quant no s’hagi usat la directiva CL MEM USE
HOST PTR. En aquest projecte hi haura` una transfere`ncia de dades entre la
memo`ria assignada al Microblaze i la memo`ria dins del dispositiu virtual.
clEnqueueNDRangeKernel: Aquesta crida executa finalment el cl kernel assignat a
un dispositiu virtual. L’estructura associada conte´ la informacio´ relativa al disposi-
tiu on s’ha d’executar i el valor de cada un dels para`metres. Per limitacions de la
generacio´ dels dispositius virtuals, les crides a aquesta funcio´ son bloquejants, quan
segons l’esta`ndard haurien de poder no ser-ho. Si es pogue´s executar de forma no
bloquejant, es podrien estar usant varis dispositius alhora, minimitzant el temps d’e-
xecucio´ del programa. Quan es vulgui executar un kernel, en primer lloc es copiaran
els para`metres d’entrada (operacio´ (1) de la figura 6.8) a les posicions de memo`ria
corresponents al ports d’entrada. Aquesta transfere`ncia es fa mitjanc¸ant DMA, de
forma que s’executi de forma eficient. Per a saber a quines posicions ha d’escriure, es
cerca dins l’estructura associada al kernel a executar, on hi ha guardada la refere`ncia
al descriptor del dispositiu virtual. En aquest descriptor s’hi poden trobar les as-
sociacions requerides. Un cop s’hagin realitzat totes les escriptures correctament,
s’activara` automa`ticament el senyal start del dispositiu corresponent(operacio´ (2)
de la figura). Aquest fet provocara` que aquest s’activi i comenci a fer els ca`lculs
corresponents amb les dades d’entrada. Un cop hagi acabat, s’activara` el senyal do-
ne i implicara` que ja es poden llegir les dades de sortida. Finalment es realitzaran
tantes lectures (operacio´ (3) de la figura) com para`metres de sortida hi hagi. Les
crides que realitzen aquesta lectura so´n bloquejants i, al iniciar-se, provoquen que el
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processador es quedi esperant fins que s’acaben de processar les dades. Un cop ha
rebut totes les dades, les copia a les posicions de memo`ria indicades pel buffer cor-
responent. Tot i que aquesta forma d’actuar difereix de l’esta`ndard, ja que s’hauria
d’esperar a una crida de tipus clEnqueueReadBuffer, e´s la u´nica forma d’assegurar
que els resultats no es perden.
clEnqueueReadBuffer: Aquesta funcio´ e´s equivalent a clEnqueueWriteBuffer, amb
la difere`ncia que copia les dades en sentit contrari. E´s a dir, copia del segment de
memo`ria del dispositiu cap a l’espai de l’hoste. Si s’ha usat l’opcio´ CL MEM USE
HOST PTR, no caldra` usar aquesta funcio´, ja que es realitzara` de forma impl´ıcita
en executar l’operacio´ clEnqueueNDRangeKernel. En el nostre cas, llegeix de
la memo`ria interna del dispositiu virtual i escriu a la memo`ria del Microblaze.
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Figura 6.8: Interaccions entre Microblaze i els acceleradors. Es mostren les operacions
d’entrada sortida associades i l’activacio´/recepcio´ dels senyals dels dispositius accelera-
dors. Es mostra l’intercanvi de blocs de memo`ria entre l’espai de memo`ria de Microblaze
(on s’executa l’aplicacio´) i el de l’accelerador Kernel1 (que executa les operacions especi-
ficades al ”Kernel1”del programa original).
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Cap´ıtol 7
Instal·lacio´ i u´s
En aquest cap´ıtol s’explica com instal·lar, configurar i utilitzar el programa. Finalment,
es mostraran comparatives dels resultats obtinguts en quant a temps d’execucio´ sobre
CPU, GPU i FPGA.
7.1 Requeriments del sistema
El projecte s’ha portat a terme sobre un entorn GNU/Linux, fent u´s de totes les eines
habituals que proveeix aquest. Els programes desenvolupat tambe´ han estan pensats per
a executar-se sobre aquest sistema operatiu. Addicionalment, s’ha fet u´s del compilador
GCC per compilar els binaris que s’executen a l’hoste.
El projecte s’ha desenvolupat al voltant d’una FPGA de l’empresa Americana Xilinx,
concretament amb la placa de desenvolupament ML605, que integra un xip de la famı´lia
Virtex-6. Aquesta va acompanyada d’un conjunt d’eines i programes per tal de facilitar
el proce´s de generacio´ de nous dispositius i programes que s’executin en ella. Aquestes
eines estan separades principalment en dos blocs: Embedded Development Kit (EDK)
i Software Development Kit (SDK). El primer, proporciona eines per a la generacio´ de
nous dispositius hardware, mentre que en el segon permet la generacio´ dels programes
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que explotaran els nous dispositius desenvolupats amb l’EDK. Exactament s’ha usat la
versio´ 13.2 d’aquest programari, agrupat sota el nom de ISE. A continuacio´ es llisten els
principals programes de Xilinx usats en el context d’aquest projecte:
xps: Proporciona l’entorn per a dissenyar un BSP, compilar les netlists i generar els
bitstreams. En el cas d’aquest projecte, sempre es parteix d’una plantilla de BSP, on
ja hi ha instanciats varies dispositius, com per exemple el soft-processor Microblaze.
Un cop s’hi connecten els nous dispositius que haura` de portar associats, mitjanc¸ant
aquesta eina es compilen les netlists de cada un d’ells i, finalment, el bitstream que
conte´ tot el hardware.
xdm: S’usa en la fase de ca`rrega de bitstream i programa binari a la FGPA. Mitjanc¸ant
scripts TCL es pot indicar a aquest programa que carregui aquests objectes al
dispositiu i llenc¸ar el proce´s d’execucio´.
mb-gcc: Conjunt de binaris basats en GCC per a poder desenvolupar programes per
arquitectures de processador tipus Microblaze. En aquest projecte s’usa en la fase
de compilacio´ del programa que s’executara` al Microblaze. Aix´ı doncs, s’emmarca
en un paradigma de cross-compiling, que permet generar binaris en un hoste amb
una arquitectura diferent a la del binari objectiu. Per tant, genera els binaris ELF
per a Microblaze amb les mateixes eines que proporciona GCC: ar, gcc, ld,...
Tot aquest programari s’ha utilitzat en un entorn Linux, tot i que hi ha versions dels
mateixos per entorns Windows.
Per aquest projecte tambe´ hem necessitat el compilador AutoESL. Aquest, e´s un
compilador source-to-source que ens permet traduir un fitxer escrit en C99 a una versio´
equivalent en els llenguatges HDL me´s populars: Verilog i VHDL. Tot i haver-hi altres
compiladors d’aquest tipus, s’ha preferit usar aquest ja que esta` optimitzat per a generar
codis per a Xilinx, fent u´s de les llibreries que incorpora l’entorn quan e´s necessari. Aix´ı




Tot i intentar reduir les depende`ncies amb altres programes, hi ha un mı´nim de paquets
necessaris per a poder executar l’entorn desenvolupat. La necessitat d’aquests ja ha estat
discutida en la seccio´ corresponent. A continuacio´ s’enumeren els programes que l’entorn
assumira` com a instal·lats i que so´n necessaris pel bon funcionament d’aquest:
1. Entorn GNU/Linux
2. Xilinx ISE 13.2
3. Xilinx AutoESL 2011.4




Un cop instal·lats tots els paquets dependents, es podra` fer u´s d’un script d’instal·lacio´,
que acompanya al projecte, per a compilar i configurar cada un dels components que en
formen part. En primer lloc s’instal·lara` Mercurium, juntament amb el plug-in desenvolu-
pat. En el cap´ıtol 6, s’ha explicat que s’ha programat aquest per tal de fer la transformacio´
dels kernels. Aix´ı doncs, es configurara` aquest programa i ja podra` ser usat pels altres
components del projecte presentat. En segon lloc, es compilara` i instal·lara` la llibreria
ext opencl. Aquesta e´s necessa`ria per tal de fer l’extraccio´ dels kernels. Per u´ltim,
es copiaran tambe´ altres arxius necessaris pel correcte funcionament del projecte. Per
exemple, es copiara` la plantilla de Microblaze, arxius de configuracio´ i altres scripts.
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Per a iniciar el proce´s d’instal·lacio´, s’haura` d’escriure la segu¨ent comanda:
1 make install_workspace
Un cop acabada la instal·lacio´, s’haura` d’afegir la ruta a la variable d’entorn $OCL FPGA
i al path, d’aquesta forma, l’entorn sera` accessible des de qualsevol punt del sistema.
7.3 U´s
Per a utilitzar l’entorn desenvolupat, en primer lloc s’haura` de preparar el programa que es
vol accelerar. Per tal que el desenvolupador del programa no hagi de llanc¸ar les comandes
consecutivament i que pugui seleccionar les operacions a realitzar, s’ha desenvolupat un
Makefile. D’aquesta forma el programador pot seleccionar en cada moment els processos a
realitzar. La compilacio´ del bitstream e´s un proce´s suficientment lent com per executar-lo
sota demanda del desenvolupador. Si la ruta d’instal·lacio´ esta` continguda dins la variable
d’entorn PATH, la comanda a executar sera` la segu¨ent:
1 oclfpga configure_project
Un cop executada aquesta comanda, apareixera` al directori del programa un nou arxiu
Makefile, que ens permetra` executar llenc¸ar les accions que s’expliquen a continuacio´.
E´s a dir, si es vol accelerar el programa objectiu, de forma que els kernels s’executin en
acceleradors, s’han de realitzar els segu¨ents passos:
Fase 1: Extraccio´ i transformacio´
1 make extract_and_transform [original_binary]
Quan s’invoqui aquesta comanda, en primer lloc, es comprovara` si existeix l’arxiu bi-
nari corresponent al codi font del programa a accelerar. Si no s’ha especificat la ruta de
cap binari, es procedira` a iniciar-ne la compilacio´. Un cop obtingut, s’executara` aquest
forc¸ant-lo a que faci u´s de la llibreria ext opencl, que s’encarregara` d’extreure els ker-
nels del programa original. Aquest els guardara` en una carpeta temporal i, a continuacio´,
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s’enviaran a Mercurium per tal de que els transformi i obtenir-ne aix´ı una versio´ compa-
tible amb la segu¨ent fase. Al final d’aquesta accio´, s’haura` generat una nova carpeta, on,
per cada invocacio´ a clEnqueueNDRangeKernel hi haura` un codi C99 que l’executi,
segons el kernel i les mides especificades.
Fase 2: Compilacio´ kernels
1 make compile_kernels
Aquesta accio´ iniciara` la compilacio´ source-to-source amb AutoESL de cada un dels
kernels obtinguts en la fase anterior. Per tant, per cada un d’ells, es generara` un arxiu amb
la versio´ Verilog i VHDL corresponent. Finalment, s’executara` la sintetitzacio´ de cada
un d’ells, de forma que s’obtindra` un conjunt de netlists. D’aquesta forma, es podran
integrar directament a qualsevol proce´s de compilacio´ d’un programa sense necessitat de
tornar-los a compilar.
Fase 3: Generacio´ BSP
1 make generate_bsp [nom_bitstream]
Com s’ha explicat en el cap´ıtol 6, el projecte porta preparat un BSP que conte´ una
insta`ncia de Microblaze, a me´s de varis components me´s, que actua com a plantilla on afe-
gir els nous dispositius. Al executar-se aquesta accio´, es copiara` la plantilla dins l’estruc-
tura de fitxers del programa, juntament amb els scripts necessaris per a unir la plantilla,
per una banda, i les netlists obtingudes en la fase anterior, per un altre. A continuacio´
es cridaran als scripts per tal d’obtenir el hardware amb els acceleradors definitiu. Per
u´ltim, s’invocara` la compilacio´ d’aquest per a generar el bitstream.
Fase 4: Compilacio´ ELF
1 make compile_elf [nom_binari]
En aquesta fase es compilara` el codi font original, l’arxiu extern kernels.c, per l’ar-
quitectura Microblaze, a trave´s de mb-gcc. Com a u´ltim pas, s’enllac¸aran aquests dos
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objectes amb la llibreria mb-opencl per a obtenir el binari ELF final que sera` carregat
a la FPGA. Aquest arxiu rebra` el nom a.out o ”nom binari”si se’n ha especificat un.
Fase 5: Ca`rrega bitstream i ELF
1 make upload_to_fpga
Per aquesta fase, la FPGA haura` d’estar connectada a l’hoste, amb els cables USB
corresponents al JTAG i a UART-USB. Un cop, es carregaran tant el bitstream generat
a la fase 3 com el binari ELF generat a la fase 4. Finalment, s’iniciara` un terminal del
programa minicom que ens permetra` veure la sortida de la execucio´ del programa.
Cap´ıtol 8
Resultats
A continuacio´ es presenten els resultats obtinguts amb el projecte desenvolupat. Aquests
es compararen amb dos dispositius me´s, capac¸os d’executar programes en OpenCL: una
targeta gra`fica AMD Radeon HD 4870 i una CPU Dual-core E7500 a 2,93Ghz. En el
ape`ndix 1 es pot veure el resultat de la comanda cpuinfo proporcionada per AMD i
que mostra les caracter´ıstiques espec´ıfiques de cada un dels components. En primer lloc,
s’explica la metodologia seguida per tal d’obtenir els resultats, a continuacio´ es mostraren
i, finalment, se’n extrauen les conclusions.
8.1 Metodologia
A continuacio´ es detalla l’entorn i les te`cniques que s’han usat per a extreure els resultats
que es mostraren en les pro`ximes seccions. Se n’han fet servir dues, segons el dispositiu
que es volia mesurar. En els tres que s’han utilitzat, el codi font pel host ha estat el mateix
per cada un dels problemes analitzats, aix´ı que les accions i l’ordre en que s’han fet han
estat les mateixes. D’aquesta manera, els resultats obtinguts dependran directament de
la capacitat dels dispositius i de la qualitat de la implementacio´ de la llibreria.
En el cas de CPU i GPU s’han mesurats els temps segons les funcions de profiling que
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implementa la llibreria OpenCL: clGetEventProfilingInfo1. Aquesta funcio´ retorna un
temps de refere`ncia, en nanosegons, dels segu¨ents estats de l’esdeveniment: en cua, en
espera, inici i fi. El codi 8.1 mostra el fragment de codi encarregat d’obtenir el temps
de ca`lcul dedicat a l’execucio´. En primer lloc, la cua de comandes es crea amb el flag
CL QUEUE PROFILING ENABLE (l´ınia 1), que indica als dispositius associats a aques-
ta han de guardar el temps necessari per dur a terme cada esdeveniment. A continuacio´,
a la l´ınia 4, es posa a la cua l’operacio´ clEnqueueNDRangeKernel. Com a u´ltim
para`metre rep l’estructura ndrange ev, que es de tipus cl event. Aquesta contindra` la
informacio´ relativa al temps d’inici i final de processament de les dades. Finalment, les
l´ınies 7 i 8, mostren com s’extreuen els temps d’inici i finalitzacio´ de l’esdeveniment. Per
u´ltim, restant els dos valors s’obtindra` el temps que ha necessitat la funcio´ clEnqueueN-
DRangeKernel en executar l’operacio´.
Algorisme 8.1: Exemple profiling CPU/GPU
1 commands = clCreateCommandQueue( context , device_id , ⤦Ç CL_QUEUE_PROFILING_ENABLE , &err);
2 ...
3 cl_event ndrange_ev;
4 err = clEnqueueNDRangeKernel( commands , kernel , 1, NULL , global , ⤦Ç local , 0, NULL , &ndrange_ev);
5 ...
6 cl_ulong start , end;
7 err = clGetEventProfilingInfo( ⤦Ç ndrange ,CL_PROFILING_COMMAND_START , sizeof(cl_ulong), ⤦Ç &start , NULL);
8 err = clGetEventProfilingInfo( ndrange ,CL_PROFILING_COMMAND_END , ⤦Ç sizeof(cl_ulong), &end , NULL);
1http://www.khronos.org/registry/cl/sdk/1.0/docs/man/xhtml/clGetEventProfilingInfo.html
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En quant al temps d’execucio´ a la FPGA, no es tan simple, ja que s’ha hagut d’afegir un
nou dispositiu al projecte hardware. Exactament s’ha necessitat un component axi timer
proporcionat com a component esta`ndard per part de Xilinx. Aquest component es
connecta al controlador d’interrupcions, que alhora, es comunica amb Microblaze i permet
interromperen l’execucio´ per tal de consultar el program counter. Un cop afegit al projecte
i configurat a la FPGA, s’ha procedit a modificar el codi de la llibreria mb-opencl per
tal que accedeixi a aquest nou component per controlar el temps d’execucio´. Aquesta
implementacio´, a difere`ncia de l’especificacio´ (per tant, a difere`ncia de la implementacio´
CPU/GPU) durant la crida a clEnqueueNDRangeKernel es fan tantes transfere`ncies
a memo`ria com para`metres tingui el kernel. Com que aquesta quantitat de dades pot ser
relativament gran i, al ser un proces lent, es convenient filtrar-lo per tal de no falsejar
els resultats2. Per tant, s’ha desestimat la possiblitat de mesurar el temps entre abans
i despre´s de la crida a la funcio´. Per aportar me´s precisio´ al temps de ca`lcul per part
de la FPGA, s’inicia el temporitzador en el moment en que s’ha acabat d’enviar l’u´ltim
para`metre d’entrada i es para just abans d’iniciar la transfere`ncia des de els ports de
sortida del dispositiu a memo`ria. Per a fer-ho, s’ha intervingut la funcio´ de lectura de
DMA com mostra el codi 8.2
Els resultats obtinguts mitjanc¸ant aquest contador es mesuren en cicles de Microblaze,
aix´ı que els valors obtinguts dependran de la velocitat de rellotge a la que s’hagi configurat
aquest. Si no es diu el contrari, en totes les proves ha estat configurat a 151,5151 MHz,
que equival a un temps de cicle de 7 nanosegons.
Els resultats que es llisten, so´n la mitjana de cinc execucions diferents, per intentar
minimitzar les interfere`ncies externes.
2S’ente´n que el filtre de temps associat a les transfere`ncies de memo`ria serveix per a comparar nome´s
el temps d’execucio´ dels kernels. S’incloura` una mesura del temps requerit per a fer les transfere`ncies de
memo`ria hoste/dispositiu a l’apartat corresponent
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Algorisme 8.2: Profiling FPGA




5 // Temps d’espera mentre no arriben els resultats -> Senyal ready=0;
6 do{
7 param= (dma_param *) dma_pkt_queue_nb_get( &acc_dev ->rx_queue );
8 } while( !param );
9 STOP_TIMER
10 // Transfere`ncia real de la memo`ria
11 memcpy( ... );
12 }
8.2 Quadrats
A continuacio´ es mostren els resultats d’una operacio´ simple, per tal de comprovar el guany
significatiu en temps al executar el programa sobre la FPGA. Al codi 8.3, es mostra el
kernel que s’ha executat a cada un dels dispositius.
Algorisme 8.3: Kernel quadrats
1 __kernel void quadrats( __global float* input , __global float* ⤦Ç output )
2 {
3 int i = get_global_id (0);
4 output[i] = input[i]* input[i];
5 }
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Mida del problema CPU GPU FPGA
512 11990,2 ns 6336,0 ns 2980,6 ns
1024 14170,4 ns 6570,0 ns 2969,4 ns
2048 18283,0 ns 7002,0 ns 2975,0 ns
4096 27280,0 ns 7850,0 ns 2986,2 ns
Taula 8.1: Resultat ca`lcul quadrats segons la mida de les dades
A la taula 8.1 es mostra la mitjana del temps d’execucio´ sobre cada un dels dispositius
segons la mida del problema a tractar. S’han fet proves amb mides de 512, 1024, 2048
i 4096 elements. Cal recordar que s’exclou el temps de transfere`ncia i que nome´s es
considera el temps de processament per a resoldre totes les operacions.
Dels resultat de la taula 8.1 i del gra`fic 8.1, es conclou que el dispositiu que ha executat
el codi me´s eficientment ha estat la FPGA. Com s’apuntava en al cap´ıtol dedicat a aques-
tes, la capacitat de generar un circuit que executi exactament el que es necessita, fa que es
pugui optimitzar totalment. A me´s a me´s, en aquest cas s’ha aplicat, com a directiva del
compilador, un unrolling a nivell del bucle principal. D’aquesta forma, s’aconsegueix que
el circuit ocupi me´s espai en la FPGA, pero` a canvi s’executi de forma me´s eficient. El
segon dispositiu en donar me´s bons resultats, com era d’esperar, ha estat la GPU, tardant
me´s del doble en comparacio´ al codi generat en aquest projecte. En u´ltima posicio´, i amb
molta difere`ncia, queda el temps d’execucio´ corresponent a la CPU. El fet que la FPGA
s’executes de forma me´s eficient no ha estat sorprenent, pero` cal recordar que aquesta
esta` configurada per executar-se a una frequ¨e`ncia de 151,51 Mhz, mentre que GPU i CPU
han treballat, respectivament, a 750 Mhz i 2,93 Ghz.
Per altra banda, al poder comparar els resultats segons la mida del problema a exe-
cutar, es pot observar que l’escalabilitat associada a les FPGAs e´s me´s alta. De fet, ha
tardat el mateix en executar el codi, independentment de la mida del problema a soluci-
onar. La GPU tambe´ ha demostrat bons signes d’escalabilitat, ja que, tot i augmentar
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Figura 8.1: Resultats segons les mides del problema
el temps d’execucio´ a mesura que s’incrementava la mida del problema, no ho ha fet
proporcionalment a la mida del problema.
A la figura 8.2 es mostren els MegaFloating Point Operations Per Second (MFLOPS)
teo`rics, en relacio´ als resultats obtinguts en les mesures anteriors. Al ser una relacio´
directe amb el temps d’execucio´ i la mida de les dades, e´s lo`gic que la FPGA amb la mida
del problema me´s gran (4096) obtingui el millor rendiment.
Tambe´ s’afegeix la taula 8.2, que indica el temps de transfere`ncia necessari per a cada
tipus de dispositiu i mida del problema. Com es pot comprovar, la FPGA tarda molt me´s
en fer els moviments sense DMA, ja que en aquest cas, ha de realitzar varies operacions
d’entrada/sortida per aconseguir moure cada byte. E´s normal que en el cas de la GPU,
la transfere`ncia de memo`ria sigui me´s lenta que la CPU, ja que en el primer cas s’ha de
transportar per PCIe fins a la targeta gra`fica, mentre que en el segon nome´s s’ha de fer
una copia memo`ria principal-memo`ria principal. Per altra banda, tampoc sorpre`n que
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Figura 8.2: MFLOPS teo`rics aconseguits
aquests dos dispositius tinguin una velocitat de transfere`ncia me´s alta que en el cas de
FPGA, ja que els busos i la memo`ria que te´ l’ordinador en el que s’ha fet les proves so´n
me´s ra`pids que els que disposa la FPGA.
Finalment, a la taula 8.3 es mostra la potencia necessa`ria per a alimentar cada un dels
dispositius. D’aquesta forma es vol demostrar que la FPGA, a part d’obtenir els millors
resultats en quant a temps de resposta, tambe´ obte´ els millors resultats en quant a energia
invertida. L’energia associada a la FPGA s’ha calculat com la mitjana d’energia consumi-
da per cada un dels hardwares generats. Per a calcular-lo, s’ha fet us del programa EXI[7]
ofert per Xilinx i que, a partir dels logs generats, es pot calcular l’energia consumida.
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Mida del problema CPU GPU FPGA DMA FPGA no DMA
512 1309,0 ns 9060,0 ns 12512,0 ns 24857,0 ns
1024 1677,0 ns 10230,0 ns 12880,0 ns 49630,0 ns
2048 3642,0 ns 11700,0 ns 13650,0 ns 101220,0 ns
4096 5179,0 ns 12420,0 ns 15337,0 ns 202055,0 ns
Taula 8.2: Temps que tarda cada un dels dispositius en moure els blocs de dades de l’hoste









Aquest projecte s’inicia informalment a finals del 2011. Degut al grau de desconeixement
de les dues principals tecnologies (OpenCL i FPGAs), es va dedicar un temps en realitzar
una investigacio´ sobre aquestes. En el primer cas, es van desenvolupar varis programes de
prova per tal de cone`ixer la llibreria des del punt de vista d’usuari. Tanmateix, tambe´ es
van llegir els documents d’especificacio´ d’aquesta i es va analitzar una implementacio´ GPL
anomenada POCL. En quant a les FPGAs es va realitzar una investigacio´ teo`rica en quant
a com funcionen i avantatges i inconvenients d’aquestes arquitectures. Tot i aixi, fins a
mitjans de 2012 no es va disposar de cap dispositiu f´ısic, per tant, les proves i aprenentatge
en quant a aquests es va endarrerir fins a aquest moment. Aquest endarreriment no ha
afectat ni en el disseny ni en la implementacio´ degut a la base teo`rica apresa. Un cop
feta la primera presa de contacte amb l’entorn i la llibreria OpenCL, es va comenc¸ar el
disseny de la aplicacio´. Inicialment e´s va fer un disseny global de la aplicacio´, tenint
en compte els requisits i les parts de les que ja es disposaven. A partir d’aqu´ı, es van
dissenyar cada una de les parts necessa`ries a desenvolupar. A partir d’aquest moment,
s’encavalcaven les feines de disseny, per una banda, i les d’implementacio´ i testing per
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Figura 9.1: Primera part del diagrama Gantt
una altre, com es pot veure a les figures 9.1 i 9.2. Aquesta decisio´, va provocar que el
projecte pogue´s anar avanc¸ant fase a fase, permetent validar les novetats pas a pas. Les
primeres eines del projecte no necessitaven cap FPGA per a funcionar, aix´ı que es va
poder avanc¸ar en aquestes tasques. Un cop es va disposar del dispositiu, es va procedir
a la integracio´ de les parts del projecte. Degut a la especificacio´ estricte de les diferents
fases, aquesta integracio´ no va suposar cap canvi substancial en el projecte, tot i haver-se
d’afegir, eliminar o modificar alguna de les funcionalitats.
9.2 Costos
Els costs d’aquests projecte so´n principalment humans, degut a ser un projecte principal-
ment software i la poca depende`ncia dels recursos materials.
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Figura 9.2: Segona part del diagrama Gantt
9.2.1 Recursos humans
Els recursos humans s’han dividit en dos categories, segons les tasques a desenvolupar:
Analista Ana`lisi de les diferents tasques a desenvolupar, definint-ne i especificant-ne el
seu comportament. Tambe´ s’encarrega del disseny global de la aplicacio´.
Programador Porta a terme la implementacio´ de cada una de les tasques en base a la
especificacio´ i disseny elaborat per l’analista.
S’ha dividit el nombre d’hores assignades a cada una de les categories i se’ls ha assignat
un cost unitari a cada una d’elles. En la taula 9.1 estan especificades la quantitat d’hores
repartides per cada una d’elles, el cost per hora per cada una i, finalment, el cost total en
recursos humans.
9.2.2 Recursos materials
Els recursos materials necessaris per tal de poder dur a terme el projecte han estat signi-
ficativament me´s baixos que els humans. S’ha fet u´s de dos ordinadors, un de sobretaula i
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Concepte Cost unitari Hores Cost total
Anal´ısta 40¿/hora 550 22000 ¿
Programador 35¿/hora 250 8750 ¿
Total 30750 ¿
Taula 9.1: Cost en recursos humans del projecte
Concepte Cost total
Ordinador sobretaula 1000 ¿





Taula 9.2: Cost en recursos materials del projecte
un altre de porta`til. El cost de la FPGA no es contempla, ja que e´s una donacio´ de Xilinx
a la UPC a trave´s del Xilinx University Program (XUP). La quota d’Internet s´ı que es
contempla, ja que e´s una eina indispensable sense la qual el projecte s’hague´s endarre-
rit considerablement. A la taula 9.2 es contempla el cost de cada un dels components
materials utilitzats. En quant els costos associats a les llicencies del programari usat ha
estat nul. Tot el projecte s’ha dut a terme amb programari lliure i gratu¨ıt, a excepcio´ de




Recursos humans 30750 ¿
Recursos materials 2100 ¿
Total 32850 ¿
Taula 9.3: Cost total del projecte
9.2.3 Cost total del projecte
El cost total del projecte e´s la suma dels costos en recursos humans i materials. En la
taula 9.3 es pot veure el resum dels costos en cada un dels conceptes. A me´s a me´s, es
mostra el cost total del projecte.
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Conclusions
En el transcurs d’aquest projecte s’ha aconseguit executar programes simples escrits en
OpenCL sobre una FPGA de Xilinx, com per exemple la suma de dos vectors en coma
flotant, el ca`lcul dels quadrats d’un vector o la multiplicacio´ de matrius. Tot i no haver-se
implementat l’esta`ndard en el grau en que es pretenia inicialment, els resultats obtinguts
han estat els plantejats al principi. El disseny de l’aplicacio´ ha intentat establir els passos
que hauria de seguir un framework gene`ric que volgue´s executar OpenCL sobre qualsevol
FPGA. Tot i que la implementacio´ de certes parts de la aplicacio´ s’ha realitzat depenent
del dispositiu f´ısic on s’havia d’executar, es podrien adaptar fa`cilment a qualsevol altre
FPGA. Els resultats obtinguts han estat millors que els que s’esperava inicialment, havent-
se redu¨ıt el temps d’execucio´ i el consum energe`tic me´s del plantejat. Addicionalment,
s’ha observat que en els fragments de codi accelerats, l’energia consumida per unitat de
processament e´s inferior al de CPUs i GPUs. Com a contrapartida a aquest fet, la rigidesa
inherent al hardware en qu¨estions d’ample de banda, i el coll d’ampolla que comporta la
transfere`ncia de dades des del programa hoste als acceleradors, resulta en un programa
poc flexible i on no sempre es aplicable el paradigma plantejat. Com s’ha anat explicant
en altres punts del treball, si que hi ha situacions on l’u´s d’aquesta aplicacio´ pot millorar
significativament el rendiment de la aplicacio´. Aquestes es donen quan, sobre unes dades,
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se’ls ha d’aplicar consecutivament un conjunt d’operacions (evitant la transfere`ncia de
dades) o be´ quan poden processar-se en paral·lel. En el primer cas, la memo`ria resideix
a la memo`ria del dispositiu, podent-hi aplicar les operacions una rere altre sense haver
de fer mu´ltiples transfere`ncies, enlentint-ne l’execucio´. En el segon cas, es pot instanciar
me´s d’un accelerador per a poder executar les operacions en paral·lel.
Una altre limitacio´ prove´ de la necessitat de cone`ixer certa informacio´ en temps de
compilacio´ del hardware. En concret, es necessita la mida de les dades d’entrada a un
accelerador, de forma que si en temps d’execucio´ aquestes dades varien, no es podra` fer
u´s d’aquest. Aquesta limitacio´ es podria resoldre generant acceleradors que permetessin
especificar la mida dels vectors d’entrada. Intu¨ıtivament, les GPUs deuen fer servir un
sistema similar alhora d’executar-hi els kernels.
En el desenvolupament d’aquest projecte s’ha usat compete`ncies apreses en varies
assignatures diferents cursades durant la carrera. Cal destacar l’assignatura Compiladors,
que ha aportat els coneixements necessaris per a dur a terme amb me´s facilitat i formalitat
el transformador de kernels. Les assignatures de la branca d’Arquitectura de computadors
han aportat el coneixement de disseny de dispositiu de baix nivell, estructura de memo`ria
i llenguatges HDL, sense els quals la generacio´ automa`tica de hardware hague´s estat me´s
complicada. Tambe´ s’han aplicat coneixements d’A`lgebra o Introduccio´ a lo`gica, alhora
d’aplicar les transformacions de codi de la forma me´s formal possible. De forma indirecta
s’ha aplicat coneixements d’altres mate`ries, que han perme`s desenvolupar el sistema des
d’un punt de vista global.
10.1 Treball futur
El prototip presentat en aquest document e´s totalment funcional, pero` encara resta molt
per ser un programa robust i funcional en aplicacions reals. En el transcurs del projecte,
s’han fet algunes simplificacions que s’han cregut secunda`ries i que no s’han desenvolupat
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per la dedicacio´ que comportaven. Entre aquestes funcionalitats es destaquen les segu¨ents:
1. Suport del llenguatge OpenCL a Mercurium. Aquest nome´s suporta C, C++ i For-
tran, aix´ı que s’han d’eliminar qualificadors i altres paraules clau que difereixin entre
C99 esta`ndard i OpenCL. Aix´ı doncs, en aquests moments s’ha de fer un preproces-
sat de l’arxiu abans de fer la transformacio´ final. Al eliminar aquests qualificadors,
s’esta` perdent informacio´ que podria usar-se alhora de generar automa`ticament el
hardware.
2. Capacitat d’aprofitar la divisio´ temporal i espacial dels work-groups. En aquesta
versio´ no es considera aquesta possible divisio´ indicada en la crida clEnqueueN-
DRangeKernel i podria ser explotada en un futur per a executar de forma me´s
eficient els kernels.
A part de les simplificacions descrites en el punt anterior, hi ha varies millores per on
es podria continuar el desenvolupament d’aquest treball. Entre aquestes, es destaca el
canvi d’interf´ıcie de comunicacio´ entre hoste i FPGA, la capacitat d’instanciar me´s d’un
dispositiu per a explotar la paral·lelitzacio´ temporal i completar la implementacio´ de la
llibreria.
10.1.1 Canvi interf´ıcie a PCI
Actualment el projecte s’executa exclusivament sobre el dispositiu FPGA (Microblaze
i part reprogramable). Una possible millora seria que l’execucio´ del programa original
correspongue´s al processador de l’hoste. D’aquesta forma, s’evitaria haver de recompilar
la aplicacio´ per una arquitectura de processador diferent (Microblaze, en aquest cas) i la
execucio´ deixaria de tenir les limitacions d’executar-se sense sistema operatiu. Per fer-ho,
es podria afegir a la plantilla del BSP un mo`dul per la interf´ıcie PCI. D’aquesta forma,
el programa original podria comunicar-se amb la FPGA a trave´s d’aquesta interf´ıcie,
permetent una comunicacio´ bidireccional entre hoste i dispositiu.
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10.1.2 Dispositius no bloquejants
En la implementacio´ actual, quan s’executa la funcio´ clEnqueueNDRange, el processador
espera a que finalitzi el processament per tal de continuar amb l’execucio´. Actuant d’a-
questa forma, no es pot llanc¸ar l’execucio´ paral·lela de varis acceleradors. Per a fer-ho, la
funcio´ que llegeix les dades per DMA hauria de poder interrompre el processador i s’hauria
de muntar un sistema basat en callbacks per tal d’actualitzar l’estat dels esdeveniments
d’OpenCL.
10.1.3 Mu´ltiples insta`ncies d’un mateix dispositiu
Una altra possible millora seria que cada dispositiu generat pogue´s ser instanciat mu´ltiples
vegades. Si s’actue´s d’aquesta forma, es podria resoldre el problema mu´ltiples vegades
alhora. Aquesta millora nome´s te´ sentit si primer es modifica el projecte per tal que les
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1 mber of platforms: 1
2 Platform Profile: FULL_PROFILE
3 Platform Version: OpenCL 1.1 AMD -APP -SDK -v2.5 ⤦Ç (684.213)
4 Platform Name: AMD Accelerated Parallel ⤦Ç Processing
5 Platform Vendor: Advanced Micro Devices , Inc.
6 Platform Extensions: cl_khr_icd ⤦Ç cl_amd_event_callback cl_amd_offline_devices
7
8
9 Platform Name: AMD Accelerated Parallel ⤦Ç Processing
10 Number of devices: 2
11 Device Type: CL_DEVICE_TYPE_GPU
12 Device ID: 4098
13 Device Topology: PCI[ B\#1, D#0, F#0 ]
14 Max compute units: 10
15 Max work items dimensions: 3
16 Max work items [0]: 256
17 Max work items [1]: 256
18 Max work items [2]: 256
19 Max work group size: 256
20 Preferred vector width char: 16
21 Preferred vector width short: 8
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22 Preferred vector width int: 4
23 Preferred vector width long: 2
24 Preferred vector width float: 4
25 Preferred vector width double: 0
26 Native vector width char: 16
27 Native vector width short: 8
28 Native vector width int: 4
29 Native vector width long: 2
30 Native vector width float: 4
31 Native vector width double: 0
32 Max clock frequency: 750Mhz
33 Address bits: 32
34 Max memory allocation: 134217728
35 Image support: No
36 Max size of kernel argument: 1024
37 Alignment (bits) of base address: 32768
38 Minimum alignment (bytes) for any datatype: 128
39 Single precision floating point capability
40 Denorms: No
41 Quiet NaNs: Yes
42 Round to nearest even: Yes
43 Round to zero: Yes
44 Round to +ve and infinity: Yes
45 IEEE754 -2008 fused multiply -add: Yes
46 Cache type: None
47 Cache line size: 0
48 Cache size: 0
49 Global memory size: 536870912
50 Constant buffer size: 65536
51 Max number of constant args: 8
52 Local memory type: Global
53 Local memory size: 16384
54 Kernel Preferred work group size multiple: 64
55 Error correction support: 0
56 Unified memory for Host and Device: 0
57 Profiling timer resolution: 1
58 Device endianess: Little
59 Available: Yes
60 Compiler available: Yes
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61 Execution capabilities:
62 Execute OpenCL kernels: Yes
63 Execute native function: No
64 Queue properties:
65 Out -of-Order: No
66 Profiling : Yes
67 Platform ID: 0x7f92a577b060
68 Name: ATI RV770
69 Vendor: Advanced Micro Devices , Inc.
70 Device OpenCL C version: OpenCL C 1.0
71 Driver version: CAL 1.4.1523
72 Profile: FULL_PROFILE
73 Version: OpenCL 1.0 AMD -APP -SDK -v2.5 ⤦Ç (684.213)
74 Extensions: cl_amd_fp64 cl_khr_gl_sharing ⤦Ç cl_amd_device_attribute_query
75
76
77 Device Type: CL_DEVICE_TYPE_CPU
78 Device ID: 4098
79 Max compute units: 2
80 Max work items dimensions: 3
81 Max work items [0]: 1024
82 Max work items [1]: 1024
83 Max work items [2]: 1024
84 Max work group size: 1024
85 Preferred vector width char: 16
86 Preferred vector width short: 8
87 Preferred vector width int: 4
88 Preferred vector width long: 2
89 Preferred vector width float: 4
90 Preferred vector width double: 0
91 Native vector width char: 16
92 Native vector width short: 8
93 Native vector width int: 4
94 Native vector width long: 2
95 Native vector width float: 4
96 Native vector width double: 0
97 Max clock frequency: 2936 Mhz
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98 Address bits: 64
99 Max memory allocation: 2147483648
100 Image support: Yes
101 Max number of images read arguments: 128
102 Max number of images write arguments :8
103 Max image 2D width: 8192
104 Max image 2D height: 8192
105 Max image 3D width: 2048
106 Max image 3D height: 2048
107 Max image 3D depth: 2048
108 Max samplers within kernel: 16
109 Max size of kernel argument: 4096
110 Alignment (bits) of base address: 1024
111 Minimum alignment (bytes) for any datatype: 128
112 Single precision floating point capability
113 Denorms: Yes
114 Quiet NaNs: Yes
115 Round to nearest even: Yes
116 Round to zero: Yes
117 Round to +ve and infinity: Yes
118 IEEE754 -2008 fused multiply -add: No
119 Cache type: Read/Write
120 Cache line size: 64
121 Cache size: 32768
122 Global memory size: 4154830848
123 Constant buffer size: 65536
124 Max number of constant args: 8
125 Local memory type: Global
126 Local memory size: 32768
127 Kernel Preferred work group size multiple: 1
128 Error correction support: 0
129 Unified memory for Host and Device: 1
130 Profiling timer resolution: 1
131 Device endianess: Little
132 Available: Yes
133 Compiler available: Yes
134 Execution capabilities:
135 Execute OpenCL kernels: Yes
136 Execute native function: Yes
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137 Queue properties:
138 Out -of-Order: No
139 Profiling : Yes
140 Platform ID: 0x7f92a577b060
141 Name: Intel(R) Core(TM)2 Duo CPU ⤦Ç E7500 @ 2.93 GHz
142 Vendor: GenuineIntel
143 Device OpenCL C version: OpenCL C 1.1
144 Driver version: 2.0
145 Profile: FULL_PROFILE
146 Version: OpenCL 1.1 AMD -APP -SDK -v2.5 ⤦Ç (684.213)
147 Extensions: cl_khr_fp64 cl_amd_fp64 ⤦Ç cl_khr_global_int32_base_atomics ⤦Ç cl_khr_global_int32_extended_atomics ⤦Ç cl_khr_local_int32_base_atomics ⤦Ç cl_khr_local_int32_extended_atomics cl_khr_int64_base_atomics ⤦Ç cl_khr_int64_extended_atomics cl_khr_byte_addressable_store ⤦Ç cl_khr_gl_sharing cl_ext_device_fission ⤦Ç cl_amd_device_attribute_query cl_amd_vec3 cl_amd_media_ops ⤦Ç cl_amd_popcnt cl_amd_printf
