Abstract-We present a wavelet-based, high performance, hierarchical scheme for image matching which includes 1) dynamic detection of interesting points as feature points at different levels of subband images via wavelet transform, 2) adaptive thresholding selection based on compactness measures of fuzzy sets in image feature space, and 3) a guided searching strategy for the best matching from coarse level to fine level. In contrast to the traditional parallel approaches which rely on specialized parallel machines, we explored the potential of distributed systems for parallelism. The proposed image matching algorithms were implemented on a network of workstation clusters using parallel virtual machine (PVM). The results show that our wavelet-based hierarchical image matching scheme is efficient and effective for object recognition.
I. INTRODUCTION

I
MAGE matching, which measures the degree of similarity between two image sets that are superimposed on one another, plays an important role in many areas such as pattern recognition, image analysis and computer vision. The images to be matched are required to go through a number of operations before the similarity is determined. These operations include feature extraction, distance transformation, similarity measurement and searching for the best match. Thus, an effective approach to image matching concerns with the following key issues: What kind of features are used for matching? What is the criterion for best matching? How to find the best matching? (see [20] for a survey up to 1993).
Based on the level of image feature extraction, the matching algorithms developed in the past can be divided into three categories: pixel-based methods, low-level feature based methods and high-level feature based methods. At the lowest level, image pixel gray scale values are directly used by means of correlation techniques to determine parallaxes or to measure coordinates of sampled points in remote sensing [12] , [19] . At the next level, image features such as points, lines and regions are extracted from the image for the matching. Different techniques and systems have been developed for various applications such as object/terrain reconstruction [1] , [18] , moving objects tracking [16] , [34] , and automatic map interpretation/revision [14] . At the highest level more information about the interrelationships between the features are also used for matching. In general the topological and geometrical relations between features contain important information to constrain the large space of possible mappings between the features in three-dimensional (3-D) object recognition, location [3] , and navigation [35] .
Although the pixel-based methods are simple to implement, they are very sensitive to any changes between images and will not be able to identify the same results structures in images from different sensors. On the other hand, the high-level matching methods are very insensitive to these changes, however, in most cases the extraction and representation of the relationship itself is a difficult problem. In the past, a number of matching algorithms had been developed based on the edge detection and distance transform. The typical examples are Chamfer matching [2] , Borgefors' hierarchical Chamfer matching [5] and the Huttenlocher's Hausdorff distance matching [22] . All of these algorithms involve the following steps in sequence: detecting edge points, converting the original gray-scale images to binary edge images, applying distance transform on the binary images, and finally measuring the similarity between the template image and the target image (including part of the target image).
Chamfer matching was first proposed by Barrow et al. [2] for finding the best fit of edge points from two different images based on distance transform and distance minimization. This method focused on describing how images featured by their edge points can be geometrically disordered in relation to one another by transformation in terms of a set of parametric equations. Obviously, the application of such a technique is limited because a good start hypothesis of the transformation is required to map the edges. Nevertheless, this method shows its ability to handle imperfect data and is useful for noisy and disordered images. Consequently, Borgefors [5] extended Chamfer matching by introducing a new matching criterion and a resolution pyramid for edge matching, where the so-called root mean square average was proposed as the measure of correspondence between the objects to be matched. In order to speed up the operation, the matching is performed in a multi-resolution series of images rather than in the original image resolution so that the results at the low resolution will guide the computations at finer levels. Although this algorithm can be applied to different matching tasks such as image to image matching, template to image matching and image to symbolic image matching, a drawback is that the object must be represented by a polygonal sketch so as to conduct matching by distance transform. Huttenlocher et al. [22] studied the possibility of comparing images in terms of Hausdorff distance, where the Hausdorff distance is viewed as a function of the translation of a model with respect to an image. Their test results show that the Hausdorff distance transform is powerful for shape comparison, more tolerant of perturbations in the locations of pixel points and applicable to aerial images. However, the direct comparison method based on the Hausdorff distance is time-consuming because it considers every possible translation of the model within the given test image. Even though Huttenlocher et al. [22] have developed some good speed-up techniques for the computation of the Hausdorff distance in matching, further improvement is highly desirable. To our knowledge, there has not been a comprehensive wavelet-based image matching scheme so far despite some work reported in [39] .
Comparing a template image to a larger target image usually requires that the matching algorithm assigns a value as to how good the match is for every possible overlay position of the template image over the target image. The position with the best matching measurement such as the lowest distance is then regarded as being the position of the best match. Although this method can be highly accurate, depending on the adopted matching algorithm, it is computationally expensive to search for every possible combination position of the template window within the target image. In our previous work [45] , [47] , we extended the existing image matching algorithms [5] , [22] by introducing a guided searching scheme to quickly lead a matching process to the most likely portion of the target image. This scheme can speed up the matching process, especially when the size ratio between a target image and a template image is big. Apart from the guided hierarchical searching, we replaced edge points with interesting points as image feature points to reduce the redundant information because the matching speed is proportional to the number of points which need to be matched. In this paper, we propose a wavelet-based hierarchical image matching scheme to achieve efficiency and effectiveness, which includes 1) to apply wavelet transform to decompose an image into different levels of subband images; 2) to detect interesting points as feature points at different levels; 3) to introduce a guided searching procedure to search for the best matching from coarse level to fine level. It should be pointed out that thresholding plays an important role in our approach to detect interesting points at different levels of subband images. A number of approaches to thresholding, including global, local and dynamic methods have been proposed in the past. However, when the regions in an image are ill-defined (i.e., fuzzy), some ideas based on fuzzy set have been proposed by assuming the segments to be fuzzy subsets of the image. Fuzzy geometric properties defined by Rosenfeld [40] are useful for thresholding selection. Pal and Rosenfeld [38] proposed a method to extract the fuzzy segmented version of an ill-defined image by minimizing compactness and fuzziness of the image in both the intensity and spatial domain. The advantages of such an algorithm has been demonstrated by considering the ambiguity in grey level through the concepts of index of fuzziness, entropy and index of nonfuzziness (crispness). We further extended this fuzzy compactness approach to determine interesting points in image feature domain.
The demand for higher performance, lower cost, and sustained productivity has inspired an ever-increasing interests in parallel processing for both high-performance scientific computing and more "general-purpose" applications. The past several years have witnessed two major developments in parallel computing: massively parallel processors (MPP's) and the wide applications of distributed computing. Although MPP's provide excellent computational power by combining a few hundred to a few thousand CPUs in a single large cabinet connected to hundreds of gigabytes of memory, their applications are restricted because of the high costs, typically more than 10 million U.S. $ for large MPPs. In addition, specific software development such as new programming paradigms, languages, scheduling and partitioning techniques, and algorithms is required to fully exploit the power of these massively parallel machines. In contrast, distributed computing involves a significantly lower cost factor to solve computationally intensive problems efficiently on a cluster of existing computers than on an individual computer. Distributed computing is a process whereby a set of computers connected via a network are used collectively to complete a single complicated task. As the advanced technology of computer network has made very high-speed network available (gigabit/s), more and more organizations have interconnected many general-purpose workstations through such networks. It is uncommon for distributed-computing users to achieve the raw computational capacity of a large MPP, however, it is feasible to solve grand challenge problems by combining a variety of distributed computing resources, linked by high-speed networks, with flexibility, stability, scalability, and at low costs.
In this paper, we explored the potential of parallel vision computing on a network of workstation clusters. We adopted a divide-and-conquer policy to implement the proposed hierarchical image matching in a parallel virtual machine (PVM) computing environment [15] , where a complex task is divided into a number of sub-tasks and those sub-tasks are later reorganized into clusters according to granularity before being mapped on computers for simultaneous operation. There are several standards for distributed computing including PVM, P4, Express, MPI, and Linda [13] , [15] . A comprehensive summary of the recent development of distributed system design is presented in [44] , where PVM is viewed as the existing de facto standard for distributed computing and MPI is being considered as the future message passing standard. PVM is a popular software message package. It allows programmers to exploit distributed computing across a wide variety of computer types, including MPP's. In other words, PVM makes a heterogeneous network of computers to appear as one single concurrent computational engine-a large virtual machine as stood for by a name. Because of its virtual machine concept and its simple but complete programming interface, the PVM system has been widely accepted in the high-performance scientific computing community. As summarized in [15] , the PVM computing model is featured as simple but very general with a straightforward programming interface, which facilitates simple program structures to be im-plemented in an intuitive manner. Each application consists of a collection of cooperating tasks which access PVM resources through a library of standard interface routines. These routines allow the initiation and termination of tasks across the network as well as communication and synchronization between tasks.
The content of this paper is organized as follows: Section II describes the detection of interesting points as feature points throughout a dynamic thresholding scheme based on the compactness measures of fuzzy sets. Section III details an image feature hierarchy by means of wavelet transform and Section IV highlights a guided image matching scheme based on the Hausdorff distance. The parallel implementation and performance evaluation is summarized in Sections V and VI respectively. Finally, the conclusion is presented in Section VII.
II. IMAGE FEATURE EXTRACTION
An important issue in feature-based image matching is concerned with how to extract image feature points to represent the original image effectively. This section presents a dynamic threshold scheme to determine interesting points as feature points based on the compactness measures of fuzzy sets.
A. Interesting Points, Not Edge Points
Most matching algorithms are based on binary images to identify the interested object(s). Therefore, the original image, either greyscale or color images, should be converted into a binary image. The existing matching algorithms [2] , [5] , [22] all applied edge detection to convert an original image into a binary image. However, the redundant information in large number of edge pixels limits the possible speedup in subsequent operations since the time consumption of a matching algorithm is directly related to the number of feature points used in matching. The more the points are, the more the time is required. Therefore, it is desirable to use an algorithm which only extracts those feature points that
• are representative and distinctive, such as corners, and without redundancy; • are robust to "noise." According to Haralick and Shapiro [20] , ideally, the interesting points should satisfy the conditions of 1) distinctness; 2) invariance; 3) stability; 4) uniqueness; 5) interpretability. A number of interesting point operators have been developed (see [20] for a survey)-these include, e.g., Plessey operator [36] and Moravec operator [34] . The detection of interesting points is based on the measure of how interesting a point is.
Interesting here has its own special meanings depending on different applications. In order to reduce the number of points during matching while still reserve the feature of the original image, such an interesting point should be distinguishable from immediate neighbors, which excludes points sitting on the same edge. In general, the operation of the existing interesting point operators can be summarized as a three-step procedure which is clearly highlighted in [20] .
• Selection of optimal windows. The selection is based on the average gradient magnitude within a window of prespecified size. Search for local maxima, while suppressing windows on edges, guarantees (local) distinctness. The measure used is also invariant with respect to rotation. • Classification of the image function within the selected windows. The classification distinguishes between types of singular points such as corners, rings, spirals, and even isotropic texture based on a statistical test.
• Estimation of the optimal point within the window as the classification. The estimation is precise for corners and for the centers of circular symmetric features or spirals. Moravec [34] suggested that a point is considered interesting if it has local maximum of minimal sums of directional variances, while the principle underlying the Plessey operator is to evaluate a given ratio to mark the detected pixel based on its first-difference approximations to the partial derivatives within a local window. Fig. 1 shows the comparison of edge points and interesting points to represent the original image. Fig. 1(a) is a histogram equalized image of size ranging from 0 to 255 in gray scale, Fig. 1(b) shows edge points detected by Prewitt operator, Fig. 1(c) shows interesting points detected by Moravec operator, and Fig. 1(d) shows interesting points detected by Plessey operator. Since the complexity of computation for matching depends on the image feature pixels, it is clear that interesting points detected by Plessey operator are more suitable for matching because they reserve the image features with less points.
The conventional interesting point detection techniques mentioned above were based on the detection of discontinuities in pixel properties. Thus they are not suitable for textured images because texture is characterized by its local features over some neighborhood rather than in pixel gray scale. We further extended the concept of interesting point for general-purpose images. Instead of applying interesting point operators to the original gray-scale image, the detection of interesting points was performed on the feature image converted from the original image. For the case of textured images, we adopted Laws' texture energy measurement [27] to convert a textured image to a texture energy image for the detection of interesting points. Fig. 2 compares textural image feature pixels represented by edge points, texture energy, interesting points and texture interesting points respectively. Fig. 2(a) is a template image and Fig. 2(b) is a two-texture composite image to be processed, where the background is featured by Brodatz texture raffiad84 [6] and the object in the shape of the coast line of Australia is filled with Brodatz texture pigskind92 [6] . Fig. 2(c) demonstrates edge points detected by Prewitt operator, Fig. 2(d) represents texture energy image using Laws' R5R5 mask, Fig. 2(e) shows interesting points detected by Moravec operator on the original image shown in Fig. 2(b) and 2(f) presents texture interesting points detected by Plessey operator on the texture energy image shown in Fig. 2(d) . Obviously, the texture interesting points best represent the original image with less points.
B. Optimal Thresholding via Fuzzy Compactness
The identification of interesting points is based on the selection of threshold. When a feature image is regarded as a fuzzy set of size and levels of feature measurements, we extend Pal and Rosenfeld's fuzzy compactness approach [38] to determine the optimal threshold value by minimizing the measurement of fuzziness. They introduced the index of fuzziness to reflect the average amount of ambiguity (fuzziness) present in an image by measuring the distance between its fuzzy property and the nearest two-level property . A linear index of fuzziness is defined as follows:
where denotes the nearest two-level version of such that if otherwise
In contrast to the conventional measurement of fuzziness in a gray scale image detailed above, we extended this approach by applying the distance measurement to feature image rather than the measurement of fuzziness image in gray scale. Accordingly, refers to the feature set and represents the certain feature measurement. Instead of processing the gray scale image, we consider the minimization of fuzziness in image feature to select appropriate threshold value for feature point detection. Such an algorithm is summarized as follows.
• 
with cross-over point and bandwidth .
• Step 3: Obtain the linear index of fuzziness in image feature image by computing (9) where (10) and denotes the number of occurrences of the level . • Step 4: Vary from to and choose which corresponding to the minimum of . The advantage of the use of fuzzy set for optimal thresholding in image feature detection is demonstrated in Fig. 3 by comparing histogram distribution of the selected features. For the given image shown in Fig. 2(b), Fig. 3(a) is the gray scale distribution and Fig. 3(b) is the texture energy distribution. Our test results confirm that the histograms of feature distribution (e.g., textures) provide the base for optimal thresholding for feature detection.
III. A WAVELET-BASED IMAGE FEATURE HIERARCHY
A key issue in hierarchical image matching is how to create an image feature pyramid for matching. Unlike most of the existing matching algorithms which detect edge points and perform matching in a resolution pyramid, we apply a wavelet transform to decompose an image into a series of subband images and replace edge points with interesting points for an image feature hierarchy. 
A. Discrete Wavelet Transform
Wavelet transforms offer the promise of compact representation and efficient detection of image components that match the wave-shape of the chosen wavelet [31] . Given the set of orthonormal wavelets , the wavelet series expansion of the band limited continuous function is (11) where the coefficients are determined by (12) , and . Similarly, the discrete transform of the sampled function is defined as (13) where the coefficients are (14) for , . The concept of the above one dimensional wavelet representation can be extended to two dimensions easily [8] . Considering the case of unitary image transforms, we assume that the two-dimensional (2-D) scaling function is separable, that is, (15) where is a one-dimensional (1-D) scaling function. If is its companion wavelet expressed by 
B. An Image Pyramid via Wavelet Transform
Multiresolution of images is a fundamental concept in computer vision [25] , [26] , [41] , [43] . By analyzing an image at different resolutions and increasing the resolution from coarse to fine, we may understand the content of an image in a hierarchical manner [43] . This technique has been applied widely in low-level vision and pattern recognition. An image pyramid is a structure that stores not only the original image, but also a collection of related images derived from the origin. A resolution pyramid will consist of a number of versions of the original image in lower resolutions, where the resolution and density are decreased in a step-by-step format. Each successive member of the sequence is obtained by a filtering followed by a sampling operator. There are three types of pyramids [20] : Gaussian, Laplacian, and morphological. In the Gaussian pyramid, a Gaussian-like kernel is convolved with a member of the pyramid to obtain the successive level member, followed by sampling. In a Laplacian pyramid, each layer is the Laplacian of the corresponding layer of the Gaussian pyramid, followed by sampling. In a morphological pyramid, each layer is obtained by a morphological operation (opening and closing) on the previous level, followed by sampling. Examples are given in [25] , where the original image is level zero of the pyramid.
To reduce the computational complexity for matching, it is essential to perform matching in a hierarchical structure, starting from the coarse level with less feature points to the fine level with more points for precise matching. Previously we proposed to create an interesting point pyramid by selecting interesting points through a dynamic thresholding scheme guided by the histogram [45] . For a given original image, a so-called interest image is obtained by applying interesting point detector Plessey operator to the image. Each pixel value of this image actually represents the interest degree of the corresponding pixel in the original image. If a certain threshold value is determined, those pixels whose values are below the selected threshold value will be considered as interesting points and set to 1 in the image feature map while those above threshold value will be ruled out and assigned to 0 in the feature map. Depending on each particular application, different threshold values for different levels are determined by the histogram of the interest image from lower value for fewer interesting points to higher value for more points. Fig. 6 shows an example of such an interesting points pyramid.
The multiresolution approach to image decomposition using a wavelet orthonormal basis and a pyramidal algorithm to compute it was introduced by Mallat [29] who also considered its applications to data compression, texture discrimination and fractal analysis. Later, Mallat [30] developed an iterative reconstruction algorithm from the zero-crossings. A general multiresolution formulation of wavelet systems is discussed in [11] . In contrast to the traditional image pyramid for hierarchical matching, the image feature pyramid reported in this paper is generated based on the detection of interesting points on each subband images via wavelet transform. For a given original image, a wavelet transform is first applied to decompose the image into a series of subband images. The so-called interest image pyramid is then obtained by applying interesting point detector Plessey operator to the subband images. Fig. 7 shows an example of such an interesting points pyramid. Fig. 7(a)-(c) represents the original image, the subband images and interest image pyramid respectively. It is also observed that the combination of interesting points at the same level of decomposed subband images provides the better feature representation than the direct interesting point detection on the original images. Such a claim is demonstrated in Fig. 8 , where Fig. 8(a) is the original image, Fig. 8(b) contains interesting points detected by Plessey operator on the original image, and Fig. 8(c) displays the combination of interesting points detected by Plessey operator on three subband images after the first level decomposition. 
IV. HIERARCHICAL IMAGE MATCHING
The hierarchical guided matching scheme was first introduced by Borgefors [5] in order to reduce the computation cost required to match two images. We extended it by using interesting points rather than edge points in a similar fashion, i.e., an interesting point pyramid is created and the matching starts from the lowest resolution and the results of this match guides the search on the possible area of the higher resolutions. In addition, we applied the wavelet transform to generate the interesting point pyramid. Furthermore, we extended the matching process by using the Hausdorff distance as a measure of similarity. The advantage of the Hausdorff distance is that it allows us to partition the target image into a number of subimages and simultaneously match the template image on these subimages. According to Huttenlocher et al. [22] , we are able to use Hausdorff distance algorithm to search for portions, or partially hidden objects.
A. Hausdorff Distance
The Hausdorff distance is a nonlinear operator which measures the mismatch of the two sets. In other words, such a distance determines the degree of the mismatch between a model and an object by measuring the distance of the point of a model that is farthest from any point of an object and vice versa. Therefore, it can be used for object recognition by comparing two images which are superimposed on one another. The key points regarding this technique are summarized as follows.
Given two finite point sets and , the Hausdorff distance between them is defined as (21) where is the distance from set to set expressed as (22) while is the distance from point to set given by (23) Obviously, the Hausdorff distance is the maximum of and which measures the degree of mismatch between two sets and . Fig. 9 presents a graphical example of computing the Hausdorff distance.
In general, image data are derived from a raster device and represented by grid points as pixels. For a feature detected image, the characteristic function of the set and can be represented by binary arrays and , respectively, where the th entry in the array is nonzero for in the array is nonzero for the corresponding feature pixel in the given image. Therefore, distance arrays and are used to specify for each pixel location the distance to the nearest nonzero pixel of or , respectively, where denotes the distance transform of and denotes the distance transform of . Consequently, the Hausdorff distance as a function of translation can be determined by computing the pointwise maximum of all the translated and array in the form of (24) where (25) (26)
B. A Guided Matching Scheme
In order to avoid the blind searching for the best fit between the given patterns, a guided search strategy is essential to reduce computation burden. Our extension of the hierarchical image matching scheme was based on a guided searching algorithm that searches first at the low level, coarse grained images, to the high level, fine grained images. To do this we needed to obtain a Hausdorff distance approximation for each possible window combination of the template and target image at the lowest resolution. Those that returned a Hausdorff distance approximation equal to the lowest Hausdorff distance for those images were investigated at the higher resolution. Fig. 10 shows the structure of the proposed hierarchical matching.
V. SPEEDING UP IMAGE MATCHING USING PVM
In contrast to the conventional parallel solutions which relied on specialized parallel machine, we adopted a divide-and-conquer policy and implemented the proposed hierarchical image matching using PVM on a network of workstation clusters. The complicated image matching task is divided into a number of subtasks and those sub-tasks are later reorganized into clusters according to granularity before being mapped on computers for simultaneous operation. Fig. 11 shows the SIMD architecture topology adopted in this paper.
Data must be exchanged between cooperating tasks in all parallel processing. The PVM software provides a general and flexible parallel computing environment which enables concurrent executions on loosely coupled networks of processing elements and supports a message-passing model of synchronization. It offers a unified framework within which parallel programs can be developed in an efficient and straightforward way without any specific hardware requirements. It transparently handles all message routing, data conversion, and task scheduling across a network of incompatible computer architectures. Fig. 12 shows a simplified architecture paradigm of the PVM system, and Fig. 13 is a generic model of message-passing adopted by PVM.
The success of the parallel implementation using PVM on a cluster of workstations depends on the effective communication pattern between workstations. An image is partitioned into subimages and distributed over nodes on the network. The local processing results such as two-dimensional matrix operation, feature detection and transformation for each subimage are merged over the entire image. In this paper, the master/slave parallel programming paradigm is adopted. The software developed includes a master program and slave programs. The master program controls the data processed by a number of slave programs. It can run on one machine and spawn copies of the slave programs to any number of nodes in the network. The following presents a brief description of the master and slave control programs:
Master Program:
• initialize the system; • allocate a memory array for the image data;
• read an image into the memory array;
• segment the image into a number of subimages;
• register in the PVM process by obtaining its task identifier (TID); • spawn copies of the slave programs on the slave machines; • send control messages to slave machines; • send subimage data to slave machines; • wait for the slave machines to report back; • collect data from slave machines for final output.
Slave Program:
• slave programs are spawned by the master program at runtime; • initialize the data structure for the processed image segments; • registers in the PVM process and obtains its TID;
• wait for data to be sent from the master; • receive the data and perform the specified operation; • inform the master machine when the result data is ready;
• send the data to the master; • exit from PVM process. In this paper, we adopted a divide and conquer approach and used the above master/slave parallel programming paradigm to implement the proposed hierarchical image matching on a cluster of workstation clusters.ifferent message size. The main steps are outlined as follows.
• Step 1) Discrete wavelet transform.
1.1) master node reads in original image; 1.2) master node segments the image data and sends each subimage data to individual slave node; 1.3) each slave node performs wavelet transform under the coordination of the master node; 1.4) master node collects the result from slaves and generate an image pyramid of subband images.
•
Step 2) Creation of interest image pyramid. 2.1) master node reads in original image; 2.2) master node assigns each subband image to slave node; 2.3) each slave node performs Plessey operator to detect interesting points of the individual subband image; 2.4) master node collects the data from each slave node and combines them together to obtain an interest image pyramid.
• Step 3) Distance transform.
3.1) master node assigns one quarter of the partitioned binary image to each corresponding slave node; 3.2) each slave node initializes the subregion of the distance image based on the binary image; 3.3) each slave node applies 3-4 DT mask to perform distance transform and the subregion of the final distance image is created; 3.4) master node collects the processed data from each slave node and combines them to create the distance image. 
VI. PERFORMANCE EVALUATION
To evaluate the performance gain, a system was implemented on a group of networked workstations, where PVM was used to provide a parallel execution environment. Based on the developed system, a number of experiments were carried out to measure the effectiveness of using the hierarchical approach in matching, and to measure the speedup of using parallel guided matching against using sequential matching. The impact of communication overheads in relation to message size is also investigated. The program codes were written in ANSI standard C and executed on a network of SPARC ELC stations under the UNIX operating system.
A. PVM Overheads versus Message Size
In general, the inter-process communication overheads will have negative impacts on system efficiency. Our concern is how to maximize the gain from parallel processing in terms of the data size, the bandwidth of the communication channel, and the complexity of algorithms. The time for the PVM process to pack, transmit and unpack data from the master to any slave is referred to as the PVM overheads, which is determined by the PVM process and various communication factors such as node link length, composition, topology and so on. It is desirable to determine the optimal data size with minimum overheads effects. Table I lists different time required for data packing and sending in terms of different sizes for the discrete wavelet transforms of images. Fig. 14 depicts the average time to pack and send a message versus the message size and Fig. 15 depicts the average number of message bytes packed and sent per microsecond with respect to d
B. Parallel Image Matching
In our PVM-based implementation with a master/slave model, the tasks for the master node include reading and segmenting image data, sending sub-image data to each slaves, coordinating the relevant results produced by slaves, collecting the result from slaves for the final output. Table II shows different execution time with different number of slaves for the wavelet transform on image based on pyramid algorithm.
In order to show the advantages and potentials of PVM for parallel image processing in a distributed computing environment, the performance of both sequential and parallel implementation of the proposed image matching algorithm based on detecting interesting points by Moravec operator and Plessey operator is compared. In addition, the parallel performance improvement is measured by the following ratio [23] : (27) where refers to the sequential execution time and refers to the parallel execution time. Table III lists the performance evaluation in terms of the average execution time of two operations for the detection of interesting points on different images with various sizes ranging from to . The sequential processing is performed on a single SPARC ELC station while the parallel implementation is on a four-node structure using SPARC ELC stations. These experimental results indicate that in general the parallel implementation is faster than the sequential one even for a simple operation on a small size image (e.g. Moravec operation on a image). The advantage of parallelism becomes more obvious when the test image size grows larger and the adopted algorithm gets more complicated. Tables IV and V compare the execution time for matching. Fig. 16 shows an example of object identification and localization using our hierarchical matching scheme. Fig. 16(a) is a target image with certain object to be identified and Fig. 16(b) shows the matching result of our hierarchical scheme, which returns a match position.
VII. CONCLUSION
Image matching plays an important role in pattern recognition, image analysis and computer vision. The central problem in image matching is to find an efficient and effective approach to characterize image features and measure the degree of similarity between two images that are superimposed on one another. We proposed a wavelet-based hierarchical scheme to facilitate coarse-to-fine image matching to achieve effectiveness and efficiency. Unlike the traditional matching process in which edge pixels are considered as essential image feature points in distance transform, our hierarchical image matching was performed on an interesting points image pyramid, where a wavelet transform was applied to decompose an image into different levels of subband images and interesting points were detected at each level based on optimal thresholding via fuzzy compactness. In addition, the searching for the best match was guided from the coarse-level in the pyramid to the fine-level throughout the hierarchical structure.
It is noted that parallelism provides more powerful computing ability for image processing systems where simple operations on large set of data is required. The advanced technology of computer network has made very high-speed network available. Consequently, such a distributed computer system has the potential to parallelize some image processing tasks for high speed. The innovation of our approach lies in the parallel implementation of the hierarchical matching scheme on a low cost heterogeneous PVM network on the basis of a divide-and-conquer policy. The experimental results confirm the effectiveness of the proposed method.
There is still some work which requires further investigation in order to reduce the time consumption to a level of real-time. One of the possibilities is to use distributed shared memory (DSM) systems for image matching. DSM systems provide a similar interface as a multiprocessor, but with distributed memory. This work intends to study the suitability of DSM for image matching. It is because image matching has very low rate of data modification, hence, it should be suitable to a DSM system. In addition, a task scheduling facility is under concern which intends to appropriately distribute tasks among computers and aims to minimize the execution time.
