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Abstract 
Nonlinear boundary value problems with parameters are called parametrized nonlinear boundary problems. This paper 
studies a priori error estimates of finite element solutions of second-order parametrized strongly nonlinear boundary value 
problems in divergence form on one-dimensional bounded intervals. The Banach space W, rXo3 is chosen in formulation of 
the error analysis so that the nonlinear differential operators defined by the differential equations are nonlinear Fredholm 
operators of index 1. Finite element solutions are defined in a natural way, and several a priori estimates are proved 
on regular branches and on branches around turning points. In the proofs the extended implicit function theorem due to 
Brezzi et al. (1980) plays an essential role. 
Keywords: Parametrized nonlinear boundary value problems; Fredholm operators; Regular branches; Turning 
points; Finite element solutions; A priori error estimates 
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1. Introduction 
Let X, Y be Banach spaces and A c [w” a bounded interval. Let F: A xX --+ Y be a smooth 
operator. The nonlinear equation 
F(A, U) = 0, (1.1) 
with parameters A E A is called parametrized nonlinear equations. 
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Let (A, u) E A x X be a solution of (1.1). Intuitively, the set of the solutions of (1.1) would 
form n-dimensional hypercurves in the Banach space 08” x X. If D,F(i, U) E 2(X, Y), the Frechet 
derivative of F with respect to U, is an isomorphism, then, by the implicit function theorem, the 
above intuition is correct, i.e. there exists a locally unique branch of solutions around (A,u), and the 
branch is parametrized by A. Such branches on which D,F(A, u) is isomorphism at each (A, u) are 
called regular branches. 
However, if D,F( 2, u) is not an isomorphism, the state of equilibrium defined by ( 1.1) becomes 
unstable and the behavior of the solutions is unpredictable; the hypercurve of the solutions might 
be a fold, or there might be several hypercurves of solutions intersecting at that point. The folding 
points are called turning points. The points at which the hypercurves of solutions are intersecting 
are called bifurcation points. (Note that the definition of bifurcation points given by some authors 
includes turning points.) 
In this paper we deal with the parametrized nonlinear equation F : A x H;(J) -+ H-‘(J) with one 
parameter A E A defined as a nonlinear boundary value problem 
F(I,u)=O, (A,u)~/i x&(J), (1.2) 
(F(A u), v> := J [a(& x, u’(x>)v’ + f( A, x, u(x>)v] dx, VJU E ff; (J), (1.3) 
where J := (b, c) c R is a bounded interval, and a, f : A x J x R + R are sufficiently smooth functions. 
Since F is a second-order differential operator in divergence form, finite element solutions of (1.2) 
are defined in a natural way. 
Brezzi et al. [3-51 presented a comprehensive work on the numerical analysis of parametrized 
nonlinear problems. They first proved an extended implicit function theorem with error estimates on 
Banach spaces. Then, using the implicit function theorem, they obtained several results of a priori 
error estimates of finite element solutions [3, 41. In [5], they considered approximation of solution 
branches around bifurcation points, which will not be dealt with in this paper. 
Following [3-53 Fink and Rheinboldt released several papers about numerical analysis of para- 
metrized nonlinear equations ([8, 9, 111, and references therein). While the formulation of [3-51 was 
rather restrictive, Fink and Rheinboldt developed their theory of a priori error estimates of numerical 
solutions in a very general setting using the theory of differential geometry. 
Fink and Rheinboldt employed the theory of Fredholm operators. Let X and Y be Banach spaces 
and F :X + Y a differentiable mapping. Then, F is called Fredholm on an open set U c X if the 
Frechet derivative DF(x) satisfies the following conditions at any x E U: 
(1) dim Ker DF is finite, 
(2) ImDF is closed, 
(3) dim Coker DF is finite. 
We must note that, in the above prior works by Brezzi et al. and Fink-Rheinboldt, only mildly 
nonlinear problems were considered. If a(&x, y) in (1.3) is nonlinear with respect to y, the operator 
F is called strongly nonlinear (quasilinear), otherwise it is called mildly nonlinear (semilinear). 
Following the above prior works, we here develop a thorough theory of a priori and a posteriori 
error estimates of finite element solutions of (1.2) on regular branches and on branches around 
turning points in the case that the number of parameters is one, that is, A c R. Since our formulation 
of parametrized nonlinear equations includes strongly nonliear problems, our theory is an essential 
extension of the prior works. 
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of a posteriori 
outline of this 
First, we show that the exact and finite element solutions of (1.2) form one-dimensional smooth 
manifolds. If F is mildly nonlinear, showing that solutions form manifolds would not be very 
difficult. If F is strongly nonlinear, however, it would become very difficult, or F would not be 
even differentiable in 4 x H,‘(J). 
Therefore, we redefine (1.2) and (1.3) using the Sobolev space W’,“(J). Then, F becomes as 
smooth as the functions a and f, and it is a Fredholm operator in a certain open set. From the Fink- 
Rheinboldt theory, we conclude that the exact and finite element solutions form smooth manifolds 
under suitable conditions. 
Next, we prove several a priori estimates of finite element solution manifolds of (1.2) using the 
extended implicit function theorem due to Brezzi et al. [3]. As mentioned before, we need to take 
the Sobolev space IV’,” (J) as the stage of the error analysis of finite element solution manifolds. 
However, using W’,” (J) in the formulation make the finite element analysis difficult. So we have 
to come up with several new tricks to overcome this difficulty. The following is the most essential 
trick. 
Since our operator F is defined on W’s” (J), its Frechet derivative D,F is a linear operator on 
W’,“(J). However, D,F can be extended to an element of _Y(Z-#,H-‘) and thus the usual theory 
of finite element can be applied to D,F. 
Another new idea is ‘rotation’ or ‘pivoting’ of the coordinate to handle turning points. In [4], 
a slightly different formulation from that of [3] was used to deal with turning points. In Fink- 
Rheinboldt’s theory, certain isomorphisms were introduced in the formulation so that both regular 
branches and branches around turning points were treated simultaneously. In this paper, we put 
an auxiliary equation in the original problem (1.2) or (1.3) so that the enlarged operator is an 
isomorphism between Banach spaces around turning points or on ‘steep slope’. Then we do the 
same thing what we do on regular branches to the extended operator. 
In this paper one-dimensional case is discussed. Under certain assumptions the results obtained 
here will be extended to two-dimensional case in [ 141. 
This paper is a revision of a part of one of the author’s Ph.D. dissertation [ 121. 
2. Preliminary 
In this section we prepare notation and a necessary lemma. 
Let J := (b,c) c R be a bounded interval. For a positive integer m and a real p E [l, co], we 
denote by Wm,P(J) the usual L’-Sobolev space of order m, that is, 
Wm3p(J) := {u EL’(J) 1 Dku cLP(J), 0 < k < m}. 
We define the norm of W”‘,p(J) by 
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For p E [ 1, CO], we define the closed subspace W,‘,‘(J) by 
W,“‘(J) := (2.4 E W1sB(J) 1 u = 0 on &J}. 
As usual, we denote Wm,*(J) and Wd7*(J) by H”(J) and Hi(J), respectively. 
Note that C,“(J), the set of infinitely many times differentiable functions with compact supports, 
is dense in WO’~p(J) for p, 1 < p < cm, but if p = cm, Corn(J) is not dense in &‘,‘*“(J). 
By the Poincark inequality, the norm 
II4 @.P := ~~U’~~~P (2.1) 
is equivalent to the norm 11 . 1) I, w p in WO’7p(J). We always take the norm (2.1) for WO’*p(J) in this 
paper. 
For 1 d q < 00 and p with l/p + l/q = 1, let W--l,P(J) be the dual space of W;,“(J) with the 
norm 
j(FIIW--l4 := sup I ,(Kx),I, FE W-‘3p(J), 
II4 I.4 4 1 
w. 
where p(. , e), is the duality paring between W-‘$p(J) and Wd7’(J). Then we have 
Lemma 2.1. For any FE W-‘,P(J) with 1 < p < 00, there exists a unique u E W,‘,‘(J) so that 
,(F, u), = 1 u’u’ dx, VU E W;,q(J). 
J 
Lemma 2.1 is a direct consequence of [2, Proposition VIII.131. 
In this paper, we omit (J) from the notation of Sobolev spaces when there is no danger of 
confusion. Also, we write (., .) instead of p (., .), when the setting of the duality paring is obvious. 
Subscripts like aY and fn stand for partial derivatives with respect to y and 1, respectively. 
3. Formulation of the problem 
In this section we formulate our problem rigorously. To do this we define the nonlinear operator 
F : /j x Wol’m -+ W-‘3” by, for I E /i c R and u E Wt,m, 
(F(k u), v) := l [a(A x, u’(x))v’(x) + f( 1, x, u(x))u(x)] dx, Vu E W,‘, ‘, (3.1) 
where (., .) is the duality pairing between W-‘, O” and W,‘, ‘. 
For F being well-defined and smooth we require several conditions for a and f. 
A function $ : A x J x R -+ R! is called Carathdodory continuous if y5 satisfies the following 
conditions: for (1,x, y) E n x J x R, 
1,&2.,x, y) is continuous with respect to ;1 and y for almost all x, 
1+9(,$x, y) is Lebesgue measurable with respect to x for all 1, and y. 
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If $(3,,x, y) is Caratheodory continuous, $(3L,x, U(X)) is Lebesgue measurable with respect to x 
for any Lebesgue measurable function u (see [ 1, p. 761). 
Let CI = (al, a2) be usual multiple index with respect to il and y. That is, for tl = (ai, a~), Pa(A,x, y) 
means (al~l/a~~layZz)a(il,x, y). 
Let d 2 1 be an integer. For a, Ial d d, we define the maps A”(1, u) and ff’(& U) for (A, U) E .4 x 
W;‘== by 
A”(il, U)(X) :=D”a(A,x, U’(X)), (3.2) 
P( 1, U)(X) : = D”f( 2,x, u(x)). (3.3) 
We then assume that 
Assumption 3.1. For all a, [al d d, we suppose that 
( 1) For almost all x E J, Pa(3L,x, y) and IYf(lZ,x, y) exist at all (A, y) E A x R, and they are 
Carathbodory continuous. 
(2) The mapping A” defined by (3.2) is a continuous operator from A x WO”Oo to L”, and the 
image A”(U) c L” of any bounded subset U c A x WO”” is bounded. 
(3) The mapping P deftned by (3.3) is a continuous operator from A x W01,03 to L’, and the 
image P(U) c L’ of any bounded subset U c A x WO’,m is bounded. 
Assumption 3.1 is satisfied if a, f : A x J x R --+ R are, for instance, Cd functions. By simple 
computation we obtain the following lemma. 
Lemma 3.2. Suppose that a and f satisfy Assumption 3.1. Then F dejined by (3.1) is a Cd 
mapping. Its Frbchet derivatives are written as 
x,u’(x))ll/‘v’ + fy(kw(xNvl dx, 
(WY5 u)rl, v) = r l [a(5 x, u’(x>)v’ + fA(kx, @)>vl dx, 
for II/E Wgl,m, v E K’,l, and n E R. Moreover, we have the following estimates: 
II&F(k u)lliu(w,l.~,w-~.~j d lla,@,x, u’(x))Il~ + (lfy(~,x, u(x))&1 9 
IIWV+)((w-I.- d ll~1(~,V’(X))IIP + Ilfi.(kv(x))ll,1. 
Now, we define our problem. 
Problem 3.3. Under Assumption 3.1 with d 2 1, solve the following equation: Find 1 E A and 
u E Wo”” such that 
(F(i, u), v) = 0, vv E I#$‘, 
where F is dejined by (3.1). 
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4. Fredholm operator and the solution manifold 
In this section we prove that, if a(il,x, u) satisfies certain conditions, F will be a nonlinear 
Fredholm operator and solutions of Problem 3.3 form a one-dimensional differentiable manifold. 
The following lemmas are essential. 
Let p E (1, co] and a EL”. Define A : WtPp + W-‘,P by 
(Au, v) := / cx(x)u’(x)u’(x) dx, Yv E W,j,q, 
J 
where l/p + l/q = 1, and (., .) is the duality pairing between W-‘,P and Wd,“. Then we have 
Lemma 4.1. Suppose a-1 EL” and & dx/a(x) # 0. 
W-‘,P. 
sJ dx/cr(x). Take an arbitrary FE W-‘,P. By Proof. First, we prove that A is onto. Let co := 
Lemma 2.1 we know that there exists a unique $ E W,‘,” such that 
(4.1) 
Then A is an isomorphism between W,‘,” and 
(F, II) = 1 $‘(x)u’(x) dx, V’v E W;,“. 
Let 
1 
J 
ti’(x ) 
J 
x 
q*= -- - dx and u(x) := Ii/‘(t) + Cl 
co J a(x) 
dt. 
b act> 
Then it follows that u E W,‘,‘, and (Au, ZI) = (F, u) for all u E Wd,“. Hence, A is onto. 
Next, we show that A is one-to-one. Suppose that ul, uz E W,‘,” and 
J LY(X)U; (x)u’(x) dx = J a(x)u;(x)d(x) dx, MJ E W;,“. J J 
By [2, Lemma VIII. 1.1, there is a constant c2 such that a(x)(u’,(x) - U;(X)) = c2 for almost all x E J. 
Since 
0 = 
J 
(u’(x) - u;(x)) dx = c2 
J 
dx 
- = C&2, 
J J a@> 
and co # 0, we conclude that u’,(x) = U;(X) and u1 = u2. That is, A is one-to-one. 
Since A is continuous and bijective, A-’ is also bounded by the closed graph theorem. Therefore, 
A is an isomorphism between W,‘,” and W-‘,P. 0 
Lemma 4.2. Suppose that K’ EL” and sJ dx/a(x) = 0. Then 
(1) dimKerA = 1 and KerA = {q E W,‘,pIq+(x) = coa(x)-‘, co E R}, 
(2) ImAc W-‘,p is closed, 
(3) dimCokerA = 1. 
Proof. (1) Let cp(x) := Ji dt/cr(t). Then, by the assumption, we have cp E WG’” c Wi,‘, and (Aq, v)= 
0 for all u E Wd,“. Therefore, cp E Ker A. 
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Conversely, for any u E KerA, there is a constant co such that or(x)u’(x) = CO for almost all x E J. 
This implies that u = cocp. Hence, ( 1) is proved. 
(2) First, we define the subset X c W,‘,* by 
x:= {I//Ew,1.* (l gdx=O} 
Clearly, X is a closed subspace of W,‘,*. 
Let T E .Z( Wi,*, W-‘,P) be the isomorphism defined by (Tu, u) := JJ u’v’dx, Vu E Wd’“. Let 2 := 
T(X). Take any $ EX, and define U(X) := s; [$‘(t)/a(t)] dt. Then, we have u E W/‘*, and (Au, u) = 
(T$, u), for all ZI E Wd*“. Hence, we have that ImA 1%. 
Now, take any q E W,‘l* and define y by y(x) := JL(~((t)q’(t) - ci)dt, where CI := & a$dx/]JI. 
We check that y E W,‘,” and Ty = Ay. Moreover, we have y E X because 
s Y’(X) - dx = J @> s q’(x) dx - cl J s dx - =o. J a(x) 
Hence, we conclude that ImA = _? and ImA is closed. 
(3) As before, define $. E W,“” by tie(x) := si a(t)-’ dt. Since JJ($A/a)dx=JJ cc-’ dx # 0, we have 
$. @ X. Let c2 := sJ CI -2 dx > 0. Take any + E W,‘,* and let c3 := ~,(~+V/CX) dx. Then \l/--(c3/~2)& EX 
because 
s 
ti’(x) - (c3/c2 )$~i(~) dx= wdx_? dx=(). 
J 4x) I J @(x) s c2 J cf(x)2 
This implies that for any I/ E W,‘,” there exist c4 E R and $i EX such that $ = C&O + $1. The 
uniqueness of such decomposition is obvious. 
Therefore, we showed that W-‘** = ImA @ span{T&}, and (3) is proved. 0 
From Lemmas 4.1 and 4.2 and the definition of Fredholm operators, we finally obtain 
Theorem 4.3. If cc-’ EL”, then the linear operator A dejined by (4.1) is a Fredholm operator and 
ind A, the index of A, is 0. 
Let us now return to our main problem. We define the subset 9’ c A x Wi’O” by 
Y := {(I,, u) E A x Wi’O” 1 aY(A,x, u’(x))-’ EL”}. 
Since the mapping A x Wol’” 3 (3L, u) H a,,(jl,x, u’(x)) E L” is continuous, we have 
Lemma 4.4. If a and f satisfy Assumption 3.1 with d 2 1, Y is an open set in A x Wi’O”. 
Now, from the standard theory of Fredholm operators, we obtain the following theorem. 
(4.2) 
Theorem 4.5. Suppose that a and f satisfy Assumption 3.1 with d 2 1. Then in Y, the operator 
F : 9 -+ W-‘2” de$ned by (3.1) is a nonlinear Fredholm operator of index 1. 
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Proof. From Lemma 3.2 and Theorem 4.3, the operator D,F(A, u) : Ff(,‘,“” + W-13” is Fredholm 
and its index is 0 for (A, u) E Y. Since DF(i, U) : II2 x To”” -+ We’+ is written as DF(& u)(q, $) = 
D,F(j,,u)$ + yD;,F(i,u) for q E R’ and $ E Wt9m, Theorem 4.5 is concluded. 0 
We define the subset W(F, 9’) c Y by 
92(F, Y) := {(I$ u) E Y 1 DF(1, u) is onto}. (4.3) 
and have 
Lemma 4.6. For any (I$ u) E 24?(F, 9’), dim KerQF(1, U) is at most 1. 
Proof. Assume that N := dimKerD,F(l,u) > 2 for some (n,u) E 94?(F,9’). Note that the elements 
of KerDF( 1, u) are solutions of the linearized equation 
DF(5 u)(,u, $) = /GF(l, u) + D,F(k u)$ = 0, ,u E R, $ E W? (4.4) 
If Di,F(;1,u) q! ImD,F(i,u), by (4.4), we obtain 
KerDF(i, u) = {(0,4) E /1 x W019’ol’oo 14 E KerD,F(A, u)} 
and dim KerDF(J., U) = N > 1. This contradicts to (4.3) and ind F= 1. 
Therefore, we should conclude that DiF(J_,u) E ImD,F(A,u). Let tjO E WO”Oo be such that 
D;.F(i, u) = D,F(I, u)I,&. Then we obtain 
KerDF(& u) = {(CL, -,u& + 4) E (1 x Wt’” 1 p E R, 4 E KerD,F(I,u)}, (4.5) 
and hence dim KerDF( 1, u) = N + 1 > 1. Therefore, we get a contradiction again, and Lemma 4.6 
is proved. ??
The elements of 9(F, 9’) are called regular points. The elements of F(S?(F, 9)) are called regular 
values. 
By Theorem 4.5, we can apply the Fink-Rheinboldt theory [8, 9, 1 l] to the operator F and obtain 
the main theorem of this section. 
Theorem 4.7. Suppose that a and f satisfy Assumption 3.1 with d 2 1. Let e E F(.!B(F, 9’)). Then 
JZ = ~2’~ := {(A, u) E %!(F, 9’) 1 F(il, u) = e} 
is a one-dimensional Cd-mantfold without boundary. Moreover, for each (A, u) E .4?, the tangent 
space Tc;,+# at (1,~) is KerDF(1,u). 
Therefore, if 0 E F(B’(F, 9’)), the solutions of Problem 3.3 form a one-dimensional Cd-mantfold 
without boundary in W(F,Y). 
In the sequel of this paper we always assume that 0 E F(S?(F, 9)). 
Now, let us consider the linearized equation (4.4). From Lemma 4.6, we would have four cases 
for (I,, u) E W(F, 9). 
Case 1. KerD,F(/Z, u) = (0) and DnF(1, u) E ImD,F(A, u). 
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In this case, by the implicit function theorem, there exists a unique Cd map n 3 A H u(n) E Wi703 
such that F(& u(n)) = 0 for any II. Hence, this case corresponds to regular branches. 
Case 2. dimKerD,F(A,u) = 1 and DiF(iZ,u) 4. ImD,F(&u). 
In Case 2, using the well-known Liapunou-Schmidt reduction (see, for instance, [lo]), we can 
show that this case corresponds to (general) turning points. 
Case 3. KerD,F(/1, u) = (0) and D#(,$ u) $! Im D,F(l, u). 
By a similar argument to the proof of Lemma 4.6, we see that this case cannot happen. 
Case 4. dim KerD,F(i, u) = 1 and Di,F(;1, u) E ImD,F(& u). 
By (4.5) we have dim KerDF( 1, u) = 2 and dim CokerDF( 2, U) = 1. Hence, this is not the case 
for (I,, U) E !%(F, 9). In this case we may have a bifurcation phenomenon. 
By the above consideration we now know that 
(~,u)E~(F,Y)&(~,u)EY and DF(~,u)EY(R x &,“W, W-1,a) is onto, 
+ we have either Case 1 or Case 2. 
5. Regularity of solutions 
In this section we examine the regularity of the solutions (A, u) E J&,. To do this we need additional 
assumptions. Let p*, 2 d p* d 00 be taken and fixed. 
Assumption 5.1. Under Assumption 3.1 with d > 1, we assume that 
(1) For all II E A, the functions a(& 0, .), a,(& ., .) : J x R + R are continuous. 
(2) For all (n, y) E A x R, there exist a,( Iz,x, y) for almost all x E J and are Carathtodory 
continuous. 
(3 ) The composition functions f (II, x, u(x)), a,( A, x, u’(x)) are in Lp* for any (A, u) E A x WO”Oo. 
Moreover, for any bounded subsets K c A x WG,O”, 
{f (&x, u(x)) E Lp* I (4 ~1 E K}, {4(k u’(x)> E Lp* I (4 ~1 E K) 
are bounded in LP’. 
Lemma 5.2. Let (3L,u) E MO. Suppose that Assumptions 3.1 and 5.1 hold. Then u E C’(J). 
Proof. Define fO by fo(x) := -f (1,x, u(x)). By Assumption 5.1(3), we have f0 E Lp' . Now, consider 
the following equation: 
1 @‘(x)v’(x) dx = l fo(x>u(x) dx, V’u E H,j. 
There exists a unique solution @ E W2,P* of (5.1). Thus, we have 
a( 1, x, u’(x)) = H(x) E W’,p*, 
where H(x) := Q’(x) + cl with some constant cl. 
(5.1) 
(5.2) 
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Now, for a fixed Iz E A, define the function G : J x IR + R! by G(x, y) := a( &x, y) - H(x). Note 
that GJx, y) = a,,(&~, y) and, by Assumption 5.1(l), G and GY are continuous. Also we remark 
that, for almost all x0 E J and y. := u/(x0), we have G(xo, yo) = a(&xo, r/(x0)) - H(xo) = 0 and 
a,(l,xo, yo) = a,(l,xo, u/(x0)) # 0 because (1, u) E J%’ c 9' and (4.2). 
Therefore, by the implicit function theorem [7, Theorem 15.11, we conclude that, in the each 
neighborhood of x0, there exists a unique continuous function T such that T(xo) = u/(x0) and 
G(x, T(x)) = u(i,x, T(x)) - H(x) = 0. 
This means that T(x) = u’(x). Hence, u’(x) is continuous for all x EJ. 0 
The following is the main theorem of this section. 
Theorem 5.3. Under Assumption_s 3.1 and 5.1, we have u E W2’P’ >r all (2, u) E MO. Moreover, 
for all bounded closed subsets A~cA'~, there exists a constant K(A) such that SU~~~,~~~;IIUII~~,~* 
< K(i). 
Proof. Let H E W’,P’ be defined by (5.2). For small 6 > 0 we write 
H(x + s> - H(x) u’(x + S) - u’(x) 
6 
= u,(il,x + 6, u’(x + 6) + &(U’(X + 6) - u’(x))) 
6 
+ u(A,x + 6, u’(x)> - u(A,x, u’(x)> 
6 
withOc~cl.SinceHEW ‘,P*, H’ exists at almost all x E J and H’ E Lp* 
it follows that a,(&~ + 6, u’(x + S))-’ E L”, that is, 
lu,,(&x + 6, u’(x + S))l > y > 0 for any x + 6 E J. 
By Lemma 5.2, we have u’(x + S) + u’(x) as 6 + 0. Hence we obtain 
lu,(l,x + 6, u’(x + s> + E(U’(X + 8) - u’(x))>1 > 0 
for all x E J and sufficiently small 6 > 0, and 
Fi a,(A,x + 6, u’(x + 6) + E(u’(x + S) - u’(x))) = u,(A,x, u’(x)) 
From (A, u) E JZ0 C 9, 
(5.3) 
(5.4) 
because of Assumption 5.1( 1). By (5.3), (5.4) and Assumption 5.1(2), we conclude that, for almost 
all x E J, limd_o(u’(x + 6) - u’(x))/6 exists and 
u”(x) = lim 
u’(x + S) - u’(x) = H’(x) - u,(3L,x, u’(x)) 
h-+0 6 u,(k u’(x)) * (5.5) 
Since H’,u,(&x,u’(x)) EL”, we obtain u” E Lp* and u E W2,P*. 
Now, let &Z c ~4'0 be a bounded closed subset. Then, we have 
suP{lla,(R,x,u'(x))-'11~~;(1,u)E~} <co. 
The last part of Lemma 5.3 is obtained by (5.5), (5.6), and Assumption 5.1(3). •I 
(5.6) 
T. Tsuchiya, I. BabuSkal Journal of Computational and Applied Mathematics 79 (1997) 41-66 51 
6. Finite element solution manifold 
Recall that we are considering 
Problem 6.1. Find il E A and u E Wt’” such that 
(F(A,u),v) = 0, VVE w,‘+ (6.1) 
Naturally, we define the finite element solution of (6.1) in the following way. First, we trian- 
gulate the interval J into disjoint union of small intervals. Then, we set the finite element space 
& c Wi’” c Wi3’ using the triangulation. The space of piecewise linear functions on the triangulation 
is an example of i*. We define the finite element solutions of Problem 6.1 by 
Problem 6.1FE. Find Ah E A and uh E ih such that 
(F(&, uh), Vh) = 0, VVh E ih. 
Then, using the Fink and Rheinboldt theory, we will show that the solutions of Problem 6.1ra 
also form a differentiable manifold. 
Let (., .) be the inner product of Hd defined by (u, v) := JJ U’U’ dx for u, o E Hi. Since & C H,‘, 
we define the canonical projection nh : Hd + & by ($ - flh@, uh) = 0, vvh E ih for II/ E Hd. 
We see the following equivalences. Define an isomorphism T E _Y’( W-‘,O”, Wi’“) by (Q U) = 
(TV, II), VII E Wl,’ for q E W- ‘,O” Then, we observe that, for any vh E & and v E Hi, . 
(F& uh), Vh) = 0 @ (F(&, uh), nhV> = 0 
@ (TF(nh,uh>, n,V) = 0 
@((n,TF(Ah,Uh),V)=o 
H (T-%hTF(nh, uh), V) = 0. 
Since Hi is dense in WG31, we conclude that Problem 6.1~~ is equivalent to 
Problem 6.1&. Find Ah E (1 and uh E ,$, such that 
(6.2) 
(fi(jlh, uh), v) = 0, ‘du E q”‘, 
where P,, := T-‘&T E y( W--l’O”, W--l’O”) and Fh(&, uh) :=PhF(&,, u/,). 
Our formulation of Problem 6.1,*, seems to depend on T and nh. However, we claim that, even 
if we take other pair (I’& IT;), and define the finite element solutions by (T;‘n;T,F(Ah, uh), v) = 0 
for all v E &r’l, this formulation is equivalent to Problem 6.1,*,. 
Let c( E L” be such that a(x) 2 E > 0 for all x E J, where E is a constant. Let (e, .)a be the inner 
product of H,j defined by (u, u), := JJ CIU’V’ dx for u, v E Hd . Define the isomorphism T, E _Y( W-‘*“‘, 
W~‘O”) by (q,v) =(Z&r,v),, Vu E WiS1 for q E W-‘9”. Also, define the canonical projection I7: : fZ,j t 
&, by ($ - n@, Vh)a = 0, t/z)h E & for $ E Hd. By the same manner as in (6.2), we observe that, for 
any vhE$ and any VEH~, 
(F(&,uh),t$) = 0 e (T,-‘n;T,F(&,Vh),V) = 0. 
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Therefore, with the definition P{ := T,-’ II;Z, we conclude that 
PhF(&,, ub) = 0 @ P,IF(&, uh) = 0. (6.3) 
Hence, our claim is demonstrated. 
We will see that these observation is very important for our a priori error estimates because (6.3) 
guarantees that we can take any a EL” (that is, (T,, ni)) such that a 2 E > 0 in our error analysis. 
In the statement of Problem 6.1,*, we defined Fh : /ix& --+ W-l,“. Following the FinkRheinboldt 
theory we extend Fh to A x Wol’Oo. Define FJ : A x WO”” -+ W-l,” by 
G’(E,,u):=(I - P,“)T,-‘u + P,“F(&u), 
where I is the identity of W-l,“. 
Lemma 6.2 (Rheinboldt [ 11, Lemma 5.11). The operator GE satisjies the following: 
(1) q’(A, 24) = 0 for some (A, u) E A x FQ”” if and only if (A, u) E A x & and Fh(l, u) = 0. 
(2) Fh’ is a Fredholm operator of index 1 on A x WO”“. 
By Lemma 6.2, we have the following theorem as a consequence of the Fink-Rheinboldt theory. 
Theorem 6.3. Suppose that F is Cd mapping (d > 1). Then the set of the Jinite elements solutions 
of Problem 6.1&, 
~h:={(&z,%)~~‘(fi,~ x&z>)~fi(&,%)=O}, 
is a Cd mantfold without boundary. 
7. A priori error estimates of the FE solution manifold: Regular branches 
We are ready to start to consider a priori error estimates of the FE solution manifold A$. In the 
consideration of error estimates, we always assume the following. 
Assumption 7.1. We assume that 
( 1) Assumption 3.1 with d (i.e., F is a Cd Fredholm map). 
(2) 0 E F(B(F, 9)) (i.e., A,, # 8). 
(3) Assumption 5.1 (i.e., ME W*,P*, 2 d p* < cc for any (1,u)~jkeo). 
(4) The triangulation of ,$, (in one-dimensional case, the partition of J into small intervals) is 
regular [6, p. 1241 and limh,o infu, E; 11~ - vhllH; = 0, for any u E HJ. 
(5) The triangulation of ,$, satisfies the inverse assumption [6, p. 1401. 
In the sequel, we denote by fib : W,‘*’ c Co -+ih the interpolant projection defined in 
[6, Theorem 3.1.41. We also denote by C or Cj, i is nonnegative integers, generic constants which 
are independent of h > 0. 
The main tool of our a priori error estimates is the following implicit function theorem due to 
Brezzi et al. [3, Theorem 11. 
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Theorem 7.2. Let X, Y and Z be Banach spaces. Let S c X and y : S + Y a function defined 
in S. Let f be a C’ mapping defined in a neighborhood of S x y(S). Suppose that the function 
S 3 x H y(x) E Y satisfies the untform Lipschitz condition; there exists a constant C,-, such that 
II.!(x) - Y(x* )II y d C,]]x - x* ]]x, vx,x* ES. 
Suppose in addition that the following hypotheses hold 
(9 for all x0 6 S, QJb0, Y(XO>) is an isomorphism of Y onto Z with 
~~PII~~~J‘~~o~Y~~o~~~-'Il~ip(zY) G Cl, X0E.s 
(ii) we have 
SUP Il~~f~~O,Y~~O~~lI~(X,Z) d c2, 
XOES 
and there exists a monotonically increasing function L1 : R+ --+ R+ such that for all x0 E S and all 
(x~Y)~W(xo~Y(xo))) 
IIW-CT Y) - of (x0, Y(Xo))II U(XXY,Z) d m)(llx -xollx + IIY - Y(XO)llY). 
Then, one can find three constants a, b, d > 0 depending only on Co, C,, C2 and L1 such that, under 
the condition 
SUP Ilf(xo, ~(xo)>llz G d> XOES 
there exists a unique C’ function g : lJ,,s B,(xo) + Y which satis$es 
f(4 g(x)) = 09 
and maps &(x0) into &(y(xo)) f or x0 E S. Moreover, we have for all x0 E S and all x E B,(xo) 
Ike) - Y(Xo)lI Y d Ko(llx - xollx + IIf(~o>Y(~o))llz)~ 
where the constant K. > 0 depends only on Cl, C2. 
Our first main theorem is as follows. 
Theorem 7.3. Suppose that Assumption 7.1 holds for d 3 2. Also suppose that, at 
(I>,, uo) E do, LI,F’(~~, uo) E 9( H$1300, We’,,) is an isomorphism. 
Then, for sz@ciently small h > 0, there exist positive constants &io, Ko(&), and a unique C2 
map [3Lo - E),,, 3Lo + .Q,] 3 1, H t&(A) E & such that 
Fh(4 &l(n)> = 0, (7.1) 
IIW) - Jhu(~>ll H; < KO(~O>((@) - fihu(n>ll,* (7.2) 
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Moreover, we have for some constant K1 (A,) > 0 
Ibw) - @)I1 H; < K,&>ll@> - ii,@//,* 
Here, the constants Ko(A,) and Kl(&) are independent of h and 1 E [& - &lo, A0 + Q,]. 
(7.3) 
Proof. Since the proof is somewhat long, we divide it into several steps. 
Step 1: It follows from Lemma 3.2 that, for (&u)EJ&,, DF(A,u)EY(R x H,‘,H-‘) and 
A x w;*O” 3 (&u) H DF(il,u)~ _Y(R x H,‘,H-‘) is 
(7.4) 
Lipschitz continuous on bounded subset. 
We, moreover, claim that, if D,F(& U) E P’( WiToo, W-l,w) is an isomorphism for (1, U) E 9, 
D,F(L,u) is an isomorphism from Hi to H-’ as well. 
Define Q,R E LY(H,‘,H-‘) by 
z(Q$, 42 := s 
a(x)rl/‘v’ dx, 
J 
@,kv)z:= lS(xWvdx, ‘vV,v#, 
where a(x) := a,,(A,x, u’(x)) and /3(x) := .&(3L,x, u(x)). 
By Theorem 4.3, Q is a Fredholm operator of index 0 and R is compact. Hence, D,F(il,u) = 
Q + R E _Y’(Hd, H-’ ) is a Fredholm operator of index 0. Therefore, if Ker D,F(J, u) c H,j is trivial, 
D,F(I, u) E _Y(Hd, H-’ ) is an isomorphism. 
Let II/ E Hi be such that D,F(il, u)$=O. This means that -(cl(x)$‘)‘+j?(x)$=O in the distributional 
sense. Since p EL’, we conclude $ E W 2,1 by a standard regularity argument. Hence, $ E Wol’Oo and 
0 = D,F(d,u)$ E W_‘T”. Since we assumed that D,F(il, U) E _Y( Wi3m, W-l,,) is an isomorphism, 
we obtain $ = 0. Therefore, our claim is proved. 
Step 2: We prepare inequalities which we will use later. By Assumption 7.1(5) we have the 
inverse inequality [6, Theorem 3.2.61, 
Il”hllup < ~d-L’211Vhllq+ vh E ih. (7.5) 
Since D,F(&, uO) E Y( Wi,O”, W-l,,) is an isomorphism, we conclude by the implicit function 
theorem that there exist cl > 0 and a unique C2 map 
(n,-E1,IZO+E1)31HU(IZ)EWg I,00 
such that u. = u(h) and F(& u(n)) = 0. Thus, it follows that 
]]rr,u(A*) - nh@>llH; < c&* - 11, (7.6) 
for all ;1,1* E (& - ai,& + ~1). In (7.6) we used the fact that SUP~,~ ]]fi~]]~cH;,H;, < 00 (see, e.g., 
[6, Theorem 3.1.61). 
By Theorem 5.3 we know that u(n) E W2>J’* and 
(7.7) 
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Thus, by [6, Theorem 3.1.61, we see 
II44 - m4wp 1 < CC#--I/P*. (7.8) 
Let x0(x):= a,(&,x,u~(x)). Since uY(&,x, U;(X))-’ EL” ((A,, uO) E M0 c Y), u. E W2,P* cC'[O, 13, 
and Assumption 5.1( 1 ), we can assume, without loss of generality, that 
~,(~o,x,~;(x)) > 360 > 0. (7.9) 
Then, we define the bilinear form A : Hd x Hj + R by 
A(u, u) := 
s 
CI~(X)U’U’ dx, Vu, u E Hi. 
J 
Also, we define the canonical projection I$’ : Hd --+ ,!?h by 
A(u - n,“u,u,) = 0, \dVh E&, 
for u E Hd. Then, it follows from Assumption 7.1(4) and (7.9) that 
lim]]U-17iU]]H; =O, VUEH~. 
h-0 
Now, define To : H-’ + Hi by 
2(@, 42 = J ao(x)( T,@)‘u dx, Vu E H;, J 
for @E H-l, and define &” : A x Wi’” + Wy-‘,Oo by 
F;(I, u) := (I - P,o)T,-‘u + P;F(A,u), 
where I is the identity map of Wo-‘*Oo and Pf := To-‘I$To E _Y( W-‘,O”, W-l,w). 
Note that, by Lemma 6.2, Fz(;1, U) = 0 if and only if (A, U) E ~8%. 
By the definition of Ui and Pi, we immediately get 
Gj:= sup IIP&yH-',J-I) <m. 
h>O 
It follows from (7.7), (7.12), and [6, Theorem 3.1.61 that 
II~hO<kfih@))llH- ’ d c#(d, u(A)) - F(& fih@)>llH-l 
< G (J 0 ’ II %ll~~~,‘,w~$ ) Ii+) - fih”(‘%; 
d Gh, VA E [A0 - $1, A0 + $11 ) 
where !Pf :=D,F(& (1 - t)u(n) + &#(A)) E 2’(Hd,H-1). Therefore, we obtain 
~~sup{h-fll~~(n,I^i,u(n))ll,-,;1.E [A, - ;E&IJ + fall) d liiC,h1'2 =O. 
(7.10) 
(7.11) 
(7.12) 
(7.13) 
(7.14) 
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Step 3: We claim that there exist a positive a2 > 0 and a constant Cs > 0 independent of h > 0 
and L E [& - a2,1Z0 + E*] with 
I10,~~(n,~~U(~~))UhIIH-’ 2 C&&f;, vuh &h. (7.15) 
First, we note that, by (7.4) and Step 1, the mapping 
(/lo - &,,&I + E’) 3 3, H (DUF(n,u(n)))-’ E Y(K’,H,‘) 
is continuous. Thus, we set 
co:= Lt[&m;fj:u+~e,, II(~JVA~)))-‘Il2v-‘,H;)~ 2 
Next, we write 
(a) 
D,Fho(n, nhu(l))uh = D,F(k @))oh 
+p;(&.F( 1, fihu( A)) - &F( A, u( ~)))$’ 
-(I - P,“)(-T,-’ + D,F(ilO, uo))$ 
+(I - P;)(DuF(A 0, uo) - WY& @)))ulP’. 
Let us examine every term of (7.16). For (a), we immediately see 
II&F@, @))uhIIH-’ > 0-l IIuhllff;. 
For (b), it follows from (7.4), (7.8), and (7.12) that 
IIP;(oUF(n, fib@)) - DuF(k @)))UhIIH-’ 
< c,llfih@) - @)jl’$.=+hll/i$ < CC&d-“P* jl”hllq. 
For (c), we remind that 
(7.16) 
(7.17a) 
(7.17b) 
2((-To-’ + D,F(i 03 uo)M, 42 = 
J 
fy(Ao,x, uo(x))$ 2, dx, 
J 
and -i”;’ + D,F(io, uo) E Y(“(Hd, H-‘) is compact. Therefore, we conclude that 
lim IIU - p,“)(-T;’ + D,F(~o,uo))II~P(H,‘,H-I) = 0 
h-0 
(7.17c) 
because of (7.11). 
For (d) we observe the following. By (7.4) there exists a constant Cl0 such that 
Ij&JY~*,@*)) - D,F(~,u(~))ll,,,d,,-I, G C’OIA” - AI. 
Take a2 > 0 SO that 8;’ 3 2oClo sup,& ]]I - P$‘]]Y’H-‘,H-I). Then we have 
ll(I - PhO)(D”F(l 0,uo) - D,F(~,u(3~)))ll,(,d,,-,, d gf-‘, 
for any II E [A0 - .s2,10 + 621. 
(7.17d) 
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From (7.16) and (7.17), we obtain 
ll~~~~(~,iih~(~))~~ll~-~ 2 ($-’ - W)) llaY,,, 
with limh,o 6(h) = 0. Therefore, we prove the claim (7.15) for sufficiently small h. 
Step 4: Again, we prepare a few inequalities. It follows from (7.8) that 
IlW;(& ho>>IIH- 1 < c6 (~I&~(b@.))l~,-l + C,,h’-l’P’) 6 cn, 
for all 1 E [& - c1/2,& + &i/2] and h > 0. 
By (7.4) and (7.12) we have 
(7.18) 
where CIS=CU(I& IA*I, II$IIw,~.-) is independent of h. Hence, by (7.5), there exists a monotonically 
increasing function L1 : lR+ + R+ independent of h such that, for all A, A* E [& - e1/2,& + &i/2] 
and all uz E &, with 
we have 
lioF#*, 0; > - @,(A, fih@)&'(Wxff&H-1) 
< L,(5)h-“2(llti* - AI + IlU; - ii,u(~)~l,d). (7.19) 
Step 5: This is the final stage of the proof. By (7.6), (7.14), (7.15), (7.18) and (7.19) we can 
apply Theorem 7.2 to the operator Fj,” in the following situation: 
X = R with norm h-“21ill, 
Y = & cH~ with norm h-1’21(UhllH;, 
Z = & cH-' with norm h-1’21(T;1uhllH-~, 
S = [A, - E;.“, A,, + Ed,,,] with aiLO := min (i&i, a2) , 
_j(n) = fib@). 
Since II&)Iz~(xxY,Z)= IIAhllYp(RXH&H-l) for all Ah E _Y(R x ,&,,&) and (7.14), there exists a unique C2 
function [&, - E;,~, & i- c;.J 3 A ++ &,(A) E & such that 
Fj(L, z&(L)) = 0, (7.20) 
and the inequality 
llGo> - mo)ll H,: < c,411F;(~, eh@))llH-’ (7.21) 
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holds for all 1 E [& - Q,,& + EL,,]. From Lemma 6.2, we get (7.1) immediately from (7.20). 
Combining (7.13) and (7.21), we obtain (7.2), (7.3), and complete the proof of Theorem 7.3. 0 
Corollary 7.4. Suppose that the assumptions of Theorem 7.3 hold. Then, there exists a constant 
K2(&) > 0 independent of h > 0 and 1 E [& - &lo, 3Lo + &lo] such that 
I(44 - W)llw,l.m < Kz(&)h”2, (7.22) 
for any 1 E [& - cl,,, & + EL,] and sujficiently small h > 0. 
Proof, By (7.2) and the inverse inequality [6, Theorem 3.2.61, we have 
]]&(A) - ii,u(n)ll,l.~ d Ki(&,)h”2, 
for all A E [A, - EL,,,& + &A,]. It follows from (7.8) that 
IW) - W>ll S’.W < l/u@) - fihu(n>ll,1+ II&(4 - ii,u(~)ll,l.- 
6 CC’/+(l/P*) +K&,)h”’ < gK2(&)h1”. 0 
Theorem 7.5. Suppose that Assumption 7.1 holds for d 2 2. Also, suppose that i0 c MO is a 
compact regular branch, that is, there is a compact interval A c A and C2 map A 3 1 H 
u(I) E WO”” such that 
J?~ = { (1, u( 1)) E MO 1 D,F( 1, u(A)) is an isomorphism for VA E z}. 
Then, for suficiently small h > 0, there exists the corresponding Jinite element solution branch 
,& c A$, which is parametrized by the same Iz E 2 and 
llm4Q - %Wll H; Q &llu(~) - ii,@)llH;, 
IW) - W)ll Hi d &ll@> - fr,@)~IH;, 
]lW - ur(A)ll,~~- < &h1’2 
(7.23) 
(7.24) 
(7.25) 
for all 1 E A, u(I) E 20, u,,(n) E it,. Here, K3, K4, KS > 0 are constants independent of h and A. 
Moreover, we have 
J& c 8(F, 9’). (7.26) 
Proof. From Theorem 7.3 and Corollary 7.4,(7.23)-(7.25) are obtained immediately. 
To show (7.26) we just have to realize that D,F(l,u(l)) E Y(W,‘,“, FV-‘+‘) is an isomorphism 
for each 1 E /i and 
where Bh :=&F(L,u,(L)) - D,F(l,u(l)) and IIB~l19(w,~.~,w_,,mj +O as h+O because of 
(7.25). 0 
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Remark 7.6. (1) For the estimates (7.2), (7.3), (7.23), and (7.24), we have the following inequality 
[6, Theorem 3.1.61: 
Ilu(~) - nJJG)ll H; d Ch]U(jl)(H2. 
(2) In linear cases, with certain assumptions of regularity of solutions, we would have error 
estimates like 
(see [15, Section 301). It is not very clear whether or not the convergence rate of (7.2) and (7.23) 
is optimal. We might be able to improve the convergence rate with further assumptions for the 
regularity of solutions (Assumption 5.1 might not be enough to improve (7.2), (7.23)). 
For II . I&p --estimate, we have the following. Suppose that we have 
py ((U - Il,oU+P* = 0, VU E w;,p*, (7.27) 
where ni E _!Z( W,13p*, W,‘,” ) is defined by (7.10). For example, we can show that (7.27) is true for 
piecewise linear elements. 
Theorem 7.7. Suppose that assumptions of Theorem 7.5 and (7.22) hold. Then, for sujficiently 
small h > 0, for the corresponding jkite element solution branch Ah c A&, we have the following 
estimates: 
Ilk44 - ur(q@P* d &llu(4 - &o>ll w,‘.P’> 
II44 - W)ll 4’ P* < &l&I) - fihu(+P* 7 
llu(A) - ~.@)l~~~rn < K&l’p*, 
for all A c/i, u(l) EJ&, u,,(A) ~2~. Here, K6, K7,K8 > 0 are constants independent of h and A. 
Remark 7.8. Similarly to linear cases, it follows from Theorem 7.7 that 
II@) - u&)]]~~.- d Ch, 
if p* = 00, that is, u(~)E W2,m. 
8. A priori error estimates of the FE solution manifold: Around turning points 
Let us consider a priori error estimates around turning points and/or on “steep slopes”. Basic idea 
is as follows: just rotate the coordinate 90” and do exactly the same thing as in Section 7. 
Recall that by the argument in Section 4 we know that we have either Case 1 or Case 2 for 
(&u) E 40 c 9(F,S); 
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Case 1: Ker D,F( ;1, u) = { 0} and D,$( A, u) E ImD,F( 1, u). 
Case 2: dim Ker D,F( 1, U) = 1 and D).F( A, u) 4 Im D,F( 1, u). 
Suppose that y E R’ and x0 E J are given in a certain way and fixed. Define G : %?(F, Y) -+ 
[w x IV-‘,” b Y 
G(J,u) := (4x0) - y,F(A, u)) 
for (1, U) E B(F, 9). Then, we have 
DG(4 u)(,x ti) = (Wo)&W’(& u) + DZ(J.9 u)ti), 
for ,u E R and II/ E Wt’O”. First, we prepare the following lemma. 
(8.1) 
Lemma 8.1. Let (A, u) E &S?(F, 9’) and (,uo, tie) the basis ofKerDF(1, u). Suppose that DAF(A., u) # 0. 
Then, we have lIti llc~ > 0. Moreover, with x0 E J such that 1+$(x0) # 0, DG(1, u) is an isomorphism 
of R x Wo’303 to R x Wy-l,m for any y E R. 
Proof. Suppose that we are in Case 1. It follows from DAF(I, u) # 0 that 
$, := - D,F(A,u)-‘(D),F(i,u)) # 0. 
Thus, the basis of KerDF(il,u) should be written as (~~,p~$~). Hence, we obtain (~~~~c~=~~o~ll$~/lII~~ 
> 0. 
Suppose that we are in Case 2. Let $. E Wi’” be such that Ker D,F( A, u) = span{ $o}. Then, (0, $0) 
is the basis of Ker DF(A, u) and the first part of Lemma 8.1 is trivial in this case. 
Now, let us consider DG(A,u). Let (,u, $) E KerDG(A,u), and x0 E J such that $(x0) # 0. Then, 
there exists 6 E R such that (p, II/) = 6(po, $0). Th us, it follows from (8.1) and &(x~) # 0 that 
(p, $) = (0,O). Hence, DG(A, u) is one-to-one. 
Let (z, @) be any element of R x W-‘3”. Since DF(il, u) is onto, there exists (p, 4) E R x Wi,” 
such that @ = DF(A, u)(p, 4). Hence, we obtain (z, @) = DG(A, ~)((a, 4) + 6(po, tie)), where 6 := (z - 
~(x~))/~~(x~). Therefore, we have showed that DG(A,u) is onto and an isomorphism. 0 
From Lemma 8.1, we immediately obtain the following corollary. 
Corollary 8.2. Let (A, u) E B(F, 9). Suppose that DAF(A, u) # 0. Then, for su$iciently small h > 0, 
there exists a nodal point x0 E J of ,$, such that DG(il,u) is an isomorphism. 
Remark 8.3. In Lemma 8.2 we showed that we always can choose a nodal point of & so that 
DG(R, u) is an isomorphism if DkF(L, u) # 0. For example, if a nodal point x0 E J is taken so that 
&(x0) is nearly equal to 11 &jIeo, then DG(A, u) is an isomorphism. 
Indeed, the manner of PITCON, a continuation program developed by Rheinboldt and his col- 
leagues [ 111, of choosing the continuation index is consistent to the above fact. After getting a 
point (A,, uh) E J%&,, PITCON computes the tangent vector th = (~0,. . . , yk) E q,$,Uh)& of the solution 
manifold &j, (remember that KerDFh(lh, uh) = q2h,uhj Ah). Then, the continuation index i, is taken 
so that Iyivi,l = Ilthllm. In our case, (yo,...,yk) iS like (110h,~h(X1),...,~Oh(Xk)), where xI,...,xk are 
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nodal points of &, (P~~,$,,~) is the basis of KerDFh(&,,uh), and yi,=$&xO) (see [ll] for the detail). 
Thus, for sufficiently small h > 0, ]&&~)j would be very close to ]]&/lco, and I/&Q) is not zero. 
Hence, in practical computation, we may expect that PITCON takes the right nodal point ~0, and 
DG(A, U) E Z( R x W;+, I&’ x W-‘,,) is an isomorphism. 
Suppose that D#(1,, u) # 0 at (1, u) E do. To “rotate” the coordinate we define the operator 
H:RxY + R x W-l,” by 
H(y,~,u):=(u(xo)-y,F(5u)), YER(&u)EY, 
where x0 E J is taken so that D,,,,,H(y, 1, u)=DG(& u) E Y( R x Wol’m, Rx WP1,Oo) is an isomorphism. 
Note that 
DH(Y> 1, u)(s, t, $) = (-s + $(xo),DR4 u)(t, $)) (8.2) 
for (s,~)EIR* and $E WiTM. Also, note that, by the implicit hmction theorem, for each (A, u) E MO 
such that D;,F(J_, u) # 0, there exist EO > 0 and a unique C* map (u(xo) - ~0, u(xo) + co) 3 y H 
(A(Y ), 4~ )) E AO such that (A u) = (4~01, U(YO>) with YO := 4x0)~ and H(y, &Y ), U(Y)) = (O,O>, that 
is, F(l(y),u(y)) = 0 and u(y)(xo) = y for any y. 
Suppose that D;,F(Ao, uo) # 0 at (lo,uo) E do. Then by Corollary 8.2 there exists a nodal point 
x0 E J of & such that D(A,~+(~, Ao,uo) =DG(io,uo) is an isomorphism of R x Wol’” to R x W-l,” 
for sufficiently small h > 0. 
Theorem 8.4. Suppose that Assumption 7.1 holds for d 2 2. Let DI.F(&,uo) # 0 at (&,uo) E MO. 
We assume, without loss of generality, that there exists x0 E J such that x0 is a nodal point of &, 
for all sujjkiently small h > 0 and D~,,,,H(y,ilo,uo) is an isomorphism. 
Then, there exist positive constants eo, Ko(&,uo), K~(&,uo), and a unique C2 map [UO(XO) - 
co, uo(x0) + 8013 Y H (&(y),&(y)) E A x & such that 
* 
fi(&(Y), k(y)) = 0, (8.3) 
II,(Y) - GJ)l + IlGdY) - fi*U(Y)llx,l d ~o(~o~~o)llw - fihum,‘? (8.4) 
IL(Y) - %)I + IlW> - WII H; < &(lO,uO)llu(y) - fihu(y)(/H;. (8.5) 
The constants Ko(izo,uo) and Kl(Ao,uo) are independent of h and y E [UO(XO) - EO,UO(XO) + CO]. 
Proof. The manner of the proof is exactly same to that of Theorem 7.3. We divide the proof into 
several steps. 
Step 1: It follows from Lemma 3.2 and (8.2) that DH(y, 1, u) E 9’(R2 x Hd, 58 x H-l) and 
R x n x Wdsrn ~((Y,&u) H DH(~,I_,u)E Z(lR* x H,‘,R! x H-l) is 
Lipschitz continuous on bounded subset. (8.6) 
We, moreover, claim that, if DnF(1,u) # 0 and D(,+,H(y, n,u) E 5?(R x Wtyrn, R x W-‘,O”) is an 
isomorphism at (y, 1, u) E R x W(F, 9’), DCk,,,H(y, 2, u) is an isomorphism from lF4 x H,’ to R x H-’ 
as well. 
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Let k :=D,,+,H(y,1,u) E _Y(R x HJ, R x H-l). Then 
~(PU, $) = (t&o)DV, u)(P> $0 P E R $ E H;. 
We have to consider two cases. 
Suppose that we are in Case 1, that is, D,F(A, u) E _Y( Wijrn, W-l,m) is an isomorphism. In this 
case, from the argument of Step 1 of Theorem 7.3, we know that D,F(il, u) E Y(HJ, H-l) is an 
isomorphism. Thus, we can prove our claim by the exactly same manner of the proof of Lemma 8.1. 
Next, suppose that we are in Case 2, that is, dim Ker Q = 1 and R $! Im Q, where Q := D,F(A, u)_E 
_Y( W;,O”, W-l,m) and R :=D,$(il,u). To avoid confusion we denote D,F(&u) E JZ(Hd,H-‘) by Q. 
We first show that Ker Q = Ker Q. Obviously, we have Ker Q c Ker Q. Let $ E KerQ c H,j . Then, 
we have 
,(Q$,u), = J[c((x)$‘~’ + fi(x)$u]dx = 0, 
s 
Vv E Hi, 
where a(x) :=+(1,x, u’(x)) and p(x) := fY(&x, u(x)). H ence, by a simple computation, we conclude 
that $ E W’>J’* n Hd c_W,‘~~. Hence, Ker Q = Ker Q. By Theorem 4.3, we know that indQ= 0. Thus, 
we obtain dim CokerQ = 1. 
Next, we want to show that DAF(1, U) $ ImQ. If DAF(1, U) E ImQ, there exists some $1 E HJ such 
that 
~a(x)~,:v’dx=z(DiF(1.,u),v)2 - @)$iudx, VUEH;. 
Again, by a simple computation, we conclude that $t is in the domain of Q. This is a contradiction 
because we assumed D#( 1, u ) 4 Im Q. 
Since we showed that dim Ker Q = 1 and D$(J, u) 6 Im Q, we can prove our claim in the same 
way as in the proof of Lemma 8.1. 
Step 2: We prepare several inequalities which we use later. 
By the implicit function theorem, there exist .sl >0 and a unique map 
(uo(x0) - El, uo(xo) + El ) 3 Y +-+ (l(Y), U(Y)> E A x wo”” 
such that GO, ~0) = WO), 4~01) with YO := UO(XO>, 419(x0> = Y, and W(Y), 49) = 0. 
As in Step 2 of the proof of Theorem 7.3, we easily obtain the following inequalities: 
My*) - n(Y)/ + Il&0*) - fi&)IIH,i G GJY* - YI, vy*, Y EIl, 
where II := [uo(xo) - .si/2,uo(xo) + &l/2]. 
Let so(x) := ay(&, x, U;(X)). Again, we can assume, without loss of generality, that 
ay(Ao,x, u;(x)) 3 360 > 0. 
(8.7) 
Then, we define the canonical projection Di : Hd -+ ,&, th e isomorphism To E 9(H-‘, Hd ), and the 
C2 map Fi : A x Wl,m -+ W-‘,” as in Step 2 of the proof of Theorem 7.3. Of course, we have 
(7.11) and (7.12). 
Now, define gj : Iw x Y --+ R x W-l>* by 
~~(Y,~,u):=(u(xo)-Y,~~(5u)), yER(1,u)EY. 
T. Tsuchiya, I. Babushka I Journal of Computational and Applied Mathematics 79 (1997) 4166 
As in Step 2 of the proof of Theorem 7.3, we observe 
IIqYY, A(Y), &Q))II WxH-’ = lfi*~(Y)(Q) - Yl + Il~;(~(Y), fihaJ)NH-’ 
d C16k bEI,. 
Thus, we conclude that 
63 
Fi ~~~I~-"~ll~~~y,n~y~,frhu~y~~ll~~~-~~ = 0. (8.9) 
Step 3: We claim that there exist a positive s2 > 0 and a constant C17 independent of h > 0 and 
y E [&(x0) - ~2, uo(xO) + ~21 such that - 
II%.,GXY, %Y), ii,~(?J))(PJh)llWxH-’ B G(IPI + IhllH; 1, VP E R bY E ih. 
First, we remark that, by (8.6) and Step 1, the mapping 
(uo(xo) - El, uo(xo) + El > 3 Y H (q,u,m, ~(Y),a9W E =wR x ff-‘9 R x ff; > 
is continuous. Thus, we set 
0 := $a; lIuh4,~(L 4Y)&w Ilwwf-VW@. 
Next, we write 
o~~,,,~~(Y,~(YX$u(Y))(~,vfi)=(UI(XO)rDF(IZ(Y),u(Y))(CI,vh)) 
+(O,(~~~(l(Y),iihll(Y))--DF(~(Y),u(Y)))(~,uh)). 
On the first term of the right-hand side of (8.1 1 ), we have 
Il(u~(xo>,~~(~(Y>,u(Y))(~~uh))IIRxH-' z ~-‘(I/4 + IMIH,‘)* 
On the second term of the right-hand side of (8.1 l), we write 
PcwYm4YN _DF(l(Y),U(Y)))(c1,Uh) 
= -AI -PhO)DnF(l(y),u(y))(") 
+PewwY)Jz~(YN -~Aw(YMYw' 
+ewv(YoLu(YN -amY>,u(YN>u~' 
(4 -(I -P,")(-To-' +QF(lo,Uo))u* 
+u -eww(~0,~0) -WMYMY)))$'. 
Let us check each term of (8.13). For (a), we have 
IIN - PhO)oiF(n(~>,u(~))ll~-l G ~(hM~ 
(8.10) 
(8.11) 
(8.12) 
(8.13) 
(8.14a) 
with lirn,+,o a(h) = 0 because ll(I - e)D~F(A(y),u(y))(l~- I + 0 as h -+ 0 uniformly with respect to 
y on 11 = [UO(XO> - &,UO@O) + $11. 
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For (b), we easily obtain 
IIC1PhO(oi.F(n(Y),i?hU(Y)) - LWW)&)))llH-1 d C18h1-1’P* IPI. (8.14b) 
For (c) and (d), we immediately get (see Step 3 of the proof of Theorem 7.3) 
II~h0ww~~,fih~(Y> -oUF(n(y),U(Y)))VfillH-’ d G9h1-1’P* II~LIIH;, (8.14~) 
lim ll(L - p,“)(-T;’ + DuF(~o,uo))ll~c~d,~-l) = 0. 
h-+0 
(8.14d) 
For (e), by (8.6), there exists a constant Czo such that 
II~uF(~(Y),u(y)) - o*F(n(Y*>,u(r*>>ll~(Hd,H-1) G C2olY- Y*l 
for any y,y* ~1,. Take c2 > 0 so that s;l > 2110C2~ SUP~,~ III- P~II.LP(H-I,H-I). Then, we have 
ll(L - 8’h)@uF(AO,uO) - ~uF(~(~>,U(Y)))II~~H-‘,H-‘) d +-‘Y (8.14e) 
for any YE [UO(XO) - EZ,UO(XO) + ~21. 
From (8.12) and (8.14), we obtain 
II&,,,g;(y, l(y), fi@@))(& Vh)lllWxH-’ 2 +-’ - &h>)(lpl + IluhllH; >, 
with limh.._$, 6(h) = 0. Therefore, we prove the claim (8.10) for sufficiently small h > 0. 
Step 4: Again, we prepare a few inequalities. By (8.8), we see 
llD,~~(y,~(y),l7hu(y))ll~~H-I = II(-l>o)I(RxH-’ = l. (8.15) 
Also, we immediately obtain 
IID~;(y*, A*, u*> - Dp:(Y, R(Y),fihu(Y))ll~cwzxHd,WxH’) 
d c2dly* - 71 + IA* - A(y)I + IIu* - fihu(Y)II,d (8.16) 
where C21 = G(ly*l, Il*I, IAl, II~*ll~l.~). 
Thus, by the inverse inequality (7.5) and (8.16), there exists a monotonically increasing function 
L2 : W -+ W independent of h such that, for all y, y* E [Z.&O) - $1, U&O) + &], A* E /i and U: E ,?h 
with 
h-“‘(IY* - 71 + IA* - A(?)[ + llu$ - fihu(y$f;) < 5, 
we have 
< ‘52(5)h-1’2(Iy* - 71 + IA* - &?>I + /Iv; - fihu(Y,IjH; >* (8.17) 
Step 5: By (8.7), (8.9), (8.10), (8.15) and (8.17), we can apply Theorem 7.2 to the operator ??i 
in the following situation; 
X = R with norm h-“21yj, 
Y = (w X & c [w X L&j with IIOITII h-1’2(lill + j(t&,)), 
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2 = R x &, c R! x H-l with norm h-“*(]A] + II&-‘u&-~), 
S = [uO(xO) - so, uo(xo) + so] with a0 := min( i.s1, c2), 
Y(Y) = O(Y)? n@(Y)). 
Since II~IY~x~Y,z) = ~I~~~Y~R~~H~,R~H-~~ for all Ah E Y([w* x &, [w x ih) and (8.9) there exists a 
unique C* function [uo(xo) - so, uo(xo) + a01 3y H (lb(y), z&,(y)) E R x &, such that 
PjXY, k(Y), G(Y)) = (0, O), (8.18) 
and the inequality 
IhW - GJ)l + IMY> - a4Y)llH; d c**lI~~(Y,~(y),~~~(Y))ll~xH-’ (8.19) 
holds for all y E [uo(xo) - so, uo(xo) + co]. It is clear that (8.18) implies (8.3). To get (8.4) and (8.5), 
we observe that 
llp;(Y, A(Y), &0))IIIWxW = IIm~(w~~(YN _F(l(Y),~~U(Y)))IIH-’ 
d c23Il@> - nh@>IIIf;* (8.20) 
Therefore, combining (8.19) and (8.20), we obtain (8.4), (8.5), and complete the proof. 0 
By the same way as in Section 7, we obtain the following propositions. 
Corollary 8.5. Suppose that the assumptions of Theorem 8.4 hold. Then, there exists a constant 
K,(,I,, uo) > 0 independent of h > 0 and y E [UO(XO) - EO, UO(XO> + EC,] such that 
IA(y) - k(y)1 + Ilu(y> -- U”tt(~)lI~~m d K2@o,Uo)h1’*. 
Theorem 8.6. Suppose that Assumption 7.1 holds for d 3 2. Let i. c A0 be a connected compact 
subset with the following properties: 
(1) D$(i,u) # Ofor any (I,u)E.kZo. 
(2) There exist x0 E J such that D CA,,,H(y,I,u) defined by (8.2) is an isomorphism for all 
(ku) Eik 
Then A0 is parametrized by y = u(xo). We assume, without loss of generality, that the above x0 
is a nodal point of St, for all suficiently small h B 0. 
Then there exists the corresponding Jinite element solution branch A& c .A$, which is parametrized 
by the same y, that is, uh(y)(xo) = y and F,(&(y),q,(y)) = 0 for any y. 
Moreover, we have 
P(y) - UY)I + Ilfih4Y) - ~h(r)llq d K3II4Y) - fiOmf;? 
NY) - A(Y)I + lb(Y) - W)lIH, ~&MY) - fih4Y%Q 
NY> - MY)I + MY) - wd~N~~~~ G Ksh”*, 
J& c mu? a 
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for all y = U(Q), (A(y),u(y)) CA&, (&(y),uh(y)) ??A&. Here, K3,K4,K5 are positive constants inde- 
pendent of h and y. 
For the W,‘$** -norm estimate, we have the following theorem as in Section 7. 
Theorem 8.7. Suppose that the assumptions of Theorem 8.6 and (7.27) hold. Then, for the corre- 
sponding finite element solution branch we have the following estimates: 
p(y) - A(Y)I + IlaP - dY)II @P’ < &llW - fiP(Y)llp* 
I&Y) - MY)I + Il4Y) - dY>II wo’.‘* < &llW - fidr)ll,~.P*~ 
IA(Y) - UY)l + Il4Y> - QY>II w,,,cc 6 K8h1-(lip*), 
for all y = u(q,), (i(y), u(y)) EJ&, (At,(y), t.+(y)) E A& Here, K6, K7, Kg are positive constants inde- 
pendent of h and y, 
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