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Abstract
In distribution system operations, dispatchers at control center closely monitor system
operating limits to ensure system reliability and adequacy. This reliability is partly
due to the provision of remote controllable tie and sectionalizing switches. While the
stochastic nature of wind generation can impact the level of wind energy penetration in
the network, an estimate of the output from wind on hourly basis can be extremely use-
ful. Under any operating conditions, the switching actions require human intervention
and can be an extremely stressful task. Currently, handling a set of switching combina-
tions with the uncertainty of distributed wind generation as part of the decision variables
has been nonexistent. This thesis proposes a three-fold online management framework:
(1) prediction of wind speed, (2) estimation of wind generation capacity, and (3) enu-
meration of feasible switching combinations. The proposed methodology is evaluated on
29-node test system with 8 remote controllable switches and two wind farms of 18MW
and 9MW nameplate capacities respectively for generating the sequence of system re-
conﬁguration states during normal and emergency conditions.
xi
Chapter 1
Introduction
Smart Grid concept has been central to the efforts of advancement of the electric grid
towards a cyber-physical systems. In America, enormous infrastructure investment for
renewable energy such as wind energy, biomass, fuel cells, or solar energy has been
observed at every level from bulk transmission system to distribution system. Inclusion
of intermittent generation in distribution systems can improve system reliability and
adequacy; however, the complexity of operating states with stochastic nature of wind
generation for system operations has yet to be fully explored. Inclusion of intermittent
generation in distribution systems, especially wind energy, has introduced a new set of
complexities in terms of system operation.
This thesis focuses particularly on operating aspects of a modern distribution sys-
tem with wind generation. In subsequent sections of this chapter, an overview of future
distribution systems, wind generation in distribution systems followed by research mo-
tivation and challenges involved is presented. The chapter is concluded with a list of
research contributions of this work and organization of the rest of the thesis.
1
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Figure 1.1 – Proposed Approach
1.1 Future Distribution Systems
Until recently, distribution systems have had little automation in terms of system oper-
ation. However, with the Smart Grid initiative this is changing. Distribution systems
of the future [1] will be better equipped to cope with complexities introduced by wind
generation with an interactive communication infrastructure, advanced metering and
experience with high penetration levels of wind. The following are the goals of future
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distribution systems:
• an enhanced IP-based communication infrastructure,
• two-way communication among different parts of the system,
• dynamic pricing with customer participation,
• resilience against cyber-threats,
• a grid capable of automatically healing itself in events of faults and other distur-
bances,
• increased reliability and capacity in order to meet the ever-increasing power de-
mand, and
• inter-operability.
Figure 1.1 describes the general approach taken towards the modeling of intermittent
sources in the proposed distribution system. Each block deﬁnes each of the three goals
and brieﬂy describes the methodology employed to obtain them.
Block 1 describes wind speed prediction methodology. Probabilities of wind speeds
observed are calculated using both parametric and nonparametric approaches. Both the
approaches are also compared and contrasted.
Block 2 describes the output power calculation and incorporates the probabilities
above calculated. Wind power output for the turbine model used is calculated and cor-
responding probabilities are included in form of weights to power calculation in order
to estimate the capacity supplied by wind.
Finally, Block 3 describes a method to enumerate different switching combinations
in small test system. The test system uses the calculated power output as input. All pos-
sible combinations of the 8 remote controllable switches present in the system are tested
and feasible combinations are identiﬁed under normal operating conditions. Using the
probabilities of various wind speeds, the probabilities of various relevant power outputs,
and, thus, effective switching combinations are evaluated.
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1.2 Intermittent Distributed Generation in Distribution
Systems
Radical changes in modern distribution systems are anticipated [2, 3] as different novel
alternatives to conventional central generation entities start gaining prominence. Most
of these sources, if not all [4], exhibit different behavior from their bulk electricity pro-
ducing counterparts. Renewable energy sources included in such distributed generation
(DG) facilities are inherently highly intermittent even on a shorter time period. It can be
vital to be able to predict short-term contingencies of a system with signiﬁcant amount
of DG in it.
According to [5], DG has no ofﬁcial deﬁnition. There exist several different deﬁni-
tions and DG can be loosely characterized by a capacity of few MWs and proximity of
consumption site.
Inadvertently, these DG facilities at the distribution system level are introducing new
challenges in system operation. Some of the apparent advantages of having DG facilities
are:
• improved voltage proﬁles due to their additional voltage support [6],
• lower losses because of their proximity to the points of consumption [7, 8],
• insensitivity to fuel prices, given the driving agent is not fossil fuel for most of
DG facilities [8], and
• little or no environmental concerns [9].
These apparent advantages of onsite renewable generating facilities like solar panels
and wind turbines of small scale are only obtained after a careful planning of their place-
ment and the amount of penetration. However, the topology of any distribution system
is susceptible to autonomy of consumers. As a result some of the advantages mentioned
above may not be achieved/exploited to their full potential. This is accompanied by the
fact that DG facilities may, as a matter of fact, introduce complex problems on an op-
erational front at the distribution level. Another important factor is the intermittency of
renewable energy sources, in particular, DG facilities utilizing wind and solar energy.
Among the named energy sources, wind has an especially highly intermittent nature.
With increasing penetration of wind in the distribution systems, it is critical to be able
to anticipate the behavior of DG facilities utilizing wind under all operating conditions.
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1.3 Research Challenges and Motivations
Motivation of this work is three-fold.
Figure 1.2 – Wind Speed Variations Over A Day
1. Wind speeds are highly intermittent and geography dependent. Techniques to ac-
curately predict wind speeds on short-term basis exist in the ﬁeld of meteorology.
However, in meteorology, the scale of geography can be a key issue since majority
of mesoscale predictions have a horizontal span of about 5 km. For a distribution
system, this scale may be too large. Other complications involved are availability
of the data.
Figure 1.2 shows a plot of 5-minute average values of wind speeds on a ran-
domly chosen day in the year 2009 in Elizabeth City, NC. The importance of pre-
dicting the power output of wind along and complexities involved in short-term
prediction are evident from this plot. Variations in wind speeds imply ﬂuctuations
in the output of the turbine.It is easy to visualize the importance of short-term
predictions from here.
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Figure 1.3 – Wind Speeds on a Monthly Average
Figure 1.3 shows how ﬂuctuations are smoothed out over a monthly average.
From plotting average data over different periods of time it is quite evident that the
longer the time period, the smoother the average wind speed curve will be for a
given location. Hence, it can be inferred that calculating an average power output
over a longer time period can be fairly accurate given that we have large quan-
tities of data. This fact gives further signiﬁcance to the problem of a short term
prediction. It is on the short term basis where the wind speeds have a large vari-
ance and hence good prediction methods become important. Different methods of
prediction are summarized later in Chapter 2.
2. Distribution systems are different from the generation and transmission system
counterparts due to their radial topology and unbalanced load ﬂow. Among all the
levels of power systems, from bulk transmission to end-user consumption, distri-
bution systems are the elements where the impact of Smart Grid technologies and
their implementation will be substantial. However, this transformation requires
an establishment of effective computational ability, reliable communication in-
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frastructure and rapid restoration techniques in case of system anomalies.
3. An important fact that was observed was that mathematical models for smaller
distribution systems need not be computationally expensive and hence simple so-
lutions such as customized look-up tables need to be developed for switching
operation.
1.4 Research Contributions
The following are the main contributions of this thesis:
1. First goal is to calculate probabilities of various wind speeds. Two different tech-
niques to calculate probabilities of wind speeds are employed using historical
data. For parametric approach, Probability Density Functions (PDFs) are obtained
by calculating parameters from the available data set. The PDF expressions are
then used to calculate the probability of each wind speed and power output is
predicted. Using the same historical data analysis, nonparametric probability cal-
culations are also carried out. Results from both the techniques are compared.
2. After calculating and comparing probabilities of various wind speeds, power cor-
responding to each wind speed is calculated. Probabilities calculated earlier are
used to calculate average power from wind.
3. A small 29-node distribution system is developed to enumerate possible the switch-
ing actions in presence of wind generation. The calculated power output is used as
an output of the wind generation present in this system. Feasibility constraints are
deﬁned and applied in order to identify the feasible combinations under various
operating conditions.
1.5 The Remainder of the Thesis
The remainder of this thesis consists of a background on modern distribution systems
and distributed generation, effects of distributed generation on distribution system at
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both primary and secondary levels, stochastic modeling of wind speed and solar irradi-
ance along with the data used for building and testing the model. The last part discusses
the results obtained followed by an analysis of the results and contributions made by
this work.
• Chapter 2 conceptualizes the methodological development of this research in
wind generation and state-of-the-art wind farm SCADA systems and operations.
• Chapter 3 elaborates on statistical analysis of historical wind speed data. Para-
metric and nonparametric statistics are used to calculate probabilities of various
wind speeds. Results from both the methods are compared.
• Chapter 4 explains calculation of power for all wind speeds. Probabilities calcu-
lated are incorporated in the calculated power.
• Chapter 5 discusses distribution system reconﬁguration using a small test system.
A 29-node test distribution system is developed to test the switching topologies
under different operating conditions and different levels of outputs from wind
generation.
• Chapter 6 is the synopsis of the results obtained along with research contributions
made by this work. Possible scope for future work is discussed.
Chapter 2
Background and Literature Review
The ﬁrst section of this chapter will discuss about different state-of-the-art methods
used for predicting speed at different scales, followed by power in wind and inﬂuential
factors therein. Further, distribution system topologies and reconﬁguration be discussed,
followed by a review of scholarly work in the area of distribution system emergency
conditions and restoration operations.
2.1 Wind Speed Prediction
Wind speed prediction forms basis for calculating anticipated power production from
wind turbines. Sufﬁciently accurate wind speed prediction is crucial at both planning
and operating stages. The fuel insensitivity of wind is of no use without exhaustive
wind resource evaluation at a site on planning stage. Once the wind site has been com-
missioned, it is of interest to know the anticipated power output from the facility for
operational purposes.
2.1.1 Scales of Prediction
Wind speed predictions are conducted at different time scales for a variety of purposes.
Figure 2.1 shows different scales of prediction and their integration. Listed below are
the deﬁnitions of different time scales adopted here:
9
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Figure 2.1 – Wind Power Forecasting Model
1. Long-Term Predictions: Long-term predictions are of the time scale of several
months to up to few years. They are extremely important on the planning stage.
2. Medium-Term Predictions: Medium-term predictions range from several days to
several months. These are important for trade purposes. Utilities and investors
can gain from anticipating an amount output from the DG facilities ahead of time
in order to validate green energy agreements and so on.
3. Short-Term Predictions: Short-term predictions are of the order of several minutes
to several hours. They are extremely crucial for operational stages. Having better
short-term predictions also improves reliability of the system.
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2.1.2 Numerical Weather Predictions
Numerical Weather Predictions (NWP) models are three-dimensional models based laws
of thermodynamics and, conservation of momentum and energy. Partial differential
equations of various degrees are developed and solved for on each point of the three
dimensional grid. Accuracy of each model depends upon the equations used in the mod-
els and their initial conditions. NWP methods have the highest accuracy among all the
techniques. Some examples are High Resolution Limited Area Model (HiRLAM) [10],
Mesoscale Model - Version 5 (MM5) [11], Global forecasting System (GFS) [12] and
Weather Research and Forecasting (WRF) [13]. Methods and tools employing NWP
are utilized for meteorological purposes. The geographic scale of NWP is large and this
may prevent their utility in small-scale electrical power distribution systems.
2.1.3 Statistical Models
Statistical models utilize historical data and patterns observed in past in order to calcu-
late the probability of a certain event, in this case, a wind speed. Statistical models can
be further divided into parametric and nonparametric models.
Parametric models [14] assume an underlying probability distribution and deﬁne
relevant parameters for that distribution. These parameters are then calculated based on
the historical data and used to calculate probabilities of various events. Some of the
concepts used are those of Random Variables (RV) and their functions, Series of RVs
and regression models.
Nonparametric models [15] are purely data-centric and do not have any underlying
assumptions about the variable in question and hence are more generic. Results obtained
by parametric stochastics can be achieved by nonparametric stochastics with more rig-
orous analysis. Accuracy of these is highly dependent on the quality and amount of data
available.
Direction of Wind
Another important stochastic aspect of wind not included in the discussion above is
the direction of the wind [16]. Direction of the wind affects the angle of attack on the
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Table 2.1
Wind Speed Prediction Techniques
Prediction Method Features Examples
Numerical Weather Prediction
Uses thermodynamics and 3-D grids HiRLAM [10]
Very large geographic scale MM5 [11]
For predictions of shorter terms GFS [12]
Statistical Methods
Uses parametric and nonparametric Statistics ARMA [23]
Time series models for short term predictions ARIMA
Probability Density Functions (PDFs) for long-
and medium- term predictions
Accuracy depends on resolution of historical
data for the geographic location
blade [17], hence signiﬁcantly affecting the power output. Analyzing wind direction is
done with circular verions of Gaussian probability distribution, which take into account
the angular nature of wind speed as random variable. The data set collected here does
not provide information about direction of the wind and hence this analysis is beyond
the scope of the thesis. It should be noted that most of the wind turbines are equipped
with directional control in both the nacelle and the blades.
2.1.4 Summary of Methods
Several alternatives to predict wind speed on various time-scales have been presented.
For long and medium term analysis, statistical methods used to calculate probabilities
of wind speeds at a given location give good results. NWP methods are useful for short
term predictions. Time-series approach of statistical methods that uses auto-regression
moving averages, is also a useful way of short and medium term wind speed forecast.
Different combinations of methods for prediction have been implemented with vari-
ous degrees of success [18], [19]. Predictions using Neural Networks [20], [21] are rep-
utable, but they must be trained heavily in order to efﬁciently predict the wind speeds.
Various existing methods [22] for wind speed predictions are listed in Table 2.1.
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2.2 Wind Power
Power produced by wind generation depends on several different factors, wind speed
being the most inﬂuential among all of them. Several methods have been developed
to correctly model and predict the wind speed at each time scale [24]. Wind power
prediction softwares [25], [26] use the predicted wind speed values as one of the inputs.
WIND POWER 
PREDICTION
MODULE
Predicted Power Output 
for the Given Region
Online Wind Power 
Measurement
Meteorological Wind Speed 
and Direction Forecast
Aggregated Power 
Measurements from the 
Region
Other Inputs, such as,
Current Local Wind Speed, 
Active Turbines
Figure 2.2 – Wind Power Prediction
Figure 2.2 shows a combination of various prediction techniques used for predicting
power output from wind generation. Before delving into the prediction techniques, the
equations governing the power contained in wind are discussed. An upper limit imposed
on the maximum power effectively captured is also reviewed. Energy conversion taking
place in wind turbines is from kinetic energy to mechanical energy and subsequently,
electrical energy. Each of these conversions has some amount of loss. It is, however,
important to know the amount of useful power that can be extracted from wind. Total
power contained in wind can be given by the following expression:
P= 12ρ AV
3 (2.1)
where,
P = Power contained in wind (W),
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ρ = Air density (kgm−3),
A = Swept area (m2), and
V = Wind speed (m/s).
Equation (2.1) gives the total kinetic energy energy contained in wind at a given
velocity for a given cross-sectional area. It is clear from the expression that for a two-
fold increase in wind speed, the increase in power is eight-fold. The Equation (2.1),
however, is far from the actual amount of energy captured. The energy contained in
wind is dependent on air density, swept area of the blade and velocity, however, the
energy captured by a turbine depends on the aerodynamic design of the blades. Power
captured by each turbine depends on Lift Coefﬁcient CL, Drag Coefﬁcient CD along
with tip-speed ratio λ , and as a result, Coefﬁcient of performance, CP for each machine
is deﬁned. CP gives a measure of the power actually captured by a turbine. The value of
CP ranges from 0.25 to 0.45 in practice. However, there is an absolute theoretical limit
for the amount of power that can be extracted from wind. This limit is known as Betz
limit.
2.2.1 Coefﬁcient of Performance and Betz Limit
The Equation (2.1) gives the total power contained in the wind, which essentially does
not translate to the total power captured by the given machine [17]. Actual power cap-
tured by a given machine is given by:
Pwind = 12ρ AV
3CP (2.2)
where,
CP = Coefﬁcient of performance of a given turbine.
Coefﬁcient of performance, CP of any power generation unit is given by the ratio of
Total Power Extracted From Wind and Total Power Contained in Wind. CP, as expected,
is unique for each generating unit. There is a theoretical upper bound on CP, known
as Betz limit, which is the maximum power that can be extracted from wind with zero
losses. This bound stems from the fact that mass rate ﬂow, given by ρ AV for any ﬂuid
remains constant under ideal conditions.
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Figure 2.3 – Mass Rate Flow
As shown in Figure 2.3, for a larger cross-sectional area, velocity of the ﬂow will
reduce and vice versa. This can also be thought of as when wind goes through a turbine,
if all of the power from wind was absorbed, the energy in the wind will have to fall to
zero but this does not happen and even under ideal conditions. With proper mathematical
manipulations, the upper bound to the energy absorbed can be found to be 1627 . This
means that a theoretical maximum of only 59.25% of the total power contained in the
wind can be captured. Hence, the maximum power that can be extracted from wind [17]
is given by Equation (2.2). To conclude, the power in wind depends heavily upon the
wind speed and is, hence, highly intermittent.
Air Density
Air density at a given location is a function of air temperature, air pressure and the
altitude at which it is being measured and is given by the following expression [17]:
ρ(z) =
ρ0
RT
exp
(−gz
RT
)
(2.3)
where,
ρ0 = Standard air density at sea level (kgm−3),
z = Altitude (m),
R = Gas Constant (287.05Jkg−1K−1),
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T = Air temperature (K), and
g = Gravity constant (9.81m/s2).
Air density does not vary signiﬁcantly and hence will be considered a constant here,
standard air density at sea level being 1.225kgm−3.
2.3 Integration of Wind Generation
With increasing penetration of wind energy into the distribution system, a need to make
more improvements in the well-established load ﬂow techniques has risen [27]. Load
ﬂow analysis methods have been proposed for the active distribution systems and mi-
crogrids [28]. This method is applicable for both balanced and unbalanced load ﬂows.
While planning issues such as optimal placement and penetration of DG [29] re-
main of interest to the research community, experiences of implementation of DG have
also been documented [30], [31]. With increasing ﬁeld experience, more challenges
come forward on operational front and operational aspect of including DG, especially
of intermittent nature, remains somewhat of a less chartered territory.
2.3.1 Wind Farm SCADA
A Supervisory Control and Data Acquisition (SCADA) system is a centralized control
and monitoring system that receives data from various transmitting nodes known as Re-
mote Terminal Units (RTU). Wind SCADA systems, usually provided by the turbine
manufacturer, are the nerve centers for wind farms. The primary function is to monitor
and control individual turbines, wind farm as a whole and other system parameters. Cen-
tral server of SCADA communicates with remote units deployed at each wind turbine
mostly using ﬁber optic cables [32]. Types of data monitored by SCADA (see ﬁgure
2.4) can be catagorized into the following:
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Mechanical data
Temperatures of nacelle, 
generator and outside
Vibrations
Pitch
Brake and Yaw
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Wind Direction
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Current
Reactive Power Consumed
Power Electronics
Grid Data
Grid Voltage and current
Voltage angle
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Statistical Data
Turbine Maintenance 
Schedules
Data logs for various 
components
Figure 2.4 – Wind SCADA
• Electrical Data: Electrical data includes power produced by the turbine, voltage,
current, power factor and reactive power consumed.
• Mechanical Data: Mechanical data includes temperatures of generator, nacelle
and the surroundings, vibrations, pitch, gearbox, oil-levels, etc.
• Grid Data: This is the reference data obtained from the grid. It includes values
of various electrical quantities mentioned above from the grid.
• Meteorological Data: This includes current weather conditions, wind direction
and speed, turbulence as well as predictions.
• Statistical Data: This includes data logs, maintenance schedules of turbines, etc.
• Turbine Data: This is the individual turbine data. It includes the miscellaneous
data that is not included in the ﬁve categories discussed above.
With a reliability-centered monitoring [33], data obtained from different system com-
ponents can be used to detect different types of mechanical or electrical failures. Most
of the SCADA systems are supplied by their respective manufacturer and often lack
ﬂexibility of operation [34], [35] to comply with the farm owners and/or operators. As
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a result, SCADA system from the grid, then, may have to compensate for the apparent
lack of ﬂexibility of wind SCADA.
2.4 Distribution System Topologies
A notable aspect of this thesis is the focus on distribution systems, since distribution
system are likely to have the highest impact from the Smart Grid initiative [1]. The
emphasis is also due to the following peculiarities of distribution systems as opposed to
transmission systems, which change the dynamics signiﬁcantly:
1. Radial Topology: Distribution systems terminate the electrical power system into
loads where the electricity is consumed [36]. It is only logical to have a sim-
pliﬁed topology for economical purposes. Protection-coordination of the sys-
tem mainly consists of fuses and reclosers and seldom has a directional sensi-
tivity [37]. Hence, it is convenient to have a radial system from this perspective,
as well.
2. Unbalanced Loads: Majority of residential and commercial loads are served as
single- or two-phase loads. This evidently results into an unbalanced system. The
basic assumption of a three-phase, balanced system employed in loadﬂow stud-
ies yields erroneous results in distribution systems and hence a phase-by-phase
analysis is crucial for reliable loadﬂow studies.
3. Line Models: Shorter lengths of distribution lines and a high R/X ratio implies
that the resistance of the lines can no longer be neglected [38], nullifying another
assumption of circuits being purely reactive in transmission lines. This brings an
added level of complexities in analysis.
4. Frequent Changes in Topology: A known system topology with a set of important
parameters is crucial for analysis. There is often lack of up-to-date information
of the distribution system topology [38]. Also, it is easier and more likely to alter
the distribution system topology. This may result into an inexact representation of
distribution system under scrutiny.
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For this work, distribution systems are divided into two parts: Primary and secondary
distribution systems. They are normally medium and low level (12.47Y/7.2kV or
24.9Y/14.4kV [36]) distribution systems. Differences between primary and secondary
system are noted below.
When analyzing a distribution systems, it is worth noticing that distribution systems
are often unbalanced, whereas, transmission systems are balanced and three phase. The
equivalent single phase representation of transmission network is valid due to its bal-
anced nature. This, however, is not true for distribution systems due to their unbalanced
nature. All the components need to be modeled in more detail and for individual phases
since single-phase equivalents are not valid.
2.4.1 Primary Distribution System
The part of the distribution system from the point where transmission system terminates
into a distribution substation to distribution transformers is regarded as the primary dis-
tribution system. This network is made up of main feeders and is generally lightly
meshed in order to increase the reliability of the system. Tie switches are used to allow
different conﬁgurations in order to minimize the out of service part in case of an emer-
gency.
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Figure 2.5 – Primary Distribution System
Figure 2.5 shows the topology of a primary distribution system. Voltage levels for
primary distribution system are typically medium level voltages that have ranges in the
United States. Feeders branch out into distribution transformers and eventually subfeed-
ers and laterals. To summarize, the features of primary systems are:
• normally radial or lightly meshed,
• medium voltage levels of up to 69kV,
• normally three-phase and balanced, and
• sophisticated protection schemes consisting of circuit breakers at distribution sub-
station end and reclosers and coordinated fuses on the feeders.
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2.4.2 Secondary Distribution System
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Figure 2.6 – Secondary Distribution System
Everything beyond distribution transformers is considered a secondary distribution sys-
tem for this work. Secondary systems almost always have a radial topology. Secondary
distribution systems are inherently unbalanced in nature. The loads are 1-, 2- or 3-phase,
grounded or ungrounded. In order to accurately model the behavior of a distribution
system, single phase equivalents do not sufﬁce. Each of the components such as, lines,
loads, distribution transformers and voltage regulators must be individually modeled for
all three phases separately.
Figure 2.6 shows a zoomed-in version of one feeder. Feeders and main cables bifur-
cate into subfeeders, laterals and sublaterals via distribution transformers (DTs). DTs
have a very important function of bringing the voltage down to usable limits for resi-
dential and commercial sectors at voltage levels of 120/240V. Laterals and sublaterals
have variable number of phases depending upon the type of the connected load. These
are the terminal points for the electricity and it is thereby consumed. Protecting devices
in the secondary systems are coordinated fuses. To summarize, features of secondary
distribution systems are:
• mostly radial nature,
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• low voltage levels,
• loads can be1−, 2− or 3− phase, and
• protection schemes that consist of coordinated fuses.
2.5 Distribution System Reconﬁguration
Distribution system topologies are subject to change frequently [38]. Transmission net-
works have looped topologies, are highly interconnected and are less susceptible to fre-
quent topological changes. Distribution systems, on the other hand, are conventionally
radial and owing to the autonomy of the consumer, are susceptible to frequent topolog-
ical changes. Deliberate change in topology is achieved by provision of remote con-
trollable switches. It is, therefore, of interest to learn about the motivation of deliberate
topological changes and components that provide these changes.
2.5.1 Remote Controllable Switches
Provision of remote controllable switches referred to as tie and sectionalizing switches is
made in distribution systems to provide alternative paths for the current to ﬂow in order
to serve the load. Thus, the main function of tie switches and sectionalizing switches
is to facilitate system reconﬁguration [39] under both normal and emergency operating
conditions.
Tie switches are normally open and sectionalizing switches are normally closed.
Reconﬁguration of distribution system can, thus, be obtained by altering the state of
these tie and sectionalizing switches as required.
Figure 2.5 shows an example distribution system with tie and sectionalizing switches
located throughout the system. Depending upon the size of network and number of such
switches, several alternative paths can be provided for serving the load.
2.5.2 Motivation for Reconﬁguration
The prime goal during the planning stage in a distribution system is to reduce construc-
tion costs, however, system losses and performance indices determine feasible econom-
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ical operation in the operating stage. Tie and sectionalizing switches provide means for
altering system topology under different conditions. The goal is to study the effects of
incorporating wind generation on system operations in presence of tie and sectionalizing
switches.
Inclusion of wind generation introduces complexity in these switching actions. In-
volvement of generating facility close to the load in form of wind generation may appear
to reduce the losses by eliminating the need for transmission over long distances, but
this is not always the case. Moreover, addition of wind generation, as in case of loss re-
duction, plausibly helps improve the voltage proﬁle, however, under certain conditions,
contrary is true [40]. The following are the motivations to alter the distribution system
topologies:
Under Normal Conditions
1. Loss Reduction: Minimization of losses is the most important constraint after
serving all of the load satisfactorily. Distribution system losses can be given by:
PLOSS = I2(Rcosθ +X sinθ) (2.4)
Losses depend upon the length of lines, types of conductors and load charac-
teristics. Higher losses translate to lower proﬁts for utility and hence, minimizing
losses becomes very important. When there are alternative paths available to sup-
ply the load, the path with the lowest should be chosen. Provision of remote
controllable switches can facilitate this.
2. Improvement of Voltage Proﬁle: Voltage drop along the feeder is usually given by:
VD= I(Rcosθ +X sinθ) (2.5)
Voltage support is usually provided by strategically placed capacitor banks.
Switching combinations can be helpful in improving voltage proﬁle by efﬁciently
supplying the load using the path with least voltage drop.
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Under Emergency Conditions
1. Fault Isolation: Under fault conditions, the faulty part of the system must be iso-
lated immediately from the healthy part of the system. In absence of redundancy,
this may mean disconnecting more number of customers then necessary. Section-
alizing switches allow minimization of the part of the system affected by a fault,
thus decreasing the number of customers interrupted.
2. Improvement of Reliability: Distribution system reliability is measured in terms of
various indices, System Average Interruption Duration Index (SAIDI) and System
Average Interruption Frequency Index (SAIFI) are two important indices. These
indices are given by [36]:
SAIDI =
∑riNi
NT
(2.6)
SAIFI =
Ni
NT
(2.7)
where,
Ni = Number of customers affected,
NT = Total number of customers served, and
ri = Restoration time for each fault.
By proper operation of tie and sectionalizing switches, number of affected
customers Ni under fault conditions can be reduced [41], thus improving the per-
formance indices. Performance indices also depend on other factors including
efﬁcient fault location algorithms, proper coordination of protection equipment
and rapid restoration techniques as well. Detailed discussion of these aspects,
however, is beyond the scope of this work.
The number of possible alternative paths increases with increasing number of switches.
Various optimization techniques [42] employing heuristic approaches [41], [43] have
been developed for sizable networks with a large number of switches. These promising
approaches, however, can be computationally expensive. For a smaller system, switch-
ing combinations under various system conditions can be simply enumerated for ease of
operation. The goal is to determine all possible topologies and their feasibility before-
hand in order to reduce the number of all possible topologies to ones that are actually
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feasible. Of course, the feasibility here is based on certain conditions, which will be
discussed in the next section.
It is only logical to enumerate the number of scenarios in smaller distribution sys-
tems, where number of possible combinations is not memory-expensive due to a smaller
number of DG. In order to accomplish this, ﬁrst step would be to deﬁne and apply
constraints: the set of constraints applied have to start with the unavoidable basic con-
straints. The switching combinations that do not fulﬁll these basic constraints can be
simply discarded. Further constraints can be applied to the remaining combinations for
optimal operation. Detailed discussion of the feasibility constraints is in Section 5.2.2.
2.5.3 Fault Location, Isolation, and Restoration
Knowledge of fault location expedites system reconﬁguration, hence, it becomes impor-
tant to list important contributions in this area. An algorithm has recently been devel-
oped that goes through the circuit to identify the locations that match the fault current
measured at the substation and then using a probabilistic modeling, also tries to predict
the location of the fault [44]. Method based on the bus impedance (Zbus) matrix, uses
measurements obtained at the substation for fault location in overhead distribution lines.
Two different types of approaches are developed for balanced and unbalanced non-radial
and radial systems [45].
Faults in underground distribution lines are harder to locate and restore. Numerical
modeling of incipient faults in underground systems using ﬁeld-recorded online voltage
and current measurements has also been proposed [46]. A fuzzy CE-Nets technique
has been developed and a new reasoning for fault diagnosis in distribution substations
is presented. The proposed approach claims to be capable of representing uncertain
knowledge and performing fuzzy reasoning through matrix based transformation [47] A
possible way of mitigating cascading failures in case of major black outs has also been
proposed for large systems. A new machine learning approach for protective relays
based on binary hypothesis testing, Support Vector Machines (SVMs), and communica-
tions between the protective relays and the Supervisory Control And Data Acquisition
(SCADA) has been developed [48].
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2.6 Summary
The aim of this chapter was to provide necessary background to the reader. The follow-
ing were discussed in detail here:
1. Importance of wind speed prediction at different time scales and techniques used
for prediction at these levels was discussed.
2. Power contained in wind and the amount of power extracted were discussed. The
theoretical limits on the amount of power extracted were noted.
3. Distribution system topologies were identiﬁed and classiﬁed in primary and sec-
ondary distribution systems.
4. Motivation and components responsible for distribution system reconﬁguration
were also discussed.
5. The content was concluded by a short discussion on state of the art fault location,
isolation, and restoration techniques.
Chapter 3
Prediction of Wind Speed
This chapter discusses the wind speed forecast techniques used and relevant simulations.
State-of-the-art mathematical models and techniques have been summarized in Chapter
2. The more complex NWP and time series models are more suitable for large scale
wind deployment, given the higher applicability and availability of resources. NWP
methods are computationally expensive and may be redundant in small distribution sys-
tems. The primary goal of forecast in smaller systems is to be able to anticipate the
amount of power generation from wind and operate the system more efﬁciently under
normal as well as emergency conditions.
The primary goal of this thesis is to identify and suggest suitable switching com-
binations under different levels of output from wind generation in a distribution system.
It should be emphasised that the goal here is not to make prediction of one particu-
lar wind speed. Rather it is our goal to calculate probabilities of each individual wind
speed for a given hour in a given season. The time-frame under scrutiny is of one
hour length. Knowledge of probabilities of different possible wind speeds, and thus,
the relevant power output, prepares the system operator for various possible scenarios
depending upon the anticipated output from the wind generation. In order to calculate
probabilities, two approaches were compared, namely: Parametric and Nonparametric
Probability calculations [14].
Figure 3.1 shows both the approach used for calculating probabilities of each wind
speed for the given location. Historical data for wind speeds is used in order to calculate
probabilities of each of the wind speeds observed in past.
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Approach: Use historical data and Probability density functions (PDF)
Parametric 
Statistics
Nonparametric 
Statistics
Calculate probability of desired range of 
wind speeds by integrating the obtained 
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plot or histogram
Historical Wind Speed Data
Divide the data into desired time-slots –
in this case 1 hour time-slots 
Normalize the histogram in order to 
obtain normalized frequency plot
Historical 
Data Analysis
Figure 3.1 – Wind Speed Prediction Methodology
The rest of this chapter begins with historical data analysis. The subsequent part ex-
plains how to calculate probability assuming a probability distribution for the given set
of data, followed by the part explaining the nonparametric approach to calculate proba-
bilities. Simulation results for both approaches are compared in the ﬁnal section of this
chapter.
3.1 Historical Data Analysis
In order to maintain the integrity of the intermittency of wind, real historical data [49]
is used. The data is from weather stations at Elizabeth City, NC. Alongside the purpose
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of a more accurate analysis of wind speeds, methodologies used here to calculate wind
speed probabilities are purely data-driven, hence, detailed historical data is the ﬁrst step
towards making predictions.
Figure 3.2 shows the division of the wind speed data used. Four years (from year
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Figure 3.2 – Total Data Points
2007 to year 2010) worth of historical data from Elizabeth City, NC is used. This
data has been made publicly available by the National Renewable Energy Laboratory
(NREL) [49]. The reason to choose this particular site is the vast availability of detailed
wind speed data. Data points are each a 5 minute average, collected over four years,
results in a total of 420768 data points.
As seen from Figure 3.3 this data is further divided into four seasons: Summer, Fall,
Winter, Spring. It is then divided into time frames of 1 hour each for 24 hours of a typi-
cal day in the given season. Each hour has 12 data points which are 5-minute average of
wind speed. Data points belonging to a particular hour of the day for a given season are
then condensed into bins of data, which consist of all of the wind speeds that occurred
during the particular hour of day in that particular season. The reason to divide annual
data into four parts according to seasons is to account for the seasonal changes in wind
speeds. The following is the summary of historical data analysis:
• Historical data is the basis for the analysis performed here. Given that both the
methods used are purely data-driven, calculation of probability is based on histor-
ical data.
• Simulating the wind speed data requires complex modeling, which is beyond the
scope of this work.
• Data is divided into seasons and then time-of-the-day bins.
• Data points are divided such that each bin represents a particular time of day for
a given season.
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Figure 3.3 – Data Resolution
3.1.1 Normalized Frequency Plots on Different Time-scales
After sorting the data points within time-frames speciﬁed in Figure 3.3, frequency of
occurrence plots of each wind speed in the said region are obtained.
Normalized Frequency =
Number of times a wind speed is observed
Total number of observations
(3.1)
Figure 3.4 shows what a normalized frequency of wind speed as the variable of in-
terest. This plot will also form basis for the nonparametric probability calculations. The
distribution of data points as seen from Figure 3.4 in the frequency plots already resem-
bles a Weibull density. The plots may also imply convergence of Maximum Likelihood
Estimation (MLE) assuming a Weibull density for the given data set. However, there are
two factors that heavily effect the visual and analytical proximity of the frequency plot
to an actual Weibull density. The following is the discussion of these factors:
1. Number of Data Points: It must be noted that the amount of data inﬂuences
the ﬁt of the curve. The higher the number of data points, the more accurately
the Probability Density Function (PDF) follows the frequency distribution of the
data.
The ﬁrst plot in Figure 3.5 shows the normalized frequency plot of a 5-minute
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Figure 3.4 – Normalized Frequency Plot of Wind Speed Data
average wind speeds for the time frame of 2:10AM to 2:15AM in Winter, 2009
(90 data points). The second plot in Figure 3.5 shows a plot for all the wind speeds
observed in year 2009 (105120 data points). This ﬁgure shows two extreme cases
demonstrating an effect of total number of points considered for a frequency plot.
It is evident that for a smaller number of data points, the frequency distribution
plot begins to lose its credibility. However, as the number of points increases, the
probability density ﬁts the data set better. This fact is also illustrated in the second
plot of Figure 3.5. For data analysis here the number of data points for each
time frame was around 4300 data points depending upon the number of days in a
particular season.
2. Bin Size of Frequency Plots: Bin size is the size of each bar on the frequency
plot. It is crucial to pick a suitable bin size in order to get the density curve to
follow the frequency plot adequately.
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Figure 3.5 – Comparison of Number of Data Points
Figure 3.6 – Comparison of Extreme Bin Sizes
Figure 3.6 shows the impact of bin size. It is clear that for a much smaller
step size of 0.1m/s on the top, data points are quite spread out. On the other hand,
having a large bin size of 2m/s also does not produce satisfactory results. The
default bin size chosen here is 0.5m/s (Figure 3.4), as it has satisfactory detail
and the PDFs also follow it rather well. The same bin size will be used later to
calculate probability from Cumulative Distribution Function (CDF) as well.
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3.2 Probabilities Using Parametric Statistic
Probability Density Functions (PDFs) are a reliable way of calculating probability of any
observed wind speed, and hence, the power output of wind generation, given a sufﬁcient
amount of historical data. Given a large amount of historical data, reverse-engineering
probability of a particular wind speed for a given time is of interest here. In order to
proceed with the probability calculation using the parametric approach, it is essential to
assume an underlying probability distribution for the variable under scrutiny. Weibull
probability distribution was chosen for the following reasons:
• Weibull probability distribution offers versatility and ﬂexibility that is helpful in
describing the intermittency of wind speeds [50], [51].
• Accurate estimation of parameters k and c for Weibull probability distribution is
easier compared to distributions such as Beta distribution.
• Wind speeds are known to follow Weibull density [17], [29], in some cases, prob-
ability distributions such as Rayleigh, which are simpliﬁed version of Weibull
density.
• It was found after detailed analysis that the given data set also conforms to Weibull
density, solidifying the assumption.
Cumulative Distribution Function (CDF)
A cumulative distribution function (CDF), Fx(X) of a random variable (RV) x, (wind
speed v, in this case) is nothing but probability Px of the RV x being less then a certain
value X . In our case, it is the probability of wind speed v being smaller then a certain
wind speed V is the CDF of wind speed. Mathematically,
Fv(V ) = P(v≤V ) (3.2)
From the deﬁnition in Equation (3.2), it is clear that the CDF has values between 0
and 1. Properties of CDFs make it possible to calculate probability of a random variable,
assuming a certaine probability distribution.
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Probability Density Function (PDF)
A Probability Density Function (PDF) of a random variable x, (wind speed v, in this
case) is the derivative of cumulative distribution function.
fv(V ) =
dFv(V )
dv
(3.3)
In other words, from the deﬁnition of derivatives, PDF at a particular point gives
the probability of a random variable being between two possible values. Since PDFs are
derivations of CDFs, the area under any PDF curve is always 1. This and other properties
discussed below will form basis for probability calculation of any wind speed.
Properties of PDFs and CDFs
CDFs and PDFs have the following properties that are useful in calculating the proba-
bility of a certain wind speed [14]:
1. Given the PDF of a RV, CDF can be obtained by integrating the PDF expression:
Fv(v) =
∫ v
−∞
fv(v)dv (3.4)
In case of Weibull probability densities, PDF fv(V ) is only valid for values
greater then zero, which is intuitive, as the RV in question here is wind speed.
Hence the expression in Equation (3.4) now becomes:
Fv(v) =
∫ v
0
fv(v)dv (3.5)
2. A useful property of CDF is:
Fv(v1)−Fv(v2) =
∫ v2
v1
fv(v)dv (3.6)
This property was utilized to calculate the probability of wind speed being
between two values v1 and v2. This step size v1−v1 will be important in deciding
the value of probability.
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3. From Equations (3.2) and (3.6) it is intuitive that:
Pv(v1 ≤ v≤ v2) = Fv(v1)−Fv(v2) (3.7)
The properties above need to be mathematically manipulated in order to calculate prob-
ability from raw data numbers. Sections below discuss the calculation of probability of
different wind speeds from historical data and relevant simulation results.
Characteristics of Weibull PDF
Wind speeds tend to follow Weibull probability density and mathematical expressions
for Weibull density are discussed below. Weibull density is given by:
fv(v) =
(
k
c
)(v
c
)k−1
exp[−
(v
c
)2
] (3.8)
where,
v = Wind velocity,
k = Shape parameter for Weibul density
c = Scale parameter for Weibull density
Figure 3.7 shows possible shapes of Weibull density for different values of k and c.
The following is the description of three important parameters in Weibull PDFs.
1. Shape Parameter k: Depending upon different values of k, the density takes on
various shapes as displayed in Figure 3.7. Values of k can simplify the Weibull
density into a simple exponential density or take on other shapes as shown in
Figure 3.7. It can also be referred to as the slope parameter, since essentially, it
also affects the slop of the probability plot (not to be confused with PDF plot)
2. Scale Parameter c: As evident from Firgure 3.7, parameter c is responsible for
the scale of the density. Increasing the value of c stretches the PDF farther out to
the right, while reducing its peak. Similarly, decreasing its value pushes the PDF
towards left, increasing the peak of it.
Prediction of Wind Speed 36
Figure 3.7 – Weibull PDF for different Values of k and c
3. Location Parameter: A location parameter can also be included in some cases,
which decides where on the horizontal axis the PDF is placed. This parameter,
however, is not relevant here and will not be considered.
In order to be able to calculate probabilities of various wind speeds using Equation (3.8)
discussed above, ﬁrst step is to obtain these expressions from historic data available.
Two parameters of interest in Weibull densities are k and c. The following section will
describe method used to calculate these parameters.
3.2.1 Calculation of k, c Parameters
When solving for the parameters of the Weibull density function ﬁtting the historical
data set, iterative techniques must be used. Maximum Likelihood Estimation (MLE) is
used to calculate parameters k and c from the data. Once the parameters are obtained,
probabilities of all wind speeds observed are calculated by integrating the PDF expres-
sion (see Equation (3.7)).
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Maximum Likelihood Estimation
Maximum Likelihood Estimation (MLE) is a popular technique used to obtain parame-
ters of a statistic model [14]. In MLE, an underlying probability distribution is assumed
for the given set of observations or data. From the given set of data, MLE calculates
parameters of underlying PDF such that the observed data has the highest probability of
occurring, given the parameters obtained.
Let x1,x2,x3, . . . be a set of data points. It starts by assuming a density f that the
given data set belongs to. Each probability density function has a set of parameters θ
for a set of given observations. The goal of MLE is to ﬁnd the parameters that describe
the data set. Since we assume the xi · · · to be independent RVs, the following can be
writen:
f (x1,x2,x3, . . . | θ) = f1(x1 | θ) f2(x2 | θ) · · · fn(xn | θ) (3.9)
In other words, it can be written as:
f (x1,x2,x3, . . . | θ) =
n
∏
i=1
f (xi | θ) =L (θ | xi) (3.10)
Equation (3.10) is called the Likelihood Function for an estimation. The goal is to
maximize this function in order to obtain the needed parameters. In order to ﬁnd the
maxima or minima of a function, ﬁrst step is to determine the derivative of the function,
which, in this case, is:
lnL (θ | xi) =
n
∑
i=1
f (xi | θ) (3.11)
Equation (3.11) is called the Log-likelihood Function for an estimation. This func-
tion equals zero at an extrema of the likelihood function. The solution for this equation
may not be linear and unique, or even exist. Iterative techniques have to be used in order
to come up with an answer.
Advantages
• Ease of use and interpretation makes MLE a preferred method.
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• Good asymptotic properties allow for a high probability (close to 1) for θMLE . In
other words, as number of data points n−→ ∞ probability becomes close to 1.
• It has a low variance when converged, in other words, has a low error in estimated
parameters.
• It is insensitive to re-parameterization. For example, if g(θMLE) is an estimate for
g(θ) for a function g, estimate for g(θ 2) will be g(θMLE2).
• When converged, it gives the best possible estimate of θMLE .
Disadvantages
• Existence and uniqueness are not guaranteed, i.e., the estimated parameter θMLE
may not be unique or may fail to exist.
• MLE is a point estimate and hence does not represent any uncertainties.
• Sometimes, over-ﬁtting of data may cause problems by assigning zero probability
to certain events.
Once the values of k and c are obtained, wind speed probabilities are calculated using
eqautions discussed in Section 3.2. Wind speeds at each point in time are considered to
be independent RVs, meaning that there is no correlation between each subsequent wind
speed, or, in other words, wind speed at any given point in time is not affected by speeds
in the past observations.
The assumption that wind speeds at each point in time are independent RVs, allows
for simplicity in calculating the parameters for Weibull density for each point of interest
in time. The wind speeds are assumed to be independent RVs at each point in time for
mathematical simplicity that MLE offers. Deﬁning the correlation between each points
is a rigorous analysis and is not a goal of the thesis.
Simulation Setup for Wind Speed Prediction
In order to calculate the probability of different wind speeds, the following steps were
taken:
Prediction of Wind Speed 39
1. Divide the Historical Wind Speed Data into Desired Time-frames: In this case,
the data is divided into four seasons. Each day in season is then divided into 24 1-
hour long time-slots, giving 12 data points for each hour and a total of 288 points
per day.
2. Obtain Normalized Frequency Plots of Data: Once the data is divided into desired
time-slots, a histogram of data points was made. This was then normalized using
the total number of data points.
3. Calculate Probability Using Weibull PDF: Assuming a weibull density, parame-
ters k and c of the density are estimated using Maximum Likelihood Estimation.
Predeﬁned functions in MATLAB was used for MLE. Using the parameters ob-
tained, PDF expressions for these parameters was obtained for each 1-hour slot.
This curve was then integrated around its peak to calculate the probability of most
likely wind speed
3.2.2 Simulation Results
Using Maximum Likelihood Estimation (MLE), the parameters k and c parameters best
ﬁtted to the data set were obtained. The following simulation results are obtained:
• Before the probability results, PDF curves obtained from different values of k and
c parameters are shown.
• Most probable wind speeds and relevant probabilities for all four seasons using
Weibull density are also shown.
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Figure 3.8 – PDF Curves Obtained from k and c Parameters
Figure 3.8 shows Weibull probability curves obtained from MLE for midnight. Data
from each hour of the day will generate Weibull density parameters to produce such a
plot. Refer to Table A.1 for values of k and c for each hour.
Calculation of Probability Using Weibull PDF
Once parameters of each time-slot are obtained from MLE, the PDF curve is integrated
around its peak for the chosen bin size, giving the most likely wind speeds.
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Most Likely Wind Speeds
Figure 3.9 – Wind Speeds with Highest Weibull Probability
Figure 3.9 shows wind speeds with highest probability for all 24 hours through out each
season. It is interesting to see that although the wind speeds follow a similar pattern,
there is a difference in speeds in all four seasons. It is also notable that wind speeds in
the geographic location under scrutiny tend to peak during the middle of the day.
Since the area under the PDF curve is 1, integrating the curve over a speciﬁc part of
the region gives probability of wind speed being between the two limits of the integration
(See Equation (3.6)). The more the of the area under the curve is covered, the higher the
probability of wind speeds falling in this bracket.
Wind speeds following Weibull densities are known to have only one peak. This
feature was utilized in determining the most likely wind speed. However, probability
distribution for wind speeds has a broad spectrum, which is the primary reason for even
the most likely wind speed to have a low probability.
3.3 Probabilities Using Nonparametric Statistics
Nonparametric statistics is the second method used to calculate the probabilities of var-
ious wind speeds. This method to calculate probabilities, as opposed to the parametric
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approach, is much simpler. The term nonparametric statistics can refer to the following:
• Distribution-Free Methods: Distribution-free methods assume no underlying as-
sumption about the probability is made. This means that the model in question is
entirely data driven.
• Nonparametric Mathematical Models: Nonparametric mathematical models in-
clude nonparametric regressions and nonparametric hierarchical processes such
as Dirichlet processes.
Pnonparam =
nhist
N
(3.12)
where,
nhist = Number of data points in a bar of histogram, and
N = Total number of data points
Nonparametric methods have the following advantages:
• simplicity and ease of interpretation for most of the applications, and
• more modiﬁable due to lack of parameters
Disadvantages include:
• They may be too general for several applications and lack the statistical power
that parametric methods have.
• Achieving the same results as parametric statistics can be exhaustive.
Histograms are the simplest form of nonparametric statistics. Equation (3.12) gives the
basic idea of a nonparametric method. This method is used to calculate probabilities of
each wind speed based upon the total number of occurrences.
Simulation Setup for Wind Speed Prediction
Various functions were written and MATLAB statistics toolbox was used to implement
some of the inbuilt functions. The nonparametric methodology described above is sim-
ulated in MATLAB and probabilities of various wind speeds are obtained. This section
discusses the simulation results obtained and comments on the factors affecting the sim-
ulation setup. In order to calculate the probability of different wind speeds, the following
steps were taken:
Prediction of Wind Speed 43
1. Divide the Historical Wind Speed Data into Desired Time-frames: Similar to the
parametric case. the data is divided into four seasons. Each day in each season is
then divided into 24 1-hour long time-slots, giving 12 data points for each hour
with a total of 288 points per day.
2. Obtain Normalized Frequency Plots of Data: Once the data is divided into desired
time-slots, a histogram of data-points was made. This was then normalized using
the total number of data points.
3. Calculate Probability Using Nonparametric PDF: No underlying probability dis-
tribution function is assumed. This approach is purely data driven. The probabil-
ities are calculated using the Equation 3.12
3.3.1 Simulation Results
As discussed earlier, nonparametric statistics is a data driven way of calculating prob-
ability of a certain event. For obtaining the most probable wind speed using this tech-
nique, Equation (3.12) is used. In the histogram plot, the bar with highest number of
probability has the highest probability of occurrence. This way of calculating probabil-
ity is simpler, however, the in-depth analysis of parameters may get more complicated
as earlier indicated.
Figure 3.10 – Wind Speeds with Highest Nonparametric Probability
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Figure 3.10 shows the most likely wind speeds calculated from nonparametric statis-
tics. It is easily observed that the change of most likely wind speeds throughout the day
is sharper then in ﬁgure 3.9. It is also observed that parametric approach produces more
conservative results.
3.4 Comparison of Probabilities Calculated
Plots discussed above give wind speeds and corresponding probabilities for each of the
two methods employed. It is of interest to compare the two methods used. This section
compares the results from both methods.
Figure 3.11 – Comparison of Calculated Probabilities for All Wind Speeds
Comparison of probabilities calculated by both the methods used above is made.
Plotted above in Figure 3.11 is the comparison for calculated probabilities of all the
wind speeds observed in a typical Fall day. The results indicate that both the methods
are quite comparable. It should also be noted here that results from parametric statistics
are more conservative as compared to the results from nonparametric statistics. Similar
results for the other three seasons were also obtained. It was observed that the results
for ther three seasons have a similar comparison. A table with all of the probabilities
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for each wind speed on a typical day in each season is given in the appendix (See Table
A.2).
3.5 Summary
The aim of this section was to cover the fundamental principles used to predict wind
speeds from historical data. This chapter covered the following:
1. CDF and PDF functions and their relevant properties were explained.
2. Historical data analysis for probability calculations was made.
3. Calculation of both parametric and nonparametric probabilities for various wind
speeds was carried out and results were compared.
Chapter 4
Estimating Wind Generation Capacity
Once the probabilities of various wind speeds are calculated, the next step is to calculate
the output of each wind turbine and include the probabilities in the results. Fundamental
equations of calculating wind power for a given wind turbine at a particular wind speed
have been discussed in Chapter 2. Using the probability calculated above along with
the power Equation (2.2), average power output over the next hour for a given turbine is
predicted.
The methodology employed to calculate probabilities of individual wind speeds is
explained in Chapter 3 along with simulation results. Probabilities obtained using both
parametric and nonparametric statistics are utilized to calculate average hourly power
prediction.
This chapter describes the method and assumptions used to calculate power output
from wind turbines used for the thesis. The probabilities calculated are then used as
weights to estimate the power output from wind generation. Figure 4.1 shows the steps
taken in order to estimate the power output from wind generation. Power output can be
calculated using Equation (2.2) discussed earlier in Chapter 2.
4.1 Turbine Power Output
Once the probability is obtained, the next step would be to calculate the power output.
Power output of wind turbine is of interest and wind speed is the key component. Figure
46
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Block  - 2
Goal: 
Approach:
Figure 4.1 – Estimating Wind Power Generation
4.2 shows an output curve of a wind turbine. The curve shown here differs for each
turbine depending upon their ratings and makes. Some important points in the curve
are:
• Cut-in Speed: VCI is the cut-in wind speed, the speed at which turbine starts
producing power. As the speed increases, the output of the turbine increases since
it is ideally proportional to the cube of wind speed.
• Rated Speed: VR is the rated wind speed, the speed at which the turbine produces
its rated power. Any further increase in speed does not change the power output.
• Cut-off Speed: VCO is the maximum speed at which the turbine can safely func-
tion. If the speed goes beyond this point, turbines are normally cut out of opera-
tion.
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Figure 4.2 – Output of a Wind turbine
Linear approximation can be given as:
PW,Linear(V ) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
0 (0 ≤VW ≤VCI)
Prated
(
VW −VCI
VR−VCI
)
(VCI ≤VW ≤VR)
Prated (VR ≤VW ≤VCO)
(4.1)
Cubic approximation is given by:
PW,Cubic(V ) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0 (0 ≤VW ≤VCI)
1
2ρ AVW
3CPηeq (VCI ≤VW ≤VR)
Prated (VR ≤VW ≤VCO)
(4.2)
where,
ηeq = Equivalent efﬁciency of mechanical and electrical energy conversions combined
The two approaches generally used to approximate power between VCI and VR are
linear and cubic (See Figure 4.2). Power output of turbine for each wind speed can
be calculated using either of the Equations (4.1) and (4.2). Cubic approximation for
the rising power curve between VCI and VCO are frequently made, since the mechanical
power produced is proportional to the cube of wind speed. However, in order to simplify,
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a number of researchers [29] use linear approximation. It is also evident from the curve
that power output for speeds below VCI and above VCO is zero. Rated power output
is only between rated speed VR and cut-off speed VCO. Equations (2.2) only gives the
mechanical torque produced by the wind turbine, efﬁciencies of components that follow
the turbine, i.e., gear boxes, drive train, rotor and converter all have a cumulative effect
on the electrical output of the wind turbine.
Adjustment of Speeds with Hub Heights
One concern with the available data is low wind speeds. However, it should be noted
that the change in wind speeds with varying hub height using Equation (4.3) Assuming
that the wind speeds measured are close to ground level, adjustments for a hub height of
65m, which is close to the average height for turbine ratings used, are made. Using the
adjusted speed, average power output for the next hour is predicted. Wind speed was
adjusted using:
VZ =Vi
(
Z
Zi
)α
(4.3)
where,
Z = Metering mast height,
Zi = Hub height,
VZ = Velocity at height Z,
Vi = Velocity at height Zi, and
α = Hellman’s coefﬁcient.
The Equation (4.3) gives adjusted wind speed to the corresponding hub height. For
the historical data used, it is assumed that the speed is a near-ground speed and change
in the wind speeds will be accounted for by using Equation (4.3).
4.2 Average Power Output Prediction
Average power output over the next hour is of interest here. Calculation of electrical
power output and inﬂuential factors have been discussed in the previous section. This
section aims at calculating predicted average power output of the wind turbine over an
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hour in a particular season.
Pavg =
1
n
n
∑
i=1
(PVi pi) (4.4)
where,
Pavg = Average power predicted over next hour,
n = total bins,
PVi = Power at wind speed V , and
pi = probability of wind speeds in bin i.
Equation (4.4) shows how average power output over the next hour can be predicted.
Power output at each wind speed occurred is calculated using parameters and equations
discussed above. For speeds 0−12m/s ground speed and increment of 0.5m/s for each
bin, a total of 25 bins are there. Parametric and nonparametric probabilities calculated in
Chapter 3 are used as weights applied to the corresponding power output at a particular
wind speeds. The result of this calculation gives average power output to be expected
for the next hour in a particular season.
4.3 Simulation Results
The goal is to calculate average power based on probabilities calculated in Chapter 3.
For this, ﬁrst, power output of the turbine parameters used in the distribution system
model is simulated. In order to calculate average power output, the following steps were
taken:
1. Adjustment of Wind Speed: Wind speed is adjusted for hub height using Equation
(4.3)
2. Power Output: Power output is calculated using Equation (2.2)
3. Average Power Calculation: Average power is calculated using Equation (4.4)
Simulated Power Curve
The adjustments stated above were used for the wind speeds observed in the geographic
region under scrutiny.
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Figure 4.3 – Simulated Output of the Wind turbine
Power output using a cubic approximation (See Equation (4.2)) was simulated for the
1.5MW turbines used in test case developed in Chapter 5. The simulated power curve
is shown in Figure 4.3. The height of the measurement mast is taken to be 10m [52]. A
hub height of 65m is assumed for adjustment of wind speed in accordance with height.
The parameters used for calculation of power output of a 1.5MW turbine are given in
Table A.3. A similar output curve is obtained for a 1.5MW turbine using the in-built
DFIG model in MATLAB.
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Figure 4.4 – Output of a Wind turbine from In-built MATLAB DFIG Block
Figure 4.4 shows the output of the in-built wind turbine model in MATLAB Sim-
powersystems. Wind speed is slowly increased from 0 to VCO of 30m/s at the rate of
0.01m/s over a period of 10 minutes. It can be observed that the turbine output has a
small transient in the beginning, which is due to in-built simulation parameters. The
output remains zero until the cut-in speed VCI is exceeded. It should be noted that the
output never reaches full 1.5MW and stays at a slightly lower point. This is not the case
in practice, as full nameplate capacity can be achieved for ambient conditions. It should
also be noted that the transition of output from below rated to rated is not smooth.
Predicted Average Power Outputs
Based on the probability calculations of Chapter 3 (See Figures 3.9 and 3.10), it is found
that the probability distribution of wind speeds is very wide. Even the maximum proba-
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Figure 4.5 – Predicted Average Hourly Output of the Wind Turbine - Weibull Probability
bilities on the curve range between 0.14 to 0.2 (See Figure 3.11). This goes on to show
that there is no dominant probability. In order to incorporate these probabilities into the
power output of wind generation at different wind speeds, probabilities of each wind
speed are used as weights to relevant power output at that speed. Taking an weighted
average of the output gives a more useful perspective for long-term planning, especially,
when analyzing the potential of a particular site for wind generation.
Using Equation (4.4), average hourly output for each season is predicted. Figure 4.5
shows the results of anticipated average power outputs from wind turbines in the given
geographic location.
Figures 4.5 and 4.6 show the calculated power outputs for 1.5MW turbine model
with parameters discussed in Table A.3.
The probabilities used here are Weibull probabilities calculated earlier in Chapter 3.
It is easily seen that the maximum average output is about 0.65MW. This is because, for
the given geographic location, higher wind speeds have much lower probabilities. Since
probabilities are the weights used here, the average output is still small.
Figure 4.6 shows a similar results for nonparametric probability, also calculated ear-
lier in Chapter 3. An interesting observation about the results is that the results obtained
from parametric probability calculation are more conservative compared to the results
from nonparametric probability. In other words, nonparametric probability predicts a
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Figure 4.6 – Predicted Average Hourly Output of the Wind Turbine - Nonparametric
Probability
much higher average power output for the same speeds in comparison to parametric
probability.
4.4 Summary
In this chapter, electrical output of the 1.5MW turbines used in simulations later was
obtained. Probabilities were, then, applied as weights to this calculated power outputs
to predict power output for the next hour. Two sets of probabilities, calculated using
parametric and nonparametric methods, were then used to calculate predicted average
power output for any hour of the day. To conclude, the following was accomplished in
this chapter:
1. Power output of 1.5MW turbines that are be used in test system in Chapter 5 was
calculated.
2. Calculated probabilities (Chapter 3) into calculation of anticipated power output
for each hour in each season were incorporated in average power output calcula-
tion.
Chapter 5
Enumeration of Switching
Combinations
The goal of this chapter is to enumerate feasible switching combinations and incorpo-
rate the wind speed probabilities calculated in Chapter 3. Identiﬁcation of a suitable
switching combination for different operating scenarios is desired. A test distribution
system with 29 nodes, two wind generation facilities and 8 remote controllable switches
is designed. All possible switching topologies are assessed in order to reconﬁgure the
network under different operating conditions. Basic feasibility constraints are deﬁned
to identify feasible network topologies and reject those that are unfeasible in advance,
with an aim of reducing computational effort. Scenarios where wind generation directly
affects the test system are also analyzed.
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Block – 3
Goal: Come up with ideal switching topology for network
Approach: Determine and test feasible switching combinations for both normal and 
emergency conditions. Apply calculated probabilities to test scenarios
Obtain:
System topology 
Location and status of all the switches in the 
network
Probabilities of various Wind speeds for each
hour
List All Possible Switching Combinations
Constrains under 
Normal Operating 
Conditions
Constrains under 
Emergency Operating 
Conditions
Define feasibility constrains
Eliminate unfeasible combinations
Enumerate feasible combinations
Calculate probabilities of all wind speeds 
Choose appropriate switching action under 
various conditions
Apply calculated probabilities to relevant 
switching actions
Figure 5.1 – Enumeration of Switching Combinations
Probabilities calculated in Chapter 3 are applied to the wind generation in the sys-
tem. The probabilities are then linked with capacity provided by wind generation under
various situations where the system experiences loss of generation on the grid side.
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Figure 5.2 – Base Case with Wind DG
5.1 Test System Description
In order to better illustrate the deﬁnition of feasible switching combinations and inclu-
sion of probabilities in various conditions, the system topology used for this thesis is
discussed here. Figure 5.2 shows the topology of the test system. The basic system
consists of 29 nodes and three-feeder. Two wind farms, one of 18MW and he other
of 9MW, are also present in the system. Together their total capacity adds up to 40%
of total system load. Provision of alternative paths for serving loads is made by 8 re-
mote controlled switches in the system. In the default topology shown in the system, 4
switches are tie switches and 4 switches are sectionalizing switches (See Section 2.5.1
for deﬁnition).
In the subsequent sections, total possible switching combinations will be discussed
followed by deﬁnition and application of feasibility constraints under both normal and
emergency conditions. The chapter will conclude with simulation results.
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5.2 Switching Combinations
Basic concepts of distribution system reconﬁguration have already been discussed in
Chapter 2. For a given system topology, the goal here is to list all possible switch-
ing combinations and identify feasible ones. First, it is useful to state how all of the
combinations are deﬁned for a given topology.
5.2.1 Possible Switching Combinations
Let a network consist of a total of n tie and sectionalizing switches. Each of these
switches can be assigned two states: 0 for a tie switch (Normally Open switch) and 1 for
a sectionalizing switch (Normally Closed switch). Assuming all of the switches in the
network are capable of taking either state 0 or state 1, a total of 2n possible combinations
(accounting for repetition and order of 0’s and 1’s) exist. Let this number be C, then:
C = 2n
It should be noted that the number of combinations C = 2n includes repetitions and
order is important, since switching topologies are of interest. However, for the sake of
simplicity, if combinations without taking order into account are considered, the number
is much smaller and becomes n+(2−1). It is also evident that not all of these topolo-
gies are actually feasible. Feasibility of a combination is deﬁned by fulﬁlling the basic
system constraint discussed in the next section. Mathematically,
Cfeas =C−Cnon f eas
where,
Cfeas = Feasible switching combinations, and
Cnon f eas = Non-feasible switching combination.
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5.2.2 Feasible Switching Combinations
It is desired to identify feasible switching combinations out of all possible combinations.
For example, if the objective was to have minimum losses, system losses would be zero
if all of the generators are disconnected by switching action. However, this is not a
feasible solution, as no load will be served. As a result, a number of constraints must
be applied in order for a switching combination to be feasible. The following section
discuses the constraints.
Constraints Under Normal Operating Conditions
Normal operating condition is taken here as a healthy and fault-free state of the system.
1. All load must be served. This must be the main constraint under normal operating
conditions. Under emergency conditions, however, unserved load must be at its
minimum.
2. Voltages must be within allowable limit at the load.
Vmin ≤Vload ≤Vmax
The voltage at consumption point must be between its minimum and maxi-
mum allowable limits. In distribution systems, the allowable voltage should be
between 95% and 105% of nominal voltage.
3. Network must be maintained radial. Typically distribution feeders have radial
topology. Another reason is that the existing protection coordination is mostly
designed for radial networks.
4. Wind generation must be connected to at least one of the substations at all times.
A DFIG model is used, which needs grid voltage support and is incapable of
stand-alone operation.
Constraints Under Emergency Operating Conditions
1. Fault must be located and isolated as soon as it is detected. Once the fault has been
isolated, reducing the number of customers can be a secondary goal. Isolating the
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fault to a point where least number of customers are affected, can be obtained by
proper operation of the remote controllable switches.
2. In an attempt to reduce the number of affected customers, the limits of the compo-
nents such as feeder capacity, thermal limits of lines and distribution transform-
ers in the system must be considered. Overloading any of them for an extended
period of time, while the system recovers from a fault, can lead to catastrophic
breakdown of the entire system.
3. If the fault is in a circuit associated with wind generation, wind generation must
be immediately disconnected from the system. On top of the fact that the model
used here for simulations needs grid voltage support, the wind farms connected to
the system under fault conditions may feed the fault making it severe. For these
reasons, in the event of a fault on the connected systems, wind farms must be
removed from operation.
4. Constraints of a radial topology and voltage limit 5.2.3 still exist for the healthy
part of the system.
Under emergency conditions, it is normal utility practice to disconnect the wind tur-
bines. This does not necessarily mean that they cannot operate on stand alone. Also,
the constraint of a continuous grid support to wind turbine applied is restricted to the in-
built MATLAB model used. Once the constraints listed above are satisﬁed, further
constraints can be applied for optimal systems operation. For example, under normal
conditions, more than one feasible combinations may exist. A further constraint of min-
imum loss can be applied to choose the best option out of the available combinations.
5.2.3 Applying the Constraints
For the test system under scrutiny, the number of total possible combinations is C = 28,
giving 256 possible switching combinations. Not accounting for repetition or order,
this number is 8+(2− 1) = 9. It must be noted that the purpose of mentioning these
9 combinations is for computational ease. The order of combinations here is extremely
important since the network topology is of interest.
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To computationally apply the constraints discussed in Section 5.2.2, topology detec-
tion algorithms such as those in graph theory can be employed. For this small network,
however, no such algorithms were applied and combinations were tested with brute
force. By simple visual inspection of the test system (See Figure 5.2), it can be noted
that:
• Combinations with all zeroes and all ones can be easily eliminated: all zeroes for
not serving all of the load and all ones for encountering the loops.
• Similarly, the sets of combinations which have seven 0’s and a 1, or seven 1’s
and a 0 can also be removed for the same reason, eliminating 2+2×
(
8!
1!
)
= 18
combinations.
• Another reduction, for the same reason as above, comes from the combinations
that have two 1’s and six 0’s and vice-versa. This is a large reduction that accounts
for a total of 2×
(
8!
2!
)
= 144
• Further eliminations were be made in similar way resulting in a total of 5 combi-
nations with wind generation and 3 more without one or both wind farms-1 and 2.
However, we are not interested in the combinations that do not have wind farms
incorporated and hence the 3 combinations without wind can be disregarded. So,
the resultant number of possible combinations is 5+1 Default = 6 combinations in
total.
• Thus, out of the remaining 94 combination from a total of 256 combinations for
the test system, only 6 work under normal conditions.
All 6 of the feasible combinations thus derived are listed in Figure 5.3. The arrows
indicate the direction of currents. Switches that are highlighted are closed and those
that aren’t are open. It should be noted that the combination with no wind generation is
still a feasible combination. However, the combinations that include wind turbines not
generating are of lesser interest given the theme of this work.
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Feasible Switching Combinations Under Normal Conditions
1
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Feasible Combination Non-feasible Combination
Not Served!
Figure 5.4 – Feasible vs. Non-feasible Switching Combination - Normal Conditions
Figure 5.4 shows a feasible and a non-feasible switching combination under normal
operating condition. The feasible combination on the left satisﬁes all of the constraints
listed in section 5.2.2: All of the load is served within the allowable voltage limits and
network remains radial. The one on the right, however, is not a feasible combination
since:
1. Customers on the circled area are unnecessarily not served.
2. The middle section of feeder 2 is fed by both feeder 2 and feeder 3, causing a
two-way current and potential malfunction.
As indicated earlier, all of the possible combinations were tried for this small system
using a brute-force method. This may be highly impractical for larger systems and may
require more sophisticated computational algorithms. Potential implementation of the
algorithms can be a combination of loop-detection techniques and sub-dividing a large
network into smaller parts.
Feasible Switching Combinations Under Emergency Conditions
Deﬁnition of an emergency condition here is taken as a permanent fault at any of the
system components. Common types of faults are three-phase to ground, single phase to
ground, phase to phase, two phase to ground and so on.
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Figure 5.5 – Feasible vs. Non-feasible Switching Combination - Emergency Conditions
Figure 5.5 shows a fault near wind farm-1 and an example of a feasible and a non-
feasible switching combination. The combination on the left is feasible because all of
the constraints listed in section are satisﬁed along with minimum number of customers
being affected. The combination on the right is not feasible because:
1. Wind farm has not been disconnected and may possibly be feeding into the fault.
2. Customers on the circled area are unnecessarily not served.
Under emergency conditions in the test system here, the following should be noted:
• Considering each of the node, the associated line section, three feeder heads and
two wind farms, disregarding the remote controllable switches, the total number
of system components is 34.
• Consider four types of faults listed above at each of these 34 components for four
types of faults, one fault at a time. The number of possible faults is 34×4 = 132.
• Further, for example, if two simultaneous faults at two locations were to be con-
sidered, total possible number of such combinations is 34×33 = 1122.
• Including the 8 remote controllable switches with two states each, even for the 6
feasible combinations discussed earlier, the total number of possibilities would be
(34×4)6 possible combinations.
This discussion gives the perspective of the depth of analysis required for emergency
operating conditions. Hence, it must be emphasised that enumerating all of the feasible
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scenarios under all types of faults requires further detailed analysis and is considered
beyond the scope of this thesis. However, in events of faults that cause loss of gener-
ation from the grid side, availability of wind generation becomes useful. Three such
emergency conditions are considered. Feasibile switching topologies for each of the
situation will be discussed in this section. The following is the discussion of switching
topologies for the emergency scenarios considered for this thesis:
1. Generation at feeder-1 experiences outage: Figure 5.6 shows two possible
switching combinations in case of a complete loss of generation at DS-1. In the
combination on the left side, it has been assumed that the wind farm is producing
at its rated capacity. The grid support(See Figure A.7)bis provided by operating
tie switch 3 (See Figure 5.2). Since the wind farm is producing at its rated capac-
ity, it can take on all of the load for DS-1 for the test system A.7.
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Figure 5.6 – Feasible Switching Combinations In case of an Outage at Feeder DS-1
The combination on the right side shows a situation where the wind farm is
producing less then 50%. Depending upon the status of the switch 3, the circled
area may or may not be served. Even so, by opening the sectionalizing switch 1,
some of the load on the feeder can be provided. In this case, however, some of the
load on the left side of switch 1 can go unserved.
2. Generation at feeder-2 experiences outage: Figure 5.7 shows two possible
switching combinations in case of a complete loss of generation at DS-2. There
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Figure 5.7 – Feasible Switching Combinations In case of an Outage at Feeder DS-2
are no wind farms directly connected to DS-2, but it can still be indirectly con-
nected to both the wind farms by operating tie switches 3 and 5 (See Figure 5.2).
In this case, in order to avoid any loops, sectionalizing switch 4 must be operated
as well. In an event of full output from wind farms, as shown in combination on
the left side, half of the load on the right of switch 4 can be easily supplied by
Wind farm-1. Other half can be supplied by wind farm-2 and some capacity from
DS-3.
The combination on the right shows a situation when there is little or no output
from both the turbines. Here also, depending upon the status of the switches 2 and
6, the circled area may or may not be served. In this case, the switching combi-
nations are maintained the same, however, since DS-2 has the highest amount of
load connected to it (See Table A.7), in an event of no or little output from wind
farms, loads on the middle of the feeder (Loads on nodes 13 to 18) may not be
served.
3. Generation at feeder-3 experiences outage: Figure 5.8 shows two possible
switching combinations in case of a complete loss of generation at DS-3. Wind
farm-2 gets direct grid support from Feeder DS-3. In an event of loss of generation
on DS-3, wind farm-2 is at a risk of losing grid support and being disconnected.
However, this is prevented by operating tie switches 3 (See Figure 5.2) and 6.
However in order to avoid a loop with DS-1, the sectionalizing switch 1 also must
be operated, as shown in the combination on the left side.
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Figure 5.8 – Feasible Switching Combinations In case of an Outage at Feeder DS-3
In an event of a lower or no output from the wind farms, as shown on the right
side, load can be served by changing the status of switch 3 (opening the tie switch
3 that was closed earlier). Similar to the two cases above, the status of switch 7
will decide whether the load in the circled area is served or not. However, since
DS-3 still has a large amount of load connected to it some of the load may be
unserved in either case.
After enumerating the feasible switching combinations for all of the switching com-
binations discussed above (for both normal and emergency operations), probability of
power output from wind farms will be assessed using the technique developed in Chap-
ter 3. Combinations listed here are simulated in the test model. The detailed results are
discussed in a latter section.
5.3 System Setup
The constraints above along with the predicted power output are applied to a small test
system with 29 load-points and 8 switches (including both tie and sectionalizing). The
following assumptions were made for the test system in base case:
• The primary network is a 25kV three-phase network with three feeders. There are
three feeder-heads that act as generating buses for the load ﬂow.
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• The distribution substation transformers operate at 75% of their nominal capacity,
in other words, they have 25% excess capacity in case of an overload. This is
generally an adequate capacity as it also avoids heating of the transformers under
full-load conditions and thus helps avoid premature equipment failure.
• The work focuses on an hourly time frame and so, for the duration under consid-
eration, loads are considered constant.
Details on the simulation setup and each component and the parameters used are dis-
cussed in Appendix A. A very important part of the simulation in MATLAB is the mon-
itoring and protection blocks for both the wind farms, which are discussed in Appendix
A.8.
5.3.1 Required Data
In order to determine various switching combinations, it is assumed that the following
are known:
1. Current distribution system topology
2. Total number of switches
3. Location and status of the switches
4. Existing system capacity
5. Predicted average output of wind turbines
6. Fault location under fault conditions
The monitoring system simulated for each wind farms monitors the following 7 key
parameters in the order that they appear in the simulation results:
1. Positive sequence voltage
2. Positive sequence current
3. Average real power, P
4. Average reactive power, Q
5. Rotor speed
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6. Pitch angle of the blades
7. Wind speed
5.4 Simulation Results
As the Figure 5.2 shows, there are a total of eight tie switches in this network: four
normally open or tie, and four normally closed or sectionalizing. The topology shown
in Figure 5.2 is the default topology of the network.
The ﬁrst set of simulations displays the outputs from the test system simulated in
MATLAB under normal conditions. Later, the concepts used in Chapter 3 are used to
calculate the following probabilities:
1. Probability that the wind turbines will produce below rated output
2. Probability that the wind turbines will produce at rated output
3. Probability that the wind turbines will not produce any output
Next section will focus on emergency conditions that affect the grid side generation.
It is of interest to calculate the probabilities of wind being able to supply some or all of
the load in case of a loss of generation from the grid side. The scenarios considered and
suitable topologies are discussed in Section 5.2.3. After simulating the scenarios in the
MATLAB test system A.4, probability of support from wind in each of the scenario is
calculated. The following probabilities are then calculated:
1. Probability that wind generation will provide no output
2. Probability that wind generation will provide partial output
3. Probability that wind generation will provide rated output
It must be kept in mind that the wind speed data used is for a speciﬁc geographical
location (Elizabeth City, NC) and hence should not be considered as a generalized result.
The probabilities calculated will depend upon the data set for the location under scrutiny.
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5.4.1 Normal Operating Conditions
Under normal conditions, serving all of the load is the most important requirement. The
rest of this section shows the results obtained from the test system (See Figure 5.2)
recreated in MATLAB (See Section A.5). The following is the list of important steps:
• The wind farms in the test system are fed with wind speeds between cut-in (VCI)
and rated wind speed (VR), rated wind speed (VR) and between rated wind speed
(VR) and cut-off wind speed (VCO).
• The voltage of the turbine model in MATLAB is kept constant 1pu for this case.
• Both the wind farms-1 and 2 have grid support from feeders DS-1 and DS-3,
respectively.
• The results shown here are only for wind farm-1, results obtained for wind farm-2
are similar.
• Probabilities of each of the three scenarios will be calculated based on Chapter 3.
1. VCI ≤V ≤VR: Wind farms 1 and 2 are fed with a wind speed of 6m/s between the
cut-in speed and the rated speed. The speed is kept constant at 6m/s.
Figure 5.9 shows the output of the wind farm-1. It can be noted that when
the wind speed is below the rated wind speed, the output is very small. It only
produces about 1.4MW (accrding to analytical computations it should be around
1.71MW) out of its total capacity of 18MW. No pitch angle control is needed at
this point and the pitch angle remains zero.
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Figure 5.9 – Wind Farm-1 Output at V = 6m/s
2. V = VR: Wind farms-1 and 2 are fed with a wind speed of 14m/s, which is the
rated speed for the turbine model. The speed is slowly increased from 6m/s to
14m/s at a rate of 0.1m/s2.
Figure 5.10 shows the output of wind farm-1 at rated wind speed. As seen
from the ﬁgure, the output is the rated output of almost 18MW. At this point, the
pitch angle control of the wind turbine model slowly starts to kick-in, resulting in
slight movement of 1◦.
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Figure 5.10 – Wind Farm-1 Output at V = 14m/s
3. VR ≤V ≤VCO: Wind farms-1 and 2 are fed with a wind speed of 22m/s between
the rated speed and the cut-off speed. The speed is increased at the same rate of
0.1m/s2 from 6m/s to 22m/s.
Figure 5.11 shows the output of the wind farm-1 at a speed of 22m/s, which is
much above the rated speed of the wind turbine, but not close to cut-off speed yet.
It can be noted that the output is still the rated output. The pitch angle control,
however, starts increasing signiﬁcantly, increasing almost up to 20◦.
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Figure 5.11 – Wind Farm-1 Output at V = 22m/s
In case 1, for very low outputs from wind turbines, default switching combination is the
best, since the total load at both the feeders is much more than the output from wind
generation. Feeders DS1 and DS3 have total loads of 15MW and 22.5MW respectively
and when the turbines are producing less then 10% (1.4MW and 0.17MW)of the total
load, the default condition where all of the load is supplied by the grid is preferred.
However, once the wind farms start producing about 50% of the total power (wind farm-
1 produces around 9MW and wind farm-2 about 4.5MW), switching combinations 3 and
5 (See Figure 5.3) can be used under normal operating conditions.
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In cases 2 and 3, assuming a uniform speed over the region, wind farm-1 is producing
close to 18MW and wind farm-2 is producing 9MW. A better switching combination for
these cases is combination 3 (See Figure 5.3). In this case, the wind farm-1 is supplying
half of feeder DS-1 and the left over is being used to support DS-2.
Next section will calculate the probabilities of each of the three scenarios. The
scenario where output will be zero is also covered. It should be noted that in an event of
zero output from wind turbines, default combination (See Figure 5.3) should be used.
Probabilities of Different Outputs
It is of interest to know the probability of each of the above scenarios. The most im-
portant factor in the three scenarios is the wind speed. Probabilities of individual wind
speeds for each hour have already been calculated (See Chapter 3). Based on the prob-
abilities of the individual wind speeds, it is possible to calculate the probabilities of
different levels of outputs from the wind farms.
Figure 5.12 – Wind Speed Probabilities and Relevant Output
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Table 5.1
Cumulative Weibull Probabilities
Scenario Spring Summer Fall Winter Output
Below cut-in 0.393574 0.630765 0.570638 0.416845 0MW
Between cut-in and rated 0.544834 0.358901 0.396134 0.519203 0-1.5MW
Between rated and cut-off 0.061275 0.009931 0.032302 0.063398 1.5MW
Above cut-off 0.000223 0.000005 0.000207 0.000379 0MW
Table 5.2
Cumulative Nonparametric Probabilities
Scenario Spring Summer Fall Winter Output
Below cut-in 0.3791 0.6087 0.5454 0.4174 0MW
Between cut-in and rated 0.5781 0.3883 0.4247 0.523 0-1.5MW
Between rated and cut-off 0.0418 0.003 0.0298 0.0596 1.5MW
Above cut-off 0.0009 0 0 0 0MW
Figure 5.12 shows the Weibull probabilities calculated for an hour chosen randomly
(mid-night to 1:00AM) on a typical spring day. The output curve of one of the 1.5MW
turbines used for simulation is overlapped on the probability curve for a better perspec-
tive. It should be noted that the wind speeds on the output curve have already been
adjusted for the hub height (See Equation (4.3)) of the wind turbine.
Tables 5.1 and 5.2 show Parametric (Weibull in this case) probabilities and non-
paramtric probabilities calculated for the same hour of the day for each season. The
methodology to do this has already been described in Chapter 3. The following is easily
observed:
• There is signiﬁcant difference in probabilities of different season. Probability of
any output being the lowest in Summer for both parametric and nonparametric
approaches.
• For the data set of wind speeds under scrutiny, it is observed that the probability
of rated output is very low, making this wind site less desirable.
• It should also be noted that since the nonparametric calculation only focuses on
the data set, it has assigned zero probability to many speeds above the cut-off,
which may not be the real case.
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• The Weibull probabilities are more conservative compared to the nonparametric
probabilities.
• As for the Weibull probability, since it follows a Weibull density, even the speeds
beyond cut-off have been assigned a small probability.
Probabilities thus calculated can be used to anticipate the probabilities of power outputs
of different level for any given location.
5.4.2 Emergency Conditions
The most important thing under emergency operating condition to isolate the fault ﬁrst.
As indicated earlier, considering all of the possible combinations of various types of
faults at different locations in the test system is beyond the scope of the thesis. How-
ever, the three main emergency conditions that wind generation directly affects are con-
sidered. The purpose of the following results is to show the load ﬂow results in both
high and low outputs from the wind farms in the scenarios discussed in Section 5.2.3.
Note that the switches with ‘?’ are considered to be 1 in the following simulation results.
Outage at Feeder DS-1 Supply:
The wind farm connected to Feeder DS-1 is Wind farm-1, with a capacity of 18MW.
Generation outage at DS-1 also means that the grid support A.7 for wind farm-1 is lost.
However, in this case, the wind farm can still have grid support by enabling the tie
switch 3 (See Figure 5.2). Total load on DS-1 is 15MW, that means that wind farm-1
can supply all of it, given it is producing its rated output. In case of a lower output of
50% from the wind farm, 60% of the load on DS-1 can still be provided.
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Figure 5.13 – DS-1 Outage: Full Output from Wind Farms-1 and 2
Figure 5.13 shows the result for the combination on the left side of Figure 5.6. It
is clear that in an event when the wind farm-1 is producing anywhere above 75% of
its capacity (wind speeds of 5m/s and above on ground), the wind farm-1 is capable of
supplying all of the load on DS-1. In this case, the grid support is provided by DS-2 via
switch 3. Note that the total load on feeder DS-3 is 22.5MW but since the wind farm-2
is also producing at its rated capacity, DS-2 only has to supply the remainder.
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Figure 5.14 – DS-1 Outage: Low Output from Wind Farms-1 and 2
Figure 5.14 shows an output in case of low wind speeds (≤ 3m/s on the ground).
The speed considered here is 2.3m/s on ground (about 6m/s at the hub). In this case, the
switching topology shown on the right side of Figure 5.6 is used. This is still a valid
topology. However, it must be noted that the power drawn from DS-2 in this case is
almost 40MW, which is about 10MW more then its total load. In practice, the feeder
may not have this much excess capacity and it is evident that some of the load in this
case would have to be curtailed.
Outage at Feeder DS-2 Supply:
There is no wind farm directly connected to feeder DS-2, however, both wind farms-1
and 2 can be connected to DS-2 indirectly by operation of the tie switches 3 and 5. Keep-
ing in mind that the network must remain radial, sectionalizing switch 4 must be opened
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(See Figure 5.3). DS-2 has a total of 30MW connected to it. This is more then the to-
tal capacity of both the wind farms-1 and 2 combined, which is 18MW+9MW=27MW.
Evidently, the probability that all of the load on DS-2 be supplied by wind generation
is zero. However, the indirect connection to wind farms-1 and 2 does mean that in an
event of rated output from the wind farms, 90% of the load on DS-2 can be supplied by
wind.
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Figure 5.15 – DS-2 Outage: Full Output from Wind Farms-1 and 2
As indicated in the paragraph above, there is no way that 100% of load on the DS-
2 feeder can be supplied by wind generation. However, Figure 5.15 shows a scenario
when both the wind farms in the system are operating at their rated capacity. In this
case, the deﬁcit is supplied by the two feeders DS-1 and DS-3.
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Figure 5.16 – DS-2 Outage: Low Output from Wind Farms-1 and 2
Figure 5.16 shows a scenario when the output from the wind farms is very low
(same 6m/s as above). It is seen that the power drawn from feeders DS-1 and DS-3 is
extremely high (35MW and 26MW respectively). The reason for choosing the same
network topology as that used on the left side of the Figure 5.7 is that for any other
combinations, loops will be introduced in the topology. This goes on to show that in
case of a lower output from the wind farms, some of the load will remain unserved, if a
large capacity on feeders DS-1 and DS-3 is not available.
Outage at Feeder DS-3 Supply:
Wind farm-2 with a rated capacity of 9MW is connected to DS-3, which has 22.5MW of
load. In case of failure of generation at this bus, wind farm-1 by itself is insufﬁcient. In
this case, an attempt to use the output from wind farm-1 can be made by operation of tie
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switches 3 and 6. In an event of rated output from the wind farms, 90% of the load on
the left side of switch 7 (See Figures 5.2 and 5.8) can be supplied by wind generation at
wind farm-2. Output from wind farm-1 can support almost 100% the load on right side
of switch 7. In case of an output lower then 50%, for the same switching combination,
the load on the left side of switch 7 may remain unserved.
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Figure 5.17 – DS-3 Outage: Full Output from Wind Farms-1 and 2
Figure 5.15 shows the topology used on the left side of the Figure 5.8. In this case,
the wind farm-2 supplies all of its 9MW to DS-3 load. The grid support is provided by
DS-2 with switch 6. Wind farm-1 is capable of supplying the 7MW on the right side of
the switch 1. The remainder of its output(10MW) is indirectly fed to the load on DS-3.
In addition to the output from wind farms-1 and 2(10MW+9MW), the feeder DS-2 has
to supply the remaining 3.5MW of load on DS-3.
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Figure 5.18 – DS-3 Outage: Low Output from Wind Farms-1 and 2
Figure 5.18 shows the topology on the right side of Figure 5.8. In this case, the
wind farms are not producing any signiﬁcant output and as a result, the feeder DS-2 has
to be overloaded to almost twice its capacity in order to provide the load on DS-3. In
summary, the following should be recognized for the results discussed above:
• When wind turbines are producing at their maximum, they can provide for feeders
DS-1 and DS-3.
• In case of a low output, the other two feeders in all three cases have to be heavily
loaded. This may not be feasible in practice and hence the right sides of each of
the Figures 5.6, 5.7, and 5.8 show that some of the load may be unserved in an
event of low output from the wind farms combined with a small excess capacity
of each of the healthy feeders.
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Table 5.3
Cumulative Weibull Probabilities for Loss of Generation in Each Feeder
Feeder Total Load
% Load
Supplied
by Wind
Load in
MW
Weibull Probabilities
Spring Summer Fall Winter
DS-1 15MW
0% 0 0.3938 0.6308 0.5708 0.4172
< 50% <7.5 0.34659 0.3319 0.4538 0.4326
100% 15 0.0733 0.0129 0.0387 0.0750
DS-2 30MW
0% 0 0.3938 0.6308 0.5708 0.4172
< 50% <15 0.4355 0.3244 0.3357 0.4154
100% 30 0.00 0.00 0.00 0.00
DS-3 22.5MW
0% 0 0.3938 0.6308 0.5708 0.4172
< 50% <11.25 0.4085 0.3124 0.3192 0.3899
100% 22.5 0.1104 0.0239 0.0590 0.1105
Relevant probabilities
In an event of a loss of generation at any of the three feeders, it is of interest to anticipate
the amount of load that can be still served by wind. In order to do this, probabilities of
output from wind are calculated for the same hour that was considered in Tables 5.1
and 5.2. Feasible switching combinations for loss of generation scenarios have already
been discussed in Section 5.6. This section will tabulate the probability of load being
supplied by wind generation in each of the three scenarios.
Table 5.3 shows the probabilities of output from wind generation in the test system.
Tables 5.3 and 5.4 show cumulative Weibull and nonparametric probabilities of various
outputs from wind generation for the same time-frame of 12:00 midinght to 1:00 AM.
The following should be noted in reagrds to Tables 5.3 and 5.4:
• Probabilities of no output are higher in summer and fall seasons, whereas, those
of a rated output are higher in spring and winter season.
• Probability of 15MW output in case of outage at DS-1 is signiﬁcantly lower then
that calculated in case of an outage on DS-2. This is owing to the fact that DS-1
is directly associated to only wind farm-1 and hence the probabilities calculated
are for all of the 15MW coming from wind farm-1 only. Whereas, in case of an
outage at DS-2, both of the wind farms-1 and 2 can be connected indirectly to
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Table 5.4
Cumulative Nonparametric Probabilities for Loss of Generation in Each Feeder
Feeder Total Load
% Load
Supplied
by Wind
Load in
MW
Nonparametric Probabilities
Spring Summer Fall Winter
DS-1 15MW
0% 0 0.38 0.6087 0.5454 0.4174
<50% <7.5 0.4686 0.3670 0.3788 0.4296
100% 15 0.0538 0.0041 0.0370 0.0718
DS-2 30MW
0% 0 0.38 0.6087 0.5454 0.4174
<50% <15 0.4451 0.3586 0.3714 0.4123
100% 30 0.00 0.00 0.00 0.00
DS-3 22.5MW
0% 0 0.38 0.6087 0.5454 0.4174
<50% <11.25 0.4137 0.3475 0.3582 0.3865
100% 22.5 0.0961 0.0099 0.0541 0.1068
DS-2 using combinations discussed in 5.2.3. This implies that the probabilities
calculated in this case are the probabilities of the cumulative output of both the
wind farms.
• Probabilities of wind farms supplying all of the load in case of an outage at DS-2
are 0 for all seasons. This is due to the fact that the total rated capacity of both the
wind farms is 18MW+9MW = 27MW, which is less then the load connected at
DS-2 (30MW).
Probabilities for all 24 hours and their associated outputs are calculated and tabulated in
Table A.2.
5.5 Summary
This chapter incorporated the wind speed probabilities and the associated wind power
output into a small test system. Appropriate switching combinations were deﬁned and
identiﬁed for this test system. The tasks completed in this chapter are summarized as
follows:
1. Distribution system reconﬁguration using remote controllable switches was dis-
cussed.
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2. Elementary feasibility constraints for both normal and emergency operating con-
ditions were identiﬁed and listed.
3. Constraints were applied to a small test system with wind generation and evalu-
ated.
4. Appropriate switching combinations under normal operating conditions were listed.
5. Three possible loss-of-generation scenarios were discussed and appropriate switch-
ing actions were suggested
6. Probabilities of different power outputs were calculated and relevant switching
combinations were suggested.
Chapter 6
Results and Future Work
The aim of this work was three-fold: (1) calculate probabilities of all wind speeds that
occurred in a given time-frame, (2) use the calculated probability and obtain average
predicted power, and (3) identify feasible switching combinations for different levels out-
puts and their relevant probability. In essence, a list of possible normal and emergency
scenarios in presence of wind generation and their respective probabilities are desired.
This chapter summarizes this thesis and provide recommendation for future work.
6.1 Major Research Contributions
The goal of this work is to calculate and apply wind speed probabilities, both analytically
and empirically to a medium voltage test system in order to identify various possible
switching topologies. To achieve this, the following tasks were accomplished:
• Analysis of historical wind speed data of 4 years was performed. Based on the
analysis, two different approaches to calculate probability were used. Parametric
statistics uses Weibull probability density function to obtain probabilities of all
of the wind speeds observed in the past. The nonparametric method calculates
probabilities of various wind speeds based purely on the data set available. Most
likely wind speeds are obtained using the calculated probabilities. Probabilities
calculated from both of these methods were also compared.
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• Incorporating the wind speed probabilities into power output calculation was the
second task. For this, ﬁrst, various factors affecting the output of a wind turbine
were discussed and power output of a typical 1.5MW wind turbine was calculated.
Using the probabilities calculated earlier, average hourly output was obtained.
• Finally, using a small test network, a number of possible scenarios were ana-
lyzed and their relevant probabilities were calculated. First, a set of feasibility
constraints were identiﬁed and listed. These constraints were applied to the pos-
sible topologies in test system. After removing the nonfeasible combinations, the
remaining were tested for different levels of output from wind generation. Proba-
bilities relevant to the different levels of wind generation were then calculated.
6.2 Future Work
The following relevant research topics are of importance and deserve further investigation:
1. Various Types of DG: This work solely focuses on wind DG. The next logical
step is to include more types of DG into the system. Speciﬁcally:
• Secondary distribution systems can accommodate solar thermal and PV ap-
plications more easily than wind. Modeling of solar arrays will be rather
challenging, but beneﬁcial. Stochastically modeling the solar irradiance and
inﬂuencing factors such as clouds and diffracting particles in the atmosphere
will be interesting.
• Other sources, such as bio-mass and fuel-cells, they can be later included
into the model to make it more complete. Especially given the non-intermittent
nature of fuel-cells and bio-mass can be combined with intermittent sources
to solve an optimal allocation of conventional and non-conventional sources.
• Load variations were not considered in this work, since it is a short-term
prediction problem. For longer time-frames, inclusion of variability of loads
can be considered.
2. Wind Power Predictions: A mathematical model that improves on the assump-
tions made here is bound to give interesting results. Use of other methods like
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time series models and neural networks for wind speed predictions for a smaller
system can be of interest. Later, the comparison of this work to the results from
these models above can be included in future work.
• This work used calculated probabilities of various wind speeds, which was
based purely on the frequency of appearance of a particular wind speed for
a given time-frame. In order to improve the representation of time into the
analysis, the next step in this direction would be to use conditional probabil-
ity in order to include time into the analysis.
• The wind speed data is periodic on a short-term diurnal as well as on a long
term seasonal or annual basis. The time averaging models may be able to
deﬁne periodicity of the data accurately.
3. Optimal Switching Operations for Large Distribution Systems: For large-
scale urban systems, more mathematically complex models are required. Devel-
oping methodologies for this purpose should be the next step in the process.
4. Protection Coordination: Protection coordination is one of the main reasons for
the popularity of a radial topology. Protection schemes that take the addition of
DG into account will be useful.
5. Switching Transients: This work focused on the steady-state results obtained by
switching actions. Transients generated from switching actions were beyond the
scope of the work. A study of transient effects of switching actions should be a
future step.
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Appendix A
Simulation Setup and Detailed Results
A.1 Wind Data Analysis
This section will cover the results of the probability calculation. Results covered in
this section are examples of normalized frequency plots and relevant calculated Weibull
density functions. The results of calculation of k and c parameters for parametric calcu-
lation are tabulated. Probabilities calculated using both parametric and nonparametric
approach are also tabulated. MATLAB statistical toolbox was used for all calculations
in this section.
A.2 Frequency Plots for Various Time-frames
Data of each individual year was taken and normalized frequency plots are obtained.
Similarly, all four years of data was also divided into four seasons (See Figure 3.3). The
number of total data points over a year is signiﬁcantly large (105,120 points for years
2007, 2009, 2010 and 105,408 for the year 2008) for both seasonal and annual plots.
Figure A.2 shows the frequency plot for data points over each anum, while ﬁgure A.1
shows similar plots for each season.
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Figure A.1 – Individual Normalized Frequency Plots for Each Season
A.3 Wind Probability Calculation
After segregating the data into desired time-frames, probability calculations were made.
For parametric approach, k and c parameters are calculated for each set of data. Divi-
sion of data is shown in Figure 3.3. Using Maximum likelihood estimation for each of
the data set, best ﬁtting parameters for Weibull PDF were obtained. The PDF expres-
sions (See Equation (3.8)) thus calculated can be superimposed on top of the normalized
frequency plots (as in Figure A.2) for a visual inspection of how well the data ﬁts the
density function. Table A.1 shows the values obtained from MLE for data points in
each hour and every season. By integrating the PDF expressions (See Equation (3.6)
and (3.7)) for a desired range, probability of wind speed in that range can be calculated.
Table A.2 shows the probabilities of each wind speed at a randomly chosen hour
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Figure A.2 – Individual Normalized Frequency Plots for Each Year
(12:00 midnight to 1:00AM) for all four seasons. Columns 2,4,6, and 8 show the re-
sults for most likely wind speeds. This was obtained by integrating the PDF expression
around the peak of Weibull PDF obtained. Other probabilities can be obtained in a sim-
ilar way by integrating over the desired portion of the PDF.
Columns 3,5,7, and 9 show results obtained from nonparametric calculation of prob-
abilities (See Equation (3.12)). Here, the bin of speeds that had the highest number of
occurrence were taken as the most probable wind speeds and their probabilites were
calculated. Similar to parametric calculation, probabilities of a range of wind speed can
be obtained by using the total number of points in the desired range to calculate the total
probability.
Simulation Setup and Detailed Results 98
Table A.1
Calculated k and c Parameters
Spring Summer Fall Winter
Hour of
Day k c k c k c k c
Midnight 2.4898 1.5124 1.5780 1.3479 1.8026 1.2299 2.4218 1.4342
1:00AM 2.3975 1.4269 1.5662 1.3285 1.7944 1.2071 2.3452 1.3990
2:00AM 2.3393 1.4855 1.4947 1.3642 1.7841 1.1968 2.4482 1.4312
3:00AM 2.3496 1.4991 1.4882 1.3404 1.8096 1.2463 2.5344 1.5290
4:00AM 2.3310 1.4852 1.4565 1.3402 1.8022 1.2557 2.5331 1.5038
5:00AM 2.3032 1.4531 1.4464 1.2912 1.7882 1.1477 2.5066 1.4791
6:00AM 2.5380 1.5401 1.7286 1.4389 1.8571 1.1995 2.4091 1.4508
7:00AM 3.0879 1.7764 2.2411 1.7724 2.1408 1.3737 2.4763 1.4675
8:00AM 3.6376 2.0608 2.6094 2.1834 2.6651 1.5892 2.9317 1.6853
9:00AM 3.9053 2.2226 2.7955 2.3354 3.0832 1.8529 3.4665 1.8852
10:00AM 4.0263 2.3099 2.9010 2.4953 3.3129 2.0338 3.8192 2.0196
11:00AM 4.1197 2.3243 3.0172 2.5822 3.4555 2.1830 3.9988 2.0994
Noon 4.2584 2.3697 3.1669 2.7016 3.5227 2.3331 4.0923 2.1528
1:00PM 4.3979 2.4883 3.2829 2.7931 3.5290 2.3164 4.0524 2.0727
2:00PM 4.4783 2.5650 3.3880 2.6966 3.4837 2.3699 3.9284 2.0337
3:00PM 4.4126 2.6333 3.3787 2.7222 3.3352 2.3386 3.6790 2.0243
4:00PM 4.1892 2.7275 3.2942 2.7997 2.8759 2.0306 3.2915 1.8932
5:00PM 3.6966 2.5460 2.9816 2.6215 2.3462 1.7077 2.8134 1.6254
6:00PM 3.1267 2.1581 2.5134 2.2407 2.0324 1.5012 2.5083 1.4571
7:00PM 2.7954 1.9122 2.0871 1.8820 1.8796 1.3804 2.4382 1.4239
8:00PM 2.6732 1.7611 1.9280 1.7052 1.8500 1.3626 2.3638 1.3656
9:00PM 2.6569 1.6889 1.7813 1.5765 1.7714 1.2884 2.3849 1.3500
10:00PM 2.5950 1.5983 1.7180 1.4989 1.7741 1.1867 2.3354 1.3694
11:00PM 2.4922 1.4977 1.6263 1.4237 1.8205 1.2256 2.4047 1.4082
A.4 Wind Power Calculation
Table A.3 shows the parameters used to obtain the simulated power curve shown in 4.3.
The values shown were used to calculate the power output from an individual 1.5MW
turbine. The curve in Figure 4.3 was also obtained using the power output calculated
above.
Table A.4 summarizes the wind speeds observed in our data and adjusted wind
speeds.
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Table A.2
Wind Speeds and Respective Probabilities for the Same Time of Day in a Season
Spring Summer Fall Winter
Wind
Speed
(m/s)
Weibull Non-parametric Weibull
Non-
parametric Weibull
Non-
parametric Weibull
Non-
parametric
0.00 0.0832 0.0482 0.1887 0.1088 0.1839 0.0977 0.0974 0.0530
0.50 0.1378 0.0895 0.2265 0.1646 0.1976 0.1554 0.1461 0.1039
1.00 0.1492 0.1393 0.1898 0.2049 0.1660 0.1923 0.1502 0.1574
1.50 0.1407 0.1548 0.1410 0.1849 0.1297 0.1500 0.1372 0.1450
2.00 0.1223 0.1325 0.0971 0.1291 0.0971 0.1406 0.1168 0.1136
2.50 0.1002 0.1057 0.0633 0.0928 0.0705 0.1033 0.0945 0.1146
3.00 0.0783 0.0991 0.0394 0.0588 0.0500 0.0528 0.0736 0.0956
3.50 0.0588 0.0787 0.0236 0.0317 0.0347 0.0321 0.0554 0.0640
4.00 0.0426 0.0623 0.0137 0.0152 0.0237 0.0230 0.0405 0.0499
4.50 0.0299 0.0388 0.0077 0.0053 0.0160 0.0173 0.0289 0.0348
5.00 0.0204 0.0193 0.0042 0.0015 0.0106 0.0140 0.0201 0.0258
5.50 0.0136 0.0113 0.0023 0.0008 0.0070 0.0071 0.0137 0.0151
6.00 0.0088 0.0066 0.0012 0.0005 0.0046 0.0041 0.0092 0.0131
6.50 0.0056 0.0049 0.0006 0.0008 0.0029 0.0013 0.0060 0.0063
7.00 0.0035 0.0016 0.0003 0.0003 0.0019 0.0028 0.0039 0.0034
7.50 0.0021 0.0021 0.0001 0.0000 0.0012 0.0026 0.0025 0.0017
8.00 0.0013 0.0005 0.0001 0.0000 0.0007 0.0018 0.0015 0.0007
8.50 0.0007 0.0014 0.0000 0.0000 0.0005 0.0013 0.0010 0.0005
9.00 0.0004 0.0014 0.0000 0.0000 0.0003 0.0005 0.0006 0.0007
9.50 0.0002 0.0012 0.0000 0.0000 0.0002 0.0000 0.0003 0.0007
10.00 0.0001 0.0007 0.0000 0.0000 0.0001 0.0000 0.0002 0.0002
10.50 0.0001 0.0002 0.0000 0.0000 0.0001 0.0000 0.0001 0.0000
11.00 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000
11.50 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
12.00 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
A.5 Test System Setup
This section covers details on the test system (See Figure 5.2) simulated in MATLAB
Simulink, using Simpowersystems toolbox. The system was initially built with just one
wind turbine of 1.5MW capacity, as shown in A.3. This is loosely based on the MAT-
LAB simulation demo power wind dﬁg. Important building blocks of the system are the
wind turbine protection block and a wind turbine monitoring system.
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Table A.3
Parameters Used to Calculate Individual Turbine Output
Parameter Value
Cut-in Speed, VCI 4m/s
Cut-off Speed, VCO 26m/s
Rated Speed, VR 14m/s
Measuring Mast Height, Zi 10m
Hub Height, Z 65m
Length of Blades, r 30m
Air Density, ρ 1.225kg/m3
Coefﬁcient of Performance, CP 0.35
Equivalent Efﬁciency, ηeq 0.7
Hellman’s Coefﬁcient 0.5
Figure A.3 – Base Case MATLAB Conﬁguration
Complexity was added in the form of addition of other loads and lines along with
measurements at the grid side. This was furthered by adding two more feeders DS-2
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Table A.4
Adjusted Wind Speeds and Respective Power Outputs for a Hub-height of 60m
Mast
Wind
Speed
(m/s)
Adjusted
Wind
Speed
(m/s)
Calculated
Power
Output
(MW)
Mast
Wind
Speed
(m/s)
Adjusted
Wind
Speed
(m/s)
Calculated
Power
Output
(MW)
0 0 0 6.00 15.2970 1.5
0.50 1.3693 0 6.50 16.5718 1.5
1.00 2.7386 0 7.00 17.8465 1.5
1.50 4.1079 0 7.50 19.1213 1.5
2.00 5.0990 0.0941 8.00 20.3961 1.5
2.50 6.3738 0.1838 8.50 21.6708 1.5
3.00 7.6485 0.3177 9.00 22.9456 1.5
3.50 8.9233 0.5045 9.50 24.2203 1.5
4.00 10.198 0.5510 10.00 25.4951 1.5
4.50 11.473 0.7531 10.50 26.7698 0
5.00 12.747 1.0722 11.00 28.0446 0
5.50 14.0223 1.5 11.50 29.3193 0
and DS-3, and another smaller wind farm at DS-3. Parameters for voltage levels chosen
were loosely based on the IEEE 34 node standard system.
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Test system shown in Figure 5.2 was simulated and Figure A.4 shows the arrange-
ment of components in MATLAB SimPowerSystems. This system has two wind farms
and three main feeders. Various parameters and components chosen for this system are
indicated subsequent sections. The chosen solver, Load data, line data, generation data,
monitoring and protection blocks for both the wind farms-1 and 2 along with monitor-
ing system on the grid part are discussed in detail in order for the reader to be able to
replicate the results obtained in this thesis. To summarize, the test case simulated in
MATLAB has the following components:
• Feeders, loads, lines, switches, and wind farms
• Distribution substation monitoring
• Wind farm monitoring
• Wind farm protection system
• Tie switches
A.6 Solver
The parameters fed to the test system (See Figure A.4) are shown in Tables A.7, A.8 and
A.9. A dynamic simulation is run for varying time-periods, which solves for voltages
and currents at various measuring points across the system. The solver used here is
ODE23tb, which is used to solve for stiff systems (A stiff systems can be loosely deﬁned
as a system that has different time scales). The solver uses a variable step solver that
changes the step-size automatically. Using ODE23tb as a solver has shown to reduce
simulation time signiﬁcantly. (Approx. 69.607634s for one simulation in ODE23tb as
opposed to 856.246474s in ODE45 non-stiff solver for the exact same simulation).
A.7 Duration of Simulation
Since this work focused on operational aspects, total time taken for simulation is im-
portant. The factors affecting the duration of simulation are listed in A.5. Some of the
aspects affecting the time taken are:
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1. The size of the system
2. The solver used
3. The computational power of the machine
Table A.5
Time Duration for Simulation
Simulation Stage Time(Seconds)
Historical data analysis 59.303484
Probability calculation 0.730750
Test system simulation (each combination) 20.259979
Table A.5 shows the time taken for each stage of the simulation. The longest time
goes in testing each of the switching combinations. For the simple test case used here,
there are 8 feasible combinations and the total time shown here is the addition of the
computational time for each combination. All of the simulations were run on an Intel
Core2 CPU with 2.40GHz speed, a 3GB RAM and MicrosoftWindows XP.
Table A.6
Wind Farm Data
Attribute Wind Farm-1 Wind Farm-2
Total Capacity 18MW 9MW
Number of Turbines 12 6
Type of Generator DFIG DFIG
Table A.7
Load Data for Test System
Nodes VoltageLevel
Individual
Load Total Load Type
1−10 25kV 1.5MW Each 15MW Resistive
11−20 25kV 3MW Each 30MW Resistive
21−29 25kV 2.5MW Each 22.5MW Resistive
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Table A.8
Generation Data for Test System
Feeder
Name
Generated
Voltage Level
Feeder Voltage
Level PGen Qmin Qmax Type
DS1 120kV 25kV Each inf -inf inf Swing bus
DS2 120kV 25kV Each 32MW −16MW 16MW PV bus
DS3 120kV 25kV Each 25MW −15MW 15MW PV bus
Table A.9
Line Data for Test System
Nodes SegmentLength R0(Ω) R1(Ω) L0(mH/km) L1(mH/km) C0(nF/km) C1(nF/km)
1−10 1km 0.1153 0.413 1.05 3.32 11.33 5.01
11−20 1km 0.1153 0.413 1.05 3.32 11.33 5.01
21−29 1km 0.1153 0.413 1.05 3.32 11.33 5.01
A.8 Monitoring and Protection Blocks
Figure A.5 – Monitoring and Control Blocks
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Figure A.5 shows all the monitoring blocks and control. Tags from measurement points
around the system are referred to in these blocks. The blocks are then connected to
scopes and number displays in order to monitor them.
A.8.1 Distribution Substation Monitoring
The test system has three distribution substations acting as swing buses. It is important to
monitor the electrical quantities at these points. The distribution substation monitoring
block of the system does that. Per unit values of line-to-ground voltage and current are
measured for distribution substation monitoring. These measured values are then used
to calculate active and reactive power at each point these measuring points are.
A.8.2 Wind Farm Monitoring
Each of the two wind farm has its own monitoring and control system. The required
inputs to these systems are provided from the measuring points at each wind farm. Pa-
rameters measured in each such blocks are:
• Positive sequence voltage
• Positive sequence current
• Average real power, P
• Average reactive power, Q
• Wind speed, v
• Rotor speed, wr
• Pitch angle of the blades
The monitoring system uses a measurement arrangement similar to distribution substa-
tion monitoring. Positive sequence components are calculated using these measured
line-to-ground values and a = 1∠120◦. Average real and reactive power are calculated
over 60 cycles. Other important characteristics monitored by this block include wind
speed and corresponding rotor speeds along with pitch angle of blades. In order to
maintain the nominal frequency, the wind model has partial frequency control using
Simulation Setup and Detailed Results 107
a two-way converter, which uses a capacitor as the DC source on the grid side. This
voltage level is also important and hence monitored.
A.8.3 Wind Farm Protection
The protection block provides protection to wind turbines.
• Instantaneous AC overcurrent
• AC over current
• AC over current
• AC under voltage
• AC over voltage
• AC Voltage unbalance both positive and zero sequence
• DC over voltage
• Over speed
• Under speed
(a) Wind Turbine Model in
MATLAB
(b) Turbine Protection Block
Figure A.6 – Wind Turbine Protection
Figure A.6a in A.6 shows a wind turbine model block and as shown by circled part,
it needs a trip signal as an input. This trip signal is fed by wind turbine protection block,
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which trips for the list of conditions mentioned above. Thresholds for each condition in
the list are customizable. They are kept at values typically chosen in such blocks. The
protection system gets inputs from the wind turbine monitoring system and the turbine
block trips if any of the speciﬁed thresholds are violated.
A.9 Simulation Results for Test System in MATLAB
The test system built was tested for various scenarios discussed in Chapter 5. Rele-
vant results are discussed below. The following is the discussion of some peculiarities
were encountered in the MATLAB simulations, which will help the reader replicate the
system easily.
• MATLAB model then that from calculations: The line connected to wind farm
and the transformer next to it cannot be connected directly to a measuring block,
as the simulation results in error. In order to avoid this error, a large resistor in
form of a resistive ground was used. This is the only way I could ﬁnd to make the
turbine model work. I believe the dissipation occuring in this resistive block to be
the reason for lower measured output of the wind farms (1.4714 instead of a full
1.5). I still ﬁnd MATLAB simulink and its ways mysterious and keep ﬁnding new
things about it.
• Figure A.7 shows that in absence of grid support, wind farm protection system
is activated because of low voltage and the protection trips, removing the wind
farm from operation. As mentioned in Section 5.2.3, it is normal utility practice
to remove wind farms from operation in an event of fault.
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Figure A.7 – Wind Farm Behavior in Absence of Grid Support
