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Abstract
A novel approach for solving a multiple judge, multiple criteria decision mak-
ing (MCDM) problem is proposed. The ranking of alternatives that are evaluated
based on multiple criteria is difficult, since the presence of multiple criteria leads
to a non-total order relation. This issue is handled by reinterpreting the MCDM
problem as a multivariate statistics one and by applying the concepts in [2]. A
function that ranks alternatives as well as additional functions that categorize
alternatives into sets of “good” and “bad” choices are presented. Moreover, the
paper shows that the properties of these functions ensure a logical and reasonable
decision making process.
1 Introduction
The aim of this work is to propose a new method for solving multiple criteria
decision making (MCDM) problems. The basic idea is to interpret the MCDM
problem as one of multivariate statistics and apply new set optimization meth-
ods. More specifically, a modified version of the multiple judge, multiple criteria
ranking problem in [1] is solved by replacing the fuzzy set approach by a new one
based on set-valued quantiles for multivariate random variables. This actually is
a new way to deal with the fundamental difficulty–the lack of a natural complete
order for multidimensional objects–in MCDM.
The paper [1] investigates a multiple criteria decision problem which employs
the testimony of judges to make an informed choice. The judges (experts) sup-
ply both the information on how the alternatives satisfy each criterion and the
information about the importance of the criteria. This information is provided
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in form of two fuzzy sets. Fuzzy set theory –introduced in [8] and [9]– is an
extension of classical set theory; fuzzy sets are sets whose elements have degrees
of membership. In classical set theory, the membership of elements in a set is
assessed in binary terms (an element either belongs or it does not). Fuzzy set
theory permits the gradual assessment of the membership of elements in a set,
by means of a membership function with values in the real interval [0, 1]. This
enables to solve many problems that deal with imprecise and uncertain data by
allowing for imprecise input.
In the present paper, we propose an alternative approach to a slightly modi-
fied problem, where the information on how the alternatives satisfy each criterion
is provided by a third party. The C-quantiles from [2] perfectly fit the require-
ments for solving this problem: the judges’ opinions on the importance of the
criteria are modeled via a vector order generated by a cone C and the alternatives
with their criteria ratings are interpreted as realizations of a random vector. It
turns out that for a sufficiently large parameter (probability) p the C-quantiles
extract the alternatives that best match the judges’ specifications.
Howard Raiffa and Robert Schlaifer with [4] as well as of Ron Howard with
[5] had an important influence on modern decision theory. Nowadays, MCDM
is a sub-discipline of operations research that explicitly evaluates multiple con-
flicting criteria in decision making. As well described by [7]: “Decision under
multiple criteria deals with situations where an agent (called the decision maker)
has to choose between several objects, alternatives, options,etc. (called hereafter
alternatives), considering together several points of view or criteria pertaining to
different aspects, descriptors or attributes, which describe the alternatives under
consideration.” The difficulty of this decision problem is that, “there are an-
tagonistic points of view: some alternatives may be best preferred under some
point of view, but are much less attractive under another point of view. The
fundamental difficulty behind is simply that there is no natural complete order
on multidimensional objects.” ([7]). The last quote has many counterparts in
the statistical literature since the lack of a “canonical” quantile (function) in
the multivariate case usually is attributed to this “lack of a natural order in
higher dimensions”, e.g., [6, p. 1126]. The concepts introduced in [2] deal with
this problem. Moreover, these new notions enjoy basically all the properties of
their univariate counterpart and are based on the recent developments in set
optimization as surveyed in [3].
The paper is structured as follows. In the first section, the ranking problem
of [1] is presented and a modified version is adapted to accomodate the new
concepts. In the second section, the cone distribution function and the set-
valued quantiles from [2] are applied to the decision problem. The properties of
these functions and their use in the decision making process are analyzed. Simple
examples and figures are provided as illustrations.
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2 The multiple judge, multiple criteria rank-
ing problem
The decision making problem discussed in [1] is the following. The aim is to rank
a set of alternatives A = {a1, a2, ..., am} from “best” to “worst”, based on a set of
criteria Γ = {γ1, γ2, ..., γd}. This is accomplished by employing judges (advisors,
experts) J = {J1, J2, ..., Jn}. The judges use a scale L = {S0, S1, ..., SL} of
preference information to assess the criteria’s importance and the criteria of the
alternatives. It is assumed that L is linearly ordered: S1 < S2 · · · < SL. No
other structure is assumed to exist on L . Only ordinal information is required
from the judges, usually Si are not numbers, hence L is an ordinal scale.
Example 2.1 L = {∅, V L, L,M,H, V H,P}, where ∅ =none, V L =very low,
L =low, M =medium, H =high, V H =very high, and P =perfect.
Each judge Jj indicates the relative importance (weight) of criterion γk, vj :
Γ→ L . Moreover, each judge Jj supplies the information of how alternative ai
satisfies criterion γk, xj : Γ × A → L . The same scale L is used for xj(γk, ai)
and vj(γk), hence xj(γk, ai), vj(γk) ∈ L . Therefore, each judge Jj has two sets:
Xj =
xj(γ1, a1) . . . xj(γ1, am)... . . . ...
xj(γd, a1) . . . xj(γd, am)
 ∈ L d×m
and
vj =
vj(γ1)...
vj(γd)
 ∈ L d.
In [1], the sets above are denoted as fuzzy sets, even if their membership
functions have values in L (instead of [0, 1]). Three possible applications for
the problem outlined above are described. First, an agency consults experts for
awarding grants. Second, an environmental bureau relies on scientists to rank
certain chemicals from most harmful to least harmful. Third, a government
agency ranks, with the help of high ranking officials, energy sources based on
different criteria. For more details on the examples please refer to [1]. Moreover,
the paper [1] discusses methods of aggregating all the sets to achieve a set of
ranked alternatives. More specifically, it examines when and how to pool the
judges’ information as well as how to compute the final ranking.
The aim of this work is to propose a new method to solve a decision making
problem, which is similar to the one discussed in [1]. The MCDM problem is
translated into the context of multivariate statistics and solved by set optimiza-
tion methods with tools from [2]. Compare [3] for details about the complete
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lattice approach to set optimization, which is the basis for [2]. The difference
between the MCDM in [1] and the one solved in this paper is that the evaluations
xj(γk, ai) are provided by a third party. This novel approach to MCDM has the
benefit that it enables both an analytic and a geometrical representation of the
problem.
3 A set optimization approach to MCDM
Our problem is as follows. As in [1], the goal is to rank a set of alternatives
A = {a1, a2, ..., am}, taking into account a set of criteria Γ = {γ1, γ2, ..., γd}.
However, the information is taken from two different sources. On the one hand,
each judge J1, J2, ..., Jn indicates the relative importance of criterion γk with
respect to the other criteria via a positive number, vj : Γ→ IR+. This preference
information is based on a ratio scaleS . Nevertheless, the judges can also provide
ordinal information as in example 2.1, as long as it can be translated into a ratio
scale.
Example 3.1 If S = {1, 2, 3}, then the judge has the possibility to assign to
every criterion γk the integers 1, 2 or 3. Hence, the relative importance of
a criterion with respect to another criterion can be expressed in seven possible
weights: 11 ,
1
2 ,
1
3 ,
2
1 ,
2
3 ,
3
1 ,
3
2 .
Therefore, each judge has a basket of weights:
vj =
vj(γ1)...
vj(γd)
 ∈ IRd+,
called the importance vector. On the other hand, the information of how ai
satisfies criterion γk is provided by an external evaluator/source, xE : Γ×A→ IR.
This enables the customization of MCDM to applications in finance, where the
external source could be the asset market. Each alternative ai is assessed via the
vector
xE(ai) =
xE(γ1, ai)...
xE(γd, ai),
 ∈ IRd
whereas X stores the evaluation of all alternatives:
X =
[
xE(a1) . . . x
E(am)
]
=
xE(γ1, a1) . . . xE(γ1, am)... . . . ...
xE(γd, a1) . . . xE(γd, am)
 ∈ IRd×m.
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Below, X will be understood as realizations of a d-dimensional random vector.
Let us recall a few useful concepts from the theory of ordered vector spaces.
A preorder is a reflexive and transitive relation, and an antisymmetric preorder
is called a partial order. The set H+(w) =
{
z ∈ IRd | w>z ≥ 0} is called the
closed homogeneous halfspace with normal w. A set C ∈ IRd is called a closed
convex cone if s > 0, z ∈ C imply sz ∈ C and it is closed under addition, i.e.,
x, y ∈ C implies x+ y ∈ C. The vector preorder ≤C is generated by the convex
cone C ∈ IRd with 0 ∈ C by means of
x ≤C y ⇔ y − x ∈ C.
3.1 Modeling the judges’ preferences
The data presented in the section above is used to introduce two convex cones.
These cones generate a vector order which is crucial for the ranking of the alter-
natives.
The n importance vectors vj of the judges generate a cone via
KI =

n∑
j=1
sjv
j | s1, . . . , sn ≥ 0
 .
This convex cone pools the judges opinion on the relative importance of each
criteria. It is called the importance cone KI . If some of the importance vectors
vj are non-negative linear combinations of others, already the latter ones span
KI . These v
j can be interpreted as the “extreme judges”. In general, the cone
includes all non-negative linear combinations of these “extreme” vectors. From
an application standpoint, the inclusion of all non-negative linear combinations
means that not only the judges views are incorporated, but also all potential
compromises between the judges.
The halfspace that has the weight vector vj as normal
H+(vj) =
{
z ∈ IRd | vj>z ≥ 0
}
can be interpreted as the acceptance set of the judge j. The halfspace H+(vj)
generates the total preorder
x ≤H+(vj) y,
which ranks the criteria evaluations of the alternatives–xE(ai) depending on the
judge’s importance vector vj . By taking the intersection over such halfspaces
with the n vectors vj as normals another polyhedral convex cone can be formed:
KA =
n⋂
j=1
H+(vj).
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This cone incorporates the view of all judges. It represents the positions with
respect to the criteria (evaluations) that are unanimously accepted by all judges.
It is called the acceptance cone KA and it generates a vector preorder on the set
X:
x ≤KA y.
In summary, KA represents the accepted positions in the criteria and KI the
relative importance given to each criteria.
The approach regarding the cones is taken differently in this work compared
to the one in [2]. On the one hand, the goal in [2] is to incorporate a vector
preorder ≤C given by a cone C into the statistical analysis of multivariate data.
The dual cone of C comes into play from a technical standpoint, as ≤C can be
represented as intersection of total preorders generated by the closed halfspaces
H+ (w) for w ∈ C+\{0}. On the other hand, in this paper the judges’ opinions
on the relevance of each criterion vj constitute the cone KI . However, the order
relation that ranks the criteria assessments of the alternatives xE(ai) is given by
the acceptance cone KA.
The cone KA resembles the solvency cone, an important concept in financial
mathematics, see [13]. KI is a finitely generated convex cone and hence closed.
Since vj ∈ IRd+ it follows that KI ⊆ IRd+. Moreover, due to the bipolar theorem
it holds that:
KI = (KA)
+ =
{
w ∈ IRd | ∀z ∈ KA : z>w ≥ 0
}
,
and vice versa. Consequently, the importance cone KI and the acceptance cone
KA are dual to each other. This is due to the fact that KI is spanned by the
importance vectors (v1, . . . , vn), which are orthogonal to the acceptance sets of
the judges. To summarize the discussion, we give an abstract definition.
Definition 3.2 An importance cone KI is any closed convex cone such that
{0} ( KI ⊆ IRd+, whereas an acceptance cone KA is any closed convex cone such
that IRd+ ⊆ KA ( IRd.
Example 3.3 In order to illustrate the intuition behind these new concepts, a
decision making example with two criteria is used. Figure 3.1 shows a two-
dimensional importance vector v1 = (2, 1), where the criterion on the horizontal
axis is twice as relevant as the criterion on the vertical axis. Moreover it depicts
a closed homogeneous halfspace H+(v1) (blue area) with normal v1, defined as
H+(v1) =
{
z ∈ IRd | v1>z ≥ 0
}
. The judge is indifferent between the criteria
evaluations of the alternatives–xE(ai) on the boundary of this halfspace as well
as between those on a line that is parallel to the boundary and included in the
6
halfspace. However, the judge is not indifferent between the assessed alternatives–
xE(ai) on different lines. Therefore, H
+(v1) can be seen as the acceptance set
of the judge.
Figure 3.1: The importance vector v1 and its acceptance set H+(v1).
Now, if there are several judges all their opinions should be incorporated.
Figure 3.2a shows the value given (dotted vectors) to the criteria by three judges:
v1 = (2, 1), v2 = (1, 1) and v3 = (1, 2). The first and the third judge deem
one criteria more important than the other, whereas the second assigns equal
significance to the criteria. Again, these vectors are normals to the acceptance
sets (blue halfspaces) of the judges. In order to derive an acceptance set that
complies to all judges, the intersection (3.2b) over all their acceptance sets is
taken. From this follows the acceptance cone KA (light yellow cone in 3.2b) that
represents the positions in the criteria accepted by all judges. As illustrated in
figure 3.2c the importance cone (yellow opaque) is only spanned by v1 = (2, 1)
and v3 = (1, 2), as v2 = (1, 1) is a convex combination of the former two.
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(a) (b) (c)
Figure 3.2: From the individual importance vectors and acceptance sets to the
cones KI and KA.
Example 3.4 An interesting illustration on how the cones reflect the judges
views is shown in figure 3.3. The more the “extreme” judges differ from each
other, the wider the importance cone K1I ⊇ K2I and the smaller the acceptance
cone K1A ⊆ K2A. Further differing opinions on the criteria imply that a greater
compromise has to be made, which takes shape in a smaller acceptance cone KA.
Figure 3.3: The interplay between the judges’ opinions and the cones.
3.2 Cone distribution functions
In this section, the MCDM problem is translated into a multivariate statistics
framework. The set of alternatives A = {a1, a2, . . . , am} is understood as the
sample set Ω of a vector-valued random variable X with uniform distribution.
This implies that each xE(ai) ∈ X has the same probability. More precisely,
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(Ω,F ,Pr) is the probability space with Ω = A, F = P(A) and Pr is the uniform
probability measure (distribution), whereas X : Ω → IRd is a d-dimensional
random variable.
The recently introduced cone distribution function (see [2]) is used in order
to rank the alternatives. Therefore, it is reinterpreted as a ranking function of
the elements in X, which associates to a xE(ai) ∈ X a rank p from 0 to 1. From
now on the parameter p is interpreted as a rank (order) indicator and denoted
as rank. The cone distribution function of X is defined in a two step procedure.
First, fix v ∈ KI\{0} and consider FX,v(z) : IRd → [0, 1] defined by
FX,v(z) = Fv>X(v
>z) = Pr
(
v>X ≤ v>z
)
,
where the random vector X and the function’s input z is scalarized by the im-
portance vector v. In fact, v>X is a random variable and FX,v(z) is its cu-
mulative distribution function taken at v>z. This distribution function can
be reformulated as the probability of X being in the halfspace −H+(v) ={
z ∈ IRd | v>z ≤ 0} with normal v and z on its boundary:
FX,v(z) = Pr
(
v>X ≤ v>z
)
= Pr
(
X ∈ z −H+(v)) .
If X = {xE(a1), . . . , xE(am)} is the set of the criteria evaluations of all alterna-
tives and z = xE(a) is the criteria assessments of the alternative a, then FX,v(z)
quantifies how much xE(ai) ∈ X are ranked below xE(a) by a judge with the im-
portance vector v. In fact, the halfspace z−H+(v) is the acceptance set directed
downwards and with the criteria evaluations of alternative a on its boundary.
Since the scalar distribution function is applied on a finite sample set, it
makes sense to define its empirical version:
F˜X,v(z) =
1
m
#
{
xE(ai) | ai ∈ A, xE(ai) ∈ z −H+(v)
}
.
Second, all the judges’ importance vectors are considered jointly to rank the
criteria evaluations of the alternatives xE(ai) ∈ X. This can be done by taking
the infimum over all elements of the importance cone KI . The use of KI implies
that not only the judges’ importance vectors v are considerd but also their non-
negative linear combinations. This has the beneficial effect that the optimal
solution does not have to compel to a single judge, but can also be a compromise
between judges. It follows that for every v ∈ KI the vector v which assigns to
xE(a) the lowest rank via F˜X,v(x
E(a)) is chosen. Hence, a conservative/risk-
limiting ranking of the assessed alternatives is ensured. This is exactly what the
cone distribution function FX,C : IR
d → [0, 1] in definition 2.1 of [2] with C = KA
does:
FX,KA(z) = inf
w∈KI\{0}
FX,w(z) = inf
w∈KI\{0}
Pr
(
X ∈ z −H+(w)) .
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The cone distribution function takes the acceptance cone as input, since it ranks
the xE(ai) based on the vector preorder ≤KA . This derives from the fact that
the relation ≤KA can be represented by a family of scalar functions, i.e.,
z ≤KA y ⇔ ∀v ∈ KI : v>z ≤ v>y ⇔ ∀v ∈ KI : z ≤H+(v) y.
This means that ≤KA is represented as intersection of the acceptance sets H+(v),
for all v ∈ KI\{0}.
The empirical variant of the cone distribution function adapted to the MCDM
is as follows:
F˜X,KA(z) = inf
v∈KI\{0}
1
m
#
{
xE(ai) | ai ∈ A, xE(ai) ∈ z −H+(v)
}
.
The properties of the function F˜X,KA(z) (see [2]) which have the most inter-
esting meaning for the multiple criteria decision making problem are reviewed.
a) Affine equivariance, i.e., if b ∈ IRd and A ∈ IRd×d is an invertible matrix,
then
∀z ∈ IRd : F˜AX+b,AKA (Az + b) = F˜X,KA (z) .
On one side, if the scale of the criteria has a proportional variation for all criteria
(b), then the ranking of the assessed alternatives xE(ai) is not compromised. On
the other side, if only some criteria undergo a change in scale (A), then this must
be reflected in the acceptance cone, respectively in the importance cone.
b) Monotone non-decreasing function of z with respect to ≤KA , i.e., if y ≤KA
z, then F˜X,KA (y) ≤ F˜X,KA (z). This property states that F˜X,KA ranks with
respect to the preorder given by the acceptance cone.
c) Monotone non-increasing function of X with respect to ≤KA , i.e., if X ≤KA
Y , then F˜X,KA (z) ≥ F˜Y,KA (z) for all z ∈ IRd. The rank of an element depends on
how the element compares against the others. If there are two sets of evaluated
alternatives X and Y , where Y includes better rated elements with respect to
the judges tastes, then an element included in both sets gets a lower ranking
with the set including the better elements Y .
d) If ∅ 6= K1A ⊆ K2A ⊂ IRd are two closed convex cones, then F˜X,K1A(z) ≤
FX,K2A
(z) for all z ∈ IRd. The judges’ views have an important effect on the
ranking. As illustrated in figure 3.3, the more apart the opinions of the judges
on the criteria are, the wider is the importance cone, consequently the narrower
is the acceptance cone – with the latter cone implying a bigger compromise to
be made. This effort of accommodating all the judges’ opinions is reflected by
the cone distribution function in assigning for the same alternative a lower rank
when the acceptance cone gets narrower.
From the discussion above, it is clear that the cone distribution function
F˜X,KA(z) is perfectly capable of ordering a set of alternatives by integrating the
opinions of multiple judges.
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Figure 3.4: Five alternatives with two criteria.
Example 3.5 In figure 3.4 a simple example with two criteria and the criteria
assessments of five alternatives helps to understand the new method. The goal is
to order the alternatives A = {a1, a2, a3, a4, a5} by giving a rank to their criteria
evaluations {xE(a1), xE(a2), xE(a3), xE(a4), xE(a5)}, where
ω = ai a1 a2 a3 a4 a5
X (ω) = xE(ai) (1, 5) (2, 3) (3, 2) (5, 1) (5, 5)
First, the F˜X,v(z) for v
1, v2 and v3 is calculated and discussed.
ai a1 a2 a3 a4 a5
xE(ai) (1, 5) (2, 3) (3, 2) (5, 1) (5, 5)
F˜X,v1(x
E(ai)) 0.4 0.4 0.6 0.8 1
F˜X,v2(x
E(ai)) 0.8 0.4 0.4 0.8 1
F˜X,v3(x
E(ai)) 0.8 0.6 0.4 0.4 1
The points in figure 3.4 are symmetrically distributed around the v2 = (1, 1)
vector. Therefore, it is clear that for v2 the criteria evaluations of a2 and a3,
respectively a1 and a4 have the same rank (probability). The opposite applies to
v1 = (2, 1) and v3 = (1, 2), whereas for the former importance vector xE(a1)
and xE(a2) have the lowest probability and for the latter x
E(a3) and x
E(a4) are
ranked the lowest. This is simply due to the higher value assigned by v1 to the
horizontal axis and respectively by v3 to the vertical axis.
Second, the five points in figure 3.4 are ranked with help of the cone distribu-
tion function and compared to the individual ranking of each judge.
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xE(a1) x
E(a2) x
E(a3) x
E(a4) x
E(a5)
F˜X,KA(z) 0.4 0.2 0.2 0.4 1
F˜X,v1(z) 0.4 0.4 0.6 0.8 1
F˜X,v2(z) 0.8 0.4 0.4 0.8 1
F˜X,v3(z) 0.8 0.6 0.4 0.4 1
Table 3.1: F˜X,KA(z) vs. F˜X,v(z)
By comparing the ranking derived from the cone distribution function F˜X,KA(z)
against the “scalarized CDFs” F˜X,v(z), three things stand out. First, F˜X,KA(z)
assigns the lowest values. This is simply due to the infimum in its definition,
where the vector v ∈ KI that minimizes F˜X,v(z) is chosen. Second, in all cases
xE(a5) has a rank equal to one. This is inherent in the definition of F˜X,v(z),
as # {xE(ai) | ai ∈ A, xE(ai) ∈ xE(a5)−H+(v)} = m,∀v ∈ KI . Third, for
F˜X,KA(z) the elements xE(a1) and xE(a4), respectively xE(a2) and xE(a3) have
the same position, as for the judge v2. The importance cone KI is generated by
the vectors v1 = (2, 1) and v3 = (1, 2), which are symmetric around the vector
v2 = (1, 1). Now, if the importance cone KI is symmetric around v
1 as well as
the criteria evaluations of the alternatives (see figure 3.4), then some elements
are ranked equally. However, if KI is spanned by v
1 and v2, then the symmetry
in the ranking is lost:
xE(a1) x
E(a2) x
E(a3) x
E(a4) x
E(a5)
F˜X,KA(z) 0.4 0.2 0.4 0.8 1
Table 3.2: KI generated by v
1 and v2.
3.3 Cone quantile
The set-valued quantile functions as introduced in [2] are transferred into a deci-
sion making tool. In particular, these quantiles admit to cluster the alternative’s
evaluations xE(ai) based on the rank p and the judge’s preferences via KI and
KA, respectively.
Initially, the paper [2] defines quantiles based on the scalarization of the
random vector X with w ∈ C+\{0}. These quantiles categorize the values of
X with respect to a w ∈ C+\{0}. Therefore, these functions can be adapted
to extract elements from a set of alternatives based on the individual opinion of
a judge. Here are the empirical versions of those functions adapted to a single
judge decision making, where v ∈ KI\{0}. The function Q˜−X,v : (0, 1) → P(IRd)
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defined by
Q˜−X,v(p) =
{
z ∈ IRd | F˜X,v(z) ≥ p
}
=
=
{
z ∈ IRd | #{xE(ai) | ai ∈ A, xE(ai) ∈ z −H+(v)} ≥ mp} ,
is called the lower v-quantile function of X, and the function Q˜+X,v : (0, 1) →
P(IRd) defined by
Q˜+X,v(p) =
{
z ∈ IRd | #{xE(ai) | ai ∈ A, xE(ai) ∈ z − intH+(v)} ≤ mp} ,
is called the upper v-quantile function of X. Both functions have convex values,
in particular Q˜−X,v(p) has upward directed (with respect to v) halfspaces and
Q˜+X,v (p) has downward directed halfspaces.
It turns out that the two sets are also useful concepts from a decision making
point of view. Since, Q˜−X,v(p) includes all x
E(ai) that for a given rank p and an
importance vector v have a rank higher or equal to p, whereas Q˜+X,v(p) includes
all xE(ai) that have a rank lower or equal to p. Therefore, Q˜
−
X,v(p) is the set
of better ranked (“good”) elements and Q˜+X,v(p) the set of “bad” elements, with
respect to the rank p and the importance vector v. Moreover, the higher the p
the better ranked and the fewer the elements in Q˜−X,v(p). The question is: what
are good choices for p? This depends on the available alternatives as well as on
the judges’ views on the criteria.
Figure 3.5: Graph of the
CDF for v1
>
X.
Figure 3.6: Q˜−
X,v1
(p) and
Q˜+
X,v1
(p) for v1 = (2, 1) and
p = 0.8.
Example 3.6 Figure 3.5 and figure 3.6 illustrate the v-quantile functions for X
being the elements in 3.4, v1 = (2, 1) and p = 0.8. Figure 3.5 shows the graph
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of the cumulative distribution function for the scalarized random vector v1
>
X,
F˜X,v1(z). Figure 3.6 has on its axes the criteria values and depicts the quantiles
as halfspaces.
As shown in figure 3.5, the “scalar” quantile of order p = 0.8 for the random
variable v1
>
X is the assessed alternative xE(a4) scalarized by v
1.
From a decision making perspective one would always choose an element from
Q−
v>1 X
(0.8) over an element from Q+
v1>X
(0.8). This is simply due to the former
quantile having higher ranked elements.
On one side, Q+
v1>X
(0.8) includes the elements xE(a1) = (1, 5), x
E(a2) =
(2, 3) and xE(a3) = (3, 2). The former two have the lowest ranks. This is
simply due to their low values for the first criteria (horizontal axis) and the
judge deeming the first criteria more important as the second one (vertical axis).
It follows that these elements are not recommendable. The element xE(a3) has a
higher value for the criteria on the horizontal axis. However, both criteria have
low values. Therefore, also the element xE(a3) is not a good choice.
On the other side, Q−
v1>X
(p) includes xE(a4) = (5, 1) and x
E(a5) = (5, 5),
with xE(a4) having a high value for the first criteria and x
E(a5) having the
highest values for both criteria. Therefore, both elements are good options. Thus,
Q−
v1>X
(p) can be interpreted as the set of recommendable elements.
The next step is to categorize a set of alternatives by complying to all judges’
opinions as well as their compromises. This is done intuitively by taking the inter-
section of the sets Q˜−X,v(p), and respectively Q˜
+
X,v(p), over all directions v of the
importance cone KI . This results in quantiles with the order relation ≤KA . As
for the cone distribution function, this has the positive consequence that the sets
do not have to compel to single judges but can accommodate also compromises
between judges. On one hand, the lower KA-quantile Q˜
−
X,KA
: (0, 1)→ P(IRd) is
defined as
Q˜−X,KA(p) =
⋂
v∈KI\{0}
Q˜−X,v(p),
on the other hand, the upper KA-quantile Q
+
X,KA
: (0, 1)→ P(IRd) is defined as
Q˜+X,C (p) =
⋂
v∈KI\{0}
Q˜+X,v (p) .
The lower KA-quantile can be also defined with respect to the cone distribution
function F˜X,KA(z):
Q˜−X,KA(p) =
{
z ∈ IRd | F˜X,KA(z) ≥ p
}
.
On the one side, lower quantile Q˜−X,KA (p) is directed “upwards” with respect to
the order relation ≤KA . This means that the lower quantile maps into a collection
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of sets, which are directed upwards with respect to the preorder generated by the
cone KA, refer to [2] for further details. On the other side, the upper quantile
Q˜+X,KA (p) is directed “downwards”. This has an important implication for the
decision making process. The lower quantile is the set to consider in order to
extract alternatives that are “recommended” by the judges, whereas the upper
quantile defines an area of “non-advisable” elements.
The potential of these quantiles as decision making tools is shown by inter-
preting their most relevant properties from a decision making perspective. It is
enough to discuss the properties of the lower KA-quantile Q
−
X,KA
(p) (see [2]), as
one can easily transfer these properties into those for the upper quantiles.
a) For all b ∈ IRd and all invertible matrices A ∈ IRd×d it holds
∀p ∈ (0, 1) : Q˜−AX+b,AKA (p) = AQ˜−X,KA (p) + b.
If the scale for the criteria changes, the quantile can be easily adapted for pro-
portional variations in all criteria–b or/and changes in single criteria–A.
b) If p1, p2 ∈ (0, 1), p1 ≥ p2, then Q˜−X,KA (p1) ⊆ Q˜−X,KA (p2). By increasing
the rank p the quantile gets more selective and excludes more alternatives. There-
fore, the higher the parameter p, the less and the better ranked the elements in
Q˜−X,KA (p).
c) If X ≤KA Y , then Q˜−X,KA(p) ⊇ Q˜−Y,KA(p) for all p ∈ (0, 1). X ≤KA Y
means that Y has better–with respect to the judges’ perspectives– choices than
X. For a given rank p and importance cone KI , the quantile Q˜
−
X,KA
(p) of the set
with the inferior choices X includes the quantile Q˜−Y,KA(p) of the “better” set Y .
This can be interpreted as Q˜−Y,KA(p) being more selective due to its derivation
from a “better” set.
d) If ∅ 6= K1A ⊆ K2A ⊂ IRd are two closed convex cones, then Q˜−X,K1A(p) ⊆
Q˜−
X,K2A
(p) for all p ∈ (0, 1). As discussed above in property d of the cone distri-
bution, a narrower acceptance cone KA implies a bigger compromise to be made,
due to a wider variety in judges’ opinions represented by a wider importance
cone KI . This effort of accommodating all the judges’ opinions, is reflected in a
“smaller” quantile, subsequently in one that includes less elements.
The following two examples reveal further interesting insights for the decision
making process. Example 3.7 illustrates the classification of the alternatives via
the quantiles, whereas example 3.8 shows the ability of the quantile to reveal the
fit between the set of alternatives and the judges’ opinions.
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p = (0, 0.2] p = (0.2, 0.4) p = 0.4
p = (0.4, 0.6) p = 0.6 p = (0.6, 0.8)
p = 0.8 p = (0.8, 0.1)
Figure 3.7: Q˜−X,KA (p) and Q˜
+
X,KA
(p) for p = (0, 1) with the importance cone
KI generated by the judges v
1 and v3.
Example 3.7 Figure 3.7 depicts the lower KA-quantile Q˜
−
X,KA
(p) and the upper
KA-quantile Q˜
+
X,KA
(p) for different values of p, for the set of assessed alterna-
tives X in figure 3.4 and the importance cone KI generated by the judges v
1 and
v3.
On the one side, the intersection between Q˜−X,KA (p) and Q˜
+
X,KA
(p) can be
empty as for p = (0, 0.4), p = (0.4, 0.6) and p = (0.6, 0.8). On the other side,
the intersection between the quantiles can be a single element as for p = 0.4 and
p = (0.8, 1); a hyperplane as for p = 0.6; or even a set with non empty interior
as for p = 0.8. It follows that a criteria evaluation of an alternative can be
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in one of the quantiles, in both quantiles or in neither of them. The assessed
alternative included in only one of the quantiles can either be “recommendable”
or “non-recommendable”; the element included in both quantiles can be seen as
“neutral” element, as it is neither good or bad; for the element not included in
the quantiles no clear statement can be given from a decision making standpoint.
Figure 3.8: Q˜−Xl,KA (p) and Q˜
+
Xl,KA
(p) for p = (0.8, 1), where in Xl is equal to
X with the exception that xE(a5) = (3, 3).
Example 3.8 The figure 3.8 illustrates the case when the judges’ views do not
really match the set of assessed alternatives X. The element e of figure 3.4
is decreased in value for both criteria, e = (3, 3). This implies that e is not
preferable to a and d, with regards to ≤KA. Consequently, the lower C-quantile
for p = (0.8, 1) does not include any of the given elements in X. There are
no elements in X with a rank higher than 0.8, which means that X includes
elements that only weakly satisfy the judges’ views. Hence, the quantile can be
used as indicator on how well the set of elements fit the judges’ opinions.
From the discussion above, the utility of the C-quantiles for the multiple
judge, multiple criteria decision making problem is apparent. It has the ability
to derive a set of alternatives that conforms to the judges’ opinions with the
parameter p indicating how selective the choice is. Moreover, the capability to
distinguish between bad choices–upper quantile and good choices–lower quantile
is very useful for analytic decision making.
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4 Conclusion
A novel approach in solving the multiple judge, multiple criteria decision making
problem is proposed. Before a choice between alternatives can be made, those
alternatives need to be ranked. On the one side, if the alternatives are valued
based on a single criterion, they can be clearly ranked. On the other side, if the
alternatives are valued based on multiple criteria, it gets complicated to rank
them. From a mathematical standpoint, this is due to the lack of a natural
ordering in higher dimensions. The set-valued quantile overcomes this issue by
introducing an order relation based on convex cones. The fundamental idea in
this paper is that the cones represent the judges’ opinions. Based on that, the
cone distribution can be implemented as a ranking function and the set-valued
quantiles as functions that categorize alternatives into different sets of “good”
and “bad” choices. Moreover, the paper shows that the properties of these func-
tions ensure a reasonable decision making process. A computational procedure
for the set-valued quantiles is under development. It is based on ideas from com-
putational geometry (see [10]). Due to X being an empirical distribution, the
method of choice would be the solution of linear vector optimization problems,
which can be solved by tools closely related to [11] and the references therein.
A further advancement is to conceptualize a multi-criteria recommender system
(see [12]) based on the developments in this work. This recommender system
could be designed such that it adjusts more closely to the users preferences and,
therefore gives targeted and accurate suggestions.
References
[1] Buckley J.J., The multiple judge, multiple criteria ranking problem: A
fuzzy set approach, Fuzzy Sets and Systems, 13(1984), pp. 25-37.
[2] Hamel A.H., Kostner D., Cone distribution functions and quantiles
for multivariate random variables, Journal of Multivariate Analysis,
167(2018), pp. 97-113.
[3] Hamel A.H., Heyde F., Lo¨hne A., Rudloff B., Schrage C., Set
optimization–a rather short introduction, In: Set optimization and
applications–the state of the art. From set relations to set-valued risk
measures, Springer Publishers Berlin (2015), pp. 65-141.
[4] Schlaifer R., Raiffa H., Applied statistical decision theory, 1961.
[5] Howard R.A., The foundations of decision analysis. IEEE transactions on
systems science and cybernetics 4, 3(1968), pp. 211-219.
[6] Belloni A., Winkler R.L., On multivariate quantiles under partial orders,
The Annals of Statistics, 39(2011), pp. 1125–1179.
18
[7] Grabisch M., Set functions, games and capacities in decision making,
Springer, 46(2016).
[8] Zadeh L.A., Fuzzy sets, Information and control 8, 3(1965), pp. 338-353.
[9] Klaua D., Ein Ansatz zur mehrwertigen Mengenlehre, Mathematische
Nachrichten 33, 5-6(1967), pp. 273-96.
[10] Rousseeuw P.J., Hubert M., Statistical depth meets computational geom-
etry: a short survey, arXiv preprint arXiv:1508.03828, 2015.
[11] Lo¨hne A., Weißing B., The vector linear program solver Bensolve –
notes on theoretical background, European Journal Operational Research,
http://dx.doi.org/10.1016/j.ejor.2016.02.039, 2016.
[12] Manouselis N., Costopoulou C., Analysis and classification of multi-
criteria recommender systems. World Wide Web 10, (4)2007, pp. 415-441.
[13] Hamel A. H., Heyde F., Duality for set-valued measures of risk, SIAM
Journal on Financial Mathematics 1, 1(2010), pp. 66-95.
19
