State distillation is the process of taking a number of imperfect copies of a particular quantum state and producing fewer better copies. Until recently, the lowest overhead method of distilling states |A = (|0 + e iπ/4 |1 )/ √ 2 produced a single improved |A state given 15 input copies. New block code state distillation methods can produce k improved |A states given 3k + 8 input copies, potentially significantly reducing the overhead associated with state distillation. We construct an explicit surface code implementation of block code state distillation and quantitatively compare the overhead of this approach to the old. We find that, using the best available techniques, for parameters of practical interest, block code state distillation does not always lead to lower overhead, and, when it does, the overhead reduction is typically less than a factor of three.
State distillation is the process of taking a number of imperfect copies of a particular quantum state and producing fewer better copies. Until recently, the lowest overhead method of distilling states |A = (|0 + e iπ/4 |1 )/ √ 2 produced a single improved |A state given 15 input copies. New block code state distillation methods can produce k improved |A states given 3k + 8 input copies, potentially significantly reducing the overhead associated with state distillation. We construct an explicit surface code implementation of block code state distillation and quantitatively compare the overhead of this approach to the old. We find that, using the best available techniques, for parameters of practical interest, block code state distillation does not always lead to lower overhead, and, when it does, the overhead reduction is typically less than a factor of three.
One of the grand challenges of 21st-century physics and engineering is to construct a practical large-scale quantum computer. One of the primary ways theoretical research can reduce the magnitude of this challenge is to devise ways of performing a given quantum computation using fewer qubits and quantum gates while simultaneously leaving all other engineering targets unchanged.
State distillation [1, 2] is a procedure required by the majority of concatenated quantum error correction (QEC) schemes [3] [4] [5] [6] [7] , with the exception of the Steane code [8] , and required by the majority of topological QEC schemes [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] , with the exception of a 3-D color code [20] and a non-Abelian code [21] . As such, the search for lower overhead methods of implementing state distillation is of great importance.
Two recent works [22, 23] are of particular note, both independently proposing block code based methods taking 3k + 8 imperfect copies of a particular state and distilling k improved copies. However, a detailed analysis of the overhead in terms of qubits and quantum gates was not performed. In this work, we explicitly construct a surface code [19] implementation of one of these block code state distillation methods [23] . The surface code is believed [24] to be the lowest overhead code that will ever exist for a quantum computer consisting of a 2-D array of qubits with nearest neighbor interactions [25] [26] [27] [28] . Furthermore, this code can be used to achieve time-optimal quantum computation [29] . The surface code therefore provides an excellent framework to gauge the cost of the new block code state distillation methods.
The discussion shall be organized as follows. In Section I, the quantum circuit used to perform block code state distillation is presented. In Section II, we perform a detailed comparison of the overhead of concatenated 15-1 and block code state distillation. In Section III, we summarize our results and discuss further work.
I. BLOCK CODE STATE DISTILLATION
The state we are interested in distilling is |A = (|0 + e iπ/4 |1 )/ √ 2. An extendable quantum circuit taking 3k + 8 copies of |A , each with probability p of error, and producing k copies, each with probability approximately (3k + 1)p 2 of error [23] , is shown in Figs. 1-2. T gate application is delayed using the circuit of Fig. 2a . This circuit has the additional advantage of eliminating X errors from the T gate, leaving us only needing to detect Z errors. Each T gate consumes one |A state as shown in Fig. 2b . All output states are discarded if any errors are detected. Fig. 1 has been designed to detect a Z error during any single T gate. All other quantum gates are assumed to be perfect, or at least sufficiently reliable that the probability of error from gate failure is negligible compared to the probability of error from multiple T gate errors. The first order probability that the outputs will be rejected is therefore approximately (3k + 8)p, with this expression approximate due to the ability of Fig. 2b to introduce S errors and the ability of Fig. 2a to filter out everything except Z errors. First order expressions are appropriate as we restrict ourselves to (3k + 8)p 1. For k = 2 + 4j, the block code has the property that transversal S † X implements logical SX on each encoded logical qubit. Each logical qubit is prepared in |A , and hence in the absence of errors the multiple |A block code will be in the +1 eigenstate of transversal S † X = T † XT . The top qubit of Fig. 1 should therefore report +1, with all output discarded if -1 is reported. This single measurement is sufficient to detect a single Z error during the first two layers of T gates.
The block code has four stabilizers, specifically
. Detecting a Z error in the final layer of T gates involves using the stabilizers X 0 X 2 X 3 . . . X k+2 and X 1 X 2 . . . X k+1 X k+3 . For arbitrary encoded logical states, in the absence of errors, the block code will be in the +1 eigenstate of these stabilizers. If the products of the individual X basis measurements comprising these stabilizers are not both +1, all output is discarded. Assuming the above three checks are passed, all output is accepted, with byproduct Z operators noted as follows. For each encoded logical qubit 0 ≤ n < k, the associated logical X operator takes the form X n+2 X k+2 X k+3 . If the product of these measurements is -1, a byproduct Z is associated with output n. convenient for physical implementation. A surface code CNOT is shown in Fig. 4 [12, 13, 19] . This topological structure can be arbitrarily deformed without changing the computation it implements. This permits direct implementation of the bent CNOTs ( 
II. OVERHEAD COMPARISON
Suppose we desire logical |A states with error p out and can prepare logical |A states with error p in . We will consider values p in = 10 −2 , 10 −3 , and 10 −4 , as this covers the currently believable physically achievable range, and values p out = 10 −5 , . . ., 10 −20 , as this covers essentially the entire range that could believably be useful in a practical quantum algorithm.
The process of preparing arbitrary logical states is called state injection, and in the surface code approximately 10 gates are required to work before error protection is available [19] . It is therefore reasonable to assume the physical gate error rate p g is an order of magnitude less than p in . The logical error rate per round of error detection in a square patch of surface code as a function of p g and code distance d is shown in Fig. 7 [30] .
Focusing initially on the simpler 15-1 concatenated distillation process, the topological structure required for a single level of distillation is shown in Fig. 8 . Dark structures are called dual defects, light structures are called primal defects. The geometric volume of the structure can be defined as the number of primal cubes in a minimum volume cuboid containing the structure. In this case, the structure is 6 cubes high, 16 cubes wide, and 2 cubes deep, for a total V = 192. Each primal cube has dimensions d/4, each longer prism has length d. Each unit of d in the temporal direction (up in Fig. 8 ) corresponds to a round of surface code error detection, each unit of d in the two spatial directions corresponds to two qubits. It is therefore straightforward to convert the geometric volume to an absolute volume in units of qubits-rounds. A fragment of the complete structure of edge length 5d/4 with a primal cube potentially centered within it is called a plumbing piece. Geometric volume is therefore in units of plumbing pieces. In order to calculate the overhead of state distillation, we will need to first reasonably upper bound the probability of logical error per plumbing piece.
Consider a forest of straight, d separated parallel defects of circumference d, as shown in Fig. 9 . Each defect can be assumed responsible for logical errors connecting it to two of its neighboring defects and also self encircling logical errors. The probability of each of these types of logical error per round of error detection can be upper bounded by the probability of logical error per round of error detection of a square surface. There are more potential logical errors per round connecting opposing boundaries in a square surface of distance d than there care connecting distinct defects or encircling a single defect.
Given the per round probability of logical error p L (d, p g ) of a square surface, we can upper bound the logical error rate of a plumbing piece p g ), where the factor of 5d/4 is for the number of rounds of error detection in a plumbing piece, the factor of 3 is for the number of distinct classes of logical error, and the factor of 2 is due to the fact that a single plumbing piece can contain both a primal and a dual defect. From Fig. 7 
Given input error rate p in , with 15-1 state distillation the output error rate can be made arbitrarily close to p dist = 35p 3 by using a sufficiently large d to eliminate logical errors during distillation. However, logical errors do not need to be completely eliminated, and we define p dist to be the amount of logical error introduced. For = 1, the logical circuitry introduces as much error as distillation fails to eliminate, and p out = (1 + )p dist . We shall assume that logical failure anywhere during distillation leads to the output being incorrect and accepted.
Let us consider a specific example. Suppose p in = 10 −3 , our desired p out = 10 −15 , and our chosen = 1. Our top level of state distillation must therefore have a probability of logical error no more than p out /(1 + ) = 5 × 10 −16 . Given V = 192 for 15-1 state distillation, this means we need −20 is due to the former requiring three levels of distillation of distance 13, 21 and 45 respectively, whereas the latter requires just two levels of distance 7 and 15 respectively. This is directly related to the assumption that the gate error rate pg is pin/10, meaning much smaller distances, and hence volumes, are required to achieve a given reliability. Bold numbers indicate a transition to more levels of distillation. For pin = 10 −2 , two levels are required even for pout = 10 −5 , with a transition to three levels at pout = 10 −12 . For lower pin, only one or two levels are required. Italicized entries are smaller than their corresponding entries in Table II and Table III. than p in , more state distillation is required. Our second level of state distillation must have a probability of logical error no more than p/(1 + ) = 1.2 × 10 −6 , implying d = 9. The states input to the second level of distillation must have an error rate no more than 3 2.4 × 10 −6 /35(1 + ) = 3.3×10 −3 . Since this is greater than p in , no further distillation is required. The absolute volume of the d = 19 top level and 15 d = 9 second level distillation structures is 3.1 × 10 7 qubits-rounds. In practice, the computation of the previous paragraph is performed for a range of values of , and the value leading to minimum volume chosen. Table I contains the minimum volumes in qubits-rounds for the range of input and output error rates of interest. Our goal is to improve these numbers using block code state distillation. Italicized entries indicate input-output parameters for which block code state distillation failed to reduce the overhead.
Given values of p in and p out , we can choose an arbitrary value of k and for a top level of block code state distillation, and calculate the required block input error rate p k = p out /(3k + 1)(1 + ). Concatenated 15-1 distillation will then be used to reduce p in to p k . The geo- −5 , with a transition to two levels of 15-1 at pout = 10 −9 . For lower pin, initially no 15-1 distillation is required. Italicized entries are smaller than their corresponding entries in Table I and  Table III. metric volume of block code state distillation is 96k+216. We must therefore choose a top level code distance sufficiently large to satisfy (96k + 216)P L (d, p in /10) < p out /(1 + ). Given the absolute volume V b of the block code used, and the absolute volume V 15 of each 15-1 concatenated structure used to produce an input to the block code stage, the total absolute volume assigned to each output will be (
The minimum absolute volume found for arbitrary k and is shown in Table II . Italicized volumes are lower than the corresponding concatenated 15-1 volumes (and two-level block code distilled volumes to be discussed shortly). In all cases, the volume reduction is less than a factor of three and was typically a factor of two for the cases in which a reduction was observed at all. Note that a reduction is observed when concatenated 15-1 distillation needs an additional level (bold entries in Table I ). This makes sense, as when just a little more distillation is required, it is better to use the lower overhead block code approach.
Continuing similarly, we constructed Table III Table I and  Table II. usually less than a factor of two.
III. DISCUSSION
We have presented an explicit extendable topological structure corresponding to computation in the surface code that implements the block code state distillation procedure of [23] . Every effort was made to make this topological structure as compact as possible using available techniques [24] . Despite this, we found only a modest overhead reduction, on average a factor of two to three, when using block code state distillation for favorable parameters. Parameter ranges were found in which block code state distillation lead to higher overhead.
Two research directions will be explored to further reduce the overhead of state distillation. Firstly, block codes of distance higher than two, secondly, more advanced methods of compressing the complex and extendable encoding circuitry of block codes.
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FIG. 11:
The initial two CNOT gates can be interchanged through deformation with the long multi-target CNOT. Each of the primal defects has been pushed in as far as possible on both the input and output sides of the circuit, reducing the depth to 25.
FIG. 12:
Each CNOT between the red and blue primal defects can be converted into a primal junction encircled by a dual ring using Eq. 12 of [13] .
FIG. 13:
The dual rings produced by the previous move did not encircle any output qubits. Therefore, these loops can be commuted through the last CNOT (using Eq. 9 of [13] , namely defects of the same type commute) and removed from the structure. The primal junction between red and blue primal defect strands can be moved towards output, creating sufficient space to compress the total structure to depth 23. [24] together, reducing the depth to 13.
