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Potreba za razumijevanjem prirodnih procesa potaknula je stvaranje matematicˇkih
modela koji opisuju mnoge pojave, ne samo s podrucˇja prirodnih vec´ i drusˇtvenih
znanosti. Rezultat je mijenjanje perspektive, napredak od uloge pukog promatracˇa.
Razvitak tehnologije omoguc´io je korak naprijed, vjernu i preciznu numericˇku aprok-
simaciju modela. No zatim se, npr. kod upravljanja, javlja potreba da se ta aprok-
simacija racˇuna gotovo instantno. Kada uzmemo u obzir da se matematicˇki mo-
deli sastoje od jedne ili pak sustava (opc´enito nelinearnih) parcijalnih diferencijalnih
jednadzˇbi, jasno je da takva simulacija zahtijeva gustu diskretizacijsku mrezˇu, pa
racˇunanje postaje vremenski dugotrajno i samim time neiskoristivo u takvim situaci-
jama. Rjesˇenje ovog problema nalazimo u racˇunanju s modelima nizˇeg reda. Modeli
nizˇeg reda imaju glavna obiljezˇja punog modela, no znatno nizˇi trosˇak racˇunanja. Za
njhovu konstrukciju koristit c´emo dvije dekompozicije: POD i DMD. Vidjet c´emo
da uloga ovih dekompozicija nije samo u redukciji sustava, vec´ sadrzˇe informacije u
odredenim svojstvima promatrane velicˇine.
Prava ortogonalna dekompozicija (POD) je metoda koja za skup podataka u
odredenom prostoru nalazi l vektora (prostornih modova) koji najbolje opisuju dani
skup u smislu najmanjih kvadrata. Dobiveni POD modovi opisuju energiju sustava.
Galerkinovom projekcijom sustava na POD bazu dobivamo aproksimacijski sustav
nizˇeg reda. Dok za linearne sustave ova metoda daje dobre rezultate te cˇak dozvoljava
predracˇunanje matrice sustava, u slucˇaju nelinearnosti sustava, POD-Galerkinova
metoda zahtijeva racˇunanje s punim sustavom.
Dekompozicija dinamicˇkih modova (DMD) pronalazi modove gibanja koji nemaju
samo prostorne znacˇajke (kao kod POD-a), vec´ su usko povezani sa periodicˇnim
gibanjima koji predstavljaju njihovu vremensku evoluciju. Zasniva se na teoriji
Koopmanovog operatora, kojim nelinearni dinamicˇki sustav mozˇemo prikazati kao
beskonacˇnodimenzionalan linearan sustav. Konstruiranje modela nizˇeg reda pred-
stavlja vec´i izazov nego kod POD dekompozicije, no DMD ima drugu vazˇnu ulogu:
predvidanje stanja sustava u vremenskim trenutcima nakon intervala mjerenja.
U poglavlju 1 za pocˇetak ponavljamo osnovna svojstva dekompozicije singularnih
vrijednosti. Potom dajemo definiciju POD dekompozicije, njenu vezu s SVD-om i
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neka osnovna svojstva. Pokazujemo i kako dobiti model nizˇeg reda Galerkinovom
projekcijom. Za kraj dajemo ocjenu gresˇke.
U poglavlju 2 definiramo DMD dekompoziciju. Detaljanije opisujemo tri algo-
ritma za racˇunanje DMD modova. Uz jedan jednostavan primjer opisujemo znacˇenje
DMD modova i pokazujemo kako napraviti rekonstrukciju rjesˇenja. Naposljetku da-
jemo vezu s Koopmanovim operatorom.
U zadnjem poglavlju 3 na primjerima iz mehanike fluida primijenjujemo dane
metode te diskutiramo rezultate.
Poglavlje 1
POD
Pretpostavimo da je zadana funkcija z(x, t), gdje je x prostorna a t vremenska vari-






uz uvjet da aproksimacija tezˇi egzaktnom rjesˇenju kada N tezˇi u beskonacˇnost (osim
eventualno na skupu mjere 0). Takva reprezentacija nije jedinstvena vec´ ovisi o iz-
boru funkcija φk(x). Za svaki izbor niza φk(x), takav da tvore bazu za odredenu
klasu funkcija z(x, t), postoji jedinstveni niz funkcija ak(t). Pozˇeljno je da baza bude
ortonormirana, jer u tom slucˇaju ak(t) ovisi samo o φk(x), ne i o preostalim funk-
cijama φ. Drugi kriterij pri odabiru baze je da ona minimizira srednju kvadratnu
pogresˇku aprokismacije za svaki N . Dakle zˇelimo pronac´i niz ortonormiranih funk-
cija φk takvih da prvih N funkcija daje najbolju N -cˇlanu aproksimaciju. Funkcije
koje zadovoljavaju navedene kriterije zovemo pravim ortogonalnim modovima funk-
cije z(x, t) (napomenimo samo da je poredak funkcija φk bitan). Za takve φ izraz
(1.1) zovemo prava ortogonalna dekompozicija (POD) od z(x, t).
Podatci cˇiju aproksimaciju ili model nizˇeg reda trazˇimo obicˇno dolaze iz eksperi-
mentalnih mjerenja ili numericˇkih rjesˇenja dinamicˇkih sustava. Prostor u kojem zˇive
rjesˇenja diferencijalnih jednadzˇbi koje opisuju dinamicˇki sustav mogu biti beskonacˇne
dimenzije, no rjesˇenja dobivena diskretizacijom istih zˇive u konacˇnodimenzionalnom
prostoru. Iz tog razloga se fokusiramo na konacˇnodimenzionalni slucˇaj.
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1.1 SVD
Teoriju zapocˇinjemo SVD dekompozicijom, koja ima vrlo vazˇnu ulogu u POD i
DMD dekompoziciji. Sˇtoviˇse, SVD dekompozicija pronalazi primjenu u mnogim
slucˇajevima analize podataka. Ona omoguc´ava faktorizaciju matrice na jednostavnije
djelove koji nose odredeno znacˇenje. Za pocˇetak c´emo dati definiciju dekompozicije.
Ona proizlazi iz sljedec´eg teorema koji daje definiciju i egzistenciju singularnih vri-
jednosti
Teorem 1.1.1. Neka je Y ∈ Rm×n matrica ranga d ≤ min{m,n}. Tada postoje






:= Σ, D = diag(σ1, ...σd), (1.2)
pri cˇemu vrijedi
σ1 ≥ σ2 ≥ ... ≥ σd > 0.
Realne brojeve σ1, ..., σd (zajedno sa josˇ min{m,n} − d nula) zovemo singularne vri-
jednosti matrice Y . Stupce matrice U zovemo lijevi, a stupce od V desni singularni
vektori matrice Y .
Vratimo se sada na znacˇenje elemenata dekompozicije. Matrice U i V su orto-
gonalne pa u realnom prostoru predstavljaju rotaciju, dok je Σ dijagonalna pa je
zasluzˇna za skaliranje pojedine koordinate. Iz prethodnog teorema dakle slijedi da se
svako linearno preslikavanje mozˇe prikazati kao kombinacija skaliranja i dvije rotacije.
Shematski prikaz dekompozicije dan je na slici 1.1.
SVD dekompozicija zapravo je poopc´enje dekompozicije svojstvenih vrijednosti.
Dok svojstvene vrijednosti posjeduju samo kvadratne matrice, singularne vrijednosti
ima svaka matrica. Singularne vrijednosti matrice Y jednake su kvadratnim korije-
nima vlastitih vrijednosti matrica Y Y T i Y TY . Iz
Y Y T = UΣV TV︸ ︷︷ ︸
=I
ΣTUT = U ΣΣT︸︷︷︸
=Λ
UT = UΛUT
Y Y TU = UΛ
(1.3)
slijedi da su vektori {ui}di=1 svojstveni vektori matrice Y Y T , sa pripadnim svojstvenim
vrijednostima λi = σ
2
i > 0, i = 1, ..., d. Takoder, vrijedi λ1 ≥ λ2 ≥ ... ≥ λd > 0.
Analogno dobijemo da su {vi}di=1 svojstveni vektori matrice Y TY . Preostali vektori,
{ui}mi=d+1 i {vi}ni=d+1 imaju svojstvenu vrijednost 0.
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Slika 1.1: Shematski prikaz SVD dekompozicije
Iz sheme na slici 1.1 jasno je da su sve potrebne informacije sadrzˇane u prvih d
stupaca matrica U i V , te u matrici D koju smo definirali ranije1. Stoga ima smisla
definirati matrice Ud ∈ Rm×d i V d ∈ Rn×d takve da vrijedi:
Udij = Uij za1 ≤ i ≤ m, 1 ≤ j ≤ d,
V dij = Vij za1 ≤ i ≤ m, 1 ≤ j ≤ d.
(1.4)
Sada umjesto Y = UΣV T mozˇemo pisati
Y = UdD(V d)T . (1.5)
Zakljucˇujemo da se stupci od Y mogu zapisati u bazi koju cˇine stupci od Ud tako
da su koeficijenti raspisa dani u retcima od D(V d)T . U kontekstu prikaza (1.1), funk-
cije φk su reprezentirane stupcima matrice U , a ak u retcima od D(V
d)T . Svojstveni





〈yj, ui〉Rmui za j = 1, ..., n, (1.6)
1Primijetimo da je D ∈ Rd×d a Σ ∈ Rm×n.
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gdje je sa 〈·, ·〉Rm oznacˇen skalarni produkt u Rm. U ovom trenutku jasno je da pomoc´u
SVD dekompozicije mozˇemo dobiti i funkcije Φk i koeficijente ak. Preostalo nam je
pokazati da je aproksimacija dobra. Tome c´emo se posvetit u sljedec´em ulomku, kao
i ulozi SVD dekompozicije u aproksimaciji matrica matricama nizˇeg ranga.
1.2 SVD i POD
Mozˇemo rec´i da je cilj POD-a konstruirati potprostor koji najbolje aproksimira dane
vektore u smislu najmanjih kvadrata. U (1.5) smo pokazali kako pronac´i bazu pot-
prostora (punog ranga) u kojem lezˇe vektori y1, ..., yn. Sljedec´im teoremom c´emo, u
konacˇnoj dimenziji, pokazati da je baza u (1.5) optimalna u smislu najmanjih kva-
drata i da to vrijedi i ukoliko je dimenzija baze manja od broja elemenata skupa
{y1, ...yn}, tj. ukoliko trazˇimo aproksimaciju nizˇeg ranga. Teorem su originalno do-
kazali Eckart i Young za Frobeniusovu normu u [10],a kasnije je Mirsky pokazao da
dani dokaz vrijedi za proizvoljnu unitarno invarijantnu normu u [11]. Ovdje c´emo dati
dokaz u Frobeniusovoj normi, no teorem vrijedi i za operatorsku normu. Prisjetimo
se, Frobeniusova norma je definirana s:
‖Y ‖F =
√




Teorem 1.2.1. Neka je X proizvoljna m × n matrica ranga d, cˇija je dekompozi-
cija singularnih vrijednosti X = UΣV T , gdje je Σ dijagonalna matrica singularnih














Dakle, od svih m× n matrica ranga k, Xk je najbolja aproksimacija matrice X.
Dokaz. Koristimo Weylov teorem za svojstvene vrijednosti, tj. njegov oblik za singu-
larne vrijednosti. Neka su A i B m×n matrice i neka su njihove singularne vrijednosti
u padajuc´em poretku.
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Iz Teorema 3.3.16 u [1] vrijedi
σi+j−1(A+B) ≤ σi(A) + σj(B) za 1 ≤ i, j ≤ n, i+ j − 1 ≤ n. (1.8)
Ako je Y ranga k slijedi σk+1(Y ) = 0. Uzmimo j = k + 1, B := Y i A := X − Y .
Slijedi
σi+k(X) ≤ σi(X − Y ) za 1 ≤ i ≤ n− k (1.9)
Za Frobeniusovu normu vrijedi
‖X − Y ‖2F ≥
n−k∑
i=1













‖X − Y ‖F ≥ ‖X −Xk‖F
Prethodno smo radili sa proizvoljnom matricom Y , koja nije sadrzˇavala nikakvo
fizicˇko znacˇenje. Ovdje c´emo dati primjer aproksimacije matrice koja predstavlja
crno bijelu sliku. Svaki element matrice predstavlja piksel slike i sadrzˇi informaciju o
intenzitetu sive boje u intervalu [0, 1], gdje 0 predstavlja bijelu, a 1 crnu boju. Slika se
sastoji od 1168× 1752 piksela te pripadna matrica ima 1168 singularnih vrijednosti.
Na slici 1.2 prikazana je aproksimacija s matricama reda 1, 5, 10, 50, 200 te originalna
matrica. Vidljivo je da je vec´ prikaz sa 200 najvec´ih vrijednosti dovoljno jasan.
Iz (1.11) slijedi da je gresˇka aproksimacije jednaka korijenu sume kvadrata odbacˇenih
singularnih vrijednosti. Ova ocjena bit c´e korisna kod odabira broja vektora baze,
cˇime smo opravdali odabir norme. Iz teorema slijedi da se nalazˇenje POD baze u
konacˇnodimenzionalnom slucˇaju svodi na racˇunanje SVD dekompozicije. No, racˇunanje
SVD-a, u slucˇaju velikih dimenzija matrice Y , je skupa operacija. Zato c´emo potrazˇiti
drugacˇiji pristup, koji c´e dati efikasniji algoritam za rjesˇavanje problema.
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(a) Aproksimacija sa 1 singularnom vrijednosti (b) Aproksimacija sa 5 singularnih vrijednosti
(c) Aproksimacija sa 10 singularnih vrijednosti (d) Aproksimacija sa 50 singularnih vrijednosti
(e) Aproksimacija sa 200 singularnih vrijednosti (f) Polazna matrica
Slika 1.2: Primjer aproksimacije pomoc´u SVD-a
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1.3 Metoda uzoraka
Metoda uzoraka usko je vezana uz konkretne probleme. Pretpostavimo da imamo
skup od n mjerenja neke velicˇine (npr. brzina fluida) u k prostornih tocˇaka. Ta
mjerenja nazivamo uzorcima. Neka je svaki uzorak reprezentiran jednim stupcem
matrice Y . Ukoliko se mjerenje odvija u dvodimenzionalnom prostoru, kojeg raza-
pinju vektori x1 i x2, brzinu moramo mjeriti u obe dimenzije. Dakle jedan uzorak
sadrzˇi 2k vrijednosti, tako da je prvih k vrijednosti u stupcu jednako izmjerenoj
velicˇini u smjeru x1 a sljedec´ih k velicˇini u smjeru x2. Ovdje se nec´emo ogranicˇiti na
dimenziju prostora pa c´emo za prostornu dimenziju uzeti m, koji mozˇe biti jednak
k, 2k ili 3k. Matricu Y ∈ Rm×n nazivamo matrica uzoraka. Trazˇimo linearani pot-
prostor za koji je ukupna gresˇka aproksimacije uzoraka na taj potprostor minimalna.
Neka je trazˇeni potprostor, oznacˇimo ga sa S, dimenzije k te neka je Ω matrica u
kojoj se nalaze ortonormirani vektori [ω1, ..., ωk] takvi da je S = span{ω1, ..., ωk}.
Ukoliko je baza ortonormirana, sˇto je pozˇeljno, matrica Ω je ortogonalna pa vrijedi
ΩTΩ = Ik. Takoder, znamo da je tada projektor na potprostor oblika P = ΩΩ
T
Slika 1.3: Projekcija uzoraka na potprostor S
(P 2 = ΩΩTΩΩT = ΩΩT = P = P T pa je projektor dobro definiran). Dakle, projici-
rani uzorci su jednaki ΩΩTyi, a gresˇka projekcije jednaka je (I − ΩΩT )yi, (pogledaj
sliku 1.3). Ukupna gresˇka jednaka je
n∑
j=1
‖(I − ΩΩT )yj‖22 =
n∑
j=1
‖yj − ΩΩTyj‖22 = ‖Y − ΩΩTY ‖2F . (1.12)
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Zˇelimo ju minimizirati po Ω pa imamo sljedec´i minimizacijski problem
min
Ω∈Rm×k
‖Y − ΩΩTY ‖2F . (1.13)
Primijetimo da je ΩΩT maksimalno ranga k. Ako je UΣV T SVD dekompozicija od
Y , iz teorema (1.2.1) znamo da je najbolja aproksimacija matrice Y matricom ranga
k upravo Yk = UkΣkV
T
k . Slijedi
‖Y − ΩΩTY ‖2F ≥ ‖Y − Yk‖2F . (1.14)
Pokazˇimo da u (1.14) vrijedi jednakost za Ω = Uk. U mozˇemo pisati na sljedec´i nacˇin:
U = [Uk Un−k], (1.15)



















ΣV T = UkΣkV
T
k . (1.17)
Time smo pokazali poveznicu izmedu aproksimacije matrica matricama nizˇeg reda
i optimalne projekcije vektora na linearni potprostor. Takoder, pokazali smo da je
tvrdnja teorema kojeg c´emo u nastavku dati vec´ dokazana u teoremu 1.2.1, no zˇelja
nam je dati dokaz kojeg je laksˇe prosˇiriti na opc´enitije probleme, npr. na prostore
funkcija. Problemu pronalaska POD baze pristupit c´emo kao optimizacijskom pro-
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pa minimizacijski problem u (1.18) mozˇemo promatrati kao maksimizacijski problem,







|〈yj, ui〉Rm|2 uz uvjet |〈ui, uj〉Rm |2 = δij za 1 ≤ i, j ≤ l
Rjesˇenje gornjeg problema daje sljedec´i teorem.
Teorem 1.3.1. Neka je Y = [y1, ...yn] ∈ Rm×n matrica ranga d ≤ min{m,n}. Neka
je Y = UΣV T dekompozicija singularnih vrijednosti od Y , gdje su U = [u1, ..., um] ∈







gdje je D = diag(σ1, ..., σd) ∈ Rd×d, σ1, ..., σd su singularne vrijednosti, a 0 u gornjem








|〈yj, ui〉Rm |2 uz uvjet |〈ui, uj〉Rm|2 = δij za 1 ≤ i, j ≤ l (1.22)








Prije dokaza navodimo Key Fanov teorem o maksimumu matrice, cˇiji dokaz se
mozˇe pogledati u [14].
Teorem 1.3.2. Neka su svojstvene vrijednosti λi Hermitske matrice H takve da je







Dokaz. Teorem c´emo dokazati indukcijom po l ∈ {1, , , d}2. Neka je {ui}mi=1 ortonor-
mirana baza za Rm. U je ortogonalna pa je i Ul = [u1 . . . ul] ortogonalna. Neka je
2alternativni dokaz mozˇe se nac´i u [7]
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l = 1. Uzmimo φ1 ∈ Rm takav da je ‖φ1‖Rm = 1. Jer je {ui}mi=1 ONB za Rm, φ1







































































〈yj, ui〉Rm〈yj, ui〉Rm =
〈 n∑
j=1





=〈Y Y Tui, ui〉Rm = λi〈ui, ui〉Rm = λi‖ui‖2Rm = λi (1.25)









〈Y Y T︸ ︷︷ ︸
H
ui, ui〉Rm = tr(U∗l HUl). (1.26)
Sada iz tvrdnje teorema 1.3.2 slijedi (1.23). Pretpostavimo da je za l ≥ 1 rjesˇenje
zadac´e (1.22) dano vektorima {ui}li=1 te da vrijedi argmax(1.22) =
∑l
i=1 λi. Preos-
talo je pokazati tvrdnju za l + 1. Neka je φl+1 ∈ Rm takav da je ‖φl+1‖Rm = 1 i
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λi|〈φl+1, ui〉Rm |2 ≤ λl+1
m∑
i=l+1
|〈φl+1, ui〉Rm|2 = λl+1.
Iz (1.25) slijedi da je
∑n
j=1|〈yj, ul+1〉Rm|2 = λl+1. Ocjena (1.23) josˇ jednom slijedi iz
teorema 1.3.2.
U praksi, dimenzija prostorne velicˇine mozˇe biti i stotine tisuc´a, dok je broj uzo-
raka cˇesto mnogo manji. Ideja je iskoristiti vezu izmedu svojstvenih vrijednosti od
Y Y T i singularnih vrijednosti od Y , te umjesto SVD-a matrice dimenzija m × n
(n m) trazˇiti rjesˇenje svojstvenog problema dimenzija n× n. Iz (1.3) slijedi:
Y Y Tui = λiui za i = 1, ..., l. (1.27)
Iako je puno manje zastupljen, korisno je znati da i za suprotan slucˇaj, kada je m n,
mozˇemo rjesˇavati svojstveni problem:
Y TY vi = λivi za i = 1, ..., l. (1.28)
Sada POD bazu mozˇemo racˇunati na sljedec´i nacˇin: ovisno o dimenzijama m i
n definiramo korelacijsku matricu Y TY ∈ Rn×n, odnosno Y Y T ∈ Rm×m i rjesˇavamo
pripadni svojstveni problem (1.27) tj. (1.28). U posljednjem slucˇaju vektore baze ui




Y vi za i = 1, ..., l.
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1.4 POD uz tezˇinski skalarni produkt
POD baza koju smo definirali u prethodnom ulomku sastavljena je od modova koji
najviˇse doprinose energiji sustava, no sˇto u slucˇaju kada su nam bitni modovi koji
sadrzˇe manje energije? Takoder, mjerenja fizikalnih procesa mogu obuhvatiti viˇse
velicˇina, npr. brzinu, tlak, temperaturu. Te velicˇine nisu izrazˇene u istim mjernim je-
dinicama pa njihove promjene nemaju jednaku vazˇnost. Standardni skalarni produkt
u ovim slucˇajevima nije najbolji izbor jer gubimo vazˇne informacije o procesu ko-





+ u ·∆u) =∇ · σ(u, p) + f (1.29)
divu =0. (1.30)
Rjesˇenje se sastoji od dvije komponente: brzine i pritiska. Vektor rjesˇenja tada je u






no znacˇenje 2-norme dobivenog rjesˇenja, koja iznosi ‖[ux uy uz p]‖22 = u2x+u2y+u2z+p2,
nije jasno. Stoga prosˇirujemo teoriju na opc´enitiji tezˇinski skalarni produkt koji je
definiran sa simetricˇnom, pozitivno definitnom matricom. Neka je W ∈ Rm×m jedna
takva matrica. Tada vrijedi:
〈u, v〉W = uTWv = 〈u,Wv〉Rm = 〈Wu, v〉Rm za u, v ∈ Rm
Norma inducirana danim skalarnim produktom je ‖u‖W =
√〈u, u〉W za u ∈ Rm.
Za standardni skalarni produkt dovoljno je napraviti SVD matrice Y kako bi
pronasˇli bazu. Kako postupiti kada je skalarni produkt tezˇinski? Matrica W koja
definira tezˇinski produkt je realna, simetricˇna i pozitivno definitna pa posjeduje fak-
torizaciju Choleskog u obliku W = LLT . Neka je Q proizvoljna ortogonalna matricu
i G neka matrica koja zadovoljava W = GGT . Iz
W = LLT = LQQTLT = (LQ︸︷︷︸
G
)(LQ)T = GGT (1.32)
vidimo da zapis W pomoc´u matrice G nije jedinstven. Za matricu L dobivenu fak-
torizacijom Choleskog zato postavljamo dodatan zahtjev, da je donje trokutasta s
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jedinicama na dijagonali. Takva matrica L je jedinstvena. Po definiciji norme vrijedi


















Uvedimo supstituciju LTx = z pa imamo





Sada je jasno da POD bazu s tezˇinskim skalarnim produktom mozˇemo izracˇunati
pomoc´u SVD-a na sljedec´i nacˇin: prvo izracˇunamo faktorizaciju Choleskog matrice
W = LLT . Potom definiramo Y = LTY te racˇunamo SVD te matrice. Neka je on
oblika Y = UΣV
T
. Nakon sˇto odredimo dimenziju baze, k, vektore baze dobivamo
iz Uk = L−TU
k
.
Definicija optimizacijskog problema sa tezˇinskim skalarnim produktom analogna







|〈yj, ui〉W |2 uz uvjet |〈ui, uj〉W |2 = δij za 1 ≤ i, j ≤ l (1.33)
Pokazˇimo kako mozˇemo iskoristiti rezultat teorema 1.3.1 u ovom slucˇaju. W je si-
metricˇna i pozitivno definitna matrica pa znamo da je SVD oblika W = QΣQT ,
gdje je Σ = diag(ξ1, ..., ξn) dijagonalna matrica cˇiji su svi elementi pozitivni. Time
je osigurana egzistencija W 1/2 = Qdiag(ξ1, ..., ξn)Q
T pa mozˇemo definirati matricu
Y = W 1/2Y . Neka je SVD dekompozicija od Y jednaka UΣV
T
. Tada je rjesˇenje pro-
blema (1.33) dano vektorima ui = W
−1/2ui, i = 1, ..., l gdje su {u}mi=1 stupci matrice




gdje je Λ = diag(λ1, ..., λl), λi = σ
2
i , i ∈ {1, ..., l}, pa su ui ujedno i svojstveni vektori
matrice Y Y
T
. Dakle i ovdje mozˇemo iskoristiti metodu uzoraka.
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1.5 Primjena u dinamicˇkim sustavima
Nelinearne dinamicˇke sustave cˇesto promatramo u obliku sustava obicˇnih diferenci-
jalnih jednadzˇbi. Takav sustav obicˇno je dobiven Garlekinovom aproksimacijom, o
kojoj c´e biti rijecˇi kasnije. Neka je T > 0, y0 ∈ Rm , f : R× Rm → Rm i
y˙(t) =f(t, y(t)) , t ∈ [0, T ]
y(0) =y0. (1.34)
Pretpostavimo da je f dovoljno glatka te da postoji i jedinstveno je rjesˇenje y :
[0, T ]→ Rm. Neka je dana ekvidistantna vremenska mrezˇa 0 < t1 < t2 < ... < tn ≤ T
sa korakom ∆t = T
n−1 . Pretpostavimo da znamo rjesˇenja sustava (1.34) u trenutcima
tj, j ∈ {1, ..., n}, odnosno da imamo n eksperimentalno dobivenih mjerenja fizikalne
velicˇine. Kako bi aproksimacija pomoc´u POD baze bila dobra, vazˇno je odabrati
dovoljno veliku dimenziju baze i vazˇno je da uzorci dobro reprezentiraju dinamiku
sustava. U nastavku c´emo opisati kako to postic´i.
Odabir dimenzije baze
Kako odrediti dimenziju l ≤ d takvu da je gresˇka manja od zˇeljene tolerancije tol >
0? Iz (1.11) slijedi da je gresˇka jednaka sumi kvadrata svojstvenih vrijednosti koje














≥ 1− tol. (1.35)
U slucˇaju racˇunanja baze metodom uzoraka treba nam ocjena izrazˇena pomoc´u svoj-
stvenih vrijednosti.
Odabir uzoraka
Primijetimo da uzorci, pa time i vektori POD baze, ovise o trenutcima u kojima
uzimamo uzorke. Kako odrediti u kojim trenutcima uzeti uzorak? Za pocˇetak, pro-
matramo trajektoriju y(t) ∈ Rm. Ona je neprekidna po vremenskoj varijabli i vrijedi
{y(t)|t ∈ [0, T ]} ⊂ Rm. Neka je {ui}mi=1 ortonormirana baza za prostor Rm, na kojem




〈y(t), u〉Wy(t)dt ∈ Rm (1.36)
mozˇe se prikazati matricom, cˇiji svojstveni vektori {ui}mi=1 i pripadne svojstvene vri-
jednosti {λi}mi=1 zadovoljavaju:
Rui = λiui, za sve i ∈ {1, ...,m} i λ1 ≥ λ2 ≥ ... ≥ λm ≥ 0. (1.37)
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Buduc´i da je promatrana trajektorija neprekidna u varijabli t postavlja se pitanje kako
numericˇki provesti racˇun. Formule za numericˇku integraciju cˇesto sadrzˇe dodatne
varijable: tezˇine. Iz tog razloga c´emo svakom uzorku yj pridruzˇiti nenegativnu tezˇinu









〈yj, ui〉Wui‖2W za 〈ui, uj〉Rm = δij, 1 ≤ i, j ≤ l. (1.47)
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Ujedno su i rjesˇenje svojstvenog problema
Y DY TWui = λiui za i = 1, ..., l. (1.48)
gdje jeD = diag(α1, ..., αn). Postupak je analogan postupku u teoremu 1.3.1. Matrica
Y DY TW u (1.48) nije simetricˇna, ali mozˇe se pokazati da je slicˇna simetricˇnoj matrici.
Ranije smo pokazali da je W 1/2 dobro definirano. Imamo:
W 1/2Y DY TWW−1/2 = (W 1/2Y D1/2)((W 1/2)TY T (D1/2)T ).
Uvedimo oznake Y = W 1/2Y D1/2 i ui = W
1/2ui uz uvjet 〈ui, uj〉W = δij, 1 ≤ i, j ≤




ui = λiui, 1 ≤ i ≤ l. (1.49)
















Dakle neprekidni sustav mozˇemo dobro aproksimirati diskretnim ukoliko imamo do-
voljan broj uzoraka. Osvrnimo se na par moguc´ih nacˇina uzimanja uzoraka. Ukoliko
radimo numericˇku simulaciju dinamicˇkog sutatva svakako je moguc´e uzeti uzorak u
svakom vremenskom koraku postupka. Prednost ove metode je sˇto se, kako se broj
uzoraka n priblizˇava broju prostornih tocˇaka m, gresˇka aproksimacije smanjuje. Za
duzˇe intervale promatranja proizvesti c´emo previˇse uzoraka pa c´e racˇunanje SVD-
a matrice uzoraka biti racˇunski i vremenski neefikasno. Veliku dimenziju mozˇemo
izbjec´i tako da spremamo svako j− ti vektor rjesˇenja, no time gubimo na tocˇnosti
aproksimacije. Naprednije metode ukljucˇuju rjesˇavanje uvjetnih problema minimiza-
cije, jednu takvu promatrali su Kunisch i Volkwein u [5]. Uz inicijalnih n uzoraka
u vremenima t1, ...tn cilj je odrediti vremenske trenutke u kojima je potrebno uzeti
dodatnih m uzoraka kako bi imali sˇto tocˇniju sliku dinamike sustava. Pravim odabi-
rom treunutaka u kojima uzimamo uzorke mozˇemo unaprijed bitno reducirati vrijeme
racˇunanja POD dekompozicije. U trenutku kada smo izracˇunali POD bazu mozˇemo
je primjeniti za dobivanje modela nizˇeg reda.
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1.6 Model nizˇeg reda. Galerkinova projekcija
Cˇesto se rjesˇavanje slozˇenih dinamicˇkih sustava svodi na numericˇku aproksimaciju.
Kako bi metoda bila postigla odredenu tocˇnost moramo uzeti male korake diskretiza-
cije, sˇto dovodi do velikih dimenzija aproksimacijskog prostora, pa onda i vremenski
zahtijevnog racˇuna. Takvi modeli nisu prikladni za upotrebu u odredenim primje-
nama, npr. kod optimizacije po odredenom broju parametara, buduc´i da nam infor-
macija treba u jako kratkom vremenskom roku. Iz tog razloga trazˇimo model nizˇeg
reda, koji ima znatno manji broj stanja, ali koji sadrzˇi vec´inu energije prvobitnog
modela. Srec´om, trajektorije rjesˇenja dinamicˇkih sustava cˇesto zˇive na mnogostru-
kostima koje se mogu vrlo dobro aproksimirati s linearnim mnogostrukostima a koje
su znatno nizˇe dimenzije. Dakle prvi korak u konstrukciji modela nizˇeg reda je pro-
vjera istinitosti gornje pretpostavke. To mozˇemo jednostavno napraviti. Uzorke od
manjeg broja trajektorija spremimo u matricu i izracˇunamo singularne vrijednosti.
Ukoliko njihove vrijednosti brzo opadaju, sustav je prikladan za redukciju.
Za dobivanje modela nizˇeg reda u ”realnom” vremenu nec´emo racˇunati bazu, vec´
c´emo iskoristiti POD bazu koju smo izracˇunali u tzv. ”oﬄine” fazi. Oﬄine faza je
faza predracˇunanja. Pretpostavimo da dani sustav ovisi o nekom parametru λ cˇije
vrijednosti se nalaze unutar intervala [α1, α2]. Tada u oﬄine fazi racˇunamo POD
bazu za n razlicˇitih vrijednosti parametra λ ∈ [α1, α2] i od dobivenih baza istim
algoritmom (vektori dobivenih baza su uzorci) trazˇimo novu POD bazu. Ta baza c´e
biti ”dobra” za svaki od tih n slucˇajeva, ali i za druge vrijednosti λ ∈ [α1, α2], koje
nismo imali u predracˇunu. Pretpostavimo da smo izracˇunali prvih l funkcija POD
baze {u1, ...ul} za neki fiksan l. One razapinju konacˇnodimenzionalan prostor
U = span{u1, ..., ul} ⊂ Rm (1.52)
Neka je dan sustav (1.34). Zˇelimo odrediti sustav koji ”zˇivi” na U i dovoljno dobro




〈yl(t), uj〉Wuj za sve t ∈ [0, T ]. (1.53)
Dakle yl(t) ∈ U . Ako su zadovoljeni uvjeti Galerkinove projekcije mora vrijediti
〈 d
dt
yl(t)− f(t, yl(t)), ui〉W = 0, za i = 1, ..., l, (1.54)









〈yl(t), uj〉W 〈uj, ui〉W =〈f(t,
l∑
j=1
〈yl(t), uj〉Wuj), ui〉W (1.56)
Uvedimo oznake ylj = 〈yl(t), uj〉W za j = 1, ..., l, yl = [yl1, ...,yll]T ∈ Rl i [F (y(t))]i =
〈f(∑lj=1 yjuj), ui〉W za i = 1, ..., l. Iz yl(0) = yl0 slijedi yl0 = (〈yl0, ul1〉W ... 〈yl0, ul〉W )T .
Sada reducirani sistem zapisujemo kao
d
dt
yl(t) =F (t,yl(t)) (1.57)
yl(0) =yl0 = U
TWy0 (1.58)









yli〈f(ui), ui〉W . (1.59)
Vrijednosti 〈f(ui), ui〉W . Sustav tada1 ≤ i ≤ l, ne ovise o vremenu t i mozˇemo
ih odrediti prije rjesˇavanja sustava. Spremimo vrijednosti u dijagonalnu matricu





Neka je U = [u1, ..., ul] matrica koja sadrzˇi vektore POD baze. Definirajmo aproksi-
maciju iz (1.53) pomoc´u POD modova:
y(t) ≈ Uyl. (1.62)





gdje je A˜ij = 〈Aui, uj〉W ∈ Rl×l i yl0 = UTy0 ∈ Rl. Ukoliko je funkcija f nelinearna
imamo:
F (t,yl(t)) = UTWf(t, Uyl(t)) = 〈f(t, y(t)), U〉W (1.65)
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pa je sustav nizˇeg reda:
d
dt
yl(t) =UTWf(t, Uyl(t)) (1.66)
yl(0) =yl0 = U
TWf(Uyl). (1.67)
Kako bismo izracˇunali skalarni produkt u (1.65) potrebno je prvo vektor yl ∈ Rl
mnozˇenjem s U prosˇiriti na m-dimenzionalni vektor Uyl, potom izracˇunati vrijednosti
f(t, Uyl) te naposljetku mnozˇenjem s UT dobiti reducirani model. Racˇunski, ovaj
proces je jako nepovoljan, jer zahtjeva racˇunanje punog sustava. Bolje rezultate
mozˇemo postic´i koriˇstenjem DEIM3 metode.
1.7 Ocjena gresˇke
Za ocjenu gresˇke korisno je, umjesto projekcije na linearan potprostor, trazˇiti projek-
ciju na afini potprostor. Linearan potprostor c´emo translatirati za srednju vrijednost
stupaca matrice uzoraka. Translacija nema utjecaja na racˇunanje vec´ samo na inter-
pretaciju rjesˇenja. Pogledajmo zasˇto je ona korisna. Neka je dan skup mjerenja kao
na slici 1.5 Pri racˇunanju SVD-a dominantni svojstveni vektor sustava na lijevoj slici
(a) Pocˇetni sustav (b) Translatirani sustav
Slika 1.4
biti c´e u smjeru ”oblaka” u kojem se nalaze vrijednosti mjerenja sˇto u stvarnosti nije
dominantan smjer. Translacijom sustava izbjegavamo taj problem (slika 1.4b) i domi-







3pogledati npr. u [6]
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m promatranih trajektorija i neka je U l−dimenzionalan linearan potprostor defini-
ran u (1.52). Tada optimalan afin potprostor koji prolazi kroz y, nazovimo ga Uy,
dobivamo tako da linearan potprostor U translatiramo za vrijednost y. Ovdje nam
je cilj dati ocjenu na gresˇku pri kontrukciji modela nizˇeg reda za opc´eniti nelinearni
sustav
y˙ =f(y, t) , t ∈ [0, T ] (1.68)
y(0) =y0. (1.69)
Projekciju vektorskog polja f na potprostor Uy dobivamo tako da prvo za svaku tocˇku
p ∈ Uy racˇunamo vrijednosti f(p, t), te potom definiramo projekciju sa fy = Pf(p, t).
Ako su y ∈ Rm koordinate tocˇke koja pripada dinamicˇkom sustavu u polaznom
koordinatnom sustavu, projekcijom te tocˇke na afini potprostor pridruzˇujemo joj
nove koordinate z ∈ Rl, koje dobivamo na sljedec´i nacˇin:
z = P (y − y), (1.70)
gdje je P marica projekcije s Rm na U . Iz prethodno pokazanog, znamo da je ta
matrica jednaka UTl = [u1 . . . ul]
T . Jasno je da pri ovoj projekciji radimo gresˇku.
Kako bismo izracˇunali projekciju vektorskog polja f na potprostor Uy, za svaku tocˇku
p ∈ Uy potrebno je izracˇunati vrijednosti f(p, t). Potom racˇunamo projekciju koju
definiramo sa fy = Pf(p, t). U ovom koraku takoder radimo gresˇku.
Dakle, kada trazˇimo model nizˇeg reda dva su koraka u kojima radimo gresˇku.
Vektor rjesˇenja y ∈ Rm mozˇemo zapisati na sljedec´i nacˇin:
y(t) = P Tu(t) + (PC)Tv(t) + y, (1.71)
gdje je u(t) ∈ Rl a v ∈ Rm−l. Znamo da je P Tu(t) + y upravo projekcija od y(t) na
Uy. Tada je gresˇka projekcije jednaka
e1(t) = P
Tu(t) + y − y(t) = −(PC)Tv(t) (1.72)
i okomita je na Uy. Slicˇno, rjesˇenje nizˇeg reda mozˇemo zapisati kao:
yaproks = P
Tu(t) + P Tw(t) + y, (1.73)
gdje je w(t) ∈ Rl. Cˇlan P Tw(t) rezultat je gresˇke koja nastaje pri projekciji vektor-
skog polja na Uy. Dakle
e2(t) = P
Tw(t) = yaproks(t)− (P Tu(t) + y) (1.74)
lezˇi u Rl, tocˇnije u Uy. Zakljucˇujemo da ukupna gresˇka iznosi
e(t) = yaproks − y(t) = −(PC)Tv(t) + P Tw(t). (1.75)
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Slika 1.5: Gresˇka pri racˇunanju modela niˇzeg reda
Sljedec´i teorem, dokazan u [2], daje ocjenu na ukupnu gresˇku reduciranog sustava
u ovisnosti o gresˇci aproksimacije. Prije iskaza treba nam definicija logaritamske
norme: logaritamska norma pridruzˇena 2-normi definirana je s
µ(Y ) = lim
h→0+
‖I + hY ‖2 − 1
h
Teorem 1.7.1. Neka je dan sustav y˙(t) = f(t, y(t)), y(0) = y0 na [0, T ]. Pretpos-
tavimo da rjesˇenje trazˇimo u obliku modela niˇzeg reda dobivenog POD-om. Neka je
P ∈ Rl×n matrica projekcije i Uy afin potprostor na koji projiciramo. Neka vrijede
(1.71),(2.6)(1.72) i (1.74) te neka je y˜(t) = P Tu(t) + y. Neka je γ ≥ 0 Lipschitzova
konstanta td. vrijedi
‖Pf(y˜(t) + (PC)Tv(t), t)− Pf(y˜(t), t)‖ ≤ ‖v‖
za sve (v, t) ∈ D ⊂ Rn−l podrucˇje takvo da D˜ = {(y˜(t) + (PC)Tv, t) : (v, t) ∈ D} ⊂
Rn × [0, T ] sadrzˇi (y˜(t), t) i (y(t), t) za sve t ∈ [0, T ]. Neka je µ(P ∂f
∂y
(yaproks(t) +
P T z, t)P T ) ≤ µ za (z, t) ∈ V ⊂ Rl × [0, T ], gdje je V podrucˇje takvo da se za sve
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(e2µT − 1− 2µT ). (1.77)
Primijetimo da gresˇka ne ovisi o f . U idealnom slucˇaju, P i y racˇunamo iz
analiticˇkog rjesˇenja y pa za gresˇku projekcije vrijedi ‖e1‖2 =
√∑d
i=l+1 λi. U suprot-
nom, kada je dani skup podataka izracˇunat numericˇki, moramo pridodati i gresˇku
racˇunanja samih ulaznih podataka.
Poglavlje 2
DMD
Kod POD dekompozicjie glavni cilj je pronac´i modove koji najviˇse pridonose energiji
sustava. Medutim ti modovi nam ne govore previˇse o samoj dinamici sustava. Cilj
DMD dekompozicije je otkriti strukturu gibanja. Od kakvih se gibanja sastoji, koji je
njihov intenzitet i frekvencija. DMD nije osnovan na optimalnoj projekciji na svako
od stanja dinamicˇkog sustava, kao POD, vec´ na dekompoziciji na modove koji tvore
dinamiku sustava. Rezultat je prostorno-vremenska dekompozicija podataka u skup
DMD (ili dinamicˇkih) modova, uz poznate frekvencije i stupanj rasta tj. opadanja.
Sve to ponekad je nuzˇno bez eksplicitnog poznavanja operatora dinamicˇkog sustava,
samo na osnovi empirijski dobivenih podataka. Analizom podataka mozˇemo doc´i
do aproksimacijskog linearnog modela (dinamicˇkog operatora), koji je optimalan u
smislu najmanjih kvadrata. Prednost DMD dekompozicije je sˇto do svih rezultata
dolazimo linearnim operacijama bez rjesˇavanja jednadzˇbi, cˇak i u slucˇaju neliearnog
sustava. Pokazat c´emo kako je moguc´e iskoristiti zavisnost u danim podatcima kako
bi taj aproksimacijski linearni model bio nizˇeg ranga.
2.1 DMD algoritam
Unatocˇ tome sˇto je DMD dekompozicija relativno nedavno razvijena, vec´ su se po-
javile mnoge njene inacˇice. Ovdje c´emo ih razlikovati prema ogranicˇenjima na skup
ulaznih podataka. Neka je za pocˇetak taj skup dan uzastopnim mjerenjima s fiksnim
vremenskim korakom. Za svaki trenutak tk ∈ [0, T ] u kojem vrsˇimo mjerenje (ili
racˇunanje) neke velicˇine, za svaku tocˇku mjerenja, podatke o velicˇini spremamo u
vektor stupac. Oznacˇimo sa xk vektor dobiven u trenutku tk. Definirajmo matricu
X koja se sastoji od m uzoraka:
Xm1 =
[
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i matricu Xm+1 koja je pomaknuta za jedan vremenski korak:
Xm+12 =
[
x2 x3 . . . xm+1
]
(2.2)
Pretpostavka je da su vektori xk i xk+1, pa onda i matrice X
m i Xm+1, povezani
linearnim operatorom A, tj da vrijedi:




Ako se prisjetimo npr. Eulerove metode za rjesˇavanje obicˇnih diferencijalnih jed-
nadzˇbi, mozˇemo uocˇiti slicˇnosti. Rjesˇenje problema
y′(t) =f(t, y(t))
y(t0) = y0
racˇunamo na sljedec´i nacˇin:
yk+1 = yk + hf(tk, yk), (2.4)
gdje je tk = t0 + k ∗ h, te yk = y(tk) za vremenski korak h. U svakom koraku
metode, vrijednosti u trenutku tk+1 racˇunamo iz vrijednosti u trenutku tk. Slicˇno,
xk+1 mozˇemo izracˇunati iz xk. Takoder, prvi DMD algoritam razvijen je kao inacˇica
Arnoldijevog algoritma pa je metoda bila ogranicˇena upravo na skup podataka koji se
sastoji od niza uzoraka dobivenih s fiksnim vremenskim razmakom izmedu mjerenja.
Matrica A u (2.3b) priblizˇno je jednaka za sve vremenske korake sˇto znacˇi da je
preslikavanje uzoraka konstantno. Primijetimo da tada vrijedi:
xk+1 = A
kx1
pa od uzoraka xk, k = 1, . . . ,m mozˇemo konstruirati Krilovljev niz
Km = {x1, Ax1, A2x1, ..., Am−1x1}.
Cilj nam je na osnovu niza Km odrediti karakteristike dinamicˇkog procesa opisanog
matricom A. Uzorci c´e nakon nekog broja (neka je to m) postati linearno zavisni1,
pa se za svaki k ≥ m vektor xk mozˇe prikazati kao linearna kombinacija vektora




akxk + r = X
m
1 a + r, za k > m,
1to c´e se sigurno dogoditi buduc´i da je prostor konacˇnodimenzionalan
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gdje je a = [a1 a2 . . . am]










Matricu [x2 x3 . . . xm 0] mozˇemo dobiti na nacˇin da na matricu X
m
1 sa desne strane
primijenimo matricu lijevog sˇifta, koja je oblika
L =

0 0 0 . . . 0 0
1 0 0 0 0




0 0 0 . . . 1 0
 .
Sada je ocˇito da se [x2 x3 . . . xm X
m
1 a] mozˇe prikazati kao X
m
1 C gdje je
C =

0 0 0 . . . 0 a1
1 0 0 0 a2




0 0 0 . . . 1 am
 .
C nazivamo matrica pratilica. Cilj nam je minimizirati rezidual r, tj nac´i C za koji
vrijedi
C = arg min
B∈Cm×m
‖Xm+12 −Xm1 B‖2. (2.6)
Rjesˇenje gorenjeg problema jedinstveno je ako su stupci matrice Xm1 linearno neza-
visni i mozˇemo ga racˇunati pomoc´u pseudo-inverza
C = (Xm1 )
†Xm+12 (2.7)
gdje smo sa (Xm1 )
+ oznacˇili pseudoinverz od Xm1 , koji daje optimalno rjesˇenje u smislu
najmanjih kvadrata. C mozˇemo dijagonalizirati na sljedec´i nacˇin:
C = T−1ΛT, (2.8)
gdje je Λ dijagonalna matrica s vrijednostima λj, j = 1, . . . ,m




























2radimo pod pretpostavkom da su vrijednosti λj medusobno razlicˇite
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Vrijednosti λj nazivamo Ritzove vrijednosti dok vektore [v1 . . . vm] dane u matrici
V = Xm1 T
−1 (2.10)
nazivamo Ritzovim vektorima. Ocˇito Xm1 mozˇemo zapisati kao X
m








−1ΛT + reTm (2.12)
=V TT−1ΛT + reTm (2.13)
=V ΛT + reTm. (2.14)




λkjvj, za k = 1, ...,m, (2.15)




λkjvj + r, r⊥ span{x1, ...xm}, (2.16)
Svojstvene vrijednosti matrice C su aproksimacije nekih svojstvenih vrijednosti od
A. Isto vrijedi i za svojstvene vektore. U praksi nije pozˇeljno racˇunati na ovakav
nacˇin buduc´i da je osjetljiv na nepravilnosti koje se javljaju kod eksperimentalnih
mjerenja. To rezultira losˇom uvjetovanosti algoritma pa, u praksi, dobijemo samo
jednu ili dvije najvec´e svojstvene vrijednosti.
Standardni/Schimdtov DMD
Losˇa uvjetovanost opisanog algoritma mozˇe biti posljedica nedovoljnog ranga matrice
Xm1 . Kako bi to izbjegli mozˇemo iskoristiti SVD dekompoziciju
3 od Xm1 te odbaciti
vektore cˇija je pripadna singularna vrijednost relativno mala. Neka je SVD dekom-
pozicija od Xm1 jednaka UΣV






∗ + reTm = (UΣV
∗)C + reTm. (2.17)
3u slucˇaju matrice kompleksnih vrijednosti SVD ne mozˇemo vizualizirati kao i za realne matrice
no teorem 1.1.1 vrijedi
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Pretpostavimo da nakon odbacivanja imamo k vektora, tj. Xm1 ≈ UkΣkV ∗k . Uvedimo




i . Umjesto racˇunanja matrice pratilice C
racˇunat c´emo matricu A˜k, koju nazivamo Rayleighov kvocijent. Djelovanje operatora
A poznato nam je samo na vektorima x1, ..., xm pa ima smisla trazˇiti projekciju od
A na skup kojeg ti vektori cˇine. Znamo da je POD baza, dimenzije k, vektora
{x1, ..., xm} dana stupcima matrice U = [u1 . . . uk]. Ranije smo pretpostavili da
se stupci od Xm+12 mogu zapisati kao linearna kombinacija stupaca matrice X
m
1 .
Slicˇno tome, ovdje zahtijevamo da se mogu zapisati kao linearna kombinacija vektora





k + δ) = (UkΣkV
∗
k + δ)C + re
T
m (2.18)
Iz definicije Uk i δ slijedi da je U
∗


























Matricu A˜k definiranu s A˜k = U
∗
kAUk nazivamo Rayleighov kvocijent od C. Neka je
A˜kWk = ΛkWk, tj. neka je Λk matrica svojstvenih vrijednosti, a Wk matrica desnih
svojstvenih vektora od A˜k. Zbog A˜k = WkΛkW
−1
k iz definicije A˜k slijedi
AUkWk =UkWkΛk (2.21)
Zakljucˇujemo da, ukoliko je w svojstveni vektor od A˜k tada je Ukw aproksimacija
svojstvenog vektora od A. Slijedi da su svojstvene vrijednosti Λk matrice A˜k aprok-
simacije svojstvenih vrijednosti od A. Elemente Λk nazivamo Ritzove vrijednosti, a
vektore koji se nalaze u matrici Φ = UkWk Ritzovi vektori. Time smo pokazali da je
dovoljno izracˇunati dekompoziciju svojstvenih vrijednosti matrice A˜k. Pri racˇunanju
A˜k nec´emo koristiti definiciju










Dakle Rayleighov kvocijent mozˇemo izracˇunati poznavajuc´i samo matrice uzoraka.
Za detaljnije objasˇnjenje Rayleighovog kvocijenta vrijedi pogledati [9].
Napomena 1. U slucˇaju da je k = m matrice A˜k i A bile bi povezane transforma-
cijom slicˇnosti, koja nam osigurava jednakost svojstvenih vrijednosti od A˜k i A, dok
na svojstveni vektore od A˜k treba djelovati transformacijom slicˇnosti, u ovom slucˇaju
mnozˇenje s matricom U , kako bi dobili svojstvene vektore od A.
4kada bismo imali A koji je potreban za racˇunanje A˜k iz definicije, ne bismo trebali racˇunati A˜k
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Iako je Schmidtov DMD algoritam opc´eprihvac´en algoritam za primjenu na uzor-
cima koji su nastali iz vremenski uzastopnih mjerenja s fiksnim korakom, to svojstvo
nigdje u racˇunu nije iskoriˇsteno, stoga Schimdtov algoritam vrijedi i za opc´enitiji
slucˇaj.
Algorithm 1: Standard DMD
1: Definiraj matrice Xm1 i X
m+1
2 kao u (2.1) i (2.2)
2: Izracˇunaj SVD dekompoziciju od Xm1 :
3: X = UΣV ∗,
4: gdje je U ∈ Cn×r, Σ ∈ Cr×r, V ∈ Cn×r a r rang od Xm1
5: Odredi rang k





7: Izracˇunaj svojstvene vrijednosti i vektore od A˜k: A˜kWk=ΛkWk
8: DMD modove dobivamo iz:
9: Φ = UkWk
Egzaktni DMD
Promatrajmo parove podataka {(x1, y1), ..., (xm, ym)}, za koje vrijedi
yk = Axk. (2.23)
Definiramo matrice X, Y ∈ Cn×m:
X =
[




y1 y2 . . . ym
]
. (2.24)
Definicija 2.1.1. Za skup podataka dan kao u (2.24) definiramo operator
A = Y X†. (2.25)
Tada je dekompozicija na dinamicˇke modove para (X, Y ) dana dekompozicijom svoj-
stvenih vrijednosti matrice A. DMD modovi i svojstvene vrijednosti su svojstveni
vektori i svojstvene vrijednosti od A, respektivno.
Ako je SVD dekompozicija od X oblika UΣV ∗, znamo da je Moore-Penroseov
pseudoinverz oblika V Σ†U∗. Sada mozˇemo eksplicitno izraziti A kao
A = Y V Σ†U∗. (2.26)
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Ovdje, kao i kod Schmidtovog algoritma, mozˇemo iskoristiti projekciju od A na POD
bazu dimenzije k ≤ m, koja je dana u vektorima stupcima matrice Uk = [u1 . . . uk].









A˜kWk = ΛkWk, (2.28)
sprektralna dekompozicija matrice A˜k, gdje je Λk matrica svojstvenih vrijednosti a
Wk pripadnih svojstvenih vektora. Zakljucˇujemo da su vrijednosti u Λk aproksimacije
vrijednosti od Σk. Aproksimacija svojstvenih vektori od A, dana je sa
Φ = Y VkΣ
†
kWk. (2.29)
Razlika izmedu egzaktnog i Scmidtovog algoritma je u racˇunanju DMD modova.
Mozˇe se pokazati (Teorem 1 u [3]) da su DMD modovi sadrzˇani u stupcima matrice
Φ = Y V Σ−1W zapravo svojstveni vektori matrice A. Tako dobivene modove na-
zivamo ekgzaktnim. Modove dobivene Schidtovim algoritmom nazivamo projicirani
modovi, buduc´i da su projicirani na potprostor kojeg razapinju stupci matrice X.
Algorithm 2: Egzaktni DMD
1: Definiraj matrice X i Y kao u (2.24)
2: Izracˇunaj SVD dekompoziciju od X:
3: X = UΣV ∗,
4: gdje je U ∈ Cn×r, Σ ∈ Cr×r, V ∈ Cn×r a r rang od X
5: Odredi rang k
6: Definiraj matricu A˜ = U∗kY VkΣ
−1
k
7: Izracˇunaj svojstvene vrijednosti i vektore od A˜k: A˜kWk=ΛkWk
8: DMD modove dobivamo iz:




U trenutku kada su nam poznate svojstvene vrijednosti i svojstveni vektori operatora
A, tj. njegove aproksimacije, spremni smo rekonstruirati pocˇetni skup podataka.
Cˇak i viˇse od toga, mozˇemo izracˇunati stanje u nekom buduc´em vremenu koje je
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izvan nasˇeg intervala mjerenja [0, T ], no jasno je da s rastom vremenske varijable
raste i pogresˇka. Rekonstrukcija je linearna kombinacija DMD modova, svojstvenih





gdje je bk pocˇetna amplituda k-tog moda a ωk pripadna frekvencija. Frekvencije su





gdje je ∆t vremenski interval izmedu dva uzastopna uzorka. Preostalo je samo odre-
diti pocˇetne frekvencije bk. Neka je b = [b1, ..., br]
T . Za t = 0 vrijedi x1 = x(0) = Φb.
Buduc´i da Φ opc´enito nije kvadratna matrica, u b = Φ−1x1 koristimo pseudoinverz.
Vrijednosti amplituda b odreduju koji modovi su dominantni u sustavu. DMD mo-
dovi predstavljaju prostorne uzorke cˇije ponasˇanje u vremenu je odredeno svojstvenim
vrijednostima.
Primjer
Prikazˇimo znacˇenje ovih vrijednosti na jednostavnom primjeru koji se sastoji od dva









Promatramo mijesˇani signal f(x, t) = f1(x, t) + f2(x, t). Pokusˇajmo pomoc´u DMD
dekompozicije odrediti jednostavne signale koji ga cˇine. Iz SVD-a matrice Xm1 vi-
dimo da postoje samo dvije ne-nul singularne vrijednosti pa preostale vrijednosti
odbacujemo i provodimo racˇun za r = 2. Na slici 2.1a mozˇemo vidjeti da svojstvene
vrijednosti matrice lineariziranog sustava A˜ lezˇe na jedinicˇnoj kruzˇnici u kompleksnoj
ravnini.
Polozˇaj tih vrijednosti u odnosu na jedinicˇnu kruzˇnicu daje informaciju o rastu
odnosno opadanju pripadnog moda gibanja. Ako svojstvena vrijednost ima imagi-
narni dio razlicˇit od nule, tada postoje oscilacije u DMD modu. Ukoliko se svojstvena
5primjer je preuzet iz [13]
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(a) Svojstvene vrijednosti (b) Modovi gibanja
vrijednost nalazi unutar jedinicˇne kruzˇnice tada mod opada, a u slucˇaju da je izvan
kruzˇnice mod raste. Za svojstvenu vrijednost koja se nalazi na kruzˇnici znamo da
mod stagnira6. Modove danog sustava mozˇemo vidjeti na slici 2.1b.
Kako bi pokazali da oni zaista stagniraju dovoljno je promotriti njihovo ponasˇanje
kroz vrijeme dano na slici 2.2.
Slika 2.2: Ponasˇanje modova gibanja kroz vrijeme
Jasno je vidljivo da oba moda osciliraju no njihove amplitude ostaju iste. Iz
pocˇetnih amplituda zakljucˇujemo da je prvi DMD mod dominantan. Usporedbu
signala f1 i f2 s DMD modovima, te njihovu kombinaciju f s DMD rekonstrukcijom
mozˇemo vidjeti na slici 2.3. Kod se mozˇe nac´i u dodatku B.
6tvrdnje vrijede u slucˇaju kada su Xm1 i X
m+1
2 povezane diferencijalnim jednadzˇbama
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(a) Prvi signal, egzaktni prikaz (b) Prvi signal kao prvi vektor DMD baze
(c) Drugi signal, egzaktni prikaz (d) Drugi signal kao drugi vektor DMD baze
(e) Kombinacija signala (f) DMD rekonstrukcija kombinacije
Slika 2.3: Primjer DMD rekonstrukcije
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Model nizˇeg reda
Iz prethodnog primjera vidljivo je da je DMD dekompozicija dobar alat kada nam je
potrebna rekonstrukcija sustava. No dinamicˇki sustavi obicˇno zahtijevaju mjerenja
u malim vremenskim razmacima te velikom prostornom dimenzijom sˇto racˇunanje
dekompozicije i rekonstrukcije cˇini racˇunski zahtijevnim. DMD modovi opc´enito nisu
ortogonalni pa je time pronalazˇenje modela nizˇeg reda tezˇe. Kod algoritama koji
se baziraju na koriˇstenju SVD dekompozicije matrice X, vec´ u tom koraku radimo
redukciju, odbacujuc´i svojstvene vektore cˇija je svojstvena vrijednost jednaka nuli. U
daljnoj potrazi za nacˇinom reduciranja sustava mozˇemo iskoristiti cˇinjenicu da DMD
dekompozicija omoguc´uje prepoznavanje jednostavnih struktura koje cˇine kompleksni
sustav. To nas dovodi do zakljucˇka da u dinamici sustava postoje praznine, sˇto
znacˇi da vektorski prikaz pojedinog moda gibanja u prikladnoj bazi sadrzˇava velik
broj nula. Tehnika koja, u nastojanju da rekonstruira signal sa sˇto manje uzoraka,
iskoriˇstava upravo ovo svojstvo, naziva se ”compressed sensing” i dolazi iz teorije
signala. U teoriju ove metode ovdje nec´emo ulaziti. Istaknuti c´emo samo rezultat
da je za rekonstrukciju rijetkih signala dovoljan manji broj mjerenja. Time smo
smanjili broj ulaznih podataka pa samim time i red sustava. Sˇto ako zˇelimo smanjiti
red rekonstruiranog sustava, ali nakon sˇto smo vec´ izracˇunali sve DMD modove?
Tada je potrebno odrediti podskup skupa DMD modova, koji c´e biti manjeg ranga
ali koji c´e i dalje vjerno reprezentirati sustav. Jedna takva metoda dana je u [12].
Rjesˇavanjem minimizacijskog problema dobivamo vektor optimalnih amplituda, koji
se sastoji od odredenog broja nula. Broj nula neposredno je odreden parametrom
γ, koji izrazˇava odnos izmedu tocˇnosti aproksimacije i dimenzije reduciranog skupa
modova. Shematski prikaz rekonstrukcije sa dobivenom matricom amplituda dan je
na slici 2.4.
2.3 Koopmanov operator i veza s DMD
Kako je moguc´e nelinerni dinamicˇki sustav opisati linearnom kombinacijom modova,
cˇije su frekvencije sadrzˇane u svojstvenim vrijednostima linearnog operatora? Po-
kazano je da je DMD usko povezan sa spektralnom dekompozicjiom Koopmanovog
operatora. Dekompozicija na Koopmanove modove posljedica je nastojanja da se,
opc´enito nelinearne, dinamicˇke sustave (u neprekidnoj vremenskoj varijabli) prikazˇe
kao sumu linearnih beskonacˇnodimenzionalnih velicˇina. Dvije najpoznatije takve me-
tode su razvoj u Taylorov i Fourierov red. No, za ove dekompozicije skup funkcija
(u prostornoj varijabli) na koje projiciramo sustav da bi dobili vremenske koefici-
jente, unaprijed je odreden. Druga moguc´nost je POD, no njen nedostatak je sˇto
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Slika 2.4: Model niˇzeg reda pomoc´u matrice optimalnih amplituda
je u moguc´nosti prepoznati velike promjene u energiji sustava, ali cˇesto ne i male
promjene koje su ih potaknule. Mezic´ je u [2005] problem promatrao unutar teorije
operatora. Ideja je bila projicirati sustav na svojstvene funkcije linearnog operatora,
tocˇnije Koopmanovog operatora, koji djeluje na dani nelinearni sustav a Rowley je u
[2009] pokazao da DMD modovi sadrzˇe podskup Koopmanovih modova. Koopmanov
operator je linearan i beskonacˇnodimenzionalan operator koji prikazuje nelinearnu no
konacˇnodimenzionalnu dinamiku sustava bez linearizacije . Zadrzˇimo se na diskret-
nom vremenskom prostoru. Imamo sljedec´u definiciju:
Definicija 2.3.1. Neka je dan dinamicˇki sustav (u diskretnj vremenskoj varijabli)
y˙ = F(y), (2.34)
gdje je y element n−dimenzionalne mnogostrukostiM, a F opc´enito nelinearna vek-
torska funkcija. Koopmanov operator K djeluje na skupu skalarnih funkcija g :M→
R(C) tako da
Kg(y) = g(F(y)). (2.35)
Ocˇito je K linearan operator, cˇak i kad je F nelinearan. Sˇtoviˇse, buduc´i da djeluje
na funkcijama K je beskonacˇnodimenzionalan i u slucˇaju kad je F konacˇne dimenzije.
Ta cˇinjenica ne predstavlja problem u slucˇaju da se djelovanje mozˇe ogranicˇiti bez ve-
likog gubitka tocˇnosti. Promotrimo slucˇaj kada je promatrana velicˇina (g) vektorska
funkcija. Tada je svaka njena komponenta (gi) skalarna velicˇina. Mozˇemo pretposta-
viti da operator K ima svojstvene vrijednosti λj i pripadne svojstvene vektore φj za
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koje vrijedi
Kφj(y) = λjφj(y) za j = 0, 1, 2, ... (2.36)






gdje je ψj ∈ R(C). Vektore φj nazivamo Koopmanovi modovi. Promatramo di-
namicˇki sustav, u diskretnom vremenu,
yk+1 = F(y), (2.38)
te neka je g vektorska. Primjenom Koopmanovog operatora dobivamo:
Kg(y) = g(F(yk)) = g(yk+1). (2.39)





Ukoliko je velicˇina g koju mjerimo upravo stanje, tj. g(y) = y, te dinamicˇki sustav
kao u (2.38) jasna je veza izmedu Koopmanovog operatora i DMD-a. Matrice Xm1 i
Xm+12 s pocˇetka poglavlja povezane su operatorom iz (2.38). Sada je pretpostavka o
postojanju lineranog operatora A u (2.3) opravdana.
Poglavlje 3
Primjeri
3.1 Tok fluida oko cilindra
Pojava koju c´emo proucˇavati i na kojoj c´emo primijeniti DMD dekompoziciju je tok
nestlacˇivog fluida kroz pravokutnu domenu s preprekom. Kao posljedica postojanja
prepreke, ovisno o viskoznosti fluida, stvaraju se vrtlozi tj. tok postaje nestabilan.




+ u ·∆u) =∇ · σ(u, p) + f (3.1a)
divu =0 (3.1b)
gdje smo sa u oznacˇili brzinu, a s p pritisak. f je vanjska volumna sila a σ(u, p)
tenzor naprezanja koji u danom slucˇaju iznosi





(∇u + (∇u)T ). (3.3)
Gornje jednadzˇbe za promatrani problem mozˇemo pojednostaviti na sljedec´i oblik:
∂u
∂t
=− u ·∆u + ν∇u +∇p (3.4a)
divu =0 (3.4b)
Kinematicˇka viskoznost ν omjer je dinamicˇke viskoznosti i gustoc´e fluida i usko je
povezan s pojmom Reynoldsovog broja. Ona izrazˇava omjer viskoznih naspram iner-
cijalnih sila. Viskozne sile su posljedice trenja izmedu slojeva fluida, dok inercijalne
38
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sile nastaju zbog momenta fluida i za posljedicu imaju opiranje promjeni. Sˇto je
kinematicˇka viskoznost manja tok je turbulentniji. Za potrebe DMD dekompozi-
cije simulaciju radimo sa fluidom kinematicˇke viskoznosti ν = 0.001m2/s. Sustav
rjesˇavamo metodom konacˇnih elemenata, u Python sucˇelju za FEniCS. Potrebno je
sustav napisati u varijacijskom obliku:







(u · ∇)u · v + ν
∫
Ω






za svaki v ∈ H10 (Ω,R3) i p ∈ L2(Ω,R).
Podsjetimo se,
H10 (Ω,R3) = {v ∈ L2(Ω) : ∂iv ∈ L2 za 1 ≤ i ≤ d i v Γ = 0}, (3.7)
gdje je Γ = ∂Ω. U nastavku c´emo se kratko upoznati s nacˇinom rjesˇavanja sustava i
implementacijom.
Slika 3.1: Domena
Domenu mozˇemo zamisliti kao 2D presjek cijevi kroz koju prolazi kruzˇni cilindar,
prepreka, koji je radijusa r = 0.05 i srediˇsta u (0.2, 0.2). Dimenzije mozˇemo vidjeti
na slici 3.1. Kreiranje domene i triangulacije dano je sljedec´im naredbama:
1 channel = Rectangle ( Point (0 , 0) , Point ( 2 . 2 , 0 . 4 1 ) )
2 c y l i n d e r = C i r c l e ( Point ( 0 . 2 , 0 . 2 ) , 0 . 0 5 )
3 domain = channel − c y l i n d e r
4 mesh = generate mesh ( domain , 64)
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gdje broj 64 u posljednjoj liniji odznacˇava broj tocˇaka po duzˇini domene. Sljedec´i
korak je definirati vektorski prostor konacˇnih elemenata. Koristimo Taylor-Hoodove
elemente, tj. polinome stupnja 2 za brzinu i stupnja 1 za pritisak.
1 V = VectorFunctionSpace (mesh , ’P ’ , 2)
2 Q = FunctionSpace (mesh , ’P ’ , 1)
Na ulaznoj granici (vidi sliku 3.1) dan je parabolicˇki profil brzine, koji je jednak
u(x, y, t) = 1.5 · 4y(0.41− y)
0.412
(3.8)
koji maksimalnu vrijednost 1.5 dostizˇe za y = 0.41
2
. Na desnom rubu cilindra pritisak
je jednak nuli a na preostalim granicama imamo Dirichletov rubni uvjet u = 0 za
brzinu. Za svaku pojedinu granicu potrebno je napisati izraz koji odreduje koje tocˇke
pripadaju toj granici a potom pridruzˇiti vrijednost rubnog uvjeta.
1 i n f l ow = ’ near ( x [ 0 ] , 0) ’
2 out f low = ’ near ( x [ 0 ] , 2 . 2 ) ’
3 wa l l s = ’ near ( x [ 1 ] , 0) | | near ( x [ 1 ] , 0 . 4 1 ) ’
4 c y l i n d e r = ’ on boundary && x [0 ] >0 .1 && x [0 ] <0 .3 && x [1 ] >0 .1 && x [1 ] <0 .3 ’
5 i n f l o w p r o f i l e = ( ’ 4 . 0∗1 . 5∗ x [ 1 ] ∗ ( 0 . 4 1 − x [ 1 ] ) / pow ( 0 . 4 1 , 2) ’ , ’ 0 ’ )
6 bcu in f l ow = Dir ichletBC (V, Express ion ( i n f l o w p r o f i l e , degree =2) , i n f l ow )
7 bcu wa l l s = Dir ichletBC (V, Constant ( ( 0 , 0) ) , wa l l s )
8 b c u c y l i n d e r = Dir ichletBC (V, Constant ( ( 0 , 0) ) , c y l i n d e r )
9 bcp out f low = Dir ichletBC (Q, Constant (0 ) , out f low )
10 bcu = [ bcu in f low , bcu wal l s , b c u c y l i n d e r ]
11 bcp = [ bcp out f low ]
Rjesˇenje racˇunamo verzijom Chorin metode(incremental pressure-correction) koja se
sastoji od tri koraka koja racˇunamo za svaki vremenski korak. Prvo racˇunamo pri-
vremenu brzinu (u˜), diskretizirajuc´i centralnim diferencijama u vremenskoj varijabli,
iz jednadzˇbe (3.4a) tako da za pritisak i brzinu u konvektivnom cˇlanu (un · ∇un)
iskoristimo vrijednost iz prethodnog vremenskog koraka. Vanjska sila jednaka je nuli





(u˜n+1 − un) · vdx+
∫
Ω
ρ(un · ∇un) · vdx+
∫
∂Ω













) · n · vdS = 0. (3.10)










T · v, (3.11)
1postoji i druga verzija Chorin metode, u kojoj u prvom koraku u potpunosti zanemarujemo
pritisak
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gdje je T = σ · n vektor naprezanja. Pretpostavljamo da je na izlaznoj granici
derivacija brzine u tangencijalnom smjeru jednaka nuli pa na granici preostaje cˇlan
pn − µ∇u. Neka je u oznaka za probnu funckiju u˜n+1, u za un+1 i u n za un.
Definiramo ih sa
1 # Funkci ja za primvremeno r j e s e n j e
2 u = Tria lFunct ion (V)
3 # Funkci ja za r j e s e n j e u prethodnom koraku
4 u n = Function (V)
5 # Funkci ja za r j e s e n j e u trenutnom koraku
6 u = Function (V)
7 # Test f u n k c i j a
8 v = TestFunction (V)
Analogno oznacˇavamo i definiramo varijable za racˇunanje pritiska. Varijacijski pro-
blem za prvi korak dan je sljedec´im kodom:
1 #S i m e t r i c n i g r a d i j e n t
2 de f e p s i l o n (u) :
3 re turn sym( nabla grad (u) )
4 #Tenzor naprezanja
5 de f sigma (u , p) :
6 re turn 2∗mu∗ e p s i l o n (u) − p∗ I d e n t i t y ( l en (u) )
7
8 U = 0 . 5∗ ( u n + u)
9 n = FacetNormal ( mesh )
10
11 F1 = rho∗dot ( ( u − u n ) / Dt , v ) ∗dx \
12 + rho∗dot ( dot ( u n , nabla grad ( u n ) ) , v ) ∗dx \
13 + inner ( sigma (U, p n ) , e p s i l o n ( v ) ) ∗dx \
14 + dot ( p n∗n , v ) ∗ds − dot (mu∗ nabla grad (U) ∗n , v ) ∗ds \
15 − dot ( f , v ) ∗dx
Bilinearnu formu a(u, v) i linearnu formu L(v) mozˇemo jednostavno dobiti pomoc´u
funkcija lhs i rhs implementiranih u FeniCS-u:
1 a1 = l h s (F1)
2 L1 = rhs (F1)
U sljedec´em koraku koristimo privremenu brzinu za racˇunanje pritiska iz jednadzˇbe:
un+1 − u˜n+1
∆t
+∇pn+1 −∇pn = 0. (3.12)
Uzmemo li divergenciju cijelog izraza, zbog div u = 0, imamo:
div u˜n+1
∆t
+ ∆pn+1 −∆pn = 0. (3.13)
Vrijednost pn je poznata pa se racˇunanje pn+1 svodi na rjesˇavanje Poissonove jed-
nadzˇbe po pn+1.
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1 a2 = dot ( nabla grad (p) , nabla grad ( q ) ) ∗dx
2 L2 = dot ( nabla grad ( p n ) , nabla grad ( q ) ) ∗dx − (1/Dt) ∗div ( u ) ∗q∗dx
Konacˇno, korektiranu brzinu un+1 racˇunamo iz∫
Ω






∇(pn+1 − pn) · vdx (3.14)
1 a3 = dot (u , v ) ∗dx
2 L3 = dot ( u , v ) ∗dx − Dt∗dot ( nabla grad ( p − p n ) , v ) ∗dx
Bilinearna forma je za sva tri koraka neovisna o vremenu pa matrice sustava mozˇemo
postaviti izvan vremenske petlje. Takoder, za prva dva koraka potrebno je uvrstiti
rubne uvjete.
1 # Asembl iranje matr ica
2 A1 = assemble ( a1 )
3 A2 = assemble ( a2 )
4 A3 = assemble ( a3 )
5 # P o s t a v l j a n j e rubnih uv je ta
6 [ bc . apply (A1) f o r bc in bcu ]
7 [ bc . apply (A2) f o r bc in bcp ]
Linearna forma ovisi o vremenskoj varijabli pa vektor desne strane, za sva tri ko-
raka, moramo kreirati unutar vremenske petlje. Za prva dva koraka u desnu stranu
potrebno je takoder uvrstiti rubne uvjete. Rjesˇenje varijacijskog problema dobivamo
jednostavnim pozivanjem funkcije solve kojoj prosljedujemo matricu krutosti, vek-
tor rjesˇenja i vektor desne strane. Na kraju, spremamo dobiveno rjesˇenje kako bi ga
mogli iskoristiti u sljedec´em koraku.
1 t = 0 .0
2 f o r n in range ( num steps ) :
3 # novo vr i j eme
4 t += dt
5 # Korak 1 : Racunanje privremene brz ine
6 b1 = assemble (L1)
7 [ bc . apply ( b1 ) f o r bc in bcu ]
8 s o l v e (A1 , u . vec to r ( ) , b1 , ’ b i cg s tab ’ , ’ hypre amg ’ )
9 # Korak 2 : Korekc i ja p r i t i s k a
10 b2 = assemble (L2)
11 [ bc . apply ( b2 ) f o r bc in bcp ]
12 s o l v e (A2 , p . vec to r ( ) , b2 , ’ b i cg s tab ’ , ’ hypre amg ’ )
13 # Korak 3 : Korekc i ja b r z ine
14 b3 = assemble (L3)
15 s o l v e (A3 , u . vec to r ( ) , b3 , ’ cg ’ , ’ s o r ’ )
16 # novo r j e s e n j e
17 u n . a s s i g n ( u )
18 p n . a s s i g n ( p )
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Spomenimo josˇ ovdje dvije korisne moguc´nosti, koje c´emo iskoristiti i u sljedec´em
primjeru i za stvaranje matrice uzoraka za POD i DMD dekompoziciju. Geometriju
i triangulaciju domene mozˇemo spremiti u datoteku jednostavnom naredbom
1 F i l e ( ’ nav i e r s t oke s cy l i nde r 1dmd / c y l i n d e r . xml . gz ’ ) << mesh
Druga moguc´nost je spremanje vektora rjesˇenja u binarnu datoteku pomoc´u TimeSeries
klase koja omoguc´uje ucˇinkovito cˇitanje rjesˇenja u odredenim vremenskim trenutcima.
Potrebno je kreirati datoteku
1 t i m e s e r i e s u = TimeSer ies ( ’ n a v i e r s t o k e s c y l i n d e r / v e l o c i t y s e r i e s ’ )
u koju c´e vrijednosti biti spremljene te u svakom koraku metode zapisati vektor
rjesˇenja pomoc´u naredbe timeseries u.store(u.vector(), t). Brzinu toka fluida
racˇunamo za cijeli vremenski interval [0, 7] no za potrebe DMD dekompozicije sa pro-
matranjem sustava pocˇinjemo u vremenu t = 3.0 kada se tok vec´ razvio i formirali
su se vrtlozi, i zavrsˇavamo u vremenu t = 7.0. Algoritam kojim racˇunamo je Egzak-
tni DMD algoritam. Kod DMD dekompozicije potreban je oprez pri odabiru broja
uzoraka, buduc´i da on odreduje broj vektora baze. Zˇelimo odabrati optimalan broj
uzoraka, kako bi dobili realnu gresˇku pri predvidanju stanja sustava za vremenske
trenutke nakon vremena t = 7.0. Na slici 3.2 pokazujemo odnos broja uzoraka, koji
se krec´e od 200 do 290, i relativne gresˇke rekonstrukcije.
Slika 3.2: Realtivna gresˇka rekonstrukcije s obzirom na broj uzoraka
U nastavku c´emo raditi sa 250 uzoraka unutar intervala [3.0, 7.0]. Time smo
definirali ∆t = 0.016. Na slici 3.3 dane su svojstvene vrijednosti matrice A˜.
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Slika 3.3: Svojstvene vrijednosti od A˜
Zanimljiva struktura koju tvore svojstvene vrijednosti uobicˇajena je za periodicˇne
sustave. Iz prikaza mozˇemo zakljucˇiti da modovi gibanja ili stagniraju ili njihove
amplitude opadaju, sˇto odgovara stvarnom stanju sustava. Vrijednosti koje se nalaze
najblizˇe srediˇstu su posljedica toga sˇto se mjerenje sustava ne odvija u cijelom broju
perioda. Vizualizaciju sˇest nasumicˇno odabranih DMD modova mozˇemo vidjeti na
slikama 3.6 i 3.7. Iz prikaza 3.2 vidimo da je relativna gresˇka pri rekonstrukciji
sustava s 250 modova reda O(10−3). Usporedbu egzaktnog i rekonstruiranog rjesˇenja
u trenutku t = 7.0 mozˇemo vidjeti na slici 3.8. Kod postupka nalazi se u dodatku D.
Sve vrijednosti potrebne za rekonstrukciju rjesˇenja (formula za rekonstrukciju
dana je u (2.30)) mozˇemo izracˇunati neovisno o vremenu t. Iz toga slijedi da bi,
sa Ritzovim vrijednostima, DMD modovima i pocˇetnim amplitudama izracˇunatim
nad uzorcima iz nekog intervala [a, b], mogli aproksimirati stanje sustava u trenutku
c = b + dt, za neki razuman dt. Jasno je, najvec´i korak dt koji mozˇemo uzeti, a da
aproksimacija i dalje bude dobra, ovisi o samoj dinamici i turbulentnosti sustava. Ov-
dje c´emo pokusˇati izracˇunati stanje sustava u 50 trenutaka unutar intervala [7.0, 8.6]
na osnovu 250 uzoraka iz intervala [3.0, 7.0] i usporediti sa egzaktnim rjesˇenjem. U
svakom vremenskom trenutku racˇunamo relativnu gresˇku
‖u(x)− uDMD(x)‖2
‖u(x)‖2 .
Iznos relativna gresˇka u svakom vremenskom koraku dan je na slici 3.4. Iz prikaza
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Slika 3.4: Relativna gresˇka predvidanja, koju racˇunamo za 100 koraka unutar intervala
[7.0, 8.6] na osnovu 250 uzoraka iz intervala [3.0, 7.0]
3.4 da se naslutiti da gresˇka ne raste bitno s vremenom. Takoder je za ocˇekivati
da c´e gresˇka biti manja ako se interval na kojem smo uzeli mjerenja i interval za
koji zˇelimo predvidjeti preklapaju. Ovdje c´emo i dalje racˇunati vrijednosti za 100
koraka metode no trenutak u kojem pocˇinjemo racˇunati se mijenja. Na slici 3.5
dajemo relativnu gresˇku u odnosu na vremenski trenutak u kojem pocˇinjemo racˇunati
predvidene vrijednosti.
Slika 3.5: Relativna gresˇka predvidanja u odnosu na trenutak u kojem smo pocˇeli
racˇunati predvidene vrijednosti
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(a) 13. vektor DMD baze, realni dio
(b) 82. vektor DMD baze, realni dio
(c) 127. vektor DMD baze, realni dio
Slika 3.6: DMD modovi
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(a) 98. vektor DMD baze, realni dio
(b) 154. vektor DMD baze, realni dio
(c) 194. vektor DMD baze, realni dio
Slika 3.7: DMD modovi
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(a) Egzaktno rjesˇenje u trenutku t = 6.984
(b) DMD rekonstrukcija u trenutku t = 6.984
(c) Odstupanje u trenutku t = 6.984
Slika 3.8: Usporedba: egzaktno rjesˇenje, DMD rekonstrukcija i odstupanje u trenutku
t = 7.0
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3.2 Sustav jednadzˇbi konvekcije-difuzije-reakcije
POD dekompoziciju primijenit c´emo na sustavu jednadzˇbi koje opisuju kemijsku re-
akciju dvije tvari u fluidu pri cˇemu se formira trec´a tvar. Velicˇina koja ih razlikuje
je koncentracija. Pretpostavljamo da je brzina reakcije dviju tvari proporcionalna
njihovoj koncentraciji. Takoder pretpostavimo da se formirana tvar raspada brzinom
proporcionalnom njenoj koncentraciji. Oznacˇimo pripadne koncentracije s u1, u2 i
u3, pri cˇemu smo u u3 oznacˇili koncentraciju nastale tvari. Neka je koeficijent difu-
zije jednak  = 0.01, brzina reakcije K = 10, te neka se fluid u kojem se kemijske
komponente nalaze giba brzinom w. Tada je sustav opisan jednadzˇbama:
∂u1
∂t
+ w · ∇u1 −∇ · (∇u1) =f1 −Ku1u2
∂u2
∂t
+ w · ∇u2 −∇ · (∇u2) =f2 −Ku1u2
∂u3
∂t
+ w · ∇u3 −∇ · (∇u3) =f3 +Ku1u2 −Ku3.
Ovu reakciju mozˇemo smjestiti u domenu i vektorsko polje brzine fluida iz prethodnog




+ w · ∇w) =∇σ(w, p) + f
∇ · w =0
∂u1
∂t
+ w · ∇u1 −∇ · (∇u1) =f1 −Ku1u2
∂u2
∂t
+ w · ∇u2 −∇ · (∇u2) =f2 −Ku1u2
∂u3
∂t
+ w · ∇u3 −∇ · (∇u3) =f3 +Ku1u2 −Ku3.
Slabu formulacija sustava dobivamo mnozˇenjem s test funkcijom, parcijalnom
integriracijom izraza ∇ · (∇ui) te konacˇno zbrajanjem jednadzˇbi. Za vremensku






v1, v2 i v3 oznacˇimo test funkcije. Imamo:




























(−Kun+11 un+12 v1 −Kun+11 un+12 v2 +Kun+11 un+12 v3 −Kun+13 v3)dx = 0.
1 # V a r i j a c i j s k i problem
2 F = ( ( u 1 − u n1 ) / k ) ∗v 1 ∗dx + dot (w, grad ( u 1 ) ) ∗v 1 ∗dx \
3 + eps ∗dot ( grad ( u 1 ) , grad ( v 1 ) ) ∗dx + K∗u 1∗u 2∗v 1 ∗dx \
4 + ( ( u 2 − u n2 ) / k ) ∗v 2 ∗dx + dot (w, grad ( u 2 ) ) ∗v 2 ∗dx \
5 + eps ∗dot ( grad ( u 2 ) , grad ( v 2 ) ) ∗dx + K∗u 1∗u 2∗v 2 ∗dx \
6 + ( ( u 3 − u n3 ) / k ) ∗v 3 ∗dx + dot (w, grad ( u 3 ) ) ∗v 3 ∗dx \
7 + eps ∗dot ( grad ( u 3 ) , grad ( v 3 ) ) ∗dx − K∗u 1∗u 2∗v 3 ∗dx + K∗u 3∗v 3 ∗dx \
8 − f 1 ∗v 1 ∗dx − f 2 ∗v 2 ∗dx − f 3 ∗v 3 ∗dx
Iz Navier-Stokesovih jednadzˇbi potreban nam je iznos brzine u svakoj tocˇki do-
mene. Buduc´i smo to vec´ racˇunali u prethodnom primjeru, dobivene vrijednosti c´emo
iskoristiti. Kako bi mogli ucˇitati vrijednosti brzine iz prethodnog primjera potrebno
je definirati vektorski prostor brzine, na isti nacˇin kao i ranije na istoj triangulaciji.
Vrijednosti ucˇitavamo pomoc´u naredbe TimeSeries koja kreira objekt timeseries w
koji je potreban za dohvac´anje vektora iz HDF5 binarne datoteke unutar vremenske
petlje.
1 # Ucitavanje t r i a n g u l a c i j e i z datoteke
2 mesh = Mesh( ’ n a v i e r s t o k e s c y l i n d e r 1 /mesh . xml . gz ’ )
3 W = VectorFunctionSpace (mesh , ’P ’ , 2)
4 # Ucitavanje datoteke u k o j o j su sp r em l j en i v e k t o r i b r z ine
5 t i m e s e r i e s w = TimeSer ies ( ’ n a v i e r s t o k e s c y l i n d e r 1 / v e l o c i t y s e r i e s ’ )
Za koncentracije u1, u2 i u3 zˇelimo definirati prostor koji c´e sadrzˇavati sve tri kom-
ponente. Iz tog razloga definiramo element kao produkt tri jednostavna elementa i
koristimo ga za dobivanje zˇeljenog prostora.
1 # D e f i n i r a n j e f u n k c i j s k o g pro s to ra za k o n c e n t r a c i j e
2 P1 = FiniteElement ( ’P ’ , t r i a n g l e , 1)
3 element = MixedElement ( [ P1 , P1 , P1 ] )
4 V = FunctionSpace (mesh , element )
POGLAVLJE 3. PRIMJERI 51
Svakoj pojedinoj komponenti vektora rjesˇenja mozˇemo pristupiti sa:
1 u = Function (V)
2 u 1 , u 2 , u 3 = s p l i t (u)
Neka je u1 = u2 = u3 u trenutku t = 0. Dodavanje kemijskih komponenti u sustav
postizˇemo postavljanjem velicˇina f1 i f2 na nenul vrijednosti. Njih c´emo definirati
blizu ulazne granice. Za f3 uzimamo da je jednak nuli, buduc´i da tvar koncentracije
u3 nastaje reakcijom prve dvije i nemamo njen direktan izvor.
Na cijeloj granici, za u1, u2 i u3, uzimamo homogeni Neummanov rubni uvjet
∂ui
∂n
= 0. Sustav rjesˇavamo tako da unutar vremenske petlje prvo dohvac´amo brzinu
a zatim pozivamo funkciju solve koja u pozadini generira matricu krutosti i vektor
desne strane, primijenjuje rubne uvjete te konacˇno rjesˇava linearni sustav Fu = b.
Ovdje nije potrebno definirati rubne uvjete posebno buduc´i da je zadani uvjet paketa
FeniCS upravo homogeni Neumannov uvjet.
1 t = 0 .0
2 f o r n in range ( num steps ) :
3 # novo vr i j eme
4 t += dt
5 # Uci ta j brz inu i z datoteke
6 t i m e s e r i e s w . r e t r i e v e (w. vec to r ( ) , t )
7 # R j e s i v a r i j a c i j s k i problem
8 s o l v e (F == 0 , u)
9 u n . a s s i g n (u)
Napomenimo ovdje da tenutak t u kojem dohvac´amo brzinu putem naredbe
timeseries.retrieve ne mora nuzˇno odgovarati trenutku u kojem je brzina sprem-
ljena, buduc´i da c´e se vrijednosti linearno interpolirati prema zadanom vremenu t.
Promatrani vremenski interval je [0, 5], korak ∆t = 0.01, sˇto generira 500 uzoraka.
Broj prostornih tocˇaka jednak je kao u prethodnom primjeru buduc´i da moramo
uzeti istu diskretizaciju da bi dohvatili vektor brzine. Viskoznost fluida jednaka je
ν = 0.001m2/s.
Na slici 3.9 prikazane su svojstvene vrijednosti matrice korelacije. Iz prikaza je
jasno da jako brzo opadaju. Racˇunski se dobije da vec´ za l = 7 ukupna energija
sustava zadovoljava E(l) ≥ 0.99. Prvih sˇest vektora POD baze mozˇemo vidjeti na
slikama 3.10 i 3.11.
Za POD bazu od 50 vektora relativna gresˇka je reda O(10−5) sˇto odgovara ocjeni
(1.11) buduc´i da je 51. svojstvena vrijednost danog sustava jednaka 1.76e − 05. 50
uzoraka, uz jednaku prostornu diskretizaciju, sacˇinjava 0.1% pocˇetnog sustava, a daje
aproksimaciju rjesˇenja tocˇnu do na trec´u decimalu. Na slikama 3.12 i 3.13 mozˇemo
vidjeti usporedbu egzaktnog i POD rjesˇenja, te pripadna odstupanja u vremenima
t = 2.0 i t = 5.0. Kod postupka mozˇe se nac´i u dodatku C.
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Slika 3.9: Svojstvene vrijednosti matrice korelacije
Kada smo govorili o Galerkinovoj projekciji kod POD metode, spomenili smo
da se dio racˇunanja mozˇe izvrsˇiti u tzv. ”oﬄine” fazi. Ovdje c´emo demonstrirati
jedan takav primjer. Izvrsˇit c´emo 5 simulacija danog sustava, koje c´e se razlikovati
u vrijednosti parametra ν, tj. viskoznosti fluida. Vrijednosti od ν uzimamo iz skupa
{0.0009, 0.00095, 0.001, 0.00105, 0.0011}. Za svaku od ovih vrijednosti izracˇunat c´emo
POD bazu pripadnog sustava sa 25 vektora. Sada vektore dobivenih baza mozˇemo
shvatiti kao uzorke, pa radimo POD dekompoziciju na ovih 125 uzoraka. Dobivamo
novu POD bazu, za koju tvrdimo da je dovoljno dobra za sve vrijednosti parametra
ν ∈ [0.0009, 0.0011]. Testiramo na ν = 0.00103m2/s. Relativnu gresˇku po vremenu
mozˇemo vidjeti na slici 3.14:
Vidimo da je u pocˇetnim trenutcima gresˇka jako velika. Razlog tome je sˇto se
tada dogada minimalna reakcija pa je iznos mjerene velicˇine (koncentracija tvari)
tada blizu nule. Slijedi da je norma velcˇine jako mala sˇto dovodi do velike relativne
pogresˇke. Kada se reakcija vec´ dogodila imamo stabilnu gresˇku reda O(3).
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(a) Prvi vektor POD baze
(b) Drugi vektor POD baze
(c) Trec´i vektor POD baze
Slika 3.10: Vektori POD baze
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(a) Cˇetvrti vektor POD baze
(b) Peti vektor POD baze
(c) Sˇesti vektor POD baze
Slika 3.11: Vektori POD baze
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(a) Egzaktno rjesˇenje u t = 2.0
(b) POD rjesˇenje u t = 2.0
(c) Gresˇka u t = 2.0
Slika 3.12: Usporedba: egzaktno rjesˇenje, POD rjesˇenje i odstupanje
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(a) Egzaktno rjesˇenje u t = 5.0
(b) POD rjesˇenje u t = 5.0
(c) Gresˇka u t = 5.0
Slika 3.13: Usporedba: egzaktno rjesˇenje, POD rjesˇenje i odstupanje
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Slika 3.14: Relativna gresˇka
Dodatak A
Softver
FEniCS je platforma otvorenog koda namijenjena rjesˇavanju parcijalnih diferenci-
jalnih jednadzˇbi. Sastoji se od viˇse koomponenti, pisanih vec´inom u C++ i Pyt-
hon jeziku, koje imaju razlicˇite uloge. Nudi viˇse formata za vizualizaciju, od kojih
smo koristili vtk format. Za cˇitanje vtk formata odabrali smo program Paraview.
Viˇse o FEniCS-u mozˇe se saznati u [15] a o Paraview-u u [16]. U nastavku dajemo
pojasˇnjenje nekih pojmova.
Ime
bicgstab Metoda stabiliziranih bikonjugiranih gradijena
hypre amg Hypre algebarski generator mrezˇe(prekondicioner)
cg Metoda konjugiranih gradijenata
sor Metoda sukcesivne nadrelaksacije (prekondicioner)
58
Dodatak B
Kod za primjer rekonstrukcije
signala
1 import numpy as np
2 import matp lo t l i b . pyplot as p l t
3 from m p l t o o l k i t s . mplot3d import Axes3D
4 from matp lo t l i b . t i c k e r import LinearLocator , FormatStrFormatter
5 from numpy import dot , mult ip ly , diag , power
6 from numpy import pi , exp , s in , cos , cosh , tanh , r ea l , imag
7 from numpy . l i n a l g import inv , e ig , pinv
8 from sc ipy . l i n a l g import svd
9
10 # def in i ramo vremensku i prostornu domenu
11 x = np . l i n s p a c e (−10 , 10 , 400)
12 t = np . l i n s p a c e (0 , 4∗pi , 200)
13 dt = t [ 2 ] − t [ 1 ]
14 Xm,Tm = np . meshgrid (x , t )
15
16 # konstruiramo matricu podataka
17 f 1 = mult ip ly (1/np . cosh (Xm+3) , exp ( ( 2 . 3 j ) ∗Tm) )
18 f 2 = mult ip ly ( mult ip ly (1/ cosh (Xm/2) , tanh (Xm) ) , 2∗ exp ( ( 2 . 8 j ) ∗Tm) )
19 D = ( f1 + f2 ) .T
20
21 # DMD ulazne matr ice
22 X = D[ : , : − 1 ]
23 Y = D[ : , 1 : ]
24
25 U2 , Sig2 , Vh2 = svd (X, Fa l se )
26 r = 2 #rang
27 U = U2 [ : , : r ]
28 Sig = diag ( Sig2 ) [ : r , : r ]
29 V = Vh2 . conj ( ) .T [ : , : r ]
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30
31 # Rayleighov k v o c i j e n t
32 A t i l = dot ( dot ( dot (U. conj ( ) .T, Y) , V) , inv ( S ig ) )
33 mu,W = e i g ( A t i l )
34
35 # racunanje DMD modova
36 Phi = dot ( dot ( dot (Y, V) , inv ( Sig ) ) , W)
37
38 # racunanje vremenske e v o l u c i j e
39
40 b = dot ( pinv ( Phi ) , X [ : , 0 ] )
41 Psi = np . z e r o s ( [ r , l en ( t ) ] , dtype=’ complex ’ )
42 f o r i , t in enumerate ( t ) :
43 Psi [ : , i ] = mult ip ly ( power (mu, t /dt ) , b )
44
45 # DMD r e k o n s t r u k c i j a
46 D2 = dot ( Phi , Ps i )
Dodatak C
Kod za POD metodu
1 from f e n i c s import ∗
2 import numpy as np
3 import s c ipy . l i n a l g as l a
4 from math import ∗
5 from pod import p o d u c i t a j
6 from pod import pod func
7 import matp lo t l i b . pyplot as p l t
8
9 T = 5.0
10 bro j vremensk ih koraka = 500
11 dt = T / bro j vremensk ih koraka
12 bro j e l emenata baze=0
13 t o l =0.01
14
15 #uc i t avan j e mreze i k o n s t r u k c i j a pro s to ra konacnih elemenata
16 mesh = Mesh( ’ n a v i e r s t o k e s c y l i n d e r p o d / c y l i n d e r . xml . gz ’ )
17 P1 = FiniteElement ( ’P ’ , t r i a n g l e , 1)
18 element = MixedElement ( [ P1 , P1 , P1 ] )
19 V = FunctionSpace (mesh , element )
20 u = Function (V)
21 u 1 , u 2 , u 3 = u . s p l i t ( deepcopy=True )
22 v=u 3 . vec to r ( )
23 v=as backend type ( v )
24 bro j r edaka = v . vec ( ) . s i z e
25
26 #uc i t avan j e uzoraka
27 t i m e s e r i e s w = TimeSer ies ( ’ r eac t ion sys tem pod5 / v e l o c i t y s e r i e s u 3 ’ )
28 U=np . z e ro s ( ( bro j redaka , bro j vremensk ih koraka ) )
29 t = 0 .0
30 f o r n in range ( bro j vremensk ih koraka ) :
31 t += dt
32 t i m e s e r i e s w . r e t r i e v e ( u 3 . vec to r ( ) , t )
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33 U[ : , n]= u 3 . vec to r ( )
34
35 #matrica k o r e l a c i j e , e i g
36 Ut=np . t ranspose (U)
37 K=np . matmul (Ut ,U)
38 d , v l=l a . e igh (K)
39 i=d . a r g s o r t ( ) [ : : − 1 ]
40 d=d [ i ]
41 v l=v l [ : , i ]
42
43 #odred ivan je d imenz i j e baze
44 suma d=d . sum ( )
45 menergy=d/suma d
46 e n e r g i j a =0.0
47 l=0
48 whi le (1.0− e n e r g i j a ) > t o l :
49 e n e r g i j a=e n e r g i j a+d [ l ] / suma d
50 l=l+1
51
52 #v e k t o r i baze
53 phi=np . z e r o s ( ( bro j redaka , l ) )
54 f o r i in range ( l ) :
55 tmp=np . matmul (U, v l [ : , i ] )
56 phi [ : , i ]=tmp/ s q r t (d [ i ] )
57
58 #r e k o n s t r u k c i j a r j e s e n j a
59 r j=np . z e ro s ( ( bro j redaka , 1 ) )
60 r j e s e n j e=np . z e ro s ( ( bro j redaka , bro j vremensk ih koraka ) )
61 koe f=np . z e ro s ( ( l , bro j vremensk ih koraka ) )
62 f o r i in range ( bro j vremensk ih koraka ) :
63 f o r j in range ( l ) :
64 koe f [ j , i ]=np . inner (U[ : , i ] , phi [ : , j ] )
65 r j e s e n j e [ : , i ]=np . matmul ( phi , koe f [ : , i ] )
66
67 #greska
68 greska= np . subt rac t ( r j e s e n j e ,U)
69 r e l e=np . l i n a l g . norm( greska ) /np . l i n a l g . norm(U)
70
71 #i s p i s u vtk formatu
72 v t k f i l e u 3 = F i l e ( ’ pod conc /u3 pod . pvd ’ )
73 v t k f i l e u 3 e x a c t = F i l e ( ’ pod conc / u3 pod exact . pvd ’ )
74 v t k f i l e u 3 e r r o r = F i l e ( ’ pod conc / u3 pod er ro r . pvd ’ )
75 v t k f i l e u 3 p h i = F i l e ( ’ pod conc / u3 pod phi . pvd ’ )
76 f o r i in range ( bro j vremensk ih koraka ) :
77 u 3 . vec to r ( ) [ : ] = np . array (np . r e a l (U[ : , i ] ) )
78 v t k f i l e u 3 e x a c t << ( u 3 , i ∗dt )
79 f o r i in range ( bro j vremensk ih koraka ) :
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80 u 3 . vec to r ( ) [ : ] = np . array (np . r e a l ( r j e s e n j e [ : , i ] ) )
81 v t k f i l e u 3 << ( u 3 , i ∗dt )
82 f o r i in range ( l ) :
83 u 3 . vec to r ( ) [ : ] = np . array (np . r e a l ( phi [ : , i ] ) )
84 v t k f i l e u 3 p h i << ( u 3 , i ∗dt )
85 f o r i in range ( bro j vremensk ih koraka ) :
86 u 3 . vec to r ( ) [ : ] = np . array (np . r e a l ( greska [ : , i ] ) )
87 v t k f i l e u 3 e r r o r << ( u 3 , i ∗dt )
Dodatak D
Kod za DMD metodu
1 from f e n i c s import ∗
2 import numpy as np
3 import s c ipy . l i n a l g as l a
4 from math import ∗
5 from pod import p o d u c i t a j
6 from pod import pod func
7 import matp lo t l i b . pyplot as p l t
8 import s c ipy . i o
9
10 T star t= 3 .0
11 T end = 7 .0
12 bro j vremensk ih koraka = 250
13 dt = ( T end−T sta r t ) / bro j vremensk ih koraka
14
15 #uc i t avan j e mreze , k o n s t r u k c i j a pro s to ra konacnh elemenata
16 mesh = Mesh( ’ nav i e r s t oke s cy l i nde r 1dmd / c y l i n d e r . xml . gz ’ )
17 W = VectorFunctionSpace (mesh , ’P ’ , 2)
18 w = Function (W)
19 v=w. vec to r ( )
20 v=as backend type ( v )
21 bro j r edaka = v . vec ( ) . s i z e
22 f r e e i n d s=W. dofmap ( ) . do f s ( )
23
24 #uc i t avan j e uzoraka
25 t i m e s e r i e s w = TimeSer ies ( ’ nav i e r s t oke s cy l i nde r 1dmd / v e l o c i t y s e r i e s ’ )
26 U=np . z e ro s ( ( bro j redaka , bro j vremensk ih koraka ) )
27 t = T sta r t
28 f o r n in range ( bro j vremensk ih koraka ) :
29 # Update cur rent time
30 # Read v e l o c i t y from f i l e
31 t i m e s e r i e s w . r e t r i e v e (w. vec to r ( ) , t )
32 U[ : , n]=w. vec to r ( )
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33 t += dt
34 n=len (U[ 0 ] )
35
36 X1=U[ : , : − 1 ]
37 X2=U [ : , 1 : ]
38
39 Uev ,D, Vev=l a . svd (X1 , f u l l m a t r i c e s=False )
40 r=n−1
41 Ur=Uev [ : , 0 : r ]
42 Sr=D[ 0 : r ]
43 Vr = Vev [ : r , : ]
44 Sr=np . diag ( Sr )
45
46 At= Ur .T. dot (X2) . dot (Vr .T) /Sr
47 Ev , Rev=l a . e i g (At)
48 Phi=np . dot (np . dot (np . dot (X2 , Vr .T) ) , np . l i n a l g . pinv ( Sr ) ) ,Rev)
49
50 #vremenski razvo j
51 b , , , =l a . l s t s q ( Phi , X1 [ : , 0 ] )
52 omega = np . l og (Ev) / dt
53 time=np . arange (0 , r ) ∗dt ;
54 t ime dy=np . z e ro s ( [ r , l en ( time ) ] , dtype=’ complex ’ )
55
56 f o r i in range ( bro j vremensk ih koraka −1) :
57 t ime dy [ : , i ]= np . mult ip ly (b , np . exp ( omega∗ time [ i ] ) )
58
59 #r e k o n s t r u k c i j a
60 U rek=np . dot ( Phi , t ime dy )
61
62 #r e l a t i v n a greska
63 greska= np . subt rac t (np . r e a l ( U rek ) ,X1)
64 r e l e=np . l i n a l g . norm( greska ) /np . l i n a l g . norm(X1)
65
66 #i s p i s u vtk formatu
67 up = Function (W)
68 vtk f i l e dmd = F i l e ( ’dm/dmd. pvd ’ )
69 v t k f i l e p h i = F i l e ( ’dm/ ph i vtk . pvd ’ )
70 v t k f i l e g r e s k a 3 = F i l e ( ’dm/ gre ska3 vtk . pvd ’ )
71 v t k f i l e e x a c t = F i l e ( ’dmd/ exact vtk . pvd ’ )
72 f o r i in range ( r ) :
73 up . vec to r ( ) [ : ] = np . array (np . r e a l (X1 [ : , i ] ) )
74 v t k f i l e e x a c t << (up , i ∗dt )
75 f o r i in range ( r ) :
76 up . vec to r ( ) [ : ] = np . array (np . r e a l ( U rek [ : , i ] ) )
77 vtk f i l e dmd << (up i ∗dt )
78 f o r i in range ( r ) :
79 up . vec to r ( ) [ : ] = np . array (np . r e a l ( Phi [ : , i ] ) )
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80 v t k f i l e p h i << (up , i ∗dt )
81 f o r i in range ( r ) :
82 upvector ( ) [ : ] = np . array (np . r e a l ( greska [ : , i ] ) )
83 v t k f i l e g r e s k a 3 << (up i ∗dt )
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Sazˇetak
U radu smo proucˇavali dvije dekompozicije dinamicˇkih sustava: POD i DMD. Fokus
je bio na razumijevanju teorijske osnove u pozadini algoritma te primjeni u dobivanju
modela nizˇeg reda (u slucˇaju POD) te rekonstrukciji i predikciji (kod DMD metode).
POD dekompozicija je metoda koja za dobivanje modela nizˇeg reda promatra-
nog sustava trazˇi projekciju sustava na ortonormiranu bazu, ali takvu da je projek-
cija optimalna u smislu najmanjih kvadrata. Spomenutu ortonormiranu bazu nazi-
vamo POD baza. Opisali smo racˇunanje POD baze u nekoliko moguc´ih slucˇajeva:
konacˇnodimenzionalni slucˇaj, kada se svodi na racˇunanje SVD-a, za tezˇinski skalarni
produkt te pomoc´u metode uzoraka. Aproksimacijski model nizˇeg reda dobili smo
Galerkinovom projekcijom na prostor razapet POD bazom. Ukupnu gresˇku reduci-
ranog sustava dali smo u ovisnosti o gresˇki aproksimacije.
DMD metoda bazira se na pronalasku koherentnih prostornih struktura koje cˇine
gibanje. One su dane svojstvenim vektorima matrice operatora A koji opisuje di-
namiku sustava. Operator preslikavanja A opc´enito je nepoznat, no poznata su dva
skupa uzoraka, pocˇetni i preslikani. Iz danih skupova uzoraka u stanju smo odre-
diti operator A˜k koji je linearna aproksimacija od A. Pokazˇe se da su svojstvene
vrijednosti i svojstveni vektori operatora A˜k aproksimacije svojstvenih vrijednosti i
vektora od A. Opisali smo tri algoritma za racˇunanje DMD modova koji se raz-
likuju u ogranicˇenjima na skup ulaznih podataka te racˇunanju svojstvenih vektora
od A˜. Vremensku evoluciju sustava odreduju svojstvene vrijednosti od A. Potpunu
rekonstukciju sustava dobivamo iz DMD modova, pripadnih svojstvenih vrijednosti i
pocˇetnih amplituda.
Naposljetku smo opisane metode primijenili na dinamicˇkim sustavima koje opisuju
Navier-Stokesove jednadzˇbe (za DMD), te jednadzˇbe konvekcije difuzije reakcije (za
POD).
Summary
In this thesis we have studied two decompositions of dynamic systems: POD and
DMD. The focus was on understanding the theoretical background defining the algo-
rithm and applying it to obtain the low-order model (for POD) and reconstruction
and prediction (for DMD method).
The POD decomposition is a method that seeks a projection of the system to an
orthonormal basis to obtain a low-order model of the observed system, but such that
the projection is optimal in the least-squares sense. Above mentioned orthonormal
basis is called the POD basis. We have outlined the baseline POD calculation in
several possible cases: in finite-dimension, when it’s as simple as calculating an SVD
of a matrix, in more complex space with weighted scalar product, and by snapshot
method. The low-order model was obtained by Galerkin’s projection to the space
spanned by the POD basis. The total error of the reduced system is given as a
function of the approximation error.
The DMD method is based on finding coherent spatial structures that define
the dynamics of the system. These are given by the eigenvectors of the mapping
matrix A. Matrix A is generally unknown, but two sets of snapshots are known.
From the given sets of snaphots we can determine the operator A˜, which is a linear
approximation of A. It can be shown that the eigenvalues and eigenvectors of A˜k
are aproximations of eigenvalues and eigenvectors of A. We have provided three
algorithms for computing DMD modes that differ in the constraints on the set of
input data and the computation of eigenvectors of A˜. The system’s time evolution is
determined by eigenvalues of A. Complete reconstruction of the system is obtained
from DMD modes, associated eigenvalues and initial amplitudes.
Finally, we applied the DMD method on dynamic system governed by Navier-
Stokes equations, and POD on system governed by equations of convection diffusion
reaction.
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