We consider the Embedded Pattern Formation (epf) problem introduced in Fujinaga et al. (SIAM J Comput 44(3):740-785, 2015). Given a set F of distinct points in the Euclidean plane (called here fixed-points) and a set R of robots such that |R| = |F|, the problem asks for a distributed algorithm that moves robots so as to occupy all points in F. Initially, each robot occupies a distinct position. When active, a robot operates in standard Look-Compute-Move cycles. In one cycle, a robot perceives the current configuration in terms of the robots' positions and the fixed-points (Look) according to its own coordinate system, decides whether to move toward some direction (Compute), and in the positive case it moves (Move). Cycles are performed asynchronously for each robot. Robots are oblivious, anonymous, silent and execute the same deterministic algorithm. In the mentioned paper, the problem has been investigated by endowing robots with chirality, that is they share a common left-right orientation. Here we consider epf without chirality, and we fully characterize when it can be solved by designing a deterministic distributed algorithm that works for all configurations but those identified as unsolvable. The algorithm has been designed according to a rigorous approach, characterized by the use of logical predicates associated to each move used by the robots. This induces a greater level of detail that provides us rigorous bases to state the correctness of the algorithm.
Introduction
In the last years, the focus in robot research has mainly shifted towards the design and use of a large number of "generic", very simple entities. Usually, researchers assume such robots with very limited capabilities but able, together, of performing rather complex tasks. As a consequence, there are many advantages like: reduced costs; ease of system scalability which in turns allows for incremental and ondemand deployment; simple and affordable fault-tolerance capabilities; re-usability of the robots in different applications [21, 34, 36] .
A different approach for studying swarms of robots collaborating for a common task can be certainly found in the distributed computing area. Computational and feasibility issues are mainly addressed. Basically, the goal is to understand the relationship between the capabilities of the robots and the solvability of the tasks they are given. In this paper we keep on investigating about the achievements reachable by very simple autonomous robots. In particular we deal with a variant of the well-known Pattern Formation problem.
Problem and background
The robots we consider move on the plane, can see each other but cannot explicitly communicate with one another (they are silent). This lack of direct communication capabilities means that all synchronization, interaction, and communication of information among the sensors take place solely by observing the position of the robots in the plane. Each robot has a local coordinate system (a set of Cartesian axes, an origin, and a unit of distance); however there might be no relationship between the coordinate items of different robots. There is no central coordinator (robots are autonomous); the robots are also anonymous since they have no unique identifiers; they have the same capabilities and execute the same deterministic algorithm (robots are homogeneous). Each robot computes its next location based on the visual information and moves to this location.
A particular class of these systems are those in which the robots are oblivious: they have no memory of the past, and do not rely on it for their computations. In other words, the current behavior of an oblivious robot depends only on the presently observed configuration of the robots but not on past history of observations and computations performed by the robot. Thus, a system of oblivious robots is inherently selfstabilizing, meaning that they tolerate any finite number of transient failures (see [28, 37, 38] for the relation between the self-stabilization and oblivious algorithms); each robot may start from any arbitrary initial state and there is no need to initialize the system. For this reason there has been a strong interest in the study of such systems (e.g., [1, 8, 19, 25] ); for a recent account of the current research on oblivious robots see also [22] . Designing algorithms for oblivious robots is specially challenging and some simple tasks such as the gathering of two robots, are known to be impossible for oblivious robots [37] . This result holds in the general model (asynchronous (Async) robots), which makes no assumptions about the level of synchronization of the robots. Indeed, the assumptions on the level of synchronization have a deep impact on computability; in fact, there are problems -including the gathering of two robots -that are unsolvable in the general setting but can be solved in a synchronous setting (e.g., see [35] ).
The studies on the computational power of systems of oblivious robots have focused on determining what minimal capabilities are necessary so that the robots can perform simple basic tasks (e.g. gathering at a point [8] ). Many such problems can be generalized to the abstract problem of (geometric) pattern formation. A pattern is represented by a set of points in the Euclidean plane that form some geometric figure such as a circle, a line, or some other arbitrary shape.
Given a particular pattern as input, the robots must position themselves with respect to each other such that the location of the robots correspond to points in the pattern. Notice that point formation (i.e., formation of a single point) corresponds to the well known gathering or rendezvous problem, extensively studied in the literature (e.g., [1, 7, 8, 24, 30] ).
At a more general level, the research has focused on the characterization of which patterns are possible under what conditions [25, 27, 37] . For example, if there is agreement about the local coordinate system (e.g., a compass), oblivious robots can form any pattern even if they are totally asynchronous [25] .
Results and organization
The pattern formation problem has been largely investigated under different assumptions, e.g. [3, 15, 25, 29, 39, 40] . One of the latest and most important results, see [28] , refers to the case of robots endowed with few capabilities (robots are silent, anonymous, autonomous, oblivious, homogeneous, asynchronous), but they can exploit chirality (all robots share a common left-right orientation).
In order to solve the Pattern Formation within the described setting, the authors of [26] [27] [28] first introduced the so-called Embedded Pattern Formation (epf) problem. In this variant, robots can detect n distinct points (distinguishable from the n points occupied by the robots), from now on called fixed-points, and the problem asks to move the robots to occupy all such points. In other words, the pattern to be formed is provided as a set of visible points in the plane. In [28] , authors provide an algorithm for the epf problem when robots are endowed with chirality, and exploit it as a subroutine for solving the general Pattern Formation (pf) problem.
In this paper, we are interested in the epf problem, but we want to get rid of the assumed chirality. This represents a step forward with respect to the main open question left in [28] concerning the resolution of the pf problem in the described setting but without fixed-points and without chirality. As further remark, it is worth to note that differently from [28] , we do not require that the local coordinate system specific of a single robot remains the same among different computational cycles.
So far, the only sub-cases of the Pattern Formation problem solved within the weakest setting of Async robots without chirality are: the circle-formation problem [23, 32] , where n robots must form a regular n-gon; the gathering problem [8] , where robots must move toward a common point; the case of leader configurations [6] , that is configurations where a leader can be elected. Further research directions concern randomized approaches like in [4, 41] .
Note that by removing chirality introduces several problems that must be tackled. In this paper, we fully characterize when epf can be solved, and we provide a resolution algorithm. In fact, while in [28] it is shown that assuming chirality permits to solve the epf problem for any possible instance, we show that without chirality it comes out that some configurations for epf are unsolvable, that is, they do not admit any deterministic algorithm. This unsolvability result holds even though synchronous robots are considered. It is worth to remark that any algorithm designed for solving epf must take care of this result, since unsolvable configurations must be avoided by robots during their movements. This implies that algorithms designed for robots endowed with chirality cannot be applied straightforwardly in our context, even for configurations where chirality does not prevent feasibility.
Another issue that must be tackled when removing chirality is the possibility to have new symmetries. In fact, a configuration may admit a geometrical reflection axis that maps robots to robots and fixed points to fixed points. With chirality it is always possible to distinguish among the two sides of the axis. Without chirality some configurations come out to be unsolvable whereas some others require completely new approaches. Most importantly, the new strategies must be also integrated with those designed for other configurations, without incurring in inconsistencies. Over all, a completely new algorithm is required, and a very few of the existing strategies can be re-used.
We design our new algorithm according to a rigorous approach. The need of new ways of expressing algorithms in Async has been recently recognized. For instance, in [2, 9, 10, 20, 33] a formal model to describe mobile robot protocols under synchrony and asynchrony assumptions is provided. Unfortunately, so far these models only concern robots operating in a discrete space (as in [11] [12] [13] [14] 17, 18, 31] ), i.e. with a finite set of possible robot positions. Our approach is based on basic predicates that composed in a Boolean logic way provides all the invariants needed to be checked during the execution of the algorithm. Differently to previous approaches used in the literature, we make a careful use of invariants to describe properties holding during the movements of robots. Although the technique of specifying formal invariants to define the different phases of an algorithm is something that other authors (see e.g. [4, 8, 28] ) have adopted, in this paper the level of details reached to describe every single move and the corresponding trajectory is something new. In turn, this implies that for each single move the algorithm may require three different invariants (to describe properties at the start, during, and at the end of the move). Hence, our algorithm is organized as a set of moves, each associated to up to three invariants. Moves are grouped and associated to a phase, where a phase represents a general task of the algorithm. Summarizing, the approach leads to a greater level of detail that provides us rigorous bases to state the correctness of the algorithm. This approach itself represents a result of this paper, as it highlights crucial properties in Async contexts that so far have been underestimate in the literature [6] .
The paper is organized as follows. In the next section, details on the considered robots' model are provided. In Sect. 3, useful notation and definitions are introduced along with the impossibility results for epf. Section 4 provides both an informal and a formal description of our strategy to solve epf in Async without chirality. In particular, Sect. 4.1 gives an overview of the strategy underlying the algorithm, Sect. 4.2 provides all the necessary technicalities, and Sect. 4.3 describes the algorithm by analyzing an extended example. The correctness of the algorithm is given in Sect. 5. Finally, Sect. 6 concludes the paper.
Robot model and problem definition
In this paper we mainly borrow the robot model defined in [28] . Hence, we consider robots moving in the plane that are silent, anonymous, autonomous, oblivious, homogeneous, and asynchronous. Contrarily to [28] , we remove the assumption about chirality, and moreover, we do not require that the Local Coordinate System (LCS) specific of a single robot remains the same among different computational cycles. For the sake of completeness, in the following we formalize the adopted model.
Each robot in the system has sensory capabilities allowing it to determine the location of other robots in the plane, relative to its own location. The robots also have computational capabilities which allow them to compute the location to move to. Each robot follows an identical algorithm that is preprogrammed into the robot. This algorithm may contain description of patterns that the robots are required to form. The robots may start from arbitrary locations in the plane, but the locations must be pairwise distinct.
The behavior of each robot can be described according to the sequence of four states: Wait, Look,Compute, and Move. Such states form a computational cycle (or briefly cycle) of a robot. The operations performed by each robot r in each state will be now described in more details.
1. Wait The robot is idle. A robot cannot stay indefinitely idle. Initially, all robots are in Wait. 2. Look The robot observes the world by activating its sensors which will return a snapshot of the positions of all other robots with respect to its LCS. Each robot is viewed as a point, hence its position in the plane is given by its coordinates, and the result of the snapshot (hence, of the observation) is just a set of coordinates in its LCS. 3. Compute The robot performs a local computation according to a deterministic algorithm A (we also say that the robot executes A). The algorithm is the same for all robots, and the result of the Compute state is a destination point. 4 . Move If the destination point is the current location of r , r performs a null movement (i.e., it does not move); otherwise it moves towards the computed destination.
When a robot is in Wait we say it is inactive, otherwise it is active. In the literature, the computational cycle is simply referred as the Look-Compute-Move cycle, as during the Wait phase a robot is inactive. The distance traveled within a move is neither infinite nor infinitesimally small. More precisely, we can assume an adversary that has the power to stop a moving robot before it reaches its destination, but there exists an unknown constant ν > 0 such that if the destination point is closer than ν, the robot will reach it, otherwise the robot will be closer to it of at least ν. Note that, without this assumption, an adversary would make it impossible for any robot to ever reach its destination.
We assume that cycles are performed according to the Asynchronous scheduler (Async): the robots are activated independently, and the duration of each phase is finite but unpredictable (the activation of each robot can be thought as decided by the adversary). As a result, robots do not have a common notion of time. Moreover, according to the definition of the Look phase, a robot does not perceive whether other robots are moving or not. Hence, robots may move based on outdated perceptions. In fact, due to asynchrony, by the time a robot takes a snapshot of the configuration, this might have drastically changed once the robot starts moving. The scheduler determining the cycles timing is assumed to be fair, that is, each robot becomes active and performs its cycle within finite time and infinitely often. Figure 1 compares the Async scheduler with the other scheduler proposed so far. In the figure, the Wait state is implicitly represented by the time while a robot is inactive. In particular, it shows that in the Fully-synchronous (FSync) scheduler all robots are always active, and the activation phase can be logically divided into global rounds: for all i ≥ 1, all robots start the i-th Look-Compute-Move cycle simultaneously and synchronously execute each of its Look, Compute, and Move. The Semi-synchronous (SSync) scheduler coincides with the FSync model, with the only difference that some robots may not start the i-th Look-Compute-Move cycle for some i (some of them might be in the Wait state), but all of those who have started the i-th cycle synchronously execute each of its Look, Compute, and Move. Clearly, the three synchronization schedulers induce the following hierarchy (see [?] , [16] ): FSync robots are more powerful (i.e. they can solve more tasks) than SSync robots, that in turn are more powerful than Async robots. This simply follows by observing that the adversary can control more parameters in Async than in SSync, and it controls more parameters in SSync than in FSync. In other words, protocols designed for Async robots Fig. 1 The execution model of computational cycles for each of FSync, SSync, and Async robots. The Wait state is implicitly represented by empty time periods also work for SSync and FSync robots. Contrary, any impossibility result stated for FSync robots also holds for SSync and Async robots.
The problem
We arbitrarily fix an x-y coordinate system Z 0 and call it the global coordinate system. A robot, however, does not have access to it: it is used only for the purpose of description, including for specifying input. All actions taken by a robot are done in terms of its local x-y coordinate system, whose origin always indicates its current position. Since the robots are anonymous, and since the snapshot taken during the Look phase returns the robots' positions, we do not use any specific symbols for robots; instead, we simply use the multiset R(t) = {r 1 (t), r 2 (t), . . . , r n (t)} representing the robots' positions at time t, where r i (t) ∈ R 2 is expressed in Z 0 . Abusing notation, for description purposes sometimes we refer to a position r i (t) as the robot r i at time t. The multiset R(t) is simply denoted by R = {r 1 , r 2 , . . . , r n } when we are not interested in any specific time. Let F = { f 1 , f 2 , . . . , f n }, with f i ∈ R 2 , be a set containing n distinct fixed-points. Then, the pair C(t) = (R(t), F) is called the configuration at time t (also denoted as C = (R, F) when the time is not of interest).
If an element in R(t) occurs more than once, we say a multiplicity occurs. A configuration C(t) is said initial if all elements in R(t) are distinct (i.e., no multiplicity occurs) and all robots are inactive. A configuration C(t) is final if R(t ) = F for each t t. The embedded pattern formation problem (shortly, epf), asks to transform an initial configuration into a final one. An algorithm for epf is a deterministic distributed algorithm that performs an execution able to bring the robots to a final configuration in a finite number of cycles from any given initial configuration I , regardless of the activation scheduling and delays (which are decided by the adversary). We say that an initial configuration I is unsolvable if there are no algorithms for epf with respect to I .
As in [28] , each robot r i has an LCS Z i , where the origin is its current location whereas the unit distance, the directions and the orientations of the x and y axes could be any. However, in [28] it is assumed chirality and that the direction of the positive x-axis and the magnitude of the unit distance never change. 1 In this work we relax this constraint and allow robots to randomly initialize them at the beginning of each computational cycle. We refer to this type of LCS as robot-centered variable LCS. This can be seen as an extension of the robots' obliviousness: robots not only lose data computed in the previous computational cycles, but also the settings about the LCS. As a consequence, the adversary can also decide about such parameters and consequently robots have less computational power.
Let Z i ( p) be the coordinates of a point p ∈ R 2 in Z i . If r i takes a time interval [t 0 , t 1 ] for performing the Look phase, then it obtains two sets Z i (F) and
. Parameter k is due to the fact that r i has no multiplicity detection ability, that is, it cannot realize from its view whether a point is occupied by more than one robot.
Let {t i : i = 0, 1, . . .} be the set of time instances at which some robot takes the snapshot C(t i ) in the Look phase. If we assume t i = i for all i = 0, 1, . . ., then the infinite sequence E : C(0), C(1), . . . is called an execution with respect to the initial configuration I = C(0). 2 Actually, multiplicities may be created by the algorithm and hence appear in C(i), with i > 0.
We now formalize the concept of stationary robots; it is necessary to provide the notion of stationary configuration, that in turn is necessary to formally define the concept of phase of an algorithm. As already explained in the introduction, the concept of phase is crucial for the correctness of the provided algorithm. In fact, our algorithm is organized as a set of moves (each associated to up to three invariants), and moves are grouped and associated to a phase (where informally a phase represents a logic task of the algorithm).
A robot is said to be stationary in a configuration C(t) if at time t it is:
-inactive, or -active, and:
-it has not taken the snapshot yet; -it has taken snapshot C(t); -it has taken snapshot C(t ), t < t, which leads to a null movement.
Given an execution E : C(0), C(1), . . ., in general not all robots are stationary at C(i) when i > 0, but at least one robot that takes the snapshot C(i) is stationary by definition. A configuration C is said to be stationary if all robots are stationary in C. Whether or not a given configuration C is stationary (or a robot is stationary at C) depends not only on C but also on the execution history. By definition C(0) is stationary. It is possible that a generic configuration C(i), i > 0, is stationary and if C(i) does not contain multiplicities then by definition it can be also considered as initial, even though it has been generated during an execution. Let E : C(0), C(1), . . . , C(t) and E : C (0), C (1), . . . be two executions, and assume
. . is always a correct execution for SSync (and hence for FSync) robots since C(t) is stationary by the definition of SSync robots. However, this is not the case for Async robots, since in E , C (0) is assumed to be stationary, but in E, C(t) may not be as such; the transition from C (0) to C (1) may be caused by the Look of a robot r which is moving at C(t) and hence cannot observe C(t). If an algorithm can guarantee that C(t) is stationary, like for SSync robots, then we can safely concatenate E and E to construct a legitimate execution even for Async robots. An execution fragment that starts and ends at a stationary configuration is called a phase.
Definitions and characterization results
In this section, we first introduce some mathematical notation and then we recall from [7] the concept of configuration view and some relations between views and configuration symmetries.
We conclude the section by anticipating our main result summarized in a theorem that fully characterizes when the epf problem can be solved.
Given two distinct points u and v in the plane, let d(u, v) denote their distance, line (u, v) denote the straight line passing through these points, and (u, v) (resp. [u, v] ) denote the open (resp. closed) segment containing all points in line (u, v) that lie between u and v. The half-line starting at point u (but excluding the point u) and passing through v is denoted by hline (u, v) . We denote by (u, c, v) the angle centered in c and with sides hline(c, u) and hline (c, v) . The Fig. 2 Throughout the paper, we depict configurations according to the following notation: gray and white circles represent robots and fixed-points, respectively. Robot r computes the view of C starting from itself:
angle (u, c, v) is measured from u to v in clockwise or counter-clockwise direction, the measure is always positive and ranges from 0 to less than 360 degrees, and the direction in which it is taken will be clear from the context.
Configuration view and symmetries
Given a configuration C = (R, F), cg(F) is the center of gravity of points in F, that is the point whose coordinates are the mean values of the coordinates of the points in F. In [7] , it has been defined a data structure called view and computable by each robot r for any point p ∈ R ∪ F. Essentially, a robot r that needs to compute the view of a configuration C from a point p = cg(F), first computes cg(F) and then, starting from the half-line from p to cg(F) and looking around from p (both in clockwise and counterclockwise directions), it determines the order in which all robots and fixed-points appear. For instance, in Fig. 2 , the counter-clockwise sequence of points perceived by r from itself is (r , f 1 , r 1 , r 2 , f 2 , r 3 , f 3 ). Each point in such a sequence is then replaced by information referred to angles, distances, and type of points (i.e., robots or fixed-points). The result of this process computed by r is a pair of strings V + r ( p) and V − r ( p) representing the clockwise and counter-clockwise view of C from the point p. For instance, in Fig. 2 , robot r gets
It is possible to define a lexicographic order that leads to define the view from p as (F) , then the first half-line to be used to build
, being q the point in P = (R ∪ F) \ {p} with minimum view. If there is more than one point with minimum view in P, we can choose one of them since the outcome will be the same (this will be confirmed by Lemma 1).
We can now define the view of a configuration as
Notice that clockwise and counter-clockwise directions always refer to the LCS of each robot. Moreover, even though robots do not share a common left-right orientation (chirality), by computing V r (C), every robot r acquires the same set of information (i.e., V r 1 (C) = V r 2 (C) for each pair of distinct robots r 1 and r 2 ).
Every robot r can use V r (C) not only to share a common view about C but also to determine whether a configuration is "symmetric" or not. In the Euclidean plane, a map ϕ :
). An isometry ϕ is a rotation if there exists a unique point x such that ϕ(x) = x (and x is called center of rotation); it is a reflection if there exists a line such that ϕ(x) = x for each point x ∈ (and is called axis of symmetry). Concerning robots, an isometry of a configuration C = (R, F) is an isometry in the plane that maps robots to robots (i.e., points of R into R) and fixed-points to fixed-points (i.e., points of F into F). If C admits only the identity isometry, then C is said asymmetric, otherwise it is said symmetric (i.e., C admits rotations or reflections). For instance, Fig. 3 shows two symmetric configurations: on the left, a configuration that admits two reflection axes but not a rotation; on the right, a configuration that admits both reflections and rotations.
If C is symmetric due to an isometry ϕ, a robot cannot distinguish its position at r ∈ R from r = ϕ(r ). In such a case we say that r and r are equivalent. As a consequence, two equivalent robots can decide to move simultaneously, as any algorithm is unable to distinguish between them. In such a case, there might be a so called pending move, that is, without loss of generality r performs its entire Look-Compute-Move cycle while r does not terminate the Move phase, i.e. its move is pending. Clearly, all the other robots performing their cycles are not aware whether there is a pending move, that is they cannot deduce the global status from their view. Notice that the presence of a pending move implies that C is not stationary. This fact greatly increases the difficulty to devise a distributed algorithm for symmetric configurations.
The following result states that each robot r can use the view V r (C) to determine whether C is symmetric or not.
Lemma 1 [7] Let C = (R, F), |F| > 1, be a configuration without multiplicities and r ∈ R be a robot that has taken a snapshot of C during its last Look phase. Then, 
-C admits a reflection if and only if there exist two points p, q ∈ R ∪ F, not necessarily distinct, such that
From this result we get that, for an asymmetric configuration C, the point (robot or fixed-point) having the minimum view is unique. Notice that, in such a case, the direction that gives the minimum view can be used by all robots as a common clockwise direction.
Characterization results
The next lemmata provide a characterization about configurations from which the epf problem cannot be solved, even in a stronger model than that assumed in this work. We will refer to common-LCS as the case in which robots agree on the same unit distance, directions and orientations of the x and y axes, whereas the origin of the LCS is robot-centered. Notice that robots with common-LCS also agree on chirality.
Lemma 2 Let A be an algorithm for the epf problem with FSync robots having common-LCS and endowed with the multiplicity detection. Let C = (R, F) be a configuration, and E : C = C(0), C(1), . . . be any execution of A. If there exists a configuration C(i), i ≥ 0, containing a multiplicity, then A cannot solve the epf problem.
Proof By hypothesis, configuration C(i) contains a multiplicity. Since in FSync robots perform their Look phase simultaneously, then robots composing a multiplicity always compute the same move. If the adversary makes all robots composing the multiplicity move of the same distance, the multiplicity in C(i) is maintained in each configuration C( j), j ≥ i. Hence, robots composing a multiplicity in C(i) cannot reach different fixed-points (while in the definition of epf, F is assumed to be a set of distinct points). It follows that a final configuration C(t) with R(t ) = F for each t ≥ t cannot appear in E.
Note that the assumptions of the above lemma refer to a model where robots are more powerful than robots we consider in this work (our robots are Async, without chirality, with no multiplicity detection capabilities, and with robotcentered variable LCS). Hence, the above result is inherited also in our model. In fact, as already remarked in Sect. 3, the three synchronization schedulers induce a hierarchy where FSync robots can solve more tasks than SSync robots, that in turn can solve more tasks than Async robots. Consequently, any negative result for FSync robots holds for both SSync and Async robots. Moreover, the removal of the assumptions about common-LCS (and hence of chirality) and multiplicity detection capability can only increase the difficulties in designing a resolution algorithm. We can then state the following corollary.
Corollary 1 Let A be an algorithm for the epf problem with Async robots having robot-centered variable LCS. Let C = (R, F) be a configuration, and E : C = C(0), C(1), . . . be any execution of A. If there exists a configuration C(i), i ≥ 0, containing a multiplicity, then A cannot solve the epf problem.
According to Lemma 1, we restrict the initial configurations (i.e., the input configurations for the epf problem) to any C = (R, F) such that R is a set with distinct elements. In the following, we denote by I the set of all the initial configurations. Note that the same restriction is assumed in [28] but for different motivations related to their resolution strategy rather than to feasibility. Actually, Lemma 2 applies also in the setting of [28] , with Async robots endowed with chirality and with robot-centered non-variable LCS.
We now provide a sufficient condition for a configuration in I to be unsolvable, that is, when the epf problem cannot be solved.
Lemma 3 Consider the epf problem with FSync robots having robot-centered non-variable LCS, without chirality, and endowed with the multiplicity detection. Let C = (R, F) ∈ I . If C admits an axis of reflection such that ∩ F = ∅ and ∩ R = ∅, then C (and hence the epf problem) is unsolvable.
Proof Let A be any algorithm for the epf problem, and let E : C = C(0), C(1), . . . be any execution of A. Let C(i), i > 0, be the configuration obtained after any move that brings a robot r to a point f ∈ ∩ F.
Since C admits the axis of reflection with fixed-points but no robots, then there exists an isometry ϕ such that: (1) each robot r is equivalent to another robot r , that is ϕ(r ) = r and r = r , and (2) 
According to the hypothesis about LCS and chirality, we can assume that the adversary imposes the LCS of equivalent robots to be specular with respect to throughout the execution E. This implies that, during E, each pair of equivalent robots will compute trajectories that are specular with respect to ; if the adversary makes specular robots moving of the same distance, in C(i) both r and r are on the same fixed point f . According to the definition of the epf problem, C(i) is not a final configuration (since F is a set of distinct points and, to be a final configuration, C(i) should fulfills C(i) = F, against the multiplicity at f ).
Since each pair of equivalent robots will perform specular trajectories, if A moves one robots among r and r away from f , then in each configuration C( j), j > i, of E there will be either 0 or 2 robots on f . Hence, C is unsolvable.
As for Lemma 2, the result of Lemma 3 is trivially inherited in our model of Async robots with no multiplicity detection capabilities and with robot-centered variable LCS. We can then state the following corollary.
Corollary 2 Consider the epf problem with FSync robots having robot-centered variable LCS, without chirality. Let C = (R, F) ∈ I . If C admits an axis of reflection such that ∩ F = ∅ and ∩ R = ∅, then C is unsolvable.
The result of Lemma 3 is not inherited by [28] since it highly depends on the absence of chirality. Figure 3 (left) shows a configuration which is unsolvable according to Lemma 3. It can be easily solved when chirality is assumed, even if the adversary imposes specular LCS to specular robots; a simple algorithm for Async robots can be based on the following move: "each robot r moves toward the closest fixed-point; in case of ties, the target is the first fixed-point encountered by turning clockwise the half-line hline(r , cg(F))".
From now on we denote by U the set of unsolvable configurations C = (R, F) ∈ I such that C admits an axis of reflection with ∩ F = ∅ and ∩ R = ∅. By Corollary 2, if the epf problem can be solved in a configuration that admits an axis of reflection with fixed-points, then there must be robots on , see Fig. 3 (right). This latter figure shows a configuration that is potentially solvable. However, for solving the epf problem, it is necessary to move the robots away from axes of symmetry. In fact, if robots try to reach the fixed-points lying on the axes without leaving such axes, it is possible that a multiplicity in cg(F) is formed, and by Corollary 1 the configuration becomes unsolvable. This observation will be exploited in our algorithm in order to also manage such configurations.
In the next section, we provide an algorithm for solving the epf problem with Async robots without chirality (while its correctness is provided in Sect. 5). In particular, the algorithm solves the epf problem when the input configuration belongs to I \ U . As a consequence, Corollary 2 and the provided algorithm fully characterize the epf problem. Such a characterization is formalized in the following theorem, which represents the main result of the paper.
Theorem 1 The epf problem can be solved for any initial configuration C by Async robots without chirality if and only if C
∈ I \ U .
The algorithm
In this section, we provide our algorithm for solving the epf problem with Async robots without chirality. In particular, first in Sect. 4.1 we give an overview of the strategy underlying the algorithm, then in Sect. 4.2 we provide all the necessary formalisms and technicalities, and finally in Sect. 4.3 we explain all the algorithm's details by analyzing an extended example.
Overview
In order to catch a first idea of our algorithm, it is necessary to recall what should be carefully analyzed for solving the general pf problem when dealing with asynchrony and robots that do not share a common coordinate system. Given a pattern F as a set of points in the plane, the pf problem asks for a distributed algorithm that moves robots so as to reach a configuration similar to F. Similarity means that robots must be disposed as F regardless of translations, rotations, reflections, uniform scalings. Similarity is due to the fact that F is provided not as fixed-points in the plane (like in epf) but with coordinates expressed in the Z 0 reference system, so robots do not have a common view of the target points.
The first problem arising when approaching pf is where robots should form the pattern F, that is how to embed F on the area occupied by robots so as each point of F can be seen as a fixed-point. In the literature, the algorithms addressing pf are logically divided into phases. 3 Usually the first phase is devoted to move a few of robots (the 'special' ones) in such a way the embedding of the target points becomes easy. Then, there is an intermediate phase where all robots but those placed in the first phase are moved in order to form F. Finally there is a third phase where the special robots are moved to finalize F. While in the second phase it is relatively easy to move robots to partially form F because the embedding is well defined, this is not the case for the other two phases. For instance, if not carefully managed, it may happen that during a move the configuration changes its membership to a different phase, especially from the first phase (in the Async model a change of membership is possible, if not carefully considered, as robots can be seen while moving).
In the epf problem the pattern F is explicitly provided to robots, so in principle the first phase recalled above could be avoided. Anyway, during the second phase (where robots are moved in order to form F) robots are not allowed to freely move since unsolvable configurations (those with multiplicity and those with special axes of symmetry, cf Corollaries 1 and 2) cannot be formed by the algorithm. It follows that the typical approach based on three main phases has to be applied also in our case. The main difference is that the first phase is not required in epf to embed the pattern but to maintain suitable properties of the evolving configurations. In particular, symmetries must be carefully managed.
In the following we provide a general idea of our algorithm in two steps: first we provide a description in the special case of asymmetric initial configurations, and then we extend the description to the symmetric case. Asymmetric initial configurations. If the initial configuration C = (R, F) is asymmetric, then we can solve epf by proceeding in two phases. In the first phase a unique robot is chosen and moved far from cg(F) in such a way it always guarantees the configuration remains asymmetric, regardless of the movements of other robots. Once such a "guard" is positioned, the second phase can start. In the following, we will refer to this property as guard-positioned. In the second phase still one unique robot per time is chosen. This is the one not on a point in F, closest to a non-occupied fixed-point, and of minimum view in case of ties. By Lemma 1, we are ensured that always one single robot will be selected since the configuration is asymmetric. The selected robot is then moved toward one of the closest fixed-points until it reaches such a point. The same approach is then iterated until only the guard has to move toward the unique empty fixed-point remained.
In the following, we will refer to this approach as distminapproach. By Corollary 1, all moves must be performed so as 3 Here the term 'phase' is informally used to denote a generic part of an algorithm and hence it is not referred to the definition of phase provided in Sect. 2. to avoid the occurrence of multiplicities. It follows that sometimes movements are not straightforward toward the target point but robots may deviate their trajectories. Symmetric initial configurations. Although the previous simple approach does not work for symmetric configurations, it can be used as a module in a broader strategy. In particular, the strategy selects a set of (possibly) equivalent robots G ⊆ R called guards and move them in specific positions so that the sub-configuration (G, F) has no axis with fixedpoints (in order to avoid forming unsolvable configurations). As a consequence, as long as the guards are positioned, robots in R \ G can move without creating unsolvable configurations, see Corollary 2. In this situation the epf problem can be solved in the sub-configuration formed by the remaining robots, by means of a generalization of the distmin-approach. In particular, our algorithm performs five main steps to solve the epf problem:
1. select a set G ⊆ R of pairwise equivalent robots in C among the furthest robots from cg(F); 2. if required, move the selected robots, denoted as potential guards, such that:
(a) potential guards are placed so as they can always be recognized. In particular, as final positions for the potential guards, we chose a sufficiently large distance d from cg(F), greater than the radius of O F , where O F is the circle centered in cg(F), enclosing all fixed-points in F; (b) potential guards can be pre-assigned to some fixedpoints according to distances and view (i.e., we define an injective function μ : G → F that associates a distinct fixed-point to each guard); (c) robots in the configuration (G, F) are pairwise equivalent. 4. partially solve the epf problem by using a generalization of the distmin-approach, but limited to the robots in R \ G and the fixed-points in F \ μ(G). In this gener-alization, the plane is logically divided into |G| different areas (called sectors), where each sector contains one guard and as many robots as fixed points. In each sector the distmin-approach for asymmetric configurations described above can be applied. This means that |G| parallel executions of such an approach are executed by the algorithm. 5. finalize the pattern by moving each guard r ∈ G toward its pre-assigned fixed-point μ(r ).
if (G,
One difficulty arising from the above strategy is that symmetric and asymmetric configurations cannot be managed really separately. In fact, as it is likely to happen, a symmetric configuration may become asymmetric after some robots have started moving. Moreover, from a symmetric configuration where some robots are equivalent, it is not always possible to break the symmetry due to the impossibility to select one single robot to move. To handle such situations, we sometimes apply a sort of "simulation" to check whether the current configuration C could have been obtained from a symmetric one C . If yes, then moves to (re-)establish the symmetry are performed, otherwise the strategy for asymmetric configurations is applied. It follows that sometimes configurations that start as asymmetric are transformed into symmetric ones by our strategy. As a consequence, the set of potential guards selected in
Step 1 concerns C and hence it might be bigger than the set of robots furthest from cg(F) in C.
It is worth to remark that, even thought our strategy concerns the general schema usually applied for solving pf to the best of our knowledge the techniques we use for electing and locate guards as well as those applied for braking symmetry (cf Step 3.(b)) and our distmin-approach represent a novelty. Details about such a technique will be provided in Sect. 4.3 where the algorithm is explained by analyzing an extended example.
Formalization
This section is intended to provide all the necessary technicalities to formally describe the provided algorithm. We warn the reader that for a complete understanding of all technicalities we refer to Sect. 4.3, where we explain all the algorithm's details by analyzing an extended example.
Our algorithm solves the epf problem when the input configuration belongs to I \ U . It is designed in such a way the execution consists of a sequence of phases denoted by F 1, F 2, . . . , F 8 (here the term phase is used according to the definition provided in Sect. 2). Each phase represents a task of the algorithm, and each task is defined according to the steps of the strategy described in Sect. 4.1. In any execution it is possible that some phases are skipped (e.g., if the initial configuration already admits robots that can play the role of guards, then Steps 1 and 2 of the strategy are not necessary). In particular, the phases are associated to tasks as follows:
-F 1 performs Steps 1 and 2 of the strategy underlying the algorithm. In particular, it selects the potential guardsi.e., a set G ⊆ R of pairwise equivalent robots in C among the furthest robots from cg(F) -and move them far from cg(F) so as they can always be recognized during the subsequent phases. -F 2 performs Step 3.(a) of the strategy. If the current configuration admits axes of reflection with robots, it selects a new set of potential guards among the robots belonging to the axes of reflection and pull them along the axes until reaching a suitable distance from cg(F). -F 3 and F 4 perform Step 3.(b) of the strategy: they are responsible for breaking the reflection symmetries. -F 5 performs Step 4 of the strategy. It solves the epf problem by using (a generalization of) the distmin-approach, but limited to the robots in R \ G and the fixed-points in F \ μ(G). -F 6 and F 7 perform Step 5 of the strategy. In particular, phase F 6 is designed to rotate each guard r ∈ G toward the ray containing its pre-assigned fixed-point μ(r ), while F 7 finalizes the pattern F. -F 8 concerns all the final configurations and hence the algorithm applies a null movement to each robot.
To each phase it is assigned a specific move of the algorithm: the move associated to the i-th phase is simply denoted m i , 1 ≤ i ≤ 8. Hence, the whole algorithm consists of eight different moves.
To allow robots to correctly recognize the task to be accomplished (and hence the move to be performed), an invariant should be assigned to each phase so that each configuration satisfies exactly one of such invariants. Anyway, we have already observed that, in order to provide the correctness proof of an algorithm for Async robots, it is not sufficient to define just one invariant that exclusively define the membership of a configuration to a phase (as sometimes has been done in the literature), but it is mandatory to prove that the defined moves cannot change the membership of the current configuration while robots are moving. This implies that for each arbitrary phase F we need three predicates F s , F d , and F e to distinguish between the invariant that the configuration satisfies at the beginning of the phase (start), once a robot has started to move (during), and once all robots involved in movements have terminated to apply the same move (end), respectively. Notice that our algorithm is arranged so that F d always equals F s .
As it will be formally proved later, each configuration satisfies exactly one of the invariants among F 1 s , F 2 s , . . . , F 8 s . It follows that each phase has a natural association with a subset of I \ U . In order to avoid to introduce further notation, we sometimes refer to a generic phase F as the set of configurations satisfying the corresponding invariant F s . It follows that {F 1, F 2, F 3, F 4, F 5, F 6, F 7, F 8} constitutes a partition of I \ U . Since all the phases plus U represent a partition of all possible configurations, the membership of a configuration to a phase univocally determines which move must be performed. Hence, the provided algorithm can be simply formalized according to Procedure Main provided in Algorithm 1.
Algorithm 1: Procedure
Main performed by any robot r .
Procedure: Main
All the invariants needed by the algorithm are defined according to the following approach: there are basic invariants (cf Table 1 ) that mainly capture basic metric/topological properties of a configuration, and composed invariants (cf Table 2 ) obtained by composing the basic ones that capture more complex properties, one property for each phase. Hence, for each phase F , Table 3 provides all the necessary details: invariants F s and F e and the name of the specific move associated to that phase. Details about the moves are given in Table 4 .
Concerning the definitions of the invariants, consider the following example: given a configuration C = (R, F), the basic predicate h 1 holds in C if ∀ ∈ Axes(C t ) :
∩ (R ∪ F) = ∅ is fulfilled in C, where C t denotes the sub-configuration (R t , F), R t denotes the set containing all robots on O R , and O R is the smallest circle centered in cg(F) enclosing all robots in R. Such an example is intended to point out that to formally define all the invariants and moves, we need to introduce some additional notation. Such a notation is referred to an arbitrary configuration C = (R, F). For the sake of readability, we simply refer to F whenever we consider the sub-configuration (∅, F) .
The first block of notation is concerned with axes and rays of C (cf Fig. 4 , left).
-Axes(C) is a set containing all the axes of reflection of C; -SemiAxes(C) contains the semi-axes of C, that is all the half-lines starting from cg(F) and lying on an axis of Axes(C); -Rays(F) contains the half-lines starting from cg(F) and passing through elements in F \ {cg(F)}.
The second block of notation is concerned with loci of points of C centered in cg(F) (cf Fig. 4 , right). The third block of notation is concerned with partitions or sub-configurations of C.
-Rob(·) is a function that takes a region of the plane (e.g., annulus, orbit, axis, ray, ...) as input and returns all robots lying in the given region; -R t denotes the set containing all robots on O R , i.e.
-Sector(C) contains any portion of the plane between two consecutive semi-axes of C t , excluding the semi-axes, if C t admits axes of reflection (cf Fig. 4, left) ; any portion of the plane between two consecutive rays passing through robots in R t , including the first ray and excluding the second one by considering the clockwise direction, if C t is rotational without axes of reflection; all the plane if C t is asymmetric. Each element of Sector(C) is called a sector.
The last needed concepts are the following:
-let be a semi-axis, and let α= min 1 , 2 ∈SemiAxes(F)∪Rays ( 
e 0 in C t all robots are equivalent e 1 R t = ∅ and in C t all robots are equivalent e 2 in C, robots in R t are all equivalent
, the number of fixed points in S equals Rob(S) 
if such a point f exists on , then:
there exists r ∈ (R \ F) ∩ such that there are neither robots nor fixed-points between f and r 
Detailed description of invariants and moves
In order to provide a detailed explanation of all the technicalities underlying the algorithm (phases, predicates, and moves), in this section we analyze and discuss an extended example. Table 3 Algorithm for epf. Each label on the first column specifies a different phase to which a configuration belongs to. In the second column, with respect to each phase, in the upper (shaded) side it is specified the invariant that the configuration satisfies at the beginning of the phase (start) and once some robots have started to move (during). In the lower side, it is specified the corresponding move performed by the algorithm. In the third column, with respect to each phase, in the upper (shaded) side it is specified the invariant that the configuration satisfies at the end of the phase; in the lower side, it is specified all the possible phases that can be reached once the phase has terminated
The provided example refers to configurations shown in Figs. 5 and 6 . In particular, we analyze how the algorithm works when the configuration of Table 3 and consequently to the applied moves defined in Table 4 .
We now provide a description of the algorithm phase by phase. According to Fig. 5.(i) , the description starts from Phase F 1. Phase: F 1 The aim of this phase is to perform Steps 1 and 2 of the strategy underlying the algorithm (cf Sect. 4.1). In particular, it selects the potential guards -i.e., a set G ⊆ R of pairwise equivalent robots in C among the furthest robots from cg(F) -and move them far from cg(F) so as they can always be recognized during the subsequent phases. The configurations that belong to phase F 1 are all the configurations not belonging to any other phase (cf Table 3 ). Figure 5 .(i) shows a configuration C 1 belonging to phase F 1. This membership can be verified by showing that C 1 neither belongs to U nor belongs to any other phase. To show that C 1 does not belong to U , it is enough to observe that C 1 is asymmetric (recall that Corollary 2 shows that all the unsolvable configurations in U must be symmetric).
To verify that C 1 cannot belong to other phases, it is useful to consider the definition of predicate a: it is exploited to correctly bring the (potential) guards sufficiently faraway from cg(F) in order to be identified. Such a predicate is false in C 1 since there ρ t−1 < ρ F holds. This implies that C 1 is not in F 2, F 3, F 4, F 5, and F 6 (all such phases require that a holds). Concerning the possible membership of C 1 to F 7, consider predicate q. It is intended to detect whether the configuration is close to the finalization that happens by radial movements in the direction of cg(F) (like in the second step depicted in Fig. 6.(iii) ). Predicate q is false in C 1 (in particular, condition (2) in the definition of q does not hold in C 1 ), and hence C 1 / ∈ F 7. Finally, predicate w is trivially false in C 1 and hence C 1 / ∈ F 8. According to our algorithm represented by Table 3 , move m 1 is applied, that is procedure Simulate is invoked (see Algorithm 2). The necessity of using a procedure to implement move m 1 is motivated as follows:
-When the algorithm deals with symmetric configurations, move m 1 could be performed at the same time by a set of equivalent robots. In particular, move m 1 is responsible for setting the potential guards to a sufficiently large distance from cg(F). Since the adversary may stop some of the guards at different distances from the target, then Procedure Simulate is used to identify all the robots that have to complete their movements, that is those robots which are possibly performing pending moves. This is the case where asymmetric configurations may become symmetric as the simulation performed by Simulate outputs a set of equivalent robots.
Algorithm 2: Procedure Simulate.
be the set of ordered and different distances from cg(F) of all robots in Rob(
Out 0 be the set of robots in R 0 with minimum view in C ; . Anyway, since all four robots are equivalent (this will be formally proved in Sect. 5), they all are moved toward O t+1 . This process is repeated until they are all placed on the orbit O 8 , which is the first orbit that guarantees that a holds. In fact, once all the involved robots reach O 8 (see Fig. 5.(ii) ), orbit by orbit, ρ t−1 = ρ 7 > ρ F = ρ 6 , Proce- dure Simulate returns an empty set and the annulus between O 7 and O 8 becomes empty, that is without any robots. Phase: F 2 The aim of this phase is to perform Step 3.(a) of the strategy underlying the algorithm (cf Sect. 4.1). In particular, when the current configuration admits axes of reflection with robots, robots in O t cannot serve as guards (we have already observed a reason why this should be better avoided, cf Fig. 3) . Hence, the algorithm must select a new set of potential guards among the robots belonging to the axes of reflection and pull them along the axes until reaching a further distance from cg(F). This phase is logically divided into four distinct cases (cf move m 2 in Table 4 ): the first concerns the case in which a pulled robot encounters a fixed point along the way (and in case it stops there since predicate c could hold, and the resulting configuration could belong to F 6); the second case refers to the situation in which the moving robots are pulled until the current orbit O t is reached but we let move first those on fixed-points, if any; in the third case still the moving robots are pulled until the current orbit O t but none of them starts from a fixed-point; in the last case, among the robots on axes on O t , those of minimum view move further away starting from O t toward O t+1 until predicate a becomes true again.
As an example, the configuration C 2 shown in Fig. 5. (ii) belongs to F 2. Intuitively, this is true because the configuration is symmetric and there are fixed-points on axes. A formal check of this membership can be performed by verifying that F 2 s = f 2 ∧ ¬f 3 ∧ ¬f 4 ∧ ¬f 5 ∧ ¬f 6 ∧ ¬f 7 ∧ ¬f 8 is true. It is easy to check that f 2 = a ∧ e 1 ∧ h 0 holds. In particular, a is true since robots on O t are at the right orbit (i.e., ρ t−1 > ρ F ), e 1 is true because R t = {r 1 , r 2 , r 3 , r 4 } = ∅ and all such robots are equivalent in C t , and h 0 is true since there are robots on axes of C t (i.e., robots r 5 and r 6 , that must be pulled along axes). Concerning ¬f 3 ∧ ¬f 4 ∧ ¬f 5 ∧ ¬f 6 ∧ ¬f 7 ∧ ¬f 8 , it holds in C 2 since: f 8 = w is trivially false; f 7 = q and condition (2) in the definition of q does not hold in C 2 ; f 6 = a ∧ c and the second part of the definition of c does not hold in C 2 ; f 5 = a ∧ e 0 ∧ (s → i 2 ) ∧ h 1 ∧ h 2 and h 1 does not hold in C 2 (r 5 and r 6 are robots on axes of C t ); f 4 = a ∧ i 1 ∧ s and f 3 = a ∧ i 0 ∧ s, while both conditions (1) in the definitions of i 0 and i 1 do not hold in C 2 .
According to the algorithm, move m 2 is applied in phase F 2. Concerning the configuration C 2 in the current example, move m 2 is performed by robots r 5 and r 6 to first reach the orbit O t (see case 3 in the definition of m 2 ). Once all robots reach O t (see Fig. 5.(iii) ), the configuration is stationary and case 4 of move m 2 occurs. It involves all robots of minimum view among those on axes of symmetry and residing on O t . In our example the two robots on the axis are equivalent and they both move toward O t+1 . As soon as one robot moves, two cases may occur: (1) if both robots reach the target at O t+1 in one computational cycle, then the phase is terminated and the obtained configuration is stationary and belongs to F 3; (2) if one moving robot is stopped by the adversary before reaching the target, then the configuration belongs to F 1, from where move m 1 is applied. In this switch from F 2 to F 1, the configuration is not necessarily stationary but m 1 guarantees to move the same set of robots allowed to move by m 2 toward the same targets. Similarly as before, the two robots are moved until a holds again. Phases: F 3 and F 4 The aim of these phases is to perform Step 3.(b) of the strategy underlying the algorithm (cf Sect. 4.1). They are responsible for breaking the reflection symmetries with axes passing through robots in R t by rotating these robots along the circle O t . Phase F 3 is responsible for rotating robots of an angle α/2 (with α defined in Sect. 4.2), and F 4 is responsible for completing the rotation to α degrees in total. This division into two phases is designed for ensuring that all the rotating robots leave the axes before starting the next phase.
As an example, the configuration C 4 shown in Fig. 6 .(i) belongs to F 3. A formal check of this membership can be performed by verifying that F 3 s is true, in particular that predicate f 3 = a ∧ i 0 ∧ s holds while f 4 , f 5 , . . . , f 8 are all false. In C 4 , the potential guards (robots r 5 and r 6 ) are rotated along O t of an angle α/2 according to arbitrary directions. In the example, the two robots could choose to move both either clockwise or counter-clockwise, hence obtaining a configuration admitting a rotation of 180 • . The other possibility that we show in Fig. 6.(ii) is obtained when the two potential guards move along opposite directions.
This rotation is performed according to move m 3 . Once both robots have reached their target, a stationary configuration in F 4 is obtained (where predicate f 4 = a ∧ i 1 ∧ s holds). From there, move m 4 completes the whole rotation of α degrees. The value of α is chosen so that the final point of each moving robot assures that, in case such robots will be the final guards, the function μ : G → F that associates each guard to a fixed-point is injective. Phase: F 5 The aim of this phase is to perform Step 4 of the strategy underlying the algorithm (cf Sect. 4.1). In particular, it is designed to partially solve the epf problem by using (a generalization of) the distmin-approach, but limited to the robots in R \ G and the fixed-points in F \ μ(G).
In this phase, guards ensure that any movement of all other robots cannot induce axes of symmetry with fixed-points, i.e. unsolvable configurations cannot be generated. Also, guards ensure that any movement of all other robots cannot induce axes of symmetry with robots in order to avoid that phase F 2 (that pulls out robots on axes) is reached again. Now, robots evaluate which sector of Sector(C) they belong to, and the distmin-approach within each sector is applied, that is each guard is associated to a fixed-point according to function μ (with μ defined in Sect. 4.2), and all other robots are moved within their sectors according to the minimal view toward the closest (and not occupied) fixed-points excluding those associated to the guards. We remark that function μ does not change along all phase F 5, and that the guards are not moved during this phase. The other robots, possibly in parallel one for each sector when the configuration is symmetric, are moved toward their respective closest (and not occupied) points in F \ μ(G). It follows that, at any time, each nonguard robot must determine (1) whether it is already on its target or not (i.e., whether it is matched or not), and (2) if it is not matched, whether it is its turn to move or not. To this aim, each robot computes the sector S ∈ Sector(C) which it belongs to and the following additional data:
-the sets of matched robots and matched targets in
the sets of unmatched robots and unmatched targets in S,
; -the minimum distance between unmatched robots and unmatched targets in S, that is δ(S) = d(R ¬m (S), F ¬m (S)); -the set of unmatched robots at minimum distance from unmatched targets in S, that is R ¬m
-the robot r * (S) that has to move toward an unmatched target inside S. To this aim, r * (S) is selected as the robot belonging to R ¬m δ (S) having minimum view in the subconfigurationC = (Rob(S), F).
As it will be formally proved later, in each sector there will always be exactly one guard, and at most one single robot moving per time (namely, r * (S)), that is inside each sector it is like to apply the distmin-approach for an asymmetric configuration.
According to the strategy described in Sect. 4.1, the (equivalent) robots that move toward the respective targets have to avoid undesired collisions (in case the trajectory meets an already matched robot). For this constraint, Procedure DistMin is designed. The procedure is given by Algorithm 3 while its description can be found in the corresponding correctness proof provided in Lemma 5.
Algorithm 3:
Procedure DistMin performed by any robot r .
Procedure: DistMin
Input: A configuration C = (R, F) belonging to phase F 5.
1 Let S ∈ Sector(C) be the sector which r belongs to;
, and r * (S); 3 if r coincides with r * (S) then 4 Let targets(r
Let f * be an arbitrary element of targets(r ) ; 
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Let p iv be the intersection, if it exists, between and a half-line delimiting S; As an example, the configuration C 5 shown in Fig. 6. (ii) belongs to phase F 5. A formal check of the membership of C 5 to F 5 can be performed by verifying that F 5 s is true, in particular that predicate f 5 = a ∧ e 0 ∧ (s → i 2 ) ∧ h 1 ∧ h 2 holds. Concerning predicate h 1 and h 2 , notice that both C 5 and its sub-configuration C t admits only one axis of symmetry : since has neither robots nor fixed-points on it then h 1 holds, and since divides the plane into two sectors each with the same number of robots and fixed-points, then h 2 holds.
In C 5 , all robots but the guards r 5 and r 6 perform move m 5 , that is, invoke Procedure DistMin. Figure 6. (ii) shows the order in which the internal robots are moved toward their final targets (notice that in this specific scenario, no undesired collision has to be avoided).
Once all non-guard robots have reached their final destinations, guards are all equivalent, and they are all matched with different fixed-points not yet occupied by robots. In particular, in C 5 function μ associates to the guards the two most internal fixed-points as these are the ones lying on the half-lines in Rays(F) closest to the guards. Phases: F 6 and F 7 The aim of these phases is to perform
Step 5 of the strategy underlying the algorithm (cf Sect. 4.1). In particular, phase F 6 is designed to rotate each guard r ∈ G toward the ray containing its pre-assigned fixed-point μ(r ).
According to move m 6 , each guard rotates toward the closest half-line of Rays(F) with the associated fixed-point. This ensures that a stationary configuration belonging to F 7 is reached (i.e., predicate q holds).
In phase F 7, the only robots not yet occupying their final positions are on different half-lines belonging to Rays(F). Moreover, each of such robots can move toward a different fixed-point residing on the same half-line without creating multiplicities. By move m 7 , robots move along the half-lines toward the detected fixed-points hence obtaining the required pattern, that is a final configuration.
As an example of moves in phases F 6 and F 7, see the configuration C 6 shown in Fig. 6 .(iii): it belongs to F 6. In that Figure, the movements due to moves m 6 and m 7 are represented. The choice to bring the guards toward their final positions in two steps makes easy to correctly distinguish the performed phases.
Correctness
This section is devoted to prove the correctness of the proposed algorithm, as formally stated in Lemma 13. This lemma is postponed since its proof is based on various lemmata. In particular, the section is structured in three parts. First, we provide some preliminary results concerning useful properties fulfilled by Procedures Simulate and DistMin given in Sect. 4.1. Second, for each phase, we provide one lemma showing that the possible transitions among phases are exactly those depicted in Fig. 7 (notice that such a figure simply derives from Table 3 , where all the possible phases that can be reached once a given phase has terminated are specified). Note that, Fig. 7 shows the reachability of the final phase F 8 from any other phase. In last subsection, our main result is proven. We show that starting from any phase, the final phase F 8 is reached, eventually. This is guaranteed for any execution by proving that a finite number of loops of those shown in Fig. 7 can be traversed, and that the system always evolves, that is it cannot stuck on a non-final configuration.
Preliminaries
Before providing the lemmata for each phase, we show that the Procedures Simulate and DistMin given in Sect. 4.1 fulfill some useful properties.
Lemma 4 Let C = (R, F) be a configuration such that
Simulate(C) = ∅, and let C = (R , F) be a configuration obtained from C by repeatedly performing move m 1 . If C is such that Simulate(C ) = ∅, then the following holds:
(i) before obtaining C , any execution of Simulate always returns the same set of robots; (ii) in C , robots in R t are pairwise equivalent; (iii) let C q be the configuration built by Simulate at any isometry of C q is also an isometry in C .
Proof Concerning item (i), let R 1 = Simulate(C) be the set of robots returned by the first activation of Procedure Simulate. Note that R 1 has been computed by projecting all robots in the annulus A t on the circle L q , being q the integer defined at Line 12. Let R k be the set of robots returned by Simulate according to any execution performed after the movement of at least one robot in R 1 . According to m 1 , such movements are performed radially from cg(F) (i.e., in the opposite direction with respect to the simulation). Hence, R k must be equal to R 1 . Item (ii) simply follows from the definition of E(r ) at Line 9. In fact, since Simulate(C ) = ∅, then the set of robots in R t coincide with the set of robots previously returned by Simulate.
Concerning Item (iii), we first analyze the structural differences between C q and C . From Items (i) and (ii) we know that m 1 moves always the same set of equivalent robots, and such robots in C q are on the last orbit O t . In C the moved robots are still equivalent and still on O t , even if now the current O t is larger than that in C q . Any other robot has the same position in both C q and C . If is a reflection axis of C q , then is still a reflection axis in C , since the radial movements of robots do not change the angle between and the direction of movements. If there is a rotation in C q (not induced by multiple reflections), such a rotation is maintained in C since the angle between hline(cg(F), r ) and hline(cg(F), r ), for each pair of moved robots r and r , is not affected by the radial movements. 
Lemma 5 Let S be a sector and r = r * (S). If r performs

Moreover, all the points x reached by r during its movement share the same properties of p.
Proof At Line 7, Procedure DistMin moves r toward f * when there are no robots between r and f * . As the movement is straightforward and since D f * , the disk enclosed by O t−1 , and S are all convex, all the points x reached by r during the movements are inside D f * , O t−1 , and S.
If there are matched points of F between r and f * , among such points the procedure, at Line 10, identifies asf the closest to r . The point p is calculated on one of the two half-lines , indiscriminately, perpendicular to [r , f * ] inf . On , the set P = {p = ∩ hline(r , x) : p =r and x ∈ Rob(S)\{r }} is calculated at Line 12. The target p is different from any point in P: being these points on the lines between r and any another robot, this will assure that the way from r to f * will be free by further collisions. To set the exact position of p on , four other points are calculated at Lines 13-16.
-The first one is p i , that is the intersection of and O t−1 .
The target p is such 
, then all the points x reached by r during its movement are inside S. This assures that r never moves outside S.
Finally, at Line 18, the point p is set at a position fulfilling all the above constraints. In turn, all such properties prove the claim.
Transitions correctness
We now provide a correctness lemma for each phase. In particular, for each phase, the corresponding lemma shows that the possible transitions toward different phases are exactly those depicted in Fig. 7 . The structure of each proof can be sketched as follows:
-Starting from a configuration belonging to a specific phase F i, we know which predicates hold; -On the bases of the corresponding move m i , we can deduce which predicates may change or maintain their logical values; -During all possible movements, we have to ensure that no multiplicities and no configurations belonging to U are created; -The change of the values of some predicates clearly may lead the configuration to change its membership from F i to some other phases; -In order to estimate the possible phases that can be reached, we make an exhaustive analysis on the predicates. Each analysis is based on the effects of move m i on the various predicates as well as on the relations among predicates; -Along each proof we refer to a generic configuration C obtained from the initial configuration C after (repeatedly) applying move m i . Note that, C depends on the context, it does not always refer to the same configuration; -Usually, once C does not belong to the same phase of C then we show it is stationary. There are a few of exception to this rule but we are able to still provide the correctness of the algorithm. Stationarity is crucial to prove the correctness of our algorithm, as it implies specific configurations (a sort of check-points) that robots eventually reach without leaving pending moves.
Lemma 6 Let C = (R, F) be a configuration in F 1. By repeatedly performing move m 1 , the algorithm eventually leads to a stationary configuration belonging to F 2, F 3, F 4, F 5, or F 6 and fulfilling the invariant F 1 e = a ∧ e 2 .
Proof Since C ∈ F 1, then f i is false, 2 ≤ i ≤ 8. In turn, this implies that both q and w are false. By the radial movements implied by move m 1 , predicates q and w remain false during all the phase, hence phases F 7 or F 8 cannot be reached. Similarly, no multiplicities can be created. Item (ii) of Lemma 4 implies that e 2 holds in every configuration C where all robots involved by m 1 have reached the current O t . As long as a is false, C is then in F 1 as all remaining phases require predicate a true. Once a holds, invariant F 1 e = a ∧ e 2 becomes true and as we are going to show, C can belong to F 2, F 3, F 4, F 5, or F 6. Configuration C is stationary and may admit more isometries than C, however according to Lemma 4, C belongs to I \U and the possible new isometries imply that predicate Simulate = ∅ is false in C. If in C predicate c holds, then f 6 ∧ ¬f 7 ∧ ¬f 8 is true and C is in F 6. From now on we can consider c false, and hence f 6 false.
Note that, i 2 ⇒ ¬i 0 ∧ ¬i 1 and i 0 ⇒ ¬i 1 by definition. Accordingly, if s ∧ (i 0 ∨ i 1 ) holds, then f 5 is false and either F 3 s or F 4 s is true. Hence, C is either in F 3 or F 4, respectively. From now on we can consider s ∧ (i 0 ∨ i 1 ) false, that is s → i 2 holds and hence both f 3 and f 4 are false.
Clearly e 2 implies e 0 . Moreover, e 2 ∧ (s → i 2 ) implies ¬b as otherwise s ∧ i 0 would be true. From e 0 ∧ ¬b we have that C t ≡ C t , and in turn that e 0 implies e 1 . If h 1 if false, then by item (iii) of Lemma 4 it follows that C admits at least an axis of symmetry with robots, that is h 0 holds. In fact, an axis of symmetry with only fixed points contradicts the solvability of configuration C. It follows that C satisfies predicate f 2 ∧ ¬f 3 ∧ ¬f 4 ∧ ¬f 5 ∧ ¬f 6 ∧ ¬f 7 ∧ ¬f 8 , hence belonging to phase F 2. From now on we can consider h 1 true.
We now show that necessarily h 2 holds, that is C is in F 5. As e 2 holds, if C is asymmetric, then |R t | = 1 and there is only one sector. In this case h 2 trivially holds. If C admits axes of reflection, since h 1 holds, each sector contains exactly one guard as two guards would imply an axis of reflection inside a sector, against the definition of sector. As e 2 holds, sectors are indistinguishable, hence h 2 holds. If C is rotational without axes of reflections, then by definition C is partitioned into |R t | sectors, each delimited by two consecutive rays with one guard each (by definition, only one ray belongs to the sector). Again, as e 2 holds, sectors are indistinguishable, hence h 2 holds.
Lemma 7 Let C = (R, F) be a configuration in F 2. From C, by repeatedly performing move m 2 , the algorithm eventually leads to a (not necessarily stationary) configuration belonging to F 1 or to a stationary configuration belonging to F 3 or F 6, and fulfilling the invariant F 2 e = b ∨ c.
Proof Since C belongs to F 2 then the predicate F 2 s holds in C. In particular, f 2 = a ∧ e 1 ∧ h 0 holds and h 0 says that there are robots on axes of C t .
According to move m 2 , the moving robots are those on axes of C t , furthest from the center for each semi-axis with robots. In the special case where among the robots to move there is one in cg(F), then such a robot can chose one of the semi-axis without robots where to move, arbitrarily (cf move m 2 ). Such robots are first moved toward O t (subcases (1.)-(3.) of move m 2 ), and then a subset of minimum view is moved toward O t+1 (subcase (4.) of move m 2 ). This means multiplicities cannot be created. Moreover, during the whole movements, no new isometries can be created as robots initially in C t do not move, hence the generated configurations cannot belong to U .
Among the robots that should move, first robots with a fixed-point on their ways are moved toward the corresponding fixed-point. This is done to check whether while moving a robot may induce the change of the partnership of the current configuration to a different phase. Performing the stop guarantees that the reached configuration is stationary.
Once all such robots stop over the encountered fixed points, then predicate a remains true as it ensures ρ t−1 > ρ F . Predicate a implies ¬w. Moreover, because of the radial movements, predicate q remains false, and the obtained configuration (which is stationary) cannot belong to F 7 and F 8 but it may belong to F 6 in case c holds.
If c is false, the configuration still belongs to F 2 as the involved predicates do not change their value according to move m 2 . In fact, as observed a, q and w do not change their truth value, hence ¬a ∧ c ∧ ¬q ∧ ¬w holds. Predicates e 0 , e 1 , h 0 , h 1 , i 0 , i 1 and i 2 only depends on R t which is not changed. About predicate s, Property (1) remains unchanged as the radial movement provided by m 2 does not change the partnership of the defined C * to I \ U . As a consequence, Property (2) only depends on R t which is not changed. Summarizing, all predicates involved in F 2 remain unchanged, and hence the configuration remains in F 2.
If the configuration is still in F 2, and no robot involved by m 2 meets a fixed-point along its way to O t , then the same analysis as above ensures that the configuration remains in F 2 until at least one robot reaches O t . We now show that this holds until all robots involved by m 2 reach O t , that is while robots are applying subcases (2.) and (3.) of move m 2 . Predicates a, w and q still do not change their value.
If not all robots have reached O t and R F = ∅ (with R F defined in move m 2 ), then predicate c is false as by move m 2 subcases (1.) and (2.) there has been a moment in which all such robots were in R F where c did not hold, that is the configuration was not in F 6. If R F = ∅ then still c does not hold as there is at least one robot inside O t but not on a fixed-point. Hence the configuration is not in F 6.
Predicate e 0 is false since any robots arrived on O t is on axis whereas the ones in C on O t are not. This implies the configuration is not in F 5.
Predicate s ∧ (i 0 ∨ i 1 ) is also false, since it was false before the movements, and now that some robot reach O t it cannot change. In fact, if s was false in C, it remains as such. Otherwise i 0 and i 1 were both false since C does not belong to F 3 nor F 4. Robots that arrive on O t clearly do not affect i 1 . About i 0 , it may become true only if all robots in O t of C form an angle of α/2 with some ray, that is i 1 was true against the hypothesis.
Predicates e 1 and h 0 are clearly not affected by robots reaching O t , hence a ∧ e 1 ∧ h 0 holds, and the configuration is still in F 2.
Once all robots reach their destinations on O t , c may hold, in which case the configuration is in F 6.
If c is false, move m 2 subcase (4.) allows a subset of robots on axes to move toward O t+1 , those of minimum view. As soon as one of such robots moves, predicate b holds, and the configuration (which is not necessarily stationary) belongs to F 1. This simply comes by the fact that a becomes false. This situation does not constitute a problem for our algorithm, as the set of robots allowed to move by move m 2 subcase (4.) will be exactly the same of those allowed to move by m 1 , along the same trajectories and toward the same destinations.
As last case, if all robots involved by move m 2 subcase (4.) reach O t+1 , then the configuration is in F 3 since b and consequently i 0 ∧ s holds, and this implies that f 4 and f 5 are false.
Summarizing, whenever the partnership of the current configuration changes, the predicate b ∨ c holds. Proof Since m 3 involves only robots in R t and rotates them of at most α 2 , hence a, i 2 , q, s and w do not change their truth value during the movements. Hence the generated configurations cannot belong to F 5, F 7, F 8. The defined move does not create any multiplicity, as there cannot be other robots on the trajectories of the moving robots. Moreover, isometries can only decrease with respect to the configuration C * defined in s and hence each generated configuration is not in U .
During the movement, if c holds, then the configuration belongs to F 6. By means of move m 6 applied in phase F 6, the same set of robots allowed to move by m 3 are moved toward the assigned elements of Rays(F) (cf proof of Lemma 11) . Hence the fact that the configuration might be not stationary does not affect the correctness of the algorithm.
If c is false then the configuration remains into F 3 as long as i 0 remains true. Once i 0 becomes false, that is all robots have reached their targets, i 1 becomes true and the configuration is stationary and belongs to F 4.
Summarizing, whenever the partnership of the current configuration changes, the predicate (i 1 ∧ s) ∨ c holds. It follows that the generated configurations cannot belong to F 6, F 7, F 8. The defined move does not create any multiplicity, as there cannot be other robots on the trajectories of the moving ones. Moreover, isometries can only decrease with respect to the configuration C * defined in s and hence each generated configuration is not in U .
As long as i 1 holds, the configuration belongs to F 4. Once i 1 becomes false that is all robots reach their target, i 2 becomes true and the configuration is stationary and cannot belong to F 3 nor F 4.
If e 0 is false, then f 5 is false and the configuration is not in F 5. Moreover, since in the current configuration by assuming e 0 false then also e 1 would be false, it follows that the configuration is not in F 2, and hence it is in F 1. From now on we consider e 0 true.
Assume that h 1 is false. If e 1 holds, from e 0 ∧e 1 we obtain that C t ≡ C t . By ¬h 1 we obtain that there exists an axis for C t with a robot on it because axes with only fixed-point would contradict the fact that unsolvable configurations are not generated. This means that h 0 holds and the configuration is in F 2. If e 1 is false, then the configuration belongs to F 1. From now one we can consider h 1 true.
If h 2 is true, then predicate f 5 = a ∧ e 0 ∧ (s → i 2 ) ∧ h 1 ∧ h 2 holds, and the reached configuration is in F 5. From now one we can consider h 2 false.
Being both e 0 and i 2 true, then e 1 is also true. If h 0 is true, then predicate f 2 = a ∧ e 1 ∧ h 0 holds, and the reached configuration is in F 2, else it is in F 1.
Summarizing, whenever the partnership of the current configuration changes, predicate i 2 ∧ s holds. Proof First of all we have to guarantee that move m 5 (i.e., Procedure DistMin) can be applied as it requires that function μ exists and is injective. The existence of μ is guaranteed by h 1 that excludes to have robots on axes. The injection of μ is instead guaranteed by the fact that e 0 holds and hence if two robots consider the same fixed-point f as a target then f should reside on an axis of symmetry, against h 1 . It follows that m 5 can be applied.
Lemma 10
Since m 5 makes robots in R \ R t move inside O F , then predicates a, e 0 , s → i 2 , q, and w maintain all their values. Also h 1 and h 2 remain true since DistMin does not allow robots to exit from the sector which they belong to (cf Lemma 5) . This implies that the configurations generated by move m 5 cannot belong to F 7 or F 8 and function μ remains defined and injective. So, the generated configuration remains in F 5 as long as there are unmatched robots in R \ R t (in particular, as long as predicate c is false). Moreover, isometries cannot increase with respect to C t and hence each generated configuration is not in U .
We now show that eventually all robots in R \ R t will be matched in a stationary configuration C belonging to F 6.
-Assume that the sub-configuration C t = (R t , F) of C is asymmetric. Notice that, by definition, Sector(C) contains only one sector; moreover, predicate e 0 implies there is only one guard in R t . Being C t asymmetric, Procedure DistMin performs the distmin-approach described in Sect. 4.1. This means that, in the whole configuration, only one robot at a time is moved toward a closest unmatched fixed-point. It is easy to see that in such a case the requested configuration C will be eventually formed by the algorithm. In fact, Lemma 5 guarantees that the defined move correctly brings each robot on a target by avoiding to create any multiplicity. -Assume that the sub-configuration C t = (R t , F) of C is symmetric. If C t admits axes of reflections, then each sector contains exactly one guard as two guards would imply an axis of reflection inside a sector, against the definition of sector. If C t is rotational without axes of reflections, then by definition C is partitioned into |R t | sectors, each delimited by two consecutive rays with one guard each (by definition, only one ray belongs to the sector). In both cases, there is one guard per sector and for each sector S, the sub-configurationC = (Rob(S), F) is asymmetric. Then, for each sector S the following facts hold:
1. in S there is at most one moving robot at a time, namely r * (S). This depends on its definition, being r * (S) the robots having minimum view inC. Since there is just one guard inC, thenC is asymmetric and according to Lemma 1 the robots having minimum view is unique; 2. the target f * of r * (S) is inside S (cf Lines 4-5 of Procedure DistMin); 3. the trajectory performed by the moving robot is inside S (cf Lemma 5).
With respect to Item 2 above, only a specific case remains to be analyzed, that is the case in which a robot must move toward an unmatched fixed-point lying at cg(F) (notice that when C is symmetric cg(F) does not belong to any sector). Such a case can be translated into the following question: which sector is in charge to move a robot at cg(F) when such a point coincides with an unmatched fixed-point? We now show that if cg(F) ∈ F and cg(F) / ∈ R, then C has only one sector. In fact, if there is more than one sector, each of them must have the same number of robots and fixed-points but the number of robots in the sectors exceeds by one the number of fixed-points as cg(F) does not belong to any sector. To conclude, for the same arguments used above when C t is asymmetric but confined in each sector, the requested configuration C will be eventually formed by the algorithm.
Moreover, the formed configuration C is stationary and predicate c is true in C , that is C belongs to F 6.
Lemma 11
Let C = (R, F) be a configuration in F 6. From C, by repeatedly performing move m 6 , the algorithm eventually leads to a stationary configuration belonging to F 7 and fulfilling the invariant F 6 e = q.
Proof Since m 6 rotates robots in R t , then predicates a, c, w maintain their values. Hence the generated configurations cannot belong to F 8. By the injection of function μ holding from c, there cannot be robots along the trajectories of the moving robots, hence multiplicities cannot be created. Moreover, no isometries without robots can be created, hence the configuration is not in U .
As long as q remains false, that is not all moving robots are on a ray with their target fixed-point, the configuration belongs to F 6. Once q becomes true, the configuration is stationary and belongs to F 7.
Lemma 12 Let C = (R, F) be a configuration in F 7. From C, by repeatedly performing move m 7 , the algorithm eventually leads to a stationary configuration belonging to F 8 and fulfilling the invariant F 7 e = w.
Proof As in C predicate q holds, there exists at least a robot for each half-line in Rays(F). This ensures that during all the phase the generated configurations are never in U .
For each half-line there is at most one fixed-point not occupied by robots, the furthest from cg(F). If there is such a fixed-point f then there is also a robot r that does not occupy a fixed-point, and there are neither robots nor fixed-points between r and f . Move m 7 allows r to reach f , and hence multiplicities cannot be created. During the movements predicate q still holds until all the robots reach their destinations. At that time, w holds and the final configuration is in F 8, that is the problem is solved and from there no robots move anymore.
Main result
We are now ready to prove that the provided algorithm is correct. Table 3 processes an initial configuration C ∈ I \ U , then it leads to a final configuration in F 8, eventually.
Lemma 13 If the algorithm described in
Notice that such cycles involve only phases F 1, F 2, F 3 and F 4. Then, if during the computation a configuration reaches a phase in {F 1, . . . , F 5}, it will no longer participate to any cycle.
Concerning cycles of Types 1-4, they all share the transition F 3 → F 4. We now show that this transition is performed a finite number of times.
LetC be the stationary configuration obtained from C once phase F 3 has terminated. From there,C belongs to F 4. Move m 4 may bring the configuration to F 1 or F 2 and by the proof of Lemma 9 no new symmetries with respect toC can be created. Similarly, according to the proofs of Lemmata 6 and 7, also moves m 1 and m 2 cannot create new isometries with respect toC. In fact, the possible new isometries mentioned in the proof of Lemma 6 concern configurations where Simulate = ∅, that is predicate a is false, which is not the case forC. Finally, according to the proof Lemma 8, if move m 3 is applied again because a new configuration C belonging to F 3 has been reached, then the number of axes of symmetries can only decrease with respect toC. In fact, in C , all the robots in R t are equivalent, whereas once phase F 3 terminates and configuration C is reached, such equivalence can hold only if the robots move toward the same direction. In this case the robots in R t in C are all equivalent with respect to a rotational isometry without axes of symmetry. If in C not all robots in R t are equivalent, then necessarily C admits less axes of symmetry than C . It follows that the transition F 3 → F 4 can be performed a finite number of times.
Concerning cycle of Type 5, let us assume that C belongs to F 2 and that the algorithm produced the configuration C belonging to F 1 according to the transition F 2 → F 1. According to the proof of Lemma 7, in C predicate b holds and hence in C move m 1 will be applied only to robots on Axes(F). This implies that from C a configuration in F 3 is necessarily obtained. From there, move m 3 will produce a configuration belonging to either F 6 (and hence the obtained configuration will no longer participate to any cycle) or F 4 (and hence performing the transition F 3 → F 4).
Concerning cycle of Type 6, let us assume that C belongs to F 4 and that the algorithm produced the configuration C belonging to F 1 according to the transition F 4 → F 1. According to the proof of Lemma 9, in such a transition, m 4 rotated each robot r in R t to a position such that ( p 0 , cg, r ) = α, where is the axis of F closest to r . According to the proof of Lemma 6, as m 1 moves robots radially, then the angle α does not change and hence any obtained configuration C cannot belong to neither F 3 nor F 4. It cannot even belong to F 2, otherwise C would have belonged to that phase instead of F 1. So, it follows that C belongs to F 5 or F 6 and hence it will no longer participate to any cycle. 
Conclusion
Starting from [28] , we have studied a new branch of investigation about the so-called Embedded Pattern Formation problem. Anonymous and oblivious robots moving in the plane operate in the Look-Compute-Move model without any orientation capability nor randomness feature. Starting from different locations, robots must form the pattern provided by fixed-points in the plane. We designed a new deterministic distributed algorithm that solves epf for all initial configurations but those proved to be unsolvable. One question for further research might be whether our algorithm can be exploited to solve the general Pattern Formation problem without chirality in a similar way the algorithm proposed in [26] has been exploited in [28] to solve pf when chirality is assumed. In fact, the first problem arising when approaching the general pf problem is where robots should form the pattern F. Basically the question is how to embed F on the area occupied by robots so as each point of F can be seen as a fixed-point, like in the studied epf problem. In [28] , and in other papers dealing with Pattern Formation, the algorithm is logically divided into phases. Usually the first phase is devoted to move a few of robots in such a way the embedding becomes easy. Then, there is an intermediate phase where all robots but those placed in the first phase are moved in order to form F. Finally there is a third phase where the special robots are moved to finalize F. In [28] , the second phase applies the algorithm designed for epf from [26] . Perhaps, a similar approach might be used to answer to the main open question about the resolution of pf by means of Async robots without chirality. In fact, our algorithm represents the resolution of a second phase, while robots agree on an embedding of F.
Nevertheless, the used techniques as well as the approach applied to formalize our algorithm might open intriguing directions for further research. Recently in [6] , we have actually exploited similar formalisms to solve the Pattern Formation without chirality when the initial configurations are the so-called Leader configurations. These are configurations where there exists a robot admitting a unique view.
Other tasks may benefit of similar arguments in order to formally provide correctness proofs.
