We examine the quenching rate near a quenching point of a solution of a semilinear heat equation with singular powerlike absorption. A selfcontained result on similarity profiles allows us to improve a previous quenching theorem by Guo.
Introduction
Consider the problem {u,
-uxx = -u~ß , \x\<L, t>0;
u(±L,t) = l, t>0;
u(x, 0) = u0(x) > 0, \x\ < L, where ß > 1 and u0(±L) = 1. The study of problems of this type was initiated by Kawarada in [K] , and it is well known that there are data u0 , L for which the solutions reach zero in finite time. We call this phenomenon quenching, and we say that x0 is a quenching point for u if there exist 0 < T < oo, a sequence {(xn , tn)} with xn -► x0, tn î T, such that u(xn , tH) -* 0 as n -* oo.
The quenching rate (as t î T) of the solution u of (1.1) near a quenching point x0 was studied in [Gl] , and for higher-dimensional radial problems in [G2] . In [Gl] Guo showed that if (1.2) u'¿ -Wq < 0, and x0 is an arbitrary quenching point, then
(1.3) limu(x, t){T-t)"fa =0? + l)*k uniformly for \x -x0\ < C(T -t)]/ for any positive constant C, but only under the assumption that ß > 3 . The aim of this paper is to improve the quenching rate result from [Gl] by proving (1.3) for all ß > 1 and u0 satisfying (1.2). Thus we also cover Kawarada's original problem (ß = 1, u0 = 1). marek fila and josephus hulshof As in [Gl] , we use the similarity variables (1.4) y:=(x-x0)(T-ty*, s := -log(T-1), w(y, s) := u(x, t)(T-t)w hich lead to the equation The method of [GK] , which was modified for quenching problems in [Gl] and [G2] , yields (1.3) if we can show that the only possible candidate for a limit element of w(y, s) (as 5 î oo) is the constant solution of wyy-^wy = w~ß-JTlwWe examine this last equation in §2. In §3 we apply the results of §2 to the quenching problem.
The similarity profiles
In this section we consider positive global solutions of the following ordinary differential equation:
where y is a real variable, and ß > 1 is a real parameter. By global we mean that w(y) is defined for all y . Throughout this section all solutions are tacitly assumed to be global and positive. The result we need is the following theorem.
Theorem 2.1. Let ß > 1. Then, as y i -oo and/or y î +00, every nonconstant solution of (2.1) is eventually strictly convex and tends to +oc .
The proof of Theorem 2.1 will be a consequence of a number of lemmas stated and proved below. Lemma 2.2. A solution of (2.1) cannot be nonincreasing near y = +00 unless it is identically equal to
which is the unique positive zero of f.
Proof. We argue by contradiction and suppose that there exists a nonconstant solution w which is decreasing for large positive values of y. It is easily seen from (2.1) that w then has to drop below the value k defined by (2.2). Using the variation of constants formula we obtain w'(y) = e*y2 (w'(0) + íe ^g(r¡)dr¡ where g(y) := f(w(y)). Since w(y) decreases to a nonnegative limit as y T oo , this can be rewritten as (2.3) w'(y) = -e*y / e~^g(n)dr,. Jy
However, the function g(y) is positive and bounded away from zero for sufficiently large y , and the integral The following lemmas are inspired by [FFM] . Proof. As in [FFM] one differentiates (2.1) twice, multiplies by w/ß , and adds the result to (2.1) multiplied by w" . Eliminating w'" using the first derivative of (2.1) and inserting the explicit form of / the identity is obtained after multiplication by e *y . Q.E.D.
Lemma 2.4. Let w(y) be a solution of (2.1) with w'(0) -0 and 0 < w(0) < k.
Then w is a strictly convex function.
Proof. First we observe that w"(y) > 0 for small values of y and that 7(0) = 0. By (2.4) J'(y) > 0 as long as w"(y) > 0, and the same holds of course for w'(y) since w'(0) = 0. Now suppose that there is some y0 > 0 such that w"(y0) = 0. We may assume that y0 is the first value for which this happens. But then w'"(y0) < 0, implying J(y0) < 0. Contradiction. Q.E.D.
Lemma 2.5. Let w(y) be a nonconstant solution of (2.1), which is decreasing on some subinterval of the positive reals. Then w(y) attains a positive minimum in a unique positive yx and is strictly convex for y >yx.
Proof. By Lemma 2.2 there has to be a minimal positive value yx such that w'(yi) = 0 and w"(yx) > 0. Since w(y) is not a constant, it follows that w"(y\) > 0-Differentiating (2.1) we see that consequently w'"(yx) > 0, so that J(yx ) > 0. The remainder of the proof is identical to the proof of Lemma 2.4 and therefore left to the reader. Q.E.D.
Proof of Theorem 2.1. Suppose that w(y) is a nonconstant solution of (2.1), for which the statement is false. By Lemma 2.5, it has to be nondecreasing on the positive reals, and by symmetry, it has to be nonincreasing on the negative reals. Thus w'(0) = 0, and obviously 0 < w(0) < k. But then we can apply Lemma 2.4 and arrive at a contradiction again. Q.E.D.
Next we state two corollaries, which will be applied in §3.
Corollary 2.6. Let ß > 1 and let w(y) be a nonconstant solution of (2.1). Then w'"(y) is positive near y = +oo and/or negative near y = -oo.
Proof. This follows immediately from Theorem 2.1 and differentiation of (2.1 ), because j + f'(w) tends to a positive constant as w -► +CC . Q.E.D.
Corollary 2.7. Let ß = 1 and let w(y) be a nonconstant solution of (2.1). Then w(y)w"(y) -> +00 as y J. -oo and/or y î +oo.
Proof. It follows from the proofs of Lemmas 2.4 and 2.5 that J(y) is positive and bounded away from zero near y = +oo and/or near y = -oo. Since ß = 1 , we have that (w(y)w"(y))' = J(y)e"y ^+oo, as y | -oo and/or y ] +00 . Hence the corollary follows. Q.E.D.
The quenching rate
Our main result is the following theorem.
Theorem 3.1. Let ß > 1. Assume that u is a solution 0/(1.1) which quenches in a finite time T, and assume that u0 satisfies (1.2). Let x0 be an arbitrary quenching point. Then
uniformly for \x -xQ\ < C(T -ty for any positive constant C. Proof. In the case ß > 1, it is known (see [Gl, (3.10) ]) that (3.1) cx < w(y,s) <c2\y\ + c3
for some positive constants cx, c2, c3, and any (y, s) e W. Since (1.5) and (1.6) admit an energy functional, w(y, s) tends (as 5 T 00) to a positive function w^y), which satisfies (2.1) for all real y (see §3 of [Gl] for more details). Combining (3.1) with Theorem 2.1 and Corollary 2.6, we conclude that ™x = k(ß).
For ß = 1 we still have, by the same reasoning as in [Gl, Lemma 3.1] , that (3.2) cx < w(y, s)
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use for some positive constant cx and any (y, s) € W. By the maximum principle, (1.2) implies that ut < 0, and hence uuxx < 1 for \x\ < L and 0 < / < T.
Using (1.4) this yields (3.3) wwyy < 1 in W. By (3.2), therefore, the growth of if in y is at most quadratic, which allows us again to proceed along the lines of §3 in [Gl] . Thus here too we have that w(y, s) tends to a positive function w^y), which satisfies (2.1) for all real y . From Corollary 2.7 and (3.3), it follows that w^ = k(ß). Q.E.D.
