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ABSTRACT 
The operational environment of colloid thrusters is high vacuum (10-3 _ 10-6 mbar) 
however, much of the experimental data collected to date to identify parameter 
relationships in cone jet mode electrosprays (ES), such as current-volumetric flow 
rate scaling laws, has been conducted in atmospheric conditions. This highlights a 
need for electrospray data under high vacuum conditions. 
Electrospray experimental data was collected using medium conductivity solutions 
(0.0025 -0.0160 S/m) of TEG doped with sodium iodide in high vacuum. These 
sprays were obtained from a stainless steel capillary and a disk counter electrode 
with central aperture. 
An online flow measurement system is described, which has been developed during 
this research to measure the fluid volumetric flow rate, concurrently with applied 
voltage and spray properties such as spray current and cone, jet and spray geometry. 
This automated flow measurement system was used to measure flow rates as low as 
InUs with an absolute accuracy of 0.3nUs and a resolution of 0.03nus. It is 
identified that this system may be easily adapted for lower flow rates and higher 
resolutions. 
The ES data collected demonstrates, for the first time, the detailed dependence of 
volumetric flow rate upon the applied voltage. The sensitivity of nominal flow rate to 
applied voltage was found to be higher for lower nominal flow rates. For a 
volumetric flow rate -4nLIs a 25% a change in flow rate per kV was recorded over a 
cone-jet mode stability range spanning -1.5kV. This volumetric flow rate voltage 
sensitivity holds particular significance for colloid thruster systems, which operate at 
or near minimum flow rate conditions. 
The current was found to have a power law dependence on flow rate similar to the 
current scaling laws of F. de la Mora and Gahan-Calvo however the exponent of this 
power law differs significantly from these scaling laws. A study considering the 
effect of charge carrier mobility in simple 1: 1 electrolytes shows that the exponent of 
the power law current-flow rate scaling increased with increasing charge carrier 
mobility. 
Contrary to the various scaling laws the spray current was found to be dependent on 
electrostatic conditions. The sensitivity of the emitted current to the applied voltage 
was also found to increase with increasing nominal volumetric flow rate. 
The geometrical parameters of cone angle, spray angle and jet length were measured 
for varying TEG/Nal solution conductivity. Cone geometry was found to be 
relatively independent of conductivity in the range tested. Jet length was found to 
have an inverse relationship with solution conductivity. 
3 
In loving memory of Helen Wright and Mollie Gallagher 
4 
Acknowledgments 
Of course, to acknowledge in name everyone who has aided me in this most difficult 
of journeys would take many pages, so I will mention just a few and to everyone else 
my deepest gratitude. 
I would like to say thanks to all those wonderful people at RAL. To Barry, for his 
ever willingness to share his vast knowledge (and equipment) when things went 
wrong, as they invariably did. To Karen, Steve, Ian and Adrian (my I. T. saviour- 
without whom there would have been no cone jet images). To Rodger and Margaret, 
who looked after me so well on my frequent RAL visits -a home from home. 
I must also express my thanks to my friends and colleagues in Queen Mary for 
keeping me sane through insane times. My thanks in particular, to Matt, for our many 
animated discussions and countless advice sessions. To Graham a thank you for 
setting me on this journey. And of course my immense gratitude goes out to John, 
my supervisor, for all his encouragement and direction. 
Finally I would like to thank my fan-lily, for being there for me through difficult 
times, I love you all. 
Go raibh mile maith agaibh! 
5 
Table of contents 
Chapter 1 Introduction ................................................................................... 15 
Satellite propulsion ............................................................................ 15 Electrostatic propulsion ....................................................................... 15 Colloid thruster technology .................................................................. 16 Structure of thesis ............................................................................. 17 Aims and objectives of this thesis ........................................................... 19 
Chapter 2 Literature review ............................................................................. 21 
2.1 History of colloid thruster research ......................................................... 21 
2.2 Electrospray (ES) phenomenon .............................................................. 24 
What is an ES? ...................................................................... 24 Modes in ES ......................................................................... 25 
2.3 Electrochemical cell ........................................................................... 30 
2.4 Effect of background gas on cone-jet properties ........................................... 33 
2.5 Theoretical aspects of cone-jet mode ES ................................................... 35 
Taylor's hydrostatic cone .......................................................... 35 Jet formation and spray current ................................................... 37 Capillary jet break-up ............................................................... 39 Rayleigh's capillary jet break-up theory ......................................... 40 Effect of electric field on capillary jet break-up ................................ 41 Spray properties .................................................................... 43 Spray potential ..................................................................... 44 
2.6 Scaling laws for cone-jet mode ES ........................................................... 45 
Current scaling ...................................................................... 46 Droplet size .......................................................................... 48 Numerical models .................................................................. 49 
2.7 Q .. in explanation ................................................................................ 50 
Chapter 3 Experimental methods ...................................................................... 59 
3.1 Methodology ................................................................................... 59 
3.2 Electrospray apparatus ....................................................................... 59 
Vacuum system ..................................................................... 
59 
Huid reservoir and feed system .................................................. 
60 
Emitter-grid arrangement ......................................................... . 
60 
High voltage power supply ........................................................ 
61 
Flow rate measurement ............................................................ 
61 
Flow measurement system description ............................... 
63 
System set-up ............................................................ . 
65 
Pressure/flow rate calibration ........................................... 
65 
Current measurement ............................................................. . 
67 
Spray geometry measurement .................................................... . 
68 
Digital logging 
...................................................................... 
69 
3.3 Electrospray fluid ............................................................................. 
70 
Fluid properties ..................................................................... 
70 
Fluid property measurement ...................................................... 
71 
Conductivity .............................................................. 
71 
Viscosity .................................................................. 
72 
Base solvent properties .................................................. 
74 
6 
Chapter 4 Geometric properties ........................................................................ 82 
4.1 Introduction 
.................................................................................... 82 
4.2 Image analysis ................................................................................. 82 
Image description 
................................................................... 83 Intensity plots ....................................................................... 83 Edge detection filtering of intensity plots ....................................... 83 Error in length and semi spray angle measurement ............................ 
84 
4.3 Cone shape ...................................................................................... 85 
4.4 Jet length 
........................................................................................ 87 
4.5 Semi spray angle ............................................................................... 91 
4.6 Conclusions 
.................................................................................... 94 
Chapter 5 ES current characteristics ................................................................ 109 
5.1 Introduction 
.................................................................................. 109 
5.2 General observations from I(V) trends .................................................... III 
5.3 Stability regimes ............................................................................. 113 
5.4 Effect of flow rate on I(V) curves ......................................................... 114 
5.5 Role of K, A and Q in ES current scaling ............................................... 115 
5.6 Conclusions 
................................................................................... 121 
Chapter 6 Voltage effects on volumetric flow rate ................................................ 133 
6.1 Introduction ................................................................................... 133 
6.2 Evaporative flow explanation .............................................................. 136 
6.3 Effect of surface geometry on flow rate .................................................. 141 
Significance of capillary pressure ............................................... 141 Effect of applied voltage on surface curvature ................................ 143 
6.4 Comparison of electric pressure to hydrodynamic pressure ............................ 145 
6.5 Conclusions ................................................................................... 146 
Chapter 7 Conclusions and recommendations for future work ................................ 161 
Appendix A: Silicone oil TEG contamination tests ........................................................ 165 Appendix B: Opto-Isolated Current Measurement System ............................................. 168 
Appendix C: Nano-Emitters Progress Report No. 2 ....................................................... 175 
References ......................................................................................................... 190 
7 
List of tables and figures 
Figures 
Figure 1.1 
Figure 2.1 
Figure 2.2 
Figure 2.3 
Figure 2.4 
Figure 2.5 
Figure 2.6 
Figure 2.7 
Figure 2.8 
Figure 2.9 
Figure 2.10 
Figure 2.11 
Figure 2.12 
Figure 2.13 
The main features of a nficro-fabricated colloid thruster 
General design elements of colloid thruster systems a) needle 
geometry b) linear slit geometry c) annular slit geometry 
Spraying in the cone-jet mode 
Spraying in the multi-jet mode 
The electrochemical cell 
Bipolar electrospraying system 
Figure 4.13 from [52] 
Figure 4.14 from [52] 
Geometry of cone 
Taylor cone angle 
Growth rate of varicose instability 
Three modes of jet break-up 
The effect of electric influence on wavelength with maximum growth 
rate (from [68]) 
F. de la Mora function of relative pernfittivity 
Figure 3.1 Electrospray apparatus set-up 
Figure 3.2 Emitter grid arrangement 
Figure 3.3 Pressure measurement method 
Figure 3.4 Flow measurement system resolution 
Figure 3.5 Flow rate measurement system evacuation 
Figure 3.6 Flow rate measurement calibration system 
Figure 3.7 Calibration slopes for flow rate measurement system 
Figure 3.8 Effect of droplet growth and detachment on AP during flow 
calibration 
Figure 3.9 Temperature sensitivity of AD650 chip when heat applied to chip 
Figure 3.10 Temperature sensitivity of AD650 chip during power-up 
Figure 3.11 Optical system calibration 
Figure 3.12 Effect of Nal concentration of TEG/Nal solution conductivity 
Figure 3.13 Effect of Nal concentration and water vapour absorption on solution 
viscosity 
Figure 4.1 Features of cone-jet spray image 
Figure 4.2 Example of grid used for image analysis 
Figure 4.3 Image intensity vs. pixels for two slices of a cone-jet image 
Figure 4.4 Intensity function for three adjacent pixels 
Figure 4.5 Differentiation of intensity vs. pixel position 
8 
Figure 4.6 h-nage orientation - cylindrical system 
Figure 4.7 Image system alignment 
Figure 4.8 Error due to system alignment 
Figure 4.9 Cone length definition 
Figure 4.10 semi cone angle measurement 
Figure 4.11 a Cone length as a function of flow rate for several solutions of TEG 
Nal at 3.2kV 
Figure 4.11 b Cone length as a function of flow rate for several solutions of TEG + 
Nal at 3.4kV 
Figure 4.1 Ic. Cone length as a function of flow rate for several solutions of TEG + 
Nal at 3.6kV 
Figure 4.11 d Cone length as a function of flow rate for several solutions of TEG + 
Nal at 3.8kV 
Figure4. lIe Cone length as a function of flow rate for several solutions of TEG + 
Nal at 4. OkV 
Figure 4.12 Effect of applied voltage on cone length for various solutions of TEG 
+Nal 
Figure 4.13 effect of applied voltage on cone angle for increasing volume flow 
rates 
Figure 4.14. Jet length error due to semi cone and semi spray angles 
Figure 4.15 Effect of flow rate on jet length for various solutions of TEG + Nal at 
3.6kV 
Figure 4.16a Spray angle vs. flow rate for a TEG Nal solution conductivity of 
0.0025S/m at an applied voltage of 3.6kV 
Figure 4.16b Spray angle vs. flow rate for a TEG Nal solution conductivity of 
0.005S/m at an applied voltage of 3.6kV 
Figure 4.16c Spray angle vs. flow rate for a TEG Nal solution conductivity of 
0.0 1 S/m at an applied voltage of 3.6kV 
Figure 4.16d Spray angle vs. flow rate for a TEG Nal solution conductivity of 
0.0 16 S/m at an applied voltage of 3.6kV 
Figure 4.17 Spray angle as a function of flow rate for various solutions of TEG + 
Nal at 3.6kV 
Figure 4.18 Sensitivity of semi spray angle, P, to volume flow rate, Q, as a 
function of solution conductivity K. 
Figure 4.19 Semi spray angle vs. applied voltage for a solution conductivity of 
0.0025S/m 
Figure 5.1 Current vs Time for a solution of TEG + Nal with a conductivity of 
0.016S/m at a nominal flow rate of 38nUs 
Figure 5.2 Current vs Time for a solution of TEG + Nal with a conductivity of 
0.016S/m. at a nominal flow rate of 38nUs (expanded time scale) 
Figure 5.3 Transient currents 
Figure 5.4 Emitter current vs Applied voltage for a solution of TEG + Nal with a 
conductivity of 0.016S/m. at a nominal flow rate of 38nUs 
Figure 5.5a Cone-jet mode stability range for a solution of TEG +Nal with a 
conductivity of 0.0025S/m. 
Figure 5.5b Cone-jet mode stability range for a solution of TEG +Nal with a 
conductivity of 0.005S/m. 
9 
Figure 5.5c Cone-jet mode stability range for a solution of TEG +Nal with a 
conductivity of 0.0 1 S/m 
Figure 5.5d Cone-jet mode stability range for a solution of TEG +Nal with a 
conductivity of 0.016S/m 
Figure 5.6 Multi-jet onset voltage with solution conductivity for a flow rate of 
-50nUs 
Figure 5.7 Current vs. Applied voltage for increasing flow rate for a solution of 
TEG + Nal with a conductivity of 0.0 1 S/m 
Figure 5.8 Slope of I(V) curves against flow rate 
Figure 5.9 Non-dimensional scaling equations 
Figure 5.1 Oa Distribution of residuals for a solution of TEG + Nal with a 
conductivity of 0.0025S/m 
Figure 5.1 Ob Distribution of residuals for a solution of TEG + Nal with a 
conductivity of 0.005S/m 
Figure 5.1 Oc Distribution of residuals for a solution of TEG + Nal with a 
conductivity of O. OIS/m 
Figure 5.1 Od Distribution of residuals for a solution of TEG + Nal with a 
conductivity of 0.016S/m 
Figure 5.11 a Emitter Current vs Flow Rate for a solution of TEG + Nal with a 
conductivity of 0.0025S/m 
Figure 5.1 lb Emitter Current vs Flow Rate for a solution of TEG + Nal with a 
conductivity of 0.005S/m 
Figure 5.11 c Emitter Current vs Flow Rate for a solution of TEG + Nal with a 
conductivity of 0.0 1 S/m 
Figure 5.11 d Emitter Current vs Flow Rate for a solution of TEG + Nal with a 
conductivity of 0.016S/m 
Figure 5.12 Current as a function of solution conductivity 
Figure 5.13 I(Q) exponent as a function of Molar conductiv ity 
Figure 6.1 Real-time trace of volume flow rate and applied voltage for a nominal 
flow rate of 73nUs 
Figure 6.2 Volumetric flow rate vs applied voltage 
Figure 6.3 Volumetric flow rate voltage trend for a single solution at several 
increasing nominal flow (a) 4nUs (b) 12nUs (c)25nUs (d) 49nUs 
Figure 6.4 Voltage sensitivity as % nominal flow rate 
Figure 6.5 Flow rates of the ES cone-jet mode system 
Figure 6.6 Development of conejet with applied voltage (applied over a 3mm 
spacing) 
Figure 6.7 Right circular cone model 
Figure 6.8 Effect of applied voltage on cone surface area 
Figure 6.9 Evaporative flow rate vs applied voltage 
Figure 6.10 Comparison of flow rate change due to applied voltage, dQ,, and 
evaporative flow rate from Langmuir equation, dQ,. 
Figure 6.11 Comparison of flow rate change due to applied voltage and 
evaporative flow rate from Langmuir equation; including surface area 
and temperature effects which alter evaporative flux. 
Figure 6.12 Pressure definitions in the fluid supply system 
Figure 6.13 Nominal capillary pressure based on spherical cap as a% of driving 
pressure 
10 
Figure 6.14 Cone coordinate system 
Figure 6.15 Curvature of cone surface 
Figure 6.16 Cone truncation point 
Figure 6.17 Comparison of actual flow rate change due to applied voltage and 
flow rate change due to change in surface curvature 
Figure 6.18a Ratio of electric stress to hydrodynamic pressure for a TEG+Nal 
solution of conductivity K=0.0025S/m 
Figure 6.1 8b Ratio of electric stress to hydrodynamic pressure for a TEG+Nal 
solution of conductivity K=O. OIS/m 
Figure 6.18c Ratio of electric stress to hydrodynamic pressure for a TEG+Nal 
solution of conductivity K=0.016S/m 
Figure 6.19 Sensitivity of volumetric flow rate to electric field strength as a 
function of nominal flow rate 
Tables 
Table 2.1 RedOx potentials of possible Electrochemical reactions in ES systems 
Table 3.1 Flow measurement system characteristics 
Table 3.2 Resolution of optical system 
Table 3.3 TEG + Nal solution conductivities 
Table 3.4 Properties of pure TEG 
Table 4.1 Pixel resolution 
Table 4.2 Stress ratios for solutions and flow rates tested 
Table 5.1 Regression coefficients for current scaling models 
Table 5.2 Current as a function of flow rate exponent values 
Table 6.1 Trend of volume flow rate sensitivity to voltage for three solutions of 
TEG+ Nal with varying conductivity 
11 
Nomenclature 
a- exponent in I(Q) relationship 
A, and A2 - representative areas 
A- area 
A, - empirical constant 
b- coefficient in I(Q) relationship 
c- specific heat capacity for TEG 
C- constant 
Cm - molarity 
C. - electrolyte concentration of liquid bulk 
d- capillary to grid spacing 
dd - droplet diameter 
D- diffusion coefficient 
e- electric charge 
ej - charge on ionic species 
E- electrical field strength 
E' - internal field 
E, - normal component of electric field 
f- frequency 
fdIn, 
- F. de la Mora's empirical permittivity function 
fG-c 
- Ganan Calvo's permittivity function 
fc-p - Chen and Pui's permittivity function 
F- Faraday's constant 
FT- thrust 
h- height of cone 
H- enthalpy 
i- intensity value 
4, surface current 
I, p - specific impulse 
11 - modified Bessel function of the first kind 
10 - modified Bessel function of the first kind 
I, - characteristic current 
Itotai- total current through cone-jet system 
k- wave number 
L -length of pipe 
L, - cone length 
LH- latent heat of vaporisation for TEG 
Lj - jet length 
m- average mass of the emitted particles 
th - mass flow rate 
M- molecular weight 
M, - mean curvature 
NA - Avagadro's number 
P- Power 
P112- Legendre polynomial 
Pr- Pressure due to surface tension 
[m 21 
[M2] 
2181.4 [Jkg-IK-l] 
416,000 
[moll; '] 
[moll: I] 
IMI 
IM] 
[M2S-1 
[C] 
[C] 
[vm-'] 
[vm-, ] 
[vm-'] 
[Hz] 
[CM01-1] 
[N] 
Iml 
lil 
[A] 
Is] 
[A] 
[A] 
Im] 
Im] 
1 [Jkg- 
Im] 
[kg] 
[kgs-'] 
[M-, ] [mol-11 
ps-'] 
[NM-2] 
12 
PE - Electrostatic pressure 
[NM-2] 
q- charge on the particle IQ 
qR- Rayleigh charge limit IQ 
Q- volumetric flow rate [M3S-1 I 
Qevar evaporative flow rate from fluid surface [M3S-1 I 
Qjet - volurnetric flow rate through the jet 
[M3S-1] 
Q,, i,, -minimum volumetric flow rate for cone jet mode 
[M3S-1] 
Qtot - total volumetric flow rate [m 
3 
S_ 
II 
Q0 - characteristic volumetric flow rate [M 
3 
S_ 
II 
r- distance from cone apex to point on cone surface IM] 
r, - capillary /emitter radius [M] 
r, b- radius cone base Iml 
rj - jet radius Iml 
rd- droplet radius [M] 
r transition region (electrical relaxation terms) [M] 
R- universal gas constant [JK-Imol-11 
RA- onset region 
RB- mid range region 
Rc - prior to multi-jet region 
RE 
,- electric stress ratio 
Ri - internal radius of pipe section Iml 
R, - radius of curvature IM] 
R, - radius of sphere 
[M] 
R* - transition region (inertial terms) 
[M] 
S- set size 
[M21 SA 
- surface area 
T- temperature [K] 
[M2S-1 V-1 I 
ui - mobility of ionic species 
U- sum the mobilities of the positive u+ and negative u- species [M 
2 
S-1 V-1 
v- fluid velocity [MS-11 
-1 v, - average exit velocity 
LMS 1 
-1 v, - surface fluid velocity 
[Ms ] 
vj - jet velocity 
Lms- II 
-2 
vp - vapour pressure 
] [NM 
-1 vz - axial velocity component 
LMS 1 
V, pp - applied voltage 
IV] 
VS - spray potential 
IV] 
Von - cone-jet mode onset voltage 
[VI 
Vol - volume of cone 
Greek Symbols 
a- cone semi angle 
' 
[deg] 
[deg] s angle aT- Taylor [deg] 
,8- spray semi angle - 
y- interfacial surface tension 
[Nm 
F- Taylor's number or Bond number 
error in spray angle 
[deg] 
relative electrical permittivity -1 
electrical permittivity of a vacuum 
1 [Fm 
13 
ý- Arrhenius degree of dissoctiation 
;7- measure of return flux 
ic- surface curvature IM-1 I 
K- electrical conductivity [SM-1] 
A- capillary instability wavelength [in] 
A,, - molar conductivity at infinite dilution 
[SM2MOI-1] 
,u- fluid viscosity 
[NsM-2] 
ý- slope of flow calibration [NM-5S] 
TI, r- dimensionless viscosity group 
p- mass density gin-31 [k 
pi' - number density of charge carriers 
[M-3 
a- surface charge density [CM-2] 
z- - residence time Is] 
z, - electrical relaxation time Is] 
z-h - hydrodynamic time Is] 
0- electric potential IV] 
X- offset in flow calibration [NM 
co - capillary instability growth coefficient 
Abbreviations 
EG - ethylene glycol 
ES - electrospray 
GLT - glass lined capillary tube 
HVPS - high voltage power supply 
PE - potential energy 
PTFE - polytetrafluoroethylene 
RVP - rotary vane pump 
TEG - triethylene glycol 
TMP - turbo molecular pump 
Constants 
F- Faraday's constant (9.648 x 10-19[Cmol-11) 
g- earth surface gravitational constant (9.8[ms- 
F-0 - permittivity of vacuum 
(8.854 x 10-12 [Fm-1]) 
14 
Chapter I 
Introduction 
Satellite Propulsion 
Once a satellite has achieved earth orbit its propulsion requirements do not cease. In 
fact achieving orbit is only the first step in the propulsion requirements of most 
satellite and space-craft systems. Depending on the mission objectives the propulsive 
systems on-board a satellite or space-craft may be required to transfer it into a 
different orbit or even break free from earth's gravitational field for solar system 
exploration. Closer to home in low earth orbit (LEO) the drag encountered by a 
satellite due to interaction with atmospheric gases results in loss of kinetic energy on 
the part of the satellite. Without onboard propulsion systems this would lead to the 
eventual degradation of the satellite orbit. As such, secondary propulsion systems, 
that address these needs, are crucial to practically every space mission. 
Electrostatic propulsion 
Electrostatic propulsion applications 
Electrostatic propulsion devices have been identified as potential systems for 
secondary propulsion on-board conventional satellites, microsatellites, nanosatellites 
and more recently picosatellites [1]. The main roles of these propulsion systems are: 
orbit station keeping, counteracting atmospheric drag, attitude control and keeping 
formation in formation flying missions. 
What is an electrostatic thruster? 
An electrostatic thruster produces thrust by accelerating charged particles 
in a static 
electric field. The kinetic energy of these charged particles 
in the exit plane of the 
thruster system is given by 
KE =I MV 
2 
2e 
(1.1) 
where m is the average mass of the emitted particles and v, 
is the average exit 
velocity of the emitted particles. 
15 
The maximum potential energy of the charged particles in the static electric field is 
given by 
PE = qV (1.2) 
where q is the charge on the particle and V is the applied electrical potential. 
Equating the maximum potential energy and the exhaust plane kinetic energy, the 
exhaust plane velocity, v, may be deternlined as 
_q v Ve = 
F2; 
V ; 
Mý 
The thrust, FT, from an electrostatic thruster is given by 
q FT = lhVe 1h 2-ý; ýV 
where th is the mass flow rate. 
A measure of thruster performance is given by the specific impulse of a thruster. The 
specific impulse can be described as the amount of thrust that can be achieved from a 
given mass flow rate i. e. 
I= 
FT 
sp rilg 
where g is the gravitational acceleration due to the earth (at sea level). A higher ý, p 
indicates greater thruster efficiency. 
Colloid thruster technology 
A colloid thruster utilises the phenomenon known as electrospraying (ES) in the 
cone-jet regime to produce a fine spray of droplets, which are then accelerated in a 
static electric field to produce a thrust. 
The main features of a colloid thruster are an emitter, which is held at a high 
potential (either positive or negative depending on the charge of the spray to be 
emitted) with respect to a Taylor-grid, down stream of the emitter, required to 
establish stable mode operation. Further downstream is an acceleration grid, to 
accelerate the charged spray, increasing the exhaust velocity and hence the output 
thrust. Finally in the case of a unipolar spray a neutraliser is required to neutralise the 
charged spray (to prevent electrostatic attraction between the emitted spray and the 
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satellite body which would negate the effect of the thruster). Figurel. 1 shows a 
schematic of a micro-fabricated colloid thruster system. 
It is seen from equation 1.4 that the thrust for an electrostatic thruster is determined 
by the charge to mass ratio of the particles in the spray. In the case of colloid 
thrusters, scaling laws have been developed to give the current as a function of 
various fluid properties and propellant volumetric flow rate. These laws are then 
useful for colloid thrusters in determining the thrust from a given system. 
To date these scaling laws have been principally investigated under atmospheric 
conditions [2][3]. However, since colloid thruster systems operate principally under 
high vacuum conditions, there is a need for current volumetric flow rate data under 
these conditions, if only to rule out the effects of interaction of the charged particles 
and the surrounding gas molecules. 
Structure of this thesis 
Chapter 2 consists of a literature survey detailing the current level of knowledge of 
the basic phenomenon of cone-jet mode ES and its relationship to colloid thruster 
systems to date. 
Chapter 3 outlines the experimental apparatus used in the ES experiments conducted 
during this research. Included in the experimental apparatus is the novel online 
volumetric flow rate measurement system developed by the author. This system is 
capable of measuring volumetric flow rate during electrospraying (real-time 
volumetric flow rate measurement). This capability to date has not been implemented 
in any other experimental ES system. 
The physical properties of the test solutions used in the experiments conducted for 
this thesis are also detailed in chapter 3. Modest conductivity solutions have been 
used in the experiments since higher conductivities, which would be more 
appropriate for operational use on a spacecraft, are not achievable with the chosen 
solvent. There is also the additional advantage that for modest conductivity solutions 
greater spray boundary resolution is achievable optically. Various studies conducted 
in the past have shown that current flow rate relationships are scalable with 
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conductivity [2] [3] and thus data obtained in these experiments could be scalable for 
higher conductivity solutions. It is however noted later in this thesis (chapter 5) that 
current atmospheric scaling laws do not represent well the vacuum measurements. 
The results achieved are however very significant for the broad class of ES vacuum 
spray systems. 
In chapter 4 the results from image analysis of cone-jet ES under various conditions 
of volumetric flow rate and applied voltage are detailed. A simple spray model is 
also used to highlight some of the characteristics of spreading of the charged colloid 
beam due to like charge repulsion. 
Chapter 5 reports current flow rate characteristics of the cone-jet mode ES for four 
solutions of triethylene glycol doped with sodium iodide, giving a range of solution 
conductivities spanning almost an order of magnitude. A study of the effect of charge 
carrier mobility on the current flow rate power law exponent, using data from 
previous researchers along with data obtained for this thesis, has also been 
undertaken in this chapter. It is these combined results, which identify the need for 
further development of scaling laws applicable to vacuum ES. 
Chapter 6 details experimental data showing for the first time the dependence of 
actual volumetric flow rate on the applied voltage of the ES system. Evaporation 
from the cone surface and the effect of cone shape morphology on the capillary 
pressure are investigated as possible mechanisms for this sensitivity of volumetric 
flow rate to applied voltage. 
Chapter 7 details the conclusions from the analysis of the experimental data and 
presents possibilities for future investigations arising from the research in this thesis. 
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Aims and objectives of thesis 
One of the primary aims of this research was to provide detailed high accuracy high 
vacuum ES data for current flow rate scaling. A simple 1: 1 electrolyte and solvent 
solution of triethylene glycol (TEG) doped with sodium iodide (Nal) was used to 
achieve these measurements. TEG was chose due to its relatively low vapour 
pressure - 0.002 mbar, which is of singular importance in vacuum ES systems, due 
to complications that arise from solvent evaporation. Sodium iodide was chosen as 
the doping salt due to the relative ease with which this substance can be dissolved in 
TEG. 
Since the volumetric flow rate of the ES solution is an important controlling 
parameter in ES, it was required that this parameter be measured whilst spraying, 
with reasonable accuracy. An investigation of previous experimental studies in this 
area revealed that such measurements have not been implemented to date. With most 
previous experimental studies, the volumetric flow rate was measured as the pressure 
difference across the spray interface. This method of flow rate measurement is 
obviously insensitive to changes in flow rate as a result of changes in the ES 
interface. As such, the development of an online flow rate measurement system that 
could measure actual flow rates while spraying was considered essential in furthering 
the understanding of the ES process. 
It was also considered important to understand the effect of applied voltage, flow rate 
and fluid conductivity on the various geometric parameters of the cone-jet-spray 
system as this would lead to a better understanding of the design constraints for 
colloid thruster systems. 
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Figure 1.1. The main features of a micro -fabricated colloid thruster system are: a 
deep reactive ion etch (DRIE) micro-machined emitter with a conductive top surface 
mounted on an insulating glass layer, further downstream is a molybdenum coated 
Taylor-grid (used to establish the spraying Taylor cones) and finally a graphite 
accelerator grid to accelerate the charged spray (image courtesy of CMF at RAL). 
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Chapter 2 
Literature Review 
2.1 History of Colloid Thruster Research 
The concept of using electrosprays as a means of electric propulsion for spacecraft 
was first entertained in the late 60's to early 70's [4-6]. Much of this research was 
conducted in the US by TRW under Cohen and EOS-Xerox under Perel, however 
some contemporaneous work was conducted in Europe by the European Space 
Research Organisation (ESRO) and in the former USSR by the Moscow Aviation 
Institute (MAI)[71. During this period it was initially hoped colloid thrusters could be 
used as primary propulsion systems for satellites [8]. However, for this to be feasible 
relatively large thrust levels of the order of I OmN were required, since at this stage 
the average satellite mass was ~100kg and the trend at the time was for further 
increase in satellite mass as the payload capability of available launch vehicles 
increased [9]. 
The first liquids considered for colloid thruster propulsion were viscous organic 
liquids such as glycerol [6] [ 101 [11 ]. Nal and sulphuric acid were added to the base 
solvent to increase solution conductivity. However, the highest conductivities 
achievable with these systems were generally below 0.1 S/m. One of the earliest tests 
conducted by Cohen et al. from TRW used solutions of glycerol doped with 
sulphuric acid to give a solution conductivity of 0.021 S/m [6]. Glycerol was first 
chosen as a working fluid not because its properties are conducive to colloid thruster 
systems but perhaps because early studies on electrified drops by Zeleny [12] used 
glycerol among other liquids. 
The system used by Cohen in the TRW labs required extraction voltages between 5- 
10 kV and accelerating voltages of -100kV to achieve the required thrust and Ip 
levels. With such high accelerating voltages came the added complication of x-ray 
emission. 
During the late 196Ws and early 1970's three general system configurations were 
investigated [8]. The three configurations investigated were: 1) the needle emitter 2) 
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the linear slit emitter and 3) the annular slit emitter. Figure. 2.1 shows the general 
design elements of these three systems 
The needle emitter consisted of a hollow cylindrical emitter through which the 
propellant flowed. A high potential difference applied between the emitter exit and 
an extraction electrode generated high electric field strengths at the emitter exit. 
Fluid issuing from the exit formed multiple spray sites around the rim of the emitter 
under the influence of this field. In order to achieve reasonable thrust levels an array 
of these needles was required. Several studies involving such arrays were conducted 
during the initial colloid thruster research phase [6] [10]. Results from these studies 
showed that while feasible thrust and 4, p values were obtainable with these systems 
the high accelerating voltages -lOOkV and design complexities such as emitter 
geometry uniformity presented potentially difficult design criteria. 
By the early seventies studies of needle emitters had given way to linear and annular 
slit systems, as these systems presented higher thrust densities i. e. the thrust available 
per unit volume of system geometry. The linear slit thruster and its variation the 
annular slit essentially consisted of a pair of parallel plates or concentric rings 
between which the fluid was driven. An electric field applied at the exit of the plates 
resulted in the formation of several cone-jets along the plate edge or around the 
annulus. An added advantage of the linear slit systems was the ability of thrust 
vectoring [8], which could be achieved with relative ease by means of electrostatic 
deflection. 
The mid seventies saw a tailing off and eventual cessation of colloid thruster 
research. The reason for this apparent loss of interest in colloid thrusters has been 
attributed in part to the high thrust densities and consequently for colloid thrusters 
the high voltages required for missions at the time. While contemporary ion engines 
could provide similar thrust densities and Ips with reduced design complexity. 
The mid 1990's to the beginning of this decade has seen a resurgence in colloid 
thruster research [13-21]. This resurgence in interested may be attributed to several 
factors. These factors include developments in electrospray science, the scaling down 
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of satellite sizes and a general change in mission requirements, the progress in micro- 
fabrication techniques and recently the discovery of possible new propellants. 
During the intervening time in the late 1980's and early 1990's analytical mass 
spectrometry found a new method for generating the charged molecules required for 
molecule identification, namely the cone-jet electrospray. Cone-jet mode ES has also 
found applications in areas as diverse as novel material production [22] and fluid 
targeting and deposition as used in ink-jet printers [23]. 
The multitude of applications for which cone-jet electrospray is practical gave 
momentum to basic studies into this branch of electrospray science. A result of this 
increase in research is a greater understanding of this mode of ES and the 
identification of several scaling laws for current and droplet magnitudes in terms of 
fluid properties and volumetric flow rates [2][24][25]. The developments in 
electrospray science that these basic studies have resulted in are now feeding back 
into colloid thruster technology. 
The early 1990's also saw a decreasing trend in mass of satellites due in part to the 
cost reductions in achieving orbit that small satellites present. The overall trend in 
engineering systems of miniaturisation, in particular in silicon chip technology, has 
allowed for size reduction in satellites without the loss of functionality. This size 
reduction has also been driven by the increase in applications for small satellites such 
as formation flying missions and drag free missions. These missions present the need 
for thrusters with low thrust resolution and high Ips. 
Micro-fabrication techniques present the possibility of array systems with many 
hundreds even thousands of emitter sites with reduced emitter diameters. The 
advantages such systems offer are: a reduction in voltage requirements as a direct 
result of smaller emitter diameters (see equation 2.2) and lower evaporation losses 
which can add to uncertainties in volumetric flow rates and ultimately fine thrust 
control. Also an added bonus of micro-fabrication systems is the possibility of 
complete integration of propellant storage, flow control and electrospray emitter 
extraction and acceleration systems. This should ultimately result in more compact 
and lighter systems further improving on thrust to system mass ratios. It would also 
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allow for more modular systems, which could be easily tailored for individual 
missions thus reducing both design and fabrication costs. 
The latest development in colloid thruster research has been the realisation of 
potential new propellants known as ionic liquids [18-21]. The higher conductivities 
these liquids can attain coupled with the fact there is no solvent results in droplets 
with higher specific charge. 
2.2 Electrospray (ES) phenomenon 
What is an ES9. 
The term electrospraying (ES) or electrostatic spraying has in the past been used to 
describe two different phenomena [26]. The first of these phenomena is where an 
electric field is used to charge pneumatically or mechanically sprayed droplets. The 
second of these phenomena results from the use of the electric field to generate a 
spray from the fluid surface. This phenomenon has been given the title 
electrohydrodynamic spraying (EHD) by Cloupeau and Prunet-Foch [26]. It is this 
phenomenon, which is the subject of this thesis and hereafter any references to ES in 
this thesis will be describing this second phenomenon unless otherwise stated. 
When an electrolytic solution is subjected to a strong electric field the liquid 
meniscus forms into a conical shape. The cone shape is determined by the balance of 
the electrical force and the surface tension force [24] [27]. The equilibrium cone was 
first explained by G. I. Taylor [28]. Taylor's solution describes the static cone where 
flow rate is zero, however, if a fluid is injected from a capillary needle with a non- 
zero flow rate then, due to the strong field at the cone apex, a capillary jet is formed. 
According to F. de la Mora [2] the flow rate must be above a minimum flow rate 
Q,, i, in order for a jet to form. F. de la Mora as gives this minimum 
flow rate: 
Qmin = 
CrEO 
pK 
(2.1) 
where &eo is the solvent permittivity, ris the fluid interfacial surface tension, P is the 
fluid mass density and Kis the electrical conductivity of the fluid. 
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The jet then breaks up into droplets due to capillary instabilities [27] [29] [30] on the 
jet surface. The droplets formed from a jet that breaks up due to capillary instabilities 
are generally mono-dispersed (in size). These mono-dispersed droplets are also 
charged and thus exert a repulsion force on each other resulting in a diverging spray. 
Since the diameter of the droplet produced is much smaller than the capillary 
diameter from which it is emitted, this method of spraying is known as atornisation. 
The regime described above is known as the cone-jet mode of ES, figure 2.2. ES 
consists of various regimes depending on the electric field, flow rate conditions and 
fluid properties [261 [31]. Due to its stability and controllability of spray properties 
the cone-jet mode is the most useful of the ES regimes. 
Modes in ES 
Various experimental studies [26][31-36] have revealed the existence of several 
regimes or modes of ES, which have been characterised in a number of reviews 
[33][37-391. 
The overriding method of mode classification is by geometrical identification 
[33][37-391. That is to say a mode is classified according to the geometry of the fluid 
meniscus and spray exiting from the capillary, with further sub mode classification 
resulting from the mechanism of jet disintegration. Another method of mode 
classification presented by Shiryaeva and Grigor'ev [40] is based on the analysis of 
the balance of the various forces that generate the fluid spray. These forces include 
the electric, gravitational and hydrodynamic forces. However this method requires a 
greater understanding of the physical parameters involved and has so far not proved 
as useful or accessible, in terms of simple mode analysis, as the geometrical 
identification method. 
Using the geometrical identification method of mode classification Jaworek and 
Krupa [37] divide the various spraying modes into two general groups. The first of 
these groups is identified by the characteristic that fluid fragments are ejected 
directly from the capillary exit, and includes the dripping, micro-dripping, spindle 
and multi-spindle modes. The characteristic common to the second group is the 
formation of a capillary jet from the fluid meniscus, which then subsequently breaks 
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up to form fluid droplets. This group comprises the cone-jet, precession, oscillating- 
jet, multi-jet and ramified-jet modes. 
The most common configuration for ES systems is a needle to plate configuration. 
This consists of a needle, usually with an outside diameter <IMM, placed 
perpendicularly to a plate counter electrode. This plate counter electrode may in 
some cases have a central hole, to allow the spray to be conducted through this hole 
for further analysis, or as in the case of colloid thrusters, for acceleration to generate 
thrust. 
The mode presented by a given experimental arrangement is dependent on several 
factors: the fluid properties such as surface tension, viscosity, density and 
conductivity, the flow rate, the applied field strength and the geometry and materials 
of the spray system. The combination of all these factors determines the electrostatic 
capillary and inertia forces, the ratios of which give the ES mode. Due to the many 
parameters that interact to produce these forces, small variations in the experimental 
details can result in the formation of an entirely different mode. As such, it is 
difficult to conclusively determine before hand the mode of operation of a particular 
system [26]. However, with some knowledge of the various modes and their general 
onset requirements, most ES modes can be achieved. There follows a brief 
description of the various modes and their defining characteristics and some of the 
general requirements for mode instigation. 
First group: fluid fragment ejection group 
Dripping mode (or enhanced dripping): Liquid flowing from a capillary pipe at 
very low flow rates is subject to forces due to surface tension, which result in the 
formation of drops that are emitted from the capillary exit when the hydrostatic 
pressure in the growing drop overcomes the capillary pressure. If an electric field is 
applied to the fluid at the capillary exit then an additional force, due to the charged 
fluid surface, is present. This force opposes the surface tension force and augments 
the drop production mechanism. The frequency of dripping generally increases with 
increasing applied voltage and the diameter of the drop produced decreases. This 
mode is not generally considered as an atomisation 
flow because the drops produced 
are greater in diameter than the emitting capillary 
diameter. The drop diameter itself 
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is proportional to the capillary diameter and thus smaller drops are produced by 
reducing the capillary diameter [26]. 
Micro-dripping mode: In this mode the fluid meniscus forms a conical shape and a 
droplet is emitted from the apex of this cone. The micro-dripping mode differs from 
the simple dripping mode in that the meniscus does not contract after droplet 
formation [3 1 ]. The droplet formation is the result of the formation of a thin spindle 
of fluid. The fluid accumulates into a droplet at the end of this spindle, which then 
separates from the spindle. Once separation has occurred the spindle recedes into the 
fluid meniscus and the process begins again. Although similar in appearance to the 
cone-jet mode, which is described later in this section, this mode does not present a 
constant jet which breaks up into a series of droplets, it is a cyclic mode where the 
formation of a jet or spindle results in the formation of a single droplet. The limited 
range of experimental arrangement parameters that result in the formation of the 
micro-dripping mode mean it is rarely observed and has thus not been the subject of 
any detailed study. 
Spindle mode: As with the micro-dripping mode, the fluid surface is drawn into a 
conical shape with a jet or spindle structure at the apex however this occurs at higher 
flow rates and applied voltages and the spindle formed is larger. A droplet forms at 
the end of this spindle and upon detachment of the droplet the spindle also breaks up 
into a number of smaller satellite droplets. The result is an extremely unpredictable 
distribution of droplet sizes [26][3 1 ]. At higher applied voltage the meniscus exhibits 
several spindles, which all terminate in a similar manner to the single spindle. Both 
these modes are only observed in very low conductivity solutions _10-8 _ 10-5 S/M 
Second group: capillary jet group 
Pulsed cone-jet mode: This mode usually occurs when going from the enhanced 
dripping modes to stable cone-jet mode. From an enhanced dripping mode an 
increase in the applied voltage results in the appearance of the cone-jet mode, 
however before a stable cone-jet can be formed the flow sometimes pulses from 
spraying to non-spraying. The frequency of these pulses increases with increasing 
voltage. This pulsation mode arises from the imbalance between the loss of 
liquid 
from the cone, due to spraying, and the supply of liquid to the cone, due to the 
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injected flow [41]. The onset of cone-jet mode spraying occurs when the electrostatic 
pressure is greater than the surface tension pressure, which will occur when the 
radius of curvature of the fluid surface reaches a critical value for a given field 
strength. In the pulse cone-jet mode the radius of curvature is initially below this 
critical value, however, as no fluid is being emitted, this radius of curvature increases 
until it reaches the critical value for spray onset. During spraying, the fluid is 
withdrawn from the cone at a faster rate than it is supplied, and the capillary pressure 
increases until a spray can no longer be maintained, resulting in the pulsing of the 
cone-jet [411 
Cone-jet mode: This is one of the most interesting ES modes, because it is possible 
to control the various output parameters. These parameters include the spray current 
and the droplet size. Such control makes this mode useful for various applications 
such as paint spraying, colloid thrusters, ionising macromolecules for mass 
spectrometry and printing bio-molecules. In the case of colloid thrusters control over 
the charge to mass ratio of the emitted droplets is of particular importance (see 
equation 1.4). 
It has been established by several authors [32][42-44] that the onset voltage for 
cone-jet mode is dependent on the geometry of the spray system and may be given 
by 
1 
Vo 
n=Ac[ 
2ýrc cos a] 2 ln(4dlrc) (2.2) 
Eo 
where r, is the capillary radius, d is the capillary to grid spacing and A, is an 
empirical constant of the order of unity. This function for onset voltage was 
determined under the assumption of point to plane geometrics, which is reasonably 
accurate for most electrospray systems. Smith [34] also noted a hysteresis in the 
onset voltage where the cone remained stable to a lower voltage when the voltage 
was reduced after cone-jet onset. 
The cone-jet mode is characterised by a slender jet emanating from the apex of a 
fluid cone (figure 2-2), which then breaks up into a spray of droplets of the order of 
10 pn down to nm. It has been established by F. de la Mora, that the semi cone 
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angle, a, is a function of flow rate, Q, and is always lower than the Taylor angle, aT, 
(see section 2.5 for explanation of the Taylor angle). F. de la Mora gives an 
explanation for this deviation from the Taylor angle as an effect of the space charge 
of the emitted spray, which is not accounted for in Taylor's analysis [45]. However, 
F. de la Mora's analysis does not account for the effect of dynamic pressure on the 
cone shape. 
It has also been observed that as the field strength at the apex of the cone increases it 
will reach a critical value where ions can be directly emitted from the fluid surface. 
The field strength required for ion emission may be determined from statistical 
mechanical methods [46] [47] and is of the order of 1-2V/nm. Gamero-Castano gave 
an expression for the maximum field strength on the cone-jet, which occurs in the 
transition region from cone to jet, as [46] 
E 
1/2 K 1/6 (2.3) 
max 
CO 
2/3 
Q 1/6 
This means that for sufficiently high conductivity solutions at low flow rates the 
field strength may be of the order of that required for ion emission 
Precession mode: In the precession mode the cone becomes skewed and rotates 
around the emitting capillary axis. This rotation results in the jet forming a spiral 
around the capillary axis. The jet then disintegrates due to the electrostatic and 
perhaps also centrifugal forces. 
Oscillating jet mode: In this mode the jet emitted from the fluid cone is seen to 
oscillate about the capillary axis; this is only observed under stroboscopic light. The 
jet is not uniform and exhibits an irregularly changing diameter along its length. The 
eventual break-up of the jet occurs due to kink instabilities. 
Multi-jet mode: At higher field strengths than those needed to obtain cone-jet mode 
spraying the characteristic single jet splits into many jets figure 2.3 (with an 
increasing number of jets with increasing field strength). These jets, in general, break 
up into a spray of droplets, with smaller diameters that those of the single cone-jet (at 
a similar flow rate). It has been noted that the current in the multijet mode is higher 
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than that of the single cone-jet mode. This higher current may be physically 
explained by an increase in surface area in the spray due to a decrease in diameter of 
the droplets. If the majority of the charge carried by the drop is surface charge then 
this would result in an increase in the current. It must be noted that the increased 
electric field strength needed to obtain the stable multi-jet mode would result in a 
variation of the velocity of the jets relative to the single jet. Any explanation of the 
increased current in the multi-jet mode, purely on the basis of conservation of mass 
does not give an accurate explanation of the situation, it does however serve as a first 
order explanation. Another possible mechanism for higher current production is ion 
emission from the fluid surface due to the high field strengths present. [46][48]. 
Ramiried jet: At the highest end of the flow rate range for atomisation, with a 
greater flow rate than the maximum allowable for a stable cone-jet mode, the kinetic 
forces of the jet exceed the electrostatic and capillary forces. In this case a jet occurs 
without the application of an electric field. The application of the field aids in the 
acceleration of the jet and the formation of sub jets that fan off from the main jet 
[26][311. 
2.3 Electrochemical Cell 
Electrospraying has been dubbed 'a special kind of electrochemical cell' [49]. Figure 
2.4 shows schematically the electrochemical cell based on the positively charged 
ion/droplet emission electrospraying used in the current work. In this cell unipolar 
charged droplets emitted from the fluid surface carry off either positive or negative 
ions, depending on the polarity of the imposed field. These droplets then collide with 
an electrode where they are neutralised. In a conventional electrochemical cell the 
ion transport occurs through the electrolyte solution. In this special cell the ion 
transport occurs through the surrounding environment (gas or vacuum) via charged 
droplet emission. However, as with a conventional cell there is an oxidation reaction 
and a reduction reaction, which complete the electrochemical circuit. 
The charge leaving the fluid via the droplets must be neutralised, otherwise a field 
would develop within the fluid and prevent the emission of charge. This injection of 
charge is afforded by electrochemical reactions occurring at the emitter surface. The 
30 
electrochemical reactions at the emitter surface provide the first half of the 
electrochemical cell and allow emission of charged droplets, which are then 
neutralised by the reduction reaction occurring at the grid, hence completing the 
electrochemical cell. In the case of a positively charged emitter the electrochemical 
reaction must either supply positive ions to the solution, by corrosion of metallic 
atoms from the emitter, to form dissolved metal ions in solution, or by the removal of 
negative ions from solution by oxidation reaction, to form a neutral species (see 
figure 2.4). The reactions that predominate depend on the oxidation potential for the 
reaction and the potential achieved at the emitter. Van Berkel, using a computational 
model of reduction and oxidation reactions in an ES system, showed that the 
majority of the current from these reactions occurs in a small region near the emitter 
tip [50]. Although this model is very specific (in terms of the reactions, geometry and 
flow conditions) it can yield some insight into general trends of scales involved. 
Martinez-Sanchez [5 1] describes (from an earlier reference by Perel [ 10] of a bipolar 
thruster system) an ES system that does not require any electrode to be in contact 
with the solution, and thus does not require any electrolysis to generate a cone-jet 
spray. Such a system consists of a coupled pair of both positive and negative sprays 
as shown in figure 2.5. Since both positive and negative ions species are being 
emitted from the same propellant reservoir a net charge of one sign in the solution 
will not accumulate and the fluid in the reservoir will remain neutral. The opposite 
polarity spray plumes will neutralise each other preventing the need for spray 
neutralisation. Such a set-up would be ideal for a colloid thruster system, as there 
would be no need for the spray neutralisation systems that conventional electrostatic 
thrusters require. However, Martinez- Sanchez has pointed out that such a system in 
this state would not produce any useful thrust. This is due to the initial potential of 
the system and the final potential of the droplets being the same, and hence no work 
is done on the droplets and therefore no thrust can be achieved. 
Consequently, practical ES systems cannot be achieved without electrochemical 
reactions. Thus, an awareness of the potential reactions in an ES system is essential 
for comprehensive understanding of the processes involved. Table 2.1 lists the 
RedOx potentials of some of the common reactions in ES systems specifically using 
stainless steel emitters and sodium iodide (Nal) as the solute. From table 2.1 it is 
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clear that for a stainless steel emitter, at a positive potential, it is possible to have 
emitter corrosion, with the reactions Fe--> Fe 2+ + 2e- or Fe--> Fe3+ + 3e- occurring. 
However, stainless steel contains chromium and other elements that form a 
protective oxide layer at the metal surface that inhibits such corrosion reactions from 
occurring in all but the most aggressive environments. For TEG + Nal with 
positively polarised emitter electrodes there are two predominant reactions that can 
occur at the emitter electrode these are: 
21-412+2e- (2.4) 
31-413-+2e- (2.5) 
Either of these reactions could produce iodine gas, l2via adsorbed I radicals on the 
emitter combining to produce 12. Ifenoughl2gas is produced it could expand under 
the reduced pressure in the cone and disrupt further spraying. 
While there is no example for the TEG Nal system, electrochemical reactions in 
other solvent/solute systems could potentially produce viscous liquid or solid phases, 
which could obstruct the capillary and disrupt the flow to the emitter and disturb the 
ES process. Electrochemical reactions could also produce an insulating layer on the 
emitter surface potentially shielding the solution from the electric field resulting in a 
disruption in the ES. Thus it is clear that an understanding of the potential 
electrochemical reactions and the nature of the products formed from those reactions 
is necessary if ES capillary blockages or other negative effects such as emitter 
corrosion are to be avoided. 
Table 2.1 Red Ox Potentials of Possible Electrochemical Reactions in ES system 
Reaction E4)'-N 
2H20+ 2e- 4 H2+ 20H- -0.83 
2H20402+ 4W + 4e- +1.23 
Fe2+ +2e- 4 Fe -0.44 
Fe'+ +3e- 4 Fe -0.04 
Fe3+ +e Fe 
2+ +0.77 
Na+ +e- --> Na -2.71 
12 + 2e- 21- +0.54 
13- +2e- 31- +0.53 
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2.4 Effect of background gas on cone-jet properties 
The medium into which a fluid is sprayed can have significant effects on the spray 
mode and properties of the produced spray. Electrical breakdown of the surrounding 
medium can result in discharges that can disrupt the spray or completely prevent 
spray initiation. Interaction of the droplets in the spray and the surrounding gas can 
reduce the mobility of the droplets resulting in significant effects on spray geometry. 
A study was conducted by Ballinger el al. and reported in Michelson [52] to 
determine the effect of the nature of the surrounding medium on the electrospray. 
The gases used in their study were oxygen(02), nitrogen (NA air and two inert gases 
helium (He) , and argon (Ar). 
Sulphur hexafluoride (SF6)was also used because of 
the high breakdown field strengths attainable in this gas. It was found that no spray 
could be formed when the surrounding medium was an inert gas such as He or Ar, 
perhaps because the breakdown field strengths for these gases were lower than the 
threshold voltage for ES to occur. The results from spraying in SF6 and air were 
similar except higher voltages could be achieved when spraying in SF6. However, the 
most interesting results from this study came from spraying in02 and N2. It was 
found that the current voltage relationship and flow rate voltage relationships varied 
in the three gases02, N2and air. 
In the current voltage relationship, figure 4.13 of [52], given here as figure 2.6, the 
highest current values were recorded in02and the lowest in N2. However the system 
was not set up to spray at a constant flow rate and it was found that the velocity of 
the fluid in a1 nun diameter tube was dependent on applied voltage. The dependency 
of velocity on applied voltage, figure 4.14 of [52] is given in 
figure 2.7 where it can 
be seen that the highest velocities were attained in02 as with the 
highest currents 
however the lowest velocities were attained in air. 
In a similar study conducted by Hayati and also reported in Michelson 
[52] it was 
found that stable jets similar to those formed in air could be formed 
in N2, carbon 
dioxide (C02) and Ar. It was also found that spraying could not be 
initiated in He 
and neon (Ne). These results agree with the previous 
data of Ballinger however there 
seems to be some discordance with the Ar results. 
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A more recent study was undertaken by the F. de la Mora group at Yale [53]. The 
gases used in this study wereC02, SF6 and air and the pressures were varied between 
150mbar and 2000mbar. It was found in this study that the current flow rate 
relationship was unchanged by both the surrounding gas and the gas pressure. 
However, it was found that the surrounding gas pressure significantly affected the 
droplet mobility, as a reduction in spray angle with reducing pressure was observed. 
This implied higher droplet mobility at lower pressures. In a further paper by this 
group [54] the pressure range in air was extended down to 0.02mbar. 
The initial results of the lower pressure study in [54] showed higher currents at lower 
background gas pressures, however the experimenters assumed this was caused by 
the variation in cone shape, and thus flow rate, that resulted from reduced pressures. 
To account for this variation the applied voltage was altered to achieve similar cone 
shapes at all pressures. Using this adjustment the currents then became similar and 
their conclusion was that the background gas pressure had no effect on the emitted 
spray current flow rate relationship. However it was again noted that the gas pressure 
had a significant effect on the droplet mobility. 
While Ballinger's study on the effect of surrounding environment on the electrospray 
properties appears to indicate there is some effect of background gas on the spray 
current the later study of F. de la Mora contradicts this. However, there is some 
speculation over the method of adjusting the applied voltage to obtain similar cone 
shapes under varying atmospheric conditions employed in the F. de la Mora study. In 
conclusion the full effect of surrounding environment on electrospray properties is 
not yet fully understood, and while F. de la Mora's study appears to show that the 
effect of the surrounding medium on current through the spray system is negligible, 
there does appear to be a need for a more comprehensive study in this area. 
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2.5 Theoretical aspects of cone-jet mode ES 
Taylor's Hydrostatic cone 
The early experimental investigations of the disintegration of charged drops by 
Zeleny [12][55][56] revealed that prior to disintegration the ends of the drop formed 
conical protrusions. This observation lead to Taylor's approach for the analysis of the 
electric field required to form such protrusions and to his classic hydrostatic cone. 
Taylor's analysis of the hydrostatic cone [28] determines the equilibrium shape of a 
charged fluid meniscus subjected to an electrostatic force. The balance of the 
electrostatic pressure and the capillary pressure, due to fluid surface tension, 
determines the meniscus shape. In Taylor's analysis the cone is assumed to be, 
stationary grounded and a pure conductor; thus on the surface of the cone V=O i. e. 
the cone surface is an equi-potenial. Where V is the electric potential. The electric 
field lines are thus normal to this surface, i. e. there is no tangential stress. 
The pressure due to the surface tension is given by 
py = YK (2.6) 
where r is the surface tension of the liquid-gas (vacuum) interface and icis the 
curvature of the surface. The pressure due to the electrostatic force is given by 
1 
02 PE =-EOE,, (2.7) 
2 
where co is the electrical permittivity of a vacuum and EO is the external electric n 
field strength non-nal to the fluid surface. 
Equating these two terms gives the normal electric field as a function of the fluid 
surface tension and curvature as: 
-1 
Eo 
2 yK 2 (2.8) 
n- CO 
- 
The curvature, ic, of a surface at a particular point is given 
by the principal curvatures 
x, an d v2of the surface at that point. For a cone, the geometry of which 
is given in 
figure 2.8, ic, is zero everywhere since the generator is a straight 
line and ic2 is 
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I 
rp tan a, 
which is inversely proportional to rp, where rp is the distance from the 
cone apex to a point on the cone surface. 
Thus, for the equilibrium condition of a cone, where the pressure due to the 
electrostatic force and the pressure due to the surface tension force are in balance, the 
normal electric field is given by 
E, o 
2r 2 [ 
Eo r tan a] 
(2.9) 
It may be observed from equation 2.9 that the potential gradient necessary to 
generate the conical equi-potential must be inversely proportional to r Y2 . 
Assuming a pure conductor the potential at the surface must satisfy the Laplace 
equation V2V =0 (2.10) 
Taylor [28] showed that when the Laplace equation is written in spherical polar 
coordinates as 
V2V-__ 2ýV) 
Ia 
sin a 
aV a 1a (r 
-+ sin 0 
av 
=0 
r2 Dr ar r2 sin a aa aa) 
+ ao ao 
a 
which for an axisymmetric case ao =0 may 
be written as 
V 2V 2a 
a2 cos aa 
-r -+2r + -+- V=0 
(2.12) 
r2 ar 2 ar aa2 sin a 
aa 
this may be solved using Legendre polynomials and the potential of the conical 
surface, is then given as [28] [57] 
V =Vo + Ar 
1/2 PI/2 (COS 19) (2.13) 
where VO is the potential at the fluid surface A is a constant and P112 
is a Legendre 
polynomial. 
Given that on the equipotential surface V= Vo the term Ar 
1/2 P112 (COS 0) must be 
zero. The only zero for the function Pil, (cos 0) in the range 0<0<R 
is at 0= 130.71 ' 
. Thus, the surface must 
be defined by the angle 0= 130-710 . To 
determine the 
range of 0 which is external to the cone, Taylor analysed the nature of the 
function 
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Pil, (cos 0). He found that Pil, (cos 0) is finite and positive between 0<0< 130.71 ' and 
infinite at 0=z. Since the external field must be finite Taylor concluded that the 
semi cone angle must be defined as, a= ; r-00 = 49,30 see figure 2.9. 
Jet formation and spray current 
In Taylor's solution (see equation 2.9) it is seen that at the apex of the cone r=0 the 
electric field strength becomes singular. Physically, in order to avoid this singularity, 
the curvature of the fluid surface must deviate from that of a true cone. In the static 
system this deviation is seen as a conical structure with a rounded apex. However, in 
the case where hydrostatic pressure results in an additional force a jet is seen to 
appear from the cone apex. 
The presence of a normal electric field to the fluid surface initiates charge separation 
resulting in a charged layer at the fluid surface. The charge is carried away by the jet 
at the apex resulting in an electric current through the cone. The charge emission 
from the cone apex initiates an internal field within the fluid cone, which drives a 
bulk ohmic conduction current. Thus the current through the cone is the sum of this 
ohmic conduction current through the bulk of the liquid and a surface convection 
component and may be given as 
Itotal = KE'Al + Ovs A2 (2.14) 
where K is the fluid conductivity, k is the internal field, a is the surface charge 
density, v, is the surface fluid velocity and A, and A2 are representative areas. 
To the first order the flow through the cone may be modelled as a sink flow [2] 
where the surface fluid velocity is given as 
Q 
Vs 
(2.15) 
The surface current introduces shear stresses on the fluid surface that result in a 
surface velocity higher than that modelled by a pure sink flow, however these are 
usually assumed negligible to simplify analysis. 
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From an examination of the sink flow it may be seen that as the cone apex is 
approached the fluid surface velocity increases as 
I, 
which represents an increase 2 
r 
in surface current. Since the total current is a constant this increase in surface current 
must be fed by a decrease in ohmic conduction current. An internal field, which is 
nonnal to the fluid surface, drives this charge flow towards the surface. 
This internal normal field arises when the electrical relaxation time given by: 
ErEO 
K 
is of the order of the hydrodynamic time 
'rh 
r3 (2.17) 
Q 
which is found from the integral of the fluid velocity [2][3]. Equating these two 
characteristic times gives a characteristic dimension for a region known as the 
relaxation region [2] [3] [25] [44] 
'6r'60Q 3 
K 
(2.18) 
The region where the cone becomes a jet is known as the transition region. Higuera 
[58] notes that in order for the meniscus to depart from the cone shape the dynamic 
pressure of the flow 
PV (2.19) 
should be equal to the pressure due to the surface tension of the fluid meniscus for a 
hemispherical cap 
7 
(2.20) 
2Rs 
where R, is the radius of the hemisphere. 
This gives a characteristic length scale for the transition region as 
1 
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However according to F. de la Mora [2] the characteristic length scale for this region 
is dependent on the dominating term, which for high conductivities and moderate 
flow rates scales with the electrical relaxation region r*. 
In the transition region the total current, which is predominantly carried by bulk 
conduction in the cone region, becomes predominantly a surface current [58][59]. 
Higuera's numerical model shows that the cross over point where surface convection 
current is similar to bulk conduction current occurs further downstream with 
increasing flow rate [58]. It also shows that the size of the transition region increases 
with increasing flow rate. 
Capillary jet break-up 
With increasing flow rate the break up of fluid issuing from a small orifice covers 
several regimes [60][61]. At the lower end of the flow rate spectrum the jet forms 
single drops, the diameter of which are much greater than the diameter of the initial 
jet. As the flow rate increases the jet forms into a Rayleigh jet (so called because the 
break-up in this regime was first investigated by Rayleigh in 1879)[62]. In the 
Rayleigh regime the jet breaks up into a series of droplets with diameters of the order 
of the jet diameter. This break-up is characterised by the uniform size distribution of 
the droplets produced. The jet length in this regime is a function of the flow rate and 
is seen to increase with increasing flow rate. With a further increase in flow rate the 
flow then enters the -ruffled 
jet regime, where the droplet size is not mono-dispersed 
and the jet length is seen to decrease with increasing flow rate. Finally the flow 
enters the spray regime where no jet is produced, and the fluid initially forms a spray 
of multi-dispersed droplet size. 
In an ES in the cone-jet mode the main mechanism for the jet break-up is similar to 
that of the break-up of a Rayleigh jet. As noted previously, the range of droplet size 
for given operating parameters produced in the cone-jet regime is narrow, thus we 
see that capillary jets from electrosprays display similar characteristics to Rayleigh's 
jet. As such, looking at the characteristics of Rayleigh jet break-up will give some 
insight into the mechanism of cone-jet break-up. 
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Rayleigh's capillary jet break-up theory 
In 1879 Lord Rayleigh [62] studied the break-up of capillary jets under the action of 
capillary waves. The surface of the jet is subject to a series of these capillary waves 
with varying wavelengths, the jet becomes unstable when the wave with the fastest 
growth rate reaches a maximum amplitude, which results in pinching of the jet and 
formation of droplets [27]. Thus, the jet length is determined by the fastest growth 
rate and the droplet diameter is detern-iined by the wavelength of this wave. The 
growth coefficient, co, for these capillary waves is given by Rayleigh [62] as: 
C t)2 
Ak22 l- rj 
ýrjIj ýkrj 
, 
Orj 
3 Io (krj ) 
(2.22) 
2; 
where, r, is the interfacial surface tension, k is the wave number k=Ar) with 
wave length A, p is the mass density , rj is the jet radius , Io and I, are modified 
Bessel functions of the first kind. The normalised growth coefficient is given as 
1 
i-w2 
(I 
- k' 
2 ýIj (k) 
Io (k) 
(2.23) 
where kis, the circumference of the jet divided by the instability wave length or the 
wave number multiplied by the jet radius i. e. k' = krj. The graph of W" against 
shown in figure 2.10 reveals that the wave with the fastest growth rate is that 
corresponding to a k' value of - 0.69. 
Hartman and various others [29][63][64] have noted that during the jet break-up 
there is a liquid filament between the emitted droplet and the jet. Depending on the 
flow conditions in the jet, i. e. flow rate and electrical stresses, this filament can 
break 
from the jet resulting in secondary droplets. However, from simple analysis given 
in 
[27] and assuming only primary droplets, equating jet and 
drop volumes gives 
2A 432,, rj = 0.69 thus and from the graph in figure 2.10 k' Ari 
3 
70'd d max 
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I 
3 
rd rj = 1.89ri (2.24) 2k' aimax 
From this it may be concluded that for a given jet radius, rj, the drop radius, rd, 
produced by Rayleigh capillary jet break-up will be 1.89rj 
Rayleigh's model of jet break-up represents and idealised invicid jet, however later 
modifications by Weber [65] and an analytical physical model with numerical 
analysis from Hartman [29] incorporates viscosity into the system. Hartman's model 
shows that with increasing Ohnesorge number (which represents an increasing 
viscosity or decreasing jet diameter) the growth rates of all waves decrease, with 
longer wave lengths being less affected than shorter ones. This suggests that 
increasing viscosity results in longer jets with larger droplets being emitted, an 
experimental investigation [66] has revealed this to be true. 
Effect of electric field on capillary jet break-up 
Break-up of electrically charged jets is influenced by the ratio of the electric normal 
stress PEto the surface tension stress Px. Hartman [29] gives this electric stress ratio 
as 
REs =a2 
ri 
2XO 
(2.25) 
where o7is the surface charge density. This stress ratio is similar to the electrical 
Bond number or Taylor's number, which is given in [67][68] as 
rj -FO n 
2r 
(2.26) 
Hartman [29] identifies three modes of jet break-up corresponding to increasing 
stress ratio, these are: the varicose, lateral kink and ramified jet break-up modes, (see 
figure 2.11). In the varicose mode only axi-symmetric instabilities are present 
resulting in on axis break-up of the jet. In the kink mode lateral instabilities result in 
a whipping motion in the jet. In the ramified jet the charge density at the peak of the 
lateral wave can become high enough for the electric stresses to overcome the 
surface tension forces resulting in the distortion of the fluid surface. The transition 
between varicose and kink modes occurs at a stress ratio of about 
RE, :: -- 0.3 and the 
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transition between kink and ramified jet occurs at a stress ratio of RE, = 1.5 [69]. 
The stress ratios present in cone-jet mode electrospraying generally correspond to 
varicose or kink break-up modes. 
In the varicose mode Hartman [29] noted three regimes of jet break-up. In the first 
regime only primary droplets are produced, and the liquid filament between the 
emitted droplet and the jet flows back to form part of the next droplet. In the second 
regime this liquid filament breaks from the jet and forms a secondary droplet and 
thus an alternating spray of primary and secondary droplets is produced. In the third 
and final regime a liquid filament between the primary and secondary droplets is 
present, this liquid filament breaks off to form a smaller satellite droplet. These 
various modes occur with increasing flow rate and stress ratios. Thus with increasing 
flow rate the size dispersion of the droplets produced increases and the spray 
deviates from the desired condition of mono-dispersed droplet sizes seen at low 
stress ratios. 
In the kink break-up mode Hartman noted two regimes, in the first regime only the 
liquid filament and secondary droplets start to deviate from the jet axis at break-up. 
In the second regime the whole jet is seen to whip due to lateral instabilities. 
Analysis of the kink mode of jet break-up is not as important as the varicose mode as 
it in not as stable and droplet size dispersion is much larger. 
Results from Hartman's model, and analysis in [67], show that the dominant 
wavelength in the varicose mode tends towards shorter wavelengths with increasing 
electric stress, and the growth rate increases with stress ratio, thus there is a reduction 
in droplet size with stress ratio, and a reduction in jet length. Operating in the 
varicose mode several experimental (Margarvey & Outhouse [301 and Huebner & 
Chu [68]) and theoretical (Gafian-Calvo [67][70], Melcher & Warren [71], Tumbull 
[72] and Schneider [73]) studies, have also identified the effect of reduced droplet 
size from electrically charged jets. 
Melcher & Warren [71] suggest that the electric field has a stabilising effect, which 
produces a force that counteracts the force due to surface tension. Although 
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Margarvey & Outhouse give a qualitative assessment Huebner & Chu quantify the 
effect of the electric field on droplet size. Figure 7 in [68] (given here as figure 2.12) 
shows that with increasing Bond number, F, the wavelength with the maximum 
growth rate decreases. This means that with increasing electric influence there is a 
resulting decrease in droplet size. An increase in growth rate with increasing Bond 
number was also observed. 
This would suggest that the electric field has a stabilising effect on larger 
wavelengths, resulting in waves with shorter wavelengths becoming the dominant 
wave in the system resulting in jet break-up. In conclusion the effect of the electric 
field on the jet break-up in the varicose mode is three fold, reducing jet length and 
primary droplet size but also increasing the size distribution of emitted droplets. 
Spray properties 
In 1882 Rayleigh determined the maximum surface charge of a fluid droplet by 
equating the pressure due to electric stress and the pressure due to surface tension. 
This maximum charge is known as the Rayleigh charge limit is given by 
qR=8; r 
(-c 
0 )'*d 
3 (2.27) 
where rdis the radius of the droplet 
For a spherical droplet with a volume of 
mass ratio of q) 
M Rayleigh 
zrd 3 this gives a maximum charge to 3 
6(co r)1/2 (2.28) 
Prd 
3/2 
Experimental results [36][74-76] show that the charge on droplets from an 
electrospray in the cone-jet mode are roughly half the Rayleigh limit. Pfeifer and 
Hendricks [76] showed that charge to mass ratios of electrosprayed droplets were 
similar to those predicted by an energy minimisation model. This model assumes the 
total energy of a system of droplets is the sum of the electrostatic 
2 
q 
8meo rd 
where q is the charge on the droplet 
and surface energies 
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(2.29) 
4)rýrd2 (2.30) 
of the individual droplets. The kinetic energy and the interparticle energies are 
assumed negligible. The model gives the minimum energy with respect to drop 
radius as 
-q- = 
3(lco r)1/2 
(2-31) 
M)min Prd 
3/2 
Which is exactly half the Rayleigh limit. 
As mentioned earlier, the break-up of the liquid jet in the cone-jet mode results in the 
production of charged droplets. The size distribution of these droplets is generally 
bimodal with larger primary droplets and smaller secondary droplets and in some 
cases even smaller satellite droplets. The size distribution of the primary and 
secondary droplets reduces with flow rate [ 12] [55] [56] [75] [77]. 
Since the charge on these droplets resides on the surface, the charge to mass ratio of 
these droplets will vary with volume. The smallest droplets, having the largest 
surface area per volume, will thus have the largest charge to mass ratio. This 
variation in charge to mass ratio results in a segregation in the spray, with the 
smallest droplets residing at the spray periphery and the larger droplets in the spray 
core [69][75][78]. 
Spray Potential 
Since the spray consists of charged droplets the space charge due to these droplets 
results in a potential. F. de la Mora [45] modelled this spray potential by an extension 
of Taylor's theory to include a line of charge on axis of the cone with a charge 
density proportional to rO. 5 and determined that is was inversely proportional to rO. 
5 
similar to Taylor's cone potential. F. de la Mora found that the semi cone angle a 
must always be smaller than aTwhen the charge emitted is of the same polarity as 
the charge on the cone. His model assumes the spray cone is emitted from the apex 
of the fluid cone and that droplet inertia is insignificant (i. e. small droplets), 
however, it does not appear to take into account the effect of hydrodynamic pressure 
on the cone shape. 
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2.6 Scaling Laws for cone-jet mode ES 
There is no universal theory that explains the various properties and transitions 
between the different ES modes described earlier in this chapter. An understanding 
of ES may be achieved by the examination of individual modes of operation and the 
properties therein. While the majority of ES modes are unstable and thus difficult to 
analyse, the cone-jet mode offers a great opportunity in understanding the mechanics 
of the system due to its high stability. Despite this, there are still some fundamental 
questions about the driving processes of this ES mode which remain unanswered. 
This arises due to the shear complexity of the system and the number of parameters 
which play an important role in the electrospraying process i. e. the fluid properties: 
conductivity K, viscosity g mass density p, and relative permittivity C,; the 
electrostatic properties: applied voltage V,, pp, emitter and grid geometry; and the flow 
rate Q. By way of understanding the effects of the various parameters on cone-jet 
spray properties previous researchers in this field have found it useful to employ 
scaling laws for the various characteristic parameters of the system, i. e. the spray 
current, I, and the emitted droplet diameter, 2rd. 
In the 1960's Pfeifer and Hendricks presented scaling laws for both current and 
emitted droplet size of ES in the cone-jet mode. 
47r 
3 
(97)2 e05 
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(KE3 
4 
(2.32) ý7 Q7 
Er 
where E is the applied field strength 
2 
7 
3'er 2 (2.33) 
rd : -- 
47rEo-2 KE 
These laws are based the assumption that the energy minimisation principle of 
Vonnegut and Neubauer holds for the emitted spray, which remains unproven. 
The main investigations of scaling have been undertaken by F. de la Mora of Yale 
USA [2][77] and Gafian-Calvo of Seville Spain [3] in the 1990's. The two 
approaches, employed by these authors, of determining scaling laws are: an empirical 
data fitting method and a one-dimensional model of the jet region. Both methods, 
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coupled with dimensional analysis, have Produced a variety of laws. Numerical 
models presented by Hartman [25] Higuera [58] and Yan [79] also provide some 
insight into the physics of cone-jet electrosprays. 
Current Scaling 
The emitted spray current scaling is probably the most widely researched aspects of 
the cone-jet mode electrospray due to the apparent relative ease of parameter 
measurement, described in chapter 3. Using experimental data obtained from 
spraying various fluids (K range 5xI 0-5 S/M __> 0.83S/m) F. de la Mora [21 observed 
the relatively simple power law relationship between total emitted spray current, 
and flow rate, Q, in the cone-jet regime 
I ,, c (2.34) 
He emphasised the fact that this simple scaling was indicative of a simple charge 
transfer mechanism, which would make the problem of understanding electrosprays 
much more tractable. 
F. de la Mora showed that when the flow through the cone is modelled as a sink 
flow, the normal electric field to the fluid surface is given by Taylor's solution and if 
the internal normal electric field is assumed negligible the asymptote of the surface 
current toward the apex of the cone scales as 
is 
=> I*-- 
KýQ 
0.5 
(2.35) 
Er 
Experimental analysis revealed that the total spray current measured, I, scaled with 
the asymptotic surface current, I*. F. de la Mora also found that this scaling was 
sensitive to fluid perinittivity. His data collapsed onto a single line when a function, 
(see figure 2.13), of the fluid relative permittivity, e, was incorporated into his 
original scaling law i. e.: 
I oc fdlm ('Cr )QO, 5 (2.36) 
Gaiian-Calvo[80] presented a one dimensional model of the jet and using non 
dimensionalised balance equations of: mass, momentum, charge, capillary balance 
across the fluid interface and inner and outer electric fields. He determined a current 
scaling of - QO. 5' similar to F. de la Mora's, but with a different dependence on fluid 
permittivity. Gaiian-Calvo's one-dimensional jet model assumes a flat velocity 
46 
profile and conduction through the bulk fluid is of the same order as conduction by 
surface charge convection. The model is therefore only valid for high viscosity, high 
conductivity fluids. 
I oc fG-C (or )QO*5 (2.37) 
wherefG-c(E, ) is given by 
fG-C 6.46er'v (2.38) 
Chen and Pui [81] conducted an experimental study to determine the effect of fluid 
permittivity on the scaling laws for cone-jet spray mode. Using various solvents, 
with relative permittivities ranging from 12.51 to 182.4, they determined an 
alternative form for the permittivity function: 
-Y6 (2.39) fC-P 
("r ) 
=-449 - 0.2 l'ýýr + 157Cr"' + 336 
Cr 6 
By way of an explanation for the varying forms of the permittivity function, Chen 
and Pui suggest that since the majority of the current at the apex is most likely 
carried by the bulk conduction current the mobility of the charged species becomes 
important. Since the various studies involved have used different ionic species this 
may account for the apparent difference in permittivity function [811. 
In a later paper Gafian-Calvo [591 gave an alternative scaling for current based on a 
linear asymptotic analysis 
-I 
QKr 
2 (2.40) 
I=4.25 1 
_ln(QIQO)2 
This analytical result suggests that the current, I, is independent of liquid 
pern-fittivity, -F,, however it appears to be sensitive to the ratio 
QlQo, where Q0 is a 
characteristic flow rate given by 
Qo Xr-cQ 
PK 
Viscosity effects 
(2.41) 
Both F. de la Mora and Gafian-Calvo define a dimensionless viscosity group 
fig 
Ku 3 
(2.42) 
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de la Mora uses this viscosity group and experimental data to show that in the 
range 0.022 !ýHp!! ý 12 viscosity has a negligible effect on the emitted spray 
current. Gahan-Calvo extended the range of Flg to -45 to show that fluids in the low 
conductivity low viscosity range (high 1-1. ) scale differently. For low conductivity 
low viscosity solutions Gahan-Calvo found that the current scaling was of the form 
I 
c>c QO. 25 (2.43) 
He concluded that the viscosity and conductivity play an important role in the liquid 
jet acceleration, and thus the charge transfer mechanism in this region. For high 
viscosity, high conductivity fluids the velocity profile of the jet is flat, due to viscous 
diffusion, and charge is transferred at the same rate as the bulk fluid velocity. 
However, in less viscous and lower conductivity fluids the electrical tangential 
stresses on the fluid surface are not transferred so readily across the jet radius, 
resulting in the acceleration of a thin surface layer to a higher velocity relative to the 
bulk fluid. This gives a scaling of current with volumetric flow rate that differs from 
the previous case. 
Droplet size 
F. de la Mora [77] found that the droplet diameter, dd, was of the order of the charge 
relaxation length, r*, for high conductivity fluids giving 
dd := G(er)(Q"e)y3 (2.44) 
where G(. e, ) is of the order of unity and has been determined experimentally to have 
a value in the range 0.36 -0.9[2][77] and r, is the electrical relaxation time given in 
equation 2.16. He also found that for lower conductivity fluids with lower viscosity 
the jet diameter, and hence the droplet diameter, scales with the inertial length R*. 
Again, as with the current scaling law Gafian-Calvo concludes from experimental 
work that there exist two scaling laws one for high conductivity and viscosity fluids 
where: dd ,Q 
Y3 
(2.45) 
(which agrees with F. de la Mora's scaling, however, Gafian-Calvo found that the 
function G(Cr ) Oc Er _Y6 ) 
and one for low conductivity low viscosity fluids: 
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dd - QY2 (2.46) 
A one-dimensional model of the jet region and the assumption that the charge per 
unit volume of the main droplets is determined by the Rayleigh limit backs up 
experimental results. 
Numerical models 
Hartman's numerical model [25], which incorporates physical geometrical 
parameters of the electrospray system and calculates the cone-jet shape, emitted 
current and droplet size, shows some similarities to the F. de la Mora and Gafian- 
Calvo models, in that the emitted current scales with flow rate to the half power. Like 
the second Gafian-Calvo model [59] there is a sensitivity of the exponent a to Q/ Qo 
which resolves as a sensitivity to conductivity. However, this sensitivity is the 
reverse of that seen in the Gafian-Calvo model [59]. Hartman's model is 
complemented by experimental data, additionally the trends seen in the Hartman data 
are similar to trends observed in experiments conducted during this work (see 
chapter 5) 
Yan [79] presents a numerical model with liquid properties and electrode 
configuration as input parameters and based on a two dimensional axi-symmetric 
model of the flow and electric fields. The model calculates the cone and jet shape, 
the electric fields and the surface charge density. 
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2.7 Qw,, explanation 
Several authors have noted the existence of a minimum flow rate, Q,, i,, below which 
a stable cone-jet cannot be achieved. The exact scaling of Qi, is in contention 
owing to the difficulty in achieving and measuring this condition. However, the two 
main relationships for Q,, i, are given respectively by F. de la Mora [2] and Gafian- 
Calvo [31 as 
(QnÜn )DLM 
- 
CrC07 (2.47) 
Kp 
and 
(Qnün)G-C - 
(Er - COY (2.48) 
Kp 
The physical explanation for the existence of Q, j, has evaded explanation however 
examination of the maximum charge to mass ratio attainable, limited by the charge 
density of the solution, would appear to offer an explanation [2]. 
The maximum possible intrinsic current for an ES solution at a given flow rate can 
be estimated from the number of ions in solution and is given by: 
, 
max =eNACMQ (2.49) 
Where e is the charge on an electron, NAis Avogadro's number, Cm is the molarity of 
the electrolyte in solution and Q is the volumetric flow rate. A limit on this 
maximum intrinsic current occurs due to ion association. When the concentration of 
the electrolyte is high or the relative electrical permittivity of the solvent is low, the 
ions in solution can associate as ion pairs, which effectively neutralises their charge. 
In this case the maximum intrinsic current is given as: 
, 
max = eNA XM 
where ýis the Arrhenius degree of dissociation. 
(2.50) 
It is clear from equation 2.50 that the maximum available current is directly 
proportional to the flow rate, while all the scaling laws suggest the current through 
the cone is proportional to the flow rate Q to some Power, illustrated by equation 
2.34 (where the power is of the order of 0.5). Since both these functions go though 
the origin this would suggest there is a point where they intersect. This point of 
intersection has been put forward as a possible reason for minimum flow rate, since 
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the electrochemical system can no longer generate sufficient current for cone-jet 
emission. However, this hypothesis remains to be tested, and there are added 
complications presented by injection of charge from electrochemical reactions other 
than those associated with the electrolyte in solution or increased solution 
conductivity due to the Wein effect. The Wein effect occurs when high potential 
gradients are present enhancing dissociation of ions pairs and increasing ion 
mobility. 
Sununary 
Clearly there is still some uncertainty as to the exact nature of the scaling laws for ES 
in the cone-jet mode. Both the F. de la Mora and earlier Gafian-Calvo models give 
the spray current as a function of flow rate to the half power and both show a 
sensitivity to permittivity. However, the nature of the sensitivity to permittivity is 
different. This difference appears in part due to the parameters used in the 
dimensional analysis. Chen and Pui also ascribe this difference to the varying ionic 
compounds used in the experimental work. In Gafian-Calvo's later model and the 
numerical model of Hartman the sensitivity to fluid permittivity is superseded by a 
sensitivity to conductivity. It is clear from this that care must be taken in the 
interpretation of the various scaling laws for both current and droplet diameter. The 
use of certain parameters such as conductivity and permittivity, which appear on one 
level to accurately characterise the system, ignore some basic properties of the ion 
solvent system. 
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Chapter 3 
Experimental Methods 
3.1 Methodology 
The primary objective of this work is to obtain an improved understanding of the 
characteristics and behaviour of electrospraying in high vacuum. The investigation of 
electrosPrays under vacuum conditions will give a better understanding of 
electrosPray (ES) dynamics, as there is no interaction between the spray and the 
surrounding atmosphere. To achieve this goal some of the fundamental properties of 
the electrospray are measured. As seen from the analysis of the scaling laws in 
chapter 2, the most important spray parameters in electrospraying in the cone-jet 
mode are: the spray current I, the fluid flow rate, Q, and the droplet diameter dd. 
Other spray parameters that can give an insight into the mechanisms involved in 
electrospraying are: the semi cone angle, a, the spray angle, )6, and the jet length, Lj. 
These parameters are of particular importance in the design of micro-fabricated 
colloid thrusters due to the tight geometrical constraints produced by the small 
geometries involved. 
3.2 Electrospray apparatus 
Figure 3.1 shows the experimental layout for the ES apparatus. The main 
components of this are: a vacuum spray chamber, a fluid reservoir and fluid feed 
system, an emitter grid system, a high voltage power supply to maintain the electric 
field required for spraying, a pair of pressure transducers for flow rate measurement, 
a pair of opto-isolated arnmeters for spray current measurement and a CCD camera 
with zoom lens for spray imaging. 
Vacuum system 
A spray chamber consisting of a DN 100 CF six way cross from Cabum MDC with 
view ports on opposing sides, for spray visualisation, was used in this study. A turbo 
molecular pump (TMP) from Seiko was attached to the base of the cross in series 
with a rotary vane pump (RVP). The system was capable of achieving pressures 
down to 10-7 mbar, although whilst spraying the working pressures were of the order 
of 10-1 _10-4 mbar. These working pressures give a mean 
free path between 66mm - 
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660mm, which is between I-2 orders of magnitude larger than the significant 
geometry of the spray system. Thus it was assumed that interaction between the 
spray and the surrounding atmosphere was minimal. 
Fluid reservoir and feed system 
A DN40 four-way cross from Caburn MDC was used as a fluid reservoir. An RVP 
connected to one arm of this cross enabled the reservoir to be evacuated. An inlet 
valve on the opposing arm allowed the reservoir to be pressurised with up to an 
atmosphere of N2. The pressure in the reservoir was measured using a Bourdon gauge 
attached via a T-piece to the same arm as the RVP. An outlet valve on the base of the 
reservoir was attached to a capillary feed system, which allowed the fluid to flow 
into the spray chamber via a flow rate measurement system. A view port on the top 
of the reservoir allowed the fluid level to be monitored. 
Emitter-grid arrangement 
The electrospray emitter used was a stainless steel capillary supplied by Coopers 
needle works. It has a right circular cross section with an inside diameter of 
0.305mm. and an outside diameter of 0.560mm. The emitter was mounted in a 1/16" 
stainless steel bulkhead union from SGE and sealed using a SilTite aluminium 
ferrule. The union was then secured in a PTFE holder and mounted in an optical 
mounting block on insulating rods, figure 3.2 shows a schematic of this system. 
A grid electrode, consisting of a 20mm diameter stainless steel disk with a 6mm 
central aperture was mounted in an insulating PTFE holder. This insulation 
minimised the attraction of the spray to the reverse of the electrode. The PTFE holder 
was mounted in an optical mounting block on insulating rods and positioned at an 
appropriate distance. For the experiments reported in this thesis the distance between 
the front face of the grid and the emitter was 3mm. An earth tag was bored into the 
top of the grid through the PTFE holder (see figure 3.2), this was then taped over 
with insulating tape to avoid influencing the spray field structure. 
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High voltage power supply 
The high voltage power supply (HVPS) used was a Canberra model 3105 with a 
range of +/-5kV. This was connected in the positive mode to the stainless steel 
capillary via a tag connected to the SGE union (see figure 3.2). 
Flow rate measurement 
The volumetric flow rate of the electrospray fluid through the system is an important 
parameter in electrospraying. As seen from the scaling laws described in chapter 2 
the significant spray properties, spray current and droplet size, are both a function of 
flow rate. 
No active methods were used to control the flow rate in the ES experiments 
conducted during this work. To change the flow rate therefore, the pressure 
difference between the fluid reservoir and the spray chamber was varied. It has been 
well established that the cone shape is dependant on the applied voltage. As a result 
of this dependence the approach taken was that the flow rate must be measured 
directly during spraying rather than relying on methods simply dependent upon the 
pressure difference between the liquid head pressure, and the chamber vacuum 
pressure. This has the additional advantage that the effect of voltage on flow rate and 
spray properties may be determined. 
While the work of F. de la Mora [2] and Gafian-Calvo [3] on minimum flow rates 
I Y2 
for ES in the cone jet mode may disagree by a term of order Er2, they do 
predict, typically within an order of magnitude, a range for this value. Clearly for low 
permittivity fluids the two values converge. For the modest conductivity solutions of 
TEG + Nal used in the ES experiments herein, the minimum flow rates predicted by 
the F. de la Mora and Gafian-Calvo models are of the order of I nUs. The 
measurement of flow rates to the order of InUs, in a vacuum system as used 
in the 
ES experiments, is especially challenging. In this context both the vacuum conditions 
and the small geometry of the ES system (gm scale), present serious 
interfacing 
problems. 
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There are a number of methods potentially available for mass flow measurement. In 
steady flow, measuring the gradients of various flow properties of either pressure or 
temperature can be used. An alternative is measuring the velocity of objects within 
the flow (flow visualisation). 
One method of flow visualisation, used to determine flow rate, employed by previous 
researchers [2] [82], is the injection of a small bubble into the flow line. The velocity 
of this bubble may then be measured and flow rate inferred from the geometry of the 
system. However, the bubble method cannot easily be conducted online due to 
disruption of the spray by the bubble as it arrives at the Taylor cone. Other flow 
visualisation methods such as seeding the fluid with visible particles present 
problems since the dimensions of the system are small and there is the potential for 
blockage of the capillary tubing. In both these visualisation methods there are also 
difficulties in resolving the small bubbles/ Particles and their velocities accurately. 
An additional problem for vacuum systems encountered in the bubble injection 
method is the difficulty in successful injection of a single low volume bubble into the 
system. The bubble is also subject to expansion through the system that can result in 
measurement errors. 
The use of thermal gradients within the flow, which are proportional to mass flow 
rate, was also found to be impracticable as the maximum accuracy available for such 
systems is of the order of 60nUs which is almost two orders of magnitude higher 
than required [83] [84]. 
One of the most commonly used general methods of flow rate determination is the 
pressure drop along a flow line. One of the critical problems with this method, 
however, is that it involves measuring the pressure difference across the meniscus of 
the cone-jet system as illustrated in figure 3.3a . If only the supply pressure 
P, and 
chamber pressure P2 are measured in this manner, any variations in pressure 
difference due to variations in cone interface geometry will not be accounted for. The 
flow rate will therefore be subjected to an error dependent upon the variable 
interfacial pressure change. It is this method that has been adopted in many ES 
systems for example [53][82] and thus data reported therein does not address any 
sensitivity of flow rate to applied voltage. However, by measuring the pressure 
62 
difference at two points within the fluid supply line (see figure 3.3b) any variations 
in interface geometry are intrinsically accounted for. The differential pressure will 
still require calibration against mass flow rate, in order to give the relationship 
between flow rate and pressure drop. However this may be conducted off line since 
the online pressure drop along the pipe will be similar. 
Flow measurement system description 
A pair of Paroscientific Digiquartz pressure transducers were used to measure the 
pressure drop, AP along a section of capillary pipe. The transducers use a precision 
quartz crystal resonator in which the frequency of oscillation varies with pressure- 
induced stress. This frequency is output as a square wave signal, the period of which 
is proportional to the applied pressure. This signal is then integrated over a selectable 
period of time and output as an RS-232 signal. These transducers have an absolute 
accuracy of 0.01% full scale and a maximum resolution of Ippm at a sampling rate 
of ~lHz. The maximum pressure for the selected transducers is 1585 mbar. 
Since the system is set up to measure a differential pressure the transducer resolution 
becomes the pertinent quantity. The resolution of the transducers is dependent on the 
integration time of the signal. The longer the integration time the better the 
resolution. Optimal signal to noise for the configuration used was found for a 
sampling period of 0.7s. Under these conditions the noise level in the transducer 
system was found to be -0.05mbar. The interface between the transducer head and 
the fluid, whose pressure is to be determined, is via a short pipe filled with a buffer 
fluid of silicone oil (Dow Coming FS 1265); this is to protect the resonator head 
from 
chemical attack by the test fluids. As a result prior to use, the miscibility of 
TEG and 
this silicone oil buffer was tested. Contamination tests included 
in appendix A 
figures Al and A2 showed the two fluids to be immiscible. 
The flow pipe in which the pressure drop was measured, was a custom made glass 
lined capillary tube (GLT) from SGE. This tube consists of a single straight 
measurement section 150mm in length with an internal 
diameter of 0.3 mm and a 
tolerance of 0.29-0.33mm, with pressure tappings 25min 
from each end. At each 
pressure tapping there is a perpendicular section 
25mm long; to interface with the 
pressure transducers. 
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In a vacuum system it is desirable to limit the number of interfaces required as each 
interface must be sealed. Each of these present a potential leakage site for gas at 
atmospheric pressure to enter the system. The custom made it- piece (so called 
because of its shape) supplied by SGE offers the advantage of being fully integrated 
and thus minimising the number of seals and unions required. 
Assuming a fully developed Newtonian laminar flow through the capillary pipe the 
volumetric flow rate for a pipe with circular cross section is given by the Poiseuille 
equation 
m AP7d?. 
-=Q=- I 
to 8pL 
(3.1) 
Where th is the mass flow rate, pis the fluid mass density,, u is the fluid viscosity, Ri 
is the internal radius of the pipe section and AP is the pressure change along a length 
L of the pipe. Thus the pressure drop along a fixed length of pipe is directly 
proportional to the volumetric flow rate through the system (assuming steady flow), 
with the constant of proportionality dependent on the geometry of the system and the 
viscosity of the fluid. 
R4 
The quantity ' is known as the conductance, and is a measure of how easily the 
L 
flow can pass through the system. The smallest internal pipe diameter available from 
SGE was 0.3 mm. The conductance of the system was chosen to give a resolution of 
0.03nUs leading to a required pipe length of 100mm. 
For a given solvent the flow rate measurement system resolution is determined by the 
conductance of the system. Figure 3.4 shows how the flow rate resolution can be 
improved by reducing the conductance of the system. It can be seen from this figure 
that for a pipe with an internal diameter of 0.125mm and a length of 200mm the flow 
rate resolution can be improved to 0.003nUs. However the improvement in 
resolution results in a lower conductance for the system and thus higher driving 
pressures are required to achieve similar flow rates. Since the driving pressure is 
ultimately limited by atmospheric pressure the flow range is limited. 
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System setup 
For the flow rate to be determined accurately it is essential to remove any gases in 
the entire system. Such gas may arise through either trapped gas at any interface 
solid/liquid or liquid/liquid, or due to dissolved gas in the liquids. As noted 
previously the transducers are filled with a buffer fluid of silicone oil. A critical 
feature of the measurement procedure was therefore to establish a bubble free 
interface between this oil and the working fluid. This was achieved by first 
evacuating the entire feed system up to valve I (see figure 3.5) using a roughing 
pump (RVP). When the measured pressure in the feed system was below -5 x 10-3 
mbar, valve 1 was opened and valve 2 closed, thus filling the system with the 
working fluid. To minimise the second source of gas, the fluid was always degassed 
overnight, prior to filling the flow system. 
Pressure/Flow Rate calibration of transducers 
From equation 3.1 it may be seen that flow rate is linearly dependent on differential 
pressure, with the gradient proportional to fluid viscosity and geometric parameters 
of the system. A zero offset in this linear relationship arises from two sources: the 
height of the oilITEG interface, and the datum for the pressure transducers. The form 
of the relationship between differential pressure AP and flow rate Q is then given by: 
AP = ýQ +y (3.2) 
Due to variations in fluid viscosity and oil/TEG interface positions a mass flow rate 
th vs AP calibration was conducted after each set-up to obtain an accurate value for 
the slope, ý, and offset, X. The system was calibrated by collecting a fluid sample at a 
fixed flow rate for a given time while measuring and recording the differential 
pressure between the two transducers. 
The system used for flow calibration is shown in figure 3-6. This consisted of the 
flow measurement system together with a collection bottle. This bottle was purged 
with N2 to prevent uptake of water vapour into the highly hygroscopic TEG solution. 
The pressure/flow rate calibration of the transducers was carried out with the exit of 
the pipe network at atmospheric pressure. This exit condition reduces the evident 
complications in sample collection but in no way affects the absolute 
form of the 
calibration procedure, as is evident from equation 3.1. 
65 
A calibration procedure was initiated, with valve I open and valve 2 closed. The 
weight of the dry collection vessel was noted and the computer set to log the pressure 
values throughout the calibration. The N2 regulator valve was opened and a dry N2 
atmosphere maintained within the collection vessel. With the fluid reservoir set at a 
particular gravitational head, to provide a given flow rate, valve 2 was opened and 
the fluid was allowed to flow until it filled the capillary. Excess fluid, which was not 
collected, was then cleaned off the exit of the capillary pipe. The capillary exit was 
then placed in the collection vessel. By setting the pressure of N2in the collection 
vessel above atmospheric pressure, given the small head, the flow could be halted 
until the pressure was reduced, this helped achieve an accurate starting time. The N2 
pressure was reduced, and the start time noted as the time when the fluid meniscus 
reached the exit of the capillary. The fluid was allowed to flow for a sufficient time 
in order to collect a sample of 100mg or more. As the final drop was emitted from 
the exit of the capillary the N2pressure was increased until the fluid was seen to be 
receding up the capillary pipe and the end time was noted. The collection vessel was 
then sealed and the final weight of the collection vessel plus collected fluid was 
noted. This procedure was repeated for several flow rates. Figure 3.7 gives examples 
of the calibration data for the fluids used in these experiments. Due to the low vapour 
pressure of TEG evaporation loss from the fluid surface during long-term calibration 
tests was assumed negligible. However for more volatile solutions additional 
measures would be required to reduce errors due to fluid evaporation. 
At the low flow rates required, the fluid is emitted from the exit of the capillary pipe 
in drops. This results in a periodic change in the differential pressure measured. 
As 
the drop grows, the curvature of the drop changes; this results 
in a change in the 
capillary pressure across the interface. The sensitivity of the pressure transducers 
to 
this change in capillary pressure may be seen from the 
data displayed in figure 3.8. In 
order to obtain the flow rate driven pressure 
drop for a given flow rate, the 
pressure/time trace was integrated over the measurement 
interval, giving a time 
averaged pressure value for that flow rate. 
The accuracy of the mass balance was +/-O. lmg. 
Typical flow rates during 
electrospraying were of the order of lOnUs. 
It was deemed that the absolute 
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accuracy of these calibrations should be -0.3nUs. This then required an overall 
calibration time of -1 day for full calibration. Clearly improved accuracy could have 
been obtained by using a more accurate balance or increased sample collection time. 
The final characteristics of the flow rate measurement system as used are 
surnmarised in table 3.1. 
Table 3.1 Flow measurement system characteristics 
nt, ausolute accuracy 0.3 nUs 
resolution 0.03 nUs 
sample period 0.7s 
Current measurement 
The spray current may be measured by simply placing a flat plate, often screened to 
reduce noise interference on the signal, in the spray path and measuring the resulting 
current. However measuring the current in this manner can result in erroneous results 
if the entire spray is not collected on the plate. This may arise in a vacuum system 
where surrounding objects may attract some of the spray. Errors in current 
measurement may also arise due to back scattering of electrons when the positively 
charged ions impact upon the counter electrode. This may be minimised by placing a 
grid with a small retarding potential above the collector. However the conductivities 
of the solutions used in the experiments were low enough for ion emission to be 
insignificant. 
An alternative to measuring the current from the spray is to measure the current from 
the emitter. This gives a more accurate value as it gives the total current emitted from 
the cone, in a manner not susceptible to errors due to spray collection. A potential 
disadvantage of this method however is that now small current measurements may 
need to be taken at high voltage. 
A pair of optically isolated arnmeters with a current measurement range of -2.5RA to 
+2.5pA and an output of I mV/nA were developed by Karen Aplin of the Rutherford 
Appleton Laboratories (RAL) for use in this work. The system uses a voltage (V) to 
frequency (f) converter to convert the signal to an optical pulse, which is then 
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reconverted by a second stage f to V converter after the signal has been transmitted 
down an optical fibre. By doing this the signal on the high voltage side of the circuit 
is safely isolated from the computer which is used to log the current, I, values. A full 
report of this system is included in appendix B. 
It was found that the AD650 voltage to frequency converter used in the current 
measurement system was sensitive to temperature changes (see figure 3.9), which 
were particularly significant after initial power up as the chip was reaching thermal 
equilibrium (see figure 3.10). To avoid any errors in current measurement due to 
temperature changes the temperature of the chip in the receiver box (the f to V stage) 
was monitored using an AD590 two terminal temperature transducer. The ambient 
temperature of the V to f stage was also measured and the two readings were 
combined to give a temperature compensated current reading. 
Spray geometry measurement 
An optical system consisting of a telescopic zoom lens, a CCD camera and a frame 
grabber, was used to obtain spray images. The telescopic zoom lens was a 12x 
supplied by Navitar. Attached to the zoom lens was a 0.5x objective and a 2. Ox 
adapter. This optical arrangement provided a system magnification of 0.58x -7. Ox at 
a working distance of 165mm. The CCD camera used was a PULNiX TM1300. The 
CCD imager of this camera consists of an array of cells. Each cell in the array is 
6.7[tm 2. The active array area consists of 1300 cells horizontally and 1030 cells 
vertically. The CCD camera was attached to a Matrox 11 digital frame grabber via an 
IEEE 1394 interface cable. This frame grabber facilitated the acquisition of bitmap 
images using the Intellicam. software interface. Images were then measured using an 
image analysis program IA Lite from Aequitas. 
The telescopic lens has eight fixed zoom points. These points were calibrated and 
demonstrated to provide a linear increase in magnification with point value as shown 
in figure 3.11. The resolution of the system at each magnification set point was 
measured, using a USAF 1951 Resolution test chart and is given in table 3.2. 
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Table 3.2 Resolution of optical system 
Magnification set point Resolution ýtrn 
0.58 31 
1 14 
2 7 
3 5.5 
4 5 
5 4.4 
6 4 
7 3.5 
The cone-jet system was illuminated using a cold light source external to the 
chamber. Although illumination of both cone and spray is difficult, particularly so 
for the higher conductivity fluids, where the drop diameters are smaller, it was found 
that the best lighting situation is from behind with a glancing angle. 
Digital Logging 
Both the emitter current and the pressure transducer measurements were digitally 
logged using a Pentium III computer running Windows NT with LabVEEW v6 
installed. The outputs from the opto-isolated ammeters were connected to an NI- 
6023E A/D card, which, for the output range of the ammeters, gave a current 
resolution of 2.44nA and a maximum temporal resolution of 66.67kSamples/s. The 
pressure transducers were connected to the RS-232 port. 
A LabVIIEW program was written to record the data at a sampling frequency of I Hz. 
The initial current data output rate was 5kHz, this was time averaged to give aI Hz 
data output frequency. The initial pressure transducer data output rate was lHz the 
same as the sampling frequency of the logging program. 
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3.3 Electrospray Fluid 
Fluid properties 
When electrospraying, it is important to consider the properties of the fluid that is 
being sprayed and to choose fluids with properties that are conducive to 
electrospraying. The principal fluid properties that influence the electrospray are the 
interfacial surface tension, y, the electrical conductivity, K, relative electrical 
permittivity, E, and the viscosity, g. The fluid vapour pressure vp is also an important 
property when spraying into vacuum. The fluids used in electrosprays are generally a 
solution consisting of a base solvent doped with an ionic compound to increase the 
solvent conductivity. Alternative fluids such as ionic liquids and solid suspensions 
may also be used, however this work does not address these fluids. 
In electrospraying it is important for the fluid to have a low surface tension since the 
strength of the electric field needed to initiate a spray increases with increasing 
surface tension (see equation 2.2). 
The fluid should have a moderate electrical conductivity, since not only are the 
emitted current and minimum flow rate dependent on this quantity, but it has also 
been found that the growth rate of the capillary instabilities in the jet, and the drop 
size [29][85] are also a dependent on conductivity. For colloid thrusters a higher 
charge to mass ratio for the droplets results in larger thrust values at a fixed voltage 
(see equation 1.4). Fluids with higher conductivities produce smaller more highly 
charged drops i. e. higher charge to mass ratio. The high conductivity fluids are 
therefore most suitable for electrospray-based thrusters. 
The electrical permittivity provides a measure of the level of dopant that a solvent 
can accommodate. Thus permittivity provides a measure of the maximum 
conductivity achievable from a particular solvent. High permittivity is therefore 
desirable for thruster applications. 
The viscosity influences the ease with which the fluid flows through the capillary 
systems integral to ES systems. This research is contributing to a micro-fabricated 
colloid thruster design [86] in which microbore emitters, 
having dimensions in the 
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region of 10 gm occur. Hence viscosity is particularly important in this type of 
thruster design. 
Viscosity also plays a role in the jet break-up, as jets of more viscous fluids are much 
longer than their less viscous counterparts, due to viscous damping of the instabilities 
which initiate jet break-up. The size of droplets produced by the spray is also 
influenced by fluid viscosity [85]. Additionally in the solvent solute systems 
considered in this study the solvent viscosity has an effect on the solution 
conductivity. The frictional force on the solute molecular ions from the surrounding 
solvent may be estimated by Stoke's law and is directly proportional to viscosity. 
These frictional forces oppose the movement of the ions through the solvent thus 
reducing the solution conductivity. 
Of particular importance in vacuum electrospraying in general and in colloid 
thrusters in particular, is the vapour pressure of the liquid. This needs to be as low as 
is possible to prevent solvent evaporation. In solvent/solute systems this can be 
particularly problematic as solvent evaporation from the Taylor cone can result in the 
formation of solute precipitation, leading to blockage of the emitter capillary exit. 
Solvent evaporation can also lead to increased solution conductivity as the electrolyte 
concentration increases, this adds to the uncertainty in conductivity measurements. 
Fluid property measurement 
Conductivity 
The conductivities of the solutions were measured using a DC conductivity meter, 
having an accuracy of 2xlO-4S/m. The process for conductivity measurement was 
the following: after the solution had been degassed overnight, a sample of the fluid 
was collected from the fluid reservoir; the conductivity probe was then placed in the 
fluid sample and left for several minutes to reach thermal equilibrium; the 
conductivity of the fluid was then recorded. 
In each case the solvent used was triethylene glycol (TEG), doped with varying 
amounts of sodium iodide (Nal). The variation of conductivity with concentration 
is 
shown in figure 3.12. This data demonstrates the relationship 
between solute 
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concentration and solution conductivity, is linear up to a certain concentration. The 
limiting conductivity for TEG/Nal solutions was found to be -0.06S/m at Nal 
concentration of about 1.33mol/L. At this level of solute concentration the solution 
was saturated. A more stringent limiting factor on solution conductivity was found 
when the solution was exposed to vacuum conditions. It was found that for solutions 
of Nal concentrations above 0.35mol/L the Nal did indeed readily come out of 
solution as noted earlier. The frequent blocking of emitters by crystallized Nal made 
such solutions difficult to control. 
Additional data from a study (given in appendix C) on properties of TEG +Nal 
solutions, conducted by Steve Robertson of the Rutherford Appleton Laboratories 
and the author, show the effect of water absorption on solution conductivity. Figure 
CII in the report shows that conductivity increases with water content. Thus the 
measurement of the conductivity of the fluid in a degassed condition, with most of 
the water content removed, is essential for accurate values of actual spray 
conductivities. The final conductivity data for solutions used in the research reported 
in this thesis, for the parameters encountered, are summarised in table 3.3 
Table 3.3 TEG +NaI solution Conductivities 
Solution Nal Concentration 
[mol/L] 
Conductivity[S/ml 
SI 0.016 0.0025 
S2 0.038 0.005 
S3 0.083 0.01 
S4 0.129 0.016 
Viscosity 
Viscosity measurements of the TEG solutions were made using a standard 
Brookfield rotary viscometer in air. No attempt was made to degas the solutions 
before using the viscometer, and hence it may be anticipated that there may have 
been water vapour content due its take up with TEG. These data are plotted in figure 
3.13. These measurements may be compared with those, which were derived from 
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the gradient found in the calibration of the flow rate system. From this calibration 
data the viscosity may be written as: 
4 
8L 
(3.3) 
The experimental uncertainty in viscosity determined from the gradient of this flow 
calibration line is given as 
22 2-2 
+4 
Ri 
+ (3.4) 
Ri L 
The manufacturer's tolerance of the internal diameter of the pipe is quoted as 0.29- 
0.33mm and the pipe line measurement was estimated to be within +/- I mm. 
The comparison then between the Brookfield data and this derived viscosity may be 
seen in figure 3.13. Both data sets also show that the viscosity is sensitive to the 
concentration of Nal in solution. This data also suggests that the viscosity of the 
solution in air appears higher than the degassed solution. 
The viscosity of a liquid arises from the interaction between liquid molecules. This 
interaction is a function of molecular size and intermolecular attraction. In the case 
of polar molecules the weak van der Waals forces form part of this attraction. If the 
energy required to break these weak van der Waals bonds is AE then the viscosity 
may be expressed as 
exp 
(AE) (3.5) ýRTJ 
where R is the universal gas constant and T is the ambient temperature. 
Since water molecules are highly polar any absorbed water will result in an increase 
in liquid viscosity due to an increase in intermolecular attraction and thus increasing 
the force between adjacent planes of liquid. This offers an explanation as to why 
viscosity measurements made using the Brookfield Rotary viscometer in air, were 
higher than those of degassed solution. 
The effect of Nal concentration on viscosity may be attributed to solvated ions 
increasing intermolecular attraction within the solution. However the changes in 
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viscosity at the low values of concentration used in this study are minimal and thus 
the effect on spray properties is not appreciable. 
Base solvent properties 
Since the concentrations of Nal were relatively low, the bulk solvent properties of 
density, p, surface tension, y, electrical permittivity, & and vapour pressure, vp, were 
assumed to be close to those of the base solvent TEG. These bulk properties were 
taken from [87] and are tabulated in table 3.4 
Table 3.4 Properties of pure TEG 
Density, o, Surface tension, Relative Vapour pressure, vp, 
[k g/M3] [N/m] electrical [kPa] 
penmittivity & 
1123.5 0.0452 23.69 0.0002 
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Figure 3.5 Flow rate measurement system evacuation 
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Chapter 4 
Geometric Properties 
4.1 Introduction 
Knowledge of the effect of volumetric flow rate and applied voltage on the geometric 
properties of the cone-jet mode ES is particularly important for colloid thruster 
design due to the small geometries involved that impose tight geometrical constraints 
on full thruster system design [86]. Images of cone-jet ES were taken to detern-fine 
the effect of various parameters on the geometric properties such as cone length and 
shape, jet length and sen-ti spray angle of this mode of ES. The camera system and 
lighting used to obtain images has been described in chapter 3. 
4.2 Image analysis 
A typical ES cone-jet mode image is shown in figure 4.1. This clearly shows the 
overall structure of the cone-jet and spray. The objective of the image analysis was to 
define, in a methodical manner, the geometric properties as shown in the figure. This 
was achieved using edge detection image enhancement techniques. 
Image descriPtion 
The image acquisition system described in chapter 3 was capable of saving images as 
Bitmap, files. Bitmap images are made up of pixels in a grid. The pixel grid defines a 
one to one relationship with the cells on the CCD imager and thus the pixel 
resolution is given by cell size and zoom lens magnification. This pixel resolution, 
for the equipment used, is given in table 4.1. However the physical resolution of the 
system is limited by the optics as given in chapter 3 table 3.2, and is generally of the 
order of 2-3 pixels. 
Table 4.1 Pixel resolution 
Magnification 
point 
Actual 
Magnification 
Pixel 
Resolution [ýtrn] 
0.58 0.58 11.5 
1 0.98 6.9 
2 1.95 3.4 
3 2.94 2.3 
4 3.90 1.7 
5 4.86 1.4 
6 5.90 1.1 
7.00 1.0 
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Intensity plots 
Aequitas is an image analysis program, which allows the user to do some basic 
analysis operations. The 'measure lines' command allows the user to define a line 
one pixel in width and a user specified length. Various properties of this line are 
recorded by the program and can be output as a result. One of the most useful line 
properties recorded is the line 'profile', which gives a numerical intensity value (or 
grey level for monochrome images) at each pixel on the line. 
In order to partially automate the processing of the cone-jet images a macro was 
written, within the Aequitas program, to define a set of vertical lines at fixed 
intervals. The interval spacing was shortened around the transition regions from cone 
to jet and jet to spray, in order to increase the resolution at these critical locations. 
Figure 4.2 shows an example of one of these grids. Several grids were used to 
accommodate the varying cone geometries and image magnifications. Each intensity 
profile line was outputted as a data file. These data files were then imported into 
Excel using dynamic data exchange (DDE). The data was then plotted as a series of 
intensity plots at given x-wise positions. 
Figure 4.3 shows examples of these intensity plots at two locations on a cone-jet 
image. The first location, the blue line, is in the spray region of the image and shows 
a broad based high intensity region, which has a plateau at about 70 on the relative 
intensity scale. The second location, the red line, is near the jet region and exhibits a 
narrower based high intensity region. A gradient-based edge detection filter of these 
intensity plots was used in order to obtain the location and extent of the cone-jet and 
spray. 
Edge detection filtering of intensity plots 
Various image features can be identified by an examination of the variation in grey 
level with pixel position or grey level function i(y). A gradient function was defined 
in the following manner in order to detect edge features in the image. Taking a set of 
three adjacent pixels as in figure 4.4 the gradient G at i(y + 1) was determined by 
using the least squares method of linear regression 
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nj yi - (I yXj i) 
nE Y2 _ 
(E 
Y)2 
where n is the number of points in the set. 
(4.1) 
By varying the size, n, of the set the sensitivity to noise, of the differential, could be 
adjusted. Increasing the set size reduced noise sensitivity, however, this also resulted 
in a reduction in resolution. Several set sizes n=3,5,7 were used and the differentials 
obtained from the various set sizes were compared to accurately locate the peak 
values. Figure 4.5 plots the differential of the intensity function using set sizes of 3 
and 5. It is clear from this figure that the differential using 5 point set size is less 
sensitive to noise in the original i(y) curve. 
A zero gradient of the grey level function i(y) indicates a region of continuous 
intensity such as a continuous surface. A sharp gradient represents a region of rapid 
change in intensity, which would be expected at the edge of an object. By plotting 
the differential of the intensity curves, i*(y), the gradients at each y position were 
obtained, and edges were determined. The edge location was given as either a 
maximum, when moving from background to the cone-jet-spray structure, or a 
minimum value, when moving from the cone-jet-spray structure to the background, 
for the differential i"(y). Figure 4.5 shows this differential for a given intensity 
function i(y). 
Error in length and semi spray angle measurements 
The cone-jet is assumed to be an axi-symmetric cylindrical system. A schematic of 
this cylindrical system in given in figure 4.6, where the axis of rotation or the cone- 
jet-spray axis is given as the x-axis. In order to obtain a true image the optical axis 
needs to be perpendicular to the spray axis i. e. the angle 0, subtended between the 
optical axis and the y-axis, is zero. 
The imaging system was aligned to the y-axis of the emitter geometry, shown in 
figure 4.6, by zooming in to magnification point 3 and moving the imaging system 
until the length Lg shown in figure 4.7 was undetectable by eye. Using this method of 
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alignment the maximum deviation in angle 0 from the y-axis is - 1.5deg. The error in 
semi spray angle due to length foreshortening and image resolution is given by 
a tan(, g A, 8) -, 8 
where 8 is the semi-semi spray angle and 
(4.2) 
tan(fl + Afl) = 
0.01 + tan, 8 
(4.3) 
1.0103 
Figure 4.8 shows that the foreshortening in true length due to this incidence angle is 
below 0.1% of the true length, the actual error value is -0.03 % of the true length. 
4.3 Cone Shape 
Taylor's solution, given in chapter 2, identifies a direct balance of the surface forces 
of electric stress and surface tension. However, in a dynamic ES in cone-jet mode 
there is an additional force presented by the hydrodynamic pressure, which results in 
cone shapes that deviate from the static Taylor solution. A precise knowledge of the 
effect of the various parameters such as volumetric flow rate, applied voltage and 
solution conductivity on cone morphology can help in providing constraints on the 
modelling of the electric fields to which the spray system is exposed. Accurate 
modelling of these fields aids in the design of ion optics to focus the spray into a 
coherent beam for more efficient thruster systems. 
The cone length and the semi cone angle are the features used in this study to define 
the cone geometry. The cone length, L, is defined as the length between the emitter 
exit plane and the point of intersection of the cone profile curve on the cone axis. 
This is shown in a sketch in figure 4.9. Since the required cone shape generator, to 
mimic the cone shape observed in many of the conejet conditions investigated in 
this study, was not linear, the semi cone angle was taken as the tangent to the 
generator at the cone apex. Figure 4.10 shows a sketch of the how the semi cone 
angle was determined in these non-linear cases. 
Flow rate effects 
Figures 4.11 a-e show the effect of increasing volumetric flow rate on the observed 
cone length. Each of these figures is for a 
fixed voltage, for the four TEG + Nal 
solution conductivities tested for this study. 
It can be seen from these figures that the 
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cone length increases linearly with volumetric flow rate. It is therefore possible to 
use these figures to identify the effects of flow rate upon the cone shape. This 
increase in cone length may be understood as follows. As the flow rate increases the 
dynamic pressure, Pdynarrk, which is given by 
Pdynamic 
I 
ov 2 
2 
(4.4) 
also increases where v is the average fluid velocity and p is the fluid mass density. 
This dynamic pressure results in a 'stretching' of the fluid. The net effect of this is an 
increase in cone length with flow rate. 
Applied voltage effects 
Progressing from figures 4.11a to 4.1le the voltage is increasing from 3.2kV to 
4. OkV in 0.2kV steps. Whilst there is some scatter in each data set, it is apparent 
from these figures that, as noted previously, the cone length increases linearly with 
volumetric flow rate. However, this increase in cone length with flow rate appears 
more pronounced at lower applied voltages. Thus the gradient of the best fit lines for 
cone length L, to flow rate Q consistently decrease from a value of 3.82ýtnvnLs -1 at 
3.2kV to 1.19 gm/nLs-1 at 4. OkV. 
Figure 4.12 shows the effect of this increasing applied voltage on cone length in a 
different way, where now each curve is at a fixed flow rate, with the voltage 
increasing. It is clear from this figure that the cone length decreases monotonically, 
with a power law trend line fit, as the applied voltage increases. The increasing cone 
length results in an imbalance between capillary and electrostatic pressure. This 
effectively reduces the electrostatic pressure and an increase in applied voltage is 
required to redress this imbalance. Figure 4.13 shows how the cone shape tends 
towards the Taylor cone shape with a serni cone angle of aT= 49.3', as the applied 
voltage is increased. This may be explained by a reinforcement of the electrostatic 
surface forces, resulting from an increase in the electric field strength, due to higher 
applied voltages 
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Conductivity effects 
Referring back to figures 4.11 a-e, the cone length data trends include fluids having 
differing conductivities. It is clear from these figures that the general linear trend of 
increasing cone length with flow rate appears similar for all the solutions tested. 
Although there is almost an order of magnitude difference between the lowest 
conductivity solution at 0.0025S/m and the highest conductivity solution at 0.016S/m 
the overall effect of conductivity on cone length appears undetectable from these 
plots. 
The surface charge density for a fully electrically relaxed system is directly 
0 
proportional to the outside normal electric field En - This situation arises 
in a pure 
conductor. It also arises in the cone-jet system far upstream away from the cone 
apex, where the electrical relaxation time is much faster than the hydrodynamic time. 
Assuming the space charge effects from the charged spray are negligible, then this 
normal electric field is determined by the geometry of the cone and is proportional to 
the curvature of the cone surface. Thus if the cone shape remains similar for the 
different conductivity solutions it may be inferred that the surface charge will also be 
similar. 
Thus it may be concluded that since figures 4.11 a-e reveal no discernable difference 
in cone length with varying conductivities, that the surface charge at a given applied 
voltage and flow rate, is similar for all the solutions tested. 
4.4 Jet Length 
For the purpose of this study the effective jet length was defined as the length 
between the intersection of the spray boundary and cone boundary lines on the 
system centre line. This is illustrated in figure 4.14. This method of jet length 
definition assumes that the jet diameter is negligible in comparison to the jet length. 
Using F. de la Mora's [21 scaling of jet diameter with conductivity, as given in 
equation 2.44, suggests that for the jets under investigation in this study, the jet 
diameter is predicted to -1% of the actual jet lengths measured. In order to 
characterise the likely effect of jet diameter on jet length, defined in this way, figure 
4.14 shows as sketch of the effect of semi spray and semi cone angles on jet length 
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determination. If the jet radius is assumed to be of the order of O. OlLj where Lj is the 
length of the jet then the error in jet length can be determined from the spray and 
semi cone angles by the following expression 
(5T = i5l + o52 = 0.01L i 
(tan a+ tang) 
tan a tan, # 
(4.5) 
where cý- is the total error i5l is the error due to semi spray angle, 8 andg2is the error 
due to semi cone angle a. The semi spray angles in this study were found to range 
between 8 and 40 degrees and semi cone angles between 30 and 49 degrees. Using 
these values and the values for the predicted jet diameter, the error in jet length lies 
between 2 and 9%, with the highest error values for low conductivity solutions at low 
flow rates and high applied voltages. These errors clearly scale linearly with the 
assumed value for jet diameter. 
Stress Ratio 
As discussed in chapter 2, the break-up of the capillary jet emanating from the apex 
of the cone in the cone-jet mode of ES has 3 modes corresponding to increasing 
stress ratio. The axi-symmetric varicose mode occurring for stress ratios up to -0.3; 
the kink mode continues up to stress ratios of -1.5, above which the ramified jet 
mode begins. 
The stress ratio, given in equation 2.25, can be determined for the solutions and flow 
rates used in this study by assuming that the total emitter current is carried as surface 
charge on the jet prior to break-up. The current can then be related to the surface 
charge per unit area ain CM-2 by 
I= u21zrjvj (4.6) 
where vj is the velocity of the jet and may be given by The surface charge per 2 Kri 
unit area may be given as 
Iri 
2Q 
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(4.7) 
Thus, the stress ratio can then be given in terms of the jet diameter rj, emitter current 
I and volumetric flow rate Q as 
RES (4.8) 
8xo Q 
using F. de la Mora's scaling for the jet diameter 
ri =0.19r * =O. 1 -- 
0 (4.9) 9 Qce 
K 
The stress ratios are given for a range of flow rates from InUs to IOOnUs in table 
4.2. Examination of the stress ratios in table 4.2 reveals that the stress ratio does not, 
in general, exceed 0.3 which is the stress ratio given by Hartman [69] as the 
transition between the varicose and kink jet break-up modes. This suggests that the 
jet break-up mechanism in the cone-jet ES in this study may be modelled by the 
varicose mode given in equation 2.22. 
Table 4.2 stress ratiosfor solutions andflow rates tested 
Q[nL/sj 1 5 20 40 60 80 too 
K[S/m] RES RES RES RES RES RES RES 
0.0025 0.22 0.19 0.17 0.17 0.16 0.16 0.15 
0.005 0.24 0.19 0.15 0.14 0.13 0.13 0.12 
0.01 0.30 0.22 0.17 0.15 0.14 0.13 0.13 
0.016 0.31 0.23 0.18 0.16 0.15 0.14 0.13 
Flow rate effects 
The jet length is shown as a function of volumetric flow rate in figure 4.15. From this 
figure it is clear that there is a linear dependence of jet length on volumetric flow 
rate. This Property of increasing jet length with flow rate is an indication that the jet 
break-up mechanism is similar to that modelled by Rayleigh [62]. In the Rayleigh 
model, as described in chapter 2, axi-symmetric or varicose instabilities on the jet 
surface result in the uniform break-up of the jet. The wavelength with the fastest 
growth rate corresponds to a normalised wave number of 0.69 and the growth rate of 
this wave is proportional to the tenn 7. According to F. de la Mora [2] the jet 
Pri, 
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I 
radius for moderate to high conductivity solutions is proportional to the term 
Q (K 
Thus the growth rate should be proportional to 
IDQ 
(4.10) 
Thus the jet length, which is dictated by the growth rate of the varicose instability, 
and is indirectly proportional to this growth rate, should be proportional to the 
volumetric flow rate. A qualitative assessment of the experimental curves of figure 
4.15 reveals that they do exhibit a linear trend of increasing jet length with flow rate. 
Although Rayleigh's model is for an uncharged invicid jet it does help to highlight 
some of the characteristics of the jet break-up. 
Conductivity Effects 
From figure 4.15 it is observed that jet length appears to decrease with increasing 
solution conductivity. Equation 4.10 again illustrates that the maximum growth rates 
for the varicose break-up model of an uncharged jet increase with increasing 
solution conductivity. This demonstrates qualitatively the effect of conductivity on 
jet length. Where a higher instability growth rate indicates a shorter jet length. 
The effect of conductivity on jet break-up, from the Rayleigh model, is simply due to 
the decreasing jet diameter seen with increasing fluid conductivity. More complex 
models that include the effects of surface charge on the jet break-up have been given 
in [64][69][88]. However, for the moderate stress ratios -0.15-0.30 observed 
experimentally the Rayleigh model is more accessible. A qualitative analysis of the 
charge models reveals that for higher stress ratios the wavenumber of the dominant 
instability increases, as does its growth rate. This results in a further reduction in jet 
length and droplet diameter for higher conductivity jets. 
Voltage Effects 
No obvious effects of applied voltage on jet length were observed in the experiments 
conducted for this study. However the variations in stress ratios with applied voltage 
are negligible and as such a significant variation in jet length with applied voltage 
was not expected. 
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4.5 Semi spray angle 
Semi spray angle measurement 
The outer spray boundary points were determined from the image analysis outlined 
in section 4.1. A linear best fit line, using the least squares method, was then used to 
determine the rate of expansion of the outer spray boundary relative to the cone-jet 
system axis. This then gave the spray half-angle 8. For the higher conductivity 
solutions the boundary edge was more difficult to determine, since the droplets for 
these solutions were smaller. Indeed for the higher conductivity solutions the 
predicted drop diameters are smaller than the wavelength of the light used to 
illuminate the system and are thus difficult to detect. These smaller droplets 
segregate to the periphery of the spray and thus the uncertainty in semi spray angle 
measurement for higher conductivity solutions is greater. 
Beam spreading due to space-charge 
The semi spray angle arises due to the spreading of an initially collinear beam of 
charged particles. The self-repulsion exerted by the charged droplets of the beam, 
results in a diverging spray. In reality the examination of such spreading is extremely 
complex, due to the multi-dispersed charge to mass ratios and non-uniform potential. 
However, a simple spray model given in [82] and [89] helps to highlight some of the 
aspects of the spreading of a charged beam. The assumptions that the spray consists 
of droplets with a single charge to mass ratio in a uniform potential drift space, 
where there are no axial forces exerted on the spray, are made. The model then traces 
the trajectory of a charged particle in the spray periphery, by examining the equation 
of motion of such a particle, under the influence of the electric field generated by the 
rest of the particles in the spray. 
The equation of motion for such a particle is given as 
2 
r 
dt2 
(4.11) 
where r is the radial direction 
q is the charge to mass ratio of the particle and Eris 
M 
the radial field. This can be rewritten as 
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d2 r_ qE 
dz 2 mvz 2 
(4.12) 
where z is the axial direction and v, is the velocity in the axial direction due to the 
applied potential and is given as 
qv 
-s vz 2 Vs (4.13) 
and V, is the spray potential, where it is assumed spray potential V, is = Vpp 
The radial field is approximated by Gauss' law and is given as 
Er =11 2ze0v, r 
The result is a 2d order differential equation 
2 
r 
(4.15) 
dZ 2 
where the constant C is given by 
c=- qI 
3 (4.16) 2)uncovz 
The solution of this differential equation gives r as a function of z in the limit of large 
z and the semi spray angle is determined as 
r Vq Ir 
m m)T go ro 3 
tan tan --In (4.17) g, zM )rgov z ro 
where ro is the initial radius of the jet. In the limit the term In 
r 
tends to 6.9 as r is 
ro 
in the mm. scale and ro is in the in the gm scale. Thus the semi spray angle becomes 
m )r m Ecý 
3 tan-' 2.62 
FqI 
(4.18) 
m me v wz 
In figures 4.16a-d the semi spray angle, as predicted by equation 4.18, has been 
plotted alongside the optically measured semi spray angles from the cone-jet images. 
It is clear from these figures that although the model does exhibit some of the trends 
seen in the actual semi spray angle data, such as increasing semi spray angle with 
flow rate and conductivity, it fails to predict accurately the true semi spray angle 
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values. There are two competing mechanisms that result in the deviation of the 
model from the experimentally measured values. The first of these mechanisms is the 
reduction in break-up voltage below the applied capillary voltage. Voltage drop 
occurs in the cone-jet transition region and along the jet. This results in an axial 
velocity which is lower than the v, given in the model. This then results in an 
increase in semi spray anglefi, which is more significant both for higher conductivity 
solutions, where the charge to mass ratio is higher, and also at higher now rates, 
where the voltage drop is also higher. The second mechanism is the axial velocity 
component imparted to the particles, from the volumetric flow rate; resulting in a 
decrease in semi spray angle, while this is more significant for higher flow rates the 
effect is seen at lower flow rates, since the first mechanism is less dominant at low 
flow rates. 
The experimentally determined, semi spray angle with flow rate, for all conductivity 
fluids, is replotted in figure 4.17, with least squares best-fit linear trend lines. The 
correlation coefficient for each solution is -0.98, suggesting the data presents a good 
fit to a linear trend in the region investigated. The slopes of these trend lines are then 
plotted in figure 4.18, and this shows the sensitivity of semi spray angle to 
volumetric flow rate with conductivity. This data clearly demonstrates a semi spray 
angle increase with increasing conductivity, at a fixed applied voltage. 
Figure 4.19 shows the effect of applied voltage on semi spray angle for one of the 
solutions tested (the 0.0025S/m solution). It is clear from this figure that semi spray 
angle is a decreasing function of applied voltage. This is physically interpreted as an 
increase in axial velocity due to a higher potential at jet break-up. Another interesting 
feature of this plot is the trend of increasing sensitivity of semi spray angle to applied 
voltage with increasing flow rate. 
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4.6 Conclusions 
The shape of cone is determined by hydrodynamic pressure as well as the balance 
between electrostatic pressure and capillary pressure. The hydrodynamic pressure 
results in a 'stretching' of the fluid surface and consequently a weakening of the 
electrostatic pressure. Increasing the applied voltage restores the electrostatic 
pressure. 
The actual jet lengths have been measured optically for the first time. Simple 
analysis of these jets lengths revealed that the jet break-up mechanism must be 
similar to the Rayleigh break-up model given in equation 2.22. 
Higher conductivity solutions exhibit shorter jet lengths. From the Rayleigh model 
this may be explained as a symptom of reduced jet diameter of higher conductivity 
jets resulting in faster growth rates of the dominant instability. 
The semi spray angle, fi, was found to be an increasing function of flow rate and 
conductivity. A decrease in semi spray angle was also observed with increasing 
applied voltage. The spreading of the charged beam is extremely complex and not 
well characterised by the simple spray model given in [82] and [89]. 
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Figure 4.1 Features of cone-jet-spray image 
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Figure 4.6 Image orientation - cylindrical system 
Figure 4.7 Image system alignment 
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Figure 4.11c. Cone length as a function offlow rate for several solutions of TEG 
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Chapter 5 
ES current characteristics 
5.1 Introduction 
One of the most important spray properties of an ES is the spray current. For the 
application of ES in colloid thruster technology, it is of course the ratio of this 
current to the emitted mass that identifies a time averaged charge to mass ratio, 
which is related to the thrust (see equation 1.4). The current scaling models 
(discussed in chapter 2) of F. de la Mora and Gafian-Calvo aim to characterise this 
current in terms of the supplied volumetric flow rate, Q, and solution properties 
including conductivity, K, and relative permittivity, &. However, these models 
ascribe as negligible the effect of electrostatic conditions on the emitted spray 
current. These models also require empirical factors relating to fluid permittivity in 
order to collapse the experimental data onto the model calculated trends. 
The substantial volume of previously published experimental work conducted to 
corroborate these models has, in the main, been carried out under atmospheric 
conditions. Again, in the majority of experiments indirect, or off line, flow rate 
determination was adopted [2][53][82]. Limited experimental data, specifically 
focussed on comparison of spray current properties in varying background pressures 
is reported in [53][54], but only moderate vacuum conditions (~ 10-2 mbar [90]) were 
adopted. In an attempt to reduce electrostatic differences the researchers changed the 
applied voltage, to obtain geometrically similar cone structures to those obtained 
under atmospheric conditions, in order that spray characteristics might be compared 
[54]. It was concluded from that study, that the spray current in vacuum did not differ 
from that at atmospheric pressure, however the spray geometry was vastly different 
owing to interaction with background gas at atmospheric conditions. In contrast more 
recent but limited high vacuum (_ 10-3 mbar [90]) spraying data from Ku and Kim 
[91], has shown the emitted spray current is in fact sensitive to the applied voltage, 
with this effect increasing at higher flow rates. 
The experimental configuration adopted for data reported in this thesis permits 
unambiguous direct determination of flow rate, avoiding potential error sources in 
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the earlier data. The experiments and results described in this chapter therefore aim 
to characterise the effects of flow rate, Q, applied voltage, Vpp, and solution 
conductivity, K, on the ES current and to map the stability regime for the cone-jet 
mode over a range of solutions having similar thermo-physical properties. Four 
solutions were tested having different electrical conductivities. The results discussed 
in this chapter were obtained with the emitter grid system set up as described in 
chapter I 
The following methodology was adopted to obtain this data characterising the ES 
current flow rate relationship for the four solutions. Results were only recorded once 
a steady flow was achieved. This condition was obtained having set the fluid 
reservoir to a given fluid head above the emitter exit. To establish flow in the narrow 
bore capillary supply system some time was required to fill fully the entire system. 
After the fluid was observed to be flowing from the capillary for several minutes, the 
voltage was applied. The increase in applied voltage to the emitter, for this ES 
system, resulted in a predictable series of operational modes. The identifying features 
of these modes have been described in detail in chapter 2. The first mode to appear 
for the system was the enhanced dripping mode, when the applied voltage was about 
0.5kV. Since the spray direction was perpendicular to the gravitational field (i. e. 
horizontal) the enhanced dripping mode was characterised by fluid drops being 
drawn horizontally towards the extraction electrode. With increasing applied voltage 
the enhanced dripping increased in frequency and eventually gave way to the pulsed 
cone-jet mode; this occurred at about 200V below stable cone-jet onset voltage. The 
pulsed cone-jet mode was characterised by the pulsing of the system between a 
spraying cone-jet and non-spraying. With increasing applied voltage the pulsing 
frequency increased until it eventually stopped and the system had entered the stable 
cone-jet mode. The lowest voltage at which the stable cone-jet mode was achieved 
was labelled the cone-jet onset voltage, V, As mentioned in chapter 
2 there is a 
slight hysteresis in onset voltage thus the applied voltage was increased until a stable 
conejet was formed and then reduced until near onset, to obtain the 
lowest applied 
voltage for stable conejet mode onset. The voltage was then 
increased in steps of 
~100V with a time step of -1-2 min until multi-jet mode was obtained, when 
the 
time step for voltage increase was reduced to ~30sec. 
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5.2 General observations from I (V) trends 
The current values quoted in all tables and graphs in this section (unless otherwise 
stated) are time-averaged values, with time averaging over a period of between 30s 
and 2min. A typical current vs. time trace is shown in figure 5.1. 
Since the emitter is held at a positive high voltage with respect to ground potential 
the charge carrying species being sprayed is the positive ion in solution. This means 
that according to sign convention the current from the emitter to ground is negative. 
Thus on the current time trace of figure 5.1 a larger current is measured in the 
negative direction. The voltage, as indicated by the red line, was changed using a dial 
and the value recorded from the dial markings, which gave an error in applied 
voltage of +/-I OV. Since the voltage reading was not recorded by the automated data 
acquisition system used to record the current and flow rate , the values of voltages 
given on figure 5.1 are not real-time. However, the voltage values have been plotted 
concurrently with the real-time current data, to show the effective voltage level. This 
does not resolve the exact nature of any voltage transition regions but is adequate to 
describe the steady current regions. 
The initial current spike in figure 5.1, seen at time t=2min 25 sec, is due to the 
removal of the fluid drop, which forms on the end of the capillary prior to spraying. 
Once steady cone-jet mode has been established, at a time t=5min 25 sec, the current 
becomes steady. This steady current remains until the voltage is changed. From this 
trace it can also be seen that there is a current spike at each voltage step. To show 
these current spikes more clearly a subset of the data from figure 5.1 has been re- 
plotted on an expanded time scale in figure 5.2. This current spike can most probably 
be attributed to charging of the double layer at the solution electrode interface, and 
growth of the diffusion layer. 
Following the application of a potential step an electric field is established in the 
solution near the electrode surface. Free charges (ions), dipolar molecules and 
polarised atoms in solution, move due to the electrostatic driving force generated 
by 
this field. The net movement of charge results in an electric current. This current is 
initially large, but decays to zero in the order of a few hundred microseconds (the 
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exact decay time dependent on the system configuration). This current is known as 
the double layer charging current, since it is the charging current of the capacitive 
double layer at the solution electrode interface. The double layer is essentially the 
segregation of opposite charges across the solution electrode interface. 
Concurrently, with the double layer charging current, a faradaic current, due to 
charge transfer from electroactive species in solution (in the vicinity of the electrode) 
to the electrode, occurs. Initially the solution concentration close to the electrode is 
similar to that of the bulk solution. However, if an overvoltage is applied this enables 
an electrolysis reaction to occur. Reactant species near the electrode will undergo 
electrolysis and change the local concentration. This results in the formation of a 
concentration gradient perpendicular to the electrode surface. This layer of varying 
concentration is known as the diffusion layer. The diffusion layer grows with time as 
reactant species near the electrode are exhausted, and more reactant species diffuse 
towards the electrode from the bulk solution. This continues until a steady state 
diffusion layer is established. The faradaic current is proportional to the diffusion 
rate of the reactant species and inversely proportional to the diffusion layer thickness. 
Thus, as the diffusion layer thickness grows the faradaic current decays until the 
diffusion layer reaches its steady state value. The longest timescale for this current 
decay is of the order of 10s. 
Both these transient current sources contribute to the initial current spike seen when a 
potential step is applied. Figure 5.3 shows how both the double layer charging 
current and the faradaic current combine to give the total current which exhibits an 
initial transient current spike that decays to a steady state value, as observed in figure 
5.2. 
In the following sections, results refer only to data recorded under steady state 
conditions. Thus the reported data, using the data acquisition system noted in chapter 
3, was time averaged after at least 10s had elapsed following a voltage change. 
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5.3 Stability regimes 
Steady flow rate ES current data was averaged from data samples averaged over 60s. 
These time-averaged current values obtained are plotted against the applied voltage, 
to give a current voltage trend for each solution at fixed flow rates. A sample of a 
typical current voltage trend at a fixed flow rate is shown in figure 5.4. The low 
voltage trend shows a generally linear increase in current with applied voltage. In 
this region the ES is in stable cone-jet mode. At the voltage point, where the current 
rapidly increases with applied voltage, -4.4kV in figure 5.4, the ES has entered 
multi-jet mode. As the voltage is further increased, increasing numbers of jets 
appear; the number of jets observed is given in brackets beside each point in the 
multi-jet regime. 
The current voltage trend was repeated for several different flow rates, within the 
stability range of the cone-jet mode i. e. below multi-jet mode. A stability map for 
each of the four test solutions, having different conductivities, was drawn up in order 
to identify current, voltage and flow rate parameters within which stability in the 
cone-jet mode is achieved. These stability maps are shown in figures 5.5a - d, and 
show in the Q-V space stability regions for the various modes observed, while 
electrospraying. These modes include the enhanced dripping, pulsed cone-jet, stable 
cone-jet and multi-jet modes. The exact onset voltages for the enhanced dripping and 
pulsed conejet modes were not recorded for all test conditions, however the 
transition region for these modes remained fairly constant, and are given 
schematically on the stability maps of figures 5.5 a-d. The exact values of the onset 
voltages for the cone-jet and multi-jet mode were recorded and are given on the 
stability map as lines RAand Rc respectively. An additional line, RB, marks the mid 
range voltage value between onset and pre multi-jet. 
The mapping of the cone-jet mode stability range was limited by the lowest 
measurable flow rate -I nUs, and the difficulty in attaining stable flow rates for these 
flows with the experimental system as set up. At the other end of the flow rate 
regime, the maximum flow rate was difficult to establish due to the short voltage 
range for which the cone-jet mode was stable. In the case of the 0.005S/m solution, 
achieving stable flow rates in the lower end of the spectrum proved extremely 
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difficult. This may be due to higher levels of absorbed water present in solution that 
was not removed under the vacuum of the fluid reservoir. This is also reflected in the 
higher viscosity that this solution demonstrated. As such, the stability maps do not 
map the entire flow rate stability domain of the cone-jet mode, they do however chart 
a large proportion of this stability domain, and reveal some interesting properties of 
the ES in the cone-jet mode and the stability characteristics. 
One of the main characteristics of the cone-jet mode stability region, for all the 
solutions tested, is the increase in onset voltage with flow rate. This may be due to an 
increased field strength required to attain stable cone-jet mode at higher flow rates, 
due to increased dynamic fluid pressure. However, the full mechanism behind this 
increase is yet to be understood, since theoretical models for onset voltage do not 
include dynamic pressure effects. From figures 5.5a-d it is clear that the onset 
voltages for all solutions appear to be in a similar range, between 2.8 and 3.0 W, 
depending in the main on flow rate. Thus, it appears that the conductivity has a 
limited effect on onset voltage in the conductivity range tested i. e. between 0.0025 - 
0.016 S/m, which spans almost an order of magnitude. 
At the upper end of the cone-jet stability region, the flow rate appears to have less of 
an effect on the transition from cone-jet to multi-jet mode. This transition region 
appears to stay approximately uniform with flow rate. There does however appear to 
be some effect of solution conductivity on the transition voltage, unlike the onset 
voltage trends. Figure 5.6 shows a trend of decreasing onset to multi-jet mode 
voltage, with increasing conductivity, at similar flow rates. This reduction in 
required multi-jet onset voltage may be due to increased surface stress at lower field 
strengths, as a result of smaller jet diameters for higher conductivity solutions, and 
thus higher field strengths in the jet formation region. 
5.4 Effect of flow rate on IN curves 
Figure 5.7 plots the stability map for the O. OIS/m solution, in a different manner. In 
this figure the I(V) curves are given, for increasing flow rates. It is clear from this 
figure that the current is sensitive to the applied voltage, with the degree of this 
sensitivity increasing with increasing conductivity. In figure 5.8 the slope of the I(V) 
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trend, in the linear cone-jet region, has been plotted against the nominal flow rate, Q. 
Figure 5.8 illustrates that the sensitivity of the emitter current to applied voltage is 
more pronounced in the higher conductivity solutions, and increases with flow rate, 
this has also been observed by Gafian-Calvo in figure 2(a) of [3]. Various other 
researchers in this field have also noticed this effect [3] [34] [9 1 ]. However, due to the 
small stability range of the cone-jet ~ 250 V in ref [3] the effect on spray current was 
low -6-7% over the stability range. This relative sensitivity is thus not included in 
the models developed by F. de la Mora and Gafian-Calvo, discussed in chapter 2, and 
has therefore been ignored. However, the effect seen in the cone-jets in this study, 
with a voltage stability range of the order of 2kV, for a solution of 0.0 1 S/m, at a flow 
rate of 26nUs, was about 30% which is far more significant than previously seen and 
thus deserves further attention to understand the full extent of the influence of field 
strength on emitted current. 
5.5 Role of K, A. and Q in ES current scaling 
The general fonu of the current flow rate scaling laws given by F. de la Mora [2] and 
Gafian-Calvo [3] is 
I= Wa (5.1) 
Where the exponent a is given as a constant of value 0.5 and b is a function of the 
solution conductivity, K, surface tension, r, and electrical permittivity &a. These 
scaling laws are semi empirical, with the theoretical aspect assuming that the current 
scales with the surface current of a jet, with a one dimensional velocity profile. An 
alternative model from Gaflan-Calvo in [3], acknowledges the increased velocity of 
the jet surface, as a result of surface stresses, and finds the value of the exponent a as 
0.25. This model however, is only applicable to low conductivity low viscosity 
solutions, where the value H', ))1, where flý, is given in chapter 2 by the equation 
2.42. For the solutions used in this study, rl,, ~0.1, and thus the assumptions made 
in 
the low viscosity low conductivity model of Gafian-Calvo are inapplicable. 
in non-dimensional fonn, for the solutions used in this study, the F. 
de la Mora 
model is given as -12 
Q 
Ic Qo 
(5.2) 
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And the Gafian-Calvo model is given as 
I 
13.68 
Q 
-2 Ic Qo 
where 1 '60 
p 
and Qo = 
Xr'EO 
pK 
(5.3) 
Figure 5.9 shows both these non-dimensional equations along with the experimental 
data obtained for the four solutions used in this study. The regression coefficients for 
both the Gafian-Calvo and F. de la Mora models are given in table 5.1. 
Table 5.1 Regression coefficientsfor current scaling models 
Solution Conductivity [S/m] R2 Gaflan-Calvo model R2F. de la Mora model 
0.0160 0.948 0.917 
0.01 0.971 0.954 
0.005 0.977 0.994 
0.0025 0.998 0.990 
Although the models do appear to fit the experimental data reasonably as is 
illustrated by the regression coefficients these coefficients cannot be used on their 
own as a goodness of fit as they do not reveal the distribution of the experimental 
data about the regression line. Figures 5.1 Oa-d shows the distribution of the residuals 
about the experimental regression lines, and the Gafian-Calvo and F. de la Mora 
models of figure 5.9. It is clear that there are definite trends in the distribution about 
the Gafian-Calvo and F. de la Mora models, which leads to the conclusion that these 
models do not accurately represent the experimental data. 
From the stability maps shown in figures 5.5a-d it appears appropriate to define three 
broad regions of performance: RA- onset RB-mid range Rc- just prior to multi-jet. 
These regions are labelled in figures 5.5a-d. Data in these separate regions is plotted 
in a different manner in figure 5.11 a-d, where now the independent parameter is flow 
rate. The sequence of figure 5.11 a-d again refers to the four different solutions - The 
least squares best fit curves in figures 5.11 a-d show that I(Q) may be given by a 
power law fit where I ,,: Qa. The exponent values for the I(Q) curve of figures 
116 
5.11a-d are given in table 5.2. It is clear from this table that the experimental 
exponent values differ significantly from the theoretical value of 0.5 given in the 
Gafian-Calvo and F. de la Mora models. There also appears to be some dependence 
of the exponent values on the voltage and the solution conductivity. 
Table 5.2 Current as afunction offlow rate exponent values 
K [S/m] Region A Region B Region C 
0.0025 0.42+/- 0.01 0.46+/- 0.01 0.48+/- 0.02 
0.005 0.37+/- 0.03 0.42+/- 0.01 0.45+/- 0.04 
0.01 0.41+/- 0.02 0.42+/- 0.01 0.41+/- 0.02 
0.016 0.39+/- 0.02 0.41+/- 0.02 0.39+/- 0.01 
The other parameter having a significant influence on the magnitude of the spray 
current is the fluid conductivity, K The influence of this may be seen figure 5.12 
where the current obtained for the different solutions, is now shown as a function of 
K for several flow rates at fixed voltages. The data in figure 5.12 demonstrates I 
clearly that with increasing solution conductivity there is a significant increase in ES 
current. The relationship between ES current and conductivity is again given as a 
power law with the exponent that differs from the 0.5 given by both the F. de la Mora 
and Gafian-Calvo models. Also clear from figure 5.12 is that the I(K) exponent is a 
weak function of the flow rate with exponent increasing with decreasing flow rate. 
The conductivity of a solution is a function of the mobility of the charge carrying 
species and the number of charge carriers in a given volume and in general terms 
is 
given by 
K=Yuie e Pic 
(5.4) 
where ui is the mobility of the ionic species ej is the charge on the species and pi' 
is 
the number density of charge carriers. For a 1: 1 electrolyte this can 
be given as 
UFCM (5.5) 
Where U is the sum the mobilities of the positive u+ and negative u- species F 
is the 
Faraday constant and Cm is the molarity of the electrolyte in solution. 
In simple terms this shows that increased conductivity is a result of greater number 
of charge carriers (ions) available for charge transport. In the 
fluids used here the 
conductivity change is therefore a direct result of higher salt concentration. 
Figure 
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3.12 showed that for low electrolyte concentrations the mobility of the ionic species 
may be considered a constant and the conductivity of a solution can be given as a 
linear function of salt concentration. However, with greater numbers of ions present 
in solution, mobility is no longer constant due to the increased effects of ion-ion 
interaction. These ion-ion interactions have the effect of reducing the mobility of the 
ionic species in solution, which essentially reduces their charge transport efficiency 
and limits the solution conductivity. This effect is also illustrated in figure 3.12, 
where increase in solution concentration above -0.3 molar results in a limiting 
behaviour on solution conductivity. 
Chen and Pui in their JAS 1997 paper [811 note the varying electrical permittivity 
functions which have been determined to collapse the I(Q) curves for various 
solutions. They attribute the use of various different additives to control solution 
conductivity as one possible reason for these varying dependencies on electrical 
permittivity, different additives providing ions in solution with differing mobilities. 
They also note that since the total current through the system, as discussed in chapter 
2, is a sum of both the surface convection current and the bulk solution ohmic 
current, the ion mobility can have a significant effect on spray current. 
These factors suggest an alternative method of capturing the influence of 
conductivity in electrospray systems, which may avoid these difficulties, is to utilise 
the molar conductivity, A, The molar conductivity of a solution is defined as the 
conductivity divided by the salt concentration and is given as: 
Am -- 
K 
cm 
(5.6) 
Molar conductivity can be thought of as a measure the amount of current that can be 
carried by an ion. It can also be though of as a measure of the sum of the individual 
mobilities of the positive and negative ionic species of an ion couple in solution i. e. 
U. 
Although the experimental data for this thesis has a modest range of fluid properties, 
these may be combined with reported data from various other researchers to evaluate 
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broadly the effect of molar conductivity and hence ionic mobility on the emitted 
spray current. 
The data selected for inclusion from other researchers was based on organic solvents. 
Data that used water (H20) as a solvent was excluded because of the possible 
discrepancies caused by the unusual ion transport mechanism that can occur in water. 
Water is generally more easily dissociated than other solvents. The disassociation of 
water gives 
2H20 ýe--> H3o+ + OH- (5.7) 
Charge transport with H30+ and OH- ions results due to a mechanism known as the 
Grotthus mechanism [92]. This differs from the normal ion transport mechanism, 
since charge transport is a result of the rearrangement of bonds in long chain water 
molecules. The rupture of an O-H bond in H30+ and formation of a new O-H bond in 
an adjacent water molecule results in charge movement. Thus, in this transport 
mechanism the ion does not physically move through the solution and is therefore 
not subject to viscous forces and asymmetric effects of ionic atmosphere and 
electrophoretic effects, resulting from ion movement and interaction with 
surrounding solvent molecules. 
The data included in this study is from figure 8 of F. de la Mora's 1994 JFM paper 
[2], which shows a log -log plot of emitter current as a function of volumetric flow 
rate for various lithium chloride (LiCl) doped solvents, with varying concentrations 
of LiCl. The exponents of the I (Q) curves on this log-log plot were taken as the 
slope of a least squares line of best fit through the experimental points. 
Also included in this comparison is reported data from the low conductivity work of 
Hartman [25] using ethylene glycol (EG) as the solvent. The exact concentrations of 
LiCl used by Hartman were not reported in [25], however in the case of ethylene 
glycol the concentration could be interpolated from a conductivity LiCl 
concentration plot obtained from the F. de la Mora data. The molar conductivities for 
n-Butanol and Methanol the two other solvents used in the Hartman paper could not 
be determined as no available comparable data could be found for these solutions. 
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It must be noted that both the Hartman and F. de la Mora data was taken for sprays 
conducted under atmospheric pressure in air. F. de la Mora's research group 
concluded that the surrounding gas pressure has no effect on the current flow rate 
scaling [531 [541. However as discussed in chapter 2 methods employed by this 
group to obtain similar spray conditions may result in systematic errors that would 
not be accounted for in their measurement system. Thus it must be acknowledged 
that the comparison presented in this chapter comprises of several data sets under 
varying experimental conditions. 
Figure 5.13 shows a trend of I(Q) exponents vs. molar conductivity; this has been 
compiled from both the F. de la Mora paper [2] and the Hartman paper [25], 
alongside the data collected during the research for this thesis. This shows clearly 
that when spray properties are plotted as a function of molar conductivity there is a 
distinctive trend. The trend shows an increasing I(Q) exponent with increasing molar 
conductivity. The least squares best-fit line for the data is given as 
a=0.05 ILnA m+0.413 where a is the exponent value and A,, is the solution 
molar conductivity. The regression coefficient for this line is 0.925, which suggests a 
reasonable fit to experimental data. The exponent of the I(Q) curve can generally be 
thought of as a measure of the charge transfer efficiency of the conejet ES system. If 
the I(Q) exponent is I then all available dissociated charge is transferred. As the 
exponent decreases the system essentially becomes less efficient at transferring the 
available charge. The trend observed in figure 5.13 indicates that the charge transfer 
efficiency of the system is reduced with reducing electrical mobility of the charge 
carriers of the ionic species in solution. 
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5.6 Conclusions 
Dependence of I(V) and flow rate sensitivity 
A dependence of emitted spray current on applied voltage has been observed which 
is more significant (-30% over cone-jet mode stability range) than previously 
reported for systems where the emitted jet radius is much smaller than the emitter 
radius. F. de la Mora describes in [2] how the emitted spray becomes independent of 
electrostatic parameters with large conductivities where the jet diameter is much 
smaller than the emitter diameter and the cone generator becomes linear. However, 
for colloid thruster systems where smaller emitter diameters present much better 
operational characteristics the ratio between emitter diameter and jet diameter 
becomes smaller and such voltage current characteristics become significant. 
The I(V) dependence appears also to be sensitive to the volumetric flow rate. A 
greater increase in the sensitivity of the total current to applied voltage is observed 
with increasing flow rate. 
The current flow rate trends were found to exhibit a similar power law relationship to 
those observed in previous experimental work in this area. However, the exponent of 
the current flow rate trends were found to differ from those reported by F. de la Mora 
and Gafian-Calvo. There also appeared to be a dependence of the exponent on the 
applied voltage with an increasing exponent observed with increasing applied 
voltage. 
A study including data from previous researchers revealed the exponent of the 
current flow rate trends was sensitive to the molar conductivity of the sprayed 
solution with the observed power law taking the form 
I= b(KQ) (5.8) 
This study has shown for simple 1: 1 electrolyte solutions the charge carrier mobility 
plays an important role in the spray current flow rate scaling, which to date has 
been 
largely neglected. 
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Chapter 6 
Voltage effects on volumetric flow rate 
6.1 Introduction 
The unique feature of the experimental set-up described in chapter 3 is the ability of 
the system to measure the volumetric flow rate independently of source/sink 
conditions. That is to say, changes in volumetric flow rate can be detected, even 
though the nominal conditions (spray chw-nber and fluid reservoir pressure) remain 
the same. This system of on-line flow measurement allows for simultaneous real- 
time traces of both current and volumetric flow rate. Since data collection is 
synchronized a change in one parameter will be reflected as change in the other 
parameter, if they are interdependent. 
Figure 6.1 shows a sample of a real-time trace of volumetric flow rate and applied 
voltage for a nominal flow rate of 73nUs. The blue points show the volumetric flow 
rate raw data with a sample period of -Is, the green line shows the actual value of 
the applied voltage and the red line shows the applied voltage status i. e. on or off. 
The applied voltage values were not recorded automatically by the data acquisition 
system, rather they were noted down from the dial on the voltage source against the 
PC system time, as and when the applied voltage was changed. Several gaps appear 
in the absolute value of applied voltage with time. These gaps occur because, during 
these times the operator was continuously changing the applied voltage in order to 
achieve onset conditions. However, observation of the applied voltage status (red 
line) in figure 6.1 shows that after a test elapse time of about 14 minutes, the applied 
voltage was turned on and a corresponding change in flow rate is observed. A return 
to nominal flow rate conditions is seen upon termination of the applied voltage, after 
a time of approximately I minute has elapsed from the initial voltage switch on. This 
jump in flow rate, with applied voltage initiation, may again be observed at 
approximately 31 minutes, this is followed by a trend of increasing flow rate with 
applied voltage as the voltage is increased (plotted as a green line). From this and 
other similar traces it was apparent that there was an observable dependence of 
measured volumetric flow rate on applied voltage, even though the source conditions 
remained unchanged. 
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In order to investigate this effect a large quantity of data was collected for different 
fluids, under varying flow rate conditions. Figure 6.2 is a plot for a single fluid with a 
conductivity of O. OIS/m, for a nominal low flow rate condition of -25nus, as 
affected by applied voltage. To obtain this trend the IHz sampled flow rates were 
averaged over a time interval of -1 minute, during which the applied voltage 
remained constant. Throughout this time the upstream pressure conditions remained 
constant. This figure shows that there is a clear dependence of the volumetric flow 
rate on the applied voltage. The least squares best-fit line along with the 95% 
confidence limits illustrate that the relationship between applied voltage and flow 
rate is consistent with a linear trend. A similar linear dependence of mass flow rate 
upon applied voltage was first noted in figure 13 of [5]. However, in that experiment 
the emitter used was an annular slit and the mass flow rate was measured using data 
from a time of flight (TOF) trace. The data presented here is first to measure 
continuously the absolute flow rate while spraying. 
More extensive data is shown in figure 6.3a-d. These plot the volumetric flow rate 
voltage trend, for a single solution, at several increasing nominal flow rates, in the 
flow rate range 4- 50nUs. It can be seen from the linear trend lines plotted on these 
graphs that the slope, dQ/dkV, for the lowest (4nUs) nominal flow rate trend is 
-0.82, but that this slope decreases to ~0.28 for the highest (50nus) nominal 
flow 
rate. This illustrates for a single fluid, with a conductivity of O. OIS/m, how the 
gradients of the volumetric flow rate voltage trends appear to be dependent on 
nominal flow magnitude. That is to say, there appears to be an increasing dependence 
of volumetric flow rate on applied voltage with decreasing nominal flow rate. 
Table 6.1 collects further experimental data obtained during this research ' 
and 
demonstrates similar trends for three of the solutions tested, having conductivities of 
0.016S/m, O. OIS/m and 0.0025S/m. This data is given for two different nominal 
volumetric flow rates: one high and one low. The high flow rate is nominally 50nUs 
and the low flow rate is nominally 25nUs. Again, as with the slopes of figures 
6.3a- 
d, the trend of increasing sensitivity of flow rate to applied voltage with 
decreasing 
nominal flow rate appears to be consistent for all the solutions tested. 
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Table 6.1 Trend of volumetricflow rate sensitivity to voltagefor three solutions 
of TEG + NaI with varying conductivity 
K [S/m] - dQ/dkV for nominal Q of 
25 +/- 5 nUs 
dQ/dkV for nominal Q of 
50 +/- 5 nUs 
0.0025 0.44 0.06 0.11 0.05 
0.01 0.47 0.07 0.18 0.04 
0.016 0.3 /-0.09 -- FO- 16+/-0.07 
As a way of quantifying the effect of applied voltage on volumetric flow rate figure 
6.4 gives a plot of the slopes of all the Q(V) curves, for all solutions tested, as a 
percentage of the nominal flow rate at which they were taken, against that nominal 
flow rate. By plotting the data in this manner the relative effect of applied voltage on 
volumetric flow rate may be assessed. It can be seen from this figure that there is an 
overall increasing sensitivity to applied voltage with decreasing flow rate, for all the 
solutions tested. The rate of increase appears to be logarithmic in nature. At low flow 
rates of the order of 4nlJs, the sensitivity tends towards a 25% change in flow rate 
per M This is clearly a significant change in flow rate with applied voltage at low 
flow rates. Since the spray current is proportional to flow rate, as discussed in 
chapter 2 and reported more fully in chapter 5, a 25% change in flow rate represents 
a 12% increase in spray current. The lowest flow rates achievable during these tests 
were an order of magnitude higher than the Q,, i,, as given by equation 2.1, for the 
highest conductivity solution tested. If the trend can be extrapolated to Q,, i, values 
the sensitivity of the flow rate to applied voltage would be higher than 100% per kV. 
This is the first report of such a noticeable effect of applied voltage upon flow rate. 
The remainder of this chapter therefore attempts to resolve the mechanism resulting 
in this sensitivity. Since the sensitivity is more pronounced at lower flow rates an 
understanding of the mechanisms driving this phenomenon are crucial particularly 
for colloid thrusters whose optimum operational envelope is in the low flow rate 
regime at or near minimum flow rate. 
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6.2 Evaporative Flow Explanation 
One potential mechanism for variation in flow rate through the jet with applied 
voltage is the effect of an evaporative flow, as suggested in [93]. In this model 
evaporation is assumed to be from the fluid meniscus, and the changes in the 
evaporation rate are due to the changing surface area of the cone with applied 
voltage. 
Figure 6.5 shows an illustration of the cone-jet system, with flow rates Qt,, Qj, t and 
Qevap illustrated. From this it can be established that the total flow rate at the emitter 
exit is a sum of the jet flow rate and any losses due to evaporation from the fluid 
surface i. e. 
Qtot -:: -- Qjet + Qevap (6.1) 
Evaporation occurs at the surface of liquid as molecules with the highest kinetic 
energy escape into the gas phase. This results in a loss of mass from the surface. The 
evaporation rate, from a given area, A, is given by the Langmuir equation [94] as 
dm M2 
(6.2) 
dt A= 
77vp 2), RT- 
where M is the molecular weight of the evaporating species vp is the vapour pressure 
of the fluid, T is the ambient temperature, R is the universal gas constant and 77 is 
constant between 0 and 1, which gives a measure of the return flux of the 
evaporating species to the fluid surface. In a vacuum, as in the experiments detailed 
in this thesis, there will be a maximum loss rate for a given temperature and hence 
there is no return flux and lr- 1- 
Equation 6.2 identifies the loss per unit area. To evaluate the total evaporative loss, 
the surface area available, for the solvent to leave by evaporation, must be identified 
as the voltage changes. It has been observed by several researchers, along with the 
work conducted for this thesis, that the electric field strength and hence the applied 
voltage has a significant effect on cone shape. These observations of cone-jet ES 
systems have revealed that the cone surface area decreases with increasing applied 
voltage [93][95]. Figure 6.6 shows the effect of applied voltage on cone shape 
for a 
solution of TEG +Nal with a conductivity of 0.01S/m, from a stainless steel emitter 
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with outside diameter of 560gm and inside diameter of 300gm. In figure 6.6 the 
voltage is increased progressively when going from 6.6a to 6.6f. It can clearly be 
seen from these images that as the applied voltage is increased, the ES cone length, 
defined from chapter 4 as the distance between the emitter exit plane and the 
effective cone apex, decreases. If the ES cone is modelled as a right circular cone, as 
in figure 6.7, then the surface area may be given as 
(6.3) SA = )rrcb 
V 
rcb 
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where rb is the cone base radius and h is the cone height. Equation 6.3 shows for a 
constant base area, i. e. rb is constant, the cone surface area scales with cone height, 
h. 
Using this assumption for area together with the actual measured cone lengths 
determined from the image analysis, the effective cone surface area for each fluid 
was calculated over a range of flow rates. The results of such analysis for one liquid 
(conductivity of 0.0 1 S/m), over a range of flow rates, are presented in figure 6.8. The 
flow rate range from which the images were taken spans an order of magnitude, from 
12nUs to 120nUs. Two general trends can be noted from this figure. Firstly an 
examination of the effect of voltage on surface area, at a fixed volumetric flow rate, 
reveals the cone surface area reduces with increasing applied voltage. The second 
trend may be observed by examining the curves at a fixed applied voltage. Here the 
surface area is seen to increase with increasing volumetric flow rate. If it is assumed 
that there is no significant change of fluid temperature with applied voltage, the 
evaporative loss from the fluid surface is then directly dependent on the magnitude of 
the surface area. Two general conclusions can be made from these observations. 
Firstly, that the evaporative flow rate should decrease as the applied voltage is 
increased. Secondly, the evaporative flow rate should increase as the nominal flow 
rate increases. 
Using one of the flow rates plotted in figure 6.8 (25nLJs), the physical properties for 
pure TEG (assuming an ambient temperature of 20'C) and the cone surface areas, 
calculated from equation 6.3, it is possible to calculate, from equation 6.2, the rate of 
loss due to evaporation from the cone as a function of applied voltage. The results of 
these calculations are shown in figure 6.9. Under these conditions it is apparent that 
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the evaporative flux is only of order 0.1 nUs, amounting to between 0.1 % and 1% of 
the total flow rate. The change in evaporative flow rate, over the voltage range 
plotted in this figure, is approximately half of this, being ~0.065 nUs. 
Figure 6.10 shows the change in measured flow rate with applied voltage, for the 
same nominal flow rate as for the data in figure 6.9, together with the change in 
expected evaporative flow rate. It can now be seen that the change in actual 
measured flow rate over the same voltage range as the calculated evaporative flow 
rate is an order of magnitude larger. This figure also highlights that the trend of 
increasing flow rate with voltage is directly counter to predictions that evaporation is 
the cause of flow rate sensitivity to applied voltage. 
Various uncertainties appear in the approximation of evaporative loss from the fluid 
surface due to assumptions made in the model. These include the effect of the 
addition of Nal on the vapour pressure of the solution, the effect of temperature on 
evaporation rate and errors in cone surface area estimation. 
a) Effect of solution vapour pressure 
It must be noted that the evaporative flow rate as calculated is for pure TEG, without 
the addition of the salt Nal. The addition of Nal would result in a depressed vapour 
pressure from that of the pure solvent, thus lowering the evaporative flow rate. 
b) Effect of temperature 
It can be seen from equation 6.2 that the evaporative mass flow rate is sensitive to the 
ambient temperature. At first it appears that the evaporative mass flow is inversely 
proportional the square root of the ambient temperature, however underlying this 
evaporation equation is the effect of temperature on vapour pressure. The vapour 
pressure of a liquid increases with the ambient temperature, since an increase in 
ambient temperature raises the kinetic energy of the fluid molecules allowing them to 
escape the fluid bulk more easily. The relationship between temperature and vapour 
pressure for pure TEG obtained experimentally [96] is 
loglo (vp) = 9.6396 - 
3726.2 (6.4) 
T 
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Two possible mechanisms that may cause the temperature of the fluid in the cone to 
rise or fall are Joule heating of the cone and evaporative cooling of the cone. Joule 
heating of the cone arises due to the resistance of the fluid in the cone to the current 
driven through the cone. Evaporative cooling of the cone results from the reduction 
in net kinetic energy of the molecules in the cone due to evaporation of the most 
energetic molecules from the surface of the cone. An estimate of the change in 
temperature of the cone due to both these effects can be obtained by determining the 
change in enthalpy of the cone. The change in temperature is related to change in 
enthalpy by 
AH = mcAT (6.5) 
where AH is the change in enthalpy AT is the change in temperature, m is the mass of 
the fluid in the cone and c is the specific heat capacity of the fluid. 
The change in enthalpy due to Joule heating can be estimated by: 
AH jH ::::::: Pr:: -- Vc IT 
Vol 
(6.6) 
Q 
where P is the power dissipated in the cone due to the electric resistance of the fluid 
in the cone, z' is the residence time of the liquid in the cone, V, is the voltage drop 
through the cone, ITis the total current through the cone, Vol is the volume of the 
cone and Q is the volumetric flow rate. 
Thus the change in temperature of the cone due to Joule heating is approximated by: 
AT - 
Vc IT 
CPQ 
(6.7) 
Van Berkel [50] noted that in the cone system that most of the voltage in the system,, 
96%-97% is dropped across the gap between the emitter and the counter electrode. 
This means that the actual voltage drop through the cone is of the order of 0.03-0.04 
V,, pp. Taking the values of V,, pp and Q used 
in the ES experiments conducted here, and 
the current values obtained, the maximum temperature change for any of the 
solutions at any flow rate was found to be A K. It is also assumed in this estimation 
of temperature change due to Joule heating that the current through the cone is purely 
ohmic and thus heating occurs as a result of resistance to current flow through the 
cone. However in the cone-jet system the current is not only due to ohmic conduction 
through the bulk solution there is also a convective current due to ionic species being 
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dragged along by the hydrodynamic flow as mentioned in chapter 2. This means that 
the actual Joule heating in the cone is less than estimated from this simple analysis. 
The extent of evaporative cooling on the cone can be given as 
AHevap LH Qevap 
AT 
mc CQ 
(6.8) 
where LHis the latent heat of vaporization for pure TEG. 
The maximum drop in temperature due to evaporative heat loss for the experimental 
values obtained again -lK. Thus by examining the evaporative loss from the cone 
over a temperature range of 18-22'C the effect of heat loss and heat gain can be 
accounted for. 
c) Effect of cone shape 
The actual cone generator is not linear, as in equation 6.3, but is more accurately 
described as a polynomial ax 2+ bx + c, as determined from the image analysis of 
cone geometry from chapter 4. This results in a difference between the actual surface 
area and the area estimated by the right circular cone model. An analysis of a case of 
moderate flow rate ~25nUs showed that, over a range of applied voltages, the 
maximum deviation of right circular cone model from the polynomial model is of the 
order of 20%. Thus the earlier calculations may also underestimate evaporative flow 
rate by this amount. However, as can be seen in figure 6.11, even with this correction 
in surface area the evaporative loss change over the given voltage range is still only 
of the order of 10-15% of the measured volumetric flow rate change over the same 
voltage range, in the temperature range of 18-22'C. 
In summary, the model assumptions adopted in figure 6.10 will generally result in an 
overestimate of the evaporative flow rate. However, this evaporative flow rate is an 
order of magnitude lower than the change in flow rate measured from the flow 
measurement system. It may therefore be concluded that changes in flow rate, caused 
by evaporation, can not be the principal driving mechanism for the observed 
sensitivity of flow rate to the applied voltage. 
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6.3 Effect of surface geometry on flow rate 
In the ES system used in this study the flow is driven by the pressure difference 
between the fluid reservoir, where the pressure is PREs, and the spray chamber where 
the pressure is Psc, (see figure 6.12) this pressure difference is given by 
AP,, =p RES -P SC (6.9) 
If the flow is assumed to be Newtonian, then at constant Reynolds number, the 
pressure difference AP may be related to the volumetric flow rate by 
APD C (6.10) 
C is a constant depending on the system geometry and the fluid viscosity. Included 
with the overall pressure difference there must be allowance made for the liquid 
gas/vacuum interface, which due to surface tension presents a pressure jump, P, ' 
across this interface. Thus the total effective driving pressure is given by: 
-AP -P 
APD, 
otal D ;y (6.11) 
Since PREs and Psc are both effectively set by the operator only the capillary pressure 
P. is subject to changes due to variation in the applied voltage. 
It has been noted by previous researchers [97] [98] that the change in flow rate with 
applied voltage, dQ,, becomes significant when AA-, is of the order of Pr (for a L-'wrw 
spherical cap). This leads to the supposition that gross changes in Pycould result in 
changes in flow rate with applied voltage. The following section discusses the 
significance of this capillary pressure. A truncated cone model is presented to assess 
the effect of gross changes in curvature of the cone shape, with applied voltage, on 
the capillary pressure and the consequent impact on volumetric flow rate through the 
cone-jet system. 
Significance of capillary pressure 
The interfacial surface tension of a liquid/gas (or vacuum) interface arises due to 
molecular interaction. The molecules at the fluid surface have fewer neighbouring 
molecules to interact with, especially in a vacuum, and will thus experience a weaker 
force on the gas/vacuum side. Thus the surface molecules will feel a net force 
towards the interior of the liquid bulk. The behaviour of the liquid surface can be 
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likened to that of an elastic skin enclosing the fluid. The surface tension is the energy 
required to increase the surface area of this skin i. e.: 
dw = 2da (6.12) 
where dw is the work done on the surface to change the area by da and 'y is the 
surface tension. 
In the 1800s both Thomas Young and the Marquis de Laplace determined 
independently the effect of interfacial surface tension and surface geometry resulting 
in a pressure jump across a fluid-fluid interface. The Laplace-Young equation, that 
relates the excess pressure across a fluid-fluid interface at a given point, may be 
given as Pr = AXI + K2) (6.13) 
where x, and IC2 are the principal curvatures or the maximum and minimum 
curvatures at the point. The curvature of a surface at a point is the inverse of the 
I 
radius of curvature i. e. IC - where R, is the radius of curvature. If the meniscus RIc 
forms a spherical cap, the maximum and minimum curvatures at a point are equal 
and are given as the inverse of the radius of the sphere and thus the capillary pressure 
may be given simply by P- 
27 
(6.14) 
Y Rs 
where R, is the radius of the sphere. 
The capillary pressure for a hemispherical interface, P)f as a percentage of the total 
driving pressure, APD total , for a given 
flow rate, nominally 25nUs, is shown in figure 
6.13. From this plot it is clear that as the flow rate decreases the capillary pressure 
becomes a more significant percentage of the total driving pressure. This suggests 
there is an increasing influence on flow rate from the capillary Pressure with 
decreasing nominal flow rate, and that any changes in the capillary pressure due to 
surface morphology may become more significant at low flow rate, providing the 
potential therefore to be consistent with the new observations noted in section 6.1. 
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Effect of applied voltage on surface curvature 
As can be seen from the series of cone-jet images taken with increasing voltage in 
figure 6.6, the applied voltage does indeed have a significant effect on the fluid 
surface shape. The importance of this change in cone shape manifests itself as a 
change in surface curvature, which is important when considering the effect of 
capillary pressure on volumetric flow rate. 
If the cone is modelled as a surface of revolution, with a parabolic section profile 
given by z= ar 
2+ br where r is given as r= 
Fx2 
+ y2 , and the apex at the 
origin as in figure 6.14 then the mean curvature at a point p on this surface is given 
by [99]: 
+f 2)fxý 2 
myx- 
2fx fy fxy ++ fx 
)f 
yy 
Ic 
+f2\ 
3/ 
2(l + fx2 y 
Y2 
Where f is the profile curve as a function of x and y and is given by 
I 
zf (xi y)= a(x2+ Y2 
)+ b(x 2+ Y2 
Y2, 
and 
a2f a2f -N2 ýc aj 
fx = 
af 
ý 
fy fxx = 
aX2 I 
fyy 
2 and 
fxy 
ax ay ay axay 
The mean curvature at a point on a surface is the average of the maximum and 
minimum curvatures at that point i. e. M 
(KI + K2 ) 
so the capillary pressure is 
2 
related to mean curvature by 
Pr = 2Mvy (6.16) 
On a spherical cap the mean curvature at every point on the surface is the same i. e. 
I 
-, where R, is the radius of the sphere. However, on the parabolic cone surface 
the 
Rs 
mean curvature increases towards the apex, see figure 6.15. The curvature reaches a 
singularity at the apex. This identifies, from a mathematical perspective, that to 
provide comparative capillary pressure P;, for a real cone, as seen in 
figure 6.6, there 
needs to be a truncation at some given point. 
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The obvious point to select for truncation is the point where the measured cone 
profile tended towards the jet shape as show schematically in figure 6.16. The force 
due to the varying capillary pressure was determined from the integral of the surface 
curvature over the surface area. The force was then divided by the surface area, to 
give the effective capillary pressure across the fluid interface. 
Since the capillary pressure is directly related to the surface curvature, any change in 
curvature results in a corresponding change in capillary pressure. If this capillary 
pressure change is then factored into a flow rate estimation using equations 6.9 and 
6.10 the effective change in volumetric flow rate due to applied voltage can be 
determined. Figure 6.17 shows results from calculations performed in this way, and 
compares the calculated changes in Q due to changes in the parabolic profile, dQ,,, 
and the observed experimental changes, dQv. The results are again plotted against the 
respective values of applied voltage for which the images were obtained. 
It is clear from figure 6.17 that the trend of variation in capillary pressure and hence 
flow rate with applied voltage does not follow that of the actual measured flow rate. 
It may be concluded from this that gross changes in surface curvature do not seem to 
offer an explanation for the increase in flow rate seen with applied voltage. 
The analysis of the effect of applied voltage on surface curvature and hence capillary 
pressure presents oversimplification of the problem, as it does not take into account 
the jet. Clearly the effect the geometry of the jet formation region upon the flow rate 
may be significant. This however could not be incorporated realistically into the 
model, since this region would require an imaging system with a higher optical 
resolution than that used in this study. However, this model reveals that changes in 
curvature of the gross surface with applied voltage do not appear to result in similar 
changes in flow rate observed experimentally. It should also be noted that 
fluid does 
not cross the fluid/gas interface and hence it would have been surprising 
if there was 
a direct association of changing surface curvature with applied voltage and changes 
in volumetric flow rate. Although clearly the electric stress/ surface tension 
balance 
that arises through change of applied voltage will have some 
influence on the 
detailed flow characteristics in the cone. 
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6.4 Comparison of electric pressure to hydrodynamic pressure 
Since evaporative flow rate and gross changes in surface curvature do not appear to 
explain the increase in flow rate with applied voltage seen experimentally an 
alternative explanation is required. However such an explanation remains elusive. A 
direction for understanding this voltage effect on flow rate may lie in the 
examination of the ratio of the electric and hydrodynamic pressures, - 
PE 
, in Pdynamic 
the jet. Looking at the ratio of these two pressure terms may give a measure of their 
relative influence on the flow. 
Assuming a uniform velocity across the jet the dynamic pressure in the jet can be 
determined from 
Pdynamic (6.17) 
2 Aj 
where Aj is the cross sectional area of the jet. The imaging system described in 
chapter 3 was unable to resolve the jet diameter and thus it is necessary to assume a 
diameter in order to resolve the magnitude of the dynamic pressure. Three possible 
cases for jet diameter scaling have been investigated based on: a) the droplets emitted 
being charged to the Rayleigh limit b) the droplets emitted being charged to half the 
Rayleigh limit and c) the F. de la Mora jet scaling given equation 4.9. 
The electric pressure term on the jet is proportional to the square of the field strength 
in that region. The exact value of the electric pressure term could not be calculated 
since the voltage drop in the transition region and along the jet is unknown, and 
hence the electric field strength along the jet could not be determined. However, the 
electric field strength scales with the applied voltage and thus the electric pressure 
term must be proportional to the square of the applied voltage. Thus the ratio of 
V2 
app 
will exhibit Similar trends to the ratio of - 
PE 
Figures 6.18a-c show 
Pdynamic Pdynamic 
V2 
the ratios of _a for the three jet diameter cases 
investigated. It is clear from 
Pdynamic 
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these figures that there is a general trend of increasing 
V 
with decreasing Pdynamic 
flow rate. Figure 6.19 plots the sensitivity of volumetric flow rate to the electric field 
strength 
An examination of figures 6.18 and 6.19 reveals that the experimentally observed 
trend of increasing sensitivity of volumetric flow rate to field strength with 
decreasing flow rate, given in figure 6.19, reflects the increasing influence of the 
electric pressure over the dynamic pressure, in the jet, with decreasing flow rate, 
illustrated in figures 6.18a-c. Although this is by no means conclusive evidence that 
the electric pressure term in the jet results in an acceleration of the jet and thus an 
increase in volumetric flow rate through the system it does open a new direction for 
understanding this phenomenon. 
6.5 Conclusions 
The flow rate though the cone-jet system during spraying has been recorded for the 
first time. This has revealed an effect of increasing flow rate with applied voltage. 
Evaporation from the fluid surface and gross changes in surface curvature, which 
have both been offered previously as possible mechanisms for increased flow rate in 
the cone-jet system, have been dismissed as possible explanations for the sensitivity 
of flow rate to applied voltage observed in the experiments detailed here. 
For high flow rates or systems where - 
PE 
is low the effect of applied voltage 
Pdynamic 
on volumetric flow rate is also low. However, for systems that operate in the 
minimum flow rate regime where - 
PE 
is larger, which has been found to be the 
Pdynamic 
optimum operating regime for colloid thrusters [100] the effect of the applied voltage 
on the flow rate is more significant. For colloid thrusters a 12% variation in spray 
current due to a 25% variation in volumetric flow rate would lead to reduced charge 
to mass ratio and hence a reduction in thrust. 
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The effect of applied voltage on volumetric flow rate is not just a simple case of 
determining cone geometry but has contributions from both geometry, including jet 
formation region structure, and surface tension effects. Thus measuring the 
volumetric flow rate "online" in the manner described in chapter 3, which has been 
employed in this research, is critical if accurate measurements of flow rate for a 
given operating regime are to be made. 
These changes become most significant in near minimum flow rate conditions where 
the slope of the I(Q) curve 
W=aQ a-I is greatest and small changes in flow rate dQ 
here result in significantly large changes in spray current. 
While further work is required to fully understand and characterise the effect of 
applied voltage on volumetric flow rate this study has highlighted some experimental 
results that cannot be accounted for simply by fluid evaporation from the cone 
surface or gross changes in the cone shape. 
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Chapter 7 
Conclusions and future work 
7.1 Conclusions 
The shortcomings of much of the ES data collected to date lies in the fact that the 
volumetric flow rate is effectively measured off line. Any effect the variation in 
spray interface with applied voltage has on flow rate is therefore not accounted for. 
One of the main objectives during this research was to develop a system of 
volumetric flow rate measurement that could be used during spraying. To gain a 
fuller understanding of electrospraying it is essential to have the ability to measure 
absolute flow rates within these systems. Using the flow measurement system, 
developed for this research, high accuracy current flow rate measurements were 
made. Particular attention was given to assessing the accuracy of the various current 
scaling models presented in the literature. This measurement system also allowed for 
the examination of the effect of the applied voltage on the volumetric flow rate 
though the ES system. The imaging system enabled the effect of applied voltage and 
flow rate on cone-jet and spray geometry to be investigated. 
Optical analysis of the cone-jet and spray geometry in chapter 4 showed that the 
hydrodynamic pressure as well as the balance between electrostatic pressure and 
capillary pressure determines the shape of cone. The hydrodynamic pressure results 
in a 'stretching' of the fluid surface and consequently a relative weakening of the 
electrostatic pressure. Increasing the applied voltage restores the electrostatic 
pressure. 
Simple analysis of the jet lengths revealed that the jet break-up mechanism must be 
similar to the Rayleigh break-up model given in equation 2.22. 
The higher conductivity solutions tested exhibited shorter jet lengths. From the 
Rayleigh model this may be explained as a symptom of reduced jet diameter in these 
higher conductivity jets resulting in faster growth rates of the dominant instability. 
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The current flow rate relationships were investigated and data reported in chapter 5. 
The emitted spray current was observed to be dependent on the applied voltage. This 
dependence on applied voltage is more significant (-30% over cone-jet mode 
stability range) than previously reported for systems where the emitted jet radius is 
much smaller than the emitter radius. This is particularly important for colloid 
thruster systems since the thrust generated is dependent on the charge to mass ratio 
of the emitted droplets. 
The explanation of this dependence remains unanswered, it is not however 
attributable to changes in flow rate with applied voltage reported in chapter 6 of this 
thesis. Since the sensitivity of emitter current to applied voltage increases with 
nominal flow rate whereas in chapter 6 it was found that the flow rate was more 
sensitive to changes in applied voltage at lower nominal flow rates. Thus there 
appear to be two mechanisms resulting in current sensitivity to applied voltage. The 
first is the apparently potential driven increase in current, observed in chapter 5, 
which is more significant at higher flow rates. The second is the flow rate driven 
increase in current, observed in chapter 6, which is more significant at low flow 
rates. 
The current flow rate trends were found to exhibit a similar power law relationship to 
those observed in previous experimental work in this area. However, the exponent of 
the current flow rate trends were found to differ from those reported by F. de la Mora 
and Gafian-Calvo. There also appeared to be a dependence of the exponent on the 
applied voltage, with an increasing exponent observed with increasing applied 
voltage. 
Clearly the present current flow rate scaling laws oversimplify the system, hence the 
need for empirical constants to fully address the scaling question. A more 
comprehensive understanding of the charge transport mechanisms within the cone 
would engender the development of more comprehensive scaling 
laws. This study 
has shown that for simple 1: 1 electrolyte solutions the charge carrier mobility plays 
an important role in the spray current-flow rate scaling, and deserves 
further study to 
fully characterise this effect, particularly in more complex systems. 
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It must be noted that both the Hartman and F. de la Mora data was taken for sprays 
conducted under atmospheric pressure in air. F. de la Mora's research group 
concluded that the surrounding gas pressure has no effect on the current flow rate 
scaling [53][54]. However, as discussed in chapter 2, methods employed by this 
group to obtain similar spray conditions may result in systematic errors that would 
not be accounted for in their measurement system. Thus it must be acknowledged 
that the comparison presented in this thesis comprises of several data sets under 
varying experimental conditions. Thus there is clearly a need for more 
comprehensive data sets to fully address the question of the role of charge carrier 
mobility in the current flow rate scaling in cone-jet mode ES. 
With the flow rate measurement system developed for this research the absolute flow 
rate though the cone-jet system, during spraying, has been recorded for the first time. 
Data reported in chapter 6 revealed an effect of increasing flow rate with applied 
voltage. Evaporation from the fluid surface and gross changes in surface curvature 
were both ruled out as possible explanations for the observed sensitivity of flow rate 
to applied voltage. 
For high flow rates or systems where 
PE 
- is low the effect of applied voltage Pdynamic 
on volumetric flow rate is also low. However for systems that operate in the 
minimum flow rate regime, where - 
PE 
is larger, which has been found to be 
Pdynamic 
the optimum operating regime for colloid thrusters [100] the effect of the applied 
voltage on the flow rate is more significant. 
Changes in flow rate near Qn-&, have a greater effect on the spray current since the 
dI 
slope of the I(Q) curve -=a(? a-1 is greatest. dQ 
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7.2 Further work 
The accuracy and resolution of the volumetric flow rate measurement system may be 
enhanced by a combination of increasing the length and decreasing the internal 
diameter of the measurement section. This would allow the conditions of minimum 
flow rate to be investigated more fully helping to provide for a real understanding of 
the physical mechanisms driving this minimum flow condition. 
Extending the study of chapter 5 to different salts, solvents and concentrations to 
give a range of molar conductivities to fully investigate the effect of ionic mobility 
on the current flow rate scaling. This would help in the understanding of charge 
transfer mechanisms in the ES system and facilitate the development of more 
accurate current flow rate scaling equations. Using a range of solvents and salts 
would allow for differing molar conductivities with similar conductivity solutions 
and vice versa. 
Further work is also required to fully understand and characterise the effect of 
applied voltage on volumetric flow rate that this study has highlighted. Use of time 
of flight (TOF) techniques to determine the voltage drop over the cone-jet transition 
region as in [101] would allow the determination of the electric stress in this region 
and hopefully help to resolve the mechanism causing this effect. 
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Appendix B: Opto-isolated current measurement system 
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Opto-Isolated Current Measurement System 
Karen Aplin 
SSTD RAL 
16 July 2002 
Motivation 
Currents in the colloidal thruster experiment need to be measured and logged using a PC. Since the experimental kit runs at voltages up to 3kV, an optically isolated system 
was required to prevent the PC input from high voltage transients. 
Description of circuit 
A two-stage optically isolated system will safely transmit a signal from high voltage to a 
logger at ground potential. A battery powered high voltage stage, floated at the same 
potential as the collector plate, needs an i to V converter followed by aV to f converter 
for optical signal transmission. A fibreoptic cable connected to a frequency to voltage 
converter chip at ground potential comprises the second stage, which can then be 
directly and safely connected to a data logger or PC. 
The Hewlett Packard fibreoptic kits were selected for their modest cost and reliability. 
The AD650 voltage to frequency converter chip was chosen as it can also be used as a 
frequency to voltage converter in the receiving stage, and has high linearity in both 
configurations. 
1. Floated high voltage stage 
An i to V converter in the transresistance configuration was designed to measure currents 
up to ±2 pA with a response of -I mV/nA and a time response of I s. The AD650 V to f 
chip was configured for bipolar inputs, giving 50-150 kHz for an input range of ±2.5 V. 
The SN75451 optical driver chip was used to drive the fibreoptic output in its standard 
setup. The circuit is powered by two Yuasa 1.2Ah 12V sealed lead acid batteries; a 
LM2931 5V voltage regulator supplies the SN75451 driver chip. 2x IN4148 diodes 
between the input and ground protect the op-amp, and were found not to affect the 
system calibration. 
The circuitry and batteries rest on a circuit board placed on Paxolin spacers and secured 
with insulating nylon screws to a metal box. The positions of the components inside the 
box have been designed to withstand voltages up to ~lOOkV before the breakdown 
voltage of air (30 kVcm-i)l is reached. This is well above the maximum output voltage 
of the high voltage supplies (~lOkV) used with the experimental system. A simulated 
roller microswitch (RS 301-2286) is positioned on the rim of the box, connected to a 
BNC plug to connect to the high voltage supply safety interlock. This will switch off the 
I D. R. Macgorman and W. D. Rust (1998), The electrical nature of storms, OUP 
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high voltage supply if the lid is removed from the box when the contents are at high 
potential. The box is grounded via an earth lead so that the circuitry inside the box can 
be safely floated at high potential. There are two Lemo high voltage inputs, one for the 
signal and one for the high voltage supply. 
A 15 MO high voltage series resistor at the input protects the op-amp from transients, 
such as those caused by switching. At high voltage the maximum voltage drop from this 
resistor is about I%, which is comparable to the system measurement errors. 
The electrically isolated fibreoptic link is directly between the two circuit boards via 
holes drilled in the metal housing. Breaking the fibreoptic cable at the metal case of the 
isolated stage may appear ideal but actually introduced noise to the system. 
Figure I Floating high voltage stage (protection resistor and diodes not shown) 
2. Grounded receiver stage 
This utilises the AD650 in frequency to voltage converter configuration to convert the 
50-150 IcHz signal into a voltage centred at 5V. It requires ±I 2V from an external power 
supply and the output voltage is supplied as a single-ended signal. 
Schematic diagrams of the circuits are given at the end of this document. 
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Figure 2 Fibreoptic receiver stage (fibreoptic cable not connected) 
Calibration of device 
The V to f and f to V converter stages were calibrated separately using a digital storage 
oscilloscope and a digital multimeter during the design process. The complete system 
can be calibrated by generating a current resistively with a millivolt calibrator, and 
measuring the output voltage. This technique can also be used to calibrate the i to V 
converting stage separately. As the calibration is not carried out at high voltage, the 
current is applied after the 15MO protection resistor to reduce any errors this may cause 
at potentials lower than kilovolts. 
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Fibreoptic data loggi-g systern response 
I. 
-LoTerr lrqxl VAI 
Figure 3 System calibration 
The i to V converter is inverting, but this can be reversed by swapping the inputs, giving 
a nominal response of I mV/nA. The major error in the calibration process results from 
the 1% tolerance of the IMQ resistor used to generate the calibration current. Other 
errors such as the mV calibrator tolerance and linear regression errors << I%. The input 
current can be calculated from the Figure 3 system (assuming the inputs have been 
swapped so the response is not inverting) as: 
'in(, uA) = 
Vut (V) - 5.0162 
0.9249 
Operation 
Each battery has a 1.2Ah rating. Since the floated i to f circuit takes about 50mV the 
circuit can be expected to last for nominally 24 hours. However, this is limited by the 
AD650 chip which needs >IOV for operation. The discharge curve for a 1.2Ah Yuasa 
batte 7 running at 60 mA shows that the battery voltage drops below IOV after about 20 
hours 
. At this point, 
IOV the voltage to frequency conversion will fail, so there will be 
no optical transmission and the measured output will revert to its zero point of 5V. 
The batteries can be recharged with a standard ±12V power supply (in parallel for two 
batteries). The maximum battery charging voltage is ±15V. Note the safety instructions 
below before removing the batteries for charging. 
Yuasa Battery Sales (UK) Ltd, Hawksworth Industrial Estate, Swindon SN2 IEG 
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Safety Notes 
Never run without the safety interlock BNC connected 
Never remove the lid when the high voltage is turned on 
Always make sure the earth lead is connected to the box by one of the lid screws. 
Do not open the box unless absolutely necessary 
Touch the inside parts of the circuit with the earth lead before you touch them 
when the box is opened 
Make sure the wooden switch protruding from the box is in the off position (out) 
when the box is opened 
Possible improvements for next version 
Improving the battery life might be desirable, but longer lasting batteries are extremely 
bulky and heavy. This would necessitate new box design and reduce the portability and 
ease of use of the existing version. 
173 
CURRENT TO FREQUENCY CONVERTER 
Aý 3-KE-. 3157-001-00-8 
174 
Appendix C: Nano-emitters progress report No. 2 
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