An algorithm is proposed that can be used (i) to verify the validity of the asymptotic Cramer-Rao bound (CRB) for a finite number of observations; (ii) to improve the CRB. It is derived from the fibre bundle theory of local exponential families developed by Amari and by Bamdorff-Nielsen et al. The algorithm is applicable to any regular estimation problem. As an illustration, the problem of estimating the parameters of an AR model with noisy observations is considered.
INTRODUCTION
The (asymptotic) Cramer-Rao bound (CRB) is a widely used lower bound on the mean square estimation error (MSE) [1] . It has been computed in a wide variety of contexts ranging from digital communications to signal, speech, and image processing, to computational neuroscience. In this paper, we address two questions: 1. how can the (asymptotic) CRB be improved? 2. how can one verify whether the (asymptotic) CRB is valid for a given (finite) number of observations and a given signal-to-noise ratio? The CRB is well known to be often loose at low signal-to-noise ratios (SNR) and/or for a small number of observations; this explains our interest in the first question. In order to motivate the second question, we remind the reader of some well known facts. For many estimation problems, the CRB is only valid in the limit of an infinite number of observations (asymptotic CRB). Obviously, the number of observations is finite in practice, and often researchers apply the asymptotic CRB while silently assuming that the number of observations is sufficiently large. In practice, it is important to know for which number of observations and in which SNR region asymptotic CRBs are valid. In earlier work [2] , we have shown how the validity of asymptotic CRBs can be verified by means of higher-order asymptotic estimation theory, which is a theory that leads to systematic improvements of the asymptotic CRB (see, e.g., [3, pp. 81-100] and references therein). An alternative approach based on the Barankin bound is presented in [4] . In [2] , we applied the higherorder asymptotic estimation theory for curved exponential families to the problem of phase and variance estimation. We obtained higher-order corrections on the asymptotic CRB, and we determined the SNR region in which the asymptotic CRB and its corrections are valid. For the (toy) problem of joint phase and variance estimation, the higher-order bounds are tractable. For less trivial estimation problems (especially the ones that involve hidden random variables), however, this is usually not the case. In this paper, we propose an algorithm to compute intractable higher-order corrections on the asymptotic CRB. The algorithm is applicable to general (non-singular) statistical models, i.e., not only to curved exponential families (as in [2] ); the algorithm remains practical for high-dimensional statistical models with hidden random variables. It is a natural extension of the method we proposed in [5] to compute intractable CRBs. The algorithm is based on the fibre bundle theory of local exponential families developed by Amari [6] and by Barndorff-Nielsen et al. [8] , which is an extension of the higher-order estimation theory for curved exponential families. This paper is structured as follows. First, we review higher-order estimation theory. In Section 3, we present our algorithm to compute higher-order extensions of Cramer-Rao bounds. In Section 4 , we apply that algorithm to a generic state space model; in Section 5, we provide numerical results for a particular state space model, i.e., an autoregressive (AR) process with noisy observations.
REVIEW OF ASYMPTOTIC ESTIMATION THEORY
The asymptotic theory of estimation deals with the performance of estimators in the limit of an infinite number of observations. We first briefly review first-order asymptotic estimation theory, whose main result is the standard (asymptotic) CRB. Then we outline higher-order asymptotic estimation theory; we will closely follow [3] We define the error matrix E(N) (u) as:
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A key player in first-order estimation theory is the Fisher information matrix F(u) given by [1] :
where £(y; u) log p(y; u), and the expectation is with respect to p(y; u). The following inequality holds (under certain regularity conditions) for any consistent estimator (which in general may be biased):
It has been shown that Mm2) (u) is zero for any model p(y; u), in other words, first-order efficiency implies second-order efficiency (but not third-order efficiency) [3] . For curved exponential families, the minimal third-order matrix M3,min(U) may be decomposed as a sum of two positive semi-definite matrices [3,
with The inequality (3) ("asymptotic Cramer-Rao bound") is the main result of first-order asymptotic estimation theory [1] .
Higher-order asymptotic estimation theory
Higher-order asymptotic estimation theory deals with expansions of the error matrix E(N) (u) as power series of N-1/2:
The matrices M(i) (u) (i 1, 2, ... , 3) depend on the estimator a(yN). A consistent estimator is said to be first-order efficient when its first-order term M(1) (u) is minimal at all u among all other consistent estimators. In a similar fashion, one defines higher-order efficiency. Interestingly, a higher-order efficient estimator is not only optimal with respect to the MSE but with respect to any monotonic loss function [6] . For a first-order efficient estimator, the matrix M(1) (u) is given by the inverse of the Fisher information matrix F(U) (cf. (3)). Expressions for the minimal higher-order matrices M() (u) for i 2,3 have been derived first for curved exponential families [3] and later for general probabilistic models, based on the fibre bundle theory of local exponential families [6] [8].
The curved exponential family is a natural extension of the exponential family. The latter is defined as the set S of probability models that can be written in the form
i=l where 0 E RL, C(y) and Fi (y) are arbitrary functions of Y, and (0) ensures that p(y; 0) is normalized [3] . Many common probability models are exponential families, e.g., the univariate and multivariate normal distribution, the Poisson distribution, and the binomial distribution. A curved exponential family is a set of probability distributions that is smoothly embedded in an exponential family [3] . Let M be a curved exponential family with coordinate system u C RM; the components of u are denoted by Ua (a = 1, ., M). Since the probability distribution parameterized by u also belongs to the exponential family S, we may write their coordinates as 0 = O(u). The probability distributions in M may be written as
[ 
The higher-order asymptotic theory for general models p(y; u) is derived by first approximating the model p(y; u) by a curved exponential family in the neighborhood of some point a C RM.
Next, one applies the theory of curved exponential families (cf. (7) (13)), which leads to the following results [6] [8]: the higherorder matrix M3,min (u) has again the form (7) , and the term GM in (7) is again given by (8), i.e., the expression (8) applies to general probabilistic models; the term GE is obtained by applying the expression (9) to the curved-exponential approximation, amounting to:
where
In the following, we will use a new parametrization ("coordinate system") w Limits as (17) are hard to compute (even numerically). Therefore, we consider here an alternative expansion that does not involve such limits and can be computed efficiently: (20) where F(N), GMN) and G<N) are by obtained from (2), (8), and (14) respectively by replacing the loglikelihood £(y; u) with £(yN; u). 
GENERIC MONTE-CARLO ALGORITHM
where £(XI, yN; U) logp(XI, yN; U). Also for computing the Hessian, we use the expression in the RHS of (22):
The expressions at the RHS of (22) and (23) can often be computed efficiently, as we will briefly outline in the following sections.
In summary, the terms M(N1n(a) and M(Nm (u) may be computed by the following generic Monte-Carlo algorithm:
1. Generatealistofnsamplesy(1), (2) . y(.n) fromp(y;u). 
STATE SPACE MODEL
As an illustration, we apply the above algorithm to the (generic) parameterized state space model
k=l with parameter vector u C RM. In many important applications (see, e.g., Section 5), the model (30) is a curved exponential family. The marginal distribution p(yN; u), however, is most often neither an exponential family nor a curved exponential family. Fig. 1 shows a factor graph of (30) (each node corresponds to factor, each edge to a variable; we refer to [10] for an introduction to factor graphs where the messages ,u (CXk) (rightward arrows in Fig. 1 ) are computed by the sum-product forward recursion
with I,o(xo) -po(xo), and similarly, the messages ,u (Xk) (leftward arrows in Fig. 1 where I~is the n~x n~identity matrix, and 0,, is a zero (column)
vector of dimension n.
The factor graph of Fig. 2 represents the model (37) (38); it has been used in [12] Fig. 2 ) are equivalent to Kalman recursions for mean vectors and covariance matrices [10] ; the messages Vu i7(Xk) and Vu 7i (Xk) are computed by similar Kalman recursions [11] .
We have computed the CRB MA(1,N) (u) and its higher-order correction Mm(3iN) (U) (cf. (19) ) for the estimation of a, au2 and uT . can therefore be considered valid. Moreover, since the fifth-and higher-order corrections are likely to be negligible, the expansion (19) is expected to practically coincide with the minimum achievable MSE.
