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Abstract
Dynamic constrained optimization problems (DCOPs) have gained re-
searchers attention in recent years because a vast majority of real world
problems change over time. There are studies about the effect of con-
strained handling techniques in static optimization problems. However,
there lacks any substantial study in the behavior of the most popular
constraint handling techniques when dealing with DCOPs. In this pa-
per we study the four most popular used constraint handling techniques
and apply a simple Differential Evolution (DE) algorithm coupled with a
change detection mechanism to observe the behavior of these techniques.
These behaviors were analyzed using a common benchmark to determine
which techniques are suitable for the most prevalent types of DCOPs. For
the purpose of analysis, common measures in static environments were
adapted to suit dynamic environments. While an overall superior tech-
nique could not be determined, certain techniques outperformed others in
different aspects like rate of optimization or reliability of solutions.
Keywords: Dynamic Constrained Optimization; Constraint-Handling Tech-
niques; Differential Evolution.
1 Introduction
Dynamic constrained optimization problems (DCOPs) have become very im-
portant in optimization research as many real world problems feature changing
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objective functions and/or constraints. Existing algorithms already find it diffi-
cult to optimize static constrained problems and it becomes even more difficult
when constraints are dynamically changing [1]. There currently exists a sub-
stantial amount of research into dynamic unconstrained optimization [2] and
static constrained optimization [3] for evolutionary algorithms (EAs). However,
this is not the case for dynamic constrained optimization.
One of the of the most important aspects of solving DCOPs is using an effec-
tive constraint handling technique to deal with the dynamic constraints in order
to guide the search to those regions with feasible solutions and quickly adapt if
constraints are changing. In the specialized literature about DCOPs, the con-
straint handling techniques that have been applied include penalty function [4],
repair methods [1, 5, 6] and feasibility rules [7].
In a recent study, the impact of repair methods as a particular type of
constraint handling techniques in DCOPs have been investigated [8]. While
these methods show sound results for applying in DCOPs, other methods like
ǫ-constrained [9] and stochastic ranking [10] due to their characteristics seem to
have competitive results in DCOPs. These characteristics mostly relate to the
ability of the constraint handling method to increase or maintain diversity in the
balance of feasible and infeasible solutions of the population. A comprehensive
survey about the details of constraint handling techniques used with EAs can
be found in [3]. In ǫ-constrained the infeasible solutions are treated more mildly
compared to feasibility rules which implies that a higher diversity is usually
maintained. Similarly, stochastic ranking ranks the solutions not only based
on the objective values and the feasibility of the solutions, but also a stochastic
behavior is seen in the algorithm selection. This implies that infeasible solutions
close to the region of feasibility are maintained in the population which may help
when constraints change.
In this paper we investigate stochastic ranking, ǫ-constrained, penalty and
feasibility rules as constraint handling techniques for dealing with DCOPs and
compare these different approaches. In our comparison we do not consider re-
pair methods because they are a mechanism that applies special operators to
transform solutions [3] whereas the techniques being analyzed only manage solu-
tions. Repair methods use extra evaluations during the optimization procedure
compared to the constraint handling techniques [8], this provides an unfair ad-
vantage in the results. We investigate the strengths and weaknesses of these
constraint handling techniques. Based on the offline error, feasibility and ep-
silon outperform the other techniques and maintain competitive performance
with each other. However, the other techniques are more suited for alterna-
tive measures. Stochastic severely outperforms all other techniques in terms of
speed, it makes up for its lack of reliability in how few evaluations it requires to
find an optimum solution. While penalty is not the fastest nor does it have the
least number of constraint violations, it is the most reliable of all the techniques
and frequently returns the greatest number of successful solutions. Considering
the proposed measure, the convergence score. Stochastic is also the highest per-
forming technique for static constraints. However in the dynamic constraints,
the techniques struggle to find successful solutions in the given time frame. A
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suggested solution to this issue is the addition of mechanisms to increase diver-
sity or repair solutions to increase feasibility.
The remainder of this paper is organized as follows. In Section II the pre-
liminaries are presented. An experimental design is introduced in Section III.
The experimental analysis is conducted in Section IV. Finally the conclusion is
drawn and future work is discussed in Section V.
2 Preliminaries
We now formally introduce Dynamic constrained optimization problems (DCOPs)
and summaries the differential evolution algorithm and constraint handling
methods that are subject to our investigations.
2.1 Problem Statement
Generally, a DCOP is considered as a kind of problem that its fitness function
and feasible region will change by time [2,11]. In mathematical terms, a DCOP
is defined as follows:
Find ~x, at each time t, which:
min
~x∈Ft⊆[L,U ]
f(~x, t) (1)
where t ∈ N+ is the current time,
[L,U ] = {~x = (x1, x2, ..., xD) | Li ≤ xi ≤ Ui,
i = 1 . . .D}
(2)
is the search space,
subject to:
Ft = {~x | ~x ∈ [L,U ], gi(~x, t) ≤ 0, i = 1, . . . ,m,
hj(~x, t) = 0, j = 1, . . . , p}
(3)
is called the feasible region at time t.
∀~x ∈ Ft if there exists a solution ~x
∗ ∈ Ft such that f(~x
∗, t) ≤ f(~x, t), then
~x∗ is called a feasible optimal solution and f(~x∗, t) is called the feasible optima
value at time t.
2.2 Differential evolution with change detection mecha-
nism
Differential evolution (DE) was first introduced in [12] as a stochastic search
algorithm that is simple, reliable and fast. Each target vector in the population
~xi,G generates one trial vector ~ui,G by using a mutant vector ~vi,G. The mutation
is applied through (4), where ~xr0,G, ~xr1,G, and ~xr2,G are vectors chosen at
random from the current population (r0 6= r1 6= r2 6= i); ~xr0,G is known as
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the base vector and ~xr1,G, and ~xr2,G are the difference vectors and F > 0 is a
parameter called scale factor.
~vi,G = ~xr0,G + F (~xr1,G − ~xr2,G) (4)
The mutant vector ~vi,G is then generated and combined with the target vector
~xi,G to create the trial vector ~ui,G by applying a crossover operator as shown in
(5).
ui,j,G =
{
vi,j,G if(randj ≤ CR) or (j = Jrand)
xi,j,G otherwise
(5)
where CR ∈ [0, 1] is the crossover probability, randj generates a random real
number which belongs to [0, 1], j ∈ {1, . . . , D} is the j-th variable of the D-
dimensional vector, Jrand ∈ [1, D] is a random integer which prevents it from
choosing a target vector same as its trial vector.
Overall, the best vector, based on its fitness function value, is selected as for
the next generation that is shown in (6) :
~xi,G+1 =
{
~ui,G if(f(~ui,G) ≤ f(~xi,G)),
~xi,G otherwise
(6)
A general overview of this algorithm is presented in Algorithm 1 and more
details regarding to this Algorithm can be found in [12, 13].
~vi,G = ~xbest,G + F (~xr1,G − ~xr2,G) (7)
For handling dynamism, in this paper a change detection mechanism is pro-
posed that is based on calculating the error (see Equation 13) after each increase
in the evaluations. This error is the difference between the values of the objec-
tive function and the optimum values at each time. In minimization problems
the values of this error should be decreasing over generations. But if a change
occurs this value may not be decreasing anymore.
If any differences are detected, then all vectors in the current population are
re-evaluated to get updated values.
2.3 Constraint handling techniques
The distinction between constraint handling techniques is the way they deal
with the infeasible solutions. some of them like penalty function and feasibility
rules are more strict about the infeasible solutions while others like ǫ-constrained
and stochastic ranking are more flexible with the in-feasibility of the solutions.
The four constraint handling techniques are briefly reviewed in this section as
follows.
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Algorithm 1 Differential Evolution Algorithm (DE/rand/1/bin)
1: G=0
2: Create a randomly initial population ~xi,G ∀i, i = 1, . . . , NP
3: Evaluate f(~xi,G)∀i, i = 1, . . . , NP
4: for G← 1 to MAX GEN do
5: for i← 1 to NP do
6: if i = 1 or i = NP/2 then
7: Change Detection Mechanism (~xi,G)
8: end if
9: Randomly select r0 6= r1 6= r2 6= i
10: Jrand = randint[1, D]
11: for j ← 1 to D do
12: if randj ≤ CR Or j = Jrand then
13: ui,j,G = xr1,j,G + F (xr2,j,G − xr3,j,G)
14: else
15: ui,j,G = xi,j,G
16: end if
17: end for
18: if ui,j,G is infeasible then
19: Use the repair method
20: end if
21: if f(~ui,G) ≤ f(~xi,G) then
22: ~xi,G+1 = ~ui,G
23: else
24: ~xi,G+1 = ~xi,G
25: end if
26: end for
27: G = G+ 1
28: end for
2.3.1 Penalty
The way that penalty works for handling constraints is that it tries to decrease
the fitness of infeasible solutions in order to favor the selection of feasible solu-
tions. There are different kinds of penalty methods including static (known as
death), dynamic, adaptive, co-evolved and fuzzy-adapted. In this study we ap-
ply a simple version of penalty methods as follows. For each infeasible solution
we use the following formula for objective function [14].
f(~x, t) = f(~x, t) + 2.5φ(~x, t) (8)
The sum of constraint violation φ(~x, t) can be calculated as follows:
φ(~x, t) =
m∑
i=1
max(0, gi(~x, t)) +
p∑
j=1
|hi(~x, t)| (9)
where the values of each equality constraint gi(~x, t), i = 1 . . .m and also each
equality constraint hj(~x, t) = 0, j = 1 . . . p are normalized.
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(f( ~x1), φ( ~x1)) <ε (f( ~x2), φ( ~x2))⇔


f( ~x1) < f( ~x2), if φ( ~x1), φ( ~x2) ≤ ε
f( ~x1) < f( ~x2), if φ( ~x1) = φ( ~x2)
φ( ~x1) < φ( ~x2), otherwise
(10)
(f( ~x1), φ( ~x1)) ≤ε (f( ~x2), φ( ~x2))⇔


f( ~x1) ≤ f( ~x2), if φ( ~x1), φ( ~x2) ≤ ε
f( ~x1) ≤ f( ~x2), if φ( ~x1) = φ( ~x2)
φ( ~x1) < φ( ~x2), otherwise
(11)
2.3.2 Feasibility rules
One of the most popular constraint handling techniques used in bio-inspired
algorithms is feasibility rules. This technique was proposed by Deb [15], a set
of three feasibility criteria are presented as follows:
i Between 2 feasible vectors, the one with the highest fitness value is selected.
ii If one vector is feasible and the other one is infeasible, the feasible vector is
selected.
iii If both vectors are infeasible, the one with the lowest sum of constraint
violation is selected.
2.3.3 ǫ-constrained
The ǫ-constrained method was proposed by Takahama et al. in [9]. This method
is a type of transformation method that converts an algorithm for unconstrained
optimization into an algorithm for constrained optimization. This technique has
two main elements: 1) a relaxation of the limit to consider a solution as feasible,
based on its sum of constraint violation previously defined in equation 9, with
the aim of using its objective function value as a comparison criterion, and 2)
a lexicographical ordering mechanism in which the minimization of the sum of
constraint violation precedes the minimization of the objective function of a
given problem. For any ǫ satisfying ǫ ≥ 0, the ǫ level comparisons <ǫ and ≤ǫ
between (f1, φ1) and (f2, φ2) are defined in Equation 10 and 11.
When ǫ = 0,<0 and ≤0 are equivalent to the lexicographic order in which the
constraint violation φ(~x) precedes the function value f(~x). furthermore, in the
case of ǫ =∞, the ǫ level comparisons < and ≤ between function values.
2.3.4 Stochastic ranking
Runarsson and Yao proposed the stochastic ranking (SR) in [10]. This technique
was designed to deal with the shortcomings of a penalty function (that neither
under- nor over-penalization is a good constraint handling technique and there
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Algorithm 2 Stochastic Ranking sort algorithm [10].
1: for i = 1 to NP do
2: for j = 1 to NP − 1 do
3: u = random(0,1)
4: if (φ( ~xj , t) = φ( ~xj+1, t)) = 0 or (u < Pf ) then
5: if f( ~xj , t) > f( ~xj+1, t) then
6: Swap ~xj , t with ~xj+1, t
7: end if
8: else
9: if φ( ~xj , t) > φ( ~xj+1 , t) then
10: Swap ~xj , t with ~xj+1, t
11: end if
12: end if
13: end for
14: if swap not performed then
15: break
16: end if
17: end for
should be a balance between preserving feasible individuals and rejecting infea-
sible ones). In SR, instead of the definition of penalty factors, a user-defined
parameter called Pf controls the criterion employed for comparison of infeasible
solutions: 1) based on their sum of constraint violation or 2) based only on
their objective function value. This technique uses a bubble-sort-like process
to rank the solutions in the population, described in the algorithm 2, where I
is an individual of the population. φ(Ij) is the sum of constraint violation of
individual Ij . f(Ij) is the objective function value of individual Ij .
3 Experimental Design
For ǫ-constrained method the value of Tc is used in order to change the value
of ǫ after a known amount of iterations.
3.1 Test problems and performance measures
The chosen benchmark problem originally has 18 functions [11], however in
this work, only 14 functions among them that are constrained were used for
the experiments. The test problems in this benchmark consist of a variety of
characteristics like i) disconnected feasible regions (1-3), ii) the global optima
at the constraints’ boundary or switchable between disconnected regions, or iii)
the different shape and percentage of feasible area. In the experiments, for the
objective function, only medium severity is considered (k = 0.5), while different
change severities are considered for the constraints (S = 10, 20 and 50). Based
on the definition of the constrains in this benchmark [11], S = 10 , S = 20 and
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S = 50 represent the severity of the changes on the constraints. The frequency
of change (fc) is considered equal to 1000 evaluations (only in the objective
function).
For the purpose of comparing the effectiveness of each method, the following
performance measures were used:
Modified offline error (M off e) [1]: This measurement is equal to the
average of the sum of errors in each generation divided by the total number
of generations. Lower values for this measure is preferred and the zero value
for offline error indicates a perfect performance [2]. This measure is defined in
Equation 12.
M off e =
1
Gmax
Gmax∑
G=1
e(G) (12)
where Gmax is the number of generations computed by the algorithm and e(G)
denotes the error in the current iteration G (see 13):
e(G) = |f(~x∗, t)− f(~xbest,G, t)| (13)
where f(~x∗, t) is the feasible global optima1 at current time t, and f(~xbest,G, t)
represent the best solution (feasible or infeasible) found so far at generation G
(for common offline error) at current time t. However for this modified ver-
sion, in the case where the best solution is infeasible, the worst solution in the
population is chosen instead of the best found. The reason for choosing the
modified offline error was because in the common offline error, constraint vi-
olation is not considered, our main focus in the comparison of the constraint
handling techniques is to know which one deals with the constraints more effec-
tively. Without considering infeasible solutions the results were in favor of the
methods that were more relaxing with the infeasible solutions. We have applied
other performance measures to observe other characteristics of these constraint
handling techniques. These other measures are taken from proposed measures
in [16] and we have modified them to be suitable for dynamic optimization.
Feasibility ratio (FRt): The feasibility ratio consists on the number of
feasible solutions per time (ft) divided by the total number of times performed
(T ), as indicated in Equation 14.
FRt = ft/T (14)
The range of values for FRt goes from 0 to 1, where 1 means that in all times
feasible solutions were found. In this way, a higher value is preferred.
Success ratio (SRt): The success ratio is calculated by the ratio of the
number of successful times (st)
2 to the total number of times performed (T ),
as indicated in Equation 15.
1This global optima is an approximation, which is the best solution found by DE in 30
runs for the current time.
2a time is considered successful if the best solution for this time is near to the optima with
a precision (10−4)
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SRt = st/T (15)
Similar to FRt, the range of values for SRt goes from 0 to 1, where 1 means that
in all of the times successful solutions were found. Therefore, a higher value is
preferred.
Average evaluations (AEt): This measure is calculated by averaging the
number of evaluations required on each successful run to find the first successful
solution.
AEt = (1/st) ·
st∑
i=1
(Et) (16)
where Et is the number of evaluations required to find the first successful
solution in any successful time. For Et, a lower value is preferred because it
means that the average computational cost is lower for an algorithm to reach
the vicinity of the feasible optimum solution.
Convergence score (CSt): The two previous performance measures (SRt
and AEt) are combined to measure the speed and reliability of an algorithm
through a successful performance.
CSt = AEt/SRt (17)
For this measure, a lower value is preferred because it means a better ratio
between speed and consistency of the algorithm.
Progress ratio (PRt): The objective is to measure the improvement ca-
pability of the algorithm within the feasible region of the search space. For this
measure high values are preferred because they indicate a higher improvement
of the first feasible solution found.
PRt =


∣∣ln√ f(~xfirst,G,t)
f(~xbest,G,t)
∣∣ if f(~xbest,G, t) > 0∣∣ln√ f(~xfirst,G,t)+1
f(~xbest,G,t)+1
∣∣ if f(~xbest,G, t) = 0 (18)∣∣ln√ f(~xfirst,G,t)+2|f(~xbest,G,t)|
f(~xbest,G,t)+2|f(~xbest,G,t)|
∣∣ if f(~xbest,G, t) < 0
Where f(~xfirst,G, t) is the value of the objective function of the first feasible
solution found and f(~xbest,G, t) is the value of the objective function of the best
solution found. For this measure, statistical values are also provided.
4 Experimental analysis
In the analysis, the effects of different severities on the constraints are consid-
ered for these fourteen test problems. We do not bring the results for changes
of frequency since it does not have any effect in the behavior of the constraint
handling techniques. The configurations for the experiments are as follows. The
number of runs in the experiments are 30, and the number of considered times
for dynamic perspective of the test algorithm is 5/k (k = 0.5). Parameters
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Table 1: Average and standard deviation of modified offline error values. Best results are remarked
in boldface.
Algorithms
S = 10
G24 3 G24 3b G24 4 G24 5 G24 7
Epsilon 0.177(±0.022) 0.23(±0.026) 0.232(±0.028) 0.223(±0.031) 0.362(±0.054)
Feasibility 0.165(±0.022) 0.227(±0.024) 0.23(±0.03) 0.216(±0.083) 0.298(±0.06)
Penalty 0.235(±0.06) 0.491(±0.225) 0.628(±0.297) 2.316(±1.521) 1.51(±0.479)
Stochastic 0.219(±0.047) 0.254(±0.078) 0.231(±0.057) 0.392(±0.118) 0.457(±0.124)
Algorithms
S = 20
G24 1 G24 f G24 2 G24 3 G24 3b G24 3f G24 4
Epsilon 0.25(±0.04) 0.028(±0.011) 0.101(±0.014) 0.179(±0.037) 0.289(±0.026) 0.028(±0.011) 0.282(±0.039)
Feasibility 0.266(±0.05) 0.032(±0.019) 0.097(±0.017) 0.148(±0.015) 0.276(±0.03) 0.077(±0.258) 0.273(±0.033)
Penalty 0.714(±0.392) 0.035(±0.024) 1.142(±0.977) 0.197(±0.06) 0.706(±0.297) 0.063(±0.039) 0.729(±0.357)
Stochastic 0.289(±0.062) 0.227(±0.143) 0.123(±0.04) 0.203(±0.044) 0.258(±0.046) 0.132(±0.15) 0.277(±0.056)
G24 5 G24 6a G24 6b G24 6c G24 6d G24 7 G24 8b
Epsilon 0.158(±0.022) 0.122(±0.037) 0.087(±0.012) 0.1(±0.03) 0.143(±0.04) 0.264(±0.034) 0.285(±0.039)
Feasibility 0.141(±0.017) 0.105(±0.024) 0.082(±0.012) 0.089(±0.021) 0.169(±0.062) 0.247(±0.029) 0.276(±0.034)
Penalty 1.955(±1.349) 0.247(±0.079) 0.213(±0.075) 0.284(±0.077) 0.141(±0.053) 0.704(±0.153) 0.612(±0.095)
Stochastic 0.162(±0.04) 0.091(±0.022) 0.111(±0.029) 0.103(±0.027) 0.138(±0.039) 0.204(±0.053) 0.457(±0.118)
Algorithms
S = 50
G24 3 G24 3b G24 4 G24 5 G24 7
Epsilon 0.174(±0.036) 0.286(±0.031) 0.282(±0.035) 0.13(±0.021) 0.193(±0.029)
Feasibility 0.1(±0.018) 0.257(±0.05) 0.241(±0.03) 0.135(±0.023) 0.188(±0.03)
Penalty 0.122(±0.04) 0.698(±0.374) 0.718(±0.382) 1.494(±1.243) 0.385(±0.09)
Stochastic 0.127(±0.032) 0.226(±0.043) 0.238(±0.042) 0.146(±0.045) 0.24(±0.127)
relating to DE algorithm are as follows: DE variant is DE/rand/1/bin, popula-
tion size is 20, scaling factor (F) is a random number ∈ [0.2, 0.8], and crossover
probability is 0.2. In the experiments, four constraint handling methods includ-
ing ǫ-constrained, feasibility rules, penalty function and stochastic ranking as
explained in Section 2.3 have been applied for handling the constraint in DE
algorithm.
4.1 Experiment I: performance measure
The results obtained for the four constraint handling techniques using modi-
fied offline error are summarized in Table 1. Furthermore, for the statistical
validation, the 95%-confidence Kruskal-Wallis test and the Bonferroni post hoc
test, as suggested in [17] are presented (see Table 2). Non-parametric tests
were adopted because the samples of runs did not fit to a normal distribution
based on the Kolmogorov-Smirnov test. Worth to mention that we removed
the functions G24 1, G24 f, G24 2, G24 3f, G24 6a, G24 6b, G24 6c, G24 6d
and G24 8b from severity s=10 and 50 because they have static constraints.
Therefore we include the results for these functions only for severity s=20 since
they are the same for other severities as well.
Table 1, illustrates the modified offline error values for different functions
separated for each severity. From this table, one immediate conclusion is that
penalty performed the worst among all techniques based on modified offline error
values as it has higher error values for almost all of the functions, regardless of
severity. However, to observe whether the methods have significant differences
or not, the Kruskal-Wallis test has been carried out and the results are presented
in Table 2. The results of the statistical tests can be summarized as following
observations: in static constraint function G24 6d penalty performed better
than feasibility, and in function G24 f it outperformed stochastic for severity
s=20. In dynamic constraint function G24 3, for severity s=50 it outperformed
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Table 2: Statistical tests on the offline error values in Table 2. “X(−)” means that the cor-
responding algorithm outperformed algorithm X. “X(+)” means that the corresponding algorithm
was dominated by algorithm X. If algorithm X does not appear in column Y means no significant
differences between X and Y.
Functions
S = 10
Epsilon(1) Feasibility(2) Penalty(3) Stochastic(4)
G24 3 (7.1-49.21%) 3(−), 4(−) 3(−), 4(−) 1(+), 2(+) 1(+), 2(+)
G24 3b (7.1-49.21%) 3(−) 3(−) 1(+), 2(+), 4(+) 3(−)
G24 4 (0-44.2%) 3(−) 3(−) 1(+), 2(+), 4(+) 3(−)
G24 5 (0-44.2%) 3(−), 4(−) 3(−), 4(−) 1(+), 2(+), 4(+) 1(+), 2(+), 3(−)
G24 7 (0-44.2%) 3(−) 3(−), 4(−) 1(+), 2(+), 4(+) 2(+), 3(−)
Functions
S = 20
Epsilon(1) Feasibility(2) Penalty(3) Stochastic(4)
G24 1 (44.2%) 3(−) 3(−) 1(+), 2(+), 4(+) 3(−)
G24 f (44.2%) 4(−) 4(−) 4(−) 1(+), 2(+), 3(+)
G24 2 (44.2%) 3(−) 3(−) 1(+), 2(+), 4(+) 3(−)
G24 3 (7.1-49.21%) 2(+) 1(−), 3(−), 4(−) 2(+) 2(+)
G24 3b (7.1-49.21%) 3(−) 3(−) 1(+), 2(+), 4(+) 3(−)
G24 3f (7.1%) 3(−), 4(−) 3(−), 4(−) 1(+), 2(+) 1(+), 2(+)
G24 4 (0-44.2%) 3(−) 3(−) 1(+), 2(+), 4(+) 3(−)
G24 5 (0-44.2%) 3(−) 3(−) 1(+), 2(+), 4(+) 3(−)
G24 6a (16.68%) 3(−), 4(+) 3(−) 1(+), 2(+), 4(+) 1(−), 3(−)
G24 6b (50.01%) 3(−), 4(−) 3(−), 4(−) 1(+), 2(+), 4(+) 1(+), 2(+), 3(−)
G24 6c (33.33%) 3(−) 3(−) 1(+),2(+), 4(+) 3(−)
G24 6d (20.91%) - 3(+), 4(+) 2(−) 2(−)
G24 7 (0-44.2%) 3(−), 4(+) 3(−), 4(+) 1(+), 2(+), 4(+) 1(−), 2(−), 3(−)
G24 8b (44.2%) 3(−), 4(−) 3(−), 4(−) 1(+), 2(+), 4(+) 1(+), 2(+), 3(−)
Functions
S = 50
Epsilon(1) Feasibility(2) Penalty(3) Stochastic(4)
G24 3 (7.1-49.21%) 2(+), 3(+), 4(+) 1(−), 4(−) 1(−) 1(−), 2(+)
G24 3b (7.1-49.21%) 3(−), 4(+) 3(−) 1(+), 2(+), 4(+) 1(−), 3(−)
G24 4 (0-44.2%) 2(+), 3(−), 4(+) 1(−), 3(−) 1(+), 2(+), 4(+) 1(−), 3(−)
G24 5 (0-44.2%) 3(−) 3(−) 1(+), 2(+), 4(+) 3(−)
G24 7 (0-44.2%) 3(−) 3(−) 1(+), 2(+), 4(+) 3(−)
epsilon.
Among the techniques, epsilon and feasibility showed similar results. This
is because epsilon uses a modification of feasibility rules, thus they have a sim-
ilar trend to handling the constraints. This causes the two to lack significant
difference in almost all of the functions excluding G24 3 (for s=20 and 50) and
G24 4 (for s=50) where epsilon is the better performing technique.
In regards to stochastic, it was outperformed by both epsilon and feasibility
in some functions like G24 3, G24 5 (s=10), G24 f, G24 3f, G24 6b, G24 8b
(s=20) however, it only had significant difference with feasibility and not epsilon
in functions G24 7 (s=10) and G24 3 (s=20 and 50).
In general, severity did not have any significant effect on the results. For
testing other characteristics of the constraint handling techniques like feasibility
probability, convergence rate, average number of function evaluations required
for finding the first successful solution, convergence score and progress ratio to
determine which performs the most effectively, other measures are defined and
analyzed in the next section.
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4.2 Experiment II: behavior measures
Tables 3, 4 show the result of the measurements that were defined in Section 3.1.
General observations regarding to the algorithms’ behavior in these measures
are summarized as follows.
Due to the lower rate of success (SPt) in the stochastic ranking, this tech-
nique also tends to not find the optimum solution more often than its counter-
parts as shown in G24 f and G24 3f. This is attributed by the random nature
of the stochastic ranking and its lack of consistent reliability as shown in all
functions with non-zero success rates (SPt).
Due to the large area of feasibility in this benchmark, the constraint handling
techniques tended to have very high if not perfect feasibility rates (FPt), however
the penalty technique showed lower feasibility rates than its counterparts due
to its nature of accepting infeasible solutions during optimization.
Based on the three measurements (CSt, AEt and SPt) in dynamic constraint
functions including G24 3, G24 3b, G24 4, G24 7, with the exception of G24 5,
when the severity of the constraints is equal to 20 and 50, it is harder for the
constraint handling techniques to converge with the optimal solutions. Con-
versely, for s=10, the constraint handling techniques are unable to converge to
optimal solution for function G24 7. Although this trend is also true for the
static constraint function G24 1.
For all of the functions, the three constraint handling techniques (epsilon,
feasibility and penalty) had near identical success rates (SPt), while not exactly
the same they fell within one standard deviation of each other. However, the
stochastic ranking technique had vastly different success rates compared to its
counterparts.
Larger values for the progress ratio (PRt) does not always indicate better
performance since it depends on the distance between the first feasible solution
and the best solution found. Even if the distance between these solutions is
large, the best solution found can be stuck in a local optima and could never
reach the global optimum. Indeed, the calculation of this measure does not take
optimum values into consideration.
Improvement of the constraint handling techniques would require additional
optimization mechanisms as these techniques have very small standard deviation
in the rate of optimization leading to similar progress ratio values.
5 Conclusion and Future Work
In this paper, we have compared common constraint handling techniques for
solving DCOPs. For the measurements a modified version of offline error and
other measures including average evaluations, convergence score, progress ratio,
feasibility ratio and successful ratio were adapted for dynamic environments and
used for different severity of change of constraints. While the modified offline
error data revealed competitive results between epsilon and feasibility, stochas-
tic was considerably less reliable with large variations in the results and penalty
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presents the worst performance in terms of this measurement. However, stochas-
tic managed the constraints and guided the algorithm to a successful solution
much faster than any other technique albeit with a considerably lower reliability.
This would make stochastic the more effective choice for simpler optimization
problems where reliability is not an important factor in the performance. Con-
versely, penalty is the most reliable of the techniques which makes up for its lack
of speed in constraint management, it takes far longer than the other techniques
to reach a feasible solution but it consistently finds more successful solutions
overall. Taking the proposed measure (convergence score) into consideration,
stochastic compensates for its unreliability with its speed and frequently scores
the best out of the techniques in functions with static constraints. While this
may be the case, in the functions with dynamic constraints, all of the techniques
struggled to find successful solutions in the given time frame. This problem can
be mitigated by adding additional mechanisms to the algorithms that increase
its performance like methods of increasing diversity of solutions or repairing
infeasible solutions.
In the future of dynamic constrained optimization, new constraint handling
techniques would need to be developed to deal with the dynamic nature of the
problem.
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Table 3: Average and standard deviation of average evaluations (AEt), convergence score (CSt), progress ratio (PRt), feasibility
ratio(FRt), successful ratio (SRt). For s=10 and 50 only the functions that have dynamic constraints are displayed. Best
results are remarked in boldface.
s = 10
Measures
G24 3 G24 3b G24 4
Epsilon Feasibility Penalty Stochastic Epsilon Feasibility Penalty Stochastic Epsilon Feasibility Penalty Stochastic
AEt 766.13
±(102.98) 709.17±(164.94) 768.50±(239.98) 329.33±(244.60) 354.17±(126.91) 340.17±(128.77) 340.67±(93.10) 145.23±(114.67) 382.10±(128.28) 302.43±(142.03) 330.70±(102.17) 193.93±(103.79)
CSt 3895.59
±(440.57) 4255.00±(2006.64) 4116.96±(3509.32) 4490.91±(901.67) 1264.88±(400.47) 1308.33±(493.97) 1148.31±(400.45) 871.40±(522.78) 1432.88±(434.23) 1226.08±(480.36) 1127.39±(533.76) 1077.41±(531.86)
PRt 1.09
±(0.00) 1.09±(0.00) 1.09±(0.00) 1.07±(0.02) 1.25±(0.08) 1.21±(0.05) 1.12±(0.09) 1.21±(0.05) 1.23±(0.06) 1.21±(0.05) 1.15±(0.07) 1.21±(0.05)
FPt 0.83
±(0.00) 0.83±(0.00) 0.83±(0.00) 0.82±(0.01) 1.00±(0.00) 1.00±(0.00) 0.77±(0.07) 1.00±(0.00) 1.00±(0.00) 1.00±(0.00) 0.75±(0.75) 1.00±(0.00)
SPt 0.20
±(0.02) 0.17±(0.05) 0.19±(0.03) 0.07±(0.06) 0.28±(0.04) 0.26±(0.06) 0.30±(0.02) 0.17±(0.08) 0.27±(0.05) 0.25±(0.05) 0.29±(0.02) 0.18±(0.06)
Measures
G24 5 G24 7
Epsilon Feasibility Penalty Stochastic Epsilon Feasibility Penalty Stochastic
AEt 128.70
±(67.83) 124.63±(67.32) 133.00±(41.09) 49.50±(56.80) NaN NaN NaN NaN
CSt 270.00
±(132.54) 261.47±(132.13) 271.43±(84.44) 126.92±(226.41) NaN NaN NaN NaN
PRt 0.43
±(0.05) 0.42±(0.04) 0.26±(0.03) 0.40±(0.07) 0.59±(0.02) 0.59±(0.05) 0.50±(0.03) 0.55±(0.03)
FPt 0.91
±(0.03) 0.91±(0.02) 0.71±(0.71) 0.89±(0.06) 0.92±(0.04) 0.94±(0.05) 0.59±(0.59) 0.89±(0.09)
SPt 0.48
±(0.04) 0.48±(0.04) 0.49±(0.03) 0.39±(0.12) 0.00±(0.00) 0.00±(0.00) 0.00±(0.00) 0.00±(0.00)
s = 50
Measures
G24 3 G24 3b G24 4
Epsilon Feasibility Penalty Stochastic Epsilon Feasibility Penalty Stochastic Epsilon Feasibility Penalty Stochastic
AEt NaN NaN NaN NaN NaN NaN 31.47
±(0.00) NaN NaN NaN NaN NaN
CSt NaN NaN NaN NaN NaN NaN 9440.00
±(0.00) NaN NaN NaN NaN NaN
PRt 0.88
±(0.00) 0.88±(0.00) 0.89±(0.01) 0.87±(0.01) 0.98±(0.06) 0.97±(0.05) 0.92±(0.14) 0.98±(0.09) 0.96±(0.07) 0.96±(0.05) 0.88±(0.13) 1.00±(0.09)
FPt 1.00
±(0.00) 1.00±(0.00) 0.67±(0.12) 1.00±(0.00) 1.00±(0.00) 1.00±(0.00) 0.75±(0.12) 1.00±(0.00) 1.00±(0.00) 1.00±(0.00) 0.70±(0.17) 1.00±(0.00)
SPt 0.00
±(0.00) 0.00±(0.00) 0.00±(0.00) 0.00±(0.00) 0.00±(0.00) 0.00±(0.00) 0.00±(0.02) 0.00±(0.00) 0.00±(0.00) 0.00±(0.00) 0.00±(0.00) 0.00±(0.00)
Measures
G24 5 G24 7
Epsilon Feasibility Penalty Stochastic Epsilon Feasibility Penalty Stochastic
AEt 119.10
±(79.74) 126.10±(70.38) 149.73±(39.45) 34.13±(38.16) NaN NaN NaN NaN
CSt 255.21
±(157.67) 266.41±(138.21) 303.51±(89.38) 86.05±(116.57) NaN NaN NaN NaN
PRt 0.70
±(0.04) 0.71±(0.03) 0.70±(0.09) 0.71±(0.06) 0.97±(0.00) 0.97±(0.01) 0.96±(0.02) 0.95±(0.02)
FPt 1.00
±(0.00) 1.00±(0.00) 0.87±(0.09) 1.00±(0.00) 1.00±(0.00) 1.00±(0.00) 0.74±(0.14) 1.00±(0.00)
SPt 0.47
±(0.05) 0.47±(0.04) 0.49±(0.02) 0.40±(0.08) 0.00±(0.00) 0.00±(0.00) 0.00±(0.00) 0.00±(0.00)
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Table 4: Average and standard deviation of average evaluations (AEt), convergence score (CSt), progress ratio (PRt), feasibility
ratio(FRt), successful ratio (SRt). For s=20 all the 14 functions are displayed. Best results are remarked in boldface.
s = 20
Measures
G24 1 G24 f G24 2
Epsilon Feasibility Penalty Stochastic Epsilon Feasibility Penalty Stochastic Epsilon Feasibility Penalty Stochastic
AEt NaN NaN NaN NaN 72.30
±(35.80) 66.17±(39.24) 126.30±(76.77) NaN 47.50±(30.33) 41.90±(20.01) 41.07±(26.55) 33.70±(20.21)
CSt NaN NaN NaN NaN 98.14
±(45.15) 89.41±(51.01) 184.83±(155.89) NaN 79.17±(50.55) 69.83±(33.34) 68.44±(44.25) 68.31±(37.12)
PRt 1.12
±(0.01) 1.12±(0.01) 1.01±(0.16) 1.09±(0.02) 1.03±(0.00) 1.03±(0.00) 1.03±(0.00) 1.01±(0.02) 0.59±(0.00) 0.59±(0.00) 0.57±(0.04) 0.57±(0.01)
FPt 1.00
±(0.00) 1.00±(0.00) 0.72±(0.15) 1.00±(0.00) 1.00±(0.00) 1.00±(0.00) 0.79±(0.13) 1.00±(0.00) 1.00±(0.00) 1.00±(0.00) 0.89±(0.11) 1.00±(0.00)
SPt 0.00
±(0.00) 0.00±(0.00) 0.00±(0.00) 0.00±(0.00) 0.74±(0.05) 0.74±(0.06) 0.68±(0.12) 0.00±(0.00) 0.60±(0.00) 0.60±(0.00) 0.60±(0.00) 0.49±(0.09)
Measures
G24 3 G24 3b G24 3f
Epsilon Feasibility Penalty Stochastic Epsilon Feasibility Penalty Stochastic Epsilon Feasibility Penalty Stochastic
AEt NaN NaN NaN NaN NaN NaN NaN NaN 72.73
±(36.65) 58.50±(40.80) 93.47±(56.75) NaN
CSt NaN NaN NaN NaN NaN NaN NaN NaN 98.73
±(46.59) 83.57±(51.31) 136.78±(95.69) NaN
PRt 0.96
±(0.01) 0.96±(0.00) 0.97±(0.01) 0.95±(0.01) 1.17±(0.09) 1.16±(0.08) 0.97±(0.16) 1.12±(0.09) 0.83±(0.00) 0.82±(0.03) 0.83±(0.00) 0.82±(0.01)
FPt 1.00
±(0.00) 1.00±(0.00) 0.72±(0.14) 1.00±(0.00) 1.00±(0.00) 1.00±(0.00) 0.66±(0.19) 1.00±(0.00) 1.00±(0.00) 1.00±(0.00) 0.78±(0.10) 1.00±(0.00)
SPt 0.00
±(0.00) 0.00±(0.00) 0.00±(0.00) 0.00±(0.00) 0.00±(0.00) 0.00±(0.00) 0.00±(0.00) 0.00±(0.00) 0.74±(0.05) 0.70±(0.14) 0.68±(0.09) 0.00±(0.00)
Measures
G24 4 G24 5 G24 6a
Epsilon Feasibility Penalty Stochastic Epsilon Feasibility Penalty Stochastic Epsilon Feasibility Penalty Stochastic
AEt NaN NaN NaN NaN 124.47
±(67.67) 126.37±(57.62) 148.83±(42.22) 23.37±(22.30) 793.57±(47.74) 793.70±(54.25) 747.50±(95.12) 556.90±(103.85)
CSt NaN NaN NaN NaN 261.12
±(132.88) 263.26±(112.28) 303.74±(95.67) 57.46±(44.34) 1214.64±(398.88) 1253.21±(434.65) 942.23±(294.79) 1622.04±(1157.78)
PRt 1.15
±(0.06) 1.15±(0.09) 1.01±(0.12) 1.11±(0.08) 0.62±(0.02) 0.62±(0.02) 0.60±(0.06) 0.61±(0.03) 0.91±(0.00) 0.91±(0.00) 0.85±(0.11) 0.92±(0.01)
FPt 1.00
±(0.00) 1.00±(0.00) 0.71±(0.16) 1.00±(0.00) 1.00±(0.00) 1.00±(0.00) 0.84±(0.10) 1.00±(0.00) 1.00±(0.00) 1.00±(0.00) 0.94±(0.09) 1.00±(0.00)
SPt 0.00
±(0.00) 0.00±(0.00) 0.00±(0.00) 0.00±(0.00) 0.48±(0.04) 0.48±(0.04) 0.49±(0.03) 0.41±(0.02) 0.65±(0.14) 0.63±(0.16) 0.79±(0.12) 0.34±(0.12)
Measures
G24 6b G24 6c G24 6d
Epsilon Feasibility Penalty Stochastic Epsilon Feasibility Penalty Stochastic Epsilon Feasibility Penalty Stochastic
AEt 730.27
±(62.03) 712.43±(57.65) 748.07±(112.38) 506.27±(109.47) 717.53±(49.96) 719.23±(45.86) 789.23±(147.43) 505.27±(123.24) 646.50±(45.52) 656.73±(42.52) 626.10±(40.45) 421.33±(71.61)
CSt 1023.74
±(152.18) 984.93±(93.95) 1133.43±(465.92) 1393.39±(1035.71) 956.71±(141.80) 942.23±(175.47) 1143.82±(497.61) 1471.65±(1106.47) 682.92±(72.61) 772.63±(133.90) 688.02±(99.53) 1181.31±(647.70)
PRt 0.91
±(0.00) 0.91±(0.00) 0.83±(0.12) 0.92±(0.01) 0.91±(0.00) 0.91±(0.02) 0.88±(0.05) 0.92±(0.01) 1.41±(0.07) 1.42±(0.10) 1.43±(0.10) 1.40±(0.08)
FPt 1.00
±(0.00) 1.00±(0.00) 0.85±(0.10) 1.00±(0.00) 1.00±(0.00) 1.00±(0.00) 0.86±(0.10) 1.00±(0.00) 1.00±(0.00) 1.00±(0.00) 1.00±(0.00) 1.00±(0.00)
SPt 0.71
±(0.10) 0.72±(0.09) 0.66±(0.11) 0.36±(0.18) 0.75±(0.11) 0.76±(0.12) 0.69±(0.13) 0.34±(0.15) 0.95±(0.07) 0.85±(0.13) 0.91±(0.10) 0.36±(0.14)
Measures
G24 7 G24 8b
Epsilon Feasibility Penalty Stochastic Epsilon Feasibility Penalty Stochastic
AEt NaN NaN NaN NaN 242.37
±(404.83) 260.27±(401.82) 348.40±(441.93) 84.70±(221.61)
CSt NaN NaN NaN NaN 9088.75
±(484.85) 7808.00±(930.57) 7488.57±(1471.50) 6352.50±(497.94)
PRt 0.88
±(0.01) 0.88±(0.00) 0.85±(0.03) 0.88±(0.01) 0.94±(0.05) 0.94±(0.05) 0.64±(0.19) 0.77±(0.07)
FPt 1.00
±(0.00) 1.00±(0.00) 0.66±(0.15) 1.00±(0.00) 1.00±(0.00) 1.00±(0.00) 0.57±(0.24) 1.00±(0.00)
SPt 0.00
±(0.00) 0.00±(0.00) 0.00±(0.00) 0.00±(0.00) 0.03±(0.04) 0.03±(0.05) 0.14±(0.10) 0.01±(0.03)
1
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