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Machine Learning (ML) on low powered devices is still in its infancy, and the use of ML for 
continuous linear movement analysis is limited. There is a need to find an effective way to reduce 
the amount of computational load on low power devices. One of the ways to do so is to reduce the 
number of features within the ML model. This research took on that challenge and proposed a 
novel feature reduction approach by automatically selecting suitable and relevant feature subsets 
that enable ML models to achieve acceptable performance when deployed to low powered devices.
At the core of this thesis, it focuses on the methodologies that can help to reduce the complexities 
of the machine learning model to improve its efficiencies and enable it to operate successfully on 
low powered devices with limited computational resources. Internet of things (IoT), wearable 
devices and data-driven techniques offer the ability for practitioners to collect vast volumes of data 
and process them promptly drawing useful insights. At the same time, while the information is still 
helpful, practitioners can propose suitable interventions based on the information extracted by the 
physical activity monitoring device. 
The need for Lightweight ML is because the objective of this research is to deploy a suitable 
solution on low powered devices that can effectively operate within the limited computational 
resources available. This thesis has successfully proposed, developed and tested a novel lightweight 
ML approach for linear machine learning problems. The proposed method has also achieved its 
aims of automatically selecting appropriate features for machine learning applications. The thesis 
shows how the novel technique can significantly improve computational efficiency by exploiting 
the correlation co-efficient and variance between elements to eliminate irrelevant features. This 
method has been piloted and tested in one publicly available dataset and two case studies - a study 
of children's physical activities and energy expenditure, and a swim classification study. These case 
studies demonstrate that the proposed novel approach is useful in selecting appropriate features 
and reducing model complexity while performing physical activity recognition and monitoring. 
The thesis also demonstrated the effectiveness of deploying the lightweight ML method on low 
powered devices by significantly increasing the computational efficiency. The approach was 
5 
 
evaluated using several supervised machine learning algorithms including; decisions trees, linear & 
logistic regression, random forests, multilayer perceptron, support vector machines. 
The result of the "children's physical activity" case study has shown that this newly proposed 
approach can effectively predict children's energy expenditure and perform well within 5% of the 
baseline model. The best performing model using boosted trees achieved a 90% predictive accuracy 
inline with ocher research. The research has also shown chat it can significantly increase the model's 
computational efflcienc.,y by up to 75% enabling it to operate on low powered devices with limited 
computational resources successfully. The "swim classification" case study explored the novel 
lightweight model's performance on physical activity classification for swimming. The best 
performing model showed that the novel approach effectively reduced the feature complexity and 
model dimensionally to achieve 78% classification accuracy while being within 5% of the baseline 
and gaining above 70% computational efficiency running on the low powered device (a device 
limited in computational resources). This novel lightweight approach can significantly reduce the 
models feature dimensionality enabling suitable ML algorithms to operate on low powered devices, 
saving time and computational resources. It has been incredibly effective at dealing for linear tri-
axial time-series based Physical Activity monitoring and recognition problems. 
Although this proposed approach was specifically proposed for linear machine learning problems, 
the thesis has further explored this novel approach in a non-linear, time-series, activity-based 
situation in a "smart care home" case study. As anticipated, the experiment has found that this 
novel approach was unsuitable and ineffective, and an alternative technique using Conditional 
Random Fields was recommended for future expansion of the approach to tackle datasets non-
linear in nature. Finally, the contributions to the body of knowledge from this thesis and future 
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𝐶𝑖𝑗 the correlation coefficient between 
feature 𝑋𝑖 and 𝑋𝑗. 𝐶𝑖𝑗
𝐶𝑚𝑎𝑥 Each feature is a numerical array (time series) of length N, and the summations 
are extended from 1 to N index of the given features. 
𝐶𝑖𝑗 >  𝐶𝑚𝑎𝑥
𝐶𝑚𝑎𝑥















Task Instances Features Missing Values 
Adult Salary Binary-Class 48842 14 Yes 
German Credit Binary-Class 1000 20 No 
Breast Cancer Binary-Class 569 32 No 
Mushroom Binary-Class 8124 22 Yes 
Yeast Multi-Class 1484 8 No 
Amazon Reviews Multi-Class 1500 10000 No 
Car Evaluation Multi-Class 1728 6 No 
Abalone Multi-Class 4177 8 No 
Wine Quality Multi-Class 4898 12 No 
Waveform V2 Multi-Class 5000 40 No 
Boston Housing Regression 506 13 No 
Cycle Power Plant Regression 9568 4 No 
Air Quality Regression 9358 15 Yes 
Energy Efficiency Regression 768 8 No 
Datasets Baseline Model 
log loss & (time) 
New Approach log 
loss & (time) 
Log loss % 
difference  
% Time reduced 
Adult Salary 0.191 (42.80s) 0.199 (12.42s) -4.19% 71% 
German Credit 0.568 (6.32s) 0.594 (2.84s) -4.58% 55% 
Breast Cancer 0.187 (4.05s) 0.191 (2.23s) -2.14% 45% 




Datasets Baseline Model 
zero-one loss & 
(time) 
New Approach zero-one 
loss & (time) 




Yeast 0.416 (11.03s) 0.498 (4.30s) -19.71% 61% 
Amazon 
Reviews 
0.567 (16.70s) 0.569 (5.84s) -0.35% 
65% 
Car Evaluation 0.015 (8.04s) 0.019 (3.93s) -26.67% 51% 
Abalone 0.758 (12.16s) 0.848 (4.98s) -11.87% 59% 
Wine Quality 0.245 (18.76s) 0.269 (5.25s) -9.80% 72% 




Datasets Baseline Model 
MAE & (time)  
New Approach MAE 
& (time) 
MAE % difference % Time reduced 
Cycle Power Plant 2.474 (21.69s) 2.998 (6.29s) -21.18% 71% 
Boston Housing 2.533 (8.73s) 2.665 (5.15s) -5.21% 41% 
Energy Efficiency 1.186 (7.33s) 1.483 (4.10s) -25.03% 44% 











































Activity Features Selected 
Supine [9,10,12,13,15,5,6,4,14,3,1] 
Lego [9,10,12,13,15,5,6,3,4,1,14] 
Walking Slow [9,10,12,13,15,5,6,1,3,4,9,2] 
Walking Med [10,12,13,15,5,3,4,14,6,1,7] 
Kicking [10,12,13,15,4,3,6,2,11,7,8] 





𝜇 = 2.69 𝑎𝑛𝑑 𝜎 = 1.11
𝜇 𝜎
𝑙𝑜𝑔(1 + 𝑥)


























𝑒𝑇+ℎ = (𝑦𝑇+ℎ − 𝑦𝑇+ℎ|𝑇,̂ ) ± 10%




Model Baseline Accuracy New Approach (time seconds) Accuracy Diff 
Linear 
Regression 
68.0% (+/- 6.20%) (10.9s) 61.7% (+/- 6.80%) (6.5s) ~10% 
Ridge 
Regression 
66.2% (+/- 5.02%) (11.8s) 61.7% (+/- 7.02%) (7.0s) ~8% 
Lasso 
Regression 
31.1% (+/- 8.07%) (12.14) 24.1% (+/- 9.00%) (7.4s) ~23% 
MLP 87.2% (+/- 4.07%) (90.46s) 83.5% (+/- 6.07%) (55.5s) ~5% 
Random Forest 93.0% (+/- 3.01%) (228.03s) 90.2% (+/- 5.50%) (138.2s) ~4% 
CNN 95.1% (+/- 4.01%) (434.11s) 92.6% (+/- 6.10%) (285.6s) ~4% 
























𝐸𝑀𝐴 = [𝐶𝑙𝑜𝑠𝑒 − 𝐸𝑀𝐴] ∗ (2/𝑛 + 1) + 𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝐸𝑀𝐴
 
𝑚𝑖𝑛(𝑎𝑏𝑠(𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛) ∗ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, 1) ∗ 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 
𝑒𝑥𝑝𝑜𝑛𝑒𝑛𝑡𝑖𝑎𝑙_𝑚𝑜𝑣𝑖𝑛𝑔_𝑎𝑣𝑒𝑟𝑎𝑔𝑒(𝑠𝑖𝑔𝑛𝑎𝑙 







((𝐴 + 1) ∗ 𝐵) + ((𝐵 + 1) ∗ 𝐶) 
(𝑥 − 𝑦)2/2 𝑥


Model Baseline % Accuracy (% 
variance) (time taken in 
seconds) 
New % Accuracy (% variance) 
(time taken in seconds) 
Accuracy  % Diff 
Logistic 
Regression 
21% (+/- 5.1%) (6.12s) 22% (+/- 7.30%) (3.5s) ~5% 
Decision Trees 64% (+/- 5.50%) (3.94s) 52% (+/- 6.80%) (2.2s) ~19% 
Lasso 51% (+/- 5.22%) (5.17s) 41% (+/- 6.20%) (3.4s) ~20% 
MLP 80% (+/- 4.12%) (8.67s) 78% (+/- 5.01%) (5.1s) ~3% 
Random 
Forest 
78% (+/- 5.11%) (39.06s) 73% (+/- 6.01%) (25.2s) ~7% 
CNN 80% (+/- 4.10%) (65.66s) 74% (+/- 5.01%) (45.6s) ~8% 












1. 𝑚𝑒𝑑𝑖𝑎𝑛 +  𝑚𝑖𝑛𝑖𝑚𝑢𝑚 
2. 𝑚𝑒𝑑𝑖𝑎𝑛 −  𝑚𝑖𝑛𝑖𝑚𝑢𝑚 
3. 𝑚𝑒𝑑𝑖𝑎𝑛 +  𝑚𝑎𝑥𝑖𝑚𝑢𝑚 





















Index Sensor Status Trigger Target DateTime Minute_of_Day 
0 M021 ON Sleep="begin" Sleeping 2011-06-15 0:06:33 6 
1 M021 OFF NaN Sleeping 2011-06-15 0:06:34 6 
16 M021 ON NaN Sleeping 2011-06-15 3:37:47 217 
17 M021 OFF NaN Sleeping 2011-06-15 3:37:48 217 
18 M021 ON NaN Sleeping 2011-06-15 3:38:11 218 
Sensor ID Activity Simplified Activities 
M021 Sleeping N/A 
MA013 Grooming (Personal Hygiene & Groom) 
MA009 Toilet N/A 
M005 Eating (Eat, Eat Breakfast, Eat Lunch & Eat Dinner) 
M007 Washing (Wash Dishes, Wash Breakfast Dishes, Wash Lunch 
Dishes & Wash Dinner Dishes) 
M004 Relaxing (Relaxing & Sleep out of Bed) 
MA014 Working (Work & Working at Table) 








Model Baseline Accuracy New Approach (time seconds) Accuracy Diff 
Logistic 
Regression 
42% (+/- 2.2%) (2.01s) 25% (+/- 4.03%) (1.05s) ~40% 
Decision Trees 55% (+/- 1.50%) (1.05s) 22% (+/- 3.22%) (0.8s) ~60% 
Lasso 40% (+/- 1.03%) (1.26s) 28% (+/- 2.32%) (0.63s) ~30% 
MLP 59% (+/- 1.30%) (3.78s) 49% (+/- 3.41%) (1.47s) ~17% 
Random Forest 65% (+/- 1.60%) (2.66s) 49% (+/- 2.43%) (1.27s) ~25% 
CNN 60% (+/- 1.10%) (4.29s) 39% (+/- 1.23%) (2.43s) ~35% 
Boosted Trees 62% (+/- 1.20%) (2.21s) 37% (+/- 3.61%) (1.46s) ~40% 
 
μ =  4.87 σ =  1.22 μ =
 2.35 σ =  2.06
Activity Zero One Loss 5-Fold CV Score 
Sleeping 0.076 85% (+/- 0.02) 
Grooming 0.063 93.1% (+/- 0.01) 
Toilet 0.198 61.2% (+/- 1.60) 
Eating 0.068 85.01% (+/- 1.50) 
Washing 0.080 82.02% (+/- 0.02) 
Relaxing 0.137 63.06% (+/- 0.82) 
Working 0.084 80.01% (+/- 0.35) 
Reading 0.126 60.2% (+/- 0.46) 
Method 5-Fold CV Score 
Decision Tree 65.8% (+/- 1.98) 
CRF-Forest 76.2% (+/- 1.61) 
SVM 66.8% (+/- 2.72) 













Abidine, B. M., Fergani, L., Fergani, B., & Oussalah, M. (2018). The joint use of sequence 
features combination and modified weighted SVM for improving daily activity 
recognition. Pattern Analysis and Applications. https://doi.org/10.1007/s10044-016-
0570-y 
Acampora, G., Cook, D. J., Rashidi, P., & Vasilakos, A. V. (2013). A survey on ambient 
intelligence in healthcare. Proceedings of the IEEE. 
https://doi.org/10.1109/JPROC.2013.2262913 
Agarwal, P., & Alam, M. (2020). A Lightweight Deep Learning Model for Human Activity 
Recognition on Edge Devices. Procedia Computer Science, 167(2019), 2364–2373. 
https://doi.org/10.1016/j.procs.2020.03.289 
Akinwande, M. O., Dikko, H. G., & Samson, A. (2015). Variance Inflation Factor: As a 
Condition for the Inclusion of Suppressor Variable(s) in Regression Analysis. Open 
Journal of Statistics, 05(07), 754–767. https://doi.org/10.4236/ojs.2015.57075 
Alinia, P., Saeedi, R., Mortazavi, B., Rokni, A., & Ghasemzadeh, H. (2015). Impact of sensor 
misplacement on estimating metabolic equivalent of task with wearables. 2015 IEEE 12th 
International Conference on Wearable and Implantable Body Sensor Networks, BSN 
2015, 1–6. https://doi.org/10.1109/BSN.2015.7299385 
Barten, A. P. (1987). The coefficient of determination for regression without a constant term. 
In R. Heijmans & H. Neudecker (Eds.), The Practice of Econometrics: Studies on 
Demand, Forecasting, Money and Income (pp. 181–189). https://doi.org/10.1007/978-94-
009-3591-4_12 
Bikmukhamedov, R. F., & Nadeev, A. F. (2019). Lightweight machine learning classifiers of 
IoT traffic flows. 2019 Systems of Signal Synchronization, Generating and Processing in 
Telecommunications, SYNCHROINFO 2019, (December), 1–5. 
https://doi.org/10.1109/SYNCHROINFO.2019.8814156 
Bischl, B., Kerschke, P., Kotthoff, L., Lindauer, M., Malitsky, Y., Fréchette, A., … 
Vanschoren, J. (2016). ASlib: A benchmark library for algorithm selection. Artificial 
Intelligence, 237, 41–58. https://doi.org/10.1016/j.artint.2016.04.003 
Blumchent, G. (1990). Metabolic Equivalents ( METS ) in Exercise Testing , Exercise 
Prescription , and Evaluation of Functional Capacity. 565, 555–565. 
Blythe, A., Crouter, S. E., & LaMunion, S. R. (2017). Validity of Consumer-Based Physical 
Activity Monitors for Estimating Energy Expenditure in Youth. 1–30. 
Bolón-Canedo, V., Sánchez-Maroño, N., & Alonso-Betanzos, A. (2015). Recent advances and 
emerging challenges of feature selection in the context of big data. Knowledge-Based 
Systems, 86, 33–45. https://doi.org/10.1016/j.knosys.2015.05.014 
Bolón-Canedo, Verónica, Sechidis, K., Sánchez-Maroño, N., Alonso-Betanzos, A., & Brown, 
G. (2019). Insights into distributed feature ranking. Information Sciences, 496, 378–398. 
https://doi.org/10.1016/j.ins.2018.09.045 
Brodie, M. A., Pliner, E. M., Ho, A., Li, K., Chen, Z., Gandevia, S. C., & Lord, S. R. (2018). 
Big data vs accurate data in health research: Large-scale physical activity monitoring, 
smartphones, wearable devices and risk of unconscious bias. Medical Hypotheses, 
119(July), 32–36. https://doi.org/10.1016/j.mehy.2018.07.015 
Cai, H., Xu, B., Jiang, L., & Vasilakos, A. V. (2017). IoT-Based Big Data Storage Systems in 
Cloud Computing: Perspectives and Challenges. IEEE Internet of Things Journal, 4(1), 
75–87. https://doi.org/10.1109/JIOT.2016.2619369 
Cai, J., Luo, J., Wang, S., & Yang, S. (2018). Feature selection in machine learning: A new 
perspective. Neurocomputing, 300, 70–79. https://doi.org/10.1016/j.neucom.2017.11.077 
Calvaresi, D., Cesarini, D., Sernani, P., Marinoni, M., Dragoni, A. F., & Sturm, A. (2017). 
Exploring the ambient assisted living domain: a systematic review. Journal of Ambient 
Intelligence and Humanized Computing, 8(2), 239–257. https://doi.org/10.1007/s12652-
016-0374-3 
CASAS. (2015). Casas datasets. Retrieved March 2, 2019, from No. 24 website: 
http://casas.wsu.edu/datasets/ 
Chen, J., & Ran, X. (2019). Deep Learning With Edge Computing: A Review. Proceedings of 
the IEEE, 107(8). https://doi.org/10.1109/JPROC.2019.2921977 
Chen, K., Zhang, D., Yao, L., Guo, B., Yu, Z., & Liu, Y. (2020). Deep Learning for Sensor-
based Human Activity Recognition: Overview, Challenges and Opportunities. 37(4). 
Retrieved from http://arxiv.org/abs/2001.07416 
Chen, W., Wang, D., & Li, K. (2019). Multi-User Multi-Task Computation Offloading in 
Green Mobile Edge Cloud Computing. IEEE Transactions on Services Computing, 12(5), 
726–738. https://doi.org/10.1109/TSC.2018.2826544 
Chowdhury, E. A., Western, M. J., Nightingale, T. E., Peacock, O. J., & Thompson, D. (2017). 
Assessment of laboratory and daily energy expenditure estimates from consumer 
multisensor physical activity monitors. PLoS ONE, 12(2), 1–15. 
https://doi.org/10.1371/journal.pone.0171720 
Christofaro, D. G. D., Andersen, L. B., Andrade, S. M. de, Barros, M. V. G. de, Saraiva, B. T. 
C., Fernandes, R. A., & Ritti-Dias, R. M. (2018). Adolescents’ physical activity is 
associated with previous and current physical activity practice by their parents. Jornal de 
Pediatria, 94(1). https://doi.org/10.1016/j.jped.2017.01.007 
Cook, D. J., Crandall, A. S., Thomas, B. L., & Krishnan, N. C. (2013). CASAS: A smart home 
in a box. Computer. https://doi.org/10.1109/MC.2012.328 
Crouter, S. E., Oody, J. F., & Bassett, D. R. (2018). Estimating physical activity in youth using 
an ankle accelerometer. Journal of Sports Sciences. 
https://doi.org/10.1080/02640414.2018.1449091 
Dahmen, J., Thomas, B. L., Cook, D. J., & Wang, X. (2017). Activity learning as a foundation 
for security monitoring in smart homes. Sensors (Switzerland), 17(4), 1–17. 
https://doi.org/10.3390/s17040737 
Davis, J. J., & Foo, E. (2016). Automated feature engineering for HTTP tunnel detection. 
Computers and Security, 59, 166–185. https://doi.org/10.1016/j.cose.2016.01.006 
De Donno, M., Tange, K., & Dragoni, N. (2019). Foundations and Evolution of Modern 
Computing Paradigms: Cloud, IoT, Edge, and Fog. IEEE Access, 7, 150936–150948. 
https://doi.org/10.1109/ACCESS.2019.2947652 
Dennison, L., Morrison, L., Conway, G., & Yardley, L. (2013). Opportunities and Challenges 
for Smartphone Applications in Supporting Health Behavior Change: Qualitative Study. 
J Med Internet Res, 15(4), e86. https://doi.org/10.2196/jmir.2583 
Devakumari, D., & Thangavel, K. (2010). Unsupervised adaptive floating search feature 
selection based on Contribution Entropy. 2010 International Conference on 
Communication and Computational Intelligence (INCOCCI), 623–627. 
Dheeru, D., & Karra Taniskidou, E. (2017). {UCI} Machine Learning Repository. Retrieved 
from http://archive.ics.uci.edu/ml 
Dijkhuis, T. B., Blaauw, F. J., van Ittersum, M. W., Velthuijsen, H., & Aiello, M. (2018). 
Personalized physical activity coaching: A machine learning approach. Sensors 
(Switzerland), 18(2), 1–15. https://doi.org/10.3390/s18020623 
Dipanjan, S., Raghav, B., & Sharma, T. (2018). Practical Machine Learning with Python. 
Retrieved from https://doi.org/10.1007/978-1-4842-3207-1 
Dormann, C. F., Elith, J., Bacher, S., Buchmann, C., Carl, G., Carré, G., … Lautenbach, S. 
(2013). Collinearity: A review of methods to deal with it and a simulation study evaluating 
their performance. Ecography, 36(1), 027–046. https://doi.org/10.1111/j.1600-
0587.2012.07348.x 
Duncan, M. J., Roscoe, C. M. P., Faghy, M., Tallis, J., & Eyre, E. L. J. (2019). Estimating 
Physical Activity in Children Aged 8–11 Years Using Accelerometry: Contributions From 
Fundamental Movement Skills and Different Accelerometer Placements. Frontiers in 
Physiology, 10. https://doi.org/10.3389/fphys.2019.00242 
Duncan, M. J., Wilson, S., Tallis, J., & Eyre, E. (2016). Validation of the Phillips et al. 
GENEActiv accelerometer wrist cut-points in children aged 5–8 years old. European 
Journal of Pediatrics. https://doi.org/10.1007/s00431-016-2795-6 
Eastwood, M, Konios, A., Tan, B., Jing, Y., & Hamid, A. (2019). Conditional Random Field 
Feature Generation of Smart Home Sensor Data using Random Forests. 2019 
International Microwave Biomedical Conference (IMBioC 2019). 
Eastwood, Mark, Konios, A., Tan, B., Jing, Y., & Hamid, A. (2019). Conditional Random Field 
Feature Generation of Smart Home Sensor Data using Random Forests. 2019 
International Microwave Biomedical Conference (IMBioC 2019), (In-press), (In--press). 
IEEE. 
Ekegren, C. L., Braaf, S., Ameratunga, S., Ponsford, J., Nunn, A., Cameron, P., … Gabbe, B. 
J. (2020). Adaptation, self-motivation and support services are key to physical activity 
participation three to five years after major trauma: a qualitative study. Journal of 
Physiotherapy. https://doi.org/10.1016/j.jphys.2020.06.008 
Elkan, C. (2010). Predictive analytics and data mining. In Npl. Retrieved from 
http://www.mendeley.com/research/data-mining-and-predictive-analysis/ 
Ellis, D. A., & Piwek, L. (2018). Failing to encourage physical activity with wearable 
technology: what next? Journal of the Royal Society of Medicine, 111(9), 310–313. 
https://doi.org/10.1177/0141076818788856 
Endre, L., & DuBuske, L. (2018). IMPACT OF SWIMMING THERAPY AND PHYSICAL 
ACTIVITY ON ASTHMA. Annals of Allergy, Asthma & Immunology, 121(5, 
Supplement), S42. https://doi.org/https://doi.org/10.1016/j.anai.2018.09.135 
Escamilla-Ambrosio, P. J., Rodríguez-Mota, A., Aguirre-Anaya, E., Acosta-Bermejo, R., & 
Salinas-Rosales, M. (2018). Distributing computing in the internet of things: Cloud, fog 
and edge computing overview. Studies in Computational Intelligence, 731, 87–115. 
https://doi.org/10.1007/978-3-319-64063-1_4 
Esliger, D. W., Rowlands, A. V., Hurst, T. L., Catt, M., Murray, P., & Eston, R. G. (2011). 
Validation of the GENEA accelerometer. Medicine and Science in Sports and Exercise. 
https://doi.org/10.1249/MSS.0b013e31820513be 
Fani, H., Mirlohi, A., Hosseini, H., & Herperst, R. (2018). Swim stroke analytic: Front crawl 
pulling pose classification. Proceedings - International Conference on Image Processing, 
ICIP, 4068–4072. https://doi.org/10.1109/ICIP.2018.8451756 
Farrahi, V., Niemelä, M., Kangas, M., Korpelainen, R., & Jämsä, T. (2019). Calibration and 
validation of accelerometer-based activity monitors: A systematic review of machine-
learning approaches. Gait and Posture, 68(November 2018), 285–299. 
https://doi.org/10.1016/j.gaitpost.2018.12.003 
Fergus, P., Hussain, A. J., Hearty, J., Fairclough, S., Boddy, L., Mackintosh, K., … Lunn, J. 
(2017). A machine learning approach to measure and monitor physical activity in children. 
Neurocomputing, 228(November 2016), 220–230. 
https://doi.org/10.1016/j.neucom.2016.10.040 
Feurer, M., Klein, A., Eggensperger, K., Springenberg, J., Blum, M., & Hutter, F. (2015a). 
Efficient and Robust Automated Machine Learning. Advances in Neural Information 
Processing Systems 28, 2944–2952. Retrieved from http://papers.nips.cc/paper/5872-
efficient-and-robust-automated-machine-learning.pdf 
Feurer, M., Klein, A., Eggensperger, K., Springenberg, J. T., Blum, M., & Hutter, F. (2015b). 
Methods for Improving Bayesian Optimization for AutoML. ICML 2015 AutoML 
Workshop, (Section 3). 
Fine, S., Singer, Y., & Tishby, N. (1998). The hierarchical hidden Markov model: Analysis 
and applications. Machine Learning, 32(1), 41–62. 
https://doi.org/10.1023/A:1007469218079 
Finlay, S. (2014). Introduction. In: Predictive Analytics, Data Mining and Big Data. Business 
in the Digital Economy. Palgrave Macmillan, London, 1–2. 
Gil-Martín, M., San-Segundo, R., Fernández-Martínez, F., & Ferreiros-López, J. (2020). 
Improving physical activity recognition using a new deep learning architecture and post-
processing techniques. Engineering Applications of Artificial Intelligence, 92(March), 
103679. https://doi.org/10.1016/j.engappai.2020.103679 
Gjoreski, H., Kaluža, B., Gams, M., Milić, R., & Luštrek, M. (2013). Ensembles of multiple 
sensors for human energy expenditure estimation. 359. 
https://doi.org/10.1145/2493432.2493517 
Greca, J. P. de A., Ryan, J., Baltzopoulos, V., & Korff, T. (2019). Biomechanical evaluation 
of walking and cycling in children. Journal of Biomechanics, 87, 13–18. 
https://doi.org/10.1016/j.jbiomech.2019.01.051 
Greco, L., Percannella, G., Ritrovato, P., Tortorella, F., & Vento, M. (2020). Trends in IoT 
based solutions for health care: Moving AI to the edge. Pattern Recognition Letters, 135, 
346–353. https://doi.org/10.1016/j.patrec.2020.05.016 
Guo, Y., Jia, X., & Paull, D. (2018). Effective Sequential Classifier Training for SVM-Based 
Multitemporal Remote Sensing Image Classification. IEEE Transactions on Image 
Processing, 27(6), 3036–3048. https://doi.org/10.1109/TIP.2018.2808767 
Guyon, I., Bennett, K., Cawley, G., Escalante, H. J., Escalera, S., Ho, T. K., … Viegas, E. 
(2015). Design of the 2015 ChaLearn AutoML challenge. Proceedings of the 
International Joint Conference on Neural Networks, 2015-Septe. 
https://doi.org/10.1109/IJCNN.2015.7280767 
Guyon, I., & Elisseeff, A. (2003). An Introduction to Variable and Feature Selection. Journal 
of Machine Learning Research (JMLR), 3(3), 1157–1182. 
https://doi.org/10.1016/j.aca.2011.07.027 
H.K. Montoye, A., M. Pivarnik, J., M. Mudd, L., Biswas, S., & A. Pfeiffer, K. (2016). 
Validation and Comparison of Accelerometers Worn on the Hip, Thigh, and Wrists for 
Measuring Physical Activity and Sedentary Behavior. AIMS Public Health, 3(2), 298–
312. https://doi.org/10.3934/publichealth.2016.2.298 
Hakozaki, K., Kato, N., Tanabiki, M., Furuyama, J., Sato, Y., & Aoki, Y. (2018). Swimmer’s 
Stroke Estimation Using CNN and MultiLSTM. Journal of Signal Processing, 22(4), 
219–222. https://doi.org/10.2299/jsp.22.219 
Harrell, J. S., Mcmurray, R. G., Baggett, C. D., Pennell, M. L., Pearce, P. F., & Bangdiwala, 
S. I. (2005). Energy costs of physical activities in children and adolescents. Medicine and 
Science in Sports and Exercise, 37(2), 329–336. 
https://doi.org/10.1249/01.MSS.0000153115.33762.3F 
Hassan, M. M., Uddin, M. Z., Mohamed, A., & Almogren, A. (2018). A robust human activity 
recognition system using smartphone sensors and deep learning. Future Generation 
Computer Systems, 81, 307–313. https://doi.org/10.1016/j.future.2017.11.029 
Helal, S., & Bull, C. N. (2019). From Smart Homes to Smart-Ready Homes and Communities. 
Dementia and Geriatric Cognitive Disorders. https://doi.org/10.1159/000497803 
Hindawi, M., Elghazel, H., & Benabdeslem, K. (2013). Efficient semi-supervised feature 
selection by an ensemble approach. 
Höglund, H. (2017). Tax payment default prediction using genetic algorithm-based variable 
selection. Expert Systems with Applications, 88(1), 368–375. 
https://doi.org/10.1016/j.eswa.2017.07.027 
Holfelder, B., & Schott, N. (2014). Relationship of fundamental movement skills and physical 
activity in children and adolescents: A systematic review. Psychology of Sport and 
Exercise. https://doi.org/10.1016/j.psychsport.2014.03.005 
Hu, Y., & Huang, S. (2017). Challenges of Automated Machine Learning on Causal Impact 
Analytics for Policy Evaluation. 
Huddleston, S. H., & Brown, G. G. (2019). Machine Learning 7 . 2 Supervised , Unsupervised 
, and Reinforcement Learning. 231–274. 
Hutter, F., Hoos, H. H., & Leyton-Brown, K. (2011). Sequential model-based optimization for 
general algorithm configuration. Lecture Notes in Computer Science (Including Subseries 
Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics), 6683 LNCS, 
507–523. https://doi.org/10.1007/978-3-642-25566-3_40 
Inoubli, W., Aridhi, S., Mezni, H., Maddouri, M., & Mephu Nguifo, E. (2018). An 
experimental survey on big data frameworks. Future Generation Computer Systems, 86, 
546–564. https://doi.org/10.1016/j.future.2018.04.032 
Jacob, B., Kligys, S., Chen, B., Zhu, M., Tang, M., Howard, A., … Kalenichenko, D. (2018). 
Quantization and Training of Neural Networks for Efficient Integer-Arithmetic-Only 
Inference. Proceedings of the IEEE Computer Society Conference on Computer Vision 
and Pattern Recognition, 2704–2713. https://doi.org/10.1109/CVPR.2018.00286 
Jing, Y., Eastwood, M., Tan, B., Konios, A., Hamid, A., & Collinson, M. (2017). An Intelligent 
Well-being Monitoring System for Residents in Extra Care Homes. Proceedings of the 
1st International Conference on Internet of Things and Machine Learning, 8:1--8:6. 
https://doi.org/10.1145/3109761.3109769 
Kanter, J. M., & Veeramachaneni, K. (2015). Deep Feature Synthesis:Towards Automating 
Data Science Endeavors. 1–10. https://doi.org/10.1109/DSAA.2015.7344858 
Kavakiotis, I., Tsave, O., Salifoglou, A., Maglaveras, N., Vlahavas, I., & Chouvarda, I. (2017). 
Machine Learning and Data Mining Methods in Diabetes Research. Computational and 
Structural Biotechnology Journal. https://doi.org/10.1016/j.csbj.2016.12.005 
Klein, A., Falkner, S., Mansur, N., & Hutter, F. (2017). RoBO: A Flexible and Robust Bayesian 
Optimization Framework in Python. NIPS Bayesian Optimization Workshop, (Nips). 
Retrieved from https://bayesopt.github.io/papers/2017/22.pdf 
Kobayashi, M., OMAE, Y., SAKAI, K., AKIDUKI, T., SHIONOYA, A., & TAKAHASHI, H. 
(2019). Estimation Method of Turn Section During Swimming by Using Ensemble 
Learning and Single Inertial Sensor単一慣性センサとアンサンブル学習を活用した
競泳中のターン区間推定. Journal of Japan Society for Fuzzy Theory and Intelligent 
Informatics, 31(1), 597–602. https://doi.org/10.3156/jsoft.31.1_597 
Konios, A., Jing, Y., Eastwood, M., & Tan, B. (2018). Unifying and Analysing Activities of 
Daily Living in Extra Care Homes. Retrieved from http://cyber-science.org/2018/ 
Kos, A., & Umek, A. (2019). Wearable Sensor Devices for Prevention and Rehabilitation in 
Healthcare: Swimming Exercise With Real-Time Therapist Feedback. IEEE Internet of 
Things Journal, 6(2), 1331–1341. https://doi.org/10.1109/JIOT.2018.2850664 
Kotthoff, L., Gent, I. P., & Miguel, I. (2011). An Evaluation of Machine Learning in Algorithm 
Selection for Search Problems. The Fourth International Symposium on Combinatorial 
Search, 25(3), 257–270. https://doi.org/10.3233/AIC-2012-0533 
Kotu, V., & Deshpande, B. (2015). Data Mining Process. Predictive Analytics and Data 
Mining, (1), 17–36. https://doi.org/10.1016/B978-0-12-801460-8.00002-1 
Kumar, V. (2014). Feature Selection: A literature Review. The Smart Computing Review, 4(3). 
https://doi.org/10.6029/smartcr.2014.03.007 
Lafferty, J. D., McCallum, A., & Pereira, F. C. N. (2001). Conditional Random Fields: 
Probabilistic Models for Segmenting and Labeling Sequence Data. Proceedings of the 
Eighteenth International Conference on Machine Learning. 
Landry, B. W., & Driscoll, S. W. (2012). Physical Activity in Children and Adolescents. 
PM&R, 4(11), 826–832. https://doi.org/https://doi.org/10.1016/j.pmrj.2012.09.585 
Lebherz, D. S., Lorig, F., & Timm, I. J. (2019). Agent-based modeling and simulation of 
individual elderly care decision-making. Proceedings - Winter Simulation Conference, 
2018-Decem, 1025–1036. https://doi.org/10.1109/WSC.2018.8632293 
Lechevalier, D., Narayanan, A., & Rachuri, S. (2015). Towards a domain-specific framework 
for predictive analytics in manufacturing. Proceedings - 2014 IEEE International 
Conference on Big Data, IEEE Big Data 2014, 987–995. 
https://doi.org/10.1109/BigData.2014.7004332 
Lee, S. J., Yoo, P. D., Taufiq Asyhari, A., Jhi, Y., Chermak, L., Yeun, C. Y., & Taha, K. (2020). 
IMPACT: Impersonation Attack Detection via Edge Computing Using Deep Autoencoder 
and Feature Abstraction. IEEE Access, 8. https://doi.org/10.1109/ACCESS.2020.2985089 
Leppänen, T., Savaglio, C., & Fortino, G. (2020). Service modeling for opportunistic edge 
computing systems with feature engineering. Computer Communications, 157(April), 
308–319. https://doi.org/10.1016/j.comcom.2020.04.011 
Li, J., & Liu, H. (2017). Challenges of Feature Selection for Big Data Analytics. IEEE 
Intelligent Systems, 32(2), 9–15. https://doi.org/10.1109/MIS.2017.38 
Li, M., Gu, W., Chen, W., He, Y., Wu, Y., & Zhang, Y. (2018). Smart Home: Architecture, 
Technologies and Systems. Procedia Computer Science, 131, 393–400. 
https://doi.org/10.1016/J.PROCS.2018.04.219 
Liciotti, D., Bernardini, M., Romeo, L., & Frontoni, E. (2019). A sequential deep learning 
application for recognising human activities in smart homes. Neurocomputing, (xxxx). 
https://doi.org/10.1016/j.neucom.2018.10.104 
Lindauer, M., Bergdoll, R. D., & Hutter, F. (2016). An empirical study of per-instance 
algorithm scheduling. Lecture Notes in Computer Science (Including Subseries Lecture 
Notes in Artificial Intelligence and Lecture Notes in Bioinformatics), 10079 LNCS, 253–
259. https://doi.org/10.1007/978-3-319-50349-3_20 
Lindauer, M., Hutter, F., Hoos, H. H., & Schaub, T. (2017). AutoFolio: An automatically 
configured algorithm selector. IJCAI International Joint Conference on Artificial 
Intelligence, 5025–5029. https://doi.org/10.1613/jair.4726 
Lu, H., Gu, C., Luo, F., Ding, W., & Liu, X. (2020). Optimization of lightweight task offloading 
strategy for mobile edge computing based on deep reinforcement learning. Future 
Generation Computer Systems, 102, 847–861. 
https://doi.org/10.1016/j.future.2019.07.019 
Lu, W., & Tan, Y. P. (2002). Swimmer motion analysis with application to drowning detection. 
Proceedings - IEEE International Symposium on Circuits and Systems, 2, 660–663. 
https://doi.org/10.1109/iscas.2002.1011439 
Lyden, K., Keadle, S. K., Staudenmayer, J., Freedson, P., & Alhassan, S. (2013). Energy Cost 
of Common Activities in Children and Adolescents. Journal of Physical Activity and 
Health, 10(1), 62–69. https://doi.org/10.1123/jpah.10.1.62 
Manini, T., Seguin, R., Buchner, D. M., Liu, J., Allison, M., Wang, C. Y., … Lacroix, A. Z. 
(2014). Sedentary behavior and mortality in older women: The women’s health initiative. 
American Journal of Preventive Medicine. https://doi.org/10.1016/j.amepre.2013.10.021 
Marinho, D., Barbosa, T., Neiva, H., Silva, A., & Morais, J. (2020). Comparison of the Start, 
Turn and Finish Performance of Elite Swimmers in 100 m and 200 m Races. Journal of 
Sports Science & Medicine, 397–407. 
Mehra, N., & Gupta, S. (2013). Survey on Multiclass Classification Methods. International 
Journal of Computer Science and Information Technologies. 
Molina, L., Belanche, L., & Nebot, À. (2002). Feature selection algorithms: A survey and 
experimental evaluation. Data Mining, 2002. ICDM …. 
https://doi.org/10.1109/ICDM.2002.1183917 
Montoye, A. H. K., Moore, R. W., Bowles, H. R., Korycinski, R., & Pfeiffer, K. A. (2018). 
Reporting accelerometer methods in physical activity intervention studies: A systematic 
review and recommendations for authors. British Journal of Sports Medicine. 
https://doi.org/10.1136/bjsports-2015-095947 
Montoye, A. H. K., Mudd, L. M., Biswas, S., & Pfeiffer, K. A. (2015). Energy expenditure 
prediction using raw accelerometer data in simulated free living. Medicine and Science in 
Sports and Exercise, 47(8), 1735–1746. https://doi.org/10.1249/MSS.0000000000000597 
Montoye, A. H. K., Westgate, B. S., Fonley, M. R., & Pfeiffer, K. A. (2018). Cross-validation 
and out-of-sample testing of physical activity intensity predictions with a wrist-worn 
accelerometer. Journal of Applied Physiology, 124(5), 1284–1293. 
https://doi.org/10.1152/japplphysiol.00760.2017 
Mooney, R., Corley, G., Godfrey, A., Quinlan, L. R., & ÓLaighin, G. (2015). Inertial sensor 
technology for elite swimming performance analysis: A systematic review. Sensors 
(Switzerland), 16(1). https://doi.org/10.3390/s16010018 
Mooney, R., Quinlan, L. R., Corley, G., Godfrey, A., Osborough, C., & ÓLaighin, G. (2017). 
Evaluation of the Finis Swimsense® and the Garmin SwimTM activity monitors for 
swimming performance and stroke kinematics analysis. PLoS ONE, 12(2), 0–17. 
https://doi.org/10.1371/journal.pone.0170902 
Murray, J. M., Coleman, H. G., & Hunter, R. F. (2020). Physical activity and cancer risk: 
Findings from the UK Biobank, a large prospective cohort study. Cancer Epidemiology, 
68(June), 101780. https://doi.org/10.1016/j.canep.2020.101780 
Narimatsu, H., & Kasai, H. (2015). Duration and Interval Hidden Markov Model for sequential 
data analysis. Proceedings of the International Joint Conference on Neural Networks, 
2015-Septe. https://doi.org/10.1109/IJCNN.2015.7280808 
Ni, J., Zhang, K., Lin, X., & Shen, X. S. (2018). Securing Fog Computing for Internet of Things 
Applications: Challenges and Solutions. IEEE Communications Surveys and Tutorials, 
20(1), 601–628. https://doi.org/10.1109/COMST.2017.2762345 
Nisbet, R., Miner, G., Yale, K., Nisbet, R., Miner, G., & Yale, K. (2018a). A Data Preparation 
Cookbook. Handbook of Statistical Analysis and Data Mining Applications, 727–740. 
https://doi.org/10.1016/B978-0-12-416632-5.00018-9 
Nisbet, R., Miner, G., Yale, K., Nisbet, R., Miner, G., & Yale, K. (2018b). Chapter 3 - The 
Data Mining and Predictive Analytic Process. Handbook of Statistical Analysis and Data 
Mining Applications, 39–54. https://doi.org/10.1016/B978-0-12-416632-5.00003-7 
Nithya, B., & Ilango, V. (2017). Predictive analytics in health care using machine learning 
tools and techniques. Proceedings of the 2017 International Conference on Intelligent 
Computing and Control Systems, ICICCS 2017, 2018-Janua, 492–499. 
https://doi.org/10.1109/ICCONS.2017.8250771 
Novakovic, J. (2009). Using Information Gain Attribute Evaluation to Classify Sonar Targets. 
17 ThT Elecommunucation Forum, 1351–1354. 
Olson, R. S., Bartley, N., Urbanowicz, R. J., & Moore, J. H. (2016). Evaluation of a Tree-based 
Pipeline Optimization Tool for Automating Data Science. 485–492. 
https://doi.org/10.1145/2908812.2908918 
Omae, Y., Kobayashi, M., Sakai, K., Akiduki, T., Shionoya, A., & Takahashi, H. (2020). 
Detection of swimming stroke start timing by deep learning from an inertial sensor. ICIC 
Express Letters, Part B: Applications, 11(3), 245–251. 
https://doi.org/10.24507/icicelb.11.03.245 
Omae, Y., Kon, Y., Kobayashi, M., Sakai, K., Shionoya, A., Takahashi, H., … Miyaji, C. 
(2017). Swimming Style Classification Based on Ensemble Learning and Adaptive 
Feature Value by Using Inertial Measurement Unit. Journal of Advanced Computational 
Intelligence and Intelligent Informatics, 21, 616–631. 
https://doi.org/10.20965/jaciii.2017.p0616 
Onggo, B. S. S. (2012). Simulation modeling in the social care sector: A literature review. 
Proceedings - Winter Simulation Conference, 1–12. 
https://doi.org/10.1109/WSC.2012.6465275 
Papagiannaki, A., Zacharaki, E. I., Kalouris, G., Kalogiannis, S., Deltouzos, K., Ellul, J., & 
Megalooikonomou, V. (2019). Recognizing physical activity of older people from 
wearable sensors and inconsistent data. Sensors (Switzerland), 19(4). 
https://doi.org/10.3390/s19040880 
Phillips, L. R. S., Parfitt, G., & Rowlands, A. V. (2013). Calibration of the GENEA 
accelerometer for assessment of physical activity intensity in children. Journal of Science 
and Medicine in Sport. https://doi.org/10.1016/j.jsams.2012.05.013 
Preece, S. J., Goulermas, J. Y., Kenney, L. P. J., Howard, D., Meijer, K., & Crompton, R. 
(2009). Activity identification using body-mounted sensors - A review of classification 
techniques. Physiological Measurement, 30(4). https://doi.org/10.1088/0967-
3334/30/4/R01 
Punithavathi, P., Geetha, S., Karuppiah, M., Islam, S. H., Hassan, M. M., & Choo, K. K. R. 
(2019). A lightweight machine learning-based authentication framework for smart IoT 
devices. Information Sciences, 484, 255–268. https://doi.org/10.1016/j.ins.2019.01.073 
Qi, M., Wang, T., Liu, F., Zhang, B., Wang, J., & Yi, Y. (2018). Unsupervised feature selection 
by regularized matrix factorization. Neurocomputing, 273, 593–610. 
https://doi.org/10.1016/j.neucom.2017.08.047 
Qian, M., & Zhai, C. (2013). Robust unsupervised feature selection. Proceedings of the 
Twenty-Third International Joint Conference on Artificial Intelligence, 1621–1627. 
Retrieved from http://dl.acm.org/citation.cfm?id=2540361 
Rahmani, A. M., Gia, T. N., Negash, B., Anzanpour, A., Azimi, I., Jiang, M., & Liljeberg, P. 
(2018). Exploiting smart e-Health gateways at the edge of healthcare Internet-of-Things: 
A fog computing approach. Future Generation Computer Systems, 78, 641–658. 
https://doi.org/10.1016/j.future.2017.02.014 
Rajput, A. S., Raman, B., & Imran, J. (2020). Privacy-preserving human action recognition as 
a remote cloud service using RGB-D sensors and deep CNN. Expert Systems with 
Applications, 152, 113349. https://doi.org/10.1016/j.eswa.2020.113349 
Roscoe, C. M. P., James, R. S., & Duncan, M. J. (2017). Calibration of GENEActiv 
accelerometer wrist cut-points for the assessment of physical activity intensity of 
preschool aged children. European Journal of Pediatrics. https://doi.org/10.1007/s00431-
017-2948-2 
Routen, A. C., Upton, D., Edwards, M. G., & Peters, D. M. (2012). Discrepancies in 
accelerometer-measured physical activity in children due to cut-point non-equivalence 
and placement site. Journal of Sports Sciences, 30(12), 1303–1310. 
https://doi.org/10.1080/02640414.2012.709266 
Rowlands, A. V., & Eston, R. G. (2007). The measurement and interpretation of children’s 
physical activity. Journal of Sports Science and Medicine. 
Rowlands, Alex V., Phillips, L. R. S., & Parfitt, G. (2013). Calibration of the GENEA 
accelerometer for assessment of physical activity intensity in children. Journal of Science 
and Medicine in Sport. https://doi.org/10.1016/j.jsams.2012.05.013 
Ryan, J., & Gormley, J. (2013). An evaluation of energy expenditure estimation by three 
activity monitors. European Journal of Sport Science. 
https://doi.org/10.1080/17461391.2013.776639 
Sacko, R. S., McIver, K., Brian, A., & Stodden, D. F. (2018). New insight for activity intensity 
relativity, metabolic expenditure during object projection skill performance. Journal of 
Sports Sciences. https://doi.org/10.1080/02640414.2018.1459152 
Saez, Y., Baldominos, A., & Isasi, P. (2017). A comparison study of classifier algorithms for 
cross-person physical activity recognition. Sensors (Switzerland), 17(1), 1–26. 
https://doi.org/10.3390/s17010066 
Sakr, F., Bellotti, F., Berta, R., & De Gloria, A. (2020). Machine learning on mainstream 
microcontrollers†. Sensors (Switzerland), 20(9). https://doi.org/10.3390/s20092638 
Samie, F., Bauer, L., & Henkel, J. (2019). From cloud down to things: An overview of machine 
learning in internet of things. IEEE Internet of Things Journal, 6(3), 4921–4934. 
https://doi.org/10.1109/JIOT.2019.2893866 
Samie, F., Tsoutsouras, V., Bauer, L., Xydis, S., Soudris, D., & Henkel, J. (2019). Oops: 
Optimizing operation-mode selection for IoT edge devices. ACM Transactions on Internet 
Technology, 19(2). https://doi.org/10.1145/3230642 
Schwab, A., & Starbuck, W. H. (2013). Why baseline modelling is better than null-hypothesis 
testing: Examples from international business research. Advances in International 
Management, 26, 171–195. https://doi.org/10.1108/S1571-5027(2013)0000026012 
Sengupta, J., Kubendran, R., Neftci, E., & Andreou, A. (2020). High-Speed, Real-Time, Spike-
Based Object Tracking and Path Prediction on Google Edge TPU. Proceedings - 2020 
IEEE International Conference on Artificial Intelligence Circuits and Systems, AICAS 
2020. https://doi.org/10.1109/AICAS48895.2020.9073867 
Shafiq, M., Tian, Z., Sun, Y., Du, X., & Guizani, M. (2020). Selection of effective machine 
learning algorithm and Bot-IoT attacks traffic identification for internet of things in smart 
city. Future Generation Computer Systems, 107, 433–442. 
https://doi.org/10.1016/j.future.2020.02.017 
Sheikhpour, R., Sarram, M. A., Gharaghani, S., & Chahooki, M. A. Z. (2017). A Survey on 
semi-supervised feature selection methods. Pattern Recognition, 64(February 2016), 141–
158. https://doi.org/10.1016/j.patcog.2016.11.003 
Sheiner, L. B., & Beal, S. L. (1981). Some suggestions for measuring predictive performance. 
Journal of Pharmacokinetics and Biopharmaceutics, 9(4), 503–512. 
https://doi.org/10.1007/BF01060893 
Siirtola, P., Laurinen, P., Roning, J., & Kinnunen, H. (2011). Efficient accelerometer-based 
swimming exercise tracking. IEEE SSCI 2011: Symposium Series on Computational 
Intelligence - CIDM 2011: 2011 IEEE Symposium on Computational Intelligence and 
Data Mining, 156–161. https://doi.org/10.1109/CIDM.2011.5949430 
Solorio-Fernández, S., Carrasco-Ochoa, J. A., & Martínez-Trinidad, J. F. (2020). A review of 
unsupervised feature selection methods. Artificial Intelligence Review, 53(2), 907–948. 
https://doi.org/10.1007/s10462-019-09682-y 
Subramanian, S., Mustamo, P., Pettersson, D., Nyquist, R., Impiombato, D., Giarrusso, S., … 
Doha, T. (2017). Mobile Object Detection using TensorFlow Lite and Transfer Learning. 
IEEE Transactions on Pattern Analysis and Machine Intelligence, 1004(1), 7263–7271. 
https://doi.org/10.5339/qfarc.2018.ictpp417 
Sutton, C. (2012). An Introduction to Conditional Random Fields. Foundations and Trends® 
in Machine Learning, 4(4), 267–373. https://doi.org/10.1561/2200000013 
Tang, Y., Teng, Q., Zhang, L., Min, F., & He, J. (2020, May 8). Efficient convolutional neural 
networks with smaller filters for human activity recognition using wearable sensors. 
ArXiv. arXiv. 
Tsochantaridis, I., Hofmann, T., Joachims, T., Hofmann, T., & Altun, Y. (2005). Large Margin 
Methods for Structured and Interdependent Output Variables. Journal of Machine 
Learning Research (JMLR). https://doi.org/10.1007/s10994-008-5071-9 
Uysal, A. K. (2016). An improved global feature selection scheme for text classification. 
Expert Systems with Applications, 43, 82–92. https://doi.org/10.1016/j.eswa.2015.08.050 
Van Kasteren, T. L. M., Englebienne, G., & Kröse, B. J. A. (2010). Activity recognition using 
semi-Markov models on real world smart home datasets. Journal of Ambient Intelligence 
and Smart Environments. https://doi.org/10.3233/AIS-2010-0070 
Wang, Xiaoliang, Bai, L., Yang, Q., Wang, L., & Jiang, F. (2019). A dual privacy-preservation 
scheme for cloud-based eHealth systems. Journal of Information Security and 
Applications, 47, 132–138. https://doi.org/10.1016/j.jisa.2019.04.010 
Wang, Xiaying, Magno, M., Cavigelli, L., & Benini, L. (2020). FANN-on-MCU: An Open-
Source Toolkit for Energy-Efficient Neural Network Inference at the Edge of the Internet 
of Things. IEEE Internet of Things Journal, 7(5), 4403–4417. 
https://doi.org/10.1109/JIOT.2020.2976702 
Waring, J., Lindvall, C., & Umeton, R. (2020). Automated machine learning: Review of the 
state-of-the-art and opportunities for healthcare. Artificial Intelligence in Medicine, 
104(October 2019), 101822. https://doi.org/10.1016/j.artmed.2020.101822 
Wever, M., Mohr, F., & Hüllermeier, E. (2018). ML-Plan for Unlimited-Length Machine 
Learning Pipelines. Proceedings of the International Workshop on Automatic Machine 
Learning, (August). 
Wonsuk, Y., Robert, M., Sejong, B., Karan, S., Qinghua, (Peter) He, & James, W. L. J. (2013). 
A Study of Effects of MultiCollinearity in the Multivariable Analysis. International 
Journal of Applied Science and Technology, 6(8), 9–19. 
https://doi.org/10.1021/nn300902w.Release 
Xu, L., Hutter, F., Hoos, H., & Leyton-brown, K. (2008). SATzilla: Portfolio-based Algorithm 
Selection for SAT. J. Artif. Intell. Res.(JAIR), 32, 565–606. 
https://doi.org/http://dx.doi.org/10.1613/jair.2490 
Yao, S., Hu, S., Zhao, Y., Zhang, A., & Abdelzaher, T. (2017). DeepSense: A unified deep 
learning framework for time-series mobile sensing data processing. 26th International 
World Wide Web Conference, WWW 2017, 351–360. 
https://doi.org/10.1145/3038912.3052577 
Yavelberg, L., Zaharieva, D., Cinar, A., Riddell, M. C., & Jamnik, V. (2018). A Pilot Study 
Validating Select Research-Grade and Consumer-Based Wearables Throughout a Range 
of Dynamic Exercise Intensities in Persons With and Without Type 1 Diabetes: A Novel 
Approach. Journal of Diabetes Science and Technology, 12(3), 569–576. 
https://doi.org/10.1177/1932296817750401 
Yousefpour, A., Fung, C., Nguyen, T., Kadiyala, K., Jalali, F., Niakanlahiji, A., … Jue, J. P. 
(2019). All one needs to know about fog computing and related edge computing 
paradigms: A complete survey. Journal of Systems Architecture, 98(December 2018), 
289–330. https://doi.org/10.1016/j.sysarc.2019.02.009 
Z.M., H., & D.F., G. (2015). A review of feature selection and feature extraction methods 
applied on microarray data. Advances in Bioinformatics, 2015(1). 
https://doi.org/10.1155/2015/198363 
Zeng, Z., Zhang, H., Zhang, R., & Yin, C. (2015). A novel feature selection method considering 
feature interaction. Pattern Recognition, 48(8), 2656–2666. 
https://doi.org/10.1016/j.patcog.2015.02.025 
Zhang, B., Han, J., Huang, Z., Yang, J., & Zeng, X. (2019). A Real-Time and Hardware-
Efficient Processor for Skeleton-Based Action Recognition with Lightweight 
Convolutional Neural Network. IEEE Transactions on Circuits and Systems II: Express 
Briefs, 66(12), 2052–2056. https://doi.org/10.1109/TCSII.2019.2899829 
Zhou, L., Pan, S., Wang, J., & Vasilakos, A. V. (2017). Machine learning on big data: 
Opportunities and challenges. Neurocomputing, 237, 350–361. 
https://doi.org/10.1016/j.neucom.2017.01.026 
 





 








 
 

