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Non-intrusive flow diagnostics are essential for studying the physics of hypersonic
flow wake regions. To advance the development of next generation hypersonic ve-
hicles and to improve computational fluid dynamics techniques in the hypersonic
regime, NASA needs a suitable non-intrusive diagnostic technique to measure veloc-
ity, density, and temperature. We will present our work on developing a seedless,
non-intrusive diagnostic technique using excited state argon atoms, prepared via
multi-photon excitation. In this dissertation, we report results on the first phase of
this hypersonic wake measurement project. In particular, we have redesigned and
characterized the performance of a high energy, nanosecond pulsed Ti:Sapphire laser.
Using this laser, we have studied in argon, a three-photon excitation that yields a
long-lived metastable state via radiative decay. Our measurements were conducted
over a range of pressures both with and without a krypton buffer gas. We compare
our measured results to detailed calculations of the excitation pathway and describe
the physical processes that govern the excitation and decay processes. Finally, we
provide a roadmap for the next phase of the project.
iii
Copyright, 2017, by Jack L. Mills, All Rights Reserved.
iv
ACKNOWLEDGEMENTS
First I would like to thank my advisor Dr. Charles I. Sukenik for taking on the
responsibility of being my advisor, even though he did not have any obligation to do
so. I don’t think it would be possible to find a more patient advisor. His profound
experimental knowledge and ability to connect theory and experiment made this
work possible. Without all of his brilliant ideas this work would not have been as
successful as it turned out to be. His knowledge of experimental equipment and their
part numbers is second to none. Over the the course of my Ph.D. project I learned
an incredible amount most of which I owe to him.
I would like to thank my dissertation committee members: Co-Director Dr. R.
Jeffery Balla, Dr. Leposava Vuskovic, Dr. Ted Rogers and especially Dr. Gordon
Melrose for his careful review of my dissertation. I would also like to give special
thanks to Lepsha for the way she genuinely looks out for and cares for the graduate
students. Without her attention to detail and guidance the process would not have
been so easy and seamless.
I would like to thank Delicia Malin (Momma) and Annette Guzman-Smith (Sweet
Thing), for their administrative support and entertaining discussions. Their help over
the years has been invaluable. I would also to thank Lisa Okun and Walt Hooks for
all of their hard work making sure we never we never missed a paycheck among many
other things.
I’m indebted to my good friends and colleagues Dr. Janardan Upadhyay and
Dr. Aye Lu Win. Our countless coffee break discussions and words of support over
the years made the difficult times easier to deal with. They were always around to
provide a helping hand when needed.
I would also like to thank Alessandro Baroni, my officemate, for the fun lunch
discussions and words of wisdom. Much thanks to Stetson Roof, Grady White and
all of the members of the AMO group at ODU that were always around to help.
I would like to say thank you to all of the professors that I have learned so
much from throughout the years, in particular Dr. Anatoly Radyushkin, Dr. Jay
Van Orden, Dr. Rocco Schiavilla and all of the world class professors I have taken
courses with.
Finally I would like to thank my family for supporting me through this journey,
especially my mother and father. I would also like to thank my wife, Heather Mills,
v
for putting up with all of the mood swings during the stressful times. My sister and
brother-in-law, Angela and Jon Karschney, have always had words of encouragement
that I am very grateful for. This list is endless, but I would like to thank everyone




LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
Chapter
1. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2. THEORY OF ATOMIC EXCITATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1 ARGON SPECTRUM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 TWO-LEVEL SYSTEM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3 DENSITY MATRIX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4 LIOUVILLE-VON NEUMANN EQUATION . . . . . . . . . . . . . . . . . . . . . . 22
3. THEORY OF LASER OPERATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.1 CLASSICAL ELECTRON OSCILLATOR MODEL . . . . . . . . . . . . . . . . 34
3.2 POPULATION RATE EQUATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3 PHOTON RATE EQUATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4 FOUR-LEVEL LASER . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.5 NONLINEAR OPTICAL CONVERSION . . . . . . . . . . . . . . . . . . . . . . . . . 49
4. PULSED INJECTION SEEDED TITANIUM SAPPHIRE LASER . . . . . . . . . 50
4.1 TITANIUM SAPPHIRE CRYSTAL CHARACTERISTICS . . . . . . . . . . 50
4.2 LAYOUT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3 CALCULATED CHARACTERISTICS . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.4 BROADBAND OPERATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.5 NARROWBAND OPERATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.6 BEAM MODE CHARACTERISTICS . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.7 TI:SAPPHIRE LASER PART LIST . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5. EXPERIMENTAL SETUP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.1 CELL MEASUREMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.2 SPECTRAL MEASUREMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.3 FLOW CHAMBER . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6. RESULTS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.1 EXCITED STATE PRODUCTION EFFICIENCY . . . . . . . . . . . . . . . . . 93
6.2 LIFETIME MEASUREMENT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.3 SPECTRAL MEASUREMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.4 ENERGY DEPENDENT MEASUREMENTS . . . . . . . . . . . . . . . . . . . . . 109
6.5 PRESSURE DEPENDENT MEASUREMENTS . . . . . . . . . . . . . . . . . . . 113
vii
7. CONCLUSION AND PROSPECTS FOR THE FUTURE . . . . . . . . . . . . . . . . . . 116
BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118




1 Speed Classification and Mach Number [1] . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2 Possible decay channels from the 3d[5/2]3 final state, and decay channels
for intermediate states. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3 Ti:Sapphire crystal characteristics [29, 31] . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4 Parameter values for cross-section calculation [31] . . . . . . . . . . . . . . . . . . . . . 58
5 Parts list for the Ti:Sapphire laser . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6 Hamamatsu R636-10 / C7950 Specifications . . . . . . . . . . . . . . . . . . . . . . . . . 94
7 Rabi frequencies for the excitation channel . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
8 Spectral lines with the decay channel and scattering rates. An asterisk
denotes the a 1/2 core transition. The wavelength’s in bold are spectral




1 Wake flow visualization over a cylinder [3]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2 3 - Photon non-resonant excitation in argon. Dashed lines represent non-
resonant intermediate states. Dotted line represents spontaneous decay to
the metastable state through multiple channels. Overall efficiency ∼ 70%. 5
3 Partial energy level diagram for argon. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
4 Noble gases in Group 18 in the periodic table [27]. . . . . . . . . . . . . . . . . . . . . 13
5 3-Photon single frequency excitation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
6 Dominant excitation channel for the 3-photon excitation of argon used in
this work. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
7 Calculation of branching ratio from upper level u to lower level 1, where
γ is the photon scattering rate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
8 Simple laser cavity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
9 Electron displacement from equilibrium. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
10 Simple Energy Level Diagram. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
11 Example of an ideal four level laser. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
12 Energy level structure of the titanium sapphire crystal [30]. . . . . . . . . . . . . 51
13 Absorption and emission profiles of the titanium sapphire crystal, showing
the broad tuning range and residual self-absorption [30]. . . . . . . . . . . . . . . . 51
14 Layout of the pulsed injection seeded titanium sapphire laser. . . . . . . . . . . 53
15 Picture of the Ti:Sapphire laser layout. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
16 Ti:Sapphire stimulated emission cross section as a function of emission
wavelength for horizontal (π) and vertical (σ) polarizations. . . . . . . . . . . . . 57
17 Example of the build up time delay, the time delay between when the
pump pulse arrives and the Ti:Sapphire laser pulse forms. n(t) is the
population inversion, φ is the photon density in the cavity, and wp(t) is
the pump pulse. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
x
18 Cavity photon density as a function of pump energy. The pump pulse is
normalized to one, and the intra-cavity photon density is normalized to
the active ion density of the Ti:Sapphire crystal. . . . . . . . . . . . . . . . . . . . . . . 61
19 a) Build-up time as a function of pump energy b) Pulse width as function
of pump energy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
20 Measured pulse width of the Ti:Sapphire laser as a function of pump
energy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
21 Ti:Sapphire output as a function of pump energy. . . . . . . . . . . . . . . . . . . . . . 64
22 Example of spectral bandwidth of Ti:Sapphire laser. . . . . . . . . . . . . . . . . . . . 65
23 Measured and calculated results for the build-up time of the seeded
Ti:Sapphire pulse. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
24 Comparison of the build-up time in seeded and unseeded operation. . . . . . 68
25 Example of spectral bandwidth of Ti:Sapphire laser seeded and unseeded. 69
26 CCD image of the Ti:Sapphire laser beam profile. . . . . . . . . . . . . . . . . . . . . . 70
27 Picture of the cell setup for making the initial confirmation of the three-
photon excitation and energy dependent measurements. . . . . . . . . . . . . . . . . 74
28 Experimental setup of the initial cell measurements for verification of the
three-photon excitation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
29 Experimental setup for argon spectral measurements. . . . . . . . . . . . . . . . . . . 78
30 Full Experimental setup of the argon technique in an atomic beam. . . . . . 80
31 a) Looking down through the top viewport. The lens tube and stainless
ring that are used to eliminate light scattered light are shown. b) Looking
through the excitation laser exit port of the flow chamber. The copper
blanks with the holes are shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
32 Experimental setup for pressure dependent measurements. . . . . . . . . . . . . . 83
33 Gas feed through for the atomic beam. The diameter of the hole is 1 mm. 84
34 Diagram of the full experimental setup of the argon technique attempted
in an atomic beam. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
35 Home built ECDL Detection laser setup with a top and side view. The
cavity configuration is Litmann-Metcalf. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
xi
36 Layout of the saturated absorption spectroscopy setup. . . . . . . . . . . . . . . . . 87
37 An inductively coupled RF driven discharge with an efficiency of 10−4 for
creating argon metastable atoms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
38 Experimental setup of the saturated absorption spectroscopy stabilization
technique for the detection laser. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
39 View of the flow chamber with gas manifold on the left side of the picture.
The Excitation laser entrance port is in view at the center of the picture.
The focusing lens is seen on the right mounted on the translation stage. . . 90
40 PMT Setup looking through the top viewport of the flow chamber. . . . . . . 91
41 Excitation laser entrance port on the flow chamber. . . . . . . . . . . . . . . . . . . . 92
42 PMT signal for the three-Photon excitation and decay to the 4s[3/1]1
metastable state. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
43 Focusing of a Gaussian beam, with beam parameters illustrated. . . . . . . . . 96
44 Calculated efficiency using a diffraction limited beam waist diameter of
25 µm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
45 Excitation efficiency as a function of spot size diameter. . . . . . . . . . . . . . . . 100
46 Lifetime measurements taken on different days with a different number
of averaged shots. Data taken with the National Instruments high speed
digitizer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
47 Lifetime measurements taken on different days with a different number of
averaged shots. Data taken on Tektronix 200 MHz bandwidth oscilloscope.103
48 Mean free path as a function of pressure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
49 Fluorescence spectra from the 3d[5/2]3 1/2 core decay. . . . . . . . . . . . . . . . . . 106
50 Fluorescence spectra from the 3d[5/2]3 1/2 core decay. . . . . . . . . . . . . . . . . . 107
51 Fluorescence spectra from the 3d[5/2]3 1/2 core decay. . . . . . . . . . . . . . . . . . 109
52 Initial energy dependent measurements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
53 Energy dependent measurements using small area photodiode in the air
breakdown regime. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
xii
54 Comparison of Ti:Sapphire laser energy measurements using a small area
photodiode and large area energy meter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
55 Energy dependent measurements using small area photodiode with the
intensity below the air breakdown regime. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
56 Buffer gas quenching measurements taken with Kr. . . . . . . . . . . . . . . . . . . . . 115




The study of gas flow fields has seen significant change over the last couple of
decades due to advances in computational modeling. Gases in general are highly
compressible fluids which means the change in temperature, pressure and velocity
within the flow can be significant. Gas flow is typically divided into categories based
on flow speed, and each category represents a change in important compressibility
effects. Table 1 lists the flow classifications based on Mach number (M), which is a
multiple of the speed of sound and a general measure of the compressibility effects
of a fluid. The higher the Mach number the more pronounced compressible effects
become. Due to advances in computational modeling, subsonic flow can be modeled
with excellent accuracy, however, as velocity increases compressibility effects arise
that do not happen at all in subsonic flow, i.e. shock waves [1]. Computationally, it
means the solutions of the Navier-Stokes equations, the set of equations that describe
fluid flow, become more complicated and approximations used in subsonic flow are
not applicable in supersonic flow.
The physics gets even more complicated in the hypersonic regime, considered
to be in the following range, 5 ≤ M ≤ 11. Until recently hypersonic flows have
been mainly associated with reentry vehicles, but with advances in aircraft engine
technology there is interest in developing hypersonic military and passenger vehicles.
TABLE 1: Speed Classification and Mach Number [1]
Classification Mach number
Subsonic M < 0.8
Transonic 0.8 < M < 1.2
Supersonic 1.2 < M < 5.0
Hypersonic M > 5.0
2
FIG. 1: Wake flow visualization over a cylinder [3].
With current technology and computational methods, it is quite difficult to model
useful hypersonic flow. Simple geometries that are not necessarily useful for practical
applications are the extent of what can be modeled with some accuracy. The least
well understood region of a hypersonic flow is the wake region, which can be defined as
a region of flow separation, recirculating immediately behind a body [2]. An example
is shown in Fig. 1. This region has generated a lot of interest in developing non-
intrusive diagnostic techniques to measure important aerothermodynamic quantities
like velocity, density, and temperature.
To advance the development of hypersonic vehicles and the development of more
efficient and accurate computational models, a great deal of effort is devoted to
the development of flow diagnostic techniques. Traditional methods of measuring
velocity, density and temperature are intrusive and can alter flow dynamics, which
led to the motivation of developing non-intrusive measurements. An early method of
flow visualization that does not require a seed particle, a non-native constituent of
the flow, is Schlieren flow visualization. It utilizes the refractive index change that
happens in compressible flows, like supersonic flows, to visualize shock waves but in no
way provides a quantitative measurement of flow parameters. With the introduction
of laser based techniques, the field of non-intrusive flow diagnostics has changed
considerably, and there are now several non-intrusive quantitative measurements that
can be made.
The need to develop non-intrusive flow diagnostics is not a new problem, the
3
most utilized technique being laser-induced fluorescence (LIF). Using LIF Miles [4]
and Zimmerman [5] successfully used sodium to make velocimetry, pressure, and
temperature measurements in a hypersonic helium flow field. The structure of the
sodium atom is well understood and the dipole transitions of this atomic species
are quite strong; however, it oxidizes very quickly in air and violently reacts with
water vapor. Like all alkali metal atoms this would make it undesirable for making
measurements in air. The need for a seed atom, or molecule, that is non reacting
and fairly well understood has led to considerable recent research using iodine. Much
of the early research has focused on LIF using the 514.5 nm line of an Argon-ion
laser. Flow visualization [6], velocity [7, 8, 9, 10], pressure [11], temperature [12],
and density [13, 7] measurements have been made in flow fields using LIF of iodine
with varying degrees of success [14]. Hiller and McDaniel [8] achieved an estimated
accuracy of ± 10% when measuring velocity in subsonic gas flows. Hiller and Hansen
[10] achieved errors of around 6% for both pressure and velocity measurements.
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state is a singlet state and the B [3Π+u ] excited state is a triplet state. The excitation
from a singlet to triplet state is not spin allowed and makes it only a weakly allowed
transition, this will result in a lower fluorescence yield. Another disadvantage is a
large percentage of the B state population pre-dissociates [15], which will also lead
to a lower fluorescence yield. In order to get a reasonably large fluorescence signal
a large quantity of iodine would need to be seeded, but due its mild toxicity and
corrosiveness, seeding large quantities is not feasible nor desirable.
In an effort to improve signal levels Balla and Exton [16, 17] explored UV excita-
tion, using an ArF excimer laser at 193 nm, as an alternative to visible excitation of
iodine. There is a much stronger spin allowed transition from the ground state to the
excited D [1Σ+u ] state (Cordes bands), which have absorption cross sections orders of
magnitude larger than that of the X to B transition. Decay from the D [1Σ+u ] state
is strongly dependent on buffer gas pressure. As the buffer gas pressure increases the
population of the D state is transferred to the D′ [3Π2g] state, which means the fluo-
rescence from the D state at around 321 nm decreases and the fluorescence from the
D′ state at around 340 nm increases. Balla and Exton showed the ratio of the signal
fluorescence from the D and D′ states is proportional to the density of the buffer gas.
They found this method for determining density works quite well for pressures > 1
4
Torr, but for pressures < 1 Torr, inaccuracies are large. The X to D transition also
suffers from signal level problems above 10 Torr when making temperature measure-
ments. Measurements using iodine were recently performed in a hypersonic Mach 6
high temperature wind tunnel. The experiment showed quantitative measurements
using iodine were difficult to make for low density regions due to insufficient signal.
This makes iodine a poor candidate for making hypersonic wake measurements.
Another seed molecule that has been used extensively with limited success is
nitric oxide (NO). Some of the first flow visualization measurements using NO were
made in a combustion flow by Kychakoff et al [18]. NO has been used for flow
visualization of hypersonic flows, but like iodine has limitations when trying to make
quantitative measurements. Velocimetry measurements have been made using Flow-
Tagging techniques [19], but NO reacts with O2 and makes NO2 and because of
this reactivity it makes temperature and density measurements in an air flow quite
difficult. Another drawback is NO and NO2 are toxic, and like iodine this makes
seeding in large quantities impractical.
Other molecular seed particles have been used, but like iodine and NO, have a
limited range of applicability. It became clear from the reactivity of most molecular
species, and the complicated physics that arises, that a different approach is needed.
This began our investigation of Noble gas atoms as seed particles. Noble gas atoms
are attractive seed particles for a number of reasons, one of the most important is that
they are chemically inert unlike most molecular seed particles used to date. Another
important property is the long lifetime of Noble gas metastable states. Typical
atomic lifetimes are on the order of nanoseconds, which would not make time of
flight (TOF) velocimetry possible, whereas the metastable lifetimes of Noble gases
are on the order of seconds.
Our first proposal, which we presented at an AIAA conference [20], was to use
Krypton as a seed particle to make hypersonic wake region velocity and density
measurements [20]. Unfortunately equipment considerations kept us from making
any measurements using the proposed technique, the technique was however success-
fully demonstrated by Parziale, Smith and Marineau [21], by making velocimetry
measurements in an under-expanded jet. Our focus shifted to the real challenge in
non-intrusive flow diagnostics, which is developing a seedless technique. A seedless
technique would need to utilize one of the natural constituents in air, N2, O2, or Ar,




3 Photons ∼ 263.8 nm
Metastable State
FIG. 2: 3 - Photon non-resonant excitation in argon. Dashed lines represent
non-resonant intermediate states. Dotted line represents spontaneous decay to the
metastable state through multiple channels. Overall efficiency ∼ 70%.
stable, but in an effort to get away from complicated molecular physics we focused
on using argon as a seedless source, which will be the main subject of this work.
The stability of Noble gas atoms make them difficult to excite optically. The
lowest allowed excitation in argon is ∼ 106.7 nm. There have been advances in
generating extreme ultraviolet light with ultrafast tabletop lasers, but the real limi-
tation is absorption by N2 and O2, the largest constituents of an air flow. Our focus
is on multi-photon excitations, which are a way to optically excite argon with longer
wavelengths of light that are also easier to generate using current laser technology.
The lowest allowed two photon excitation in argon is with ∼ 192.1 nm light, which
is strongly absorbed by O2, this makes it a poor practical candidate for excitation.
There are multiple three photon excitations however, that fall within the middle
ultraviolet region from 263.8 nm to 268.3 nm. Generating laser light in the middle
ultraviolet region is readily done using current laser technology. One of those excita-
tions, λ ∼ 263.8 nm, is particularly advantageous for quantitative flow measurements
of velocity, because ∼ 70 % of the population decays to one of the argon metastable
states as shown in Fig 2. The challenge of using a multi-photon process is generating
enough laser light to make the excitation rate sufficient for signal level detection.
The units of cross section for a single photon process and multi-photon processes
are not comparable in terms of units, so it is instructive to compare the rates of
excitation. For example, single photon excitations typically have cross sections on
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the order 10−19 cm2, and three photon cross sections are typically 10−67 - 10−68 cm6s2.
Assuming a steady state, the rates can be calculated using
W (1) = σ(1)F W (3) = σ(3)F 3, (1)
where σ(1), σ(3) and F, are the single photon, three photon and photon flux, respec-





where I is the intensity of the excitation laser, and hν is the single photon energy
of the laser. Using atomic ultracold experiments as an example, intensities of 10’s
of milliwatts is sufficient for single photon interactions with alkali metal atoms. As-
suming we use the same intensity for a three-photon interaction, would result in ∼
50 orders of magnitude difference in excitation rate. In order to compensate for the
much smaller rates, one can utilize the nonlinear dependence on intensity to improve
the excitation efficiency.
Another large subject of this work is generating the laser light for a three photon
excitation of argon, with sufficient intensity. A natural choice for generating the
necessary UV light with high peak intensities, is with a pulsed titanium sapphire
(Ti:Sapphire) laser. The 263.8 nm three photon excitation happens to fall within the
third harmonic range of the peak of the Ti:Sapphire gain curve, ∼ 790 nm. With In-
jection seeding, pulsed lasers can achieve transform limited bandwidths, which make
them ideal choices for atomic excitations and high efficiency harmonic generation.
Unfortunately, nanosecond pulsed Ti:Sapphire lasers are not commercially available
so one was designed and constructed to achieve an efficient three photon excitation
in argon, based on a design used by NASA.
The argon technique will consist of using a high intensity UV pulsed laser to
excite the argon atoms and subsequently make TOF velocimetry measurements, and
density measurements, due to the sensitivity of the excited state argon atoms to
collisions. This will provide two of the three important aerothermodynamic quanti-
ties, and most importantly the technique is seedless and non-reactive which makes
its implementation and analysis more straight forward. This work consists mainly
of demonstrating and characterizing the argon three-photon excitation, to determine
it’s applicability for making these measurements. The full technique will be outlined
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in the experimental setup in chapter 5.
This dissertation is organized as follows. We start with the theory of multi-
photon, non-resonant excitations of noble gas atoms in chapter 2. Chapter 3 focuses
on the theory of laser operation, and lays the foundation for how to calculate the
characteristics of the injection seeded pulsed Ti:Sapphire laser built for the excita-
tion. The calculations and pulse characteristics of the Ti:Sapphire laser are presented
in chapter 4, with a comparison to experimentally obtained values. The experimen-
tal setup is discussed in chapter 5 along with the different schemes to characterize
the excitation. Chapter 6 presents the results of the argon excitation with an in-
terpretation and discussion of possible physical processes. We conclude with a brief
discussion on future improvements to the apparatus, and direction of next generation
experiments in chapter 7.
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CHAPTER 2
THEORY OF ATOMIC EXCITATION
For the past 35 years or so, the field of atomic physics has seen considerable change
due to the advent of laser cooling and trapping. Ultra-cold experiments have opened
up countless areas of atomic and molecular physics. Most ultra-cold experiments
involve trapping of alkali metal atoms, and the notation for specifying energy level
structure is typically familiar for those in the field. Noble gas trapping has gained
in popularity especially in the fields of photo-associative spectroscopy [22] and has
been a huge success in a technique developed by Dr. Z.T. Lu called atom trap trace
analysis (ATTA) [23].
Before the discussion proceeds to the theory of multi-photon excitation, the la-
beling of noble gas energy states will be reviewed to avoid confusion with that of the
familiar Russell-Saunders notation. Next the theory will be developed that will be
used to predict the three-photon excitation efficiency of argon, and its applicability
as a seedless source for making hypersonic flow measurements.
2.1 ARGON SPECTRUM
Unlike alkali atoms, noble gas atoms are chemically inert, and have a high ioniza-
tion threshold all attributed to their outermost closed shells. The closed shell nature
of noble gas atoms leads to a different dominant electron interaction than alkali metal
atoms, which gives rise to a different scheme for labeling their levels.
A partial energy level diagram is shown in Fig 3, with the relevant levels of in-
terest. The outermost shell of helium, 1s2, is closed as are the outermost p-shells of
the rest of the noble gas atoms in the group, yielding the closed shell configuration
np6, where n = 2, 3, 4, 5, and 6 for neon, argon, krypton, xenon, and radon respec-
tively. For a closed shell configuration, the total angular momentum ~J , the orbital
angular momentum ~L, and the total electron spin, ~S, is zero. So, the ground state
configuration for these atoms is represented by 1S0. To describe this configuration it
is necessary to consider the electron interaction in atoms which varies depending on






















FIG. 3: Partial energy level diagram for argon.
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For N-electron atoms the most important terms in the Hamiltonian are:













ξ(ri)~li · ~si, (6)
where H0 contains the kinetic and potential energy of the electrons in the field of
the nucleus, HI represents the inter-electron Coulomb repulsion, H2 represents the
spin-orbit interaction, and ξ(ri) gives the spin-orbit interaction for each term and is
related to the individual electrons [24]. For low Z atoms HI is the dominant term
compared to H2, and H2 can be treated as a perturbation. For high Z atoms the
reverse situation is true. Since we are dealing with even isotope noble gas atoms
there is no nuclear spin I, and hyperfine structure does not have to be considered. It
can be shown that HI commutes with the total orbital angular momentum operator,









Since HI commutes with ~L and ~S, it must also commute with the total angular
momentum operator, ~J = ~L+ ~S,
[ĤI , J ] = 0, (9)
and can take the following values,
|L− S| ≤ J ≤ L+ S. (10)
The fact that HI commutes with ~L, ~S, and ~J , is equivalent to saying that HI
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is invariant under a rotation of spatial and spin coordinates [25]. The consequence
of this is that the quantum numbers L, ML, S, and MS have well defined values.
Coupling of angular momenta in this fashion is referred to as Russell-Saunders, or
LS-coupling. An energy state in the LS-coupling scheme can be given by
2S+1LJ , (11)
where, 2S + 1 gives the multiplicity of the state.
It can be shown that ~l ·~s does not commute with ~l and ~s, but does commute with
~j = ~l + ~s. This gives






ji = li + si, (14)
and ji can take on the following values
|li − si| ≤ ji ≤ li + si. (15)
This type of coupling is referred to as jj-coupling, and occurs when the spin orbit
interaction is much greater than the residual electrostatic interaction, Eso ≥ Eres.
The states in the jj-coupling scheme are labeled by:
[(l1, s1)j1, (l2, s2)j2]J (16)
For noble gas atoms the spin-orbit interaction becomes comparable to the resid-
ual electrostatic interaction, (Eso ≈ Eres), and the states are described by an in-
termediate coupling scheme called jl-coupling. Argon, the atom of interest, can be
considered low Z however, when one electron is on average a large distance from the
atomic core, the spin-orbit interaction of the electrons of the atomic core is larger
than the residual electrostatic interaction between the electrons, and jl-coupling best
describes the energy levels. In the intermediate scheme, the atomic core electrons
follow an LS-coupling scheme. The individual orbital angular momenta, licore , of the
core electrons are coupled to form the total orbital angular momentum of the core,
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and the individual spin angular momenta, sicore of the core electrons couple to form









where jcore can take the following values
|Lcore − Score| ≤ jcore ≤ Lcore + Score. (19)
In order to get well defined quantum numbers for the valence electron, the total
angular momentum of the core electrons is coupled to the orbital angular momentum
of the valence electron to give K,
|jcore − lval| ≤ K ≤ jcore + lval (20)
which is then coupled with the spin angular momentum, sval to give the total angular
momentum J [26],
|K − sval| ≤ J ≤ K + sval. (21)
In the jl-coupling scheme the energy level notation can be written as
(2S+1Ljcore)nl
2sval+1[K]J , (22)
where n is the principal quantum number of the valence electron.
The non-intrusive diagnostic technique presented here deals with the multi-
photon excitation of argon. Argon is the third element in group 18 of the periodic
table as shown in Fig. 4. In LS-coupling notation, the abbreviated electronic ground
state configuration is (3p)6 1S0, and the first excited manifold is (3p)
54s. Upon exci-
tation the total spin and orbital angular momentum of the core, Lcore and Score, are
non zero and various spin-orbit configurations of the core occur. In argon, excitation
of an outer shell electron results in Lcore = 1, and Score = 1/2, which results in two
states of the ionic core corresponding to two different values of the total angular
momentum of the core, jcore = |Lcore ± Score|. So, the total angular momentum of
the core is, jcore = 3/2 or 1/2.
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FIG. 4: Noble gases in Group 18 in the periodic table [27].
The first ionization potential corresponding to the 3p5 2P3/2 ionic state is 127109.8
cm−1. The highest 3p5 2P1/2 energy level lies ∼ 1, 388 cm−1 above the 3/2 core ioniza-
tion threshold. Therefore, there are two different series of excited states converging
on two ionization thresholds, each corresponding to one of the two total angular
momentum configurations of the jcore = 3/2 or 1/2 core, respectively. The represen-
tations for the two cores are 2P 03/2 and
2P 01/2, where the left superscript represents
the multiplicity of the ionic core, the right subscript is the total angular momentum
of the core, and the right superscript represents parity which is often ignored for
convenience.
Single photon excitation of argon is not readily available with current laser tech-
nology, the first excited state in argon, (2P3/2) 4s[3/2]1 requires a∼ 106.7 nm (vacuum
wavelength) photon. The lowest energy two-photon excitation requires a ∼ 192.1 nm
photon which is difficult to generate with sufficient energy for a multi-photon ex-
citation, and wavelengths below 200 nm are strongly absorbed by oxygen. So, the
practicality of using a single or two-photon excitation in a non-intrusive measure-
ment with argon is not desirable. In order to circumvent these issues a three-photon
excitation can be used which is the main subject of this work.
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2.2 TWO-LEVEL SYSTEM
For a non-intrusive diagnostic technique to be a success, the excitation efficiency
needs to be high enough to obtain a sufficient signal level. To predict the excitation
efficiency a solution to the Schrödinger equation needs to be obtained for an atom
in an external radiation field. The time-dependent Schrödinger equation can be
expressed as




where Ĥ = Ĥ0 + ĤI is the Hamiltonian for an atom in a radiation field, ĤI is the
perturbation of the Hamiltonian due to the external radiation field, and Ĥ0 is the
Hamiltonian of the unperturbed system and satisfies the following solution
Ĥ0φn(~r) = Enφ(~r), (24)
where En = ~ωn are the eigenvalues of the system, φn(~r) are the eigenfunctions,
which form a complete set, and ωn is the resonant frequency to induce an electronic






where an(t) is the probability amplitude of finding the system in state n, and is
time-dependent.
Substitution of Eqn. (25) into Eqn. (23) yields









Using Eqn. (24) and the orthonormality properties of φn(~r),∫
φ∗m(~r)φn(~r)d
3~r = δmn, (27)
multiplying Eqn. (26) by φm(~r)e














In general, for atoms in a radiation field, Eqn. (28) is unsolvable unless approx-
imations are made. For a multi-level atom, if the coupling between the radiation
field and atom is strong, Eqn. (28) can truncated to include only the strongly cou-
pled states. This is a rather accurate approximation for the case of most excitations
with narrowband light, like laser light. For an atomic system that can be considered









= a1(t)〈φ2(~r)|ĤI |φ1(~r)〉e−iω12t, (31)
which is a set of coupled differential equations describing the time evolution of the
population amplitudes when a two-level atom is subjected to an external radiation
field.
For the purposes of excitation by laser radiation the external field can be consid-
ered classically. The interaction term, Ĥ1, that arises when an atom is subjected to
an external field is given by
ĤI = −e ~E(~r, t) · ~r. (32)
The derivation of which can be found in numerous textbooks, for example [25].
Assuming a plane wave form for the applied field, E(~r, t) will be expressed as
E(~r, t) = cos(~k · ~r − ωt), (33)
where ω is the frequency of the applied field, and can be rewritten for convenience
in complex form,









A well known approximation to simplify this expression, is the dipole approximation.
It can be used when the wavelength of the applied field is much larger than the atomic
radius, so that the spatial variation of the field is essentially constant. This implies
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only the leading order term is significant in the expansion of the plane wave.
e−i(
~k·~r) ≈ 1, (35)
The matrix element of HI can then be written as

















where, e~r = ~d, the electric dipole moment. If the applied field is linearly polarized,
ε̂ · ~r = z, is the polarization direction of the applied field. The matrix element of ĤI
then becomes








where, 〈φm(~r)|z|φn(~r)〉, is called the dipole matrix element. Since, ω21 = −ω12,
the magnitude will be denoted as ω0, the resonant frequency of the excitation, and






















The terms with (ω + ωnm)t oscillate much faster than the interaction time with the
applied field. Even for nanosecond pulsed lasers, optical periods are much smaller
than the pulse width of the laser, and those terms average to zero. This is known as















The strength of the coupling between the two states is given by the dipole matrix
elements. A convenient quantity to define is the Rabi frequency, Ω, the frequency at


















where δ = ω − ω0.
In the presence of an applied radiation field, the energies En that are eigenvalues
of Ĥ0 are no longer eigenvalues of the full Hamiltonian. The presence of the off-
diagonal matrix elements results in an energy shift of the levels. The shifts can be
found by transforming to a rotating frame of reference, not to be confused with the
rotating-wave approximation. The algebraic equivalent of transforming to a rotating



































By absorbing the time dependence into the probability amplitudes, a
′
n(t), the coef-











To solve Eqn. (48) and Eqn. (49) the Rabi frequency needs to be calculated,
which means an expression for the dipole matrix element needs to formulated. Most
importantly this treatment has given the Hamiltonian of a two-level system in matrix
form, which will be useful in later calculations.
2.2.1 RABI FREQUENCY
For an atom initially in state m, and subjected to an external perturbation, the




|Rnm|2δ(En − Em), (51)
where, Rnm, is called the reaction matrix,
Rnm = 〈φn|V̂ |ψm〉. (52)
This is the most general form of Fermi’s Golden Rule. To first order Rnm is given
by, Rnm = 〈φn|V̂ |φm〉. Using Eqn. (51) the spontaneous probability per unit time





where, α = e2/4πε0~c, is the fine structure constant, and ω0 is the frequency corre-
sponding to the energy level spacing. The progression from Eqn. (51) to Eqn. (53)
can found in numerous textbooks including [24, 25]. Taking into account possible








where βk,n are quantum numbers required for a full description of the wave functions,
gn =
√
2J + 1 is the degeneracy of state n, Jkn is the total angular momentum
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is defined as the line strength. In the interest of making the notation less confusing as
the discussion progresses, the subscript notation will be dropped and states denoted
by k will be denoted with a prime. There are properties of the line strength that will





(|〈β ′J ′M ′ |R̂x|βJM〉|2







From the Wigner-Eckart theorem it can be shown that
∑
M ′ ,M
|〈β ′J ′M ′|T̂ kq |βJM〉|2 =
1
2k + 1
|〈β ′J ′||T̂k||βJ〉|2, (57)
where T̂ kq is a tensor operator of rank k and spherical component q. The term on the
right hand side of Eqn. (57) is called the reduced dipole matrix element. In this case
the dipole matrix operator, R̂i, where i = x, y, z, is a tensor of rank 1 and T̂
l → R̂.
Equation (57) can be written as
1
2k + 1
|〈β ′J ′||T̂k||βJ〉|2 = 1
3
|〈β ′J ′||R̂||βJ〉|2, (58)
and upon substitution into Eqn. (56) yields
S = e2|〈β ′J ′ ||R̂||βJ〉|2. (59)
In the LS-coupling scheme,
〈β ′J ′ ||R̂||βJ〉 = 〈β ′L′S ′J ′ ||R̂||βLSJ〉, (60)
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|〈β ′L′S ′J ′||R̂||βLSJ〉|2. (61)
Another result from the Wigner-Eckart theorem allows the reduced dipole matrix
element to be expressed in terms of a coupling coefficient, and the dipole matrix

















′ ||T̂ kq ||βj1j2j〉, (62)
where the second term on the right hand side is the Wigner 3-j symbol, which is
related to the Clebsch-Gordon coefficients. As mentioned previously, R̂q is a tensor
of rank 1, and for linear polarization q = 0. In spherical components this means the
dipole matrix operator, R̂0 → R̂z. Using this relationship the reduced dipole matrix
operator can be expressed as













−M ′J 0 MJ
)2 . (63)
Substitution into Eqn. (61) yields,














Equation (64) gives the magnitude of the dipole matrix element for excitation by
linearly polarized light in a noble gas atom.
The amplitude of the electric field, for linear polarized light, in Eqn. (43) can be






















Now that the Rabi frequency has been defined in terms of known parameters, and
the Hamiltonian has been formulated; the density matrix formalism will be intro-
duced, which provides a natural way of calculating level populations and including
decoherent processes.
2.3 DENSITY MATRIX
In quantum mechanics, situations rarely occur where accurate wave functions for
a physical system are known. Take for example a fairly simple two electron system,
the spin state of the system can be described by a simple wave function, but there
is no way to construct wave functions for the individual electrons. Experimentally,
there is no way to find a unique result with certainty on the spins of the individual
electrons [25]. As is often the case in classical physics, when the complexity of a
system precludes a unique solution statistical methods are often considered. This
leads to the density matrix formalism.
When a quantum-mechanical system can be described by a wave function it is
said to be pure, and if it cannot is said to be mixed. The density matrix formalism
can be used to consider both, but was primarily developed for mixed states. The
density matrix operator can be defined as the product of the wave function for a






where pi is the probability of the system being in the normalized state |ψi〉, and
the sum is taken over all states accessible to the system. pi satisfies the following
properties
0 ≤ pi ≤ 1 (68)∑
i
pi = 1 (69)
Using the general expression for a time-independent quantum-mechanical wave func-





where |φn〉 is an orthonormal basis set, and cin is the probability amplitude of being
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|φn〉〈φn| = 1. (73)
Using the properties just defined, the density matrix can be constructed which con-












where ci∗n is the complex conjugate of the probability amplitude. For a pure state
this simplifies to
ρ = |ψ〉〈ψ|, (75)
where there is just one pi equal to unity. For a two level system where the ground
state will be denoted as |g〉 and the excited state by |e〉, the density matrix for a




















which contains the matrix elements of the density operator. The diagonal terms
give the probability of occupying the excited, |e〉, or ground state, |g〉. The off-
diagonal terms are complex and have a time-dependent phase factor that describes
the evolution of coherent superpositions, and are referred to as coherences. Any
process that causes a change of the time-dependent phase factor, results in a loss
of coherence, and is referred to as a decoherence. Examples of this are spontaneous
emission, and photoionization. The way that decoherence’s are treated in the density
matrix formalism makes it a useful approach for calculating excited state population
amplitudes.
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2.4 LIOUVILLE-VON NEUMANN EQUATION
The Schrödinger equation can be reformulated using the density matrix. In the
previous section it was shown for a pure state ρ = |ψ〉〈ψ|. Taking the time derivative












Using the following general expressions for the Schrödinger equation,
∂
∂t













[Ĥρ− ρĤ] = − i
~
[Ĥ, ρ]. (80)
This expression is known as the Liouville-Von Neumann equation and is an equiv-
alent representation of the Schrödinger equation. Although Eqn. (80) resembles
the Heisenberg interaction representation for the equation of motion of a quantum
mechanical operator, there is a key difference which is the sign of the right hand side.
Since the excitation is done with a pulsed laser, the Hamiltonian formulated in
Eqn. (50) needs to be modified to include the time-dependence of the applied field.
The intensity of a pulsed laser is of course time dependent, and the Rabi frequency
is proportional to the intensity. Instead of having a single Rabi frequency, as is the
case in continous-wave excitation, there will be a range of Rabi frequencies given by
Ω = Ω0f(t), (81)
where Ω0 is the maximum Rabi frequency given by Eqn. (66), and f(t) is the temporal
form of the laser pulse.
A modification of Eqn. (80) needs to be made, which takes into account decoher-
ence’s as mentioned in section 2.3. To do this a matrix of decoherence’s is formed
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(γ + Γf(t))ρeg 0
)
, (82)
where γ is the spontaneous emission rate, Γ is the photoionization rate which is also






[Ĥ, ρ]− ρdec. (83)
Equation (83) is a set of four coupled differential equations that can be solved to give
the level populations at the end of the laser pulse.
The discussion thus far has dealt with single photon excitations, since in every
transition the field gains or loses a photon while the atom undergoes a corresponding
change of state to keep the total atom plus field energy constant. As mentioned in
previous sections, single photon excitations of noble gas atoms is not typically feasible
and the equations need to be modified to include another important interaction
between an atom and a radiation field, multi-photon excitations.
2.4.1 MULTI-PHOTON EXCITATION
In a non-resonant multi photon process, an atom can absorb multiple photons
simultaneously to undergo an electronic excitation that places the atom in a state
much higher in energy than the single photon energy of the radiation field, as illus-
trated in Fig 5. This is a higher order process and a modification to Eqn. (51) is
required, in particular, the expansion of Eqn. (52) to higher orders.
Three Photon Rabi Frequency
There are multiple representations for the time development of a quantum sys-
tem. In the Schrödinger representation the eigenstates of the system, ψ(t) are time
dependent and the operators are time-independent. The Heisenberg representation
is the opposite, and in the interaction representation the wavefunctions carry the
time dependence of the interaction, V̂ , and the operators carry the time dependence
associated with Ĥ0. The interaction picture will provide a useful way to express










FIG. 5: 3-Photon single frequency excitation.






where the I denotes the interaction representation since the general expression for the
wave functions differs depending on the representation. This can easily be converted













which will provide a useful way to find a general expression for the wave functions.
An operator in the interaction representation is defined by
AI(t) = e
iĤot/~Âe−iĤot/~. (86)
Upon substitution of Eqn. (86) into Eqn. (85) and setting t0 → −∞, t → 0 and

















By choosing the limits of integration in this fashion and multiplying the convergence
factor, it allows the perturbation, V̂ , to be applied adiabatically. The effect is to
cause the perturbation to vanish at very early times but remain unaffected at t = 0.
The wave functions at t = 0 and t = −∞ will be expressed as
ψI(0) = ψa, (88)
and
ψI(−∞) = φa, (89)
and Eqn. (87) becomes

















This equation has an iterative solution. The initial value at, t = −∞, is given by


















= φa + lim
ε→0
V̂ φa
Ea − Ĥ0 + iε
(91)
If this process is continued indefinitely, it is the iterative solution to the
Lippman-Schwinger equation
ψa = φa + lim
ε→0
V̂ ψa
Ea − Ĥ0 + iε
. (92)
Equation (92) provides a way to expand the reaction matrix to higher order terms.






Ea − Ĥ0 + iε
]
(93)
Using the projection operator,
∑
c
|φc〉〈φc| = 1, (94)
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this can be simplified further,





Ea − Ec + iε
, (95)
and upon two more substitutions of Eqn. (92), the reaction matrix to third-order
becomes










〈φb|V̂ |φc〉〈φc|V̂ |φd〉〈φd|V̂ |φa〉
(Ea − Ec + iε)(Ea − Ed + iε)
+ ....
(96)
The process of convergence is taken into account in the derivation of
Fermi’s Golden Rule, Eqn. (51), so there is no loss of generality by letting ε→ 0 at
this point. The reaction matrix can then be expressed as








〈φb|V̂ |φc〉〈φc|V̂ |φd〉〈φd|V̂ |φa〉
(Ea − Ec)(Ea − Ed)
+ ....,
(97)
where c and d are intermediate states, and a and b are the initial and final states
respectively. The sum is taken over all possible intermediate states. For any exci-
tation by an applied radiation field to take place the angular momentum selection
rules must be satisfied. For a three-photon non-resonant excitation, this means the
third order term is the only contribution of Rba, since the first and second vanish.
Taking into account conservation of angular momentum of the atom plus field, the









(ω2 − ωg − 2ωL)(ω1 − ωg − ωL)
. (98)
The interaction, V̂ , is the Hamiltonian Ĥ1 defined in Eqn. (32). The intermediate
states |1〉 and |2〉 are eigenstates of the system, and because of the existence of
these states a coupling between f and g exists, however transitions from |g〉 → |1〉,
|1〉 → |2〉 and |2〉 → |f〉 are not observable so the intermediates states are often
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referred to as virtual. These considerations allow the system to still be treated as
two-level and a simple substitution of Eqn. (98) into Eqn. (31) will yield the three-
photon Rabi frequency.
The matrix element in Eqn. (31) is Rfg to first order. For a three-photon process
R
(1)











(ω2 − ωg − 2ωL)(ω1 − ωg − ωL)
]
e−iω12t. (99)




〈n|ẑ|m〉(e−iωt + eiωt). (100)







)3 [ 〈f |ẑ|2〉〈2|ẑ|1〉〈1|ẑ|g〉
(ω2 − ωg − 2ωL)(ω1 − ωg − ωL)
]
× TimeDep. (101)
The definition of the single photon Rabi frequency, Eqn. (43) can now be used to











Neglecting the rapidly oscillating terms in the time dependence (RWA), results in a
factor of 3 in the time dependent term. By comparison with Eqn. (40) the three-









〈f |ẑ|2〉 Ω21 = −
eE0
~



















This means the only modification to the Hamiltonian is to substitute Ω(3) for Ω.
To summarize, the population amplitudes can be calculated from Eqn. (83), the
Louville Von Neumann equation, using the Hamiltonian, (50) with the 3-photon Rabi


















































Multi-photon excitations like this are possible as long as angular momentum
selection rules are satisfied. The selection rules for excitation by linearly polarized
light can be found by examination of the Wigner 3-j symbol in Eqn. (66), or by
looking at the expectation value of [Ĵz, ẑ] = 0. The Wigner 3-j symbol for linearly
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−M ′J 0 MJ
)
. (113)
A property of the Wigner 3-j symbol is it is equal to zero unless the values of the
bottom row sum to zero. Since, −M ′J + MJ = 0, we can conclude ∆MJ = 0. The
same result can be obtained using commutation relations since Ĵz commutes with ẑ,












J |ẑ|βLSJMJ〉 = 0 (114)
which also puts the same restriction on ∆MJ . The ground state of all noble gas
atoms have zero total angular momentum, J = 0, which implies MJ = 0. Because
of the selection rule on MJ , the bottom row of the Wigner 3-j symbol will have all
zeros for excitation to any state from the ground state by linearly polarized light.
There is not a simple physical explanation of why a transition does not occur
from M
′
J = MJ = 0, if J
′
= J . The explanation is related to the symmetry of the
dipole matrix element and is discussed by Budker et al. [28]. The Wigner 3-j symbol
is a natural way to address symmetry considerations. If the bottom row of the 3-j
symbol is zero, the value of the 3-j symbol is zero unless ∆J = ±1.
For a 3-photon excitation from the ground state of argon using linearly polarized
light, the final state will either be J = 1 or 3 and an l = s or p state. Using the
selection rules the dominant excitation channel is shown in Fig. 6.
Branching Ratio
The reason this excitation channel is chosen is to maximize the amount of atoms
that decay to the 4s[3/2]2 metastable state. Upon excitation an atom will, as dis-
cussed, undergo spontaneous emission, or a series of spontaneous emissions back to
the ground state. If there are multiple channels the atom can decay, the percentage





where γu,i is the scattering rate of the decay channel of interest, and the sum is
taken over all possible decay channels. An example is given in Fig 7, where the




















FIG. 7: Calculation of branching ratio from upper level u to lower level 1, where γ
is the photon scattering rate.
the 4s[3/2]2 metastable state from the 3d[5/2]3 excited state are shown in Fig. 3.
Table 2 lists the scattering rates for each of those channels, and branching ratios.
Decays that involve a core change, those illustrated with dotted lines, are very weak
transitions and those can be neglected in the calculation for the percentage of atoms
that decay to the metastable state. The overall percentage of atoms that decay to
the 4s[3/2]2 metastable state from the 3d[5/2]3 excited state is ≈ 72 %.
Using the theory discussed in this chapter, it will be possible to calculate the
three-photon excitation, and metastable production efficiency for various different
experimental parameters. The next chapter will explain laser operation and how to
calculate the characteristics of a pulsed Ti:Sapphire laser, the excitation laser used in
this work, which will provide an estimate of the laser output intensity. The success
of the technique depends on how much UV light the laser can generate, to overcome
the lower excitation rate associated with multi-photon processes.
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TABLE 2: Possible decay channels from the 3d[5/2]3 final state, and decay channels
for intermediate states.
Initial State Decay Channel λ (nm) γ (Hz) Branching Ratio
3d[5/2]3 → 4p[5/2]2 1234.339 2.0× 106 .391
→ 4p[5/2]3 1211.122 3.10× 106 .607
→ 4p[3/2]∗2 1555.546 9.80× 103 .002
4p[5/2]2 → 4s[3/2]1 842.464 2.15× 107 .667
→ 4s[3/2]2 801.478 9.28× 106 .288
→ 4s[1/2]∗1 978.450 1.47× 106 .046
4p[5/2]3 → 4s[3/2]2 811.531 3.31× 107 1
4p[3/2]∗2 → 4s[3/2]1 738.398 8.47× 106 .245
→ 4s[3/2]2 706.721 3.80× 106 .110
→ 4s[1/2]∗1 840.821 2.23× 107 .645
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CHAPTER 3
THEORY OF LASER OPERATION
The laser constructed to generate the necessary light for a three photon excitation
of argon is a nanosecond pulsed titanium sapphire (Ti:Sapphire) laser. This chapter
will develop the framework, a semi-classical treatment, needed to calculate the pulse
characteristics of the laser to ensure they are sufficient enough for a three-photon
excitation. It includes the discussion of basic laser operation, and development of
rate equations, in particular, the rate equations of a four-level laser.
3.1 CLASSICAL ELECTRON OSCILLATOR MODEL
Very simply, the laser is a physical system that contains an active medium (com-
monly referred to as gain medium), which could be a collection of atoms or molecules,
between two mirrors as shown in Fig 8. The two mirrors form an optical cavity, which
provides feedback, and the active medium provides gain, two necessary properties of
a laser. In order to produce laser light a process such as absorption of light by the
gain medium or electron impact excitation in a gas discharge is used to excite the
atoms or molecules and transfer them to an excited state. The excited medium will
begin to spontaneously decay, some of these emitted photons will be parallel to the
cavity axis. As the population in the excited state grows, the probability of stim-
ulated emission becomes higher. Photons emitted by stimulated emission have the
same polarization and direction as the incident photon. The stimulated emission rate
is proportional to the number of photons in the cavity, and this provides the mecha-
nism for feedback. The more photons produced by stimulated emission, means more
photons in the cavity and thus faster production of more photons. The discussion
will begin with the treatment of atoms in an applied radiation field using the Lorentz
electron oscillator model, which will lead to the development of the rate equations of
a four level laser.
For most purposes, laser operation can be described quite accurately using the
classical electron oscillator model. This involves the treatment of light-atom inter-




FIG. 8: Simple laser cavity.
no way meant to provide an accurate picture of atomic structure. Throughout this
treatment some quantum mechanical concepts will be introduced to bring the clas-
sical description of absorption, spontaneous emission and stimulated emission into
agreement with the quantum model. The classical electron oscillator model can be
found in countless literature and textbooks, so the discussion will mainly focus on
important approximations and quantum substitutions, and provide a framework for
how to get the rate equations necessary to model the population dynamics in a laser
cavity. This treatment mainly follows that of Milonni and Eberly [29].
The treatment of the electron oscillator model starts with the classical Lorentz
force law, where the motion of a charged particle in an external field can be described
by
~F = e( ~E + ~v × ~B) (116)
For the purposes of optical phenomena the magnetic contribution can be ignored
since it typically doesn’t involve relativistic particles. The sum of the forces acting
on the electron nucleus system are given by
∑
~F = e ~E + ~Fb (117)
where ~E is the applied electric field, and ~Fb is the binding force exerted by the nucleus
on the electron. As shown in Fig. 9 the relative distance between the electron and
nucleus is defined by
~ren = ~re − ~rn (118)
It is reasonable to assume the binding force restricts the electron displacement to











FIG. 9: Electron displacement from equilibrium.
replaced with ~x as the relative displacement from the nucleus.
~re = ~rn + ~x (119)
This also means that the electric field can be assumed to be uniform over the electron-
nucleus system, since for most optical wavelengths the distances are on the order of
hundreds of nanometers.
The next step is to make a transformation to a center of mass coordinate system,
where ~R is defined as the position vector of the electron-nucleus center of mass, and
~x as the relative electron displacement from the center of mass as shown in Fig. 9.
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where m is the reduced mass and M is the mass of the electron-nucleus system.
Equation (120) describes the motion of the center of mass, and (121) describes the
motion of the relative coordinate ~x of the electron-nucleus system. The last term in
Eqn. (121) can be neglected because the acceleration of the center of mass, mainly
the nucleus, is much smaller than the acceleration of the electron.
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At this point there is a well known approximation that can be made, called the
dipole approximation, because of the large disparity in size between the electron-
nucleus distance, ~x, and optical wavelength. This was mentioned in the substitution
of ~x for ~ren. The applied field terms in Eqn. (120) and Eqn. (121) satisfy a Taylor




~x, t) = ~E(~R, t) +
mn
M
~x · ∇R ~E(~R, t) + ...... (122)
~E(~R− me
M
~x, t) = ~E(~R, t)− me
M
~x · ∇R ~E(~R, t) + ...... (123)
Substituting Eqn. (122) and Eqn. (123), in Eqn. (120) and Eqn. (121) and keeping













~d · ∇R ~E(~R, t) + ~Fb(~x) (125)
where ~d = e~x is the dipole moment of the electron-nucleus pair. Equation (124), for
the purposes of modeling laser operation, can be ignored since the center of mass is
relatively unaffected by the applied field. As stated above, ~x ~R, which means the
dipole term in Eqn. (125) can be ignored. With the electric dipole approximation,





= e ~E(~R, t) + ~Fb(~x) (126)
The core assumption in the electron oscillator model is to assume that the electron
behaves as if it were bound to a spring when subjected to an external perturbation,
like a radiation field. With this assumption the binding force can be defined in the
same way it would for any harmonic oscillator, ~Fb = −k~x, where k is the spring
constant. This leads to the following equation of motion where, ω0 ≡
√
k/m, is the









The solution of Eqn. (127) with no applied electric field leads to an oscillat-
ing electric dipole moment, ~d(t) = e~x(t), which according to the classical Larmour
























2(ω0t) + 2~x0 · ~v0ω30sin(2ω0t)). (129)
This expression can be simplified further by considering the frequencies of typical
optical radiation fields, which are on the order of ∼ 1015 Hz. What is actually
measured is on a time scale much larger than the optical period. Taking the cycle

















The quantity in brackets is the rotational and translational energy associated with
the oscillating dipole, it will be denoted as E. The rate at which an oscillating dipole











For a classical electron oscillator, a non-vanishing oscillating dipole moment corre-
sponds to the process of spontaneous emission of radiation by an “excited” atom.
To bring the classical electron oscillator model into quantitative agreement with
the quantum treatment of light atom interactions, Eqn. (131) is multiplied by a
factor of 3f , where f is called the oscillator strength. This was an empirical way
to correct the classical model. Assuming that the electron can only be in “allowed”
energy states, following the excitation of an atom to an energy state E2, the atom
will radiate energy of frequency ω0 and decay to a lower energy state E1, as shown
in Fig. 10. The rate at which the atom jumps from energy state E2 to E1 is called













FIG. 10: Simple Energy Level Diagram.
By imposing restrictions on the allowed energy states the total atom number, N , is
the sum of the populations in energy states E2 and E1, and is a constant.
d
dt
(N2 +N1) = 0 (133)
This means that as the number of atoms in energy state E2 decreases, the number of
atoms in energy state E1 must increase. The rate at which the populations in states







Solution of (134) gives
N2(t) = N2(0)e
−A21t, (136)
which says that atoms in energy state E2 exponentially decay with a characteristic
time constant τ = 1/A21.
3.1.2 ABSORPTION
The solution of Eqn. (126) leads to emission of radiation when an atom has been
exposed to an applied radiation field, which leads to electron oscillations, but has
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no implications for how the total field energy changes. To take this into account a
damping force needs to be added to (126), this will serve to change the total field
energy. The damping force will take the form of the simple drag force,





= e ~E(~R, t) + ~Fb − ~Ffric (138)











It is convenient to write the applied electric field in complex form and take the real
part for the physically relevant solution. It should be noted that the frequency of
the applied field, ω, can in general be different than the frequency of the electron
oscillator. The steady state solution to Eqn. (139) is given by:
~x(t) = ~Ae−i(kz−ωt) (140)










(ω2 − ω20 − 2iγω)
]
(141)
where the homogenous part of the solution can safely be neglected for time scales
much larger than an optical period, and γ ≡ b
2m
. Most frequencies of interest in
atomic physics have optical periods of ∼ 10−15 s.
The work done, W = ~F · ~x, by the applied field corresponds to the change in the
total field energy. The change in the total field energy is the process of absorption
of radiation by the atom. The rate at which the atom absorbs radiation from the
applied field is given by
dW
dt
= ~F · d~x
dt
, (142)
where the force due to the applied field is, ~F = eE0cos(kz − ωt). Substitution of
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2γω2cos2(kz − ωt)− ω(ω20 − ω2)sin(kz − ωt)cos(kz − ωt)
(ω20 − ω2)2 + 4γ2ω2
, (143)
because time scales of interest are much greater than 1/ω20, Eqn. (143) can be









(ω20 − ω2)2 + 4γ2ω2)
]
. (144)
For large frequency detuning’s Eqn. (144) shows that there will be very little ab-
sorption since γ  ω0. Assuming that absorption happens for field frequencies of
ω ≈ ω0, Eqn. (144) can be simplified further since (ω20 − ω2)2 ≈ 4ω20(ω0 − ω). Let-
ting γ ≡ 2πδν0, and writing the magnitude of the electric field in terms of the field








(ν20 − ν2) + δν20
]
, (145)
where the quantity in brackets, L(ν), is called the Lorentzian lineshape function.
Equation (145) shows that maximum absorption occurs for frequencies equal to that
of the electron oscillator frequency. The lineshape function in general does not have
to be Lorenztian, and depends on the details of the type of interaction. The lineshape







where S(ν) is always normalized to one. As in the case of spontaneous emission, to
bring the classical treatment into quantitative agreement, the rate of absorption is
multiplied by the oscillator strength f , which gives Eqn. (146).
Enforcing the restriction that the atoms can only be found in discrete energy
states, the absorption process proceeds from a state of lower energy E1, to a state of








where ~ω0 is the energy of the electron oscillator. Equation (147) says that the
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rate at which energy is absorbed classically, is the same as the rate of change of the



















Equation (148) can be written in terms of the spontaneous emission coefficient Eqn.









In general most radiation sources are not monochromatic, to include the absorption












It is often convenient to define the spectral intensity in terms of spectral energy
density, I(ν) = cρ(ν). Radiation is considered to be broadband when ρ(ν) is a
nearly constant function of ν compared to the atomic lineshape, and if this is the









As mentioned previously the lineshape function is always normalized to one, there-









Absorption and spontaneous emission are two of the three known light atom in-
teractions. The third, stimulated emission, is what makes laser operation possible.
Classically, stimulated emission is typically developed by analyzing the Planck spec-
trum using the classical electron oscillator model, and the basic quantum assumptions
made thus far. A brief overview of how to classically consider stimulated emission
will be given.
The first step is to consider what happens when atoms are in thermal equilibrium.
When this is the case the rate of absorption must be equal to the rate of emission.
The classical rate of spontaneous emission is given by Eqn. (131), and since thermal






where another classical physics result, the average kinetic energy of an oscillator
in three dimensions, E = 3kbT , was used. Equation (154) is the Rayleigh-Jeans
spectrum and an approximation to the planck spectrum when the photon energy is
small.
In the preceding two sections semi-classical results for the population rate of
change of a two level atom from spontaneous emission and broadband absorption,
were found to be given by Eqn. (135) and Eqn. (153), respectively. The total rate









where the first term is spontaneous emission from state E2 to state E1, and the
second term is absorption from state E1 to E2. In equilibrium the total rate of













= e−hν/kbT . (157)
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which is the Wein spectrum, an approximation to the Planck spectrum when the
photon energy is large compared to the average oscillator energy, kbT .
Equations (154) and (156) are lower and upper limits to the thermal photon








Multiplying both sides by the spontaneous emission rate, then solving for N1 and N2
gives the following result,
c3A21ρ(ν0)
8πhν30




The first term on the left hand side is the absorption rate from state E1 to state E2
for broadband radiation. The first term on the right hand side is the emission rate
from state E2 to state E1. The second term on the right hand side is proportional
to the population level in N2, so it must be associated with emission from state E2,
but it is also proportional to the amount of radiation already present. The process
described by this term is referred to as stimulated emission.
According to Eqn. (160) the rate coefficient of stimulated emission is the same
as that of absorption




3.2 POPULATION RATE EQUATIONS
The development of the previous three sections allows the formulation of the
necessary equations to describe the population rate of change in most gain media.
Lasers in general have a very narrow bandwidth compared to thermal sources, so
stimulated emission in narrowband fields best describes their operation [29]. The
stimulated emission rate in a narrowband field is the same as the absorption rate.
Including the three known light atom interactions, absorption, stimulated emission,




















A21N2IνS(ν) + A21N2, (163)
where the first, second, and third terms are the absorption, stimulated, and sponta-
neous emission rates respectively.
A useful quantity, that will further simply Eqn. (162) and Eqn. (163) is the
cross section. Cross section has units of area and is defined such that, any photon
that passes through the area will induce an excitation. σ(ν) will be denoted as the
stimulated emission cross section. The cross section has units of area, but has no
















Iν(N2 −N1) + A21N2. (166)
Other processes can cause a non-radiative decay, typically collisional, and have to be
taken into account. The rate at which upper level E2 decays from any non-radiative



























where g1 and g2 are the degeneracies of levels 1 and 2. One more modification needs
to be made to Eqn. (167), and that is the mechanism that excites the atom or

























The sign of the population inversion, (N2 −N1), is what differentiates between gain
or absorption. Making this substitution in Eqn. (168) and Eqn. (169) yields,
dN2
dt









g(ν) + A21N2. (172)
Taking into account the boundary conditions of the cavity, the gain coefficient can




ln(r1r2) + α. (173)
r1 and r2 are the intensity reflectivity’s of the high reflector and output coupler, l
is length of the gain medium, and α is the single pass loss per unit length due to
intra-cavity optics, or other effects such as self-absorption in the gain medium.
3.3 PHOTON RATE EQUATIONS
For pulsed laser operation it is necessary to consider how the intensity of the field
changes as it propagates in the laser cavity. Iν will denote the total intensity inside









= g(ν)Iν , (174)
where the right hand side takes into account the wave propagating in a medium. If
the spatial variation in the field intensity is small, which in most cases is a good
approximation, the first term in Eqn. (174) can be neglected which gives,
dIν
dt
= cg(ν)Iν . (175)
The gain medium of a pulsed titanium sapphire laser is typically much shorter than
the length of the cavity, which means the gain coefficient is zero outside of the gain
medium. To take this into account Eqn. (175) is integrated over the length of the
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cavity. Since the left side is independent of the gain medium it is simply multiplied
by L, the length of the cavity. For the right hand side the gain coefficient is zero
everywhere except in the gain medium, therefore, is multiplied by l the length of the









Equation (176) describes the growth of photons in the cavity, but there are significant
losses which have to be taken into account, particularly due to the output coupler.
It can be shown that the loss rate to due to the partially reflecting mirrors and








where δ = α− 1
2
ln(1−To.c.) is the single pass loss in the cavity and takes into account
loss due to intra-cavity optics and the output coupler. α is the single pass loss due
to intra-cavity optics and To.c. is the transmission of the output coupler. The total










where τ1 ≡ (L/δc), the lifetime of a photon in the cavity.
3.4 FOUR-LEVEL LASER
The gain medium of interest is the titanium sapphire (Ti:Sapphire) crystal, which
has four relevant energy levels. Ti:Sapphire is an ideal four level system, which
makes extending the formalism of section 3.2 fairly straight forward. As shown in
Fig. 11, lasing in an ideal four-level system takes place not from the highest energy
level, but between two intermediate states. What makes it an ideal system, are the
decay’s from 3 → 2 and 1 → 0 are collisional, and collisional decays happen much
more quickly than radiative decays. These are a result of phonon collisions in the
crystal lattice. If energy level 2 has a long radiative lifetime it serves to enhance the
population inversion, (N2−N1), since E1 remains relatively unpopulated due to the

















FIG. 11: Example of an ideal four level laser.
Using the results from sections 1.2 and 1.3, the population and photon rate equa-
tions can be written as:
dN0
dt













































Due to the extremely fast collisional decays from level 3 and 0, those states remain



















where Eqn. (184) says the rate of change of the population in the ground state is
simply the pumping rate. For the purposes of a numerical solution its useful to write
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Eqn. (185) and Eqn. (186) in terms of population density and photon density. The









where qν is the absolute photon number, V is the cavity volume, and φ is the number
of photons per unit volume. Using Eqn. (187), equations (185) and (186) become:
dN2
dt













where τ0 is the lifetime of the upper level lasing transition, τ0 = 1/A21, the pumping
rate will be denoted by p, and taking into account the speed of light in the gain
medium, v = c/n.
Now that the theory has been developed for calculating the pulse characteristics of
a Ti:Sapphire laser, the next chapter will focus on the configuration of the Ti:Sapphire
built for the three-photon excitation and the comparison to experimentally obtained
values.
3.5 NONLINEAR OPTICAL CONVERSION
To generate the UV light necessary for a three-photon excitation of argon, the
fundamental wavelength of the Ti:Sapphire, 791.4 nm, is frequency tripled through a
process called harmonic generation. Harmonic generation is a nonlinear process that
takes advantage of the nonlinear susceptibility in some crystals. The Ti:Sapphire
fundamental is sent through a nonlinear crystal, in this case a beta barium borate
(BBO) crystal, and with high enough intensity the fundamental wavelength will be
frequency doubled, and the frequency doubled output is referred to as the second
harmonic. Through the same process the fundamental and second harmonic can be
sent through a second BBO crystal and sum frequency mixed, resulting in the 268
nm light required for the three-photon excitation. When the Ti:Sapphire laser was
running relatively stable an overall efficiency from the fundamental to 3rd harmonic
of 18 % was measured. The process won’t be discussed in great detail since efficiency
measurements were difficult to reproduce because of the Ti:Sapphire instability.
50
CHAPTER 4
PULSED INJECTION SEEDED TITANIUM SAPPHIRE
LASER
The results from the previous chapter can now be used to calculate the pulse
characteristics of the Ti:Sapphire laser. The discussion will start with the properties
of the Ti:Sapphire crystal. The layout of the Ti:Sapphire laser will be presented, and
the difference between broadband and narrowband output will be explained, followed
by a calculation of the output characteristics using the formalism in chapter 3.
4.1 TITANIUM SAPPHIRE CRYSTAL CHARACTERISTICS
The laser constructed to generate the necessary light for a three photon excitation
of argon is a nanosecond pulsed titanium sapphire (Ti:Sapphire) laser. Ti:Sapphire
is a sapphire crystal (Al2O3) doped with Ti
3+ ions, and is one of the transition-
metal-doped gain mediums. Other well known examples would be the ruby and
alexandrite lasers. When the Ti:Sapphire crystal absorbs a photon from the pump
source, in this case a 532 nm photon, the Ti3+ ion that has been excited will displace
itself with respect to the surrounding oxygen atoms in the crystal lattice to lower
its energy. When the Ti3+ ion moves to its equilibrium position it perturbs the
surrounding lattice and creates lattice vibrations (phonons), and after the relaxation
the Ti3+ ion is populating one of the lower vibrational states of the potential curve,
which is the upper level lasing transition as shown in Fig 12. The upper level lasing
transition is metastable which makes it ideal because the long lifetime enhances the
population inversion. Since the relaxation of the Ti3+ ion is populating the lower
vibrational levels of the upper level lasing transition, and then radiatively decaying
to the upper vibrational levels of the lower level lasing transition the result is large
emission bandwidth, and because of this the Ti:Sapphire laser is considered a vibronic
laser. Vibronic lasers are an example of homogeneously broadened lasers [30]. Due
to its vibronic nature, the Ti:Sapphire laser has the largest tuning range of any
laser, and has a number of desirable properties that make it ideal for generating
high intensity pulses. Sapphire has excellent thermal conductivity which makes it
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FIG. 12: Energy level structure of the titanium sapphire crystal [30].
FIG. 13: Absorption and emission profiles of the titanium sapphire crystal, showing
the broad tuning range and residual self-absorption [30].
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TABLE 3: Ti:Sapphire crystal characteristics [29, 31]
Peak emission wavelength 800 nm
Peak stimulated emission cross section ∼ 3.0×10−19 cm2
Upper-level lifetime 3.2 µs
Emission linewidth (FWHM) ∆λ = 180 nm
Quantum efficiency ∼ 80%
Index of refraction ηπ = 1.752
Saturation fluence ∼ 1.0 J/cm2
Absorption coefficient 1.67 cm−1
Damage threshold 10 J/cm2
Thermal conductivity 0.35 W/cm2
less susceptible to thermal effects even at high intensities, and has a high damage
threshold typically around 10 J/cm2. It has a broad absorption profile and with
advancements in crystal growing technology, has relatively little self absorption at
the emission wavelength, as shown in Fig. 13. The peak of the absorption profile is
at ∼ 490 nm, however, efficient pumping of the crystals can be done with a readily
available Nd:YAG, at 532 nm, for pulsed operation. The high intensity pulses that
can be generated in pulsed operation are ideal for high harmonic generation which
is necessary for multi-photon excitation of noble gas atoms. Typical properties are
listed in Table 5.
4.2 LAYOUT
Figure 14 shows the layout of the injection seeded Ti:Sapphire laser built for this
experiment. The pump source is a frequency doubled Continuum 6800 Nd:YAG that
produces 532 nm light, whose output is linearly polarized in the vertical direction.
It is sent through a half-waveplate to rotate the polarization in the horizontal plane.
It then passes through a 600 mm focal length lens to slightly focus it as it passes
through the crystal, this provides a mode volume in the cavity. The cavity has two
titanium sapphire rods pumped from opposite directions, so the pump beam is sent
through a 50 / 50 beam splitter. The alignment through the right rod in Fig. 14 is
done with the beamsplitter and a 532 nm mirror, and alignment through the left rod
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FIG. 14: Layout of the pulsed injection seeded titanium sapphire laser.
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FIG. 15: Picture of the Ti:Sapphire laser layout.
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is done with two 532 mirrors. The cavity elements include the output coupler, two
Brewster cut Ti:Sapphire rods, four dispersion prisms for wavelength selectivity and
a high reflector.
For more efficient harmonic conversion and to obtain a higher excitation efficiency,
the laser is injection seeded to narrow the bandwidth. The effects of injection seeding
will be discussed in later sections. A Toptica DL Pro external cavity diode laser was
used as the seeder. To prevent feedback of the Ti:Sapphire output into the seeder,
the Ti:Sapphire output is sent through a half-waveplate to rotate the polarization by
45o, it then travels through a Faraday rotator and gets rotated by - 45o so that it
maintains horizontal polarization. It then passes through a thin-film polarizer (TFP)
that transmits ∼ 99 % of horizontally polarized light, and reflects ∼ 1 % of vertically
polarized light.
The seeder laser is fiber launched into the laser housing with a polarization main-
taining fiber, and sent through a half wave plate to optimize transmission through an
optical isolator. The optical isolator is used to prevent feedback of the Ti:Sapphire
laser into the fiber launcher. The polarization of the seeder was aligned vertically
to maximize reflection off of the TFP. As the seeder is passed through the Faraday
rotator it is rotated by 45o, and rotated by another 45o as it passes through the
half-waveplate, this keeps the Ti:Sapphire laser and seeder polarizations in the same
plane.
For third harmonic generation of the Ti:Sapphire, the output is sent through a
BBO type I crystal that frequency doubles the 791.43 nm light from the Ti:Sapphire
and produces ∼ 395.7 nm light. During the nonlinear conversion process the polar-
ization of the second harmonic is rotated by 90o. To rotate the polarization of the
second harmonic back in the same plane as the fundamental (Ti:Sapphire output) a
dual waveplate is used. The dual waveplate is λ at the fundamental wavelength, it
does not rotate the polarization of the fundamental, and λ / 2 at the second harmonic
wavelength to rotate the polarization by 90o. The fundamental and second harmonic
then pass through a BBO type II crystal and sum frequency mixed, and the resulting
third harmonic has a wavelength of ∼ 263.8 nm. The light is then passed through a
Pellin-Broca prism to separate the harmonics.
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4.3 CALCULATED CHARACTERISTICS
Equations (188) and (189) can be numerically solved to calculate the build-up
time, pulse width and output energy of the Ti:Sapphire laser. The pump source as
mentioned is a pulsed Nd:YAG with a pulse width of 7 ns. Due to the pulsed nature
of the pump source, the pumping rate will be defined as the max pumping rate times
the functional form of the pump pulse shape,
p = mf(t). (190)
It is often convenient to define the max pumping rate, m, as a multiple of the
threshold population inversion. Assuming a gaussian temporal profile, the pumping






where b is a multiple of threshold pumping power, nt is the threshold population
inversion and τp is the pulse width of the pump. The multiple of threshold pumping
power can be calculated from the ratio of the max energy density of the pump, and








Ep is the energy of the pump, Vp is the volume of the pump beam in the gain medium,
N0 is the number of active ions in the Ti:Sapphire crystal, hvp is the energy of a
pump photon, and nt is the threshold population inversion density. The threshold
population inversion density is the population inversion density required for laser










where for the purposes of the calculation nt has been normalized to the number of
active ions in the gain medium.
The stimulated emission cross section can be calculated from experimentally ob-
tained fluorescence curves for the transition. Those curves are shown in Fig. 16
57
FIG. 16: Ti:Sapphire stimulated emission cross section as a function of emission
wavelength for horizontal (π) and vertical (σ) polarizations.
for both σ and π polarizations. By fitting the experimentally obtained fluorescence
curves to a Poisson distribution, which is the predicted cross-section curve for a










σn is the normalization factor, 〈m〉 is the expectation value of the number of phonons
emitted, ν0 is the energy of the zero-phonon line at 626 nm, νp is the average phonon
energy, and ν is the transition photon energy in wavenumbers. The values for those
parameters are given in Table 4. The following equations can be used to numerically
solve for the output characteristics of the Ti:Sapphire laser, in particular, the build-





















TABLE 4: Parameter values for cross-section calculation [31]
Polarization ν(cm−1) νp(cm
−1) 〈m〉 σs(10−21cm2)
π 16178 543.4 7.074 1.663
σ 16147 560.2 7.221 0.735
4.3.1 OUTPUT COUPLING
Effective laser operation can depend strongly on optimal output coupling, espe-
cially for lasers with high intensity pumps. The optimal output coupling transmit-
















For an output wavelength of 791.43 nm, effective gain medium length of, l = 4.0 cm,
and stimulated emission cross section of, σ = 2.96 × 10−19 cm2, the optimal output
coupler transmission is 56 %. We had a 60% output coupler which worked well.
Using the equations developed in this section, the rate equations can be solved
for the pulse characteristics. The following sections will separated into broadband
and narrowband operation, with explanation of what the differences are.
4.4 BROADBAND OPERATION
Pulse lasers typically have inherently broader spectral linewidth’s than
continuous-wave (CW) lasers. There is a fundamental limit to any laser linewidth,
which arises from the process of spontaneous emission. In the case of pulsed lasers
the minimum bandwidth that can be generated is given by the time bandwidth prod-
uct, which is consequence of classical wave theory. Pulses that satisfy the minimum
bandwidth product are called transform limited pulses. This section discusses broad-
band operation, which is the free running operation of the Ti:Sapphire laser without
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any mechanism to narrow the spectral linewidth of the output.
4.4.1 TEMPORAL CHARACTERISTICS
The point at which laser operation starts is when stimulated emission becomes
the dominant process, where the sign of the population inversion, N2−N1, is positive,
meaning there are more atoms in upper level than lower level. When the sign of the
population inversion is positive there is more stimulated emission than absorption,
so the gain medium becomes amplifying. This was mentioned in the definition of
the gain coefficient Eqn. (170). The process starts with absorption of light in the
gain medium and subsequent spontaneous emission. It is the spontaneously emitted
photons along the cavity axis that are responsible for the eventual amplification. As
the excited state population level grows, so does the probability of a spontaneously
emitted photon inducing stimulated emission. In this case the pulse is said to build
up from spontaneous emission in the cavity, commonly referred to as intra-cavity
noise.
The nature of how the output pulse of the Ti:Sapphire laser forms is quite close
to a well known pulsed laser process called Q-switching. The Q of a cavity refers
to the quality of a cavity, or how lossy it is. A cavity with a high Q is one that
experiences little loss, and a cavity with a low Q is one that experiences a high
amount of loss. A low Q cavity will experience so much loss that even with a large
upper level population, due to pumping, laser action does not take place. A low Q
cavity prevents adequate feedback. If the cavity loss is suddenly changed to a value
allowing laser operation, when the gain is a very high value, the intensity in the
cavity builds up extremely quickly which results in a large stimulated emission rate
and rapid extraction of energy from the cavity.
A pulsed Ti:sapphire laser pumped with the second harmonic output of a Q-
switched Nd:YAG is considered a gain switched laser. Instead of the cavity loss
changing suddenly, as in the case of a Q-switched laser, the gain is changed sud-
denly. Figure 17 shows the pulse forming process, the units of each quantity have
been normalized for better clarity. During the pump pulse the population inversion
n(t) increases quickly until the pump pulse disappears. The spontaneously emitted
photons have little effect on the stimulated emission process, until the photon den-
sity in the cavity rises to a point where stimulated emission becomes the dominant
process. Once this happens the cavity photon density increases very quickly, due
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FIG. 17: Example of the build up time delay, the time delay between when the pump
pulse arrives and the Ti:Sapphire laser pulse forms. n(t) is the population inversion,
φ is the photon density in the cavity, and wp(t) is the pump pulse.
to the stimulated emission rate being proportional to the number of photons in the
cavity. The photon density is a maximum when the maximum amount of gain has
been extracted from the cavity, the point where the gain equals the loss (n(t) ≈ nt).
When the population inversion density drops below threshold the photon density
quickly decays to zero. The time it takes for the pulse to buildup after the pump
pulse arrives, is called the buildup time. As shown in Fig. 18, the higher the pump
energy the faster the buildup time. More pump energy creates a larger population
inversion and a higher probability of stimulated emission.
Figure 18 also shows how the width of the output pulse depends on the pump
energy. The effect is again related to the population inversion density, the larger
the population inversion the higher stimulated emission rate, therefore, the faster
the energy is extracted from the gain medium. The calculation in Fig. 18 was done
by solving Eqn. (188) and Eqn. (189) using the cavity parameters in section 4.2.
The asymmetry of the Ti:Sapphire pulse has largely to do with the single pass loss
in the cavity. Even if the all of the gain could be extracted from the gain medium
instantaneously, the photons in the cavity will have a characteristic lifetime, which
is related to the length of the cavity and the reflectivity of the output coupler.
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FIG. 18: Cavity photon density as a function of pump energy. The pump pulse is
normalized to one, and the intra-cavity photon density is normalized to the active
ion density of the Ti:Sapphire crystal.
Temporal Measured Results
Figure 19 shows the calculated and measured buildup time results as a function of
pump energy. The data was taken by using two Thorlabs DET10A fast photodiodes.
The pump pulse was monitored by looking at the reflection from the Ti:Sapphire
crystals, and the Ti:Sapphire laser pulse was monitored by attenuating a reflection
from one of the Brewster angle dispersion prisms. Unfortunately, as the pump and
Ti:Sapphire energies increased the signals had to be attenuated to prevent the photo-
diode’s from being saturated, that is why the amplitudes are normalized, otherwise
the effect would look similar to that in Fig 11.
The energy of the Nd:YAG was changed by adjusting the Q-switch delay, which
will decrease the output energy of the pump but can introduce a significant amount
of shot to shot noise. The amplitude can fluctuate considerably, as can the pulse
width. It can also cause timing jitter, which is deviations between temporal pulse
positions from shot to shot. The amplitude fluctuations are the largest source of
concern for this experiment. As the Q-switch delay gets further from its optimal
value the effects become larger, therefore, for lower energies the error bars are larger.
A better method for adjusting the energy would have been to use a polarizing beam
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FIG. 19: a) Build-up time as a function of pump energy b) Pulse width as function
of pump energy.
splitter cube with a waveplate, unfortunately the optics were not available when the
data was taken.
There is very good agreement between the measured and calculated values for
the buildup time. The amplitude and pulse width fluctuations of the pump also be-
come larger as the Q-switch delay gets further from its optimal value. This problem
is compounded by the amplitude fluctuations. As shown in Fig. 18 the amplitude
of the pump, how much energy it is producing, will have an effect on the build-up
time as well making pulse width measurements a little more difficult. The effect is
more apparent in the pulse width plot, due to the timing fluctuations being closer to
the same order as the pulse width. The roll off is much quicker than the measured
values of the pulse width than the calculated values and is probably due to satura-
tion. Figure 20 shows the typical pulse characteristics of the pump and Ti:Sapphire
lasers. As the Q-switch gets closer to the optimal value the pulse width of the pump
narrows. The second peak that starts to form in the pump pulse as it narrows, is
most likely due to multiple reflections from the pump illuminating the photodiode.
Unfortunately due to the sensitivity of the photodiode the amplitude had to be con-
tinuously attenuated to keep the photodiode from saturating. The effect would be a
lot more dramatic if the plots didn’t have to be normalized.
The output energy can be calculated by integrating φ(t) over the pulse and mul-
tiplying by the active ion density in the Ti:Sapphire crystal, the pump volume in the
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FIG. 20: Measured pulse width of the Ti:Sapphire laser as a function of pump energy.
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FIG. 21: Ti:Sapphire output as a function of pump energy.






Figure 21 shows a comparison of the measured and calculated values for the output
of the Ti:Sapphire laser as a function of pump energy. The energy was measured
using a coherent LM-80V power meter, and is calculated from an average power that
the power meter measures. The energy values are averaged over 10 shots from the
Ti:Sapphire laser. The calculated and measured values agree quite well.
4.4.2 SPECTRAL BANDWIDTH
As shown in Fig. 14 there are four Brewster angle dispersion prisms used for
wavelength selectivity. Brewster’s angle is an angle of incidence, for a particular
wavelength of horizontally polarized light, at which the light will be transmitted
through the medium with no loss. Without the prisms the laser would tend to operate
at the peak of the stimulated emission bandwidth or gain bandwidth, g(ν) ∝ σ(ν),
and the output would have a very large spectral width. As the light passes through
the prisms it gets dispersed in the horizontal plane onto the high reflector as shown in
Fig. 14. For tuning purposes the dispersion prisms are placed at Brewster’s angle so
that as the high reflector is rotated, it shifts the center line wavelength that has the
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FWHM - .4 nm
FIG. 22: Example of spectral bandwidth of Ti:Sapphire laser.
least amount of loss. This happens because Brewster’s angle depends on the index of
refraction of the medium, which depends on the wavelength of light passing through
it. As the high reflector is rotated, it changes the geometry of the cavity, so that
light reflected back parallel to the cavity axis now has a different wavelength. The
new wavelength of light retro-reflected back through the prisms is also at Brewster’s
angle (due to the wavelength dependence) and all other wavelengths will experience
loss. This has the effect of pulling the laser frequency away from the center of the
gain bandwidth, which provides a method for tuning the laser.
The spectral bandwidth of the laser will have a rather broad distribution of fre-
quencies due to a number of factors. The wavelengths on either side of the center
frequency will experience loss due to the Brewster angle prisms, and cavity “walk-
off”. For a given cavity length, the more dispersion prisms the cavity has the more
narrow the bandwidth due to the Brewster angle loss. The high reflector will also
reflect frequencies of light back that do not close the cavity, meaning not parallel
to the cavity axis, but will pass through the gain medium and stimulate emission.
After a number of trips through the cavity the light will reflect out of the cavity,
or “walk-off.” Those wavelengths will also experience loss. Another way to narrow
the bandwidth further is to increase the cavity length, so that the distribution of off
cavity axis frequencies that can make it back through the gain medium are reduced.
The bandwidth will also vary with pump energy, since the frequencies on the wings
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of the profile may exceed the threshold gain required for lasing.
The four Brewster angle dispersion prisms and cavity length limit the spectral
bandwidth to ∼ .5 nm. Depending on alignment and pump energy the lowest mea-
sured bandwidth was .4 nm, the broadest .7 nm. The bandwidth was measured using
a Princeton Instruments SpectraPro SP2750 spectrometer with an Apogee Alta se-
ries CCD camera. The minimum resolution of the monochromator using a CCD is
.06 nm. Figure 22 is an example of a spectral bandwidth measurement.
4.5 NARROWBAND OPERATION
Using noble gas atoms for any compressible flow measurement, requires a suffi-
ciently high signal level for each shot of the Ti:Sapphire laser. For example, making a
time-of-flight velocimetry measurement would require the excitation of argon atoms
to a metastable state, allowing them to travel some distance downstream, and inter-
acting with them again to get a time measurement. For this process to work, the
excitation efficiency of argon will have to be high enough to scatter enough photons
to get an acceptable signal. The spectral bandwidth of the Ti:Sapphire discussed
in the previous section is ∼ 240 GHz, whereas, the line width of a three photon
excitation is less than 1 GHz. In order to ensure that all of the spectral intensity is
used a common method for narrowing the bandwidth of pulse lasers, called injection
seeding, is implemented. Another important reason for narrowing the bandwidth,
is the efficiency of harmonic conversion of the Ti:Sapphire pulse. Second harmonic
conversion efficiencies can be as high as 50 %, and overall efficiencies when generating
a third harmonic can be as high as 18 %. Without injection seeding the efficiencies
would be less than half as high [33].
4.5.1 TEMPORAL CHARACTERISTICS
Injection seeding is the process of using a narrow linewidth, typically CW laser, to
narrow the output of an otherwise large spectral bandwidth (broadband) laser. The
narrow linewidth laser is referred to as a seeder laser. The seeder laser is sent into the
cavity generally through one of the cavity mirrors, usually the output coupler, along
the cavity axis. Without the seeder laser the pulse build-up starts from intra-cavity
noise, as explained in the previous section. If the laser cavity is mode matched to
the seeder, when the pump pulse arrives there is already a large density of photons
in the gain medium with the correct frequency and polarization of interest. The
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FIG. 23: Measured and calculated results for the build-up time of the seeded
Ti:Sapphire pulse.
stimulated emission rate into any mode of the field is proportional to the number of
photons in that mode, so lasing can start with a much higher power than competing
modes, and as a result reducing the buildup time and spectral bandwidth of the laser.
Fig. 23 shows the comparison of calculated buildup time and measure build-up time
in narrowband operation. The comparison with the build-up time in broadband
operation is shown in Fig. 24.
Pulse width measurements were very difficult to make in narrowband operation.
Any misalignment of the high reflector or output coupler can cause longitudinal and
transverse mode fluctuations, both of which cause large fluctuations in the output
energy as well as temporal profile of the laser pulse when trying to seed. The cavity
can be thought of a low finesse Fabry-Perot interferometer. The unseeded output
is less sensitive to the cavity fluctuations because of the broad bandwidth and high
gain. This will be discussed further in the next section on the spectral bandwidth in
narrowband operation.
4.5.2 SPECTRAL BANDWIDTH NARROWBAND
Due to the pre-population of cavity photons from the seeder the spectral band-
width will be orders of magnitude more narrow than broadband operation. There is
a fundamental limit to how narrow the pulse can be. The seeder laser used in our
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FIG. 24: Comparison of the build-up time in seeded and unseeded operation.
Ti:Sapphire laser has a linewidth < 1 MHz, however, the minimum spectral band-
width that can be obtained with a 15 ns pulse is ∼ 30 ns. For a pulsed laser this is a
consequence of classical wave theory. The minimum pulse width that a pulsed laser
can generate, is given by the time bandwidth product
∆ν∆t ≥ K, (202)
where ∆ν is the frequency FWHM, ∆t is the FWHM of the pulse width, and K
depends on the shape of the pulse [34]. For a gaussian pulse K = 0.441. For
the purposes of a calculation, the initial photon density in the gain medium can
be calculated from the intensity of the seeder in the cavity. Typical seeder powers
through the output coupler are 20 mW, with a 2 mm beam diameter. Fig. 25 shows
the effect seeding has on the bandwidth of the laser. The minimum resolution of the
monochromator using a CCD is 0.06 nm, but this assumes perfect alignment of the
camera. Measurements of the seeder only and the seeded Ti:Sapphire laser yielded
the same results, which would imply the Ti:Sapphire laser is likely more narrow
than the resolution limit of the monochromator. Due to imperfect alignment of the
camera, the FWHM of .07 nm is likely at the resolution limit for the measurement.
It is not assumed that each pulse from the Ti:Sapphire laser is at the transform
limited pulse width of 30 ns. The pulse width depends strongly on the stability of
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FWHM - .07 nm
FIG. 25: Example of spectral bandwidth of Ti:Sapphire laser seeded and unseeded.
the laser cavity. Small changes in the alignment of either the high reflector or output
coupler can cause longitudinal and transverse mode problems, and if the cavity is not
mode matched to the seeder when the pump pulse fires the seeding process is not as
effective. To further compound the problem the seeder laser was not locked because
we did not have a stabilized reference cell. All of these issues effect how well the
cavity is mode matched to the seeder, and consequently the spectral bandwidth of
the laser. To try and keep the cavity mode matched as best as possible, the output
of the Ti:Sapphire laser being monitored on a fast diode provided a way to monitor
the buildup time and pulse width. When the Ti:Sapphire laser is properly seeded
the buildup time is a minimum. By adjusting the frequency of the seeder laser the
buildup time could be minimized which ensured the pulse width was most likely close
to the transform limit. The stability of the laser varied from day to day depending
on the temperature, and air currents in the room. An improvement that may make
a significant difference would be to float the optical table the laser is on. Ultimately,
a ramp, hold, fire technique would solve the stability problems and ensure each pulse
is transform limited.
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FIG. 26: CCD image of the Ti:Sapphire laser beam profile.
4.6 BEAM MODE CHARACTERISTICS
There are three different classifications of laser cavities, stable, conditionally sta-
ble, and unstable. Our cavity is plane parallel, consisting of two flat mirrors, and
is considered conditionally stable. Conditionally stable means the stability depends
strongly on the alignment of the cavity. There are advantages and obvious disad-
vantages to this type of configuration. The main advantage of using a plane-parallel
configuration is the lack of focusing that takes place in spherical resonators. The
intra-cavity intensities can be quite high and focusing of the beam can damage the
Ti:Sapphire crystals. A plane parallel cavity can use all of the volume of the gain
medium if needed, commonly stated as a large mode volume, which is useful in pulsed
lasers.
The largest disadvantage is the very high sensitivity to misalignment. A mis-
alignment of the cavity can cause the laser to operate on a different transverse mode,
which will cause problems with seeding and can lead to damage of intra-cavity op-
tics. To try to stabilize the cavity and force it to run on a lower order, preferably
a gaussian mode, circular apertures are place in the cavity, since the lower order
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transverse modes oscillate closer to the cavity axis, this provides some form of mode
discrimination. A plane parallel cavity also has high diffraction losses, but those
aren’t typically a problem in high gain pulsed lasers.
Figure 26 shows a typical beam profile of the Ti:Sapphire laser in narrowband
operation. Each pixel represents 2.2 µm. Fitting the line profile to a Gaussian dis-
tribution gives a FWHM of 1.2 mm. This image was taken in narrowband operation.
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TABLE 5: Parts list for the Ti:Sapphire laser
Part Manufacturer Part Number Quantity
Seeder Laser Toptica Photonics DL Pro 1
High Reflector RMI HR2607ULR0780 1
Output Coupler CVI PR1-800-40-1025 1
Nd:YAG Mirrors CVI Y2-1045-45 3
800 nm Mirrors CVI TLMB-800-45-1025 5
600 mm FL lens CVI PLCX-25-309.1-UV-532 1
λ / 2 @ 532 nm CVI QWPO-532-10-2 1
λ / 2 @ 780 nm CVI QWPO-532-10-2 2
λ @ 780 nm, λ /2 @ 390 nm Lambda Research 41168 1
50 / 50 Beam Splitter CVI BS1-532-50-1012-45P 1
Thin Film Polarizer RMI TP2603U078 1
Dispersion Prism - BK7 CVI IB21.6-60.6-SF10 2
Dispersion Prism - Fused Silica CVI IB21.6-60.6-SF10 2
Pellin Broca Prism Thorlabs ADBU-20 1
BBO Type I Crystal CASIX N/A 1
BBO Type II Crystal CASIX N/A 1
Faraday Rotator EOT Eurys Series 1
Optical Isolator EOT Eurys Series 1
4.7 TI:SAPPHIRE LASER PART LIST




The experimental setup has gone through many different iterations for a number
of reasons. This chapter will focus mainly on what has become the final setup for
this phase of the work, but will touch on a few important parts of the setup not
currently used but necessary for the next phase. The design and construction of the
Ti:Sapphire laser has already been discussed and is a large part of the experimental
setup.
The main goal of this experiment is to demonstrate a multi-photon excitation
technique using argon in a tabletop supersonic flow chamber. Before those measure-
ments could be made, the three-photon excitation needed to be demonstrated. The
first set of experiments were performed in a quartz tube with a Brewster angle fused
silica window with a gas connection and pressure gauge. The three-photon signal was
detected but other experiments to characterize the excitation were difficult. There
was a large amount of background noise mainly due to the UV fluorescing from the
quartz part of the tube, and damage to the Brewster window due to the high inten-
sities, so modifications needed to be made. The final version of the cell used for the
initial measurements will be discussed.
After the excitation was confirmed, the experiment moved to a flow chamber to
ultimately attempt velocimetry measurements in an atomic beam. Once the signal
was optimized in the flow chamber using a static pressure of argon, the first set
of measurements performed were pressure dependent measurements. The pressure
dependent measurements were the final characterization of the excitation, and were
performed in the flow chamber because of the very small amount of background noise.
After the characterization was finished velocimetry measurements in an atomic beam
were attempted. Although the beam measurements are not yet successful, the setup
will be discussed for future work on the project. The possible reasons for not being
able to detect the signal in the beam will also be discussed.
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FIG. 27: Picture of the cell setup for making the initial confirmation of the three-
photon excitation and energy dependent measurements.
5.1 CELL MEASUREMENTS
The first measurements were performed in a room temperature gas cell, shown in
Fig. 27, to look for the three-photon excitation and get an estimate of the excitation
efficiency. The cell consisted of a 2.75” CF flange tee. The top flange has a 2.75” CF
to 1.33” MiniCF zero length reducer, MiniCF tee with an MKS 10 Torr capacitance
manometer, and gas connection attached. In order to get good optical access to the
interaction region (region of excitation), a quartz tube with a glass to metal seal and
2.75” CF connection was used as the cell. A compression fitting was mounted on
the open end of the tube, and a fused silica window was compressed between the
compression fitting and a 2.75” CF flange using Viton gaskets. This was necessary
because of the UV wavelength of the third harmonic.
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Initially the beam was sent directly through a lens and focused in the middle
section of the cell. Due to self focusing that takes place in the harmonic generation
process, even with the fused silica window, the intensity was too high and over time
would destroy the window. To prevent damage, a 50 mm anti-reflection (AR) coated
lens at 266 nm was used to expand the beam, which was then collimated using a 200
mm AR coated 266 nm lens. The beam was collimated after it went through a focus.
A negative focal length lens would have been ideal, but due to the unavailability, a
plano-convex lens was used to expand the beam which fixed the intensity issue at
the window, but introduced a different problem that will be discussed in the results
section.
The cell was pumped down using a gas connection on the flow chamber (discussed
in the next section) with a Leybold 150 L/s turbo molecular pump to ensure the
background pressure was as low as possible. It was then filled with research grade
argon. To detect fluorescence from the three-photon excitation a Hamamatsu R636
photo multiplier tube with a 50 mm focal length collection lens was used. The base
of the PMT has an onboard high voltage amplifier and built in pre-amplifier (C7950).
To eliminate background noise a Thorlabs 810 interference filter (IF) is used where
the centerline of the bandwidth is at the wavelength of one of the decay channels
from the argon excited state to the 4s[3/2]2 metastable state. The signal from the
PMT was then sent to a Tektronix MSO 2024 Oscilloscope to look for the initial
signal from the argon three-photon excitation. A diagram of the experimental setup
for confirming the three-photon excitation is shown in Fig. 28.
5.1.1 EXCITATION EFFICIENCY ESTIMATION
After the signal was verified using the spectral measurements, the experiment
shifted to an order of magnitude estimation of the efficiency. In order to do this
the Ti:Sapphire laser was tuned to where the three-photon resonance was thought to
be based on NIST energy measurements of the excited state. To ensure good over-
lap of the unseeded Ti:sapphire frequency with the seeder frequency, the seeder was
sent into a monochromator with a CCD attached, and the frequency of the seeder
was tuned to the three-photon excitation frequency. Then the unseeded Ti:Sapphire
spectra was recorded and correspondingly frequency tuned to maximize the overlap.
This was relatively easy since the seeder spatially overlapped the Ti:Sapphire along




































































































































































































































































FIG. 28: Experimental setup of the initial cell measurements for verification of the
three-photon excitation.
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the Ti:Sapphire cavity was sent through a large diameter fiber into the monochro-
mator. Measuring the frequencies of the seeder and Ti:Sapphire simply consisted
of turning off the pump source to the Ti:Sapphire, or blocking the seeder. Once
the frequency overlap was optimized the seeded Ti:Sapphire was sent through the
harmonic generator and the third harmonic output was optimized.
As mentioned in chapter 4, when the build-up time and pulse width of the
Ti:Sapphire laser output is a minimum the Ti:Sapphire spectral bandwidth is close to
being transform limited. The Ti:Sapphire output was optimized by adjusting the fre-
quency of the seeder to minimize the build-up time and pulse width. The Ti:Sapphire
pulse was monitored on a Thorlabs fast photodiode (DET210). When the output
was optimized, the signal waveform from the PMT was saved on the Oscilloscope so
that the total fluorescence signal could be found by integration. The detector used
for measuring the fluorescence signal is the same PMT mentioned in section 5.1. The
experimental setup is shown in Fig. 28.
In Fig. 28 the stabilization technique for the seeder laser is also shown. The seeder
laser could be locked to an insulated reference cavity if the temperature stability and
air currents were somewhat acceptable, which gave the measurements a higher degree
of stability. Unfortunately, this was typically not the case. The issue was not so much
the stability of the reference cavity, as it was the Ti:Sapphire cavity.
5.2 SPECTRAL MEASUREMENTS
To verify that the signal detected in the cell was a three-photon excitation in
argon, spectral measurements were taken to compare the frequencies obtained with
those of the argon decay channels from the 3d[5/2]3 excited state. If the signal was
coming from an impurity or air in the cell the spectral measurements would verify
that. A bundle of large gauge fiber optics, also called a light pipe, was used to
collect and send the fluorescence from the interaction region to a Princeton Instru-
ments monochromator (SP2750) with an Apogee CCD camera (U1107). The spectral
measurements were taken at various pressures using an MKS Baratron capacitance





















































































































































































































































FIG. 29: Experimental setup for argon spectral measurements.
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5.2.1 ENERGY DEPENDENT MEASUREMENTS
The next step after the signal was obtained was to make energy dependent mea-
surements. The excitation should have a nonlinear dependence on the intensity, that
is if the transition is not saturated, and will provide another test of the three-photon
excitation. This was a difficult task due to the instability of the Ti:Sapphire laser,
and the need to increase the beam diameter due to the high intensities. A positive
focal length lens was used and the beam was expanded after it went through focus
and diverged. Due to the high intensity used for the three-photon excitation, at
the focal point the 268 nm light was quite effective at ionizing air resulting in an
obvious change to the spatial mode of the beam. The only way to get a negative
focal length (concave) AR coated lens in the 268 nm range was to custom order one.
The instability of the Ti:Sapphire cavity which can result in a different longitudinal
and spatial mode, coupled with the mode problem due to ionization of air, made the
energy measurements a bit difficult. In order to circumvent this problem a small area
photodiode was used to monitor the energy. If the spatial beam mode or the energy
changed the signal on the photodiode would change as well. This provided a way to
analyze the data by taking the sections of data where the signal was most stable. A
picture of the experimental setup is shown in Fig. 27.
The experimental layout for making the energy dependent measurements is shown
in Fig. 30. The beam is split using a wedge, which eliminates interference effects
when using a flat piece of glass. The reflection from the wedge is sent through an
aperture and attenuated using a piece of polycarbonate plastic. The signal from
the photodiode is recorded every shot using a high speed digitizer from national
instruments (NI PXI-5154), as well as the signal waveform from the PMT detecting
the excitation. A program was created in LabView to do this and ran on a National
Instruments embedded controller (NI-PXI-1042), which interfaced with the high-
speed digitizer. This provided a way to get the total fluorescence signal by integrating
each waveform from the PMT.
5.3 FLOW CHAMBER
After the initial measurements were made to characterize the excitation, the
experiment moved to the flow chamber. The first step was to detect the three-
















































































































































































































































































































FIG. 30: Full Experimental setup of the argon technique in an atomic beam.
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a) b)
FIG. 31: a) Looking down through the top viewport. The lens tube and stainless
ring that are used to eliminate light scattered light are shown. b) Looking through
the excitation laser exit port of the flow chamber. The copper blanks with the holes
are shown.
lens mounted inside with a 38 mm focal length. It was mounted about an 1” from the
interaction region and the focal length was chosen to optimize the fluorescence signal
at the location of the PMT. An advantage of having the collection lens closer to the
interaction region is the much larger collection efficiency (∼ 10 %), and less scattered
UV light makes it into the detector. To further cut down on scattered light, the lens
is mounted in a black anodized Thorlabs 2” lens tube (SM2E60). The assembly
was mounted inside the chamber by using a Kimball physics flange adapter, and the
Groove grabber system. At the top of the viewport a stainless ring was used to block
any light scattered around the lens tube. This is shown in Fig. 31. The PMT is
mounted to look through the top viewport and down the axis of the collection lens.
To eliminate as much scattered light as possible from the entrance windows, .5 cm
holes were drilled in the center of two 6” copper blanks. The copper blanks were
used instead of copper gaskets between the 8” CF to 6” CF zero length reducer. The
view down the beam axis is shown in Fig. 31b. These steps for eliminating scattered
light made the background level in the chamber much lower than in the cell.
The Ti:Sapphire third harmonic was sent into the chamber and focused at the axis
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of the collection lens by a 600 mm focal length lens AR coated at 266 nm. The lens
was mounted on a translation stage to optimize the alignment of the focus. Once the
fluorescence signal was detected it was optimized by adjusting the translation stage
until the signal was a maximum.
The chamber was filled with argon gas using a leak valve. Once the signal level
was maximized the chamber was pumped out and then filled with argon slowly until
a minimum signal level was detected to get a lower limit on detection.
5.3.1 PRESSURE DEPENDENT MEASUREMENTS
Another way to verify the three-photon excitation is to take pressure dependent
measurements. The argon metastable state is collisionally quenched, which means
it can make a non-radiative decay back to the ground state by colliding with a
ground state argon atom. This means the signal level should be directly proportional
to the amount of gas in the chamber. There is a process called collisional energy
transfer, which will be discussed in the results section, that makes it necessary to
use a buffer gas for quenching measurements. Nitrogen and Krypton were used as
buffer gases, and were added to the chamber through a gas manifold. The energy of
the Ti:Sapphire was optimized each time a measurement was taken at a particular
pressure to ensure that the results would be consistent. Each signal waveform from
the PMT was saved on the oscilloscope to calculate the total signal fluorescence, and
measure the lifetime of the signal for each buffer gas pressure. The experimental
setup is shown in Fig. 32.
5.3.2 TOF VELOCIMETRY MEASUREMENTS
After we were satisfied with characterizing the three-photon excitation, the next
step was to attempt a velocimetry measurement in an atomic beam of argon. A
feedthrough was designed that has a 1mm hole and an approximate length of 8”,
and is shown in Fig. 33. To create the atomic beam the leak valve was opened and
the turbo pump was turned on. The background pressure was monitored using an
ion gauge to make sure it stayed well below an acceptable pressure for a reasonable
mean free path, meaning the metastable argon atom would have enough time to
move downstream without colliding with another atom. If the background pressure





































































































































































































































































FIG. 32: Experimental setup for pressure dependent measurements.
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FIG. 33: Gas feed through for the atomic beam. The diameter of the hole is 1 mm.
To make the TOF measurement, the detection laser was sent into the cham-
ber parallel to the excitation laser. The idea is to excite the argon atoms using a
three-photon excitation, of which a large portion of those atoms then decay to the
metastable state, and those metastable atoms travel further downstream and interact
with the detection laser. The fluorescence from the interaction with the detection
laser is then collected and detected by a PMT. A diagram of the experimental setup
is shown in Fig. 34. Since the excitation pulse position and the detection pulse
position are known, the signal distribution gives the time it takes for the atom to
move downstream, and since the distance between the beams is known the velocity
can be calculated. These measurements were attempted but we knew relatively little
about the atomic beam divergence as the gas exited the feedthrough. The atomic
beam measurements were unsuccessful, however, a future improvement would be to
use a capillary plate, which would ensure a high degree of collimation of the atomic








































































































































































































































































































































FIG. 34: Diagram of the full experimental setup of the argon technique attempted
in an atomic beam.
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FIG. 35: Home built ECDL Detection laser setup with a top and side view. The
cavity configuration is Litmann-Metcalf.
5.3.3 DETECTION LASER
The detection laser for the TOF measurements is used to excite the metastable
argon atoms from the 4s[3/2]2 metastable state to the 4p[5/2]3 state, which is a closed
transition. Scattering photons from a closed transition should also increase the sig-
nal level, since each atom will scatter multiple photons as it traverses the detection
laser. The detection laser is a home built external cavity diode laser (ECDL) and
the cavity configuration is Littmann-Metcalf, and is shown in Fig. 35. To stabilize
the laser a common laser stabilization technique was implemented called saturated
absorption spectroscopy. The saturated absorption spectroscopy setup is shown in
Fig. 36. The detection laser needs to be locked to the 4s[3/2]2 → 4p[5/2]2 transition
for the detection scheme to work. To lock the diode laser to a metastable reference,
a metastable source of argon needs to be created. An inductively coupled radio fre-
quency (RF) discharge is used to create the metastable source. A voltage controlled
oscillator (VCO) provides the source for the radio frequency which is then amplified
by a mini-circuits RF amplifier. An argon gas cell with a pressure of 100 mTorr
has an RF induction coil along the outside and is surrounded by a brass shield. A
high frequency alternating current flows through the solenoid resulting in oscillating
magnetic fields parallel to the axis of the coil which induces an azimuthal electric
field [27]. Free electrons in the cell quickly acquire enough kinetic energy to ionize
ground state argon atoms resulting in more free electrons, which results in a plasma.
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FIG. 36: Layout of the saturated absorption spectroscopy setup.
Ground state argon atoms are excited to the 4s[3/2]2 metastable state by electron
impact excitation within the discharge. The resonant frequency of the cavity, for the
discharge built in this experiment, was measured by a network analyzer to be ∼ 700
MHz. The discharge is shown in Fig. 37. The RF power is typically around 10 W
and the efficiency of creating argon metastable atoms is 10−4.
The saturated absorption experimental setup is shown in Fig. 38. Pictures of the
setup that may help with orientation are found below.
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FIG. 37: An inductively coupled RF driven discharge with an efficiency of 10−4 for
creating argon metastable atoms.
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FIG. 38: Experimental setup of the saturated absorption spectroscopy stabilization
technique for the detection laser.
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FIG. 39: View of the flow chamber with gas manifold on the left side of the picture.
The Excitation laser entrance port is in view at the center of the picture. The
focusing lens is seen on the right mounted on the translation stage.
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FIG. 40: PMT Setup looking through the top viewport of the flow chamber.
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As discussed in the introduction, a seedless technique for making hypersonic wake
measurements of velocity, density, and temperature is invaluable for advancing the
design and construction of next generation hypersonic vehicles, and the field of com-
putational fluid dynamics. Our proposed technique of using a three-photon excitation
of argon required a great deal of effort, in part, because of the development of the
required light source. Three-photon excitations of the noble gases in general, have
been relatively unstudied due to the required laser sources. The excitation presented
in this work, has not to the authors knowledge been performed before. Only one
group has performed a three-photon excitation of argon, to a 1/2 core excited state,
and used field ionization techniques to detect the excitation not fluorescence [35].
This chapter starts with the discussion of the initial experiment to verify the
three-photon excitation. After the three-photon excitation was confirmed the signal
was optimized, and the next step was to make a measurement of the metastable pro-
duction efficiency, which is the subject of the next section. The measured metastable
production efficiency proved to be quite close to the calculated value. To characterize
the excitation lifetime measurements and spectral measurements were taken and the
results will be discussed. The spectral measurements yielded some interesting results,
which shows the process is rich with physics that can be explored in next generation
experiments. The last section will present pressure dependent measurements using
a buffer gas to investigate the physical processes happening after excitation.
6.1 EXCITED STATE PRODUCTION EFFICIENCY
The first step in the process was to detect a signal from the three-photon ex-
citation. Once a signal was detected the alignment of the PMT was optimized to
maximize the signal. The frequency of the seeder for the Ti:Sapphire laser was ad-
justed to optimize seeding and ensure the spectral bandwidth was as close to the
transform limit as possible. Data was taken when the Ti:Sapphire output was most
stable and the signal shown in Fig. 42 was averaged over eight shots. The energy
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FIG. 42: PMT signal for the three-Photon excitation and decay to the 4s[3/1]1
metastable state.
TABLE 6: Hamamatsu R636-10 / C7950 Specifications
Typical Gain 4.5 × 105 @ 1 kV
Current To Voltage Conversion .15 V / µA
Quantum Efficiency 8% @ 810 nm
of the Ti:Sapphire 3rd harmonic was ∼ 5mJ. This signal was used to make an order
of magnitude estimate of the excitation efficiency. The first peak in the waveform
is scattered light from the Ti:Sapphire laser beam, most likely at the fundamental
wavelength, 791.4 nm.
6.1.1 MEASURED METASTABLE PRODUCTION
To extract an efficiency from the signal some parameters of the photomultiplier
tube need to be known. Those are listed in Table 6. The PMT base has a built in
high voltage amplifier and current amplifier (C7950).
Using the voltage to conversion factor in Table 6, the voltage signal is converted






The total amount of charge is proportional to the number of photons that interact
with the PMT, and the number of photons that interact with the PMT is directly
related to the number of atoms that are excited with the laser pulse.
Integrating the curve in Fig. 42 gives a total charge of ∼ 1 × 10−11 C. The
typical gain for the PMT is 4.5 × 105, however, the high voltage was around half
of the max value which would give a gain of ∼ 2 × 104. This results in an effective
charge of 5.0×10−16 C, which is the actual total charge of the initial electrons before
amplification. The charge of an electron is 1.602 × 10−19, which results in 3300
electrons. The amount of total charge is related to the number of photons incident
on the PMT detection region.
Of course every photon that hits the detection region of the PMT will not liberate
an electron. The quantum efficiency of the PMT gives the probability of liberating an
electron when exposed to a photon. The quantum efficiency depends on the material
and wavelength of the photon. The efficiency for the R636-10 at 810 nm is ∼ 8 %.
Using the total charge of 3300 electrons and a quantum efficiency of 8 %, the total
number of photons that interacted with the detector should be ∼ 4.0× 104.
The spontaneous emission process is into a solid angle of 4π. We don’t have
a detector that can collect all of the spontaneously emitted light. Our collection
efficiency in the cell is 2 %. The total number of photons scattered is 2.0 × 106,




G×Q.E.× C.E.× e, (204)
where G is the gain of the PMT, Q.E. is the quantum efficiency at the wavelength
of interest, C.E. is the collection efficiency of the spontaneously emitted light, and e
is the electron charge.
The next step is to make an estimation how many atoms the laser can interact
with. This region of interaction will be called the interaction volume. For a gaussian
laser beam there is a finite diameter that the beam can be focused to. This is called
the beam waist diameter.
Figure 43 shows the beam waist radius, W0, and another important quantity
called the Rayleigh range, ZR. The Rayleigh range is the distance from the beam
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FIG. 43: Focusing of a Gaussian beam, with beam parameters illustrated.
waist that the beam radius has increased by a factor of
√
2. As the beam diverges
its intensity decreases as well. If the PMT is looking at the beam waist, where
the light is most tightly focused, the collection efficiency decreases considerably off
the optical axis of the collection lens. The Rayleigh range is typically used as the
effective distance from the beam waist for the interaction volume, where the intensity
is high enough for excitation and the distance is close enough to the optical axis of






where λ is the wavelength of the light, f is the focal length of the lens, and d is the






For a conservative estimate of the interaction region, it will be approximated as a
cylinder with diameter D and length 2ZR. For a beam with a wavelength of 263.8
nm, diameter of 2 mm, and passing through a 150 mm focal length lens, the beam
waist diameter at the focal point is ∼ 25 µm. It is highly unlikely that the beam
is focused this tightly, especially passing through the entrance window to the cell.
This should be sufficient for an order of magnitude calculation. The Rayleigh range
is then calculated to be ∼ 2 mm. This gives an interaction volume of ∼ 2 × 10−6
cm3.
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The pressure of argon in the cell was 3 Torr, which is a density of ∼ 1017 atoms /
cm3. Using the interaction volume that was calculated, that would result in ∼ 2×1011
atoms in the interaction region. Using the calculated number of atoms excited by
the laser pulse, 2.0 × 106, that would give an excitation efficiency of ∼ 10−5. This
is an order of magnitude calculation and is on the same order of magnitude as the
calculated excitation efficiency. This calculation is neglecting the 30 % of atoms
that decay through another channel back to the ground state, as well as losses at
the window of the PMT and other small percentage gains or losses. The idea is to
simply get an order of magnitude estimate.
6.1.2 CALCULATED METASTABLE PRODUCTION
A calculation of the expected metastable production efficiency was performed to
make sure the three-photon excitation would yield enough fluorescence to detect a
sufficient signal, and will now be compared to the signal that was measured. To
perform the calculation some experimental parameters need to be defined so that
the Rabi frequency and peak photoionization rates can be calculated. This involves
calculating the intensity of the excitation laser.





where E is the amount of Ti:Sapphire third harmonic energy, τ is the pulse width
of the laser, and A is the cross sectional area of the beam. The energy of the third
harmonic varied depending on how well the Ti:Sapphire laser was running, which
depended on the stability of the temperature, vibrations, and air currents in the
room. Typical laser energies of 6-12 mJ at 283.82 nm was routine, and energies as
high as 15 mJ were obtained. The laser energy was typically around 8 mJ. The
pulse width of the excitation laser also varied but was typically around 10 - 12 ns.
For the calculation 12 ns will be used. The Ti:Sapphire laser enters the cell after it
passes through a 150 mm focal length lens to increase the intensity of the excitation
laser. As mentioned in chapter 2, a three-photon excitation is a non-linear process,
and for sufficient excitation rates the intensity needs to be high. To calculate the
cross sectional area of the beam, the beam diameter at the focal point needs to be
calculated. Using the result from the previous section for the beam waist diameter
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TABLE 7: Rabi frequencies for the excitation channel





1/3 106.666 1.19× 108 8.5× 107
4p[3/2]1 → 4p[5/2]2
√
2/15 842.464 2.15× 107 8.8× 108
4p[5/2]2 → 3d[5/2]3
√
3/35 1234.677 9.28× 106 2.8× 108
and laser energy, the intensity is calculated to be ∼ 38 GW.
The equation for the three-photon Rabi frequency, and the single photon Rabi
frequencies can be found in Eqn. (105). Table 7 lists all of the parameters needed to
calculate the single photon Rabi frequencies. Using the values in Table 7 and Eqn.
(102), the three photon Rabi frequency is found to be
Ω(3) = (2.7× 10−7)I3/2, (208)
where I is the intensity of the excitation laser. Using the intensity calculated this
gives a three photon Rabi frequency of 2.8 GHz.
The max photoionization rate can now be calculated. The peak photoionization
rate can be found from
Wpi = σpiF, (209)
where σpi is the photo ionization cross section of the 3d[5/2]3 excited state, and F is
the photon flux, F = I/~ν. The reason this is a linear rate is because of the three-
photon enhancement. If the excitation is saturated, the 3d[5/2]3 state lies so close
to the ionization threshold it only takes one photon to photo ionize the argon atom.
This process is of interest in plasma physics and is referred to as (3+1) resonantly
enhanced multi-photon ionization (REMPI), three photons for the excitation and
one for the photoionization. This process is much more efficient than ground state
photoionization. The photoionization cross section for the 3d[5/2]2 state is σpi = .762
Mb [36]. Using the intensity calculated above this results in a peak photo ionization
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FIG. 44: Calculated efficiency using a diffraction limited beam waist diameter of 25
µm.
rate of, Γ = 48 GHz. Setting the detuning, δ, in the Hamiltonian (Eqn. 50) to
zero, meaning the frequency of the excitation laser is on resonance, the excitation
efficiency is calculated to be ∼ 10−5. Figure 44 shows the efficiency plot, where the
value is taken after the intensity of the laser pulse has sufficiently decayed to zero.
This is in pretty good agreement with the measured value.
6.1.3 EFFICIENCY OPTIMIZATION
It is a simple task to calculate the optimal beam waist diameter by integrating
Eqn. (107) over a range of diameters. The excitation efficiency at each value of
the beam waist diameter is calculated by solving for the efficiency after the laser
pulse decays back to zero. That value was saved for each value of the beam waist to
generate the plot shown in Fig. 45. This does not take into account the interaction
volume. If the interaction volume is so small that very few atoms are exposed to the
laser, the few atom excitation efficiency may be high, however, the overall efficiency
would suffer. With only a few atoms there would definitely not be enough signal
level for fluorescence detection. If the interaction volume is too large there may not
be enough intensity to obtain a sufficient excitation efficiency. As the beam diverges
from the focal point the intensity decreases, and for a three-photon excitation the
effect is a dramatic decrease in excitation rate. There is an optimal efficiency that is
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FIG. 45: Excitation efficiency as a function of spot size diameter.
a combination of the beam waist and interaction volume. The effective beam waist
created by a 150 mm focal length lens is close to the optimal beam waist calculated
in Fig. 45a. As calculated in the previous section, this is a large enough interaction
volume to get a large fluorescence signal from the excitation.
The excitation laser is unlikely to have a diffraction limited beam waist diameter.
In a simple spherical lens, spherical aberration will put a limit on the beam waist,
and other effects such as passing through optics like the entrance window to the
cell. This increases the minimum obtainable beam waist due to mode distortion of
the beam. Fig. 45b shows where the measured value for the excitation efficiency
is, where the beam waist diameter used in the calculation is the diffraction limited
value of 25 µm. The sharp increase in efficiency on the left side of the peak is due to
photoionization. If the intensity of the excitation laser is high enough the atoms are
simply ionized and are no longer available for excitation. The more gradual decrease
on the right side of the curve is mainly due to the decrease in beam intensity as the
beam waist increases, which results in less excitation. The reason this is an order of
magnitude estimation in the calculation, is because the beam waist diameter is in the
very sensitive photoionization regime, where a small change in the intensity results
in a large change in the number atoms lost to photoionization, this is illustrated in
Fig. 45b.
For the measured value of the efficiency, if the beam waist changes by a factor
of two it results in a factor of 4 change in efficiency. The measured and calculated
values will be order of magnitude calculations only.
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The measured efficiency was in good enough agreement with the calculation to
start characterizing the excitation.
6.2 LIFETIME MEASUREMENT
The next step to characterize and confirm that the signal is in fact from the
three-photon excitation is to measure the lifetime of the decay and compare it to
the known values measured by NIST. The lifetime of the decay can be calculated
by fitting the signal fluorescence curve detected by the PMT, as long as the PMT is
not close to saturation. The dominant decay channel from the 3d[5/2]3 excited state
to the 4s[3/2]2 metastable state goes through the 4p[5/2]3 intermediate state, and
scattering rates for those decays are found in Table 2. This is a double exponential
decay so the total lifetime is the sum of the lifetime from 3d[5/2]3 → 4p[5/2]3, and
4p[5/2]3 → 4s[3/2]2 decays. Using the NIST values for the scattering rates the total
lifetime is calculated to be ∼ 353 ns.
The first lifetime measurement calculated was of the initial signal used to calculate
the excitation efficiency of the decay in Fig. 42, and was calculated to be ∼ 484 ns.
That waveform was an average of eight waveforms for eight shots of the laser. The
averaging was done by an oscilloscope.
In the next section energy dependent measurements will be discussed, and for
those measurements many signal waveforms per run were saved. This allowed the
lifetime to be calculated using more statistics because for each run the number of
waveforms ranged from 677 to 11718. Those waveforms were averaged and fitted to
measure the total lifetime of the decay to the metastable state. Figures 46 and 47
show lifetime measurements taken on different days averaged over a different amount
of fluorescence signals. We don’t believe there are any systematics like a delay in the
line, or an impedance mismatch that would cause a problem with the measurement.
A weighted average was done and the value measured was 358 ± 31 ns.
6.3 SPECTRAL MEASUREMENTS
To characterize the excitation further, spectral measurements of the fluorescence
were taken. The spectral measurements will make sure that the signal being detected
is not coming from an impurity in the gas, or from fluorescence scattered from an
optic. The spectral measurements were taken with a pressure of 2.75 Torr to keep
average the time between collisions longer than the lifetime of the decay from the
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FIG. 46: Lifetime measurements taken on different days with a different number of
averaged shots. Data taken with the National Instruments high speed digitizer.
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FIG. 47: Lifetime measurements taken on different days with a different number of
averaged shots. Data taken on Tektronix 200 MHz bandwidth oscilloscope.
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excited state to the metastable state. This can be calculated by the following equation





where kb is Boltzmann’s constant, T is the temperature in the cell, d is effective
diameter of the atom, and p is the pressure in the chamber. A plot of the mean free
path as a function of pressure is shown in Fig. 48. The fluorescence was collected
with a bundle of large diameter fibers attached to the monochromator. The difficulty
of aligning a collection lens when trying to couple the light into the fiber, as well
as the cylindrical lens effect from the shape of the cell made coupling the light into
the monochromator fairly difficult. The 150 mm focal length lens used to focus the
excitation laser was moved as close to the side of the cell as possible and the fiber was
placed directly against the cell to collect the light. This resulted in a low collection
efficiency which made the exposures of the CCD camera relatively long. One minute
exposures yielded a sufficient signal.
The spectral measurements shown in Fig. 49, 50, and 51 are taken with one
minute and thirty second exposures of the CCD, while trying to keep the Ti:Sapphire
laser output fairly stable. To increase the sensitivity a binning of 4 in the x and y
directions was done. The actual dimensions of the CCD are 2048 × 128. The
blue images in each figure are the images from the CCD and the line profiles are
directly beneath. All of the spectral lines shown in the figures are spectral lines of
argon except for the signal at 791.4 nm which is the scattered fundamental from the
Ti:Sapphire. The decay channels are shown in Table 8. Comparing the spectra to the
possible decay channels from the 3d[5/2]3 excited state listed in Table 2, one can see
there are other spectral lines that cannot be coming from a decay from the 3d[5/2]3
state. This raises some questions about where the other spectral lines are coming
from. We would expect that most of the population makes it to the metastable
state via the decay channel discussed in Chapter 2 for the pressure the data was
taken. The spectra does show a strong signal at 811.5 nm, which would seem to
confirm a decay from the 3d[5/2]3 excited state. Other mechanisms that could explain
the “extra” spectral lines are photoionization and recombinations, and electronic
collisional energy transfer. For noble gas atoms photoionization and recombination
is ruled out because of the long relaxation times associated with the redistribution
of electrons after the atom has been ionized, which leads to recombination rates
much slower than the time scales measured for the lifetime of the 811.5 nm decay
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FIG. 48: Mean free path as a function of pressure.
[37, 38, 39].
Electronic collisional energy transfer is the most likely process responsible for
the other spectral lines. It is a process where a ground state atom can be excited
by an atom in an excited state of similar energy level structure, and the energy of
the excited electron can be transferred to a ground state electron by a collision. In
pure argon this process should be fairly efficient because of the identical energy level
structure. This process has been studied extensively in many atoms and molecules,
including krypton which has an energy level structure close to that of argon. Pressure
dependent measurements were made with varying partial pressures of krypton and
the effect was detected, however, other experiments need to be performed to confirm
that collisional energy transfer is the process responsible for the extra lines.
The next step in the characterization process was to take energy dependent mea-
surements since a three-photon excitation has a non-linear dependence on intensity.
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FIG. 49: Fluorescence spectra from the 3d[5/2]3 1/2 core decay.
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FIG. 50: Fluorescence spectra from the 3d[5/2]3 1/2 core decay.
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TABLE 8: Spectral lines with the decay channel and scattering rates. An asterisk
denotes the a 1/2 core transition. The wavelength’s in bold are spectral lines that
are not from the 3d[5/2]3 excited state.
Initial State Decay Channel λ (nm) γ (Hz)
4p[3/2]2 → 4s[3/2]2 738.3980 8.47× 106
4p[1/2]∗0 → 4s[1/2]1 750.3868 4.45× 107
4p[1/2]0 → 4s[3/2]1 751.4652 4.02× 107
4p[3/2]2 → 4s[3/2]2 763.5105 2.45× 107
4p[3/2]1 → 4s[3/2]2 772.3760 5.18× 106
4p[1/2]∗1 → 4s[1/2]∗0 772.4207 1.17× 107
4p[5/2]2 → 4s[3/2]2 801.4786 9.28× 106
4p[3/2]1 → 4s[3/2]1 810.3693 2.5× 107
4p[5/2]3 → 4s[3/2]2 811.5310 3.31× 107
4p[1/2]∗1 → 4s[1/2]∗1 826.4522 1.53× 106
4p[3/2]∗2 → 4s[1/2]∗1 840.8210 2.23× 107
4p[5/2]2 → 4s[3/2]1 842.4648 2.15× 107
4p[1/2]1 → 4s[3/2]2 912.2967 1.89× 107
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FIG. 51: Fluorescence spectra from the 3d[5/2]3 1/2 core decay.
6.4 ENERGY DEPENDENT MEASUREMENTS
The three-photon excitation, as shown in Chapter 2, is in a non-linear excitation
regime. The single photon Rabi frequency given in Eqn. (111) shows that it depends
on the
√
I. The three-photon Rabi frequency then depends on
√
I3. By taking
measurements of the signal fluorescence at different energies, a non-linear dependence
on the fluorescence signal should be found. For a laser with a stable output energy this
is typically done by simply attenuating the output energy, or power, and integrating
the total signal fluorescence detected for each energy. For a laser with unstable
output energies, energy dependent measurements become more difficult to make. If
the problem is simply shot to shot noise, meaning fluctuations in laser energy for
subsequent pulses, then the energy dependent measurements can be taken by simply
letting the laser energy fluctuate and saving a fluorescence signal for every value of
the detected energy for that shot. This is commonly done for pulsed lasers with
large energy fluctuations shot to shot. Our problem was slightly different because
the spatial mode as well as energy was changing significantly, especially when seeded.
The instabilities of the laser cavity will cause significant energy and spatial mode
fluctuations, especially when seeded. This was discussed in Chapter 4. Due to the
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FIG. 52: Initial energy dependent measurements.
high intensities because of self focusing, as discussed in the experimental setup, the
laser beam had to be expanded to avoid damaging the entrance window to the cell.
The resulting high intensities from focusing the beam first and then collimating it
created an air breakdown, which also noticeably changed the spatial profile of the
laser. Air breakdown by a laser with a large intensity is due to dissociation of oxygen
and nitrogen. To take energy dependent measurements under these conditions, we
had to get creative.
The first energy dependent measurements were taken with a large diameter energy
meter. The area was large enough to measure the energy of the entire cross sectional
area of the laser beam. The laser was allowed to run with no interference, and for
every energy value measured a corresponding fluorescence signal waveform was saved
and then integrated to get the total fluorescence signal. To make the energy fluctuate
over a large enough range to extract a power dependence, the Q-switch delay of the
pump laser was adjusted to change the energy of the Ti:Sapphire. Figure 52 is a
plot of the integrated signal versus relative energy. It is difficult to tell from the
data what the intensity dependence is because of the signal along the lower portion
of the curve. One possibility is the outliers are due to spatial mode changes of the
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FIG. 53: Energy dependent measurements using small area photodiode in the air
breakdown regime.
Ti:Sapphire laser. When the spatial mode of the Ti:Sapphire changes due to cavity
instability, the energy of the laser may not change significantly. The majority of
the outliers are at the lower end of the energy value for excitation as shown in the
figure. The lower energy values are where the Ti:Sapphire cavity is most unstable.
A change in the spatial mode of the laser will certainly result in a different amount
of excitation due to a different energy distribution in the interaction region.
To try to solve the issue related to the beam mode problems, a small area pho-
todiode was used to measure the energy instead of the large diameter energy meter.
The idea is, as the spatial mode changes due to fluctuations with the laser cavity
alignment, the measured energy on the photodiode will change as well. This is due
to the much smaller area of the detector. It was clear when the spatial mode changed
it was to higher orders, meaning non-gaussian, and the central part of the beam illu-
minating the photodiode would have a donut shape in the center, which would result
in a large fluctuation in the measured energy. In between modes the energy would
drop because the Ti:Sapphire was running broadband and the harmonic conversion
efficiency would drop considerably.
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FIG. 54: Comparison of Ti:Sapphire laser energy measurements using a small area
photodiode and large area energy meter.
As mentioned before, another issue with the beam arose when it was expanded
to avoid damaging the entrance window. When the laser was intense enough for
air breakdown, the resulting change in the spatial beam mode would also cause a
noticeable change in the fluorescence signal, but with relatively the same energy.
This shown in Fig. 53. The second curve in the plot, towards the bottom, did not
appear until the beam was expanded to fix the intensity issue and was reproducible.
We concluded it was due to the resulting spatial mode change from air breakdown.
If the laser was kept below the air breakdown regime, the structure at the bottom
mostly disappeared and the data resembles that in Fig. 52.
We tried to keep the Ti:Sapphire laser energy below the breakdown regime so
that the fluctuations due to the spatial mode could be filtered out, and keep only the
sections of data where the energy was mostly stable. This was sometimes difficult
because the longer the laser ran the more stable it became, which would increase the
intensity to the air breakdown regime. A comparison between the photodiode signal
and the large area energy meter was done when the laser intensity was below the air
breakdown regime. This is shown in Fig. 54 and clearly shows the energy readings
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FIG. 55: Energy dependent measurements using small area photodiode with the
intensity below the air breakdown regime.
are consistent unless the beam mode changes. As the beam mode changed the energy
meter would read mostly the same intensity, whereas the photodiode would detect
the beam mode change and register a lower energy, due to the donut shaped or higher
order spatial mode.
Figure 55 shows two different runs using the photodiode to take energy dependent
measurements taken on different days. The energy of the Ti:Sapphire was kept below
the air breakdown regime, and to make the energy fluctuate over a large enough range
to extract a power dependence, the Q-switch delay of the pump laser was adjusted
to change the energy of the Ti:Sapphire like in the initial measurements. Once the
laser was turned on it was free to fluctuate for ∼ 700 shots and was then moved
to a different pump energy. Each data set was averaged in both energy and total
signal fluorescence and an error in both measurements was calculated. The errors
were calculated based on the spread and number of data points for each parameter,
and a weighted fit of the averaged data points was done. For both measurements the
intensity dependence was clearly non-linear, but with the laser instability, a more
accurate measurement needs to be done to conclude with more accuracy what the
intensity dependence is. Depending on the photoionization rate it should be close to
cubic.
The last step in characterizing the excitation was to try pressure dependent mea-
surements using a buffer gas of Krypton and Nitrogen.
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6.5 PRESSURE DEPENDENT MEASUREMENTS
As mentioned in the section on the spectra, collisional energy transfer is a process
that is most likely responsible for the spectral lines observed that are not part of the
3d[5/2]3 decay process [37, 38, 39]. These measurements were taken in the flow
chamber due to the lower amount of background noise. The pressure dependent
measurements were taken in the flow chamber with static pressures of Kr and N2
buffer gases.
As shown in Fig. 56, as the buffer gas pressure increases the total signal fluores-
cence decreases exponentially as expected for what we would call the low pressure
regime. The low pressure regime is where the mean free path is long enough that the
excited state argon atom can decay to an intermediate state, or metastable state. If
the argon atom decays to an intermediate state not every collision will result in col-
lisional energy transfer and the atom will non-radiatively decay back to the ground
state. This results in a loss of 811.5 nm signal and we see the usual exponentially
decreasing signal fluorescence. In the high pressure regime, where the mean free path
is short enough the atoms on average collide quicker than the radiative lifetime of the
3d[5/2]3 excited state, there is a large density of states with an energy very close to
that of the argon excited state, 3d[5/2]3, and the collisional energy transfer process
is very efficient. Krypton can also radiatively decay through channels with nearly
identical wavelengths of 810 and 811 nm. This is our interpretation for the increase
in signal after the buffer gas pressure moves into the high pressure regime.
In Fig. 57, which was taken with N2 buffer gas, the signal fluorescence expo-
nentially decays all the way up to 20 Torr, which makes a strong case for collisional
energy transfer being responsible for the extra spectral lines, and the build-up time
between the laser pulse and the peak of the fluorescence signal as seen in Fig. 42.
Because of the large difference in energy level structure, the collisional energy process
is not significant when quenching with N2.
As mentioned in the experimental setup section, preliminary atomic beam mea-
surements were attempted but were unsuccessful. The reason is most likely the
feedthrough for the argon gas is not making a well collimated atomic beam. Upon
future improvements to the Ti:Sapphire laser stability and atomic beam collimation,
the atomic beam measurements will be considerably easier to attempt.
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FIG. 56: Buffer gas quenching measurements taken with Kr.
FIG. 57: Buffer gas quenching measurements made with N2.
116
CHAPTER 7
CONCLUSION AND PROSPECTS FOR THE FUTURE
This dissertation presents our investigation of using a three-photon non-resonant
excitation of argon and its applicability to characterizing hypersonic flow fields. A
theory was developed to determine whether the process would yield a large enough
excitation efficiency to be useful, and the results were compared with the experimen-
tally obtained value. A three-photon non-resonant excitation requires high intensity
laser pulses to overcome a much smaller coupling strength between the ground and
excited states. To achieve the required pulse energies for an adequate excitation
efficiency, we built a pulsed, injection seeded, Ti:Sapphire laser based on a modified
version of a design developed at the NASA Langley Research Center. A cell was
constructed to make the initial confirmation of the three-photon non-resonant exci-
tation, after which a series of experiments to characterize the three-photon excitation
were performed. An atomic beam chamber was constructed to move the experiment
to the next phase, which is making time-of-flight (TOF) velocimetry measurements
in an atomic beam.
The first part of the experiment consisted of the design, development and charac-
terization of the Ti:Sapphire laser used for the three-photon excitation. The output
characteristics of the Ti:Sapphire laser were in good agreement with the calculated
values. In narrowband mode the spectral bandwidth was most likely transform lim-
ited when the cavity was mode matched to the seeder. After frequency doubling
and sum frequency mixing the max output energy was 15 mJ at 263.8 nm, which
provided more than enough energy for the three-photon excitation.
After the initial indication of the excitation we focused on characterizing it as
completely as possible. We found that the three-photon excitation scheme inves-
tigated produced a good excitation efficiency of 10−5. The lifetime measurements
made using the fluorescence signal from the 4p[5/2]3 → 4s[3/2]2 state, yielded a
result quite close to the expected value for the decay which serves to confirm the
excitation scheme we are using. Spectral measurements were taken which showed an
interesting result which will require further investigation. The measurements yielded
extra spectral lines that would not be possible from the excitation scheme we used.
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The last part of the characterization process, pressure dependent measurements, ap-
pears to indicate collisional energy transfer as a possible mechanism for the extra
spectral lines.
As for the future, the next generation of experiments will employ several im-
provements to the experimental apparatus to improve on the characterization of the
excitation process. A stabilization technique for the Ti:Sapphire laser cavity will be
implemented to mode match the seeder to the Ti:Sapphire laser cavity. This will
ensure transform limited pulses and a stable output energy, which will make a more
accurate determination of the excitation rate on the intensity dependence as well
as improve on all other characterization measurements. Our interpretation of the
extra spectral lines at this point is collisional energy transfer which seems to be con-
firmed by investigations of that process by other groups. To confirm that collisional
energy transfer is the mechanism responsible for the spectral lines detected, that
are not part of the 3d[5/2]3 → 4s[3/2]2 decay channel and not photoionization and
recombination, an experiment that separates electrons and ions can be performed.
This experiment would rule out photoionization and recombination. The next phase
for flow characterization will be to fit the beam chamber with a supersonic nozzle
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