It is well known that the conventional CUSUM test suffers from low power and large detection delay. We therefore propose two alternative detector statistics. The backward CUSUM detector sequentially cumulates the recursive residuals in reverse chronological order, whereas the stacked backward CUSUM detector considers a triangular array of backward cumulated residuals. While both the backward CUSUM detector and the stacked backward CUSUM detector are suitable for retrospective testing, only the stacked backward CUSUM detector can be monitored on-line. The limiting distributions of the maximum statistics under suitable sequences of alternatives are derived for retrospective testing and fixed endpoint monitoring. In the retrospective testing context, the local power of the tests is shown to be substantially higher than that for the conventional CUSUM test if a single break occurs after one third of the sample size. When applied to monitoring schemes, the detection delay of the stacked backward CUSUM is shown to be much shorter than that of the conventional monitoring CUSUM procedure. Moreover, an infinite horizon monitoring procedure and critical values are presented.
Introduction
Cumulative sums have become a standard statistical tool for testing and monitoring structural changes in time series models. The CUSUM test was introduced by Brown et al. (1975) as a structural break test for the coefficient vector in the linear regression model y t = x t β t + u t with time index t, where β t denotes the coefficient vector and x t is the vector of regressor variables. Under the null hypothesis, there is no structural change, such that β t = β 0 for all t = 1, . . . , T , while, under the alternative hypothesis, the coefficient vector changes at unknown time T * , where 1 < T * ≤ T .
Sequential tests, such as the CUSUM test, consist of a detector statistic and a critical boundary function. The CUSUM detector sequentially cumulates standardized one-step ahead forecast errors, which are also referred to as recursive residuals. The detector is evaluated for each time point within the testing period, and, if its path crosses the boundary function at least once, the null hypothesis is rejected.
A variety of retrospective structural break tests have been proposed in the literature. Krämer et al. (1988) investigated the CUSUM test of Brown et al. (1975) under a more general setting. The MOSUM tests by Bauer and Hackl (1978) and Chu et al. (1995) are based on a moving time window of fixed length. A CUSUM test statistic that cumulates OLS residuals was proposed by Ploberger and Krämer (1992) , and Ploberger et al. (1989) presented a fluctuation test based on a sequence of OLS estimates. Kuan and Hornik (1995) studied generalized fluctuation tests. Andrews (1993) proposed a sup-Wald test, and the tests by Nyblom (1989) and Hansen (1992) consider likelihood scores instead of residuals.
Since the seminal work of Chu et al. (1996) , increasing interest has been focused on monitoring structural stability in real time. Sequential monitoring procedures consist of a detector statistic and a boundary function that are evaluated for periods beyond some historical time span {1, 2, . . . , T }. It is assumed that there is no structural change within the historical time period. The monitoring time span with t > T can either have a fixed endpoint M < ∞ or an infinite horizon (see Figure 1 ). In the fixed endpoint setting, the monitoring period starts at T + 1 and ends at M , while the boundary function depends on the ratio m = M/T . This setting is suitable if the length of the monitoring period is known in advance. In case of an infinite horizon, the monitoring time span does not need to be specified before the monitoring procedure starts. These two monitoring schemes are also referred to as closed-end and open-end procedures (see Kirch and Kamgaing 2015) . The null hypothesis of no structural change is rejected whenever the path of the detector crosses some critical boundary function for the first time. CUSUM-based monitoring procedures for a fixed endpoint are proposed in Leisch et al. (2000) , Zeileis et al. (2005) , Wied and Galeano (2013) , and Dette and Gösmann (2019) , whereas Chu et al. (1996) , Horváth et al. (2004) , Aue et al. (2006) , Fremdt (2015) , and Gösmann et al. (2019) considered an infinite monitoring horizon. A drawback of the conventional retrospective CUSUM test is its low power, whereas the conventional monitoring CUSUM procedure exhibits large detection delays. This is due to the fact that the pre-break recursive residuals are uninformative, as their expectation is equal to zero up to the break date, while the recursive residuals have a non-zero expectation after the break. Hence, the cumulative sums of the recursive residuals typically contain a large number of uninformative residuals that only add noise to the statistic. In contrast, if one cumulates the recursive residuals backwards from the end of the sample to the beginning, the cumulative sum collects the informative residuals first, and the likelihood of exceeding the critical boundary will typically be larger than when cumulating residuals from the beginning onwards. In this paper, we show that such backward CUSUM tests may indeed have a much higher power and lower detection delay than the conventional forward CUSUM tests.
Another way of motivating the backward CUSUM testing approach is to consider the simplest possible situation, where, under the null hypothesis, it is assumed that the process is generated as y t = β + u t , with β and σ 2 = V ar(u t ) assumed to be known. We are interested in testing the hypothesis, that at some time period T * , the mean changes to some unknown value β * > 0. To test this hypothesis, we introduce the dummy variable D * t , which is unity for t ≥ T * and zero elsewhere. For this one-sided testing problem, there exists a uniform most powerful test statistic, which is the t-statistic of the hypothesis δ = 0 in the regression (y t − β) = δD * t + u t :
If β is unknown, we may replace it by the full sample mean y, resulting in the backward cumulative sum of the OLS residuals from period T through T * . Note that if T * is unknown, the test statistic is computed for all possible values of T * , whereas the starting point T of the backward cumulative sum remains constant. Since the sum of the OLS residuals is zero, it follows that the test is equivalent to a test based on the forward cumulative sum of the OLS residuals. In contrast, if we replace β with the recursive mean µ t−1 = (t−1) −1 t−1 i=1 y t , we obtain a test statistic based on the backward cumulative sum of the recursive residuals (henceforth, backward CUSUM) . In this case, however, the test is different from a test based on the forward cumulative sum of the recursive residuals (henceforth, forward CUSUM). This is due to the fact that the sum of the recursive residuals is an unrestricted random variable. Accordingly, the two versions of the test may have quite different properties. In particular, it turns out that the backward CUSUM is much more powerful than the standard forward CUSUM at the end of the sample. Accordingly, this version of the CUSUM test procedure is better suited for the purpose of real-time monitoring, where it is crucial to be powerful at the end of the sample. Furthermore, the conventional CUSUM test has no power against alternatives that do not affect the unconditional mean of y t . In order to obtain tests that have power against breaks of this kind, we extend the existing invariance principle for recursive residuals to a multivariate version and consider a vector-valued CUSUM process instead of the univariate CUSUM detector. For both retrospective testing and monitoring, we propose a vectorvalued sequential statistic in the fashion of the score-based cumulative sum statistic of Hansen (1992) . The maximum vector entry of the multivariate statistic then yields a detector and a sequential test that has power against a much larger class of structural breaks.
In Section 2, the limiting distribution of the multivariate CUSUM process is derived under both the null hypothesis and local alternatives. Section 3 introduces the forward CUSUM, the backward CUSUM, and the stacked backward CUSUM tests for both retrospective testing and monitoring. While the backward CUSUM is only defined for t ≤ T and can thus be implemented only for retrospective testing, the stacked backward CUSUM cumulates recursive residuals backwardly in a triangular scheme and is therefore suitable for real-time monitoring. Furthermore, the local powers of the tests are compared. In the retrospective setting, the powers of the backward CUSUM and the stacked backward CUSUM tests are substantially higher than that of the the conventional forward CUSUM test if a single break occurs after one third of the sample size. In the case of monitoring, the detection delay of the stacked backward CUSUM under local alternatives is shown to be much lower than that of the monitoring CUSUM detector by Chu et al. (1996) . Section 4 considers the estimation of the break date based on backward cumulated recursive residuals. We present an estimator, which is more accurate than the conventional maximum likelihood estimator if the break is located at the end of the sample. In Section 5 we discuss testing against partial structural breaks. Section 6 presents simulated critical values and Monte Carlo simulation results, and Section 7 concludes.
The multivariate CUSUM process
We consider the multiple linear regression model
where y t is the dependent variable, and x t = (1, x t2 , . . . , x tk ) is the vector of regressor variables including a constant. The k × 1 vector of regression coefficients β t depends on the time index t, and u t is an error term. Let {(y t , x t ) , 1 ≤ t ≤ T } be the set of historical observations, such that the time point T divides the time horizon into the retrospective time period 1 ≤ t ≤ T and the monitoring period t > T . We impose the following assumptions on the regressors and the error term.
Recursive residuals for linear regression models were introduced by Brown et al. (1975) as
x i y i be the OLS estimator at time t − 1. The recursive residuals are given by
and w t = 0 for t = 1, . . . , k.
For testing against structural changes in the regression coefficient vector, Brown et al. (1975) introduced the sequential statistic Q t,T = ( σ 2 T ) −1/2 t j=1 w j for t = 1, . . . , T , where σ 2 is a consistent estimator for σ 2 . In the monitoring context, Chu et al. (1996) considered the detector statistic Q t,T − Q T,T for t > T . The limiting behavior of the underlying empirical process has been thoroughly analyzed in the literature. Under H 0 : β t = β 0 for all t ∈ N, Sen (1982) showed that Q rT ,T = ( σ 2 T ) −1/2 rT j=1 w j converges weakly and uniformly to a standard Brownian motion W (r) for r ∈ [0, 1]. Ploberger and Krämer (1990) studied local alternatives of the form H 1 : β t = β 0 + T −1/2 g(t/T ), where g(r) is piecewise constant and bounded. Let µ = plim T →∞ (x 1 , . . . , x k ) be the mean regressor, where x j is the sample mean of the j-th component of the regressors, and let
The authors showed that Q rT ,T converges weakly and uniformly to W (r) + µ h(r) for r ∈ [0, 1]. As noted by Krämer et al. (1988) , if the break vector g(r) is orthogonal to µ, the limiting distributions under H 0 and H 1 coincide. Hence, if the break in the coefficient vector does not affect the unconditional mean of y t , then the CUSUM tests of Brown et al. (1975) and Chu et al. (1996) have no power against such an alternative.
To sidestep this difficulty, we consider a multivariate cumulative sum process of recursive residuals, which is defined as
where σ 2 = (T − k − 1) −1 T j=1 (w j − w) 2 is a consistent estimator for σ 2 (see Krämer et al. 1988) , and C T = T −1 T t=1 x t x t denotes the sample covariance matrix. Note that Q T (r) is a vector of piecewise constant processes, where its domain can be divided into The space is equipped with the Skorokhod metric (see Billingsley 1999, p.166 and p.244) , and the symbol "⇒" denotes weak convergence with respect to this metric. The result presented below summarizes the limiting behavior of Q T (r) for both the retrospective and the fixed endpoint monitoring time period under both H 0 and H 1 : Theorem 1. Let {(x t , u t )} t∈N satisfy Assumption 1, let g(r) be piecewise constant and bounded, and let β t = β 0 + T −1/2 g(t/T ) for all t ∈ N. Then, for any fixed and positive m < ∞,
as T → ∞, where W(r) is a k-dimensional standard Brownian motion and h(r) is defined as in (1).
Note that the function g(r) is constant if and only if β t is constant for all t ∈ N.
Under H 0 , we then obtain C 1/2 h(r) = 0, and thus Q T (r) ⇒ W(r). By contrast, under a local alternative with a non-constant break function g(r), it follows that h(r) is nonzero, and, consequently, C 1/2 h(r) is non-zero, since C 1/2 is positive definite. The limiting distributions of Q T (r) under both H 0 and H 1 coincide only for the trivial case where g(r)
is constant. Therefore, tests that are based on Q T (r) have power against a larger class of alternatives than the tests of Brown et al. (1975) and Chu et al. (1996) .
The functional central limit theorem given by equation (3) is not suitable for analyzing the asymptotic behavior of an infinite horizon monitoring statistic, since the variance of Q T (r) is unbounded as r → ∞, and sup r≥1 Q T (r) − W(r) might not converge in general. Komlós et al. (1975) showed that there exists a standard Brownian motion W (r), such
where the approximation rate is optimal. This almost sure invariance principle is known as the KMT approximation, which was employed by Horváth (1995) to derive the limiting distribution of the infinite horizon statistic sup t>T |Q t,T − Q T,T |/d(t/T ) for an appropriate boundary function d(r). Wu et al. (2007) and Berkes et al. (2014) extended the almost sure invariance principle to more general classes of dependent random processes, which can be used to formulate the following stochastic approximation result:
Theorem 2. Let {(x t , u t )} t∈N satisfy Assumption 1 and let β t = β 0 for all t ∈ N. Then, there exists a k-dimensional standard Brownian motion W(r), such that, as T → ∞,
where · denotes the maximum norm, which is the largest vector entry in absolute value.
This result is the key tool to derive the limiting distribution of infinite horizon monitoring statistics that are based on the multivariate CUSUM process, which is done in the next section. It also indicates that Q T (r) should be scaled by a factor of at least order √ r to approximate the process by a Brownian motion.
CUSUM detectors
In this section, we consider sequential tests for both retrospective testing and monitoring that are based on the multivariate CUSUM processes Q T (r). The null hypothesis of no structural change in the regression coefficient vector is formulated as H 0 : β t = β 0 for all t ∈ I, where the testing period is given by
in the infinite horizon monitoring context.
In the monitoring context, the non-contamination assumption β t = β 0 for the historical time period t = 1, . . . , T is imposed. The monitoring time span could have either a fixed endpoint M = mT with m > 1 or an infinite horizon such that m = ∞.
The sequential tests consist of a detector statistic and a critical boundary function, in which the detector is evaluated for each time point within the testing period, and, if its path crosses the boundary function at least once, the null hypothesis is rejected. We make the following assumption on the boundary function:
Assumption 2. The boundary function is of the form b(r) = λ α · d(r), where λ α denotes the critical value, which depends on the significance level α, and d(r) is a continuous and strictly increasing function with d(0) > 0 and sup r≥0 √ r + 1/d(r) < ∞.
While the forward CUSUM detectors for retrospective testing and monitoring are discussed in Section 3.1, we introduce the backward CUSUM detector in Section 3.2 and the stacked backward CUSUM detectors in Section 3.3. In Section 5 we present modified detectors for testing and monitoring partial structural change.
Forward CUSUM
As an extension of the univariate CUSUM detector by Brown et al. (1975) we consider the multivariate retrospective CUSUM detector
The vector-valued detector is inspired by the score-based cumulative sum statistic of Hansen (1992) . While Hansen (1992) 
Let M ret Q = max 1≤t≤T Q t,T /d t/T be the maximum statistic representation of the CUSUM detector. The above condition can be equivalently expressed as
Hence, λ α is the (1 − α) quantile of the limiting null distribution of M ret Q . Note that M ret Q together with the critical value λ α defines a one-shot test that is equivalent to the sequential CUSUM test.
For real-time monitoring, we follow Chu et al. (1996) and define the multivariate retrospective CUSUM detector as 
While, for one-shot tests, the critical value determines the type I error, sequential testing involves two degrees of freedom. Besides the test size, which is controlled asymptotically by an appropriately chosen value for λ α , the shape of the boundary determines the distribution of the first boundary crossing under the null hypothesis, which is also referred to as the "distribution of the size" (see Anatolyev and Kosenok 2018) . Brown et al. (1975) suggested
which is our main benchmark. In this case, the retrospective maximum statistic satisfies
under H 0 , as T → ∞, whereas, for the monitoring maximum statistic, we obtain max T <t≤mT
The linear boundary is widely applied in practice, but, as already noted by Brown et al. (1975) , the crossing probabilities cannot be constant for all potential relative crossing time points r. The authors argued that it is more natural to consider a boundary that is proportional to the standard deviation of the limiting process. Such a boundary is given by the radical function b(r) = λ α √ r. As noted by Zeileis (2004) , if there is a single break in the middle or at the end of the retrospective sample, there is no power gain using the radical boundary when compared to the linear boundary. Only in cases where a break occurs at the beginning of the sample, some increased power may be observed. Another problem associated with the radical boundary is that it is not bounded away from zero. In order to obtain critical values and avoid size distortions, some trimming at the beginning of the sample in the fashion of the sup-Wald test by Andrews (1993) is necessary. For infinite horizon monitoring, Chu et al. (1996) also considered a boundary function of radical type, which is given by
The boundary is based on a result on boundary crossing probabilities for the path of Brownian motions. Robbins and Siegmund (1970) showed that
for some r ≥ 0 = α, and the univariate monitoring CUSUM detector together with the radical boundary by Chu et al. (1996) thus yields a sequential test that has size α, as m → ∞. Anatolyev and Kosenok (2018) derived a theoretical boundary that yields a uniformly distributed size.
However, their boundary has no closed form solution and is only valid for the univariate retrospective and fixed endpoint monitoring cases. Furthermore, simulations, which are omitted here, indicate that, on the one hand, their approximative boundary does indeed yield a uniform size distribution, but, on the other hand, their CUSUM test performs uniformly worse in terms of power compared to the test when using the linear boundary of Brown et al. (1975) . Note that in the context of infinite horizon monitoring the size cannot be uniformly distributed.
Backward CUSUM
An alternative approach is to cumulate the recursive residuals in reversed order. Suppose there is a single break in β t at time t = T * . Then, {w t , t < T * } are the residuals from the pre-break period, and {w t , t ≥ T * } are those from the post-break period. The prebreak residuals do not contain any information about the break and have mean zero. The partial sum process T −1/2 t j=1 w j has a random walk behavior for the pre-break period t < T * , and cumulating those residuals brings nothing but noise to the detector statistic. In contrast, the post-break residuals have nonzero mean and reveal relevant information about a possible break. In order to focus on the post-break residuals, we consider backwardly cumulated partial sums of the form T −1/2 t−1 j=0 w T −j . We define the retrospective backward CUSUM detector as
Theorem 4. Let β t = β 0 for all t ∈ N and let Assumptions 1 and 2 hold true. Then,
Using the same boundary as for the retrospective forward CUSUM, the limiting null distributions of their maximum statistics coincide. Simulated critical values when using the linear boundary are presented in Table 1 . A simple illustrative example of the detector paths together with the linear boundary of Brown et al. (1975) are depicted in Figure 2 , in which a process with k = 1 and a single break in the mean at 3/4 of the sample is simulated.
Unlike the forward CUSUM detector, the backward CUSUM detector is not measurable with respect to the filtration of available information at time t and is therefore not suitable for a monitoring procedure. The path of BQ t,T is only defined for t ≤ T , as its endpoint T is fixed. Note: The process yt = µt + ut, t = 1, . . . , T , is simulated for T = 100 with µt = 0 for t < 75, µt = 1 for t ≥ 75, and i.i.d. standard normal innovations ut. The bold solid line paths are the trajectories of Q t,T and BQ t,T , where the detectors are univariate such that the norm is just the absolute value. In the background, the recursive residuals are plotted. The dashed lines correspond to the linear boundary (4) with significance level α = 5% and critical value λα = 0.948.
Stacked backward CUSUM
To combine the advantages of the backward CUSUM with the measurability properties of the forward CUSUM for monitoring, we resort to an inspection scheme, which goes back to Page (1954) and involves a triangular array of residuals together with an additional maximum. Let
T be the backward CUSUM statistic with endpoint t. The idea is to compute this statistic sequentially for each time point t = 1, . . . , T , yielding M ret BQ (1), M ret BQ (2), . . . , M ret BQ (T ). The stacked backward CUSUM statistic is the maximum among this sequence of backward CUSUM statistics. An important feature of this sequence is that it is measurable with respect to the filtration of information at time t and M ret BQ (t) can thus be adapted for real-time monitoring. The stacked backward CUSUM detector is defined as
Since the upper and the lower summation index of SBQ s,t,T are both flexible with s ≤ t,
this induces a triangular scheme.
The backward CUSUM maximum statistic M ret BQ (t) is itself a sequential statistic. Stacking all those maximum statistics on one another leads to an additional maximum and a double supremum in the limiting distribution. The stacked backward CUSUM uses the recursive residuals in a multiple way such that the set over which the maximum is taken has many more elements than the forward CUSUM and the backward CUSUM. For t = 1 only w 1 is cumulated, for t = 2 the residuals w 2 and w 1 are cumulated, for t = 3 we consider w 3 , w 2 , and w 1 , and so forth.
The triangular detector can also be monitored on-line across all the time points t > T .
T be the sequence of backward CUSUM maximum statistics for t > T , and let
T be the fixed endpoint and infinite horizon monitoring statistics, respectively.
Theorem 5. Let β t = β 0 for all t ∈ N and let Assumptions 1 and 2 hold true. Then,
Analogously to the forward CUSUM, for the linear boundary of Brown et al. (1975) , it follows that,
under H 0 , as T → ∞. Simulated critical values are presented in Tables 1 and 2.
Local power
In order to illustrate the advantages of the backward CUSUM and the stacked backward CUSUM tests, we consider the simple model y t = β t + u t with a local break in the mean.
Let the mean be given by
where g(r) is a piecewise constant and bounded function. Note that in this case the multivariate CUSUM process coincides with the univariate CUSUM process Q rT ,T . Furthermore, note that the covariance matrix C is equal to unity, and the maximum norm for Note: The plots show simulated local mean delay curves with relative mean delays given on the y-axis. While, for the first two plots, the break locations are fixed with τ * ∈ {1.5, 3} and local break sizes c/σ are given on the x-axis, for the last plot, the local break size is fixed with c/σ = 20, and the breakpoint locations τ * are given on the x-axis. The stacked backward CUSUM is implemented with the linear boundary (4). For the forward CUSUM both the linear boundary (4) and the radical boundary (5) are considered. The size level is α = 5%.
and together with the continuous mapping theorem, it follows that 
Generally, none of the tests can be shown to be uniformly more powerful in comparison to the other tests. However, we can compare the tests under particular alternatives. We consider a single break in the mean, where the break function is given by g(r) = c · 1 {r≥τ * } and τ * denotes the break location. Then,
Simulated asymptotic local power curves under the limiting distribution at a 5% significance level are presented in Figure 3 for the retrospective case. The Brownian motions are approximated on a grid of 1,000 equidistant points, and the linear boundary d(r) = 1 + 2r is implemented. The rejection rates are obtained from 100,000 Monte Carlo repetitions for different break locations. The plots show that for a single break that is located after 15% of the sample size, the backward CUSUM and the stacked backward CUSUM clearly outperform the forward CUSUM in terms of power. The backward CUSUM performs best for τ * > 0.3, while the stacked backward CUSUM outperforms the other two tests if the break is located at around 1/5 of the sample size.
For the monitoring case with fixed endpoint m = 2, the local power curves of the forward CUSUM test and the stacked backward CUSUM test have exactly the same shape as their counterparts in the retrospective case. The monitoring local power curve for a break at τ * ∈ (1, 2) then coincides with the corresponding retrospective curve in Figure 3 with a single break at τ * − 1. Hence, the power of the stacked backward CUSUM is always higher than that of the forward CUSUM if τ * ≥ 1.15 in the monitoring case.
The much more important performance measure for monitoring detectors is the delay between the actual break and the detection time point, since every fixed nontrivial alternative will be detected if the monitoring horizon is long enough. Let T d be the stopping time of the time point of the first boundary crossing, and let the mean local relative delay be given by Figure 4 presents the simulated mean local relative delay curves for the fixed endpoint m = 4 for M mon SBQ,4 with the linear boundary, for M mon Q,4 with the linear boundary, and for M mon Q,4 with the radical boundary by Chu et al. (1996) . The mean local relative delay of the stacked backward CUSUM is much lower than that of the forward CUSUM. Furthermore, the mean local relative delay is constant across different break locations, with the exception of breaks that are located at τ * < 1.15.
Moreover, we compare the asymptotic distributions of the size, which is the distribution (2018) argue that if no further information is available, one might prefer a uniform distribution to a skewed one. The lower three pictures in Figure 5 present the distributions of the size for the fixed monitoring horizon with m = 10. The distribution for the stacked backward CUSUM is much closer to a uniform distribution compared to those of the forward CUSUM variants.
Estimation of the breakpoint location
As soon as the testing procedure has indicated a structural instability in the coefficient vector, the next step is to locate the break point. In the single break model with coefficient vector
Horváth (1995) suggested to estimate the relative break date τ * = T * /T by the relative time index for which the likelihood ratio statistic is maximized. As an asymptotically equivalent estimator, Bai (1997) proposed the maximum likelihood estimator
where S 1 (t) is the OLS residual sum of squares using observations until time point t and S 2 (t) is the OLS residual sum of squares using observations from time t + 1 onwards. In case of monitoring, Chu et al. (1996) considered
to estimate τ * mon = T * /T d , where T d denotes the detection time point, which is the stopping time at which the detector statistic exceeds the boundary function for the first time.
The ML estimator is very accurate if the breakpoint is located in the middle of the sample. However, this is not the case in the monitoring context, where the true breakpoint T * is very close to the stopping time T d . For t = T * , the second residual sum of squares S 2 (t) is computed from very few observations, which may lead to a large finite sample estimation error for the ML estimator. (13) and (12).
To bypass this problem, we use backwardly cumulated recursive residuals to estimate the relative break location. As illustrated in Figure 2 , the backward CUSUM detector is approximately constant in the pre-break period and decreases to zero in the post-break period, and the maximum is attained near the break location t = T * when dividing BQ t,T by its standard deviation (T − t + 1)/T . Accordingly, we consider the estimators
where the scaled backward CUSUM detector is given by
Consider the retrospective case for k = 1. In the notation of the local break in (7), the sharp break in (9) can be expressed as g(t/T ) = T 1/2 δ1 {t≥T * } . From equation (8), it follows that Q rT ,T is asymptotically proportional to h(r), which is in turn proportional to (ln(r)−ln(τ * ))1 {r≥τ * } for r ∈ [0, 1]. Moreover, BQ rT ,T is asymptotically proportional
and, consequently, BS rT ,T is proportional to Figure 6 illustrates the trajectories of (12) and (13), where the latter attains its maximum at r = τ * . The consistency of the breakpoint estimators is shown in the following theorem:
Theorem 6. Let {(x t , u t )} t∈N satisfy Assumption 1 and let β t be given by equation (9).
Then, as T → ∞,
Tesing for partial structural change
It is not always a good idea to use all entries of the multivariate CUSUM process, especially if k is large and if the focus is to test for breaks in only some regression coefficients.
Following the discussion of Section 2, the univariate CUSUM tests of Brown et al. (1975) and Chu et al. (1996) are partial structural break tests in the sense that they have only power against a break in the intercept. However, since the critical values for the multivariate CUSUM test increase with the number of regressors k, the univariate CUSUM test has a higher power against a break in the intercept than the multivariate counterpart if k ≥ 2.
Therefore, partial structural break tests can be beneficial in terms of a more powerful test.
We might want to test only for breaks in l < k linear combinations of the regression coefficients, which can be expressed by some orthonormal k × l matrix H, such that the partial stability hypothesis H 0 : H β t = H β 0 is tested against H 1 : H β t = H β 0 for some t. The corresponding partial multivariate CUSUM statistic is given by Q t,T = H Q t,T . In case of a test for a break in only the intercept, Q t,T coincides with the univariate CUSUM detector Q t,T , where H = (1, 0, . . . , 0) . Analogously, we define
Under H 0 , Theorem 1 yields Q rT ,T ⇒ H W(r), where H W(r) is an l-dimensional standard Brownian motion, since the columns of H are orthonormal. Hence, the limiting distributions of the maximum statistics that are based on the modified detectors coincide with 
Finite sample performance
Tables 1 and 2 present critical values for the retrospective and monitoring detectors using the linear boundary (4). Empirical sizes for the retrospective case are shown in Table 3 .
The tests have only minor size distortions in finite samples. The empirical powers of the retrospective tests are compared with that of the sup-Wald test of Andrews (1993) . The sup-Wald statistic is given by
where S 0 is the OLS residual sum of squares using observations {1, . . . , T }, S 1 (r) is the OLS residual sum of squares using observations {1, . . . , rT }, and S 2 (r) is the OLS residual sum of squares using observations { rT + 1, . . . , T }. The parameter r 0 defines the lower Note: Critical values λα are reported using the linear boundary (4). The ν-dimensional Gaussian processes in the limiting distributions are simulated on a grid of 10,000 equidistant points with 100,000 Monte Carlo repetitions. In case of a global structural break test we have ν = k, and in case of a partial structural break test we have ν = l. The critical value for m = ∞ corresponds to the right-hand side process of equation (6). Note: Simulated rejection rates under H 0 are presented in percentage points. The values are obtained from 100,000 Monte Carlo repetitions using the critical values from Table 1 for the linear boundary with α = 5%. The cases k = 1, . . . , 4 represent the models yt = β 1 + ut, yt = β 1 + β 2 x t2 + ut, yt = β 1 + β 2 x t2 + β 3 x t3 + ut, and yt = β 1 + β 2 x t2 + β 3 x t3 + β 4 x t4 + ut, respectively, where x t2 , x t3 , x t4 , and ut are simulated independently as standard normal random variables for all t = 1, . . . , T . (14) and (15) are presented in percentage points for a significance level of 5% and a sample size of T = 100, where supW denotes the sup-Wald test with r 0 = 0.15. The values are obtained from 100,000 Monte Carlo repetitions for a sample size of T = 100, while the linear boundary (4) is implemented.
and upper trimming parameters. In the subsequent simulations, we consider r 0 = 0.15, which is the default setting suggested by Andrews (1993) . The limiting distribution is given by sup r∈[r 0 ,1−r 0 ] B(r) B(r)/(r(1 − r)), and critical values for different values of r 0 and k are tabulated in Andrews (1993) , where it is also shown that the sup-Wald test has weak optimality properties. In the case of a single structural break, its local power curve approaches the power curve from the infeasible point optimal maximum likelihood test asymptotically, as the significance level tends to zero. Note that the sup-Wald statistic is not suitable for monitoring, since its numerator statistic T (S 0 − S 1 (t/T ) − S 2 (t/T )) is not measurable with respect to the filtration of information at time t.
We illustrate the finite sample performance for a simple model with k = 1 and a break in the mean, which is given by
and for a univariate linear regression model with a break in the slope coefficient, which is given by
where t = 1, . . . , T . Table 4 presents the size-adjusted power results.
First, we observe that the backward CUSUM and the stacked backward CUSUM outperform the forward CUSUM, except for the case τ * = 0.1. Second, while the forward CUSUM test has much lower power than the sup-Wald test, the reversed order cumulation structure in the backward CUSUM seems to compensate for this weakness of the forward CUSUM test. The backward CUSUM performs equally well than the sup-Wald test, which is remarkable since, as discussed previously, the latter test has weak optimality properties.
Finally, while the sup-Wald statistic and the backward CUSUM detector are not suitable for monitoring, the stacked backward CUSUM test is much more powerful than the forward CUSUM test, and its detector statistic is therefore well suited for real-time monitoring.
In order to evaluate the finite sample performances of the monitoring detectors, we consider models (14) and (15) for the time points t = T + 1, . . . , mT . We simulate the series up to the fixed endpoints m ∈ {1.5, 2, 4, 10}, while the critical values for the case m = ∞ are implemented (see Table 1 ). For M mon Q,∞ with the linear boundary, the 5% critical values are given by 0.957 for k = 1 and 1.044 for k = 2. Table 5 presents the empirical sizes. Note, that the tests are undersized by construction, as not all of the size is used up to the time point mT . For k ≥ 2, we observe some size distortions for small sample sizes. The results in Table 6 show that the mean delay for the stacked backward CUSUM is much lower than that of the forward CUSUM and is almost constant across the breakpoint locations. (4) is implemented, while critical values for α = 5% and m = ∞ are considered. The values are obtained from 100,000 random draws of the models yt = β 1 + ut and yt = β 1 + β 2 x t2 + ut for t = 1, . . . , mT , where x t2 and ut are i.i.d. and standard normal. While SBQ and Q correspond to the stacked backward CUSUM and the forward CUSUM with critical values for the case m = ∞, the univariate test by Chu et al. (1996) using the radical boundary (5) is denoted by CSW. (14) and (15) are simulated for t = 1, . . . , mT with T = 100 and m = 20. While SBQ and Q correspond to the stacked backward CUSUM and the forward CUSUM with the linear boundary (4) and with critical values for the case m = ∞, the univariate test by Chu et al. (1996) with the radical boundary (5) is denoted by CSW.
To compare the breakpoint estimator (11) with its maximum likelihood benchmark (10), we present Monte Carlo simulation results for model (14) for the bias and the mean squared error (MSE) in Table 7 . If the break τ * is located after 85% of the sample, the estimator based on backwardly cumulated recursive residuals has a much lower bias and MSE than the maximum likelihood estimator, which is due to the fact that the post-break sample consists of too few observations for an accurate maximum likelihood estimation. (10) and (11) are obtained from 100,000 Monte Carlo repetitions, where model (14) is simulated for t = 1, . . . , T . ML denotes the maximum likelihood estimator τ * ret M L and BQ denotes the estimator τret, which is based on backwardly cumulated recursive residuals.
Conclusion
In this paper we propose two alternatives to the conventional CUSUM detectors by Brown et al. (1975) and Chu et al. (1996) . It has been demonstrated that cumulating the recursive residuals backwardly result in much higher power than using forwardly cumulated recursive residuals, in particular if the break is located at the end of the sample. Accordingly, the backward scheme is especially attractive for on-line monitoring. To this end the stacked triangular array of backwardly cumulated recursive residuals is employed and we find that this approach yields a much lower detection delay than the monitoring procedure by Chu et al. (1996) . Due to the multivariate nature of our tests, they also have power against structural breaks that do not affect the unconditional mean of the dependent variable.
We also suggest a new estimator for break date based on backwardly cumulated recursive residuals. This estimator outperforms the conventional estimator constructed by the sum of squared residuals whenever the break occurs close to the end of the sample, which is the relevant scenario for on-line monitoring.
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Appendix: Proofs
We first present some auxiliary lemmas which we require for the proofs of Theorems 1 and 2.
Lemma 1. Under Assumption 1, there exists a k-dimensional standard Brownian motion W(r), such that the following statements hold true:
(a) For any fixed m < ∞, as T → ∞,
Proof. For (a), note that a direct consequence of the functional central limit theorem for multiple time series on the space D([0, 1]) k given by Theorem 2.1 in Phillips and Durlauf (1986) Krämer et al. 1988) . Then, on the space D([0, m]) k ,
To show (b), note that {x t u t } t∈N is a stationary and ergodic martingale difference sequence with E[x t u t ] = 0 and E[(x t u t )(x t u t ) ] = σ 2 C. We apply the strong invariance principle given by Theorem 3 in Wu et al. (2007) . Then,
where q = min{κ, 4} (see also Strassen 1967) , and the assertion follows from the fact that lim t→∞ t 1/q ln(t)(ln(ln(t))) 1/4 / √ t = 0.
Lemma 2. Let {(x t , u t )} t∈N satisfy Assumption 1, let β t = β 0 for all t ∈ N, and let
Proof. First, note that w t = 0 for t ≤ k. For t > k let f t = (1 + (t − 1) −1 x t C −1 t−1 x t ) 1/2 be the denominator of w t . Then,
and that
To show (16) and (17), we apply Abel's formula of summation by parts, which is given by
T → ∞, and let a t = t −1/2 t j=1 a j x j u j , where a T = O P (1). Furthermore, note that j −1/2 − (j + 1) −1/2 < j −3/2 . Then,
To show (17), let Z *
where · M denotes the matrix norm induced by · , and a T = o P (1). Moreover, there exists some > 0 and some random variable ξ, such that a j ≤ j − ξ. Thus,
and (17) 
and (a) has been shown. The second result follows from the fact that both processes are Gaussian with zero mean and
Lemma 4. Let {(x t , u t )} t∈N satisfy Assumption 1, let β t = β 0 for all t ∈ N, and let m ∈ (0, ∞). Then, as T → ∞,
where W(r) is a k-dimensional standard Brownian motion.
Proof. From Lemma 2, we have sup r∈ [0,m] 
. Lemma 1(a) and the continuous mapping W(r) ). Furthermore, from Lemma 3, it follows that F (W(r)) d = W(r). Consequently, T −1/2 X rT ⇒ σC 1/2 W(r).
Lemma 5. Let · M be the induced matrix norm of · . Let h be a R k -valued function of bounded variation, and let {A t } t∈N be a sequence of random (k × k) matrices with
which is o P (1). Since p 3 is a partial sum of a piecewise constant function, it is of bounded variation, and, together with (21), we can apply Lemma 5. Then, Finally, Slutsky's theorem implies that S 1,T (r)+S 2,T (r)+S 3,T (r) ⇒ σC 1/2 W(r)+σCh(r), which yields Q T (r) = σ −1 C −1/2 T (S 1,T (r) + S 2,T (r) + S 3,T (r)) ⇒ W(r) + C 1/2 h(r), since σ 2 is consistent for σ 2 (see Krämer et al. 1988 ).
Proof of Theorem 2
Lemma 2 yields
Let W(r) be the k-dimensional standard Brownian motion given by Lemma 1(b). Then,
Furthermore,
t j=1 x t u t − W(t) ≤ ξt 1/2− , for some > 0 and some random variable ξ, for all t ∈ N. It follows that
Consequently, sup t≥T t j=1 x j w j − σC −1/2 (W(t) − t j=1 j −1 W(j)) √ t = o P (1).
From the fact that T −1/2 W(t) Sinceσ is consistent for σ (see Krämer et al. 1988 ) and {x t } t∈N is ergodic, we have
where · M denotes the matrix norm induced by · . Consequently, sup r≥1 Q T (r) − W * * (r) √ r = o P (1). We transform the supremum to a supremum over a subset of the unit interval. Consider the bijective function g : (0, (m − 1)/m) → (0, m − 1) that is given by g(η) = η/(1 − η). For the last result, Theorem 2 and Assumption 2 imply 
Proof of Theorem 3
sup r>1 Q T (r) − Q T (1) d(r − 1) − sup r>1 W(r) − W(1) d(r − 1) ≤ sup r>1 Q T (r) − Q T (1) − (W(r) − W(1)) d(r − 1) ≤ sup r>1 Q T (r) − W(r) d(r − 1) + sup r>1 Q T (1) − W(1) d(r − 1) ≤ sup r>1 Q T (r) − W(r) √ r · √ r d(r − 1) + Q T (1) − W(1) · sup r>1 1 d(r − 1) ≤ sup r>1 2 √ r d(r − 1) · sup r>1 Q T (r) − W(r) √ r = o P(
Proof of Theorem 4
Theorem 1 and the continuous mapping theorem imply that Consider now the bijective function g : (0, 1) → (0, ∞) that is given by g(η) = η/(1 − η).
Analogously to the derivations above, we obtain .
