We present a sample of 81 Gamma-Ray Bursts (GRBs) observed by Fermi-GBM for which we compute the distance moduli and use them to constrain effective dark energy models. To overcome the circularity problem affecting the use of GRBs as distance indicators, we calibrate the Amati relation of our sample by employing a cosmology-independent technique. Specifically, the latest observational Hubble parameter data are used to approximate the cosmic expansion through a Bezier parametric curve. We subsequently obtain the distance moduli of the GRBs and include it in a suite of recent cosmological (Planck Compressed 2018 and 2012 BOSS release of BAO data) and local (Pantheon SNIa) observations of the expansion history to compute Bayesian posterior constraints for the standard cosmological model ΛCDM, ωCDM, and for the CPL parametrization.
I. INTRODUCTION
In the endeavour of characterising the cosmological expansion, standard candles are a keystone for precise distance determinations. In practice, however, the search for high precision in many of the distance indicators exposes several sources of bias that prevent astrophysical objects from reaching the status of standard candles. The luminosity of Supernovae of Type Ia (SNe Ia), for example, seems to be subject to its environment [1] and such dependence could only be accounted for through precise observations. In this sense, any contribution from alternative distance indicators which preferably cover a wide range of redshifts is key to improve cosmological distance determinations, and ultimately, characterise the Dark Energy component.
An attractive prospect is the distance modulus of Gamma Ray Bursts (GRBs) (for pioneer works see, e.g. [2] [3] [4] ). Despite the well known dispersion in the luminosity correlations and other sources of uncertainty, GRBs remain good candidates for distance indicators. GRBs represent the most powerful explosions in the Universe. They are bright enough to be detected up to high redshifts 1 . Therefore, they are often proposed as complementary tools to SNe Ia observations to probe the expansion history of the Universe. The prompt emission of GRBs lies mostly in the range from 0.001 to a few MeV, and lasting from 0.01 to 1000 seconds. This property classifies naturally the set of GRBs in two categories, those with T 90 > 2 seconds are classified as long and are associated to the collapse of certain types of massive stars [8] ; while the short kind is associated to the merger of compact objects [8] . Despite several efforts to model the explosion mechanism of the GRBs (e.g. [9] [10] [11] [12] ), there is no single satisfactory explanation and their nature is still not fully understood. In consequence, the distance calibration of GRBs presents more difficulties as that of SNe Ia. So far, several methods have been proposed to calibrate GRBs [2] , [3] , [4] , [13] , [14] , [15] , [16] , [17] , [18] . Most calibrating methods rely on empirical luminosity correlations found in long GRBs. Among the known correlations are those between spectrum lag and isotropic peak luminosity (τ lag − L relation, [19] ), the correlation between time variability and isotropic peak luminosity (V − L relation, [20] ), a tight correlation between the peak energy of νF ν spectrum and isotropic equivalent energy (E p − E iso relation, [21] ), a correlation between the peak energy and the collimation-corrected energy (E p − E γ relation, [22] ), the correlation between peak energy and isotropic peak luminosity (E p − L relation, [23] ), and the correlation between minimum rise time of light curve and isotropic peak luminosity (τ RT − L relation, [4] ). Recently, some other correlations have been reported in the literature [24] [25] [26] [27] [28] [29] [30] (See [31] for a review and more details on these correlations).
In many of these correlations, the luminosity of GRBs appears correlated with the temporal and spectral properties. While, as already stated, these correlations are not yet fully understood from first principles, their existence naturally leads to the consideration that GRBs could be used as distance indicators, offering a possible route to probe the expansion history of the Universe up to z 9. Datasets of GRBs distance moduli are often used (either alone or in combination with other observational data such as SNe Ia), to constraint cosmological parameters [2-4, 13-15, 32-37] . In the calibration of the empirical correlations, two caveats stand out that prevent the improvement of GRBs distance moduli as distance indicators. First is a number of sources of uncertainty in the determination of luminosity parameters. It is known that combining databases from different telescopes may introduce an unknown selection bias due to the different thresholds and spectroscopic sensitivity [38, 39] . Additionally, mixing methods for the redshift determination (photometric vs. spectral) is also a source for uncertainty [40] .
On the other hand an inherent circularity problem arises in the calibrations of GRBs, since the determination of energy flux typically assumes an underlying cosmological model. Several works have attempted to tackle these circularity problems by adopting model-independent methods to estimate parameters in the calibration (see for instance [3, 13-16, 33-35, 41, 42, 42] ).
In this paper we present a sample of 81 Fermi-GRBs, carefully selected to avoid speculation (and large errors) in the determination of luminosity parameters. After listing their spectral properties, we calibrate the set in a model-independent way by employing the Amati relation [36, 43] which relates the rest frame peak energy of the spectra E p to the isotropic energy emitted E iso . The calibration is perfomed following the recent work of [44] where a compilation of 31 measurements of the Hubble parameter were used to fit a Bezier parametric curve in order to obtain the Hubble's rate at arbitrary redshifts without assuming an a priori cosmological model. In that paper, the values for the E iso was determined for 193 GRBs taken from [45] and references therein. In contrast, our sample originates from a single catalogue, thus avoiding selection biases and other instrument-associated systematics.
We show the usefulness of our dataset by comparing our results with previous samples, through the performance of a Bayesian parameter estimation for the ΛCDM, ωCDM and the CPL models employing GRB data and the latest compilation of Supernovae Ia data (SNe Ia) [46] , Baryon Acoustic Oscillations (BAO) [47] [48] [49] and Cosmic Microwave Background (CMB) data [50] .
The paper is organized as follows. In Sec. II we present in detail our Fermi/GBM GRBs sample; in Sec. III we calibrate the observables of our sample and subsequently the Amati relation. In Sec. IV we include the calibrated sample in a suite of observations to fit parameters of the three dark energy (DE) models mentioned before. We carry this analysis including SNe Ia; BAO for clusters with redshifts up approximately 2, as well as CMB data from Planck-compressed 2018. We discuss our results in Sec. V and we present our conclusions in Sec. VI. Since the determination of redshift from photometry is subject to learning-curve effect, that is, there is a drift in the mean redshift over time as a consequence of different instruments contributing to redshift acquisition (see for instance [40] for more details), we avoid further bias and discard the GRBs with redshift set through such method [58] . Thus, we limit our sample to those GRBs with redshift determined through spectroscopic methods either from the afterglow or from the host galaxy (recall that the short GRBs do not satisfy the Amati relation for long GRBs and they are also left out of our sample). Finally, we also discarded GRBs which present significant uncertainties in the spectral parameters, namely E p and F bolo , because of their poor contribution during our fit procedure.
Thus, from an initial sample of 107 GRBs, we selected objects meeting the above criteria and we finally present in Table I log(E iso /erg) spectral parameters of each GRB and their associated errors.
In the following section we show the process to derive the distance moduli for these objects.
III. CALIBRATION
We followed the model-independent calibration put forward by [44] . We thus apply the empirical relation E p − E iso that connects E p = E p,obs (1 + z) with the isotropic equivalent energy E iso derived by [21, 43] ,
where S bolo is the bolometric fluence of gamma rays in the GRB at redshift z, the factor (1 + z) −1 transforms the observed GRB duration into the source cosmological rest-frame one and d L (z) is the luminosity distance of the GRB given by
Clearly, from the above equation it can be seen that the calibration of GRBs depends on the cosmological model through the expansion history H(z). In fact a good fit can be obtained when a cosmological model is assumed a priori (see Fig. 1 ) although this is the cause of the circularity problem we want to tackle. Making use of the cosmic chronometers approach [59, 60] , which provides an independent technique to constrain H(z) from the differential evolution of massive and passive early-type galaxies, [44] approximated these Hubble parameter data by employing a Bézier parametric curve of degree n given by
where β d are coefficients of the linear combination of Bernstein basis polynomials h d n (z), positive in the range I: Spectral parameters for the employed GRBs taken from the GBM-FERMI catalogue. The (*) represents the GRBs that we processed. Columns are: name, redshift, t90, spectral normalization, the standard deviation for the spectral normalization, peak energy, standard deviation for the peak energy, spectral index of low energy, standard deviation for the spectral index of low energy, spectral index of high energy, standard deviation for the spectral index of high energy, bolometric fluence and the standard deviation for the bolometric fluence. 0 ≤ z/z m ≤ 1, with z m the maximum z of the Hubble parameter dataset which consists of 31 measurements of Hubble parameter taken from [61] . In particular, [44] considered a Bézier curve of degree n = 2 in order to obtain a monotonic growing function in such way that with d = 0 and z = 0 it can be identify β 0 = H 0 . By employing the dataset of Hubble parameter reported in [61] , we performed a non-linear least-squares minimization by using the Python software package lmfit [62] . The best-fit parameters we obtained for the Bézier curve with n = 2 are
with β 0 = H 0 = 67.7652 ± 3.6864, β 1 = 102.9455 ± 10.8574 and β 2 = 208.7820 ± 14.1192 all in units of km s −1 Mpc −1 . In addition, the correlations between these parameters were also obtained: C(β 0 , β 1 ) = −0.839, C(β 1 , β 2 ) = −0.702 and C(β 0 , β 2 ) = 0.507. The best-fit with its 1σ confidence region are shown in Fig. 2 . It is worth to mention these values are in agreement with the previous estimation made by [44] . The next step consists of extrapolating the function H 2 (z) to redshift z > z m and construct the luminosity
and therefore the isotropic energy E cal iso = 4π(d cal L (z)) 2 S bolo (1 + z) −1 . In order to obtain the corresponding errors σE cal iso , the σ d L is calculated by taking into account the correlations between the parameters β's besides the GRBs systematics on the observables. The corresponding E p − E cal iso distribution is shown in Fig. 3 . In order to calibrate the Amati relation for our sample of 81 Fermi-GRBs, we employed a Python module for performing robust linear regression on data points where both variables have measurement errors. The fitting method is the bivariate correlated errors and intrinsic scatter (BCES) that follows [63] . In particular, this method is useful when it is not clear which variable should be treated as the independent variable and which is the dependent one. Following this method, it was obtained the best fit for the Amati relation
where A = 0.3537 ± 0.3764, B = 53.2168 ± 0.1420 and the respective covariance matrix is given by cov = 0.1417 0.0435 0.0435 0.0202 .
Finally, the GRBs distance moduli, from the definition µ GRB = 5 log(d cal L /Mpc) + 25, can be calculated by using all the fitting parameters obtained from the Amati relation for the sample of 81 GRBs with 0.117 ≤ z ≤ 5.283. The variance of µ is computed by using error propagation method and is given by
where it is not included the covariances for E p and S bolo since they are not correlated. The distance moduli of the 81 GRBs, µ GRB , and their 1σ uncertainties calibrated through the Amati relation are listen in Table II . The corresponding distribution of µ GRB versus z is shown in Fig. 4 together the most recent compilation of SNe Ia, the Pantheon dataset [46] .
Before we proceed, we consider important to point out that although there is a debate as to whether the Amati relation is an intrinsic effect or the result of detection biases or even a combination of these two [38, [64] [65] [66] [67] [68] [69] [70] [71] . There are also works that claimed the instrumental selection biases, even if they may affect the sample, cannot be responsible for the existence of the spectral-energy correlations [65, 72] . See also [45, 73, 74] for more detail discussion supporting the reliability of Amati relation.
IV. PARAMETER ESTIMATION OF DARK ENERGY
We have used the public Boltzmann code class [75] to run the background evolution for all the dark energy models studied here: the ΛCDM, ωCDM and CPL models. Then we use the cosmological parameter estimator monte python [76] , which is linked to class and adopts the Markov Chain Monte Carlo (MCMC) method to constrain the parameters of each DE model by fitting the cosmological data. The code employs the Metropolis-Hastings algorithm [77, 78] for sampling, and computes the Bayesian parameter inference of the posteriors with the convergence test given by the Gelman-Rubin criterion R [79] , where we require R − 1 < 10 −3 for all our chains.
The suite of datasets considered for our analysis includes those related to the expansion history of the universe, i.e., the ones describing the distance-redshift relations. More precisely, we use Type Ia Supernovae, BAO data and CMB data in the condensed form of shift parameters (also known as distance priors) as well as the calibrated samples of Gamma Ray Bursts listed above. [47] [48] [49] , adopted in this work.
samples (see Table 4 in [46] ). In order to perform our analysis, we choose this dataset and use it in the usual manner to define
where C is the full systematic covariance matrix and ∆µ = µ theo − µ obs is the vector of the differences between the observed and theoretical value of the observable quantity for SNe Ia, the distance modulus, µ. It is worth mentioning that in our analysis the absolute magnitude is taken as nuisance parameter.
Baryon Acoustic Oscillations (BAO)
We used the low redshift galaxy BAO data listed in Table III . The data provide measurements of three types of ratios of comoving distance: the angular scale of the BAO (D A (z)/r s ), the redshift-space BAO scale (D H (z)/r s ) [47] , and the spherically-averaged BAO scale (D V (z)/r s ) [48, 49] being r s the comoving sound horizon at the end of the baryon drag epoch given by
where c s denotes the sound speed in the primordial photon-baryon plasma given by c
and D V (z) is the spherically averaged combination of transverse and radial BAO modes,
Thus, the corresponding χ 2 BAO for BAO data is given by
where ∆F BAO = F theo − F obs is the difference between the observed and theoretical value of the observable quantity for BAO which can be different depending on the considered survey and C −1 BAO is the respective inverse covariance matrix.
Cosmic Microwave Background (CMB)
Instead of the full data of the CMB anisotropies, we used CMB data in the condensed form of shift parameters reported in [50] , which were derived from the last release of the Planck results [80] . Evidently, the analysis proceeds much faster in this way than by performing an analysis involving the full CMB likelihood.
The shift parameters, (R, l A , Ω b h 2 , n s ) provide an efficient summary of CMB data as far as DE constraints are concerned (as it has been argued in several works [81] [82] [83] [84] ) which can be used to study models with either non-zero curvature or a smooth DE component, as in our case, but not for modifications of gravity [83, 84] .
The first two quantities in the vector (R, l A , Ω b h 2 , n s ) are defined as
where r(z) is the comoving distance and r s (z) is the comoving sound horizon, both evaluated at photondecoupling epoch z * . The corresponding χ 2 for the CMB is
where F CM B = (R, l A , Ω b h 2 , n s ) is the vector of the shift parameters and C −1 CM B is the respective inverse covariance matrix. The mean values for these shift parameters as well as their standard deviations and normalized covariance matrix are taken from Table 1 of [50] .
Gamma-Ray Bursts (GRBs)
We used two samples. The first one consists on 193 GRBs calibrated in [44] which cover the redshift range 0.03351 ≤ z ≤ 8.1. The second sample is our set of 81 Fermi-GRBs listed above, with a redshift range 0.117 ≤ z ≤ 5.283 calibrated in this work in a model-independent way.
The χ 2 function for the GRBs data is defined similarly to the SNe Ia data, Eq. 10, as
where C is a diagonal matrix containing σ 2 µ and ∆µ = µ theo −µ estimated is the vector of the differences between the theoretical and estimated value of the distance moduli for the GRBs.
V. RESULTS AND DISCUSSION
We have obtained the constraints for the ΛCDM, ωCDM and CPL models from the latest observational data of SNe Ia, BAO, CMB distance priors inferred from the final Planck 2018 data, and including either the 193 GRBs calibrated by [44] or the 81 GRBs calibrated in this work. For comparison, SNe Ia + BAO + CMB without GRBs have been also analysed in order to highlight the contribution of GRBs to the joint cosmological constraints. Figure 5 shows the constraints on the parameters (Ω m ,Ω Λ ) for the ΛCDM model from the three sets of data. In Table IV , the best-fit values for these parameters with 1-σ uncertainties are shown. In spite of the large dispersion observed in our calibrated GRBs sample, the results obtained by using SNIa+BAO+CMB+GRBs (2) are in good agreement with the results obtained by using the calibrated sample by [44] , namely the results obtained by using SNIa+BAO+CMB+GRBs (1) , and these both are consistent with the Planck 2018 results [80] within 1σ confidence level. On the contrary, we found that our results, either including GRBs(1) or GRBs(2), are not consistent with the ones of [44] . They obtained Ω m = 0.397 +0.040 −0.039 at 95% confidence level by using the past SNe Ia JLA data set [85] and their calibrated sample of GRBs (We emphasise that no CMB or BAO data was included in their analysis).
The results of a similar analysis for the ωCDM model are displayed in Figure 6 . In this case our calibrated sample yields a value for the ω 0 parameter lower than that obtained with the other two datasets. We find, however, consistency with the results of [44] at 2σ confidence level as is evident from the datasets SNe Ia + BAO + CMB + GRBs (1) and SNe Ia + BAO + CMB + GRBs (2) in that same figure. The respective best-fits of the analysis are listed in Table V . Note that the values for σ reported in that table indicate that our sample yields similar errors to those of [44] . The datasets tested show most tension when analysing the CPL model. In Figure 7 we show 1σ (dark colours) and 2σ (light colours) error contours in the (ω 0 , ω a ) parameter space resulting from the combination of samples indicated above. The best-fit values from our calibrated sample intersect only at 2σ with those from SNe Ia + BAO + CMB + 193 GRBs, whilst consistency lies at 1σ with the data excluding GRBs. We note that the values of the parameter ω 0 in the CPL model from the three datasets employed in this work, intersect the range of values resulting from the Planck 2018 data at 2σ [80] , and the recent results of [86] where a sample of GRBs covering a redshift range of 0.033 ≤ z < 9 is employed, together with direct H(z) measurements [87] and the past compilation of SNe Ia Union 2.1 [88] . A list of the results of this analysis is provided in Table VI . Note again that our adequate handling of errors yields an even smaller confidence region for the parameters of this model than the posterior of [44] .
VI. SUMMARY AND CONCLUSIONS
Through the criteria described in Sec. II we have carefuly selected a sample of 81 GRBs. The Amati relation for these GRBs is calibrated in a model-independent way. Such calibration, described in Section III, relies on H(z) data as our calibration source at low redshifts. We have computed and incorporated our GRB distance moduli to a suite of observations complemented by the latest CMB, BAO and SNe 1a data in order to fit parameters of Dark Energy and test for the usefulness of our sample. We find consistency with previous works for ΛCDM and ωCDM models at 2σ in the posterior contours of the relevant parameters. An evident difference with previous results lies on the values of the parameters of the CPL model. Our data prefers a dynamic dark energy which transits from a quintessence-like equation of state (ω DE > −1) at early times to a phantom-like component (ω DE < −1) today. The discrepancies with results of previous works employing GRB samples may be due to one or more of the following factors. Our debugging technique for the GRBs compilation discards objects with large uncertainty and those for which the spectral parameters are undetermined. This is partially the reason why we have not included GRBs from the Swift satellite, where some of the spectrum features lie outside the range of wavelengths detected (see discussion in Sec. II A). Furthermore, we have taken special care in handling the errors of our dataset. Additionally, in the estimation of DE parameters we employ the GRBs sample combined with the latest cosmological data (Planck 2018 for CMB and DR12 for BAO) and the latest compilation of SNe Ia (Pantheon) in contrast with previous works which avoid cosmological distance estimators and take supernovae only from the JLA compilation or Union 2.1 compilation. In any case, it is clear from Table VI that the errors associated are tighter for this model than those of the Amati sample. It is worth mentioning that the difference between our posterior values and those of previous works may also reflect the increasing tension between the local and cosmological estimations of the Hubble parameter. The apparent DE equation of state evolution may just represent a different interpretation of a known problem: the tension standing between the local and cosmological determination of the expansion parameter (see e.g. [89] ). Our sample covers a range of redshift up to z = 5.283, yet the calibration of GRBs is carried through direct measurements of H(z) thus relying purely on local measurements of the expansion. As a consequence the extra weight of the local measurements may serve as a lever arm for the phantom behaviour of the DE equation of state. The above issues may be elucidated with the arrival of new and more precise data. In the meantime we are confident to have obtained a robust sample of GRBs for cosmic distance estimation and with the associated errors adequately accounted for. Our estimation of DE parameters show that GRBs are competent as a complementary probe to the other well-established cosmological observations.
