Abstract. Let K be a closed convex cone with dual K * in a finite-dimensional real Hilbert space. A positive operator on K is a linear operator L such that L (K) ⊆ K. Positive operators generalize the nonnegative matrices and are essential to the Perron-Frobenius theory. It is said that L is a Z-operator on K if
Introduction.
Positive operators arose from the study of integral operators and matrices with nonnegative entries [1] . Perron showed that a matrix with positive entries has a simple eigenvalue equal to its spectral radius and that some corresponding eigenvector has positive entries. Moreover, its other eigenvalues are strictly less than the spectral radius in modulus. Frobenius partially extended Perron's result to nonnegative matrices, and the nonnegative matrices are positive operators in that setting.
Suppose that V is an ordered vector space and that x ≥ 0 in V . In the theory of operators [1] , x is called a positive element of V . A positive operator is a linear operator that sends positive elements of V to positive elements. Every proper cone K orders [3] its ambient space by x ≥ 0 ⇐⇒ x ∈ K. With respect to this ordering, we denote the set of positive operators by
The Perron-Frobenius theorem is thus a statement about positive operators on the cone K = R n + , the nonnegative orthant in R n . The Krein-Rutman theorem extends Perron-Frobenius to a compact positive linear operator with positive spectral radius on a Banach space ordered by a closed convex pointed cone.
A Z-matrix is a real square matrix whose off-diagonal entries are nonpositive. Equivalently, a Z-matrix has the form λI − N where N is a nonnegative matrix (that is, a positive operator on R n + ). It is therefore no surprise that the two theories are intertwined. Berman and Plemmons [4] cite an astounding number of equivalent conditions for Z-matrices to be invertible M-matrices, connecting them to many different areas.
Schneider and Vidyasagar [21] and Elsner [8] discovered a striking connection between the positive and Z-operators on a proper cone. We eventually extend this result to any closed convex cone in finite dimensions. The set of all Z-operators contains a subspace LL (K) := −Z (K) ∩ Z (K) of Lyapunov-like operators. Lyapunov-like operators are important because they can be used to solve the equation x, s = 0 for x ∈ K and s ∈ K * that appears as optimality conditions in convex optimization [19] . One motivation for studying Z-operators is their connection to the Lyapunov-like operators. Implicit in the work of Schneider and Vidyasagar is the following.
We will also generalize this result. Sometimes the closure is superfluous and Z (K) = LL (K) − π (K); the problem solved by Kuzma et al. was of that type. By studying Z (K) and π (K), we hope to gain insight into similar problems.
There is also a practical motivation for extending these results to closed convex cones. To compute π (K) or Z (K), we need a representation of the cone K that can be fed as input into an algorithm. There is a natural way to represent a polyhedral convex cone since any finite set of vectors can be identified with the cone it generates. As a result, existing algorithms tend to operate on polyhedral convex cones (which are necessarily closed). No similar representation is known for proper polyhedral cones: given a set of vectors, how can one determine if the cone it generates is proper? The best answer to that question currently involves a verification step that we would like to avoid by showing that π (K) and Z (K) are meaningful for all closed convex K. The concept of Lyapunov rank was extended to closed convex cones for similar reasons [16] . Theorems 3.5 and 4.4 provide generators of π (K) * and Z (K) * . When K is polyhedral, Algorithms 3.1 and 4.1 turn those theorems into a method for computing π (K) and Z (K) using exact rational arithmetic. In subsection 2.4, we introduce an isometry that associates a proper cone to every closed convex cone. However, that isometry will often involve irrational roots and thus inexact arithmetic. In other words, one cannot simply apply the isometry and fall back on the known algorithms for proper cones. It is because they avoid that issue that our new algorithms-implemented in the SageMath [28] system-are useful.
If W is a subspace of V , then the orthogonal complement of W is another subspace of V defined by W ⊥ := {y ∈ V | x, y = 0 for all x ∈ W }, and V has direct sum decomposition V = W ⊕ W ⊥ . If E, F, G, and H are sets of linear operators whose domains and codomains are such that it makes sense to do so, then we will use the shorthand notation
to denote a set of block-form operators.
The real n-space R n is equipped with the usual inner product, standard basis (e 1 , e 2 , . . . , e n ), and nonnegative orthant R n + := {x ∈ R n | x i ≥ 0 for all i}. The real identity matrix of the appropriate size is denoted by I.
Cone definitions.
Definition 2.1. A nonempty subset K of V is a cone if λK ⊆ K for all λ ≥ 0. A closed convex cone is a cone that is closed and convex as a subset of V . Definition 2.2. The conic hull of a nonempty subset X of V is a convex cone,
Clasically, a polyhedral cone is defined to be the finite intersection of homogeneous half-spaces. However, Theorem 1.3 in Ziegler [29] or Theorem 19.1 in Rockafellar [17] shows that the two definitions are equivalent. For cones, the two implications in that equivalence are known as the theorems of Minkowski and Weyl, and can also be found as Theorem 2.8.6 and Theorem 2.8.8 in Stoer and Witzgall [24] . As a result of the equivalence, all polyhedral cones are closed [2] . If S and X are linearly-independent subsets of V , then S ⊗ X is linearly-independent in B (V ), and it follows that dim (S ⊗ X) = dim (S) dim (X) [18] . Proper cones have a convenient set of generators that are, in a sense, minimal.
Definition 2.5. An element x in the convex cone K is an extreme vector of K if it is not a positive linear combination of two linearly-independent vectors in K. The set of all unit-norm extreme vectors of K is Ext (K).
• The dual K * is a closed convex cone for any subset
•
Rockafellar's Corollary 19.2.2 relates duality to polyhedrality [17] .
closed convex cone K is polyhedral if and only if its dual K
* is polyhedral.
Duals are defined in terms of the inner product, so they are preserved under isometry:
* is the cartesian product of duals
The following proposition combines Ben-Israel's Theorem 1.3 and Corollary 1.7 [2] .
Finally, we will need Rockafellar's Theorem 14.6 for the duality between pointed and solid cones [17] .
Classes of linear operators.
Our main results concern a few classes of linear operators. They are all sensibly defined on any subset K ⊆ V , but in practice, K will be a closed convex cone.
The prototypical positive operators are nonnegative matrices [4] on K = R n + . If K is a closed convex cone, then we have an alternative characterization:
The requisite property of a Z-operator is similar, but need only hold on pairs of orthogonal vectors in K ×K * .
Definition 2.11. The complementarity set of K is
By Z (K) we denote the set of all Z-operators on K. 
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When K = R n + , the complementarity set C R n + contains all pairs of distinct standard basis vectors. The requirement on Z R n + gives rise to matrices whose off-diagonal elements are nonpositive-the Z-matrices. The set Z (K) is a closed convex cone and it contains the subspace of Lyapunov-like operators.
By LL (K) we denote the set of all Lyapunov-like operators on K.
The set LL (K) is a vector space and LL (K) = linspace (Z (K)). Finding Lyapunov-like operators is an interesting problem. The search began with Rudolf et al. [19] and has been continued by others [10, 12, 16] .
Decomposing improper cones.
Any closed convex cone is isometric to a cartesian product of a proper cone, a subspace, and a trivial cone. The following is well-known and appears, for example, as Stoer and Witzgall's Theorem 2.10.5 [24] .
Proposition 2.14. If K is a convex cone in a Euclidean space, then K has an orthogonal direct sum decomposition into two convex cones,
Its first factor
Observe that any convex cone K is solid in the ambient space span (K), and that K ∩ linspace (K) ⊥ is pointed by Proposition 2.14. If K p represents the cone K ∩ linspace (K) ⊥ living in the subspace span (K) ∩ linspace (K) ⊥ , then K p is both solid and pointed. Now, the ambient space V is an orthogonal direct sum,
From this and Proposition 2.14 we deduce the existence of a useful isometry of V .
Lemma 2.15. If K is a closed convex cone in a Euclidean space V and if
there is an isometry φ such that
where
and
We abbreviate this as
Electronic Proof. By properties of isometry, we have that K is polyhedral if and only if φ (K) is polyhedral. The other two factors linspace (K) and {0} in φ (K) are polyhedral; therefore polyhedrality of φ (K) depends entirely on that of K p .
To reason about the positive and Z-operators in the product space we need the following two easy results.
Positive operators.
Observe that the positive operators on a closed convex cone K themselves form a closed convex cone. The three criteria-that π (K) is closed, convex, and a cone-are easy to verify and depend on the same properties of K.
Proposition 3.1. If K is a closed convex cone, then so is π (K).
If K is proper, then both π (K) and its dual are proper [21] . To determine if some linear operator belongs to π (K), it suffices to check positivity on a generating set of K. This can be seen by expanding any element of K in terms of its generators and using the linearity of the operator. However, checking the generators will almost always be impractical if K is not polyhedral.
Tam [27] found a simple expression for the generators of the dual of π (K) when K is proper. He uses the fact that cone (K * ⊗ K) is closed to prove that
These generators also work when K is merely closed and convex. Tam's argument is based on the following equivalence, the conditions of which follow directly from the definitions and a property of the trace.
Proposition 3.3. If K is a closed convex cone in a Euclidean space V and if L ∈ B (V ), then the following are equivalent:
It follows that π (K) is the dual of cone (K * ⊗ K), and thus, that π (K) * = cl (cone (K * ⊗ K)). Tam shows that cone (K * ⊗ K) is closed for proper K, and the formula (3.1) follows. We will take the same approach. Note that any L ∈ cone (
Proof. Closedness is preserved under isometry, so let φ and K p be as in Lemma 2.15. 
It it straightforward to verify that when all of the sets involved contain zero, the cone (·) operation acts componentwise. Thus,
Notice, for example, that
which (by a dimension argument) equals its ambient space B (V 1 , V 2 ). Using that same reasoning, we obtain
Since K p is proper, we can cite Tam's result for proper cones to conclude that cone K *
closed. The other sets are obviously closed.
Proof. Deduce from Proposition 3.3 that π (K) * = cl (cone (K * ⊗ K)), and then apply Lemma 3.4.
This result was known for proper cones, so we look elsewhere for examples.
Example 3.6. If K = cone ({e 1 , ±e 2 }) is the right half-space in V = R 2 , then K * = cone ({e 1 }) and Theorem 3.5 gives
In this simple polyhedral case, we can use the definition of dual cone and the fact that π (K) = π (K) * * to directly compute
This result is verified using Proposition 3.2. 
Positive and Z-operators on Closed Convex Cones
Since each x i , s i is nonnegative, they all must be zero. Thus, L is a conic combination of s i ⊗ x i terms with (x i , s i ) ∈ C (K).
where G is the generating set
Infer that the cone (·) is closed from Lemma 4.3, and then take duals on both sides to obtain Z (K)
It remains only to show that cone (
Expand each x i and s i in terms of G 1 and G 2 to obtain a sum,
Since L, id V = 0 from Lemma 4.3, the linearity of the inner product and the fact that each y ij , t ik ≥ 0 together imply that all y ij , t ik = 0, or that each (
The same result for proper cones follows from Lemma 2.2 in Gritzmann, Klee and Tam [13] . A few examples demonstrate how Theorem 4.4 can be used to find Z (K) * . In simple polyhedral cases, we are able to obtain Z (K) as well.
is the set of matrices whose diagonal entries are zero and whose off-diagonal entries are nonpositive. Its dual is the cone of Z-matrices. 
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Proof. Apply Theorem 4.4, Lemma 4.3, and Corollary 3.7 to φ (K) in the space φ (V ):
Write span id φ(V ) in diagonal block form. The sets B (V i , V j ) and {0} are unaffected by the intersection, and cone 
Proof. Compare Corollary 3.7 and Corollary 4.7 in view of Proposition 2.17. These results are corroborated by the polyhedral cones we have examined, all of which have polyhedral cones of Z-operators and satisfy dim (Z (K)) = dim (π (K)). 
Take the limit as t → 0 to find L (x), s ≤ 0.
To prove the converse of Lemma 5.2, we will ultimately rely on Theorem 5.1 for proper cones. To do that we will appeal to the decomposition in subsection 2.4. We are not interested in the precise form of A, B, and D. Apply Corollary 3.7 to conclude that e −tL ∈ π (φ (K)) for all t ≥ 0, and use Proposition 2.17 to eliminate φ from the result.
A similar result appears in Hilgert, Hofmann, and Lawson [14] . The first two items of their Theorem III.1.9 state that L ∈ Z (K) if and only if e −tL ∈ π (K) for all t ≥ 0. However, the remaining items suggest hidden assumptions, and its proof relies on another Theorem I.5.27 where the cone is solid. Nevertheless, their Theorem I.5.17 seems to provide the machinery needed to prove the result.
All of our previous examples corroborate Theorem 5.3. We provide an application to dynamical systems.
Example 5.4. The system x (t) = −L (x (t)) has solution x (t) = e −tL (x (0)). If L ∈ Z (K) for some closed convex cone K, then Theorem 5.3 shows that e −tL ∈ π (K) for all t ≥ 0. Therefore x (t) remains in K for t > 0 if x (0) ∈ K.
Theorem 4 of Orlitzky [16] now follows as a corollary. Proof. Apply Theorem 5.3 to both ±L ∈ Z (K).
When K = V = R n , this witnesses the well-known fact that the n × n real matrices are the Lie algebra of the general linear group of degree n over R.
6. Decomposing Z-operators. Any L ∈ Z R n + is of the form L = λI − N where λ ∈ R and N ∈ π R n + is a nonnegative matrix [4] . Schneider and Vidyasagar [21] show that a similar decomposition exists for any proper polyhedral cone: if K is proper and polyhedral in V , then Z (K) = span ({id V })−π (K).
The authors leave open the question of when such a decomposition exists. The answer is "almost never" [13] , but we do always have Z (K) = cl (span ({id V }) − π (K)) if we take the closure [21] .
