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Abstrakt
Pra´ce se zaby´va´ pokusem nale´zt r˚uzne´ prˇ´ıstupy k rˇesˇen´ı puzzle Eternity II. Je vysveˇtlen princip
puzzle a rozebra´na jeho slozˇitost. Mezi prˇ´ıstupy k rˇesˇen´ı patrˇ´ı backtracking, simulovane´ zˇ´ıha´n´ı
(simulated annealing), geneticke´ algoritmy a vyuzˇit´ı extern´ıch SAT solver˚u. Jednotlive´ algoritmy
jsou nejdrˇ´ıve prˇedstaveny v obecnosti a na´sledneˇ ve vztahu k Eternity II. Vsˇechny jsou rea´lneˇ
implementova´ny a jejich efektivita je zmeˇrˇena a zaznamena´na. Tyto vy´sledky jsou na konci pra´ce
porovna´ny. Pra´ce take´ obsahuje popis vyvinute´ho konvertoru pro forma´ty Simplify a Dimacs
CNF, jezˇ se da´ vyuzˇ´ıt pro rˇesˇen´ı libovolne´ho proble´mu pomoc´ı urcˇity´ch SAT solver˚u.
Abstract (in English)
A thesis is concerned with an attempt to find different approaches to solve the Eternity II
puzzle. The principle of the puzzle is described, as well as its complexity. The approaches include
a backtracking, a simulated annealing, genetic algorithms and use of external SAT solvers. Each
of them is presented at first in a general way, then in the Eternity II’s matter. All algorithms are
implemented and their efficiency has been measured and logged. The results are compared at
the end. The thesis also involves a description of a written Simplify and Dimacs CNF formats
convertor which can be used for solving any problem by certain SAT solvers.
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Toto je pra´ce zaby´vaj´ıc´ı se pokusem nale´zt r˚uzne´ zp˚usoby rˇesˇen´ı pro puzzle Eternity II a jejich
porovna´n´ı. Puzzle se skla´da´ z 256 cˇtvercovy´ch d´ılk˚u, kde kazˇda´ strana d´ılku ma´ urcˇity´ symbol
a poskla´dane´ puzzle mus´ı mı´t na vsˇech soused´ıc´ıch strana´ch stejne´ symboly. Puzzle je to tedy na
prvn´ı pohled velice jednoduche´ (ma´ minimum pravidel) a barevne´ — jesˇteˇ la´kaveˇjˇs´ı na neˇm vsˇak
je mozˇnost vy´hry dvou milion˚u dolar˚u. To vsˇak pouze v prˇ´ıpadeˇ, zˇe se ho cˇloveˇku podarˇ´ı vyrˇesˇit
jako prvn´ımu. Jelikozˇ vsˇak proble´m koketuje s NP-u´plnost´ı, nebude to azˇ tak jednoduche´.
V Kapitole 2 tato pra´ce pojedna´ o proble´mu samotne´m, cˇtena´rˇ jej pochop´ı a pokud jej
neoslov´ı barevne´ obra´zky, tak rozbor pocˇtu mozˇnost´ı cˇi podkapitola o NP-u´plnosti urcˇiteˇ ano.
Kapitola 3 naznacˇ´ı, co vsˇechno doka´zˇe naimplementovany´ program pro rˇesˇen´ı tohoto puzzle.
Prˇ´ıme´ ovla´da´n´ı v prˇ´ıkazove´ rˇa´dce vsˇak zat´ım z˚ustane zahaleno rousˇkou tajemstv´ı azˇ do Kapi-
toly 9.
Na´sleduj´ıc´ı kapitoly na´m jizˇ zacˇnou prˇedstavovat algoritmy rˇesˇen´ı proble´mu. Specificky´ al-
goritmus bude vzˇdy popsa´n nejdrˇ´ıve v obecnosti, bez na´vaznosti na Eternity II. Popis ve vztahu
k puzzle a na´hled na implementaci budou obsahem na´sleduj´ıc´ı podkapitoly. Posledn´ı podka-
pitola je veˇnova´na vy´sledk˚um konkre´tn´ı implementace algoritmu — tedy empiricke´mu meˇrˇen´ı
efektivity algoritmu.
Kapitola 4 je tedy veˇnova´na algoritmu backtrackingu, neboli rˇesˇen´ı hrubou silou, avsˇak
je vyuzˇito souvislost´ı k optimalizaci. Kapitola 5 se veˇnuje nedeterministicke´mu simulovane´mu
zˇ´ıha´n´ı, inspirovane´mu procesem zˇ´ıha´n´ı oceli. V nedeterministicˇnosti pokracˇuje i na´sleduj´ıc´ı Ka-
pitola 6, popisuj´ıc´ı geneticke´ algoritmy, inspirovane´ evolucˇn´ı biologi´ı. Kapitola 7 se k determi-
nisticˇnosti vrac´ı, avsˇak pro rˇesˇen´ı proble´mu vyuzˇijeme pomoci extern´ıch SAT solver˚u, rˇesˇicˇ˚u
logicky´ch formul´ı.
Vy´sledky vsˇech meˇrˇen´ı jsou shrnuty v Kapitole 8, mu˚zˇeme tedy porovnat jednotlive´ algoritmy




Tato kapitola pojedna´va´ o podstateˇ proble´mu nasˇeho puzzle — jaka´ pro neˇj plat´ı pravidla,
jak tato pravidla urcˇuj´ı pocˇet mozˇnost´ı rˇesˇen´ı (Podkapitola 2.1) a jak tento proble´m souvis´ı
s NP-u´plnost´ı (Podkapitola 2.2).
Puzzle Eternity II se skla´da´ z cˇtvercovy´ch d´ılk˚u, kde kazˇdy´ d´ılek ma´ na kazˇde´ straneˇ urcˇity´
symbol (viz Obra´zek 2.1). C´ılem je poskla´dat d´ılky k sobeˇ tak, zˇe doty´kaj´ıc´ı se strany d´ılk˚u
budou mı´t stejny´ symbol, prˇicˇemzˇ vy´sledny´ tvar poskla´dany´ch d´ılk˚u bude obdeln´ık s urcˇeny´mi
rozmeˇry (N ×M) a sˇedy´ symbol bude pra´veˇ na okraj´ıch onoho obdeln´ıku (viz Obra´zek 2.2).
Obra´zek 2.1: Dı´lek skla´danky
Obra´zek 2.2: Poskla´dane´ puzzle pro 36 d´ılk˚u s vyuzˇit´ım 6 mozˇny´ch symbol˚u (vymysˇleny´ prˇ´ıklad)
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V implementovane´m programu a take´ v te´to pra´ci jsou strany d´ılk˚u pojmenova´va´ny podle
sveˇtovy´ch stran (N — sever — horn´ı strana d´ılku, E — vy´chod — prava´ strana, S — jih —
spodn´ı strana,W — za´pad — leva´ strana). Vy´sledny´ obdeln´ıkovy´ tvar s rozmeˇryN×M nazveˇme
hrac´ı plochou. Pro oficia´ln´ı Eternity II puzzle plat´ı N = M = 16, pocˇet pouzˇity´ch symbol˚u je
zrˇejmeˇ 22 (toto je neoveˇrˇena´ informace, distributor o pocˇtu symbol˚u nikde neinformuje). Kromeˇ
toho je jesˇteˇ pro jeden konkre´tn´ı d´ılek urcˇena jedna konkre´tn´ı pozice na hrac´ı plosˇe. Velice
d˚ulezˇite´ je, zˇe d´ılky jsou rotovatelne´, viz Obra´zek 2.3.
Obra´zek 2.3: Rotovany´ d´ılek 2.1
2.1 Rozbor proble´mu
Zkusme si nejdrˇ´ıve neˇjak ohranicˇit slozˇitost proble´mu, at’ v´ıme, proti jak silne´mu neprˇ´ıteli
stoj´ıme. Pro plochu o rozmeˇru 1 × 1 s jedn´ım cely´m sˇedy´m d´ılkem nen´ı o cˇem prˇemy´sˇlet, ale
zvazˇme trochu rozumneˇjˇs´ı 2 × 2 s 4 d´ılky. I kdyby byl kromeˇ sˇede´ pouzˇit pouze jeden symbol,
mus´ıme jizˇ d´ılky rozmı´stit tak, aby byla pra´veˇ ona sˇeda´ pouze na okraj´ıch hrac´ı plochy. Je jedno,
na ktere´ pozici je ktery´ d´ılek, protozˇe vsˇechny maj´ı stejny´ obsah, avsˇak za´lezˇ´ı na rotac´ıch —
totizˇ kazˇdy´ d´ılek mu˚zˇe by´t rotova´n pouze jedn´ım ze cˇtyrˇech zp˚usob˚u (0◦, 90◦, 180◦, nebo 270◦)
— to ma´me jiny´mi slovy pro kazˇdy´ 1 spra´vne´ nastaven´ı ze 4 mozˇny´ch a celkoveˇ pro plochu tedy
1 spra´vne´ nastaven´ı z 4 · 4 · 4 · 4 = 256, cozˇ je prˇekvapiveˇ velke´ cˇ´ıslo.
Ono totizˇ nestacˇ´ı mozˇnosti nastaven´ı scˇ´ıtat, protozˇe my dana´ spra´vna´ nastaven´ı jednotlivy´ch
d´ılk˚u potrˇebujeme pro celou plochu soucˇasneˇ, aby byla cela´ plocha vskutku spra´vneˇ nastavena´
(jiny´mi slovy aby vyhovovala podmı´nka´m). Pod´ıvejme se na dva obra´zky n´ızˇe — jeden zachycuje
spra´vnou plochu, zde nen´ı moc rˇesˇit, soustrˇed’meˇ se na ten druhy´ — trˇi d´ılky jsou rotova´ny
spra´vneˇ (tedy jako 1 z 4 · 4 · 4 = 64 mozˇnost´ı rotac´ı te´to trojice), d´ılku vpravo nahorˇe zby´vaj´ı 4
mozˇnosti, ale je uplatneˇna nevhodna´.
Obra´zek 2.4: Spra´vna´ plocha Obra´zek 2.5: Chybna´ plocha
Situace se sta´va´ komplexneˇjˇs´ı a take´ komplikovaneˇjˇs´ı, pokud na stejneˇ velke´ plosˇe pouzˇijeme
symbol˚u v´ıce — vezmeˇme nyn´ı rovnou cˇtyrˇi. Kromeˇ sˇede´ na okraj´ıch budeme muset jizˇ pohl´ıdat
i pa´rova´n´ı symbol˚u. Zacˇneˇme od leve´ho horn´ıho rohu –– mu˚zˇeme dosadit libovolny´ d´ılek (kazˇdy´
je pro takto velkou plochu rohovy´) — mus´ıme ho vsˇak donastavit (zrotovat) pouze jednou ze
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cˇtyrˇech mozˇnost´ı. Na druhe´ pozici (tedy vpravo nahorˇe) jizˇ ovsˇem nemu˚zˇe by´t jaky´koliv d´ılek
–– dany´ d´ılek mus´ı mı´t na za´padn´ı straneˇ symbol shodny´ s vy´chodn´ım symbolem souseda, nav´ıc
prˇi dodrzˇen´ı spra´vne´ rotace! Ma´me tedy 4 mozˇnosti pro natocˇen´ı a vyb´ıra´me ze 3 d´ılk˚u. Spra´vneˇ
rˇecˇeno je to ale sp´ıˇse obra´ceneˇ — vyb´ıra´me ze 3 d´ılk˚u a u kazˇde´ho ma´me nav´ıc 4 mozˇnosti pro
natocˇen´ı — protozˇe ma´me k dispozici celkem 4 symboly, bude kazˇdy´ d´ılek odliˇsny´ od ktere´hokoliv
jine´ho (i kdybychom rotovali), a tedy ma´me pro druhou pozici 3 · 4 = 12 mozˇnost´ı nastaven´ı
(aneb jak jizˇ bude definitivneˇ na plosˇe d´ılek vypadat).
Obra´zek 2.6: Plocha 2× 2 se 4 symboly
Pro trˇet´ı pozici (vlevo dole) vyb´ıra´me jizˇ jen ze 2 d´ılk˚u — tud´ızˇ je zde 2 · 4 = 8 zby´vaj´ıc´ıch
mozˇny´ch nastaven´ı (nebo-li pokud na prvn´ı dveˇ pozice da´me libovolne´ dva d´ılky, zde je jizˇ
da´t nemu˚zˇeme — takto omezujeme mozˇnosti). Pro posledn´ı pozici — vpravo dole — na´m zbude
vzˇdy jizˇ jen jeden d´ılek, u neˇj tedy budeme uvazˇovat stejneˇ jako u prvn´ıho jenom ony 4 mozˇnosti
rotace.
A nakonec pro celou plochu tedy plat´ı: 4 · 12 · 8 · 4 = 1536 mozˇnost´ı nastaven´ı, z nichzˇ pouze
jedno jedine´ je spra´vne´. (Ono ve skutecˇnosti je v´ıce mozˇnost´ı nastaven´ı — pokud bychom brali
prvn´ı pozici takte´zˇ jako volnou a nechali do ni dosadit vsˇechny 4 d´ılky. Avsˇak toto je zcela
zbytecˇne´, protozˇe pokud na zacˇa´tku zvol´ıme jeden rohovy´ d´ılek pro jeden roh jako fixn´ı, jisteˇ je
to spra´vne´ nastaven´ı, protozˇe prˇ´ıpady, kdy by byl v jiny´ch roz´ıch, jsou pouze rotac´ı cele´ plochy.)
Nyn´ı si zkus´ıme prove´st takovy´to rozbor pro plochu se vsˇ´ım vsˇudy (tedy i nerohovy´mi okra-
jovy´mi d´ılky a vnitrˇn´ımi d´ılky), a to prˇedevsˇ´ım obecneˇ. Bude proto vhodne´ si jednotlive´ pozice
na plosˇe neˇjak oznacˇit, aby bylo pochopen´ı rychlejˇs´ı.
Obra´zek 2.7: Plocha 4× 4 se 6 symboly
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R1 O1 O2 R2
O8 V1 V2 O3
O7 V4 V3 O4
R4 O6 O5 R3
Tabulka 2.1: Oznacˇen´ı pozic na plosˇe 4× 4
R1 1 d´ılek, 4 rotace (Rotace budou vsˇude 4, kazˇdy´ d´ılek lze totizˇ tolikra´t natocˇit, my nemu˚zˇeme
veˇdeˇt, ktere´ natocˇen´ı bude vhodne´ do plochy. Proto v tomto seznamu nebudou rotace da´le
uva´deny.)
R2 3 d´ılky (zby´vaj´ıc´ı rohove´ d´ılky)
R3 2 d´ılky (zby´vaj´ıc´ı rohove´ d´ılky)
R4 1 d´ılek (posledn´ı rohovy´ d´ılek)
O1 8 d´ılk˚u (okrajove´ d´ılky)
O2 7 d´ılk˚u (zby´vaj´ıc´ı okrajove´ d´ılky)
...
O7 2 d´ılky (zby´vaj´ıc´ı okrajove´ d´ılky)
O8 1 d´ılek (posledn´ı okrajovy´ d´ılek)
V1 4 d´ılky (vnitrˇn´ı d´ılky)
V2 3 d´ılky (zby´vaj´ıc´ı vnitrˇn´ı d´ılky)
V3 2 d´ılky (zby´vaj´ıc´ı vnitrˇn´ı d´ılky)
V4 1 d´ılek (posledn´ı vnitrˇn´ı d´ılek)
Ze seznamu vy´sˇe lze intuitivneˇ vyvodit toto: rotace mu˚zˇeme vycˇlenit mimo, mozˇnost´ı rotac´ı
pro celou plochu je 4N ·M , kde N ×M je velikost plochy. Pro usporˇa´da´n´ı rohovy´ch d´ılk˚u je vzˇdy
1 · 3 · 2 · 1 = 6 mozˇnost´ı.
Okrajovy´ch d´ılk˚u je pode velikosti plochy (N−2)+(M−2)+(N−2)+(M−2) = 2N+2M−8 =
2 · (N +M − 4). A mozˇnost´ı pro usporˇa´da´n´ı teˇchto d´ılk˚u je (2 · (N +M − 4))!.
U vnitrˇn´ıch d´ılk˚u je situace podobna´ — jejich pocˇet je (N − 2) · (M − 2), mozˇnost´ı pro
usporˇa´da´n´ı je ((N − 2) · (M − 2))!.
Celkoveˇ ma´me tedy pro usporˇa´da´n´ı d´ılk˚u na plosˇe 6 · (2(N +M − 4))! · ((N − 2) · (M − 2))!
mozˇnost´ı. Pokud chceme mı´t fina´ln´ı vzorecˇek, tak prˇipocˇteme (resp. prˇina´sob´ıme) jesˇteˇ mozˇnosti
rotac´ı, tud´ızˇ vy´sledek je 6 · (2 · (N +M − 4))! · ((N − 2) · (M − 2))! · 4N ·M . Na´sleduje tabulka pro
neˇktere´ konkre´tn´ı velikosti plochy, kolik to tak mu˚zˇe by´t (vypocˇ´ıta´no v programu QtOctave
0.7.2). Jde videˇt, zˇe pocˇty mozˇnost´ı jsou velice vysoke´, ale toto jesˇteˇ nemus´ı nutneˇ znamenat,
zˇe proble´m je teˇzˇke´ vyrˇesˇit (cesta k rˇesˇen´ı mu˚zˇe by´t v kazˇde´m prˇ´ıpadeˇ lehka´).
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4× 4 2, 4937 · 1016
5× 5 1, 1742 · 1030
6× 6 1, 2404 · 1049
7× 7 7, 1756 · 1073
8× 8 4, 7123 · 10104
9× 9 6, 5051 · 10141
10× 10 3, 2191 · 10185
11× 11 9, 1445 · 10235
12× 12 2, 2722 · 10293
Tabulka 2.2: Pocˇty mozˇnost´ı nastaven´ı plochy pro r˚uzne´ velikosti
2.2 NP-u´plnost proble´mu
Ve cˇla´nku [1] byla doka´za´na NP-u´plnost proble´mu te´meˇrˇ shodne´ho s Eternity II. Proto je
tohoto d˚ukazu nyn´ı vyuzˇito.
Proble´m je NP-u´plny´, pokud je NP-teˇzˇky´ a za´rovenˇ na´lezˇ´ı do trˇ´ıdy NP. Proble´m Eternity II
zjevneˇ do trˇ´ıdy NP na´lezˇ´ı — polynomia´ln´ı nedeterministicky´ algoritmus by mohl snadno nede-
terministicky ,,uhodnout“ rozmı´steˇn´ı d´ılk˚u a pote´ oveˇrˇit, zda je toto rozmı´steˇn´ı korektn´ı. NP-
teˇzˇkost proble´mu je definova´na jako mozˇnost polynomia´lneˇ prˇeve´st jaky´koliv proble´m z trˇ´ıdy
NP na dany´ proble´m (podle [3, str. 261]). Proto doka´zˇe-li na´sˇ proble´m zako´dovat jizˇ oveˇrˇeny´
NP-teˇzˇky´ proble´m, je na´sˇ proble´m takte´zˇ NP-teˇzˇky´.
Pro prˇ´ıpad Eternity II pouzˇijme 3-partition problem, ktery´ je NP-u´plny´, tud´ızˇ NP-teˇzˇky´
a jeho podstata je na´sleduj´ıc´ı (podle [2]):
• Vstupem je mnozˇina prˇirozeny´ch cˇ´ısel S, ktera´ obsahuje n = 3·m prvk˚u, kdem je prˇirozene´
cˇ´ıslo.
• Ota´zka zn´ı, jake´ je rozdeˇlen´ı S do m trojic tak, aby kazˇdy´ prvek na´lezˇel pra´veˇ jedne´ trojici
a aby si soucˇty vsˇech trojic byly rovny.
• Takove´to sumy jsou rovny Σ = 3 ·B a proble´m z˚usta´va´ NP-u´plny´m i prˇi omezen´ı hodnot
prvk˚u na interval mezi B4 a
B
2 (cozˇ se na´m bude hodit).
Proto pokud vezmeme v potaz plochu jako na Obra´zku 2.8, kde kazˇdy´ z uzˇity´ch symbol˚u
(kromeˇ sˇede´ na okraji a modre´ a zelene´) je pouzˇit pra´veˇ pro jeden pa´r d´ılk˚u, tedy dana´ plocha
je pro tento prˇ´ıpad fixn´ı, neboli nejde jinak rozestavit, tak pote´ mu˚zˇeme na dosud nevyplneˇnou
cˇernou oblast plochy pohl´ızˇet jako na mı´sto pro zako´dova´n´ı 3-partition proble´mu.
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Obra´zek 2.8: Plocha s cˇernou d´ırou pro doka´za´n´ı NP-teˇzˇkosti
Obra´zek 2.9: Rˇa´dkova´ formace d´ılk˚u pro prvek z mnozˇiny S
Jednotlive´ prvky z mnozˇiny S necht’ jsou zako´dova´ny podle sve´ hodnoty tak, zˇe hodnota
urcˇuje novy´ unika´tn´ı symbol na plosˇe a existuje tolik d´ılk˚u s dany´m symbolem, zˇe jejich hori-
zonta´ln´ım spojen´ım vznikne rˇa´dek d´ılk˚u dlouhy´ stejneˇ jako je hodnota prvku. Prˇ´ıklad takove´ho
rˇa´dku lze videˇt na Obra´zku 2.9.
Tyto rˇa´dky mus´ı mı´t na horizontaln´ım okraji modrou barvu a na vertika´ln´ım zelenou. To
pote´ zarucˇuje, zˇe d´ılky budou moci by´ti uzˇity pouze dohromady ve formeˇ teˇchto rˇa´dk˚u a budou
moci by´ti do cˇerne´ oblasti plochy vkla´da´ny pouze horizonta´lneˇ.1 Proble´m tedy bude za´rovenˇ
proble´mem Eternity II a za´rovenˇ proble´mem usporˇa´da´n´ı rˇa´dk˚u tak, aby byla vyplneˇna cˇerna´
oblast plochy, jej´ızˇ sˇ´ıˇrka odpov´ıda´ konstantn´ı sumeˇ trojice Σ a jej´ızˇ vy´sˇka odpov´ıda´ pocˇtu trojic
m, cozˇ je 3-partition proble´m.2
3-partition proble´m je tedy prˇevoditelny´ do proble´mu Eternity II, a proble´m Eternity II je
tedy NP-teˇzˇky´. Jeho prˇ´ıslusˇnost k trˇ´ıdeˇ NP ho rˇad´ı nav´ıc i mezi NP-u´plne´ proble´my.
1Pokus vlozˇit je jiny´m zp˚usobem by vedl k porusˇen´ı pravidel puzzle ohledneˇ shodny´ch soused´ıc´ıch symbol˚u.









Tato kapitola ve strucˇnosti ukazuje mozˇnosti implementovane´ho programu, konkre´tn´ı
ovla´da´n´ı je popsa´no azˇ v Kapitole 9.
Jelikozˇ program vyzˇaduje jako vstup zada´n´ı urcˇite´ hrac´ı plochy (neboli d´ılky, ktere´ budou
k dispozici), obsahuje program genera´tor na´hodny´ch ploch, aby uzˇivatel nemusel vytva´rˇet sve´
vlastn´ı nebo si snad dokonce kupovat origina´l. Pro vytva´rˇene´ plochy je nutne´ zadat, jaky´ch
budou rozmeˇr˚u a z kolika mozˇnost´ı symbol˚u budou moci cˇerpat.
Prvn´ı implementovany´ zp˚usob rˇesˇen´ı je backtracking a lze u neˇj ovlivnit zp˚usob procha´zen´ı
plochy, porˇad´ı d´ılk˚u prˇi jejich vyb´ıra´n´ı a take´ lze aktivovat zp˚usob rˇesˇen´ı tzv. netrpeˇlivy´m
backtrackingem, kdy program da´va´ po urcˇite´ dobeˇ prˇednost na´hodne´mu rozha´zen´ı d´ılk˚u a startu
odznova prˇed dokoncˇen´ım aktua´ln´ıho prohleda´va´n´ı.
Druhy´m implementovany´m zp˚usobem je simulovane´ zˇ´ıha´n´ı (Simulated Annealing) — tento
zp˚usob nema´ volitelne´ parametry.
Trˇet´ı implementovany´ algoritmus je pseudogeneticky´ algoritmus, takte´zˇ bez parametr˚u.
Cˇtvrty´ je geneticky´ algoritmus — zde lze ovlivnit zp˚usob ko´dova´n´ı jedinc˚u, va´hu kladnou na
dodrzˇova´n´ı pravidel, nebo naopak na shodnost novy´ch d´ılk˚u s d´ılky ze zada´n´ı a pravdeˇpodobnost
mutac´ı.
Posledn´ım, pa´ty´m, implementovany´m postupem je vyuzˇit´ı extern´ıch SAT solver˚u. Lze ovliv-
nit, zda bude vytvorˇena´ logicka´ formule znegovana´, cˇi nikoli.
Pro kompletn´ı osˇetrˇen´ı rezˇie beˇhu extern´ıch SAT solver˚u, stejneˇ jako graficke´ zobrazova´n´ı





Tato kapitola pojedna´va´ o rˇesˇen´ı proble´mu backtrackingem, prohleda´va´n´ım vsˇech mozˇnost´ı
do hloubky. Podkapitola 4.1 popisuje tento princip v obecnosti, bez na´vaznosti na puzzle Eter-
nity II — tomuto je veˇnova´na Podkapitola 4.2. Podkapitola 4.3 se veˇnuje vy´sledk˚um backtrac-
kingu dosazˇeny´ch implementovany´m programem.
4.1 Backtracking v obecnosti
Kazˇdy´ NP-u´plny´ proble´m, resp. proble´m, ve ktere´m hleda´me spra´vne´ rˇesˇen´ı v ra´mci vsˇech
mozˇnost´ı, tedy v prostoru vsˇech mozˇny´ch kombinac´ı nastaven´ı urcˇite´ho sveˇta1, lze intuitivneˇ
rˇesˇit zkousˇen´ım oneˇch kombinac´ı. Tedy procha´z´ıme vsˇechna mozˇna´ nastaven´ı sveˇta a u kazˇde´ho
kontrolujeme, zda-li jsme nenasˇli nastaven´ı, ktere´ vyhovuje podmı´nka´m c´ıle. Tomuto zp˚usobu
se rˇ´ıka´ rˇesˇen´ı hrubou silou nebo te´zˇ rˇesˇen´ı backtrackingem.
Konkre´tneˇji postupujeme takto: nalezneme prvn´ı bod sveˇta, ktery´ tvorˇ´ı jeho r˚uznorodost.
Tedy takovy´ bod, jehozˇ stav ovlivnˇuje stav cele´ho sveˇta. Jestlizˇe nen´ı jiste´, ktery´ bod ve sveˇteˇ je
pro tento u´cˇel prvn´ı, mu˚zˇe by´t ktery´koliv, avsˇak je nutne´ prˇi na´sleduj´ıc´ım vy´beˇru bod˚u dodrzˇet
pravidlo, zˇe kazˇdy´ bod meˇn´ıc´ı stav sveˇta bude bra´n v potaz. Tomuto prvn´ımu bodu prˇiˇrad´ıme
prvn´ı mozˇnost nastaven´ı, prvn´ı stav. Opeˇt plat´ı, zˇe pokud neexistuje prˇirozene´ porˇad´ı stav˚u pro
bod, je mozˇne´ vyb´ırat stavy na´hodneˇ, avsˇak kazˇdy´ mus´ı by´t vyuzˇit.
Prˇi nastavene´m prvn´ım, resp. n-te´m, bodu sveˇta prˇejdeme k stavu druhe´mu, resp. n+1. U neˇj
postupujeme stejneˇ jako u bodu n-te´ho (z˚ustaneme nyn´ı jizˇ u obecne´ho porˇad´ı) — vybereme tedy
prvn´ı mozˇnost jeho stavu a zanorˇ´ıme se do stavu n+2. Takto postupujeme, dokud neprˇiˇrad´ıme
neˇjaky´ konkre´tn´ı stav i posledn´ımu rozhoduj´ıc´ımu bodu sveˇta. V tomto okamzˇiku jizˇ tedy ma´me
sestaven cely´ konkre´tn´ı sveˇt, jeho prvn´ı mozˇnost. Proveˇrˇ´ıme jej, jestli vyhovuje podmı´nka´m
c´ılove´ho sveˇta. V prˇ´ıpadeˇ pozitivn´ıho vyhodnocen´ı je cely´ proble´m vyrˇesˇen.
Pokud je vyhodnocen´ı negativn´ı, budeme se vracet nazpa´tek. Prˇiˇrad´ıme tedy posledn´ımu
bodu na´sleduj´ıc´ı mozˇny´ stav. Pokud jizˇ byly vsˇechny jeho stavy vycˇerpa´ny, vrac´ıme se nazpa´tek
k prˇedposledn´ımu bodu, mu prˇiˇrad´ıme na´sleduj´ıc´ı mozˇny´ stav a u posledn´ıho bodu prˇiˇrad´ıme
1Uvazˇujme sveˇt jako ,,prostor“ proble´mu — umozˇnˇuje vsˇechny jeho vlasnosti a projevy.
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prvn´ı mozˇny´ stav (protozˇe pro dane´ nastaven´ı prˇedchoz´ıch bod˚u je toto prvn´ı mozˇnost´ı). Obecneˇ
se vrac´ıme nazpa´tek tak dlouho, dokud jsou u konkre´tn´ıch bod˚u vsˇechny stavy jizˇ vypotrˇebova´ny.
Jestlizˇe se vrac´ıme nazpa´tek a dokonce i prvn´ı bod ma´ jizˇ vypotrˇebova´ny vsˇechny stavy, znamena´
to, zˇe jsme prosˇli vsˇemi stavy sveˇta, ale zˇa´dny´ prˇi kontrole nevyhovoval podmı´nka´m c´ıle, tud´ızˇ
zˇe rˇesˇen´ı neexistuje.
Tento zp˚usob hleda´n´ı rˇesˇen´ı vyuzˇ´ıva´ rekurze — to je ono zanorˇova´n´ı, prˇi ktere´m na kazˇde´
u´rovni pracujeme pouze s jedn´ım bodem a prova´d´ıme jej tak dlouho, dokud jsou neˇjake´ body
k dispozici. Tomuto zp˚usobu vyuzˇit´ı rekurze se konkre´tneˇ rˇ´ıka´ prohleda´va´n´ı do hloubky.
Pameˇt’ova´ slozˇitost tohoto algoritmu je polynomia´ln´ı (cˇasto linea´rn´ı — vyuzˇijeme pra´veˇ tolik
pameˇti, kolik bod˚u ma´ na´sˇ sveˇt). Cˇasova´ slozˇitost je exponencia´ln´ı — v zanorˇova´n´ı u kazˇde´ho
bodu provedeme tolik krok˚u, kolik ma´ mozˇny´ch stav˚u, a nav´ıc se v kazˇde´m tomto kroku zanorˇ´ıme
hloubeˇji, kde prova´d´ıme to same´. Kazˇdy´ konkre´tn´ı stav sveˇta projdeme a zkontrolujeme pra´veˇ
jednou.
4.2 Backtracking v Eternity II
Backtracking se v implementaci nale´za´ prˇedevsˇ´ım v souborech src/backtracking.*
(prˇedevsˇ´ım proto, zˇe se odvola´va´ i na jine´ funkce — ty pracuj´ıc´ı s d´ılky a plochou, viz
src/cards.* a src/area.*).
Sveˇtem je pro na´s hrac´ı plocha. Body sveˇta, ktere´ urcˇuj´ı jeho rozmanitost a vy´sledne´ vlas-
nosti, jsou jednotlive´ cˇtverecˇky na plosˇe. Nastaven´ım teˇchto bod˚u jsou d´ılky umı´steˇne´ na nich,
vcˇetneˇ jejich rotace. Takto obsa´hneme jakoukoliv mozˇnost rˇesˇen´ı a toto je tedy take´ podstatou
implementace backtrackingu v Eternity II.
Nejdrˇ´ıve je nacˇtena plocha zada´n´ı do programu. K ulozˇen´ı je vyuzˇito trojrozmeˇrne´ pole
integer˚u area, kde prvn´ı index urcˇuje rˇa´dek plochy, druhy´ sloupec a trˇet´ı (sveˇtovou) stranu d´ılku.
Hodnotou je pouzˇity´ symbol. Za´rovenˇ v prˇ´ıpadeˇ pouzˇiva´n´ı zafixovany´ch d´ılk˚u jsou tyto d´ılky
zkop´ırova´ny do pole area fixed card, toto vsˇak nen´ı prˇ´ıliˇs d˚ulezˇite´. Tento zp˚usob zpracova´n´ı
plochy je stejny´ pro vsˇechny postupy.
Na´sledneˇ jsou z area z´ıska´ny informace o vy´beˇru d´ılk˚u, ze ktere´ho budeme cˇerpat prˇi sesta-
vova´n´ı c´ılove´ plochy. Veˇc se ma´ takto: pokud ma´me obsazena´ pouze urcˇita´ pol´ıcˇka na plosˇe d´ılky
a vybereme si dalˇs´ı pol´ıcˇko pro dosazen´ı vhodne´ho d´ılku, ktere´ je jizˇ neˇktery´mi d´ılky obklopeno,
tak ma´me omezenou mozˇnost vy´beˇru vhodny´ch d´ılk˚u. Nejen faktem, zˇe jizˇ pouzˇite´ d´ılky vyuzˇ´ıt
nemu˚zˇeme, ale take´ strany d´ılku, ktere´ se budou doty´kat jizˇ dosazeny´ch d´ılk˚u, mus´ı obsahovat
symbol, ktery´ se bude se sousedem pa´rovat. Je-li toto omezen´ı vyuzˇito, prˇinese velikou u´sporu
cˇasu, protozˇe zabranˇuje rozv´ıjen´ı rekurze v prˇ´ıpadech nesmyslny´ch ploch — tedy takovy´ch, ktere´
k c´ıli urcˇiteˇ nevedou.
Proto existuje cˇtyrˇrozmeˇrne´ pole symbol cards, kde jednotlive´ indexy uda´vaj´ı v na´sleduj´ıc´ım
porˇad´ı: spodn´ı (jizˇn´ı) symbol souseda nahorˇe, levy´ (za´padn´ı) symbol souseda napravo, horn´ı
(severn´ı) symbol souseda dole a pravy´ (vy´chodn´ı) symbol souseda nalevo. Jiny´mi slovy uda´vaj´ı,
cˇemu mus´ı symboly dane´ho d´ılku vyhovovat, prˇicˇemzˇ je nutno uvazˇovat specia´ln´ı hodnotou
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i dosud nedosazeny´ symbol (tedy volnost vy´beˇru aktua´ln´ıho d´ılku) a nesmı´me opomenout ani
sˇedy´ symbol. Hodnotami pole jsou struktury t symbol card, ktere´ obsahuj´ı tyto informace:
rea´lny´ vzor d´ılku, pocˇet volny´ch d´ılk˚u s dany´m vzorem a odkaz na dalˇs´ı strukturu, odpov´ıdaj´ıc´ı
stejne´mu obecne´mu vzoru, urcˇene´mu indexy pole. Rea´lny´ vzor d´ılku se od vzoru urcˇene´mu indexy
pole liˇs´ı t´ım, zˇe vsˇechny jeho symboly mus´ı by´t urcˇite´ (ne hodnota pro nedosazeny´ symbol) —
to proto, zˇe zde se jizˇ odvola´va´me na konkre´tn´ı d´ılky. Toto take´ vysveˇtluje existenci odkazu na
dalˇs´ı strukturu — jednomu vzoru urcˇene´mu indexy pole, ve ktere´m se nacha´z´ı neurcˇeny´ symbol,
mu˚zˇe odpov´ıdat v´ıce vzor˚u konkre´tn´ıch. Pocˇet volny´ch d´ılk˚u prˇina´sˇ´ı dalˇs´ı u´sporu cˇasu — jestlizˇe
na urcˇitou pozici plochy dosad´ıme konkre´tn´ı d´ılek A nebo B, prˇicˇemzˇ oba maj´ı stejne´ vzory, je
jedno — ale zkousˇet oboj´ı zvla´sˇt’ v backtrackingu prˇi rekurzivn´ım zanorˇova´n´ı by prˇidalo urcˇity´
cˇas nav´ıc, viz Log A.2.
Pole symbol cards je tedy doplneˇno beˇhem procha´zen´ı vsˇech d´ılk˚u plochy, prˇicˇemzˇ kazˇdy´
konkre´tn´ı d´ılek je do neˇj vlozˇena 4×— kazˇda´ rotace zvla´sˇt’ — bez tohoto bychom nebyli schopni
na´sledneˇ pole vyuzˇ´ıt rozumny´m zp˚usobem. Je zbytecˇne´ prˇi samotne´m backtrackingu neusta´le
dokola rotovat ty same´ d´ılky, kdyzˇ tuto operaci mu˚zˇeme vykonat jizˇ nyn´ı a to pouze jednou (tedy
dalˇs´ı u´spora cˇasu). Prˇi tomto je ale trˇeba mı´t na mysli, zˇe pocˇet volny´ch d´ılk˚u dane´ho vzoru
je tedy hodnotou spolecˇnou cˇtyrˇem konkre´tn´ım rotovany´m vzor˚um, a proto je tato hodnota
ulozˇena v pameˇti jen jednou a struktura vzoru d´ılku se na ni pouze odvola´va´ ukazatelem.
Na´sledneˇ je v programu nutno ujasnit, jaky´m zp˚usobem budeme plochu procha´zet — jaky´m
zp˚usobem budeme hledat ony body sveˇta. Existuje proto jednorozmeˇrne´ pole steps, kde hodno-
tami jsou struktury uda´vaj´ıc´ı rˇa´dek a sloupec plochy. Index pole uda´va´ porˇad´ı. V implementaci
ma´me na vy´beˇr z rˇa´dkove´ho, sˇikme´ho a spira´lovite´ho setrˇ´ıdeˇn´ı pol´ıcˇek plochy. V kazˇde´m setrˇ´ıdeˇn´ı
jsou vsˇak privilegova´na nejdrˇ´ıve rohova´ pol´ıcˇka a pote´ ostatn´ı okrajova´ — to kv˚uli faktu, zˇe d´ılky
do teˇchto pol´ıcˇek se vyb´ıraj´ı z teˇch obsahuj´ıc´ıch dva, resp. jeden sˇedy´ symbol. Kdyzˇ totizˇ pote´ prˇi
backtrackingu nejdrˇ´ıve vytvorˇ´ıme okraj plochy, budou jizˇ vsˇechny d´ılky obsahuj´ıc´ı sˇede´ symboly
pouzˇity a nebudou zkousˇeny uvnitrˇ plochy, kde podle pravidel by´t nemohou, a dosa´hneme tak
dalˇs´ı u´spory cˇasu.
Samotny´ backtracking prob´ıha´ na´sledovneˇ:
1. Pokud jsme se dostali zat´ım nejda´le (tedy nejv´ıce dosazˇeny´ch d´ılk˚u), ulozˇ´ıme plochu do
souboru area backtrack temp.area.
2. V prˇ´ıpadeˇ netrpeˇlive´ho backtrackingu2 oveˇrˇ´ıme, zda-li mı´ra trpeˇlivosti jizˇ neprˇetekla
a nema´me zacˇ´ıt odznova, nebo-li jestli ma´me na´hodneˇ rozha´zet d´ılky a zacˇ´ıt s backtrac-
kingem od prvn´ı pozice.
3. Jinak podle fa´ze backtrackingu pozna´me, jestli nema´me pracovat s fixn´ım d´ılkem (prˇ´ıpadneˇ
s ktery´m) — ten dosad´ıme a pro kazˇdou jeho rotaci se zanorˇujeme hloubeˇji do rekurze.
2Takovy´to backtracking neprohleda´va´ vsˇechny mozˇnosti — da´va´ prˇednost po uplynut´ı cˇasove´ho (cˇi krokove´ho)
limitu na´hodne´mu promı´cha´n´ı vstupn´ıch prvk˚u ve snaze prˇibl´ızˇit idea´ln´ı vyhleda´vac´ı veˇtev co nejbl´ızˇe zacˇa´tku
prohleda´va´n´ı.
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4. Jinak otestujeme, zda-li se na´m jizˇ nepodarˇilo vsˇechny d´ılky dosadit — pokud ano, tak
ma´me vyhra´no, backtracking totizˇ neusta´le dodrzˇoval pravidla, vy´sledna´ plocha je tud´ızˇ
korektn´ı. Takova´ plocha je ulozˇena do souboru area backtrack result.area a backtrac-
king je ukoncˇen.
5. Jinak podle pozice, pro kterou zrovna dosazujeme d´ılky, zjist´ıme vzor, ktere´mu mus´ı do-
sazovane´ d´ılky vyhovovat. Jej vyuzˇijeme jako cˇtyrˇrozmeˇrny´ index pro nalezen´ı prvn´ıho
vhodne´ho d´ılku v prˇedem prˇipravene´m poli symbol cards. Kazˇdy´ volny´ d´ılek postupneˇ ob-
sad´ıme na danou pozici a sestoup´ıme hloubeˇji v rekurzi. Je zde mozˇnost vyuzˇ´ıt na´hodne´ho
porˇad´ı vyb´ıra´n´ı d´ılk˚u ze symbol cards (tedy zˇe se pro dany´ obecny´ vzor na r˚uzny´ch po-
zic´ıch nebudou zkousˇet d´ılky vzˇdy ve stejne´m porˇad´ı).
4.3 Vy´sledky backtrackingu pro Eternity II
Experimenta´lneˇ se jako nejefektivneˇjˇs´ı jev´ı procha´zet plochu spira´loviteˇ. Vyuzˇit´ı netrpeˇlive´ho
backtrackingu cˇi na´hodne´ho vyb´ıra´n´ı d´ılk˚u se jako efektivn´ı nejev´ı. Existuj´ı celkem trˇi statistiky
experiment˚u pro backtracking — Log A.1, Log A.2 a Log A.7 — logy jsou obsazˇeny v prˇ´ıloze
te´to pra´ce a kop´ıruj´ı obsahy soubor˚u results/*.html, ty vsˇak nav´ıc obsahuj´ı odkazy na jak
vstupn´ı, tak origina´ln´ı plochy, pro ktere´ byly experimenty prova´deˇny.
Podle vy´sledk˚u je program naprˇ´ıklad schopen vyrˇesˇit plochu 4× 4× 4 i 6× 6× 6 na odente-
rova´n´ı, ale oficia´ln´ı plocha 16× 16 je beznadeˇjna´, jelikozˇ jizˇ v rˇesˇen´ı ploch 8× 8× 8 a 9× 9× 9
existuje rˇa´doveˇ podstatny´ cˇasovy´ rozd´ıl — pa´r sekund versus neˇkolik minut azˇ hodina, a to nav´ıc




Tato kapitola pojedna´va´ o principu rˇesˇen´ı prohleda´vac´ıch proble´mu˚ pomoc´ı Simulated Anne-
aling, nedeterministicke´ho algoritmu inspirovane´ho pr˚umyslovy´m procesem zˇ´ıha´n´ı oceli. Podka-
pitola 5.1 vysveˇtluje princip v obecnosti, Podkapitola 5.2 je veˇnova´na implementaci pro proble´m
Eternity II. Podkapitola 5.3 shrnuje vy´sledky experiment˚u s touto implementac´ı.
5.1 Simulated Annealing v obecnosti
Simulated Annealing (simulovane´ zˇ´ıha´n´ı) simuluje proces kontrolovane´ho zˇ´ıha´n´ı oceli, kdy je
usilova´no o sn´ızˇen´ı vnitrˇn´ı energie oceli, ktera´zˇto reflektuje stav jej´ıho struktura´ln´ıho usporˇa´da´n´ı,
nebo-li kvalitu oceli. Na zacˇa´tku procesu je ocel rozehrˇa´ta na vysokou teplotu, prˇicˇemzˇ cˇ´ım vysˇsˇ´ı
teplota je, t´ım v´ıce se struktura oceli meˇn´ı (tepelna´ energie je zuzˇitkova´na pohybem atomu˚).
Na´sledneˇ je teplota snizˇova´na, cˇ´ımzˇ se pohyby atomu˚ zpomaluj´ı a struktura oceli se ustaluje.
Jelikozˇ atomy se prˇirozeneˇ prˇesouvaj´ı do pozic s nizˇsˇ´ı vnitrˇn´ı energi´ı, nebo-li dosta´vaj´ı se z pozic
semknuteˇjˇs´ıch do pozic volneˇjˇs´ıch, cˇehozˇ je jim doprˇa´no pra´veˇ onou potrˇebnou vysokou energi´ı,
celkova´ vnitrˇn´ı energie teˇlesa oceli klesa´. Na konci procesu je tedy ocel ucˇineˇna kvalitneˇjˇs´ı, avsˇak
nemus´ı to by´t skutecˇne´ optimum, nebot’ kroky restrukturilizace vedou ve veˇtsˇineˇ prˇ´ıpad˚u ke
stav˚um prˇ´ıbuzny´m aktua´ln´ımu stavu a za´rovenˇ kvalitneˇjˇs´ım, nikoliv vsˇak nutneˇ nejkvalitneˇjˇs´ım.
Proces zˇ´ıha´n´ı oceli tedy nen´ı cˇasoveˇ omezen, v prˇ´ıpadeˇ nespokojenosti s kvalitou se da´ teplota
opakovaneˇ zvysˇovat a opeˇt necha´vat klesat, cozˇ zvysˇuje pravdeˇpodobnost, zˇe se kvalita oceli
zvedne, vnitrˇn´ı energie sn´ızˇ´ı. Vy´sledek procesu tud´ızˇ nen´ı nutneˇ optima´ln´ı, a deterministicky
prˇedpoveˇditelny´ jizˇ v˚ubec ne.
V informaticke´m pojet´ı je ocel´ı stav sveˇta, zna´my´ jizˇ z backtrackingu. Atomy oceli jsou
prvky sveˇta. Vnitrˇn´ı energie je obra´cenou hodnotou kvality sveˇta, cˇili bl´ızˇ´ı se k nule t´ım v´ıce,
cˇ´ım bl´ızˇe je nastaven´ı sveˇta podmı´nka´m sveˇta c´ılove´ho. Tato energie se da´ urcˇit s prˇihle´dnut´ım
ke kvalita´m jednotlivy´ch prvk˚u sveˇta, atomu˚ oceli. Na zacˇa´tku procesu simulovane´ho zˇ´ıha´n´ı je
na´hodneˇ zvolen prvn´ı stav, resp. k zˇ´ıha´n´ı je prˇipravena ocel nevalne´ kvality. Dokud nen´ı dosazˇena
pozˇadovana´ kvalita nebo naprˇ. nen´ı prˇekrocˇen maxima´ln´ı prˇ´ıpustny´ pocˇet krok˚u zˇ´ıha´n´ı, je ocel
zˇ´ıha´na. K tomu docha´z´ı urcˇen´ım na´hodne´ho stavu sveˇta, ktery´ je prˇ´ıbuzny´ aktua´ln´ımu stavu.
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Jestlizˇe je jeho kvalita, jeho vnitrˇn´ı energie, mensˇ´ı, tud´ızˇ vy´hodneˇjˇs´ı, nezˇ aktua´ln´ı, stav sveˇta se
skutecˇneˇ na takovy´to zmeˇn´ı. Pokud je nova´ kvalita horsˇ´ı, nemus´ı by´t takovy´to stav sveˇta nutneˇ
zahozen, je mozˇne´ do neˇj prˇej´ıt, ale jen s urcˇitou pravdeˇpodobnost´ı, vypocˇ´ıtanou na za´kladeˇ
stare´ kvality, nove´ kvality a naprˇ´ıklad teploty nebo kroku zˇ´ıha´n´ı.
Vylepsˇen´ım mu˚zˇe by´t pamatova´n´ı si zat´ım nejlepsˇ´ıho stavu, protozˇe vracen´ım se do stav˚u
s horsˇ´ı kvalitou se sice mu˚zˇeme vyhy´bat stagnace v loka´ln´ıch optimech, ale za´rovenˇ se na´m jizˇ
lepsˇ´ı stav nemus´ı podarˇit naj´ıt.
Pameˇt’ova´ slozˇitost algoritmu je linea´rn´ı — pameˇt’i budeme potrˇebovat tolik, jak je na´sˇ
sveˇt veliky´. Cˇasova´ urcˇitelna´ nen´ı, nebot’ algoritmus nen´ı deterministicky´ — d´ıky vyuzˇ´ıva´n´ı
na´hody prˇi sestavova´n´ı novy´ch stav˚u a rozhodova´n´ı o prˇijet´ı me´neˇ kvalitneˇjˇs´ıch stav˚u. (Cˇasova´)
efektivnost je tedy hodnocena experimenta´lneˇ empiricky.
Simulated Annealing bylo nastudova´no podle [4] a [5].
5.2 Simulated Annealing v Eternity II
Ja´dro implementace je umı´steˇno v souborech src/annealing.*. Po nacˇten´ı plochy zada´n´ı
area.area jakozˇto oceli je spocˇ´ıta´na jej´ı vnitrˇn´ı energie a tato plocha a energie jsou ulozˇeny jako
zat´ım nejlepsˇ´ı a take´ posledn´ı. Urcˇova´n´ı energie funguje takto: pro kazˇdy´ d´ılek jsou spocˇteny
penalizacˇn´ı body za porusˇova´n´ı pravidel, kde je po jednom bodu za neshodu se sousedem cˇi
nesˇedy´ symbol na neokrajove´ pozici. Celkova´ energie plochy je sumou jednotlivy´ch penalizac´ı.
Prˇi pra´ci s fixn´ımi d´ılky docha´z´ı prˇi nedodrzˇen´ı kazˇde´ jednotlive´ pozice k penalizaci ve formeˇ
zdvouna´soben´ı celkove´ energie.
Dokud je vnitrˇn´ı energie veˇtsˇ´ı nezˇ nula, nebo-li v plosˇe existuj´ı spory proti pravidl˚um, a je
tedy co zlepsˇovat, protozˇe jsme zat´ım nedosa´hli c´ılove´ plochy, kona´me na´sleduj´ıc´ı:
1. Z´ıska´me plochu sousedn´ı/bl´ızkou aktua´ln´ı. Toho je dosazˇeno bud’to na´hodnou rotac´ı
na´hodne´ho d´ılku nebo prohozen´ım dvou na´hodny´ch soused´ıc´ıch d´ılk˚u.
2. Nove´ plosˇe/oceli je spocˇtena energie.
3. Pokud je nova´ energie zat´ım nejlepsˇ´ı (cˇili nejnizˇsˇ´ı), je prˇesun do nove´ho stavu zachova´n
a nova´ plocha a energie jsou ulozˇeny jako nejlepsˇ´ı.
4. Pokud nen´ı nova´ energie tak n´ızka´, je prˇesun do nove´ho stavu zachova´n podle pozitivn´ıho
vy´sledku na´hody urcˇene´ nerovnic´ı e
es−en
t > r, kde es je stara´ energie, en nova´ energie, t
aktua´ln´ı teplota a r na´hodne´ rea´lne´ cˇ´ıslo v intervalu < 0, 1 >. Teplota je urcˇena podle
kroku zˇ´ıha´n´ı jako 10
7
(k mod 107)+1
, kde k je krok, cˇili v periodicky se opakuj´ıc´ıch klesa´n´ıch
neprˇ´ıme´ u´meˇrnosti od 107 k 1. Konstanty i cele´ho zp˚usobu vy´pocˇtu teploty bylo dosazˇeno
experimenty, jejich vy´sledky jsou zachyceny v Logu A.3.
V pr˚ubeˇhu algoritmu jsou doposud nejlepsˇ´ı plochy ukla´da´ny jako area anneal temp.area,
na konci je c´ılova´ plocha ulozˇena do area anneal result.area.
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5.3 Vy´sledky Simulated Annealing pro Eternity II
Statistiky experiment˚u se simulovany´m zˇ´ıha´n´ım jsou zachyceny v Logu A.3 a Logu A.6.
V implementaci SA lze v podstateˇ ovlivnit trˇi veˇci — vy´beˇr nejblizˇsˇ´ıho stavu, vy´pocˇet ener-
gie a urcˇova´n´ı teploty. Prvn´ı dveˇ veˇci byly zvoleny intuitivneˇ, nebyl jsem si veˇdom pro dany´
proble´m principia´lneˇ odliˇsne´ho postupu. Nejefektivneˇjˇs´ı vy´pocˇet teploty byl urcˇen experimenty,
kdy naprˇ´ıklad pro plochu 4× 4× 4 byla vy´sledna´ plocha nalezena pr˚umeˇrneˇ beˇhem p˚ul minuty
azˇ minuty — viz Log A.3.
Podle Logu A.6 je vsˇak tato velikost plochy maxima´ln´ı prˇ´ıpustna´ pro prakticke´ rˇesˇen´ı —




Tato kapitola popisuje geneticke´ algoritmy, nedeterministicke´ algoritmy inspirovane´ evolucˇn´ı
teori´ı. Podkapitola 6.1 prˇedstav´ı princip v obecnosti, bez na´vaznosti na nasˇe puzzle. Pro neˇj vsˇak
vznikly rovnou dveˇ implementace, proto jsou popsa´ny oddeˇleneˇ. Prvn´ı implementaci — ,,pseu-
dogeneticky´ algoritmus“ popisuje Podkapitola 6.2, jej´ı vy´sledky Podkapitola 6.3. Implementaci
v´ıce se bl´ızˇ´ıc´ı principu geneticky´ch algoritmu˚ pak popisuje Podkapitola 6.4, jej´ım vy´sledk˚um se
veˇnuje Podkapitola 6.5.
6.1 Geneticke´ algoritmy v obecnosti
V prˇ´ırodeˇ se da´ pro algoritmy hledat inspirace i v organicke´ oblasti, jako je tomu naprˇ´ıklad
u geneticky´ch algoritmu˚ inspirovany´ch evolucˇn´ı biologi´ı. Informaticky se daj´ı GA popsat
na´sledovneˇ:
Meˇjme populaci jedinc˚u, kde kazˇdy´ jedinec je svy´m zp˚usobem souhrnem urcˇity´ch vlastnost´ı
— gen˚u. Populace obsahuje v urcˇity´ cˇas urcˇity´ pocˇet jedinc˚u, toto znacˇ´ıme generac´ı. Jedinou
cˇinnost´ı, ktera´ se opakovaneˇ odehra´va´, je rozmnozˇova´n´ı — tvorˇen´ı potomstva, dalˇs´ı generace. Je
to da´no u´cˇelem — jedinci pomoc´ı svy´ch gen˚u prˇedstavuj´ı, resp. ko´duj´ı, zp˚usob rˇesˇen´ı urcˇite´ho
proble´mu, tato rˇesˇen´ı mohou by´t r˚uzneˇ kvalitn´ı a my chceme nale´zt to nejlepsˇ´ı rˇesˇen´ı, pokud
mozˇno to nejlepsˇ´ı mozˇne´. Nechceme tedy, aby jedinci neˇco konali, pouze hleda´me toho nejlepsˇ´ıho,
protozˇe on samotny´ je rˇesˇen´ım proble´mu, anizˇ by o tom vlastneˇ veˇdeˇl.
Populace necht’ je tedy naz´ıra´na jako souhrn v´ıcero mozˇny´ch rˇesˇen´ı proble´mu, ktery´ chceme
opakovanou procedurou — rozmnozˇova´n´ım — dostat do takove´ho stavu, aby v prˇijatelne´m cˇase
obsahoval jedince, ktery´ na´m bude zcela vyhovovat, cˇi se alesponˇ k nasˇim pozˇadavk˚um prˇijatelneˇ
prˇibl´ızˇ´ı. Procedura prob´ıha´ takto:
1. Spocˇ´ıta´me kvality jedinc˚u na za´kladeˇ jejich gen˚u. Pokud je neˇktera´ kvalita dostacˇuj´ıc´ı,
pokracˇova´n´ı nema´ smysl.
2. Vybereme jedince, kterˇ´ı postoup´ı do dalˇs´ı generace nebo se stanou rodicˇi jedinc˚u na´sleduj´ıc´ı
generace. Tato akce se nazy´va´ selekce.
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3. Na´sleduje krˇ´ıˇzen´ı — geny postupivsˇ´ıch jedinc˚u jsou smı´cha´ny, aby takto vytvorˇily nove´
jedince, kterˇ´ı bud’to automaticky postoup´ı do nove´ generace, nebo postoup´ı kvalitneˇjˇs´ı
z rodicˇ˚u, nebo potomk˚u — za´lezˇ´ı na implementaci, mu˚zˇe take´ za´viset na na´hodeˇ, protozˇe
obecneˇ vzato na´hoda hraje v ne zcela deterministicky´ch algoritmech, jaky´mi GA jsou,
velikou roli, ne vsˇak vzˇdy pozitivn´ı — za´lezˇ´ı na vyladeˇn´ı jednotlivy´ch na´hod a postup˚u,
ale toto je jizˇ ota´zkou implementace.
4. Pro neopakova´n´ı neusta´le stejny´ch cˇi velice podobny´ch gen˚u, v d˚usledku tedy i jedinc˚u
a populac´ı, a mozˇne´ obohacen´ı slouzˇ´ı mutace, ktera´ meˇn´ı na´hodne´ geny cˇi jejich cˇa´sti
na´hodny´ch jedinc˚u.
Prˇi selekci se da´ vyb´ırat podle kvality ty nejlepsˇ´ı jedince nebo trˇeba vybra´n´ım vzˇdy toho
kvalitneˇjˇs´ıho ze dvou na´hodny´ch. Existuj´ı i propracovaneˇjˇs´ı metody (co do slozˇitosti), naprˇ´ıklad
va´zˇena´ ruleta, kdy docha´z´ı k na´hodny´m losova´n´ım z jedinc˚u, kde pravdeˇpodobnost jedince ke
zvolen´ı je t´ım veˇtsˇ´ı, cˇ´ım v´ıc je kvalitn´ı v˚ucˇi ostatn´ım.
Krˇ´ızˇen´ı jedinci mohou mı´t geny naprˇ´ıklad polovinu po prvn´ım rodicˇi, polovinu po druhe´m
nebo v´ıce na´hodile, prˇ´ıpadneˇ i z v´ıce rodicˇ˚u.
Obecny´ princip GA je nastudova´n podle [6] a [7].
6.2 Pseudogeneticky´ algoritmus v Eternity II
Prvn´ı implementace ,,geneticky´ch algoritmu˚“ je geneticky´mi algoritmy sp´ıˇse jen inspiro-
vana´, jej´ı ja´dro se nacha´z´ı v souborech src/pseudognt.*. Prˇi inicializaci dojde k nacˇten´ı plo-
chy zada´n´ı a spocˇ´ıta´n´ı cˇetnosti d´ılk˚u podle jejich symbol˚u (a to pro vsˇechny rotace d´ılk˚u) —
v cˇtyrˇrozmeˇrne´m integerove´m poli typu cards count t je podle index˚u uda´vaj´ıch symbol na
dane´ straneˇ (v klasicke´m porˇad´ı N –E–S–W ) ulozˇena ona cˇetnost pro d´ılky maj´ıc´ı dany´ vzor.
Na´sledneˇ je vygenerova´na nova´, na´hodna´ plocha a je j´ı takte´zˇ spocˇtena cˇetnost d´ılk˚u, cˇehozˇ
je bezprostrˇedneˇ vyuzˇito prˇi urcˇova´n´ı kvality one´ nove´ plochy. Kazˇde´mu jednotlive´mu d´ılku je
urcˇena kvalita, jako soucˇet kvality za p˚uvod a za vhodnost1 na dane´ pozici (tato je vsˇak v im-
plementaci zbytecˇna´, protozˇe plocha v kazˇde´m okamzˇiku vyhovuje pravidl˚um, a proto je rea´lneˇ
uvazˇova´na pouze kvalita za p˚uvod). Pokud d´ılek nove´ plochy nen´ı obsazˇen v rozha´zene´ plosˇe
zada´n´ı, cozˇ se zjist´ı jednodusˇe porovna´n´ım prˇ´ıslusˇny´ch hodnot v pol´ıch typu cards count t, je
jeho kvalita za p˚uvod nulova´. Maxima´ln´ı (1,0) kvalitu ma´ v prˇ´ıpadeˇ, zˇe d´ılek maj´ıc´ı dany´ vzor
je v zada´n´ı take´ obsazˇen, a to nejvy´sˇe v pocˇtu ekvivalentn´ımu pocˇtu z nove´ plochy. Pokud je
v nyneˇjˇs´ı plosˇe d´ılk˚u s dany´m vzorem v´ıce nezˇ v origina´le, nen´ı to zrovna zˇa´dany´ stav, proto
bude kvalita p˚uvodu rovna pppn , kde pp je p˚uvodn´ı pocˇet a pn novy´ pocˇet. Celkova´ kvalita plochy
je pr˚umeˇrem kvalit jednotlivy´ch d´ılk˚u, pohybuje se v rozmez´ı < 0, 1 >.
1Kvalita za p˚uvod znacˇ´ı shodnost se zadany´mi d´ılky, kvalita za vhodnost vystihuje dodrzˇova´n´ı pravidel puzzle
(stejne´ symboly na sousedn´ıch strana´ch).
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Prˇi pra´ci s fixn´ımi d´ılky docha´z´ı prˇi nedodrzˇen´ı kazˇde´ jednotlive´ pozice k penalizaci ve formeˇ
jednak vynulova´n´ı kvality d´ılku na dane´ pozici a jednak sn´ızˇen´ı hodnoty celkove´ kvality na
polovinu.
Dokud nen´ı kvalita rovna 1,0, pokousˇ´ıme se populaci vylepsˇit — pokud pro kazˇdou
d´ılek prˇeva´zˇ´ı na´hoda nad kvalitou, pokus´ıme se dany´ d´ılek vylepsˇit (proto je tedy veˇtsˇ´ı
pravdeˇpodobnost zmeˇny u me´neˇ kvalitn´ıch d´ılk˚u). K vylepsˇova´n´ı docha´z´ı pro kazˇdou stranu
d´ılku zvla´sˇt’ — u okrajovy´ch stran je sˇeda´ barva nutnost´ı (pokud nechceme porusˇit pravidla),
jinak za´lezˇ´ı na na´hodeˇ — pokud opeˇt na´hoda prˇeva´zˇ´ı nad kvalitou2, nyn´ı ovsˇem sousedn´ıho
d´ılku, jsou zmeˇneˇny doty´kaj´ıc´ı se strany na na´hodny´ symbol, jinak je symbol zkop´ırova´n od
onoho sousedn´ıho d´ılku (tedy v nyneˇjˇs´ı implementaci, kdy neusta´le dodrzˇujeme pravidla, tote´zˇ
co nezmeˇneˇn). Ke kontrole kvality sousedn´ıch d´ılk˚u docha´z´ı z d˚uvodu nevole meˇnit kvalitn´ı d´ılky.
Po pokusu vylepsˇit populaci (ktera´ v te´to implementaci znamena´ hrac´ı plochu, kde jedinci
jsou d´ılky, kterˇ´ı vsˇak zastupuj´ı rˇesˇen´ı proble´mu vzˇdy pouze z cˇa´sti, nen´ı to plneˇ terminologie GA)
aktualizujeme kvality a v prˇ´ıpadeˇ zat´ım nejvysˇsˇ´ı kvality je aktua´ln´ı plocha vypsa´na a ulozˇena do
souboru area pseudognt temp.area. Takto pokracˇujeme, dokud nedosa´hneme c´ıle — plochy,
ktera´ jednak splnˇuje pravidla hry (cozˇ je v te´to implementaci automaticke´) a za´rovenˇ vycha´z´ı
plneˇ z d´ılk˚u zada´n´ı. Takova´to plocha je ulozˇena do area pseudognt result.area.
Implementace nav´ıc obsahuje kontrolu stagnace — pokud se kvalita plochy po urcˇity´ pocˇet
krok˚u pohybuje v male´m rozmez´ı, zrˇejmeˇ jsme uva´zli na mrtve´m bodeˇ, proto je plosˇe mı´rneˇ
pomozˇeno — urcˇity´ zlomek d´ılk˚u je zmeˇneˇn na na´hodne´ d´ılky (prˇicˇemzˇ jsou zmeˇneˇny vzˇdy
i sousedn´ı symboly, aby nedosˇlo k porusˇen´ı pravidel).
6.3 Vy´sledky pseudogeneticke´ho algoritmu pro Eternity II
Na za´kladeˇ provedeny´ch meˇrˇen´ı, ktera´ jsou zdokumentova´na v Logu A.5, lze vycˇ´ıst, zˇe pseu-
dogeneticky´ algoritmus je prakticky rychly´ pro plochy do velikosti 4 × 4 × 4 vcˇetneˇ — rˇesˇen´ı
je nalezeno v rˇa´du sekund. Pote´ docha´z´ı k vy´razne´mu na´r˚ustu potrˇebne´ho cˇasu, kdy nalezen´ı
rˇesˇen´ı pro plochu 5 × 5 × 5 je ota´zkou hodin, azˇ k nezna´me´mu cˇasu prˇesahuj´ıc´ımu jeden den
potrˇebne´mu pro plochu 6× 6× 6.
6.4 Geneticky´ algoritmus v Eternity II
Co do objemu zdrojovy´ch ko´d˚u a pocˇtu r˚uzny´ch operac´ı je o dost veˇtsˇ´ı implementace oprav-
dove´ho GA, umı´steˇna´ v src/genetics.*. Inicializace prob´ıha´ stejneˇ — je nacˇtena plocha zada´n´ı
a spocˇtena cˇetnost d´ılk˚u podle jejich symbol˚u, stejny´m zp˚usobem. Nyn´ı vsˇak nebudeme pracovat
s hrac´ı plochou, nebudeme upravovat ji, ale budeme pracovat s jizˇ opravdovou populac´ı obsa-
huj´ıc´ı jedince, jezˇ budou pouze ko´dovat obsah hrac´ı plochy — proto existuje typ t string, ktery´
je polem boolean hodnot a ko´duje hrac´ı plochu, obecneˇ by mohl ko´dovat jaky´koliv proble´m. Typ
2Neboli ze stejne´ho intervalu, jako ma´ kvalita, je vylosova´no na´hodne´ cˇ´ıslo a na´sledneˇ je toto cˇ´ıslo porovna´no
s kvalitou.
20
t population je polem t string˚u a reprezentuje populaci (urcˇity´ pocˇet jedinc˚u) v urcˇite´m cˇase,
tedy generaci.
Ko´dova´n´ı je implementova´no dveˇma rozliˇsny´mi zp˚usoby, mezi ktery´mi si argumentem prˇi
spusˇteˇn´ı mu˚zˇeme vybrat. Prvn´ım je ko´dova´n´ı plochy jako symbol˚u — t string obsahuje po-
stupneˇ pro kazˇdou pozici na plosˇe (cˇten´ım rˇa´dku zleva doprava a pak prˇechodem na rˇa´dek dalˇs´ı)
pro vsˇechny strany (opeˇt v klasicke´m porˇad´ı N –E–S–W ) bitove´ zako´dova´n´ı (pramen´ıc´ı z boo-
lean hodnot) symbolu. Jelikozˇ takto mohou by´t zako´dova´ny i neprˇ´ıpustne´ hodnoty symbol˚u, je
mozˇno vyuzˇ´ıt, a v implementaci je vyuzˇito, prˇi deko´dova´n´ı modulo pro korekci hodnoty.
Druha´ mozˇnost je ko´dova´n´ı pozic s rotacemi. Zde je postupneˇ pro kazˇdou pozici na plosˇe
bitova´ hodnota pozice d´ılku z plochy zada´n´ı (v 1D forma´tu — cˇili v podstateˇ ne pozice, ale
porˇad´ı — jezˇ je ale snadno prˇepocˇitatelne´ na pozici) a bitova´ hodnota rotace onoho d´ılku ze
zada´n´ı. Neprˇ´ıpustne´ hodnoty jsou opeˇt korigova´ny na prˇ´ıpustne´.
Tyto r˚uzne´ mozˇnosti ko´dova´n´ı tedy nakla´daj´ı odliˇsny´mi zp˚usoby s pameˇt´ı a potrˇebuj´ı j´ı
rozd´ılne´ mnozˇstv´ı — toto je bra´no v potaz a na zacˇa´tku beˇhu algoritmu jsou vypocˇteny ma-
xima´ln´ı bitove´ de´lky jednotlivy´ch typ˚u hodnot, aby pak prˇi samotny´ch deko´dovac´ıch vy´pocˇtech
byl sˇetrˇen cˇas.
Po inicializaci program pokracˇuje vytvorˇen´ım prvn´ı generace, kde kazˇdy´ bit kazˇde´ho jedince
populace je na´hodou urcˇen jako true, nebo false. Na´sledneˇ je v populaci nalezen nejlepsˇ´ı
rˇeteˇzec — nejlepsˇ´ı jedinec, a to tak, zˇe kazˇde´ho jedince deko´dujeme na hrac´ı plochu a ji ohod-
not´ıme, zp˚usobem velmi podobny´m ohodnocova´n´ı z implementace pseudogeneticke´ho algoritmu
— nejprve spocˇ´ıta´me cˇetnost d´ılk˚u podle jejich symbol˚u, pote´ pro kazˇdy´ d´ılek na plosˇe urcˇujeme
kvalitu p˚uvodu (zcela stejny´m zp˚usobem) a kvalitu sousednosti — cˇ´ım v´ıce d´ılek vyhovuje
okoln´ım symbol˚u, t´ım le´pe. Celkova´ kvalita d´ılku v rozmez´ı < 0, 1 > je da´na soucˇtem teˇchto
dvou kvalit, prˇicˇemzˇ mu˚zˇeme procentua´lneˇ meˇnit jejich vza´jemnou d˚ulezˇitost (naprˇ´ıklad 60 %
pro p˚uvod a 40 % pro sousednost). Celkova´ kvalita plochy je pak pr˚umeˇrem kvalit jednotlivy´ch
d´ılk˚u.
Prˇi pra´ci s fixn´ımi d´ılky docha´z´ı prˇi nedodrzˇen´ı kazˇde´ jednotlive´ pozice k penalizaci ve formeˇ
jednak vynulova´n´ı kvality d´ılku na dane´ pozici a jednak sn´ızˇen´ı hodnoty celkove´ kvality na
polovinu.
Dokud nen´ı kvalita nejlepsˇ´ıho rˇeteˇzce — totizˇ nejlepsˇ´ı plochy — rovna 1,0, nedosa´hli jsme
c´ıle a pokracˇujeme v beˇhu geneticke´ho algoritmu. Nejdrˇ´ıve populaci reprodukujeme — pomoc´ı
va´zˇene´ rulety vybereme jedince nove´ generace. Existuje pole rea´lny´ch cˇ´ısel roulette, kde jsou
prˇi pr˚uchodu jedinc˚u ulozˇeny jejich intervaly na ruleteˇ, pocˇ´ıta´no podle jejich kvalit, a nakonec
je ruleta prˇepocˇtena na rea´lny´ interval < 0, 1 >. Pote´ je tolikra´t, kolik je jedinc˚u (jejich pocˇet
je konstantn´ı), losova´no na´hodne´ cˇ´ıslo v rozmez´ı < 0, 1 > a sˇt’astny´ jedinec na dane´m intervalu,
nalezeny´ pomoc´ı p˚ulen´ı interval˚u, je zkop´ırova´n do nove´ generace (ne vzat, protozˇe na neˇj mu˚zˇe
na´hoda uka´zat v´ıcekra´t).
V dalˇs´ım kroku populaci krˇ´ıˇz´ıme — dokud to jde, vyb´ıra´me na´hodneˇ dva stare´ zat´ım vsˇak
nevybrane´ jedince k mozˇne´mu rodicˇovstv´ı. Na jejich mı´sto v poli populace nakop´ırujeme jedince
z kraje pole a velikost pole virtua´lneˇ sn´ızˇ´ıme (t´ımto je dosazˇeno vyb´ıra´n´ı dosud nevybrany´ch).
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Pote´ losujeme. Pokud na´hoda padne na rodicˇovstv´ı (tuto pravdeˇpodobnost lze nastavit argu-
mentem programu), jedince zkrˇ´ızˇ´ıme — a to bud’to ne-nutneˇ stejneˇ velky´mi ,,polovinami“ (cˇili
jim v podstateˇ onu druhou ,,polovinu“ prohod´ıme) nebo na´hodneˇ po bitech. Zp˚usob je opeˇt na-
stavitelny´ prˇi startu. Pokud na´hoda na rodicˇovstv´ı neuka´zˇe, jedinci do nove´ generace postupuj´ı
netknut´ı. Nakonec, jestlizˇe je pocˇet jedinc˚u v populaci lichy´, posledn´ıho zby´vaj´ıc´ıho jedince do
nove´ generace jenom prˇekop´ırujeme.
Posledn´ım krokem jemutace —kazˇde´mu jednotlivci u kazˇde´ho bitu na´hodneˇ urcˇ´ıme, zda-li jej
znegujeme, cˇi ponecha´me. Pravdeˇpodobnost je opeˇt urcˇitelna´ prˇi startu, obycˇejneˇ je vyuzˇ´ıva´no
te´meˇrˇ nulove´ hodnoty.
Pokud je v pr˚ubeˇhu GA nalezen lepsˇ´ı jedinec nezˇ zat´ım nejlepsˇ´ı, je vypsa´n a plocha, kterou
reprezentuje, je ulozˇena do souboru area genetics temp.area. Pokud je dosazˇeno c´ıle, je c´ılova´
plocha ulozˇena take´ do souboru area genetics result.area.
Tato implementace je nastudova´na podle [7], jezˇ meˇ jako ucˇebnice geneticky´ch algoritmu˚
zaujala svoj´ı jednoduchost´ı a na´zornost´ı.
6.5 Vy´sledky geneticke´ho algoritmu pro Eternity II
Geneticky´ algoritmus v Eternity II nevykazuje zˇa´dnou efektivitu. Jak lze videˇt v [7], zp˚usob
zako´dova´n´ı proble´mu je nadmı´ru d˚ulezˇity´ — pro ko´dova´n´ı cˇ´ısel lze vyuzˇ´ıt Grayova ko´du, kdy
se ko´dova´n´ı dvou sousedn´ıch cˇ´ısel (pro urcˇity´ proble´m) liˇs´ı pouze v jednom bitu, ko´dova´n´ı tedy
svy´m zp˚usobem zachova´va´ bl´ızkost/vzda´lenost stav˚u. V proble´mu Eternity II vsˇak nebyl obje-
ven, ani tedy vyuzˇit, podobneˇ sofistikovany´ zp˚usob ko´dova´n´ı — toto mu˚zˇe vysveˇtlovat prakticky




Tato kapitola popisuje rˇesˇen´ı proble´mu pomoc´ı vyuzˇit´ı extern´ıch SAT solver˚u. V Podkapi-
tole 7.1 bude vysveˇtleno, co to v˚ubec SAT solver je a jak takovy´ zp˚usob rˇesˇen´ı mu˚zˇe v obecnosti
fungovat. Podkapitola 7.2 popisuje implementace principu pro puzzle Eternity II, pro prˇehlednost
je rozdeˇlena do dvou podpodkapitol — Podpodkapitola 7.2.1 pojedna´va´ o vyuzˇit´ı forma´tu Sim-
plify a Pododkapitola 7.2.2 o vyuzˇit´ı forma´tu Dimacs CNF. Posledn´ı Podkapitola 7.3 zminˇuje
vy´sledky dosazˇene´ teˇmito implementacemi.
7.1 SAT v obecnosti
Jelikozˇ c´ılem informatiky je veˇci cˇloveˇku usnˇadnovat a prostrˇedkem tohoto je kromeˇ jine´ho
dosahova´n´ı cˇ´ım da´l t´ım veˇtsˇ´ı univerza´lnosti, vznikl i trend vyv´ıjen´ı programu˚ rˇesˇ´ıc´ı slozˇite´
proble´my uzˇivatel˚u, jezˇ jsou zapsatelne´ ve formeˇ logicke´ formule, kdy splneˇn´ı proble´mu je
dosazˇeno skrze nalezen´ı hodnot promeˇnny´ch formule, pro ktere´ je formule pravdiva´. Tomuto
se v anglicˇtineˇ rˇ´ıka´ boolean satisfiability problem, odtud take´ zkra´ceny´ na´zev SAT1.
Z pohledu uzˇivatele maj´ıc´ıho proble´m je jedinou jeho starost´ı nale´zt zako´dova´n´ı proble´mu do
logicke´ formule a po vyrˇesˇen´ı deko´dova´n´ı vy´sledku. Intern´ı fungova´n´ı SAT solver˚u — oneˇch pro-
gramu˚ rˇesˇ´ıc´ıch proble´m— je veˇc´ı vy´voje, kdy mohou by´t uplatnˇova´ny postupy jako backtracking,
heuristiky nebo geneticke´ algoritmy cˇi cokoliv myslitelne´ho, vsˇe je zameˇrˇeno pouze na optima´ln´ı
vy´kon, protozˇe slozˇitost rˇesˇen´ı logicky´ch formul´ı spada´ do NP. Rozvoji pouzˇ´ıvany´ch algoritmu˚
napoma´haj´ı i r˚uzne´ SAT souteˇzˇe.
Jedn´ım z mozˇny´ch forma´t˚u formule je, sice prefixovy´, ale lidsky snadno cˇitelny´, za´pis
programu Simplify, kde mu˚zˇeme zapsat jakkoliv strukturovanou formuli, ktera´ sesta´va´
z promeˇnny´ch, opera´tor˚u logicke´ho soucˇinu, soucˇtu a negace a za´vorek pro upraven´ı priorit
a zanorˇova´n´ı. Uka´zka je ve Vy´pisu 1, whitespacy jsou programem ignorova´ny.
1Podle [3, str. 182] je SAT proble´m definova´n na´sledovneˇ: vstupem je booleovska´ formule v konjunktivn´ı
norma´ln´ı formeˇ, ota´zkou zda-li je dana´ formule splnitelna´ (tj. existuje pravdivostn´ı ohodnocen´ı promeˇnny´ch, prˇi
ktere´m je formule pravdiva´).
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Simplify ale hleda´ protiprˇ´ıklad, proto pokud chceme naj´ıt opravdove´ rˇesˇen´ı nasˇ´ı formule,
mus´ıme ji celou znegovat, jak je tomu ve Vy´pisu 2, na neˇjzˇ na´m da´ program rˇesˇen´ı ve forma´tu
prˇ´ıkladu vy´cˇtu promeˇnny´ch, ktere´ prˇi soucˇasne´ kladne´ hodnoteˇ rusˇ´ı tautologii formule, Vy´pis 3.
Pokud je vy´sledek forma´tu podle Vy´pisu 4, je formule tautologi´ı, tedy v prˇ´ıpadeˇ uzˇit´ı negace
cele´ nasˇ´ı p˚uvodneˇ zamy´sˇlene´ formule jako vstupu se jedna´ o opak — nasˇe formule nen´ı nikdy
rˇesˇitelna´, je kontradikc´ı.



















Vy´pis 4 Jiny´ vy´stup programu Simplify
1: Valid.
Za zmı´nku stoj´ı fakt, zˇe program Simplify forma´lneˇ spada´ sp´ıˇse pod skupinu automated
theorem proving, ktera´ se veˇnuje dokazova´n´ı matematicky´ch veˇt, my jej vsˇak zde uvazˇujeme
sp´ıˇse jen jako SAT solver.
Druhy´ z mozˇny´ch forma´t˚u vyuzˇ´ıva´ specializovaneˇjˇs´ı struktury logicke´ formule — konjunk-
tivn´ı norma´ln´ı formy (CNF, conjunctive normal form), ktera´ je ve tvaru konjunkc´ı klauzul´ı, ktere´
jsou disjunkcemi litera´l˚u, ktere´ jsou bud’to promeˇnny´mi, nebo jejich negacemi. Jako standard
v SAT se pro toto vyvinul forma´t nazvany´ Dimacs CNF, ktery´ vsˇak jizˇ pro cˇloveˇka tolik intui-
tivneˇ cˇitelny´ jako Simplify forma´t nen´ı — za´pis proble´mu ekvivalentn´ımu tomu ve Vy´pisu 1 je
ve Vy´pisu 5. Tento forma´t byl spolecˇneˇ s forma´tem te´meˇrˇ ekvivalent´ım se Simplify nastudova´n
podle [8].
Vy´pis 5 Vstup ve forma´tu Dimacs CNF
p cnf 6 9
2 -1 0
3 -1 0
-2 -3 1 0
-4 3 0
-5 3 0




Forma´ln´ı prvn´ı rˇa´dek p cnf <pocˇet promeˇnny´ch> <pocˇet klauzulı´> je povinny´,
prˇedmeˇtne´ jsou vsˇak azˇ na´sleduj´ıc´ı, kde je jeden rˇa´dek pro jednu klauzuli. Rˇa´dek pak obsahuje
litera´ly klauzule, jezˇ jsou v prˇ´ıpadeˇ pozitivn´ı hodnoty prˇ´ımo promeˇnny´mi, jinak negacemi
promeˇnny´ch. Promeˇnne´ nemaj´ı jme´na, ale jsou cˇ´ıslova´ny. Whitespacy jsou ignorova´ny, rˇa´dek
klauzule ukoncˇuje 0, ktera´ nen´ı cˇ´ıslem promeˇnne´. Neˇktere´ programy maj´ı proble´my prˇi
interpretaci delˇs´ıch rˇa´dk˚u bez enter˚u.
Vy´stupn´ı forma´t uda´va´ splnitelnost formule a prˇ´ıpadneˇ vy´cˇet hodnot promeˇnny´ch, prˇi ktere´m
je formule splnitelna´. Pozitivn´ı cˇ´ıslo promeˇnne´ znamena´ pravdivou hodnotu, negativn´ı opacˇnou.
Vy´cˇet je ukoncˇen nulou. Naprˇ´ıklad pro proble´m zapsany´ ve Vy´pisu 5 je vy´sledek ve Vy´pisu 6.
Vy´pis 6 Vy´stup ve forma´tu Dimacs CNF
s SATISFIABLE
v 1 2 3 -4 5 -6 0
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Obecneˇ nen´ı efektivnost SAT solver˚u nikterak zarucˇena — naprˇ´ıklad neˇktere´ mohou brzo
nale´zt spra´vne´ rˇesˇen´ı, ale zjiˇsteˇn´ı kontradikce nen´ı v prˇijatelne´m cˇase v˚ubec zarucˇena. Prˇi
sˇt’astne´m rozestaveˇn´ı promeˇnny´ch a klauzul´ı mu˚zˇe by´t naopak i velice teˇzˇky´ proble´m vyrˇesˇen
velmi rychle. Obecneˇ je mozˇny´ jaky´koliv pr˚ubeˇh.
7.2 SAT v Eternity II
Implementace rˇesˇen´ı proble´mu t´ımto zp˚usobem je rozdeˇlena do dvou cˇa´st´ı. Hlavn´ı program
eternity umozˇnˇuje vytvorˇen´ı za´pisu v Simplify forma´tu a take´ na´sledne´ deko´dova´n´ı vy´sledku
do hrac´ı plochy — zdrojove´ ko´dy jsou v src/sat.* a src/unsat.*. Druhou cˇa´st´ı jsou prˇekladacˇe
SAT→CNF a (vy´sledku) CNF→SAT, bin/sat2cnf.py a bin/cnf2sat.py.
7.2.1 Simplify
K popisu vztah˚u na plosˇe stacˇ´ı trˇi za´kladn´ı typy promeˇnny´ch (kurziva´ znacˇ´ı promeˇnnou —
mı´sto dane´ho slova cˇi slovn´ıho spojen´ı dojde k dosazen´ı pozˇadovane´ hodnoty):
card position card nr x y d´ılek na pozici — pro kazˇdou kombinaci cˇ´ısla d´ılku (card nr) a po-
zice (x a y) existuje promeˇnna´ rˇ´ıkaj´ıc´ı, zda-li se dany´ d´ılek nacha´z´ı na dane´ pozici
card rotation card nr rot rotace d´ılku — pro kazˇdou kombinaci cˇ´ısla d´ılku (card nr) a rotace
(rot) existuje promeˇnna´ rˇ´ıkaj´ıc´ı, zda-li je dany´ d´ılek rotova´n danou rotac´ı
area symbol x y side symbol symbol na straneˇ pozice — pro kazˇdou kombinaci pozice (x
a y), strany (side) a symbolu (symbol) existuje promeˇnna´ rˇ´ıkaj´ıc´ı, zda-li se na dane´ straneˇ
dane´ pozice nacha´z´ı dany´ symbol
Je nutne´ ohl´ıdat, aby kazˇdy´ d´ılek byl na plosˇe pra´veˇ jednou a aby zˇa´dne´ dva nebyly na stejne´
pozici. Disjunkce card position promeˇnny´ch pro kazˇdou pozici jednoho urcˇite´ho d´ılku zarucˇuje,
zˇe d´ılek bude neˇkde na plosˇe.2 Konjunkce teˇchto disjunkc´ı zarucˇuje vy´skyt vsˇech d´ılk˚u neˇkde
na plosˇe. Konjunkce dosavadn´ıho s podmı´nkou pro maxima´lneˇ jeden d´ılek na kazˇde´ jednotlive´
pozici zajist´ı kompletn´ı vyuzˇit´ı plochy. Maxima´lneˇ jeden d´ılek na pozici je urcˇen rekurzivn´ım
omezova´n´ım mozˇnosti pouzˇit´ı d´ılku bud’to pouze z prvn´ı, nebo pouze z druhe´ poloviny mozˇny´ch
d´ılk˚u (promeˇnny´ch).3
Da´le je nutno prˇipojit (konjunkc´ı — defaultneˇ vzˇdy konjunkc´ı, aby platilo vsˇe, co ma´)
podmı´nku pro pra´veˇ jednu rotaci pro kazˇdy´ d´ılek. Toho je dosazˇeno opeˇt disjunkc´ı vsˇech ro-
tac´ı jednoho d´ılku (⇒ d´ılek bude rotova´na) a da´le omezen´ım platnosti maxima´lneˇ jedne´ ze
dvojice promeˇnny´ch rotace d´ılku, prˇicˇemzˇ toto je urcˇeno pro kazˇdou mozˇnou dvojici. Rozklad
2U fixn´ıch d´ılk˚u je uplatneˇna pouze jedina´ platna´ pozice.
3Jsou vzaty vsˇechny promeˇnne´ a rozdeˇleny na dveˇ poloviny — na´sledneˇ je vytvorˇeno pravidlo, zˇe platit mu˚zˇe
neˇktery´ prvek bud’to pouze z prvn´ı, nebo pouze z druhe´ poloviny. Dokud to je mozˇno, stejny´ postup je uplatneˇn
rekurzivneˇ i na dane´ poloviny.
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mozˇny´ch promeˇnny´ch p˚ulen´ım interval˚u a omezova´n´ı platnosti pro maxima´lneˇ jednu polovinu
nen´ı nutne´ pouzˇ´ıt, protozˇe u rotace jsou pouze cˇtyrˇi mozˇnosti.
Pote´, co ma´me hotova´ pravidla pro obsazen´ı plochy d´ılky, zajist´ıme pravidla pro ob-
sahy jednotlivy´ch pol´ıcˇek, jednotlive´ symboly. Jde o implikaci s podstatou card position ∧
card rotation → area symbol, po u´praveˇ (Simplify totizˇ neumı´ prˇ´ımo implikaci)
¬(card position ∧ card rotation) ∨ area symbol. Toto pravidlo mus´ı by´t tedy uplatneˇno
pro vsˇechny mozˇne´ kombinace.4
Na´sledneˇ jizˇ zby´va´ pouze prˇipojit podmı´nky pro dodrzˇen´ı pravidel hry. Jsou dvoj´ıho typu:
okrajove´ sˇede´ symboly a symboly soused´ıc´ı, vnitrˇn´ı. Pro area symbol na okrajove´ pozici mus´ı
platit sˇedy´ symbol, promeˇnne´ dane´ho typu pro ostatn´ı symboly mus´ı by´t nepravdive´, negovane´.
Na vnitrˇn´ıch pozic´ıch pra´veˇ naopak nesmı´ by´t sˇedy´ symbol, ale pra´veˇ jeden ze zby´vaj´ıc´ıch. Toto
je podmı´neˇno stejny´m rekurzivn´ım deˇlen´ım jako u card position (⇒maxima´lneˇ jeden symbol),
spolecˇneˇ vsˇak s minulou podmı´nkou pro kompletn´ı zaplneˇn´ı plochy implikuje pra´veˇ jede symbol.
Shodnost symbol˚u se sousedn´ımi nen´ı trˇeba prosazovat, protozˇe area symbol je prˇi ko´dova´n´ı
proble´mu do formule ve skutecˇnosti prˇepocˇ´ıta´va´no pouze na jizˇn´ı a vy´chodn´ı stranu d´ılku —
je-li tedy pouzˇita strana severn´ı nebo za´padn´ı, vyuzˇije se mı´sto n´ı soused´ıc´ı strany soused´ıc´ıho
d´ılku.
Tyto podmı´nky ve sve´ celistvosti urcˇuj´ı proble´m Eternity II pro zadane´ d´ılky a ulozˇeny
do souboru sat.txt, je mozˇno nad nimi spustit extern´ı program Simplify. Celou rezˇii rˇesˇen´ı
ma´ v tomto prˇ´ıpadeˇ pod sebou skript bin/simplify.sh. Po vyrˇesˇen´ı, v prˇ´ıpadeˇ vyrˇesˇen´ı, je
mozˇno deko´dovat SAT vy´sledek umı´steˇny´ v souboru sat result.txt do za´pisu hrac´ı plochy
area sat result.area — kazˇdy´ rˇa´dek vstupn´ıho souboru je v prˇ´ıpadeˇ nevy´skytu negace (NOT
na zacˇa´tku) dosazen do vzoru pro area symbol x y side symbol — v prˇ´ıpadeˇ u´speˇchu je na
danou stranu dane´ pozice plochy umı´steˇn dany´ symbol. Na soused´ıc´ı stranu soused´ıc´ıho d´ılku
take´, kv˚uli u´sporne´ neexistenci NORTH a WEST stran pro area symbol. Jiny´mi slovy podle
vy´sledku SAT solvingu zjist´ıme, jake´ symboly ktery´ch stran ktery´ch pozic plochy jsou pravdive´.
7.2.2 CNF
Pro pouzˇit´ı extern´ıch rˇesˇ´ıc´ıch programu˚, ktere´ pracuj´ı pouze s CNF formulemi, byl vy-
vinut Pythonovsky´ skript volatelny´ jako sat2cnf.py <input file> <output file>, ktery´
formuli umı´steˇnou ve vstupn´ım souboru v Simplify forma´tu prˇevede do vy´stupn´ıho souboru
s forma´tem Dimacs CNF. Skript si nejdrˇ´ıve beˇhem procha´zen´ı vstupn´ıho souboru rekurzivneˇ
vytvorˇ´ı stromovou strukturu instanc´ı vlastn´ı trˇ´ıdy Node, jezˇ reflektuje veˇtven´ı formule podle
opera´tor˚u (s vy´jimkou opera´tor˚u ¬) — instance obsahuje bud’to uzˇity´ opera´tor, oznacˇen´ı uzlu
a pole potomk˚u (operand˚u), nebo pouze prˇ´ımo promeˇnne´ v prˇ´ıpadeˇ list˚u, prˇicˇemzˇ na´zvy uzl˚u
a promeˇnny´ch jsou prˇekla´da´ny do unika´tn´ıch cˇ´ısel (protozˇe Dimacs CNF pracuje s takovy´mto
znacˇen´ım). Prˇekladova´ tabulka je ukla´da´na do souboru cnf translation.txt, kde na liche´m
rˇa´dku je prˇekladove´ cˇ´ıslo a na na´sleduj´ıc´ım sude´m rˇa´dku origina´ln´ı znacˇen´ı, prˇicˇemzˇ origina´ln´ı
4Opeˇt u fixn´ıch d´ılk˚u netrˇeba uvazˇovat jine´ nezˇ fixn´ı sourˇadnice.
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znacˇen´ı uzl˚u je tvorˇeno rˇeteˇzcem tmp a jejich prˇekladovy´m cˇ´ıslem, protozˇe zˇa´dne´ p˚uvodn´ı znacˇen´ı
ve skutecˇnosti ani nemaj´ı.
Vy´jimka negace je rozsˇ´ıˇren´ım umozˇnˇuj´ıc´ım redukci pocˇtu uzl˚u, implikuje tedy snadneˇjˇs´ı
a rychlejˇs´ı pra´ci uzˇite´ho SAT solveru — pro negace nejsou vytva´rˇeny uzly, ny´brzˇ je na neˇ
pamatova´no prˇi rekurzi a meˇn´ı strukturu formule podle teˇchto dvou de Morganovy´ch za´kon˚u:
• ¬(A1 ∧A2 ∧ · · · ∧An) ≡ ¬A1 ∨ ¬A2 ∨ · · · ∨ ¬An
• ¬(A1 ∨A2 ∨ · · · ∨An) ≡ ¬A1 ∧ ¬A2 ∧ · · · ∧ ¬An
K samotne´mu prˇekladu do Dimacs CNF docha´z´ı azˇ prˇi vypisova´n´ı do vy´stupn´ıho souboru.
Je prˇi tom vyuzˇito na´sleduj´ıc´ıch dvou pravidel:
• Formule (A1 ∧A2 ∧ · · · ∧An) ≡ X je ekvivalentn´ı
(A1 ∨ ¬X) ∧
(A2 ∨ ¬X) ∧
...
(An ∨ ¬X) ∧
(¬A1 ∨ ¬A2 ∨ · · · ∨ ¬An ∨X)





(A1 ∨A2 ∨ · · · ∨An ∨ ¬X)
Vy´pis je pak prova´deˇn rekurzivneˇ od korˇene formule, kdy z uzl˚u — opera´tor˚u — vznikaj´ı
nove´ promeˇnne´, onyX, cozˇ na´m d´ıky substituc´ım dovoluje vytvorˇit konjunktivn´ı norma´ln´ı formu.
Klauzule/rˇa´dky jsou pocˇ´ıta´ny prˇi vy´pisu, promeˇnne´ jizˇ prˇi nacˇ´ıta´n´ı — nakonec jsou tyto u´daje
vlozˇeny do hlavicˇky na zacˇa´tku vy´stupn´ıho souboru.
Nad t´ımto souborem lze pak spustit rˇesˇen´ı pomoc´ı SAT solver˚u jako MiniSat, Spear
a zChaff — pro kompletn´ı rezˇii okolo rˇesˇen´ı existuj´ı skripty minisat.sh, spear.sh
a zchaff.sh. V prˇ´ıpadeˇ neshody vy´stupn´ıho souboru SAT solveru s forma´tem Dimacs CNF je
tento soubor automaticky opraven.
Na´sledny´ prˇeklad do Simplify forma´tu je zajiˇsteˇn vola´n´ım skriptu cnf2sat.py
<input file> <output file>, ktery´ po nacˇten´ı prˇekladove´ tabulky5 z cnf translation.txt,
5Soubor obsahuj´ıc´ı na dvojici rˇa´dk˚u p˚uvodn´ı SAT promeˇnnou (formou tedy te´meˇrˇ jaky´koliv rˇeteˇzec) a CNF
promeˇnnou (formou cˇ´ıslo), do ktere´ byla SAT promeˇnna´ prˇelozˇena.
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jezˇ byla vytvorˇena prˇi vola´n´ı sat2cnf.py, zap´ıˇse pro kazˇdou nenegovanou a za´rovenˇ neuzlovou
promeˇnnou ze vstupn´ıho souboru jej´ı prˇeklad do p˚uvodn´ıho SAT zneˇn´ı do vy´stupn´ıho souboru.
Obecneˇ lze dvojici skript˚u sat2cnf.py a cnf2sat.py povazˇovat za sice vedlejˇs´ı, ale urcˇity´
prˇ´ınos te´to bakala´rˇske´ pra´ce — umozˇnˇuj´ı prˇeklad obecneˇ jake´koliv formule ve forma´tu Simplify
(s vyuzˇit´ım opera´tor˚u pouze ∨, ∧ a ¬), ktera´zˇto je na sestrojen´ı (pocˇ´ıtacˇem) a cˇten´ı cˇloveˇkem
jednodusˇsˇ´ı, do forma´tu Dimacs CNF a pote´ vy´sledku nazpeˇt.
7.3 Vy´sledky SAT pro Eternity II
Podle meˇrˇen´ı, jejichzˇ vy´sledky lze nale´zt v Logu A.4, jsou SAT solvery vyuzˇ´ıvaj´ıc´ı forma´t
Dimacs CNF schopne´ rˇesˇit mensˇ´ı plochy (prakticky do velikosti 5 × 5 × 5 vcˇetneˇ — doba
maxima´lneˇ neˇkolik minut, pro velikost 6× 6× 6 cˇtyrˇi hodiny), pote´ vzr˚usta´ doba jejich vy´pocˇt˚u
do neu´nosny´ch mez´ı (bez vy´sledku beˇhem 24 hodin). Jako efektivneˇjˇs´ı se projevilMiniSat prˇed
Spearem a posledn´ım zChaffem. Rˇesˇicˇ Simplify se projevil jako prakticky´ pouze pro nejmensˇ´ı
zkousˇenou plochu — 3×3×3 v 18 vterˇina´ch, lze to zrˇejmeˇ prˇicˇ´ıst jeho povaze automated theorem




Tato kapitola hovorˇ´ı o dosazˇeny´ch vy´sledc´ıch jednotlivy´ch implementac´ı vyuzˇity´ch v te´to
pra´ci.
Z vy´sledk˚u experiment˚u nacha´zej´ıc´ıch se v Prˇ´ıloze A cˇi adresa´rˇi results lze jednotlive´ al-
goritmy rˇesˇen´ı porovnat podle maxima´ln´ı velikosti plochy, kterou program prˇi pouzˇit´ı dane´ho
algoritmu doka´zˇe vyrˇesˇit beˇhem neˇkolika hodin (mu˚zˇeme rˇ´ıci do 24). Toto porovna´n´ı je zachyceno
v Tabulce 8.1.
algoritmus velikost plochy
backtracking 9× 9× 9
Simulated Annealing 4× 4× 4
pseudoGA 5× 5× 5
GA —
SAT 6× 6× 6
Tabulka 8.1: Maxima´ln´ı velikosti ploch pro rˇesˇen´ı beˇhem 24 hodin
Jako bezkonkurencˇneˇ nejefektivneˇjˇs´ı se tedy jev´ı backtracking. Na´r˚usty potrˇebne´ho cˇasu
pro nalezen´ı rˇesˇen´ı u ostatn´ıch algoritmu˚ nenaznacˇuj´ı, zˇe by se mohly u veˇtsˇ´ıch ploch sta´t
efektivneˇjˇs´ımi nezˇ backtracking.
Pro prˇemı´ta´n´ı nad vy´vojem potrˇebne´ho cˇasu nejrychlejˇs´ıho rˇesˇen´ı spojme u´daje pro pocˇty
mozˇnost´ı nastaven´ı plochy z Tabulky 2.2 s u´daji o potrˇebne´m cˇasu backtrackingu pro tyto plochy
z Logu A.7. Vy´sledek je v Tabulce 8.2.
Vzhledem k vy´voji a k proka´zane´ prˇ´ıslusˇnosti k NP-u´plne´ trˇ´ıdeˇ proble´mu˚ se da´ prˇedpokla´dat,
zˇe rˇesˇen´ı plochy souteˇzˇn´ı velikosti 16× 16 by ani t´ım nejrychlejˇs´ım algoritmem popsany´m a na-
programovany´m v te´to pra´ci, totizˇ backtrackingem, nebylo nalezeno v prakticky prˇijatelne´m
cˇase.
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velikost plochy mozˇnost´ı nastaven´ı plochy cˇas backtrackingu
6× 6× 6 1, 2404 · 1049 0 : 00
8× 8× 8 4, 7123 · 10104 0 : 23
9× 9× 9 6, 5051 · 10141 1 : 00 : 32
10× 10× 10 3, 2191 · 10185 vy´sledku nedosazˇeno beˇhem 24 hodin
12× 12× 12 2, 2722 · 10293




Tato kapitola se veˇnuje konkre´tn´ımu pouzˇ´ıvan´ı programu implementovane´ho pro rˇesˇen´ı puzzle
Eternity II. Objasnˇuje postup, jak program prˇipravit k beˇhu a s jaky´mi parametry ho spousˇteˇt.
Nav´ıc v Podkapitole 9.1 popisuje forma´t souboru, ktery´ obsahuje hrac´ı plochu, a postup, jaky´m je
takova´to plocha na´hodneˇ generova´na. Podkapitola 9.2 prˇiblizˇuje adresa´rˇovou strukturu projektu
a Podkapitola 9.3 se zminˇuje o pouzˇity´ch programovac´ıch jazyc´ıch.
Program se sestavuje a pouzˇ´ıva´ v prostrˇed´ı Linuxu nebo Cygwinu. Nejprve je nutne´ prove´st
skript:
./install.sh cygwin|linux [nosat]
Parametry cygwin cˇi linux vol´ıme podle uzˇite´ho prostrˇed´ı. Mozˇnost nosat uda´va´, zˇe
nema´me stahovat a instalovat extern´ı SAT solvery z internetu (jsou nutne´ pouze prˇi SAT rˇesˇen´ı
proble´mu).
Na konci beˇhu skript vyp´ıˇse programy (resp. bal´ıky), ktere´ je nutne´ doinstalovat pro plnou
funkcˇnost, a za´rovenˇ nastaven´ı prostrˇed´ı (PATH), ktere´ je nutne´ nastavit rucˇneˇ (bud’to prˇ´ımo
proveden´ım v prˇ´ıkazove´ rˇa´dce pro aktua´ln´ı sezen´ı nebo vcˇleneˇn´ım do specificke´ho startovac´ıho
skriptu pro dane´ prostrˇed´ı — tehdy natrvalo). Po proveden´ı vsˇech nutny´ch opatrˇen´ı je vhodne´
spustit skript jesˇteˇ jednou pro kontrolu — tehdy by meˇl vypsat pouze na´zev prostrˇed´ı a trˇi
tecˇky.
Pro sestavova´n´ı je vyuzˇito programu make s daty v souboru makefile. Zde jsou jednotlive´
mozˇnosti:
make Sestav´ı program pro generova´n´ı a rˇesˇen´ı proble´mu a program pro zobrazova´n´ı plochy.
make doxygen Vygeneruje ze zdrojovy´ch ko´d˚u Doxygen dokumentaci.
make tex Vygeneruje PDF dokumentaci z LATEXovy´ch soubor˚u z adresa´rˇe doc.
make clear Vycˇist´ı adresa´rˇe — odstran´ı vsˇe zkompilovane´, stazˇene´ cˇi docˇasne´.
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Po spra´vne´m nainstalova´n´ı a sestaven´ı je program obsazˇen ve vyhleda´vac´ı cesteˇ PATH,
takzˇe je volatelny´ odkudkoliv jako eternity. Prˇi vola´n´ı bez parametr˚u cˇi s chybneˇ zadany´mi
parametry vyp´ıˇse na´poveˇdu podle Vy´pisu 7.
Vy´pis 7 Na´poveˇda programu
Pouziti:
gen X Y S - vygeneruje nahodnou plochu s rozmery X > 1 krat Y > 1
a poctem nesedych symbolu S > 0
bck [steps] [cards_order] [im limit] - spusti backtracking reseni problemu
steps - jak postupovat po herni plose:
- radkove, / sikme, @ spiralovite (defaultni)
cards_order - z jakeho poradi karticek vybirat pro kazdou pozici:
123 - vzdy stejneho (defaultni), rnd - nahodneho
im - pokud je zadano, zacne se provadet netrpelivy backtracking
limit - max. pocet dosazeni karticky pri kazdem jednotlivem backtrackingu
anneal - resi problem pomoci simulovaneho zihani
pseudognt - spusti reseni problemu pomoci pseudo-genetickeho algoritmu
(jen mutuje malo kvalitni karticky)
gnt [decode] [origin cross mut] - spusti reseni problemu pomoci GA
(reprodukce, krizeni, mutace; retezce populace jsou kodovanymi plochami)
decode - zpusob dekodovani retezcu:
sym - dekodovat jako symboly na plose, defaultni
pos - dekodovat jako pozice karticek
origin - vaha kladena na spravne symboly na kartickach v procentech
(zbytek jde do shody s okolnimi kartickami), defaultne 75
cross - pravdepodobnost krizeni v promilich, defaultne 400
mut - pravdepodobnost mutace v promilich, defaultne 3
sat [not] - zapise problem do souboru sat.txt v Simplify SAT formatu
not - negovat vyslednou podminku (pri hledani protiprikladu)
unsat - vytvori plochu ze SAT reseni
Jednotlive´ argumenty budou snadno pochopeny prˇi studiu prˇ´ıslusˇny´ch kapitol, proto je
zbytecˇne´ je nyn´ı rozva´deˇt. Existuj´ı vsˇak jesˇteˇ na´sleduj´ıc´ı skripty, takte´zˇ volatelne´ odkudkoliv,
slouzˇ´ıc´ı k teˇmto u´cˇel˚um:
display.sh [input [output]] Spust´ı zobrazovacˇ plochy pro volitelneˇ zadany´ soubor input.
Nav´ıc v prˇ´ıpadeˇ zada´n´ı vy´stupn´ıho souboru output bude dana´ plocha ulozˇena jako obra´zek
do dane´ho souboru a nedojde k samotne´mu spusˇteˇn´ı zobrazovacˇe.
check.sh Spust´ı zobrazovacˇ pro origina´l plochy a vsˇechna rˇesˇen´ı v aktua´ln´ım adresa´rˇi.
minisat.sh Spust´ı kompletn´ı rˇesˇen´ı extern´ım SAT solverem MiniSat.
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simplify.sh Spust´ı kompletn´ı rˇesˇen´ı extern´ım SAT solverem Simplify.
spear.sh Spust´ı kompletn´ı rˇesˇen´ı extern´ım SAT solverem Spear.
zchaff.sh Spust´ı kompletn´ı rˇesˇen´ı extern´ım SAT solverem zChaff.
Za zmı´nku stoj´ı jesˇteˇ skript ./pack.sh — volatelny´ tedy pouze z korˇenove´ho adresa´rˇe pro-
jektu. Provede make clear a zabal´ı projekt do ../eternity-<datum>.tar.gz, kde <datum>
je aktua´ln´ı datum. Je to tedy skript uzˇitecˇny´ prˇedevsˇ´ım prˇi vy´voji.
9.1 Generova´n´ı plochy
Oficia´ln´ı zada´n´ı d´ılk˚u plochy Eternity II je sice jen jedno, ale pro nasˇe u´cˇely jsou konkre´tn´ı
kombinace irelevantn´ı, zaob´ıra´me se univerza´ln´ım rˇesˇen´ı univerza´ln´ı plochy. Avsˇak pro experi-
menty potrˇebujeme algoritmy testovat vzˇdy na urcˇite´ plosˇe, proto program obsahuje i genera´tor
na´hodne´ plochy, spustitelny´ jako eternity gen.
Genera´tor produkuje plochu do soubor˚u s prˇ´ıponou .area. Cˇtyrˇi prˇ´ıklady pro plochu 3 ×
3 × 4 (sˇ´ıˇrka × vy´sˇka × pocˇet nesˇedy´ch symbol˚u, ktere´ je mozˇno vyuzˇ´ıt — toto znacˇen´ı bude
vyuzˇ´ıva´no i da´le) jsou ve Vy´pisech 8 azˇ s11. Na prvn´ım rˇa´dku se nacha´z´ı urcˇen´ı velikosti a pocˇtu
nesˇedy´ch symbol˚u ve stejne´m za´pise, jaky´ jsme pra´veˇ pouzˇili. Druhy´ rˇa´dek je bud’to pra´zdny´,
nebo pokud pracujeme i s fixn´ımi d´ılky1 — totizˇ d´ılky, ktere´ mus´ı z˚ustat na sve´ pozici (v
oficia´ln´ım zada´n´ı existuje jeden takovy´to) — jsou zde uvedeny jejich pozice ve tvaru x1,y1 x2,y2
... xn,yn, kde n je pocˇet teˇchto d´ılk˚u. Na dalˇs´ıch rˇa´dc´ıch je jizˇ obsah samotne´ plochy v lidsky
cˇitelne´m forma´tu. Tvar kazˇde´ho jednotlive´ho d´ılku je na´sleduj´ıc´ı: [sever,vy´chod,jih,za´pad]
— kde mozˇna´ zemeˇpisneˇ trochu nespra´vneˇ ztotozˇnˇuji sever s horn´ı stranou d´ılku, ale tato slova
jsou v anglicke´m zneˇn´ı pouzˇita jako makra prekompila´toru ve zdrojovy´ch ko´dech.
1Jejich pocˇet je urcˇen v souboru src/define.h pomoc´ı konstrukce prekompila´toru #define MAX FIXED <pocˇet
zafixovany´ch dı´lku˚>.
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Generova´n´ı na´hodne´ plochy prob´ıha´ takto:
1. Na plochu o dane´ velikosti jsou umı´steˇny sˇede´ symboly tam, kde by´t mus´ı (tedy na
okraj´ıch).
2. Na vsˇechny ostatn´ı pozice jsou umı´steˇny na´hodne´ symboly (v dane´m rozmez´ı), prˇicˇemzˇ
na´hodny´ symbol je pro dvojici sousedn´ıch stran d´ılk˚u generova´n jenom jednou, je tedy
zachova´no pravidlo stejny´ch sousedn´ıch symbol˚u.
3. Pokud jsou pouzˇ´ıva´ny fixn´ı d´ılky, jsou na´hodneˇ z plochy vybra´ny (podle dane´ho pocˇtu),
kromeˇ okrajovy´ch pozic, protozˇe v origina´ln´ım zada´n´ı lezˇ´ı fixn´ı d´ılek take´ neˇkde uprostrˇed
plochy.
4. Tato plocha — tedy origina´ln´ı, c´ılova´ — je ulozˇena do souboru area orig.area.
5. Dı´lky na plosˇe jsou na´hodneˇ proha´zeny (azˇ na fixn´ı), pote´ jsou vsˇechny na´hodneˇ zrotova´ny.
6. Tato plocha — tedy plocha napodobuj´ıc´ı zada´n´ı — je ulozˇena do souboru area.area.
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Pro lepsˇ´ı orientaci v projektu:
bin Spustitelne´ soubory projektu — jak zkompilovane´, tak skripty.
doc Dokumentace v LATEXu s potrˇebny´mi soubory pro sestaven´ı.
download Stazˇene´ soubory (extern´ı SAT solvery).
img Obra´zky pro zobrazovacˇ plochy.
programs Nainstalovane´ (rozbalene´ a zkompilovane´) extern´ı SAT solvery.




Hlavn´ı program (tedy generova´n´ı plochy a jej´ı rˇesˇen´ı) je napsa´n v jazyku C++, zobrazovacˇ
v jazyku Java, obsluha extern´ıch SAT solver˚u v Pythonu a pro ulehcˇen´ı sekvencˇn´ıho vola´n´ı
v´ıce prˇ´ıkaz˚u jsou vyuzˇity BASH skripty.




C´ıl pra´ce byl splneˇn — proble´m byl popsa´n a rozebra´n a vsˇechny slibovane´ mozˇnosti rˇesˇen´ı
byly prˇedstaveny. Proble´m se uka´zal navzdory sve´mu mile´mu a deˇtske´mu vzezrˇen´ı jako ve-
lice za´ludny´ a NP-u´plny´. Z nadeˇj´ı vkla´dany´ch do nedeterministicky´ch algoritmu˚ vyuzˇ´ıvaj´ıc´ıch
na´hody — at’ jizˇ Simulated Annealing cˇi geneticky´ch algoritmu˚ — toho mnoho dobre´ho nevzesˇlo.
Genera´tory pseudona´hodny´ch cˇ´ısel dnesˇn´ıch dn˚u zrˇejmeˇ na sˇteˇst´ı zat´ım moc nehraj´ı. Rˇesˇen´ı ex-
tern´ımi vyhodnocovacˇi logicky´ch formul´ı, SAT solvery, se uka´zalo jako pouzˇitelne´ — avsˇak nic
v´ıc.
Nejsilneˇjˇs´ım hra´cˇem nakonec z˚ustal backtracking. Acˇkoliv by mohl by´t pro svou podstatu
prohleda´va´n´ı vsˇech mozˇny´ch rˇesˇen´ı napada´n a osocˇova´n, skrz vyuzˇit´ı heuristiky doka´zal svou
s´ılu a uplatnitelnost v prˇ´ıpadech, kdy ostatn´ım zp˚usob˚um rˇesˇen´ı jizˇ docha´zel dech.
Avsˇak ani backtracking nen´ı s to postavit se proble´mu Eternity II ve sve´ kompletnosti —
totizˇ se zachova´n´ım origina´ln´ı velikosti plochy. Tv˚urc˚um — na rozd´ıl od rˇesˇitel˚u — zveˇtsˇen´ı
dimenz´ı plochy o jednotku cˇi dveˇ mnoho proble´mu˚ neudeˇla´, tak procˇ nevyra´beˇt plochu rovnou
o velikosti 16× 16?
C´ıl autora splneˇn nebyl — dva miliony dolar˚u z˚usta´vaj´ı sta´le v pokladnicˇce firmy tv˚urc˚u.
Pra´ce to vsˇak byla zaj´ımava´, objevuj´ıc´ı pro autora nove´ zp˚usoby rˇesˇen´ı proble´mu˚, i obohacuj´ıc´ı,
se svy´mi peˇti tis´ıci rˇa´dky ko´du obzvla´sˇteˇ v oblasti programa´torsky´ch zkusˇenost´ı, takzˇe p˚uvodn´ı
naivn´ı za´meˇr nakonec nahradila zdrava´ skepse k NP-u´plnosti.
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Hrac´ı plocha: 8× 8× 8
Stroj: Intel Core 2 CPU 6400 @ 2.13GHz 2.00 GB RAM Windows XP
Soubor logu: results/001-log.html
Argument Cˇas Opakova´n´ı (prˇi im)
bck - 3:03
bck - im 50000000 3:57 13×
bck - im 5000000 3:58 99×
bck - im 500000 3:22 253×
bck - im 50000 44:04 4122×
bck @ 1:13
bck @ im 50000000 1:43 6×
bck @ im 5000000 2:41 68×
bck @ im 500000 1:20 100×
bck @ im 50000 4:15 400×
bck / 57:20





bck / im 5000000 1:22:04 2114×
bck / im 500000 1:12:57 5525×
bck / im 50000 7:04:57 > 21955×
bck - rnd 1:43:07
bck @ rnd 21:15
bck @ rnd im 5000000 4:18 7×
bck / rnd > 24:00:00 (nedokoncˇeno)
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A.2 Log 2
Hrac´ı plochy: 8× 8× 8 (small1 ), 8× 8× 8 (small2 ) a 9× 9× 9 (large)
Stroj: AMD Athlon 64 X2 1.58 GHz 1.00 GB RAM
Popis: Porovna´n´ı verz´ı s (new) / bez (old) prˇihle´dnut´ı k faktu, zˇe jeden d´ılek (podle vzoru) se
mu˚zˇe v zada´n´ı opakovat.
Soubor logu: results/002-log.html
Plocha Argument Verze Cˇas
small1 bck - old 0:10
new 0:04
bck @ old 0:06
new 0:03
small2 bck - old 0:06
new 0:01
bck @ old 0:03
new 0:01
large bck - old 1:52:37
new 22:36




Datum: 10. - 14. 12. 2008
Hrac´ı plocha: 4× 4× 4
Stroj: AMD Athlon 64 X2 1.00 GB RAM Windows XP/Cygwin
Popis: Porovna´n´ı r˚uzny´ch zp˚usob˚u vy´pocˇtu teploty oceli prˇi Simulated annealing.
(double Annealing::temperature(unsigned long long step) { ... }) Symbol >
znacˇ´ı, zˇe dany´ pokus nebyl u´speˇsˇneˇ ukoncˇen v dane´m cˇase.
Soubor logu: results/003-log.html
Vy´pocˇet Cˇasy
return 100000 / (double)(step % 100000 + 1); 4:02 1:31 0:25 3:24
return 1000 / (double)(step % 1000 + 1); > 9:40 > 8:06
return 10000000 / (double)(step % 10000000 + 1); 0:25 1:02 1:03
return 50000000 / (double)(step % 50000000 + 1); 2:19 2:31 2:32
return 10000000 / (double)((step * 2) % 10000000 + 1); 8:51 0:31 0:32 4:42
return 10000000 / (double)((step * 4) % 10000000 + 1); 3:45 1:08 0:46 3:24
return 10000000 / (double)((step * 8) % 10000000 + 1); 4:18 1:57 2:41
return 10000000 / (double)((step / 2) % 10000000 + 1); 0:53 0:55 2:03
return 10000000 / (double)((step / 4) % 10000000 + 1); 2:00 1:55 2:06
return 10000000 / (double)((step / 8) % 10000000 + 1); 3:54 3:41 4:09
return 10000000 / (double)((step * step) % 10000000 + 1); > 30:04 > 23:07
return 10000000 / (double)((int)sqrt(step) % 10000000 + 1); > 24:52 > 2:30:24
return 10000000 / (double)((int)log(step) % 10000000 + 1); > 7:19 > 21:11
return 10000000 - (step % (10000000 / 100)) * 100; > 10:44 > 10:10
return 10000000 - (step % (10000000 / 10000)) * 10000; > 7:35 > 10:22
return 1000000000 - (step % (1000000000 / 10)) * 10; > 7:36 > 31:56
return 10000000 - step % 10000000; > 10:48 > 5:40
return 10000000 / (double)((int)sqrt(step * 6) % 10000000 + 1); > 6:16 > 4:53
return 10000000 / (double)((int)sqrt(step * 1000) % 10000000 + 1); > 6:42 > 1:30:07
return 5000000 * (sin(step / 10000.0) + 1); > 6:59 > 6:18
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A.4 Log 4
Datum: 20. - 22. 2. 2009, 28. - 30. 3. 2009 (large MiniSat, larger)
Hrac´ı plochy: 3 × 3 × 3 (smaller), 4 × 4 × 4 (small), 5 × 5 × 5 (medium), 6 × 6 × 6 (large),
7× 7× 7 (larger) a 16× 16× 22 (original)
Stroj: AMD Athlon 64 X2 1.00 GB RAM Ubuntu 8.04, AMD Athlon 64 X2 1.00 GB RAM
Windows XP/Cygwin (large MiniSat, larger)
Popis: Porovna´n´ı r˚uzny´ch SAT solver˚u pro r˚uzne´ plochy (cˇas je cˇasem cele´ rezˇie rˇesˇen´ı). Pocˇty
CNF promeˇnny´ch a klauzul´ı jsou pro danou plochu vzˇdy stejne´. Symbol > znacˇ´ı, zˇe dany´
pokus nebyl u´speˇsˇneˇ ukoncˇen v dane´m cˇase.
Soubor logu: results/004-log.html
Plocha SAT solver Cˇas (time real) CNF promeˇnny´ch CNF klauzul´ı
smaller Simplify 0:18
MiniSat 0:01 2014 6470
Spear 0:01
zChaff 0:01
small Simplify > 4:08:59
MiniSat 0:01 5905 19442
Spear 0:01
zChaff 0:01
medium MiniSat 0:17 14966 49002
Spear 0:45
zChaff 9:45
large MiniSat 4:25:11 29845 98822
Spear > 4:04:59
zChaff > 4:04:59




Datum: 2. - 4. 3. 2009
Hrac´ı plochy: 3× 3× 3 (smaller), 4× 4× 4 (small), 5× 5× 5 (medium) a 6× 6× 6 (large)
Stroj: AMD Athlon 64 X2 1.79 GHz 1.00 GB RAM Windows XP/Cygwin
Popis: Meˇrˇen´ı rychlosti rˇesˇen´ı pomoc´ı pseudogeneticke´ho algoritmu. Symbol > znacˇ´ı, zˇe dany´











Datum: 4. - 6. 3. 2009
Hrac´ı plochy: 3× 3× 3 (smaller), 4× 4× 4 (small) a 5× 5× 5 (medium)
Stroj: AMD Athlon 64 X2 1.79 GHz 1.00 GB RAM Windows XP/Cygwin
Popis: Meˇrˇen´ı rychlosti rˇesˇen´ı pomoc´ı Simulated Annealing. Symbol > znacˇ´ı, zˇe dany´ pokus











Datum: 16. - 18. 3. 2009
Hrac´ı plochy: 6× 6× 6 (small), 8× 8× 8 (medium), 9× 9× 9 (large), 10× 10× 10 (larger) a
10× 10× 10 (larger2 )
Stroj: AMD Athlon 64 X2 1.79 GHz 1.00 GB RAM Windows XP/Cygwin
Popis: Meˇrˇen´ı rychlosti rˇesˇen´ı pomoc´ı backtrackingu (spira´loviteˇ, bez vyuzˇit´ı na´hody). Symbol
> znacˇ´ı, zˇe dany´ pokus nebyl u´speˇsˇneˇ ukoncˇen v dane´m cˇase.
Soubor logu: results/007-log.html
Plocha Cˇas
small 0:00
medium 0:23
large 1:00:32
larger > 25:16:07
larger2 > 24:03:58
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