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Abstract
An important element in question answering sys-
tems is the analysis and interpretation of questions.
Using the NTCIR 5 Cross-Language Question Answer-
ing (CLQA) question test set we demonstrate that the
accuracy of deep question analysis is dependent on the
quantity and suitability of the available linguistic re-
sources. We further demonstrate that applying ques-
tion analysis tools developed on monolingual train-
ing materials to questions translated Chinese-English
and English-Chinese using machine translation pro-
duces much reduced effectiveness in interpretation of
the question. This latter result indicates that question
analysis for CLQA should primarily be conducted in
the question language prior to translation.
Keywords: question analysis, question translation,
cross-language question answering.
1 Introduction
Question Answering (QA) systems are currently a
major research field in applied natural language pro-
cessing and related areas. The objective of a QA sys-
tem is broadly to take a user’s question of an informa-
tion need expressed in natural language and seek an
answer from a collection of documents. Depending on
the specification of the system the questions may be
from an unbounded range of subjects or from a spe-
cialized domain. The collection of documents from
within which the answer is to be identified may range
from everything available (e.g. from a web crawl) to
a carefully selected set of trustworthy material (e.g.
medical publications). Similarly the documents may
vary from highly structured data from a single source
to very heterogeneous and from multiple sources. The
nature of the questions posed can vary from those with
a single factoid answer to those requiring deep linguis-
tic processing of documents to perform some compar-
ative analysis of the information extracted from the
documents to answer much more complex user infor-
mation needs.
Regardless of the question type or information
sources, a key issue for all QA systems is appropriate
interpretation of the question. If a QA system is to an-
swer questions accurately, it must accurately interpret
the correct “meaning” of the question. The sophisti-
cation of the processing tools required depends on the
linguistic complexity of the questions and the depth
of analysis required to interpret the type of question
entered. When developing QA systems for different
languages the QA technologies, including the ques-
tion analysis component, must be adapted to each lan-
guage. The NTCIR 5 Cross-Language Question An-
swering (CLQA) task offers the opportunity to explore
question processing on questions expressed in very
different languages. Although the questions in this
task are limited to those with named entity answers,
we explore deep linguistic processing of questions in
monolingual and cross-language environments. The
motivation for this study is to develop language pro-
cessing technologies that can ultimately be applied to
more difficult QA and CLQA tasks. In this study we
investigate the parsing and functional annotation accu-
racy of questions taken from English and Chinese data
sets. Experimental results reported in this paper illus-
trate that differing levels of maturity in the linguistic
resources used for question processing can impact on
the accuracy of question interpretation.
An important element of CLQA is the exploration
of the ablity of systems to accept questions in one lan-
guage and find answers from a document collection in
another language. A key question for such systems
is how the language barrier between the question and
document language should be crossed to provide the
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“best” CLQA system. Best here most obviously refers
to the accuracy of the answers, but might also include
some consideration of the degree of coverage of the
questions that can be accepted by the system. An inter-
esting question for CLQA is to what extent the ques-
tion should be processed in its original language and
the intention of the question translated into a repre-
sentation suitable for answering the question from the
available documents, or the question itself translated
prior to analysis and the QA system proceeding as a
monolingual process in the document language. There
is limited existing work in CLQA which begins to ad-
dress this question [1][2]. This existing work attempts
to identify question type, useful phrases and named
entities in the question language, but does not explore
the deep linguistic analysis required for detailed inter-
pretation of the question. In this paper we begin to
explore this issue by applying our question analysis
methods to the output of standard machine translation
resources for English-Chinese and Chinese-English.
These experiments illustrate that the output of current
machine systems is structurally very different from na-
tive text written in the output language and the results
of question analysis using tools developed on natu-
ral language text is much reduced compared to cor-
responding monolingual questions.
This paper is organised as follows: Section 2 de-
scribes our question analysis methods for parsing and
annotation of questions; Section 3 outlines the specific
details of our question processing system; Section 4
details the question data sets used in our investiga-
tion; Section 5 gives the results of our monolingual
and cross-language question analysis; and finally Sec-
tion 6 describes the conclusions of our study and out-
lines directions for our further work on CLQA.
2 Question Analysis
Our question analysis system performs deep lin-
guistic processing of the question in two stages: pars-
ing and annotation.
2.1 Parsing
Parsing is the process of analysing (natural or for-
mal) language into its component parts and describing
how these relate to each other syntactically. For natu-
ral language input, parsing usually produces an output
showing the lexical category of each of the words and
the internal structure of the input (a parse tree and/or
a more abstract dependency or logical form structure).
Parsing natural language gives us useful information
about the internal structure of sentences and phrases.
Figure 1 shows a parse tree structure for a simple sen-
tence.
Parsing sentences allows us to extract “deep” lin-
guistic information about the sentence structure and
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Figure 1. Example Tree
internal relationships like subject and object. These
are key factors in disambiguating sentences which
have similar surface forms, and as such can be crucial
in disambiguating questions which have similar sur-
face form, but are seeking different information. For
example the questions “Who killed Harvey Oswald?”
and “Who did Harvey Oswald kill?” have a similar
surface form, but are seeking entirely different infor-
mation as a response to the question. The first is seek-
ing a named entity that can fulfill the subject role of the
sentence, the second is seeking the object. Using pars-
ing to identify these differences is an effective way of
extracting this kind of information. Performing shal-
low processing of questions to identify expected an-
swer types and named entities can often fail to capture
subtleties of question interpretation of this type, and
may lead to the return of quite incorrect answers or
difficulties in selecting the correct answer from among
multiple possibilities found in the available document
set.
2.2 Annotation
Lexical Functional Grammar (LFG) [7] is a mean-
ing based formalism which analyses sentences at a
deeper level than syntactic parsing. LFG analysis
identifies the main predicate of each clause (and sub-
clause) and shows how functional roles such as sub-
ject, object, modifier and quantifier are fulfilled by
various lexical items. LFG uses two levels of repre-
sentation c(onstituent)-structure, which corresponds to
the output of parsing, and f(unctional)-structure which
represents functional roles and relations. This type of
analysis is useful in that it is a more abstract represen-
tation of linguistic information than a parse tree struc-
ture. In addition, long distance dependencies, which
are very common in interrogative sentences and fact
seeking questions, are resolved in order to have a com-
plete and correct f-structure analysis. This makes LFG
analysis useful for QA tasks because it identifies the
focus of the question and also which functional role
(e.g. subject and object) the focus can fulfill. Fig-
ure 2 shows an f-structure for a simple sentence, and
Figure 3 an f-structure for a question from the NTCIR
5 CLQA test set, the resolved dependencies are indi-
cated by co-indexation. The f-structure shows that the
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Figure 2. Example F-Structure
“Who made Big Wonder?”
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Figure 3. Example F-Structure for a Ques-
tion
focus of the question is the subject of the main predi-
cate of the sentence “make”.
LFG analysis thus provides valuable information
for the detailed interpretation of complex questions
which can potentially form a significant component in
answering them correctly.
3 Question Processing System
For this investigation of question processing we use
Bikel’s parser [3] to generate c-structure trees, and the
automatic annotation algorithm of [4, 5] to generate
f-structures from the c-structure trees using a simple
pipeline architecture, as shown in Figure 4.
Figure 4. Pipeline Architecture
The parser in each language is trained on a standard
training set for the language, the Wall Street Journal
sections 2-21 of the Penn-II Treebank [8] for English,
and the Chinese Treebank-II for Chinese [9]. The an-
notation algorithm of [4, 5] is unchanged from this pre-
vious work.
There are a number of differences between the
linguistic resources used for English and Chinese.
Firstly, the training corpora for the parser are unevenly
matched in terms of size. The Wall Street Journal sec-
tions of the Penn-II Treebank which are used to train
the English parser contain approximately 40,000 sen-
tences. The Chinese Treebank-II on the other hand
contains only 4,000 sentences1. The size of the train-
ing corpus can adversely effect parser performance if
the corpus is of insufficient size to contain enough data
to allow the grammar to generalise over unseen data.
Secondly, the LFG annotation algorithm used to gen-
erate the f-structures, is developed monolingually, and
at present the Chinese modules for the annotation al-
gorithm are relatively new and hence have not been de-
veloped to the same extent as the English equivalent.
Furthering the quality of these tools is part of ongoing
work in our research group.
4 NTCIR 5 CLQA Question Sets
In Section 5 we describe a set of experiments de-
signed to investigate the effectiveness of the analyses
described above for questions in the NTCIR 5 CLQA
Question Sets, and also to determine the effect of auto-
matically translating the questions. In order to be able
to perform evaluations of these kind, we need a “gold
standard” against which to evaluate them. The gold
standard set contains analyses of the test set which are
deemed to be correct as verified by a human annotator.
Due to the time consuming and difficult nature of
creating such a gold standard for the entire NTCIR
5 CLQA question test sets, we randomly selected a
subsection of 50 translationally equivalent questions
in both English and Chinese taken from the NTCIR
5 CLQA test sets and manually verified these as gold
standards for our evaluations. We believe that perfor-
mance on this subset of the test set to be representative
of performance on the full set.
4.1 C-Structure Gold Standard
We created a gold standard of c-structure trees from
the 50 raw questions by first passing them to a state-of-
the-art parser [3] and then hand correcting the mistakes
made by the parser. Figure 5 shows an example c-
structure tree as output by the parser (a) and then after
hand correction for the gold standard (b).
4.2 F-Structure Gold Standard
Previous work on automatic f-structure annotation
in [4, 5] has shown that given a c-structure analysis of
1A larger Chinese Treebank (CTB4) exists, however work on
Chinese question analysis is at an early stage of development and
we have yet to scale up to this larger data set.
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Figure 5. Example trees before and after
hand correcting
high enough quality the automatic LFG annotation re-
sources of [4, 5] will produce f-structures of equally
high quality. In light of this we generate the gold
standard f-structures automatically from the gold stan-
dard c-structure trees which have been hand corrected
and are deemed to be correct. This process is used
to generate gold standards for English and Chinese f-
structures. Figure 6 shows the example gold standard
tree and its corresponding gold standard f-structure.
5 Experimental Investigation
In this section we describe results for our analyses
of English and Chinese questions. We first explain the
evaluation metrics used and then give monolingual and
cross-language question analysis results.
5.1 Evaluation Metrics
In evaluating the quality of analysis of c-structure
parsing and f-structure analysis we use precision
and recall calculated on tree constituents and func-
tional dependencies. In the c-structure analysis the
constituents evaluated are the nodes of the parse
tree, and in f-structure analysis the dependencies are
evaluated. In both types of evaluation the con-
stituents/dependencies are compared to the gold stan-
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Figure 6. A gold standard tree and corre-
sponding gold standard f-structure.
dard version of the tree/dependencies which has been
hand checked to ensure correctness. Given an analysis
P and a corresponding gold standard analysis T, preci-
sion, recall and f-score (the harmonic mean of preci-
sion and recall) are calculated as shown below.
precision = number of correct constituents inPnumber of constituents inP
recall = number of correct constituents inPnumber of constituents in T
f score = 2×precision×recallprecision+recall
5.2 Monolingual Question Analysis
5.2.1 English Questions
Precision Recall F-Score
Trees 80.19 80.76 80.97
F-Structures 77.83 88.73 82.92
Table 1. English Question Analysis Re-
sults.
Table 1 gives results of the evaluation of our 50 En-
glish question test set. The analysis of the questions
is quite good with an f-score in excess of 80% for c-
structure parsing. Correspondingly the scores for the
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f-structure analysis are high, with an f-score also over
80%. These results are comparable to results from
earlier experiments for a similar analysis of questions
taken from the ATIS corpus [6].
5.2.2 Chinese Questions
Precision Recall F-Score
Trees 57.03 60.86 58.88
F-Structures 74.97 76.99 75.97
Table 2. Chinese Question Analysis Re-
sults.
Table 2 shows results for the analysis of Chinese
c- and f-structure analysis for the 50 question test set.
The f-score for the Chinese c-structures is consider-
ably lower than for the corresponding English analy-
sis, the f-structure analysis is also lower than the corre-
sponding English result. This can be attributed to two
factors.
First, the relative difference in size between the En-
glish and Chinese training corpora is likely to have af-
fected the quality of the grammar and hence the evalu-
ation results. The development of a set of high quality
grammars for multiple languages, including Chinese
and Japanese, is a current focus of a research project in
our group. The impact of these improved resources on
question analysis will be explored as these resources
become available.
Second, the Chinese Treebank-II is modern simpli-
fied Chinese Mandarin, unlike the traditional Chinese
Mandarin of the CLQA data set. This introduces is-
sues of differences in both the character sets and gram-
mars of the parser training set and question test set.
Some examples of problems that we observed from
manual analysis of the questions are as follows:
• Chinese Treebank-II is a small corpus and taken
from newswire, most sentences are declarative,
whereas the test set are questions. Some of fre-
quent interrogatives in the test set are not in-
cluded in Chinese Treeback-II, such as the inter-
rogative determiner .
• There are also notable language differences be-
tween modern simplified Chinese and traditional
Chinese. For example, traditional Chinese has
many mono-syllable words which derive from
ancient Chinese. Those words have almost been
abandoned or have evolved into other di-syllable
or multi-syllable words in contemporary simpli-
fied Chinese.
For example, English:
What was the destination of the inaugural flight de-
parting from Haneda Airport ’s new runway B?
Traditional:
Simplified:
• Though the primary differences between the
forms of Chinese are at word level, we identified
a few at sentence level. For example, the collo-
cation of and would not be seen in
contemporary simplified Chinese grammar, but is
still used in traditional Chinese.
For example, English:
What is the name of the river that separates North Ko-
rea from China?
Traditional:
Simplified:
and
The obvious solution to these issues would be build
a question analysis module for the NTCIR 5 CLQA
task using a tree bank constructed for traditional Chi-
nese. Such resources are availble for research in this
area, and we are in the process of acquiring a suitable
training resource2 to scale up our system.
5.3 Analysis of Translated Questions
One of the objectives of our work is the develop-
ment of effective CLQA technologies. As part of our
investigation in this section we report results for the
analysis of the output of translating our test question
set using standard machine translation (MT) systems.
The questions were translated from English to Chinese
and Chinese to English, using the Systran3 online MT
system. The MT output was analysed in the same way
as the untranslated monolingual questions, and evalu-
ated against the gold standards as before.
5.3.1 English-Chinese Translation
Table 3 shows an analysis of the MT system’s Chi-
nese translation of the 50 English questions. It is evi-
dent that there is a very significant reduction in parse
accuracy relative to the Chinese monolingual result
2http://turing.iis.sinica.edu.tw/treesearch
3http://www.systransoft.com/
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Precision Recall F-Score
Trees 9.22 10.54 9.67
F-Structures 16.28 18.12 17.5
Table 3. Analysis of English to Chinese
MT output.
shown in Table 2. The deeper f-structure analysis has
also suffered with an f-score of 17.5, compared to the
Chinise monolingual score of 75.97.
5.3.2 Chinese-English Translation
Precision Recall F-Score
Trees 6.60 6.46 6.37
F-Structures 20.93 24.36 22.51
Table 4. Analysis of Chinese to English
MT output.
Table 4 shows the breakdown for the analyses of the
output of the MT system’s translations of the 50 Chi-
nese questions into English. The c-structure analysis
has suffered considerably with an f-score of only 6.37
compared to 80.97 in the English monolingual analy-
sis. The f-structure evaluation has also suffered a loss
of accuracy, though to a lesser extent, with an f-score
of 22.51.
The Chinese-English evaluation c-structure f-score
is notably lower than the English-Chinese evaluation.
This, we believe, can largely be attributed to the poor
word order in the output of the MT system. This is a
greater problem for English where the word order is
not as free as in Chinese. Figure 7 shows an exam-
ple taken from the MT output, and its corresponding
English gold standard (GS) equivalent.
(MT) The South Korea biggest automobile manufac-
turer is?
(GS) What is the name of the South Korea’s largest au-
tomaker?
Figure 7. Example Chinese to English MT
vs GS English question.
The finding that both the English and Chinese trans-
lated output have very poor performance relative to the
monolingual question suggests that this is not due to
the available analysis resources, but rather the form of
the translated output. Analysis of the translated ques-
tions indicates that although the translated output often
has the correct or appropriate words and local phrases,
there are often problems with exact word order for En-
glish and Chinese which the grammar of the question
analysis parser is not able to process suitably. We have
noted in previous work on the processing of the En-
glish ATIS test set questions that high quality parse
trees are crucial to achieving high quality f-structures
[6].
Evaluation of MT systems tends to focus on the ac-
curacy of local translation of word groups rather than
the type of long distance dependencies that are cru-
cial to the correct understanding of questions, and it
is thus possible that current MT evaluation metrics do
not give a useful indication of the usefulness of indi-
vidual MT systems for applications requiring deep un-
derstanding of the material to be translated, such as
question interpretation.
This suggests that for CLQA as much question
analysis as possible should be done in the source lan-
guage, and the interpreted output translated in some
way to the document language. For similar languages
the f-structure will have a similar form, and this trans-
lation may be fairly simple. However, for very dif-
ferent languages, as is the case for English and Chi-
nese, this translation process will be much more com-
plicated.
A possible alternative approach to addressing this
issue would be to train a grammar on an annotated
corpus of output from the MT system to be used for
the translation, but for this to be effective we would
have to be sure that the translation output would be
produced consistently according to some reliable rule
set. Of further concern is the issue that the grammar
would have to be adapted for any change to linguistic
functionality of the MT system or possibly replaced
entirely if a new MT system were to be introduced.
There is of course the issue of the cost of manually
annotating such a training corpus.
6 Conclusion and Further Work
The results of our analysis of English and Chinese
questions from the NTCIR 5 CLQA test set show that
we are able to build high quality f-structures for the
monolingual English questions, but that the small size
of our Chinese training set and linguistic mismatch be-
tween the training and test question sets mean that the
performance of Chinese questions is currently lower.
We are currently working on improving our Chinese
grammar and annotation system, and results of ques-
tion analysis should improve as these become avail-
able.
We have shown in previous work that the accuracy
of question processing can be increased for questions
from the English ATIS test set by including a signif-
icant number of annotated representative questions in
the training set used to train the c-structure parser [6].
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It would be interesting to investigate this for both En-
glish and Chinese for the NTCIR 5 CLQA test set. In
particular it would be interesting to see the extent to
which including an annotated question set might miti-
gate the problems of linguistic mismatch between our
Chinese training set and the CLQA test questions.
Analysis of results for questions translated using
standard MT are very poor indicating that the output
of current MT resources is not suitable for the analysis
of questions in CLQA systems. It is possible that such
systems may be suitable for simple named entity ques-
tions not requiring detailed interpretation, but this will
not be an effective approach as question complexity
increases. Rather our results indicate that we should
perform analysis of the question prior to translation
and that the question should be matched to potential
answers at the level of the f-structures. This process
is far from straightforward, particularly for languages
which differ significantly such as English and Chinese,
and this topic will form an ongoing area of our further
work.
Results from the numerous Cross-Language Infor-
mation Retrieval (CLIR) evaluations show that MT,
and indeed shallow statistical and dictionary-based
methods, can cross the language barrier effectively for
document retrieval. Thus, it should not be assumed
that an effective CLQA system should translate the
question in the same way both with respect to retriev-
ing documents which may contain the correct answer
and identifying the answer in documents in the target
language. Investigation of this aspect of the design of
effective CLQA systems will also form a component
of our further work.
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