In this paper, the absolute stability theory and methodology for nonlinear control systems are employed to study the well-known Chua's circuit. New results are obtained for the globally exponent synchronization of two Chua's circuits. The explicit formulas can be easily applied in practice. With the aid of constructing Lyapunov functions, sufficient conditions are derived, under which two (drive-response) Chua's circuits are globally and exponentially synchronized, even if the motions of the systems are divergent to infinity. Numerical simulation results are given to illustrate the theoretical predictions.
Introduction
Since Carroll [1990, 1991] first designed an analog electrical circuit to realize chaos synchronization, many researchers have extensively studied the property of chaos synchronization and possible applications in practice (e.g. see [Chen & Lü, 2003; Chua et al., 1993; Curran & Chua, 1997; Guan et al., 2002; Jiang et al., 2000 Jiang et al., , 2003 Jiang et al., , 2004 Liao et al., 2002 Liao et al., , 2003a Liao et al., , 2003b Liao et al., , 2004a Liao et al., , 2004b Madan, 2003; Suykens & Vandewalle, 1994; Wu & Chua, 1994; Yang & Yang, 1993; Zhang, 1996] ). This has changed a long time viewpoint: chaos cannot be controlled, nor synchronized.
Although many results about chaos synchronization have been obtained on the basis of stability theory, general mathematical theory and methodology are still under development. Recently, Curran and Chua [1997] suggested that different chaos synchronization methods should be unified to establish a fundamental mathematical theory, based on the absolute stability theory of Lurie control systems. The authors and co-workers have also studied chaos synchronization following Curran and Chua's idea [Liao et al., 2003a [Liao et al., , 2003b . However, we have noticed that there does not exist a simple approach which can transform the existing well-known chaotic systems, such as the Lorenz equation, Rössler system, Chen system and Lü system, to a type of Lurie system. For Chua's chaotic circuit, we have recently found that it could be transformed into a type of Lurie system, and thus the theory and methodology developed by Liao [1993] can be used to study the synchronization of two Chau's circuits. Chua's circuit is the first electrical circuit to realize chaos, which exhibits very rich complex dynamical behavior, and yet has very high potential in real applications. Therefore, it is important to further investigate the chaos synchronization of Chua's circuit, which may lead to developing more advanced theory and methodology in the study of general chaotic systems.
The rest of the paper is organized as follows. The next section provides some preliminary and lemmas which are needed in the following sections. The globally exponent synchronization using linear feedbacks is discussed in Sec. 3, while Sec. 4 treats the globally exponent synchronization using nonlinear feedbacks. Section 5 is devoted to globally exponent synchronization with respect to partial system states, and a brief discussion on the problem of nonsynchronization is given in Sec. 6. Numerical simulation results are presented in Sec. 7, to illustrate the theoretical predictions. Finally, conclusion is drawn in Sec. 8.
Preliminary and Lemmas
In this section, we shall, without proof, state some results of absolute stability theory for Lurie control systems, which will be used in the following sections. Also, we shall present some new results, with detailed proof, which are needed for later proofs.
Consider the following general Lurie control system in which the feedback state σ has been changed to the state viable x 1 [Liao, 1993] :
where f (x 1 ) ∈ F := {x 1 |0 < x 1 f (x 1 ) ≤ Lx 2 1 , f (0) = 0, L < +∞}, f (x 1 ) is a scalar, continuous function of x 1 . Definition 1. ∀ f (x 1 ) ∈ F , if the zero solution of Eq. (1) The proof for Lemma 1 can be found in [Liao, 1993] . Proof. Necessity is obvious, since
For sufficiency, from the given condition, we know that there exist constants M ≥ 1 and α > 0 such that
Without loss of generality, we may assumeα = α.
(Otherwise, ifα = α, one can always change it to, say,α = (1/2)α, such that the second inequality still holds.) Since the general solution of Eq. (1) can be written as
we obtain
It is seen that the first term in Eq. (2) has a negative exponential estimation, thus we only need to prove that the second term in Eq. (2) also has a negative exponential estimation. To achieve this, let
Equation (3) indicates that the second term in Eq. (2) indeed has a negative exponential estimation, and therefore, the zero solution of Eq. (1) is absolutely and exponentially stable.
Next, we establish the relation between Chua's circuit and Lurie system. Chua's circuit is described by the following differential equations [Chen & Lü, 2003; Curran & Chua, 1997; Jiang et al., 2000 Jiang et al., , 2004 : 
in which E is a positive constant. Based on Eq. (4), consider the synchronization of Chua's circuits, which consist of two chaotic systems: One is the drive system, given bẏ
where the subscript d denotes the drive system; and the other is the response system, described bẏ
where the subscript r indicates the response system, u i satisfying u i (0, 0, 0) = 0, i = 1, 2, 3, represent feedback controls to be determined. Letting
yields the following error system:
The basic idea here is to choose simple feedback controls u 1 , u 2 and u 3 such that the zero solution of the error system (7) is globally and exponentially stable, and therefore the two systems (5) and (6) are globally and exponentially synchronized.
, and the corresponding x r (0), y r (0), z r (0) ∈ R 3 , the zero solution of the error system (7) is globally and exponentially stable, then the two systems (5) and (6) are globally and exponentially synchronized.
Next, we shall show that the error system (7) can be considered as a standard Lurie system. In fact, if all controls u 1 , u 2 and u 3 are merely linear functions of e x , e y and e z , then these controls can be included in the linear part A of the Lurie system. On the other hand, if
which does not satisfy the condition of Lurie function. However, because
we can define
which satisfies the condition of Lurie function. Therefore, the error system (7) can be always transformed into a standard Lurie system, given bẏ
Globally Exponent Synchronization Using Linear Feedback Control
In this section, we shall show how to choose the feedback controls u 1 , u 2 and u 3 such that the driveresponse systems (5) and (6) are globally and exponentially synchronized.
Theorem 1.
In the response system (6 ), take the following feedback controls:
Then, the zero solution of (7 ) is globally and exponentially stable, and thus the two systems (5 ) and (6 ) are globally and exponentially synchronized.
Consider the first equation of (7) and construct the Lyapunov function for this equation: V = (1/2) e 2 x , then we have
Equation (10) indicates that the zero solution of the error system (7) is globally, absolutely and exponentially stable w.r.t. partial variable e x (i.e. for any
Next, consider the following matrix:
which gives the characteristic polynomial:
According to the well-known Hurwitz criterion, the sufficient and necessary conditions for matrix A being a Hurwitz matrix (i.e. all eigenvalues of A have negative real parts) are
Obviously, the above inequalities hold under the given conditions. Hence, by Lemma 2, the zero solution of system (7) is absolutely and exponentially stable (i.e. for any k(x d , x r )δ x ), and therefore, the drive-response systems (5) and (6) are absolutely and exponentially synchronized.
Theorem 2.
In the response system (6 ), choose the following feedback controls:
where δ z > 0 is an arbitrary real number. Then, the zero solution of (7 ) is absolutely and exponentially stable, and thus the two systems (5 ) and (6 ) are globally and exponentially synchronized.
Proof. Under the controls given in Eq. (13), the error system (7) becomeṡ
Letp − p = r > 0,δ x = δ x + (1 + a). Then, consider the first two equations of (13) and construct the Lyapunov function for these two equations:
Therefore, the zero solution of system (13) is absolutely and exponentially stable w.r.t. partial variables e x and e y . Now, from the linear part of system (13), we have the matrix:
which yields the characteristic polynomial:
It follows from the given conditions: δ z > 0, p + pδ x + 1 > 0 and p + pδ x + r > 0 that A is a Hurwitz matrix. Thus, by Lemma 2, the conclusion of Theorem 2 is true.
Then, the zero solution of (7 ) is absolutely and exponentially stable, and thus the two systems (5 ) and (6 ) are globally and exponentially synchronized.
Proof. Under the controls given in Eq. (14), the error system (7) can be rewritten aṡ
Letδ x = δ x + (1 + a). Then, consider the first two equations of (15) and construct the Lyapunov function for these two equations:
y . Similar to the proof of Theorem 2, a simple algebraic manipulation leads to the conclusion: the zero solution of system (15) is absolutely and exponentially stable w.r.t. partial variables e x and e y .
Next, similarly, the linear matrix of Eq. (15):
yields the characteristic polynomial:
It is obvious that A is a Hurwitz matrix. Thus, by Lemma 2, the zero solution of system (15) is absolutely and exponentially stable, and therefore, the two systems (5) and (6) are globally and exponentially synchronized.
Theorem 4. In the response system (6 ), take the following feedback controls:
Proof. Under the controls given in Eq. (16), the error system (7) becomeṡ
From the given conditions:
Further, using the sufficient and necessary conditions for a second-order real matrix to be Lyapunov-Voltlor stable, one can conclude that there exists ξ > 0 such that
is negative definite. Let λ max (Ω) denote the largest eigenvalue of Ω. Then, similarly, consider the first two equations of (17) and construct the Lyapunov function for these two equations: V = (e 2 x + ξe 2 y ). Thus, we have
x + e 2 y ), which implies that the zero solution of system (17) is absolutely and exponentially stable w.r.t. partial variables e x and e y . In particular, it is absolutely and exponentially stable w.r.t. e x .
By considering the linear matrix of system (17):
we can similarly prove that A is a Hurwitz matrix. Therefore, by Lemma 2, the conclusion of Theorem 4 is true.
In the following, we give a new theorem which is completely different from Theorems 1-4.
Theorem 5. In the response system (6 ), choose the following feedback controls:
Proof. Under the controls given in Eq. (18), the error system (7) becomeṡ
Consider the second and third equations of (19) and construct the Lyapunov function for these two equations: 
y + e 2 z ). Combining these results yields
where λ min (W ), λ max (W ) denote, respectively, the minimum and maximum eigenvalues of W , and λ max (Q) represents the maximum eigenvalue of Q. This shows that the zero solution of system (19) is absolutely and exponentially stable w.r.t. e y and e z . Next, consider the first equation of (19) and construct the Lyapunov function V = (1/2)e 2 x , and
Let V (t 0 ) = V 0 . Consider the following initial value problem: (21) which is used for comparison with Eq. (20). Following the proof of Lemma 2, one can show that U (t) has a negative exponential estimation since e 2 y has a negative exponential estimation. Therefore, V (t) and e 2 x (t) have negative exponential estimations. This implies that the zero solution of system (19) is also absolutely and exponentially stable w.r.t. e x , and thus the zero solution of system (19) is absolutely and exponentially stable. Therefore, the drive-response systems (5) and (6) are globally and exponentially synchronized.
To end this section, we present a general result for existence, and then apply it to find some useful conditions for practical applications.
In the response system (6), take the following feedback controls:
Then, the error system (7) becomeṡ 
Thus, when e 2 x + e 2 y + e 2 z = 0, as long as the parameters are chosen to satisfy (1 + δ y ) > 0,
Thus, the zero solution of system (23) is absolutely and exponentially stable, and so the two systems (5) and (6) are globally and exponentially synchronized.
Globally Exponent Synchronization Using Nonlinear Feedback Control
In this section, we apply nonlinear feedback controls to obtain globally exponent synchronization.
To achieve this, in the response system (6), let
where
Then, system (7) becomeṡ 
where δ = l − p, and
The characteristic polynomial is
According to Hurwitz criterion, the sufficient and necessary conditions for Eq. (28) being a Hurwitz polynomial are q > 0, 0 < pq < (p + 1)q = pq + q.
Since p > 0, q > 0, the above conditions obviously hold, indicating that A is a Hurwitz matrix. Thus, by Lemma 2, the sufficient and necessary conditions for the zero solution of system (27) being absolutely and exponentially stable are that the zero solution of system (27) is absolutely and exponentially stable w.r.t. partial variable e x .
Theorem 7. If there exist τ > 0 and > 0 such that
is negative definite, then the zero solution of system (27 ) is absolutely and exponentially stable, and thus the two systems (5 ) and (6 ) are globally and exponentially synchronized.
Here, R is the symmetric, positive definite solution of the Lyapunov matrix equation:
where B is a symmetric, negative definite matrix. R 11 , R 21 and R 31 are the first row elements of R.
Proof. Construct the Lurie-Lyapunov function: V = e T Re + ex 0 g(e x )de x , and then differentiate V along the solution of system (27) with the aid of S program [Liao, 1993] 
One may choose ξ > 0 such that (1/2)ξ|a| ≤ |b|.
x ≤ e x g(e x ). Thus, inequality (30) can be rewritten as
Hence,
which, in turn, results in e T (t)e(t)
Equation (31) implies that the zero solution of Eq. (27) is absolutely and exponentially stable.
Because A is a Hurwitz matrix, the Lyapunov matrix equation (29) always has symmetric, positive definite matrix solution. Thus, in order to apply Theorem 7, one only needs to verify if there exist τ > 0 and > 0 such that H is negative definite. In the following, we derive an explicit condition for proving the existence of such τ and .
Theorem 8. Let
If there exist τ > 0 and > 0 such that
then the zero solution of system (27 ) is absolutely and exponentially stable, and thus the two systems (5 ) and (6 ) are globally and exponentially synchronized.
Proof. Because the H(τ ) given in Theorem 7 is negative definite, this implies that the condition (32) is satisfied.
Now we expand the inequality (32) as a quadratic polynomial of τ :
which can be rewritten as
from which we can obtain simpler conditions for the existence of τ as follows.
Corollary. If one of the following conditions is satisfied, then the quadratic inequality (32 ) has positive solutions for τ :
The above conditions indicate that the inequality (33 ) has positive solutions for τ . Thus, the zero solution of Eq. (27 ) is absolutely and exponentially stable, and so the two systems (5 ) and (6 ) are globally and exponentially synchronized.
Globally Exponent Synchronization w.r.t. Partial State Variables
Chua's circuit is perhaps the earliest developed system from which chaos synchronization was observed [Pecora & Carroll, 1990] , via a state signal taken from the transmitter system to drive the response system. In other words, some of the states of the response system are exactly the same as that of the drive system. For example, let x d = x r . Then, consider the synchronizations between the two pairs of (y d , y r ) and (z d , z r ). In this section, we use partial states stability theory and methodology [Liao, 1993 [Liao, , 2001 ] to study the globally exponent synchronization w.r.t. partial state variables.
(I) For x r = x d , system (7) becomeṡ Proof. Construct the Lyapunov function for system (34) as follows:
Then,
e y e z < 0 (when e It is easy to see that one can choose an = 0 such that V is positive definite while dV/dt is negative definite. Thus, the zero solution of system (34) is globally and exponentially stable, implying that when x r = x d (i.e. without feedback control), the two systems (5) and (6) are globally and exponentially synchronized between the two pairs of (y d , y r ) and (z d , z r ).
(II) For y r = y d , system (7) becomeṡ
Theorem 10. In Eq. (35 ), choose
Then, the zero solution of system (35 ) is globally and exponentially stable, and thus when y r = y d , the two systems (5 ) and (6 ) are globally and exponentially synchronized between the two pairs of (x d , x r ) and (z d , z r ).
Proof. Construct the Lyapunov function: V = (1/2)e 2 x + (1/2)e 2 z , which yields dV dt = e xėx + e zėz ≤ −pe
z , whereδ x = (δ x + 1 + a) . Obviously, the conclusion is true.
(III) For z r = z d , system (7) becomeṡ
Theorem 11. In Eq. (37 ), take either
Then, the zero solution of system (37 ) 
e x e y < 0 (for e 2 x + e 2 y = 0). Hence, the conclusion of Theorem 11 is true.
Remarks on Nonsynchronization
If no feedback control is applied to the driveresponse systems (5) and (6), or even with a driving signal but without feedback control, then it may fail to synchronize the two systems.
(I) Part of variables are not synchronized. Suppose y r = y d , and take u 1 = u 3 = 0 (i.e. without feedback). Then, obviously the zero solution of system (35) cannot be asymptotically stable. This is because e z (t) ≡ e z (t 0 ) = 0, implying that lim t→+∞ e z (t) = 0, and therefore when x d (0) > E and x r (0) > E (E > 0), lim t→+∞ e x (t) = +∞; while when x d (0) < −E and x r (0) < −E, lim t→+∞ e x (t) = −∞. This indicates that although y d is used as the driving signal, x d and x r (z d and z r ) cannot be synchronized.
Let z r = z d and take u 1 = u 2 = 0 in Eq. (37). Then, when |x r | < E and
is an equilibrium point of the system:ẋ
Hurwitz matrix. Thus, lim t→+∞ (x 2 r (t) + y 2 r (t)) = 0, implying that x d and x r (y d and y r ) cannot be synchronized, though z d is used as the driving signal.
(II) All variables are not synchronized. In Eq. (6) take u 1 = u 2 = u 3 = 0. Then, (0, 0, 0) is an equilibrium point of system (5). However, when |x r | ≤ E, the trace of the matrix
Thus, lim t→+∞ (x 2 r (t) + y 2 r (t) + z 2 r (t)) = 0. The above discussions may explain why for a long time people believe that chaotic systems cannot be synchronized. It actually means that chaotic systems cannot be synchronized without feedback control or with an improper feedback control. The first observed chaos synchronization [Chen & Lü, 2003 ] was actually obtained using one variable as a driving signal, while the other two variables can be synchronized. Therefore, chaos synchronization can occur only if certain conditions are satisfied.
Numerical Simulation Results
In this section, we present several examples using numerical simulations to illustrate the theoretical predictions. The fourth-order Runge-Kutta method is used to obtain the results. Since the problem of nonsynchronization, discussed in the previous section, is obvious, we thus only consider synchronization with feedback controls. Further, for definite, choose E = 1 for the function f (x) in Eq. (4).
The first example takes the control given in Eq. (9) and choose δ x = 2.5 > −(1 + a) = 2.27. The simulation results are shown in Fig. 1 . Note that Chua's circuit exhibits chaos only for the initial values bounded in a certain region. For example, the results given in Figs. 1(a) and 1(b) use the following initial values:
showing a chaotic attractor. When the initial conditions are chosen as:
the trajectory diverges to infinity. However, both cases show that the error e x exponentially converges to zero within a short transient period (e y and e z , not shown in the paper, are also convergent to zero). The second example, depicted in Fig. 2 , uses the control (14) with δ x = 2.5, l = 1.5 and δ z = 0.5. The initial conditions are given in Eq. (39). It is seen that the error, e x , quickly, exponentially converges to zero. The third example applies the control (18) with δ x = 2.5. The initial conditions are given by
The results are shown in Fig. 3 . Again, it can be seen that the error exponentially converges to zero. But unlike the previous two examples, it dies out with normal oscillations.
The next example uses the control ( 3 . Convergence of ex of system (19) using the control for δx = 2.5 with the initial conditions:
It is seen from the above examples that the convergence rate depends upon the initial values. The first two examples converge fast than the third and fourth examples.
The above four examples use linear controls. The next example employs the nonlinear control (25) in which l = 11 (> p = 10). The error e x is depicted in Fig. 5 , again confirming that the error exponentially converges to zero, but for this example, the convergent rate is very slow, compared with the previous examples.
The sixth example is to demonstrate synchronization with respect to partial system variables. It assumes z r = z d , i.e. z d is used as the driving signal. The control given in Case (ii) of Eq. (38) is used, where δ x = 2.5, δ y = −0.2. There is no feedback control for the equationż (orė z ). The initial condition is given in Eq. (41). The time histories of the error variables e x and e y are shown in Fig. 6 , indicating that the error exponentially converges to zero. Finally, we give one more example to show that the conditions given in this paper are sufficient, but not necessary. We use the control (9) (which has been used in Example 1, see Fig. 1 ) with different values of δ x . By Theorem 1, it is sufficient to obtain global exponential synchronization if δ x > −(1 + a) = 0.27. In Fig. 7 , we present two cases: (a) δ x = 0.1 and (b) δ x = −0.4. It is seen from Fig. 7 that the error still quickly converges to zero when δ x = 0.1 < 0.27, while it diverges to infinity when δ x = −0.4. This suggests that the sufficient conditions obtained in this paper might be further improved. 
Conclusion
In this paper, we have investigated Chua's circuit using the theory and methodology of Lurie nonlinear control system. Based on the idea of absolute stability of Lurie system, we obtained explicit algebraic conditions under which two Chua's circuits are synchronized, via an appropriate linear or nonlinear feedback control, for part or all of system variables. This research provides a new method in the study of chaos synchronization. It is shown that feedback control is a power and useful tool in controlling chaos. The new results also explain why chaos synchronization is conditional.
