This paper presents an enhanced version of our previous work, hybrid non-uniform subdivision surfaces [19] , to achieve optimal convergence rates in isogeometric analysis. We introduce a parameter λ ( 1 4 < λ < 1) to control the rate of shrinkage of irregular regions, so the method is called tuned hybrid non-uniform subdivision (tHNUS). Our previous work corresponds to the case when λ = 1 2 . While introducing λ in hybrid subdivision significantly complicates the theoretical proof of G 1 continuity around extraordinary vertices, reducing λ can recover the optimal convergence rates when tuned hybrid subdivision functions are used as a basis in isogeometric analysis. From the geometric point of view, the tHNUS retains comparable shape quality as [19] under non-uniform parameterization. Its basis functions are refinable and the geometric mapping stays invariant during refinement. Moreover, we prove that a tuned hybrid subdivision surface is globally G 1 -continuous. From the analysis point of view, tHNUS basis functions form a non-negative partition of unity, are globally linearly independent, and their spline spaces are nested. We numerically demonstrate that tHNUS basis functions can achieve optimal convergence rates for the Poisson's problem with non-uniform parameterization around extraordinary vertices. achieve optimal convergence rates in IGA, such as geometrically smooth multi-patch construction [8, 15] , degenerated Bézier construction [27, 33, 6] , manifold-based construction [23] , and blended C 0 construction for unstructured hexahedral meshes [39] . A common simplification in all these constructions is to adopt uniform parameterization around extraordinary vertices, i.e., the surrounding knot intervals are assumed to be the same. While the support of non-uniform parameterization is a necessary step forward to be compatible with the current industry standard in CAD, i.e., NURBS, the related study on the above-mentioned constructions has not been reported in the literature.
Introduction
Isogeometric analysis (IGA) has emerged as a powerful technology to unify geometric modeling and numerical simulation [13, 9] , which employs the same basis functions used in computer-aided design (CAD) and simulations. IGA has grown into a large family of numerical methods incorporating various spline techniques, such as NURBS (Non-Uniform Rational B-Splines) [13] , hierarchical B-splines [35] , T-splines [30, 21, 29, 34, 40, 20, 38, 41] , polynomial splines over T-meshes [10] , and locally refinable B-splines [11] .
The study of extraordinary vertices 1 has been one of the most active research directions in IGA because they are inevitable in complex watertight geometric representations. Along this direction, simultaneously fulfilling the requirements from both design and analysis is a significant challenge. Numerous methods have been developed over the past few years, but among them, only a few constructions can
Tuned hybrid non-uniform subdivision surfaces
Our discussion assumes that the input control mesh is a regular manifold mesh where all the faces are quadrilaterals. If initially a mesh has polygonal faces, we apply a single NURSS (Non-Uniform Recursive Subdivision Surface) refinement [31, 18] to obtain an all-quadrilateral mesh. A non-negative scalar, which is called the knot interval, is assigned to each edge of the control mesh. We further assume that in each face, the knot intervals on the opposite edges coincide. A non-uniform parameterization is obtained by assigning different knot intervals to different edges as long as the assumption for knot intervals holds.
The tHNUS consists of two sets of rules: the topological rules to manipulate mesh connectivity, and the geometric rules to update the coordinates of involved control points. Each set of rules can be further divided into the first level and the subsequent levels. All the rules of tHNUS coincide with those of the original HNUS [19] except for the geometric rule corresponding to the subsequent levels. We will concisely cover all the rules in the following to keep the explanation self-contained. One may refer to [19] for more details.
We start with the topological rules of tHNUS, which consist of rules for the first level and the subsequent levels, as illustrated in Figure 1 . The rule corresponding to the first level converts the input quadrilateral mesh to its hybrid counterpart. Each extraordinary vertex is replaced by a polygonal face, whereas each spoke edge 2 is replaced by a quadrilateral face. To make the resulting mesh conforming, additional vertices and edges are further replaced by certain faces; see Figure 1 (a). Note that all the edges of a newly added polygonal face have a zero knot interval. Under the assumption of knot intervals, this means that all the newly added faces have a zero (parametric) measure. In regular regions, introducing zero-knot-interval edges leads to a reduction in continuity of basis functions from C 2 to C 1 . The topological rule for the subsequent levels is about how to split the initial hybrid mesh as in Figure 1 (a). Overall, every edge with a nonzero knot interval is split equally into two. As a result, a quadrilateral face is split into four or two subfaces, depending on the number of nonzero-knot-interval edges it has. All the polygonal faces 3 stay unchanged (topologically). We next introduce the geometric rules of tHNUS, which again are divided into the first level and the subsequent levels. At the first level, the rule to update regular vertices is the same as NURBS refinement, whereas the rule to compute polygon vertices is derived such that the limit surface of tHNUS has the same limit point and tangent plane as that of the non-uniform subdivision via eigen-polyhedron [18] . We take the eigen-polyhedron-based subdivision as the reference because it shows demonstrated shape quality under non-uniform parameterization. However, the computation is rather complicated and there is no explicit formula available. Alternatively, a simple explicit rule was provided in [19] , where each polygon vertex is computed as a convex combination of neighboring vertices. However, this explicit rule does not guarantee shape quality. Note that the geometric rule for the first level plays a crucial role in determining shape quality, but it has nothing to do with the proof of surface G 1 continuity or the convergence performance in IGA. Now we provide the geometric rule of tHNUS for the subsequent levels, which differs from HNUS in that there is an additional tuning parameter λ in the formula to update polygon vertices. Referring to Figure 2 and given knot intervals a i , d i , the points P 0,0 i , P 1,0 i , P 1,1 i and P 0,1 i in the refined mesh are defined as
where α j = 1 n dj−1dj+2
(dj−1+dj+1)(dj +dj+2) , then
The remaining points are computed by the NURBS mid-knot insertion. For example,
where
Remark 2.1. All the computations of these points are the same as those in HNUS except for polygon vertices P 0,0 i , where the tuning parameter λ is introduced to control the size of shrinkage in the updated polygon: the smaller λ is, the more the polygon shrinks. As a result, isoparametric lines become more concentrated around extraordinary vertices. We will see examples in Section 5. When λ = 1 2 , the computation of P 0,0 i coincides with that in HNUS, and thus tHNUS is equivalent to HNUS in this particular case. However, the generalization via introducing λ is not as straightforward as it appears. The key insight is that λ turns out to be the subdominant eigenvalues (i.e., the 2nd and 3rd eigenvalues) of the subdivision matrix in tHNUS. As has been reported in [22] , convergence behavior in a subdivision scheme is mostly influenced by the subdominant eigenvalues. Therefore, tuning λ is equivalent to "controlling" convergence. We will have more detailed discussion about how λ improves convergence with specific examples in Section 5.
Tuned subdivision is a well studied subject aiming to optimized subdivision stencils (i.e., coefficients in the subdivision matrix) to improve certain properties of a subdivision scheme, for example, to minimize curvature variations to achieve a better surface fairness [12, 16, 1] . Recently, it has been explored in the context of IGA to improve accuracy [42] as well as convergence [22] . In particular, the tuned Catmull-Clark subdivision [22] is the first work in IGA that is able to use a subdivision scheme to achieve optimal convergence rates (in the L 2 -norm error by solving the Poisson's equation). However, the optimization framework proposed in [22] only works for uniform parameterization and cannot be extended to non-uniform subdivision schemes because the subdivision stencils in a uniform subdivision scheme like Catmull-Clark only depend on the valence of a given extraordinary vertex, and the optimization can be focused on a finite number of stencils of interest. Thus, optimization only needs to be done once and the optimized stencils can be stored for future use. On the other hand, the subdivision stencils in a non-uniform subdivision depend on not only the valence of an extraordinary vertex, but also the surrounding knot intervals, leading to infinite possible cases of stencils. Therefore, it is not feasible to apply optimization to non-uniform subdivision because otherwise it would be very time-consuming and also problem specific. Remark 2.2. We introduce λ explicitly to the formula of P 0,0 i . Note that λ is a single parameter for all situations. It is independent of the valence of extraordinary vertices and the choice of knot intervals. However, this is only possible when bounded curvature is not of primary interest. tHNUS generally does not have bounded curvature. Nonetheless, bounded curvature under non-uniform parameterization remains an open problem and may not be available at all.
Proof of continuity
In order to prove tHNUS surfaces to be G 1 continuous, we need to prove that the spectrum of the subdivision matrix satisfies certain constraints and the associated characteristic map is regular and injective. Note that introducing λ to HNUS indeed significantly complicates the proof of G 1 continuity. Referring to Figure 3 for the notations, the subdivision rule can be written into the following equations since the neighbor knot intervals a i equals to d i with enough subdivision levels. Figure 3 : The notations to define the subdivision matrix around a polygonal face.
We arrange them in a matrix form M = S n M , i.e.,
Denote Q n = (Q i,j ), where i, j ∈ {0, 1, . . . , n − 1}, and then we have
. Lemma 3.1. Given an extraordinary vertex of any valence and an arbitrary choice of positive knot intervals, the eigenvalues of Q n satisfy λ 1 = 1 > λ 2 = λ 3 = λ > |λ k |, k = 4, 5, . . . , n.
Proof. We use the discrete Fourier transform to compute the eigenvalues of Q n . Let p k and p k (k = 0, . . . , n − 1) be the Fourier vectors corresponding to P j and P j , respectively, i.e.,
where ω = e 2π n and ω = e − 2π n . Now the subdivision rule can be formulated in terms of the Fourier vectors,
Using the inverse discrete Fourier transform, we obtain
Similar to [19] , both G n and I − G n are positive definite. Denote λ B,i the eigenvalues of B n−3 . As G n is positive definite,
is also a positive definite matrix, which means that λ B,i < λ. On the other hand, I − G n is a positive definite matrix as well because µ k < 1, and equivalently,
is positive definite, which means that λ B,i > −λ. Therefore, we complete the proof. 
Proof. The eigenvalues of S n consist of those of Q n , E i and 1 16 I n , where I n is an n × n identity matrix. As proved in Lemma 3.1, the first three eigenvalues of Q n are 1, λ, λ, and the remaining ones are less than λ. 1 16 I n has n equal eigenvalues 1 16 (< λ). It is also straightforward to verify that the eigenvalues of the 2 × 2 matrix E i are 1 4 (< λ) and 1 8 (< λ). Therefore, we conclude that the eigenvalues of S n are
The next step is to compute the characteristic map and prove that it is regular and injective. We first prove the following lemma. Lemma 3.3. Let P i = cos( 2iπ n ), sin( 2iπ n ) ∈ R 2 (i = 0, . . . , n − 1), C P = n−1 i=0 β i P i , and P be an n × 2 vector containing all P i , i.e., P = [P 0 , P 1 , . . . , P n−1 ] T . Then we have S n (P − C P ) = λ(P − C P ).
Proof. Denote P = S n P , and we can obtain
=λ(Pj − CP ).
Since the above equation holds for any 0 ≤ j ≤ n − 1, we conclude Proof. To prove that the characteristic map is regular and injective, we need a 4 × 4 grid of control points. We first compute the coordinates of this control grid that is used to define the characteristic map. The key idea is based on the fact that applying subdivision to the control grid of a characteristic map is equivalent to scaling the control grid by λ.
Referring to Figure 4 , we have control points
By definition, we have
Solving the linear systems, we obtain
Similarly, we compute P 2,0 i , P 3,0 i , P 0,3 i−1 , P 0,3 i−1 as follows,
We can also compute the remaining control points P j,k i (1 ≤ j, k ≤ 3), whose coefficients are complex expressions in λ. The detailed expressions are given in the Appendix.
With all these control points, we can now extract the Bézier control points for patches P 1 , P 2 and P 3 ; see Figure 4 (b). For example, in the patch P 2 , let B j,k 2 (j, k = 0, . . . , 3) be the 4 × 4 Bézier control points. We denote S j,k
can be written as linear combinations of p, v and w, where the coefficients are again complex expressions in λ; see Appendix. We further plot some of these coefficients as functions of λ ∈ ( 1 4 , 1); see Figures 5 and 6. We observe that S j,k 2 are convex combinations of vectors p, v and −w, while T j,k 2 are convex combinations of p, −v and w. Moreover, C is a convex combination of the points E i from Equation (2), so the patch P 2 is regular and injective. As a result, all the control points P j,k i (0 ≤ j, k ≤ 3) lie in the region bounded by two rays CE i−1 and CE i , which means that any two different patches must not intersect with one another. Similar results can also be achieved for patches P 1 and P 3 . Therefore, the characteristic map of tHNUS is regular and injective for any λ ∈ ( 1 4 , 1), any valence extraordinary vertices and any positive knot intervals. 
Hybrid subdivision basis functions
In this section, we introduce basis functions of hybrid non-uniform subdivision. The derivation of such subdivision functions essentially follows Stam's method for Catmull-Clark subdivision [32] .
However, there are two major differences. First, Catmull-Clark basis functions are associated with the input quadrilateral control mesh, whereas tHNUS basis functions are associated with the hybrid control mesh; see Figure 1 (a). Second, Catmull-Clark subdivision features uniform knot intervals everywhere, leading to a subdivision matrix that only depends on the valence of a particular extraordinary vertex. In contrast, tHNUS (or HNUS) supports general non-uniform knot intervals, so the subdivision matrix depends not only on the valence of the extraordinary vertex, but also on the surrounding knot intervals.
Definition of basis functions
We now introduce how tHNUS basis functions are defined on a hybrid control mesh. We start with distinguishing different types of faces. Recall that there exists both quadrilateral and polygonal faces in the hybrid mesh, and each edge in a polygonal face is assigned with a zero knot interval by construction. The knot intervals of other edges inherit from the input quadrilateral mesh and are constrained by the assumption that opposite edges in a quadrilateral face have the same knot interval. Moreover, note that edges perpendicular to the boundary also have zero knot intervals to make use of open knot vectors. An example of the knot interval configuration is shown in Figure 7 (b), where the hybrid mesh is obtained from the input mesh in Figure 7 We identify faces of zero-measure and nonzero-measure according to their parametric areas, which are computed using knot intervals. Zero-measure faces are not used in geometric representation and have no contribution to analysis. Note that all the polygonal faces and boundary faces have a zero-measure. The nonzero-measure faces, on the other hand, are divided into regular and irregular faces. An irregular face is a nonzero-measure face that shares a vertex with a certain polygonal face; all the other nonzeromeasure faces are regular; see Figure 7 (c). The tHNUS basis functions defined on a regular element 4 are simply B-spline basis functions. In what follows, we restrict our attention to those defined on an irregular element. For simplicity of explanation, we assume that there is only one polygonal face in the 1-ring neighborhood of an irregular element. The 1-ring neighborhood of a face is a collection of faces that share vertices with this face, and recursively, the n-ring (n ≥ 2) neighborhood consists of faces in the (n − 1)-ring neighborhood as well as the faces sharing vertices with the (n − 1)-ring neighborhood.
Remark 4.1. In a hybrid control mesh, each interior vertex is shared by four faces (or edges) and thus it has a regular valence of four. However, it does not mean that mesh irregularities are removed by converting the input quadrilateral mesh to its hybrid counterpart. In fact, irregularities are now manifested in the polygonal faces, which will be detailed in the following.
Given an irregular element Ω, let N denote the number of vertices in its adjacent polygonal face which is equivalent to the valence of the corresponding extraordinary vertex in the input quadrilateral mesh. There are K := N + 12 basis functions defined on Ω, associated with a local mesh around the polygonal face; see Figure 8 (a). We denote
the basis functions and the corresponding control vertices, respectively. Their indices are ordered according to Figure 8 (a). The surface patch, i.e., the geometric mapping restricted to Ω is then represented by
Note that Ω naturally has a parametric domain [0,
that is determined by the corresponding knot intervals. We rescale it to Ω = [0, 1] 2 to unify the treatment of irregular elements. The influence of the rescaling will be discussed in Remark 4.2.
Our focus is to derive B 0 , which relies on subdivision of the corresponding control mesh P 0 . Applying subdivision once yields Level-1 control vertices, denoted by
where M := K + 9 = N + 21. The subdivision matrices S 1 andS 1 have the dimension of K × K and M × K, respectively. Clearly,S 1 yields additional 9 vertices compared to S 1 . The entries of S 1 andS 1 come from the tHNUS geometric rules as well as the mid-knot insertion of B-splines, see Equations (1, 2) and (3, 4) , respectively. Among the four subelements at Level 1, three of them Ω 1 k (k = 1, 2, 3) are regular and correspond to regular C 1 B-spline patches. In other words, the surface patch restricted to Ω 1 k is given by
where P 1,k is a subvector ofP 1 and N 1,k (u, v) is the vector of B-splines defined on Ω 1 k (k = 1, 2, 3); see Figure 8 (c-e). Both P 1,k and N 1,k have a dimension of 16 due to the bicubic degree setting. P 1,k can be obtained with the help of a permutation matrix T k , i.e., P 1,k = T kP1 = T kS1 P 0 . Therefore, Equation (20) becomes
For Equations (18, 21) to be equivalent under arbitrary choice of P 0 , we need
In other words, we have found the definition of B 0 on three quarters (Ω 1 1 , Ω 1 2 and Ω 1 3 ) of Ω. Now we are left to find the definition of B 0 on the remaining quarter [0, 1 2 ] 2 , and we proceed with the same idea explained above. As a result, the domain Ω is partitioned into an infinite series of tiles,
where Ω n 1 = 1 2 n ,
Analogous to Equation (19) , we have P n = S n P n−1 = S n S n−1 · · · S 1 P 0 , P n =S n P n−1 =S n S n−1 · · · S 1 P 0 .
Again, S n andS n (n ≥ 1) have the dimension of K × K and M × K, respectively. Note that S 2 = S 3 = · · · = S n (n ≥ 2) andS 3 =S 4 = · · · =S n (n ≥ 3) because the ratios of knot intervals around an irregular subelement become fixed as the subdivision level increases. Therefore, following the same argument in deriving Equation (22), we have the general expressions for B 0 ,
where (u, v) ∈ Ω n k , and N n,k (u, v) (n ≥ 1) is the vector of B-splines defined on Ω n k . Remark 4.2.
Rescaling Ω to [0, 1] 2 only affects the knot vectors (or equivalently, the vectors of knot intervals) of B-splines N n,k (u, v) (n ≥ 1). For example, when n = 1 without scaling, the vector of knot intervals in the u direction is
whereas after scaling with respect to d 1 , it becomes
and similarly, we have the vector of knot intervals in the v direction,
Moreover, when n = 2, we have
and when n ≥ 3,
N n,k (u, v) are defined using U n and V n .
In fact, it is practically useful to rescale each tile Ω n k to [0, 1] 2 by
Correspondingly, the vectors of knot intervals are rescaled to 1, 1, 1, 1 , where the rescaled knot intervals are now independent of the subdivision level n when n ≥ 3. In summary, the basis functions of interest are defined as
where (ξ, η) ∈ [0, 1] 2 and b l,k (ξ, η) are B-splines defined using Ξ l and Θ l (l = 1, 2, 3). Note that when Following [32] , we need to eigen-decompose S 2 such that S 2 = VΛV −1 , where Λ is a diagonal matrix containing the eigenvalues of S 2 and V is an invertible matrix with columns being the corresponding eigenvectors. Accordingly, we have lim n→∞ (S 2 ) n−2 = lim n→∞ VΛ n−2 V −1 . Recall that all the eigenvalues are smaller than 1 (and greater than 0) except the first one λ 1 = 1, so lim n→∞ Λ n−2 is a matrix whose entries are all zero except the first-row-first-column entry, which is one. On the other hand, the derivatives of B 0 (u, v) are not bounded around (0, 0). We can see this by applying the chain rule, for example,
where the factor comes from dξ/du = 2 n . A differentiable version of B 0 (with respect to certain parameters) can be obtained via characteristic-map-based reparameterization [3] . However, in this paper, we are interested in applying tHNUS basis functions in the context of IGA, so we only need derivatives at quadrature points that are away from (0, 0). Moreover, what we eventually need is derivatives with respect to the physical coordinates, for example,
where s −1 is the inverse mapping of s(u, v). The troublesome factor 2 n , which may cause overflow when n becomes too large, is canceled out with that from ∂u/∂x (which is 2 −n ) and does not cause any numerical issues. The same argument applies to higher order derivatives.
Remark 4.4. In [32] , the eigen structure (Λ, V) is precomputed for different valence numbers and stored in a file for repeated use. However, the same scheme cannot be applied to tHNUS because the subdivision matrix S 2 depends on not only the valence number but also the surrounding knot intervals, leading to infinite possible cases of S 2 . Therefore, the eigen structure of S 2 needs to be found in real time for every irregular element. Alternatively, we can directly perform matrix multiplications to compute (S 2 ) n−2 , especially when the valence number is small and basis functions need to be computed at points other than (0, 0). This is indeed the case in IGA where evaluation is needed at quadrature points. In practice, we adopt a near-machine-precision tolerance (e.g., 10 −13 ) to prevent a potential overflow issue.
Remark 4.5. In the previous discussion, B 0 is derived under the assumption that there is only one polygonal face next to an irregular element, which, however, is not a necessary condition. When an irregular element has multiple adjacent polygonal faces, we treat it as a macro element and pseudosubdivide it once. Each of the resulting four subelements only has one polygonal face, where basis functions are defined according to our previous discussion. In other words, basis functions are well defined on each quarter of the original macro element. This extension follows the same idea proposed in [37] , which extends Stam's derivation [32] to arbitrary unstructured quadrilateral meshes.
Quadrature
To apply the standard Gauss quadrature rule, we need to guarantee that the involved basis functions are polynomials (rather than piecewise polynomials) on each integration cell. However, the functions in B 0 are piecewise smooth polynomials defined on an infinite series of subdomains, i.e., {Ω n k } ∞ n=1 (k = 1, 2, 3). The straightforward way is to apply the Gauss quadrature rule on each cell Ω n k up to a certain fine level, which was adopted in several subdivision-based isogeometric methods [26, 37] . We call such a quadrature the full quadrature scheme. In our patch test, we observe that the solution achieves machine precision (∼ 10 −16 ) when the 4-point rule is used and the level n is set to be 10. As a result, a total number of 496 quadrature points are needed for a single irregular element. In contrast, only 16 Gauss quadrature points are used for a regular element.
Alternatively, we can "brutally" apply the Gauss quadrature rule to the entire irregular element. In other words, only 16 Gauss quadrature points are placed on an irregular element. We observe that such a reduced quadrature scheme does not influence convergence. In fact, it does not introduce noticeable numerical error in terms of the L 2 -or H 1 -norm error compared to the full quadrature. We will numerically compare the two schemes in the next section.
Properties
Now we briefly discuss several properties of tHNUS basis functions, including non-negative partition of unity, refinability (equivalent to nested spline spaces), and global linear independence. The nonnegative partition of unity of tHNUS basis functions follows from the fact that all the entries in the subdivision matrix are non-negative and each row sum of the subdivision matrix is one. Refinability states that each basis function of a given mesh can be represented as a linear combination of those defined on a refined mesh. In fact, we can see this property in the derivation of B 0 , where basis functions are always expressed as linear combinations of functions in the refined meshes.
Finally, the global linear independence implies linear independence on the entire domain, and it can be easily shown under the mild assumption that each irregular element has at least one regular element as its direct neighbor. Under this assumption, every basis function has support on a certain regular element, where it is simply a B-spline. As B-splines are linearly independent on such an element, we can conclude that all the basis functions are linearly independent on the entire domain by going through all the regular elements. The proof on general meshes becomes more involving because we need to resolve different configurations of polygonal faces, or equivalently, configurations of extraordinary vertices in the input mesh. A complex configuration usually occurs when the mesh is very coarse such that many extraordinary vertices may be next to one another. When this is the case, we can perform global refinement to guarantee linear independence.
Numerical examples
In this section, we present several numerical examples using tHNUS surfaces in both geometric modeling and IGA.
Geometric modeling with tHNUS surfaces
We show some tHNUS limit surface examples and compare them with the existing non-uniform subdivision schemes. We first show the graphs of blending functions for the extraordinary points (EPs) with different valences, such as valence-5 EP in Figure 9 , valence-6 EP in Figure 10 and valence-7 EP in Figure 11 . As stated in [19] , the approaches in [31] , [5] and [17] produce limit surfaces with very similar quality in all the examples. Therefore, we only show the limit surface comparisons in one example as shown in Figure 9 . All the rest of the examples only show the limit surface of the new tHNUS with different λ. We can observe that all different λ can produce better shape quality than those approaches in [31] , [5] and [17] , but the small λ produces worse shape quality surround the EPs, see [31] (c) Result produced by [5] (d) Result produced by [17] (e) Result produced by [18] (f) Result produced by [19] (g) tHNUS with λ = 0.26 (h) tHNUS with λ = 0.35 (i) tHNUS with λ = 0.65 
IGA applications using tHNUS basis functions
In this section, we test the performance of tHNUS basis functions in the context of IGA. We solve the Poisson's equation with several unstructured quadrilateral meshes as the input. We start with convergence tests on a unit square, whose input control mesh has two EPs, one of valence 3 and the other of valence 5; see Figure 7 (a). These tests are aimed at studying: (1) the role of λ in convergence, (2) the feasibility of using reduced quadrature, and (3) the influence of non-uniform parameterizations on convergence.
First, we study the influence of the tuning parameter λ on convergence behavior, where we choose λ to be 0.65, 0.5, and 0.26. Recall that tHNUS is equivalent to the original HNUS when λ = 0.5. We adopt uniform parameterization (i.e., same knot intervals) around EPs as well as full quadrature in this study. With the manufactured solution u(x, y) = sin(πx) sin(πy), we summarize the convergence plots in Figure 14 . We observe that a smaller λ delivers a better convergence behavior, and particularly, optimal convergence rates are achieved when λ = 0.26. The tuned Catmull-Clark subdivision (with uniform parameterization) was studied in [22] , where optimal convergence rates in the L 2 -norm were observed in the Poisson's problem when λ = 0.39. It indicates that the tuning parameter in tHNUS plays a less sensitive role than that in [22] because tHNUS requires a smaller λ to recover optimal convergence. The reason may be that λ brings more vertices to move further towards each EP than in tHNUS. As a result, the tuned Catmull-Clark subdivision has a faster shrinkage in irregular regions. We will provide insights about why reducing λ recovers optimal convergence later when we study the meshes with high-valence EPs.
Second, we compare two quadrature schemes in irregular elements, full quadrature versus the reduced quadrature, under uniform parameterization with λ = 0.26 and λ = 0.5. We observe in Figure 15 (a) that there is no noticeable difference in terms of both L 2 -and H 1 -norm errors. In other words, both quadrature schemes deliver the same level of accuracy when λ = 0.26. In contrast, quadrature plays an important role when λ = 0.5, where the full quadrature yields nearly one-order higher convergence rates than the reduced quadrature. This indicates that when λ = 0.26, the corresponding basis functions (piecewise polynomials) in irregular elements can be better approximated by polynomials than those using λ = 0.5, and 16 quadrature points seem to suffice to retain accuracy. However, further study is needed to fully understand the mechanism behind. Third, we study several different non-uniform parameterizations for convergence test, which can be obtained by assigning different knot intervals to the edges in the input control mesh. Semi-uniform knot intervals are usually adopted in the literature, where all the edges are assigned a unit knot interval except for those perpendicular to the boundary, which are assigned a zero knot interval. To have nonuniform parameterization around EPs, we modify the semi-uniform setting in two ways: (1) the knot interval (denoted by d) of highlighted spoke edges takes values d ∈ {1, 2, 5, 10}; and (2) every spoke edge is assigned a different knot interval; see Figure 16 (a, b). In both cases, we observe in Figure 16 (c, d) that tHNUS basis functions can achieve optimal convergence rates with λ = 0.26. We also observe that the convergence plots corresponding to a larger d slightly shift up, meaning that larger difference in knot intervals yields larger approximation error. In other words, the "distortion" in parameterization influences accuracy rather than convergence. Now, we consider meshes with high-valence EPs (valence 6, 7 and 8), where each spoke edge is assigned a different knot interval. We again observe optimal convergence rates with λ = 0.26; see Figure  17 . Moreover, let us have a close look at how λ influences parameterization around EPs. In particular, we compare isoparametric lines using two different λ's (0.5 versus 0.26) around a valence-6 EP, where the same input control mesh in Figure 17 (a) is used in both cases. We find in Figure 18 that isoparametric lines are overlaid with one another in most regions, and with a smaller λ, the isoparametric lines (blue curves) are more bent towards the extraordinary surface point s(0, 0). Equivalently speaking, a smaller λ yields smaller refined irregular elements in the physical domain. Therefore, the mesh around s(0, 0) becomes denser than that using a larger λ, and as a result, the asymptotic approximation error controlled by s(0, 0) can be reduced using such a denser mesh. Ideally, optimal convergence rates can be achieved by reducing λ, which indeed is the case in all our numerical tests when λ = 0.26. Remark 5.1. Although the globally smooth tHNUS basis functions can be applied to solve 4th-order partial differential equations (PDEs), our preliminary tests only show suboptimal convergence in solving the biharmonic equation, where obtained convergence rates in terms of L 2 -, H 1 -and H 2 -norm errors are around 2, 2, and 1, respectively. This is consistent with the result reported in [42] , where a thinshell problem was solved and the reported convergence rates in L 2 -and energy norm errors are 2 and 1, respectively. In other words, reducing λ alone is not sufficient for high-order PDEs. We conjecture that to recover the optimal convergence in this case, we may need more degrees of freedom around EPs following similar ideas in [33, 39] . However, this would further complicate the current subdivision framework, so we postpone related results in a follow-up work.
Conclusions and future work
We have presented a tuned version of hybrid non-uniform subdivision, tHNUS, by introducing a parameter λ ∈ ( 1 4 , 1), which is also the second and third eigenvalues of the subdivision matrix. The tHNUS surface is proved to be G 1 -continuous for any positive knot intervals and extraordinary vertices of any valence. The tHNUS surface has satisfactory shape quality for any λ under non-uniform parameterization. However, the highest shape quality is achieved when λ = 0.5. In other words, the original HNUS generally performs better in geometric modeling than tHNUS. On the other hand, tHNUS basis functions can achieve optimal convergence rates when λ is reduced to 0.26, regardless of which quadrature scheme is used and whether parameterizations are uniform or non-uniform around EPs.
In the future, we can extend tHNUS in the following three issues. First, converting an input quadrilateral mesh to its hybrid counterpart can be restricted locally to irregular regions without introducing zero-measure faces throughout the entire mesh. This can be done by allowing T-junctions [30] in the hybrid mesh, but support of T-junctions in a hybrid mesh requires a much more sophisticated data structure to accommodate both polygonal faces and quadrilaterals with T-junctions. Second, tHNUS can be adapted to hierarchical splines [35] due to its refinability property, where the initial level corresponds to the initial hybrid mesh. The construction of hierarchical tHNUS essentially follows those proposed for truncated hierarchical Catmull-Clark subdivision surfaces [36, 37] , but the differences lie in dealing with hybrid meshes and non-uniform knot intervals. Third, improving tHNUS to achieve optimal convergence rates in solving high-order PDEs is another challenging but very interesting direction to pursue. Currently, we can only show optimal convergence in solving the 2nd-order PDE. In the case of high-order PDEs, our preliminary tests suggest that it is not sufficient to tune λ alone and additional treatment is needed. We plan to our investigation by adding more control points around extraordinary vertices. 
Appendix
The control points P j,k i (1 ≤ j, k ≤ 3) of the characteristic map are listed as follows. The expressions of all S j,k 2 (0 ≤ j, k ≤ 3) are listed as follows. 
The expressions of all T j,k 2 (0 ≤ j, k ≤ 3) are listed as follows. The following mathematica code has been used to compute the above control points. 
