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Harmonic balance Navier-Stokes analysis of tidal
stream turbine wave loads
A. Cavazzini, M.S. Campobasso, M. Marconcini, R. Pacciani, A. Arnone
AbstractARCTIC, a novel incompressible Reynolds–averaged Navier–Stokes finite
volume code for the hydrodynamic analysis of open rotor unsteady loads is presented.
One of its unique features is a harmonic balance solver enabling high–fidelity analy-
ses of turbine periodic hydrodynamic loads with runtimes reduced by more than one
order of magnitude over conventional time–domain CFD, and with negligible accu-
racy penalty. The strength of the new technology is demonstrated by analyzing with
both harmonic balance and time–domain solvers the load fluctuations of a realistic
tidal stream turbine. Such fluctuations are caused by a harmonic perturbation of the
freestream velocity similar to that due to surface gravity waves.
KEYWORDS: Harmonic Balance, Navier–Stokes, artificial compressibility, tidal
stream turbine, wave loads.
1 Introduction
Horizontal axis tidal stream turbines (TSTs) can be used to harvest renewable tidal
stream energy, but their operation in harsh marine environments poses design chal-
lenges due to unsteady loads resulting in fatigue and/or extreme loads [1]. Loads due
to current speed fluctuations resulting from surface gravity waves are predominantly
periodic in several design–driving conditions, and their reliable prediction, at design
stage, can be accomplished using Navier–Stokes Computational Fluid Dynamics
(CFD). The time–domain (T D) CFD solution of periodic rotor flows can be very
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time–consuming, whereas the frequency–domain harmonic balance (HB) solution
of the Reynolds–averaged Navier–Stokes (RANS) equations [7] of such flows can
reduce runtimes by more than one order of magnitude with no significant accuracy
loss, as demonstrated for the horizontal axis wind turbine case using compressible
flow CFD [6]. To the best of the authors’ knowledge, this study presents the first
industrial–scale application of the HB RANS technology to an incompressible pe-
riodic flow, namely the analysis of the unsteady hydrodynamic loads of a TST rotor
subject to large harmonic variations of the oncoming current speed. The T D and HB
governing equations are provided in Section 2; the numerical methods used by the
new incompressible finite volume RANS code ARCTIC are in Section 3. The TST
test case is analyzed in Section 4, and a summary is given in Section 5.
2 Governing equations
Turbulent incompressible flows can be determined by solving the RANS equations,
featuring the Reynolds stress tensor in the momentum equations, and using Menter’s
Shear Stress Transport (SST) turbulence model for the turbulence closure. When
solving rotor flow problems, it is convenient to formulate the governing equations in
a rotating frame of reference, since, in the absence of external hydrodynamic forcing
(e.g. yawed and/or sheared current) and instabilities (e.g. rotor blade dynamic stall),
this enables solving a problem that is unsteady in the absolute (stationary) frame
as a steady problem in the relative (rotating) frame. Using this approach, the grid
position is fixed during the analysis. The unknown flow velocity components in
ARCTIC are those at an arbitrary time in the absolute frame, even though the
conservation laws are expressed in the rotating frame. The governing equations in
the time– and frequency–domain are discussed in sections 2.1 and 2.2, respectively.
2.1 Time–domain equations
The Arbitrary Lagrangian–Eulerian (ALE) integral form of the system of the time–
dependent RANS and SST equations is written in a rotating Cartesian coordinate
system, rotating about the z-axis with constant angular speed Ω, and with the y-axis
usually being the blade axis. Given a control volume C with boundary S, the T D










(Φc − Φd) · dS −
∫
C
SrdC = 0 (1)
with U′ = [0 uT k ω]T . The symbols u, k, and ω denote, respectively, the
flow velocity vector, the turbulent kinetic energy per unit mass, and the specific
dissipation rate of k. The array of convective fluxes is:



































where I is the (3 × 3) identity matrix, and p is the static pressure. The boundary
velocity ub is given by:
ub = Ω × r (3)
in which r is the position vector. The definition of the generalized diffusive flux
vector Φd is reported in [3], and the source term Sr is given by:
Sr = [0 −Ωv Ωu 0 Sk Sω]T (4)
whereΩ is the modulus of Ω. The symbols Sk and Sω denote respectively the source
terms of the k and ω equations of the SST turbulence model, and are defined in [3].
The equations of System (1) are nondimensionalized using the freestream density
(ρ∞), and absolute static pressure (p∞), and a reference length lr . Reference speed
and time are respectively vr =
√
p∞/ρ∞ and tr = lr/vr .
2.2 Harmonic balance equations
The derivation of the frequency–domain HB RANS and SST equations in a rotating
frame follows the steps of that in the inertial frame [2, 7], summarized below. The
sought periodic flow field due to an external excitation of known angular frequency
Ωe is written as a truncated Fourier series with (2NH + 1) components, namely NH
sinusoidal components, NH cosinusoidal components, and a time–independent term,
with NH being a user–given parameter. The Fourier series expansion is then inserted
in theT D equations (System (1)). After suitable rearrangements [2], this results in the
original system of Npde = 6 time–dependent partial differential equations (PDEs)
becoming a system of [Npde × (2NH + 1)] time–independent PDEs, the solution
of which yields the (2NH + 1) components of the truncated Fourier series. Writing
the HB RANS and turbulence model equations in the Fourier space, however, is
challenging, due to the high level of nonlinearity of the equations involved; it was
found more convenient to re–cast the HB CFD equations in the TD [7]. Re–casting
the HB equations in the time–domain, results in the HB equations becoming a system
of [Npde × (2NH + 1)] steady flow problems, and the HB solution becoming a set of
equally spaced flow states or snapshots of the unknown periodic flow. The HB form









(ΦcH − ΦdH ) · dSH −
∫
CH
SHdCH = 0 (5)
4 Cavazzini et al.
The array U′H is made up of 2NH + 1 periodic flow snapshots at 2NH + 1 equally






, n = 0,1, . . . ,2NH (6)
The structure of the array UH is thus: U′H = [Ũ′(t0)
T Ũ′(t1)T . . . Ũ′(tNH )T ]T , and is
the same of that of all other variables with a subscript H appearing in Eq. (5). The
spectral operator D is a [(2NH + 1) × (2NH + 1)] antisymmetric matrix [2, 6], which
couples all (2NH + 1) flow snapshots.
3 Numerical method
The ARCTIC finite volume CFD code solves the T D and HB RANS and SST
equations using an explicit multigrid algorithm similar to that of the compressible
finite volume COSA code [3], based on Runge–Kutta (RK) pseudo–time–marching.
The lack of a physical time–derivative in the continuity equation is dealt with by


















(Φc − Φd) · dS −
∫
C
SrdC = 0 (7)




, β is a user–given constant,
τ is the pseudo–time, and I∗ is the (4 × 4) identity matrix with the first entry set to 0.
3.1 Space discretization
ARCTIC solves the RANS and SST equations using structured multi–block grids.
The convective fluxes per unit area Φc f along the cell face normal unit vector n
are computed using van Leer’s second order MUSCL extrapolations and Roe’s flux



















where the superscript ∗, and the subscripts f , L and R denote respectively numerical
approximation, face value, and values to the left and the right of the face, and δU =
UR −UL . The term
∂Φc f /∂U δU is the numerical dissipation, whose construction




. Since, unlike in the case of the
compressible RANS and SST equations [4], the Jacobians of the RANS and SST
equations are decoupled in the incompressible case, only the Jacobian of the RANS
equations is considered below, namely:





0 β2nx β2ny β2nz
nx unx + un − ubn uny unz
ny vnx vny + un − ubn vnz
nz unz vnz wnz + un − ubn
 (9)
where un = unx + vny + wnz and ubn = ubnx + vbny + wbnz are, respectively, the
fluid and the cell face velocity components along n.







λ1,2 = un − ubn λ3 = un −
ubn
2










β2 + (un − ubn/2)2 is the artificial speed
of sound, δWk = R−1δU is the variation of the characteristic variable associated
with the eigenvalue λk , and Rk and R−1 are respectively the k th right eigenvector




. The discretization of the diffusive
fluxes and the source terms resulting from the production terms of the SST model is
based on second order central differencing [3]. The implementation of the freestream
boundary conditions is based on the characteristics of the Jabobian in Eq. (9), and
the appropriate characteristics and freestream data to be used at inflow and outflow
boundaries are selected automatically depending on whether the flow enters or
leaves the domain. The cell face velocities given by Eq. (3) are computed using the
freestream–capturing geometric formulation of [8].
3.2 Numerical integration
The T D equations are solved using Jameson’s dual-time–stepping. Denoting by RΦ
the array of cell residuals resulting from the balance of the convective and diffusive
fluxes over the cell faces, and all source terms over the cell volume, and Q the
discrete counterpart of the array U evaluated at the cell center at physical time level
n + 1, and adopting a second order backward difference to discretize the physical




3Qn+1 − 4Qn +Qn−1
2∆t
V + RΦ(Qn+1) = 0 (12)
where Qn and Qn−1 are the known solution arrays at time–levels n and n − 1
respectively, andV is the cell volume. At each new time level n+1, Qn+1 is obtained
by marching the equations in pseudo–time towards a steady state, discretizing the
pseudo–time–derivative with an explicit four–stage RK scheme, and using local
time–stepping, implicit residual smoothing (IRS) and multigrid for convergence
6 Cavazzini et al.
acceleration. To avoid instabilities when the physical–time–step∆t is notably smaller
than the pseudo–time–step ∆τ, the term 3Qn+1/2∆t in Eq. (12) is treated implicitly






Qm = Q0 + 1.5αm
∆τ
∆t
I∗Qm−1 − αm∆τV−1LIRSRg(Qm−1) (13)
where αm is the mth RK coefficient, Qm is shorthand for Qn+1,m, Q0 is the solution
at the beginning of the RK cycle, LIRS is the IRS operator, and
Rg(Qm−1) = I∗
3Qn+1,m−1 − 4Qn +Qn−1
2∆t
V + RΦ(Qn+1,m−1) (14)
Steady problems are solved with RK time–stepping enhanced by the aforementioned
acceleration strategies, setting ∆τ/∆t = 0 and Rg = RΦ in Eq. (13). The smoother
of Eq. (13) is for the RANS equations; additional terms appear in the smoother of
the SST equations, due to the implicit treatment of the destruction terms [3].
The integration of the HB equations is similar to that of steady problems. The
HB counterpart of the semi–discrete T D Eq. (12) is:
∂QH
∂τ
VH + DI∗HQHΩeVH + RΦH (QH ) = 0 (15)
in which the array QH has (2NH +1) flow states, each referring to the physical times
defined by Eq. (6), and thus has length [Npde × (2NH + 1)]. The array RΦH has the
same structure of QH , and its (2NH + 1) states are the residuals associated with the
convective fluxes, the diffusive fluxes and all source terms at the considered physical
times, whereas the entries of VH are the cell volumes at the (2NH + 1) times. The








where the entries of ∆τH are the local time–steps for the (2NH + 1) flow states,
LIRS,H is a block–matrix with 2NH + 1 blocks, each providing the IRS operator for
one steady subproblem, and RgH (QH ) = ΩVHDI∗HQH + RΦH (QH ).
4 Results
The test case considered below is an hypothetical two-blade TST with rotor diameter
D=20 m and hub at 40 m depth (p∞=5 bar), operating with current speed w∞=2.5
m/s. The tip–speed ratio is λ=5.4, and the blade geometry is that of the National
Renewable Energy Laboratory Phase VI wind turbine used in a previous COSA
compressible flow study [6]. The CFD structured multi–block grid used herein is the
same one used in that COSA study, and has about 2.1 M cells for a 180o rotor sector.
The nondimensionalized steady flow conditions analyzed herein are the same of the
Harmonic balance Navier-Stokes analysis of tidal stream turbine wave loads 7
wind turbine in [6], with λ=5.4 and Reynolds number Re=4.93 × 105, based on
wind freestream velocity and lr=1 m. This grid provided grid–independent solutions
for the considered steady flow, with nondimensionalized minimum wall distance
y+ of order 1 at all wall boundaries. To use this grid and the given Re and λ for
the TST analysis herein, it was necessary to use a modified kinematic viscosity of
ν=1.008 × 10−5 m2/s and lr=1.988 m. The dimensions of the physical domain, the
boundary conditions (BCs) applied to its boundaries, and a view of the hydrofoil
mesh are reported in Fig. 1. The TST steady flow and unsteady regime due to a
harmonic fluctuation of the current speed, similar to that due to surface gravity
waves, are examined in sections 4.1 and 4.2, respectively. The 180o rotor sector was
used in all cases enforcing periodicity BCs on the lateral boundaries.
4.1 Steady flow analyses
Here the simulations of the considered TST steady regime based on the new in-
compressible code ARCTIC and the well validated compressible code COSA [6]
are cross–compared. To avoid compressibility effects, a freestream Mach number
of 0.0206 and low–speed preconditioning (LSP) [4] are used in the COSA analysis.
Denoting respectively by F and T rotor thrust and torque, the thrust coefficient CF
Fig. 1 TST blade geometry (top left), hydrofoil grid at 50 % tip radius (top right), and domain
dimensions and boundary conditions (bottom).
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The pressure and viscous components of CF and CT computed by ARCTIC and
COSA are compared in Tab. 1. An excellent agreement is noted, as the maximum
difference between corresponding coefficients is lower than 2 percent.
Table 1 Pressure and viscous components of rotor thrust coefficientCF and torque coefficientCT
computed by COSA compressible code and ARCTIC incompressible code.
CFp CFv CTp CTv
COSA 7.54 × 10−1 3.96 × 10−3 9.66 × 10−2 -1.52 × 10−2
ARCTIC 7.45 × 10−1 3.88 × 10−3 9.48 × 10−2 -1.52 × 10−2
The ARCTIC and COSA contours of velocity magnitude are compared in Fig. 2,
where the left and right plots refer respectively to the blade sections at 30 and 80 per-
cent rotor radius, and the velocity magnitude is normalized by the freestream value.
An excellent agreement between the compressible and incompressible code solu-
tions is observed also at this level, confirming the correctness of the implementation
of the steady solver of the new incompressible code.
Figure 3 reports the convergence of the residuals of the continuity and momentum
equations of COSA (left) and ARCTIC (right). The variable ∆lr on the vertical axes
is the logarithm in base 10 of the current residual normalized by the residual at
the first iteration. No MG was used for these analyses, and the variable it on the
x-axis is the number of single–grid iterations. Overall, the residual convergence of
corresponding equations is comparable for the two codes, although the residual of
the continuity equation of ARCTIC decreases by more than one order of magnitude
Fig. 2 Contours of velocity magnitude at 30 percent (left) and 80 percent (right) rotor radius
computed by COSA and ARCTIC steady flow analyses.
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over that of COSA, whereas the final residuals of the momentum equations of COSA
are marginally lower than those of ARCTIC.
4.2 Unsteady flow due harmonic perturbation of current speed
Here the unsteady periodic response of TST rotor loads to a harmonic planar pertur-
bation of the freestream current speed is considered. The harmonic perturbation is
prescribed as a harmonic variation of the grid velocity along the turbine axis using
constant freestream conditions. This is to avoid the high grid refinement upstream
of the rotor that would be required to prevent numerical dissipation from damping
the propagation of free–stream perturbations. The longitudinal grid motion is:
wg(t) = ∆wg cos(Ωet) (18)
In the analyses below, ∆wg = 0.4w∞, Ωe = Ω, and the mean flow has the same λ
and Re of the steady regime examined in the previous section. The left plot of Fig. 4
depicts the profile of the rotor thrust coefficient CF over one oscillation period,
obtained with T D COSA and ARCTIC simulations, and HB ARCTIC analyses
using NH = 1,3; the right plot reports instead the periodic profiles of the rotor
torque coefficient CT obtained with the same simulations. The peak CT higher than
the theoretical maximum of 1 is merely due to using the mean rather than the
instantaneous peak kinetic energy of the current. The T D analyses used 360 time–
steps per period and 500 RK cycles (no MG was used) per time–step. Thrust and
torque were used to monitor the periodicity error. The T D solutions were taken to be
periodic once, for both outputs, the maximum difference between the instantaneous
values of the last two periods was less than 0.5 percent of the maximum value of
the last period, and this happened after 6 periods. The peaks of both CF and CT
Fig. 3 Continuity and momentum residual convergence histories of steady COSA (left) and ARC-
TIC (right) solvers.
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Fig. 4 Periodic profiles of thrust coefficient CF and torque coefficient CT obtained with TD
COSA and ARCTIC simulations, and HB ARCTIC simulations.
in Fig. 4 are achieved at mid–period because the relative speed of the oncoming
flow, resulting by subtracting the negative value of wg at mid–period (see Eq. (18))
from w∞, is maximum at this time. This yields close–to–maximum angle of attack
and relative speeds along the blade, resulting in the aforementioned peaks. The
curves of Fig. 4 show a very good agreement between the T D COSA and ARCTIC
solutions, which validates the T D ARCTIC solver at the integral output level. Small
differences are visible only around the peak region of the CF profiles, possibly due
to lower residual convergence of COSA in this region. One also notes that a) the HB
ARCTIC profiles of CF and CT for NH = 2 (profiles labeled HB 2) differ negligibly
from the T D ARCTIC profiles, and b) the use of more harmonics does not bring
further solution improvement, as the NH 2 and NH 3 profiles are superimposed.
The harmonic fluctuation of 40 percent of the current speed results in periodic
fluctuations of about 70 and 175 percent of thrust and torque respectively, indicating
power peaks more than twice as high as the steady power. Turbine control or safety
system, however, would reduce these fluctuations or shut down the turbine.
The flow detail resolution of the T D low–speed compressible and incompressible
solvers, and the HB 2 incompressible analysis is examined in Fig. 5, comparing
the three predictions of the contours of normalized velocity magnitude of the blade
sections at 30 and 80 percent of rotor radius at 60 percent of the period. The T D
COSA and ARCTIC solutions differ very little, and no visible difference between
the T D and HB 2 ARCTIC solutions is noted.
The residual convergence histories of the continuity and momentum equations of
the T D COSA and ARCTIC solvers at 60 percent of the period are reported in the
left plot of Fig. 6. The residuals of the continuity and the y-momentum equations of
the compressible solver stagnate after the first few iterations. The underlying lack of
complete convergence may account for the small differences between the COSA and
ARCTIC T D solutions observed above. The residual converge histories of the steady
and HB 2 ARCTIC analyses are very similar, as seen in the right plot of Fig. 6,
possibly due to the level of unsteadiness being insufficiently high to yield significant
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Fig. 5 Contours of velocity magnitude at 30 percent (left) and 80 percent (right) rotor radius at 60
percent oscillation period computed by TD COSA, TD ARCTIC, and HB 2 ARCTIC analyses.
Fig. 6 Continuity and momentum residual convergence histories ofTD COSA and ARCTIC at 60
of oscillation period (left), and steady and HB 2 ARCTIC analyses (right).
differences between the spectral radii of the HB and steady iterative solvers [2].
Table 2 provides the runtimes of the T D COSA, T D ARCTIC AND HB ARCTIC
analyses in terms of work–units, where one work–unit is the CPU–time needed for
4,000 RK cycles of the steady ARCTIC solver. One sees that a) the ARCTIC HB 2
solution, which differs negligibly from its T D counterpart, is about 9.5x faster than
the T D analysis, and b) the incompressible T D analysis is 85 percent faster than the
compressible T D analysis, as COSA solves one more equation (that for energy) and
performs additional operations for LSP.
Table 2 Computational cost inwork–units ofTD COSA,TDARCTIC andHBARCTIC analyses.
TD COSA TD ARCTIC HB 1 HB 2 HB 3
752 405 25 43 60
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5 Conclusions
ARCTIC, an incompressible RANS code using Chorin’s artificial compressibility
was presented. The code has a conventional T D solver and a novel frequency–
domain HB solver. Code validation relied on simulating with ARCTIC and COSA,
a well validated LSP–enhanced compressible code, a steady flow condition of a
two–blade TST and a periodic flow regime due to a planar harmonic perturbation of
the oncoming current. Excellent agreement of blade loads and flow detail was found.
Use of the incompressible HB solver rather than its T D counterpart enabled the
CFD analysis of TST periodic hydrodynamic loads to be accelerated by more than
6 times. The approach can be generalized to include additional sources of periodic
excitation, including sheared currents and depth–dependent magnitude of oncoming
current perturbations due to surface gravity waves.
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