Polymer networks at the margins of mechanical stability are known to be highly sensitive to applied forces and fields and to exhibit an anomalously large resistance to deformation. In this paper, we study the effects of hydrodynamic interactions on the behavior of marginal networks using a hybrid molecular dynamics and multiparticle collision dynamics simulation technique. We examine how the filament and solvent properties affect the response of marginal networks to shear. We find that the stiffening of the network shows a stronger dependence on the shear frequency when hydrodynamic interactions are present than when they are not. The network shear modulus scales as G ∼ ω αc , with a critical stiffening exponent α c that can be controlled by varying the relative concentrations of the network and the solvent. Our results show that this arises due to the solvent aiding the relaxation of the network and suppressing the network nonaffinity, with the system deforming more affinely when hydrodynamic interactions are maximized.
I. INTRODUCTION
It has been the aim of many theoretical and simulation studies to understand how the rigidity of elastic networks is affected by both the elastic properties of the filaments making up the network and the network topology, i.e., how and where the filaments are connected [1, 2] . Maxwell showed that a network of simple springs will become rigid and resist linear deformation at a critical connectivity, corresponding to the point when the number of degrees of freedom is just balanced by the number of constraints [3] . This critical point is also referred to as the marginal point, as it is here that such a network is at the margin of stability. However, networks can be stabilized at and below the marginal point if an additional interaction or force (beyond central-force interactions) is present in the system. For example, it has been shown that mechanically floppy networks can resist deformation if the polymers have a bending stiffness [4, 5] , if molecular motors are present [6] [7] [8] , or due to thermal fluctuations [9, 10] . In these systems the network will become floppy at a second, lower critical point, at which a single connected path spanning the network will enable it to resist deformation [11, 12] . Indeed, rigidity percolation models also exhibit critical behavior, often as a function of connectivity [11] [12] [13] [14] [15] .
Beyond simply marking the onset of mechanical stability, marginal networks at the critical point are theoretically predicted to have many interesting and potentially useful properties. For instance, marginal networks can exhibit an anomalously large rigidity and have a highly tunable elastic behavior that depends both on the constituent filament properties and on the additional stabilizing interaction [4, 7, 9] . One aspect of the behavior of marginal networks that is not yet well understood, and which would be of importance to experimental studies, is their dynamical behavior in the presence of a solvent. Numerous studies have examined the dynamics of networks far from the marginal point [16] [17] [18] [19] [20] [21] [22] [23] , where the stiffening of a network with an applied shear frequency was shown to exhibit an ω 0.75 dependence. This behavior is believed to be universal for all stiff biopolymer networks [20] . There has also been much interest in the dynamical behavior of systems of jammed-particle packings at the verge of mechanical stability [24] [25] [26] [27] . However, little is known about how marginal networks are affected by the presence of hydrodynamic interactions mediated by flow fields, which the network generates during motion. By assuming a viscous coupling between the network nodes and a uniformly sheared liquid, Ref. [28] showed that a viscous drag acts like a field taking the system away from criticality, as it can dampen the nonaffine fluctuations that give rise to stiff marginal networks [27] . In both studies, hydrodynamic interactions mediated by the solvent were neglected. Such considerations can be important: networks that are strongly coupled to a solvent, due to, for example, a high fluid viscosity, a small mesh size of the network, or a high frequency of the applied deformation, take on the incompressible nature of the fluid and their motion becomes highly correlated to that of the solvent [29, 30] . Conversely, networks can be considered as compressible even in an incompressible solvent for large mesh sizes, less viscous solvents, or for low-frequency deformations, where the fluid flow can pass relatively unhindered through the network pores and hence the solvent and the network exhibit a high degree of relative motion. This can lead to a crossover in the behavior of biopolymer networks from a nonaffine to an affine response [31] .
In this work, we study the effects of hydrodynamic interactions on the viscoelastic response of two-dimensional (2D) spring networks above, below, and at the marginal point. We examine how the solvent affects the system as a function of both the network and solvent properties when an oscillating shear strain is applied. Our results show that hydrodynamic interactions have the effect of making marginal networks more compliant to shear. This is due to the network deforming more affinely in response to the applied deformation.
II. METHODS
We consider two-dimensional triangular lattice-based networks. To form these networks, which have been used in many previous studies [4, 6, 9, 28, 32, 33] , we place N nodes on lattice sites and connect nearest-neighbor nodes by N s model filament segments. In order to obtain a desired network connectivity z = 2N s /N , which is the average coordination FIG. 1. Top: Example of triangular lattice-based networks. Lines indicate filaments, which are connected at network nodes, indicated by the red circles. Left shows a fully connected network with connectivity z = 6, right shows a diluted network (z < 6), where random filament segments have been removed. Bottom: Schematic representation of the typical pure-fluid flow field (i.e., no network is present) when the system is sheared, in the v x -y representation, where y is the height through the simulation box and v x is the average velocity in the x direction.
number of the nodes, we remove randomly chosen segments until a target connectivity is reached. During the simulations the nodes are allowed to fluctuate off lattice. Sections of both a fully connected and a randomly diluted network are shown in Fig. 1 . As the networks are diluted randomly, finite-size effects can be important, with different realizations exhibiting slightly different values for the critical connectivity z c , the point at which the network is just mechanically stable [4] . In order to minimize these, we simulate relatively large networks of N = 100 * 100 nodes. In addition, we average all our results over multiple network realization sets. Each realization set is where we gradually dilute a fully connected lattice to progressively lower connectivities.
We model the filaments making up the network as Hookean springs of length , rest length 0 (corresponding to the lattice spacing) and spring constant k sp , for which the spring energy U is given by
The springs, which are freely hinged at the nodes and can stretch indefinitely, are treated as phantom, i.e., we allow them to overlap. We use a hybrid molecular dynamics (MD) and multiparticle collision dynamics (MPCD) simulation technique, which allows for hydrodynamic interactions within the network, as well as network thermal fluctuations, to be incorporated. The dynamics of the network is modeled using a standard MD simulation scheme, while the MPCD technique is used to simulate the solvent. The MPCD technique (also known as stochastic rotation dynamics), which efficiently solves the Navier-Stokes equation, was first proposed by Malevanets and Kapral [34] , and has since been successfully used to study a diverse range of soft-matter and biological systems, such as colloids [35, 36] , active particles [37] , vesicles and cells [38] , bacterial flagella [39] , polymers [40, 41] , and sheets [42] (for an overview of the technique see Refs. [43, 44] ).
In the MPCD technique the solvent is modeled by a large number of fictitious, point fluid particles, and their dynamics is conducted in two steps. In the so-called streaming step the fluid particles move ballistically for a set time interval, while in the collision step they are coarse grained into cells in which they interact with each other according to a predefined collision rule. We use the MPC-AT algorithm, where the Anderson thermostat is employed and the average thermal energy of the system is kept at k B T during the collision step [43] . Allowing the fluid particles to interact and exchange momentum only in the collision step is the origin of the method's computational efficiency. As long as the collision rule conserves the mass and momentum at the local level, i.e., within a cell, the correct hydrodynamic flow field will be recovered. The coupling of the network to the solvent in this scheme can be carried out in the collision step, where the network nodes are also treated as fictitious particles and included in the collision step, in the same manner as for polymers in Refs. [40, 41, 45] . We note that in the MPCD method the spring rest length 0 (corresponding to the lattice spacing) should not be much smaller than the MPCD cell size a, in order that hydrodynamic interactions between network nodes are well resolved [43] .
The viscosity η of the solvent is controlled by varying the number of fluid particles n f and/or the time step between collisions ∂t c . Its value can be determined either analytically [43] or numerically [46] . The analytic predictions differ from the numeric results at low values of ∂t c , and hence we have used numeric predictions. However, we find that the choice of numeric or analytic value does not qualitatively affect our findings.
We deform the networks by applying a time-dependent shear strain using Lees-Edwards boundary conditions [47] . The strain γ (t) oscillates in time t with a frequency ω and is given by
where γ 0 is the amplitude. In order to shear the network, the shear strain is applied to all springs crossing the boundary of the simulation box, such that their spring energy is modified to become [9, 28] 
where x A solvent sitting between two parallel plates in a rheometer will also experience the effects of shearing, and to take this into account we again employ Lees-Edwards boundary conditions. The velocity v j and position r j of a fluid particle j crossing the top or bottom of the simulation box is modified to become [47] 
where I L = −1 if the particle crosses the upper boundary and I L = 1 if it crosses the lower boundary, and ∂t is the simulation time step. Figure 1 shows a schematic of the fluid flow field when this shear is applied, in the absence of a network. In practice, we find that applying a shear to the fluid has little effect on the response of the network, as the motion of the fluid appears to become dominated by interactions with the network rather than by the shear acting directly on it.
After shearing the system, we can then calculate the corresponding shear stress σ (t) as in previous work [9, 28] , to which we fit the following function
to extract the stress amplitude σ 0 and the phase lag δ. The dynamical shear modulus G * can then be calculated as
where the real part G represents the storage modulus and the imaginary part G is the loss modulus [28] . We note that we can accurately find the critical connectivity z c for each network realization set by calculating the linear shear modulus G 0 as a function of z using the conjugate gradient method, as in many previous studies (see, e.g., Ref. [4] ). This enables us to find the connectivity at which G 0 vanishes, corresponding to z c . We also note that the two main energy scales in our simulations are the mechanical energy of the springs, given by k sp 2 0 , and the thermal energy k B T . We therefore define the dimensionless reduced temperature
which measures the ratio of the two. For low values of T * , thermal fluctuations are small compared to the mechanical stretch (or compression) energy of the springs.
III. RESULTS
We have calculated the dynamical shear modulus G * for a range of network connectivities z, shear frequencies ω and solvent viscosities η. In Fig. 2 (a) we show the storage modulus G against a reduced shear frequency ω * = ωη/k sp for a range of z values at a fixed reduced temperature T * = 10 −6 [see Eq. (7)]. The low value we have chosen represents a regime where the mechanical energy is dominant over the thermal energy. However, as we shall show later, this parameter does not directly effect the stiffening of the network due to the applied shear. We have used a network with N = 100 * 100 = 10 4 nodes and n f = 10 fluid particles per cell. The fluid mass is set to m f = 1 and we note that throughout the Schmidt number S c 1, meaning that the fluid is in the liquidlike rather than gaslike regime [44] . We initially set the network node mass such that the network is buoyant, with the ratio of densities m n ρ/n f m f = 1, where ρ is the number density of network nodes. We also set the rest length to be equal to the MPCD cell size 0 = a.
The behavior of such networks in the ω * → 0 limit has been studied previously in Ref. [9] , where the linear shear modulus G 0 was found to depend on either the spring constant (above the critical connectivity, z > z c ), the temperature (for z < z c ), (8) and Eq. (9)] is: X ∼ 0.4 (circles), corresponding to relatively dense networks, X ∼ 0.01 (squares), corresponding to a less dense network, and X = 0 (triangles), corresponding to a vanishingly sparse network. Inset:
αc is the function fitted to the above data for a network at the critical point, with 0 /a = 1. Symbols indicate network connectivity: z = 4.2 (squares), z ∼ z c ∼ 3.891 (circles), and z = 3.7 (triangles). All data is at reduced temperature T * = k B T /k sp 2 0 = 10 −6 , where T is the temperature, k B the Boltzmann constant, and 0 the spring rest length.
or both (for z ∼ z c ). For all networks we indeed see an initial constant storage modulus at sufficiently low ω * , which is equal to the linear shear modulus G = G 0 [shown only for z z c in Fig. 2(a) ]. As ω * increases the networks begin to stiffen, with the modulus scaling as G ∼ (ω * ) α where α takes one of two values depending on z, consistent with results of Ref. [28] . For z < z c the networks stiffen with α = 2, as in Ref. [28] .
At the critical connectivity z c the network stiffens with a critical stiffening exponent α c ∼ 0.57. This behavior is found over many orders of magnitude of ω * , as shown in the inset of Fig. 2 . This differs substantially from the value α c ∼ 0.41 that was found in Ref. [28] , where hydrodynamic interactions were neglected but where a friction term was used to approximate the viscous drag arising due to the solvent. It also differs from the high-frequency G ∼ ω 0.75 behavior found for biopolymer networks [19, 20, 29] . Such a difference implies that hydrodynamic interactions cause a more rapid stiffening of the network as ω * is increased. However, the network will also be softer, since a higher stiffening exponent will result in a lower G at ω * 1. This can be seen in Fig. 2(b) where we compare the observed behavior to an identical system where hydrodynamic interactions are neglected. This can be done as in Ref. [28] , or using the MPCD technique, where randomly interchanging the solvent velocities results in a system with a viscous drag but no hydrodynamic flow field [48] . Both techniques give the same value of α c ∼ 0.41. We also note that, as in Ref. [28] , the loss modulus also scales as G ∼ (ω * ) α c (not shown). In order to qualitatively examine this effect, we determine α c for systems with the same solvent properties as before, but now with different values of the ratio of MPCD cell size to spring rest length, a/ 0 . As Fig. 2(b) and Fig. 3(a) shows, for small values of a/ 0 the network stiffens with a relatively small exponent, which then increases with a/ 0 . When a/ 0 is small, hydrodynamic interactions become effectively smaller as the network nodes are sufficiently far apart that the interactions mediated via the solvent are weaker, and thus our system becomes more like that of Ref. [28] . As a/ 0 increases the network nodes become closer and hydrodynamic interactions between nodes are therefore larger.
As noted previously, it is not possible to study values of a/ 0 much greater than 1 in the MPCD method [43] . However, this behavior raises the question of how α c is affected by changes in other parameters of the solvent and network, which affect the strength of the hydrodynamic interactions. If we consider the interaction between the fluid and network using the MPCD technique, the influence that the network has on the fluid particles can be expected to be related to the relative momentum densities of the network and the fluid inside of a cell. That is,
where v n,f = (k B T /m n,f ) 0.5 is the average velocity of a node or fluid particle, where we take the velocities of the network nodes and fluid particles to be dominated by thermal fluctuations, which is the case in the stiffening regime. Here ρ n = m n / √ 0.75 2 0 is the mass density of the network and n f m f /a 2 is that of the solvent. The bottom line of this expression is specific for the parameters of the MPCD simulation method. The top line would, however, also be true for any interaction we could use in our simulations where the network and solvent exchange momentum, e.g., via collisions using an MD simulation scheme. We can also rewrite it in terms of the parameters of a physical system. That is,
where c n and c f are the mass concentrations of the network and the fluid, and M f and M n are the molar masses of the fluid and of the polymers making up the network, respectively. Here and above we make the assumption that the motion of the nodes in the network is thermal. This may not always be the case, but it allows us to make a rough estimate of X for experimental systems. In an experimental system, c f , M f , and M n are typically fixed, while the network concentration c n (i.e., the concentration of polymers in the fluid) can be varied, as in the experimental studies of Refs. [49] [50] [51] . In these systems, the ratio c n /c f can be in the range ∼10 −3 -10 −1 , while M n /M f can be in the range ∼10 3 -10 5 . We now calculate α c for systems with a range of m = m n /m f , 0 /a, and n f values, plotting them against X in Fig. 3(b) . Here we see that α c ∼ 0.41 for low X values, consistent with Ref. [28] in the limit of vanishing hydrodynamic interactions at X → 0. Physically this can be thought of as a dilute network, where c n c f . As X is increased, α c increases and reaches a peak of α c ∼ 0.6 close to X = 1, before it then decreases again for X > 1. The curve appears to be symmetric about X = 1 [ Fig. 3(b) ], although it is not possible to determine the value of α c as X approaches the artificial limit X → ∞ with our current data. We can, however, identify three regimes of behavior for α c . When the network is dilute, X → 0 and the system stiffens with α c ∼ 0.41. Here the network is much less dense than the solvent, and either the nodes are sufficiently separated that they do not interact with each other via the solvent, or the nodes lack the momentum to influence the dynamics of the solvent. At X ∼ 1 hydrodynamic interactions are maximized and α c becomes larger. Typically ω * 1 combined with a larger exponent corresponds to a softer network. Finally, for artificial limit X > 1 the solvent is less dense than the network. In this regime, while we expect network nodes to have a large influence on the dynamics of the fluid, the fluid has little influence on the nodes. Again, this minimizes hydrodynamic interactions and decreases α c , resulting in a stiffer network.
To understand where experimental systems that have the potential to form marginal networks would sit in Fig. 3 , we can use Eq. (8) to calculate X for networks of semiflexible polymers. While our results are in two dimensions, we expect a similar peak at X ∼ 1 as in Fig. 3 in three dimensions. The semiflexible synthetic networks of Ref. [49] , which have been shown to exhibit critical behavior in their response to stress [50, 51] , have a value of X ∼ 10 −4 -10 −3 in water, well below the peak value and close to where we expect stiffer networks with low α c . For biopolymer networks consisting of neurofilaments, for example, we estimate X ∼ 10 −2 -10
in water [49] , which should show some of the effects of hydrodynamic interactions [see Fig. 2 (b) where we compare networks with X ∼ 10 −2 to those with X = 0], if a marginal state could be achieved.
Clearly, hydrodynamic interactions have the effect of making a marginal network less stiff via increasing the critical stiffening exponent α c . In order to understand how this happens, we examine the differential nonaffinity of the network as it is deformed. The differential nonaffinity measures how nonaffine the response of the network is to an applied deformation, and is defined as [28] 
Here, r na is the position of a node and r a is the position if the displacement would have been affine (so r na − r a is the nonaffine contribution to the displacement), and . . . denotes the average over all nodes. A high value of means that the network deformation is highly nonaffine, while a low value means it is more affine. It has been shown that the nonaffinity of a marginal network's response is crucial to its unusual behavior [4, 7, 28] . Furthermore, at z c the shear modulus scales as G ∼ ω * ∼ (ω * ) α c , where the nonaffinity couples to the applied shear deformation, causing the unusual stiffening behavior observed in Ref. [28] . At z c the nonaffinity scales as ∼ Fig. 4 . Thus, hydrodynamic interactions have the effect of increasing the nonaffinity of a marginal network's response to shear (via lowering β c ), which results in a network that is less stiff than it would be in their absence.
To gain a better understanding of this change in the critical stiffening exponent α c , we make use of a scaling ansatz, which has been shown to capture the different regimes of network behavior under shear. That is, the storage modulus G may be expressed as [27, 28] 
where
is a function which describes the network behavior above z c and F − (x) describes it below. The crossover frequency ω * 0 is the highest shear frequency at which the network can fully relax, i.e., at which it relaxes from the initial, affinely deformed, state to the relaxed state it would assume at ω * → 0, where the free energy would be minimized. It has been shown empirically that ω * 0 exhibits power-law behavior, with ω * 0 ∼ | z| φ [27, 28] , from which we can write
where f and φ are critical exponents. f arises from the behavior of the linear shear modulus G 0 of an athermal network as the connectivity is lowered from z = 6 to z c . As this is invariant to the applied shear frequency, F + (x) ∼ x 0 and hence G 0 ∼ | z| f k sp . G 0 may be calculated very accurately via a conjugate gradient method, and from this we find that value of f ∼ 1.4 ± 0.02 gives a good fit to simulation data, both here and in previous work [4, 9, 28] . This leaves the parameter φ as the only unknown in Eq. (12), and there are two methods by which we can determine it. First, we may simply vary it in order to visually find the best collapse of the data. However, in order to minimize the errors in our estimate, which can be large for critical exponents [52] , we consider the function F − (x), which describes the network stiffening behavior below z c . This scales as F − (x) ∼ x 2 , as for a Maxwell fluid. From Eq. (12) this gives G = c| z| f −2φ k sp (ω * ) 2 , where c is a constant. By fitting the function
where C(z) = c| z| f −2φ is a constant, which varies with z, to data for systems below the critical connectivity, we may extract φ. By doing so, we minimize the errors in φ, as opposed to simply varying it to find the best collapse of our data. An example of this is shown in Fig. 5(a) . We then use this to collapse the data presented in Fig. 2 , which is shown in Fig. 5(b) . Here we use f ∼ 1.4 and φ ∼ 2.3 ± 0.1.
Three branches of network response can be seen: a branch described by F + (x), which is independent of ω * , such that F + (x) ∼ x 0 ; a branch described by F − (x), which scales as (ω * ) 2 , such that F − (x) ∼ x 2 ; and finally, a critical branch, given by F c (x) ∼ x α c . Here, F c (x) ∼ x f/φ , and α c = f/φ. This relation between the critical stiffening exponent α c and the critical exponents f and φ is due to the fact that at | z| = 0 the storage modulus must become independent of z, since it is neither 0 or ∞ for finite ω * . This can only be satisfied if α c = f/φ. Interestingly, this scaling collapse also shows that a network does not have to be tuned to the critical connectivity in order to exhibit critical stiffening. Data for networks at z = z c would be at infinity on the x axis of Fig. 5 , and hence the data seen in the critical branch is for networks above and below z c . The frequency of the applied shear can take sub-and supermarginal networks into the critical regime, where they stiffen as (ω * ) α c . The exponent f is an athermal, nondynamical property, and is hence fixed regardless of the properties of the solvent. However, we find that for different values of the parameter X, the ratio of network to solvent momentum densities, φ varies continuously, as shown Fig. 6 . We find that φ is minimized at X = 1, consistent with the fact that α c = f/φ assumes its maximum value at the same point. If we then consider that the crossover relaxation frequency scales as ω * 0 ∼ | z| φ , and that close to the critical point | z| is very small, it is clear that a small value of φ results in a larger relaxation frequency. That is, when hydrodynamic interactions are maximized, the relaxation of marginal networks from their sheared state to the minimum free-energy state is enhanced. This in turn increases the critical stiffening exponent of the system, which makes the network less stiff [see Fig. 2(b) ]. Thus one may control the response of the network to an applied dynamical shear by varying the parameter X, which could be done, for example, by varying the network concentration c n [see Eq. (9)]. We finally consider the effects of varying the reduced temperature T * = k B T /k sp 2 0 . In agreement with previous work [9] we find that increasing the temperature has little effect on networks above the marginal point, but does result in an increase in the linear shear modulus G 0 for networks at and below z c . As the networks stiffen we find that all the curves for different temperatures converge, as can be seen in Fig. 7 , indicating that varying the temperature has no effect on the stiffening behavior. However, if the temperature is increased beyond a certain value, the linear shear modulus will dominate over the frequency-dependent regime, suppressing the critical behavior. This occurs when thermal fluctuations become comparable to the mechanical energy of the springs at T * = 1, corresponding to the thermal energy becoming the dominant energy scale in the system. Physically, this would represent flexible polymers, where the polymer persistence length is much smaller than its contour length, p c . This indicates that for a polymer network to exhibit the critical stiffening found here its constituent filaments should be semiflexible.
We summarize the complete behavior of these networks in a schematic regime diagram shown in Fig. 8 . For networks above the critical connectivity, our results show that the network response to an applied shear is linear and depends only on the spring constant, shown in the right-hand region indicated by G ∼ k sp . Networks at and below the critical point can be stabilized by thermal fluctuations and also exhibit a linear response regime, which scales with temperature, indicated by G ∼ T * on the left-hand side of Fig. 8 . The size of this region grows as the temperature is increased, as indicated by Fig. 7 shown that α c will vary depending on the system parameters. Interestingly, networks that are above and below the marginal point can exhibit this critical behavior, as shown in Fig. 5 and indicated by the fanning out of the critical regime denoted by G ∼ ω α c . Finally, all networks enter a linear response at very high values of the shear frequency, as the network deforms affinely with the applied deformation, indicated by the top most G ∼ k sp region in Fig. 8 .
IV. CONCLUSIONS
Using a hybrid molecular dynamics and multiparticle collision dynamics simulation technique we have shown how hydrodynamic interactions can affect the rigidity of an elastic network. Our results show that, consistent with previous work, networks on the margins of mechanical stability stiffen as G ∼ (ω * ) α c , with α c < 1. This sublinear exponent means that the network is actually relatively stiff, as ω * 1. However, we have found that hydrodynamic interactions give rise to a varying stiffening exponent, which is always larger than that reported previously in a system where these interactions were neglected. This results in a network that is, in fact, less stiff.
The change in exponent is due to the hydrodynamic interactions causing the network to deform more affinely and increasing the crossover frequency at which the network can relax under dynamical shear. The critical exponent φ controls the crossover frequency ω * 0 , the frequency at which the network can no longer fully relax from the sheared state to its equilibrium state. As ω * 0 ∼ |z − z c | φ , a smaller exponent results in a larger ω * 0 (as |z − z c | is small close to z c ), and hence a network, which is better able to relax. As α c ∝ 1/φ, this then increases the critical stiffening exponent, which results in a softer network.
We have shown how this effect may be quantified by the ratio of the momentum densities of the network and the solvent: when the ratio is close to unity α c is maximized, while it is minimized when the ratio is very large or very small. Critical exponents in elastic networks such as those studied here are usually universal for a given network topology. That is, while they can change for different network topologies (e.g., square lattice networks [53] , triangular networks [9] , and random-bond networks [54] all show different critical exponents when stabilized with temperature), exponents that evolve in a continuous manner such as these have, to our knowledge, not been reported (although we note that the critical exponent of a quantum phase transition has been shown to vary with the properties of the sub-Ohmic reservoir to which the system is coupled [55] ). This, therefore, represents an additional control parameter for the behavior of marginal networks.
While we have studied networks in two dimensions, it is reasonable to assume that the same would hold for real networks in three dimensions, and based on our results we would expect them to be in the region where α c is relatively small. While we have used Hookean springs as model filament's in this work, semiflexible polymers, which make up such real networks, exhibit a more complex response to stress: Hookean springs show only a linear force-extension response, while semiflexible polymers show an initial force extension, followed by a nonlinear stiffening as it is stretched towards its contour length. This effect has been shown to give rise to increasingly complex critical behavior in the stress response of marginal networks [50, 51] , and an open question we aim to address in future work is how using more realistic model filaments will effect the critical response found here.
