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Abstract
Oscillator Lie algebras are the only non commutative solvable Lie algebras
which carry a bi-invariant Lorentzian metric. In this paper, we determine
all the Poisson structures, and in particular, all symmetric Leibniz algebra
structures whose underlying Lie algebra is an oscillator Lie algebra. We give
also all the symmetric Leibniz bialgebra structures whose underlying Lie
bialgebra structure is a Lie bialgebra structure on an oscillator Lie algebra.
We derive some geometric consequences on oscillator Lie groups.
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1. Introduction
A Poisson algebra is a finite dimensional Lie algebra (g, [ , ]) endowed
with a commutative and associative product ◦ such that, for any u, v, w ∈ g,
[u, v ◦ w] = [u, v] ◦ w + v ◦ [u, w]. (1)
An algebra (A, .) is called Poisson admissible if (A, [ , ], ◦) is a Poisson
algebra, where
[u, v] = u.v − v.u and u ◦ v =
1
2
(u.v + v.u). (2)
Poisson algebras constitute an interesting topic in algebra and were studied
by many authors (see for instance [3, 9, 13, 16, 19]).
A symmetric Leibniz algebra is an algebra (A, .) such that for any u ∈
A, the left multiplication Lu (i.e., Lu(v) = [u, v] for v ∈ A) and the right
multiplication Ru (i.e., Ru(v) = [v, u] for v ∈ A) are derivations, meaning
that, for any v, w ∈ A,
u.(v.w) = (u.v).w + v.(u.w) and (v.w).u = (v.u).w + v.(w.u).
It is well-known (see [3]) that if (A, .) is a symmetric Leibniz algebra then
it is Poisson admissible. Any Lie algebra is obviously a symmetric Leibniz
algebra, however, the class of symmetric Leibniz algebras contains strictly
the class of Lie algebras. In [2, Proposition 2.11], a useful characterization of
symmetric Leibniz algebras is given. Note that symmetric Leibniz algebras
constitute a subclass of left (right) Leibniz algebras introduced by Bloh [6, 5]
under the name of D-algebras and rediscovered by Loday [15].
As a Lie bialgebra is a Lie algebra g and a Lie bracket on its dual g∗ which
are compatible in some sens (see Section 2), a symmetric Leibniz bialgebra is
a symmetric Leibniz algebra A with a symmetric Leibniz product on its dual
A∗ which are compatible. The notion of Lie bialgebras was introduced and
studied by Drinfeld in [10] and symmetric Leibniz bialgebras were character-
ized by Barreiro and Benayadi in 2016 (see [2]). Note that any symmetric
Leibniz bialgebra has an underlying structure of Lie bialgebra.
In this paper, we deal with the following problem which is natural by
virtue of what above:
Problem 1. Given a Lie algebra g (resp. a Lie bialgebra), determine all the
Poisson structures on g (resp. symmetric Leibniz bialgebras) whose underly-
ing Lie algebra (resp. Lie bialgebra) is g.
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This problem has been solved for semi-simple Lie algebras since it was
shown in [3, 13] that there is no non trivial Poisson structure on semi-simple
Lie algebras and the purpose of this paper is to solve this problem for the
class of oscillator Lie algebras which as the semi-simple Lie algebras belong
to the class of quadratic Lie algebras. Recall that a quadratic Lie algebra is
a Lie algebra (g, [ , ]) with a nondegenerate bilinear symmetric form 〈 , 〉
which is bi-invariant, i.e.,
〈[u, v], w〉+ 〈[u, w], v〉 = 0, u, v, w ∈ g.
The oscillator Lie algebras are the only non commutative solvable Lie al-
gebras which carry a bi-invariant Lorentzian metric [17]. They are the Lie
algebras of oscillator Lie groups. The oscillator group named so by Streater
in [20], as a four-dimensional connected, simply connected Lie group, whose
Lie algebra (know as the oscillator algebra) coincides with the one generated
by the differential operators, acting on functions of one variable, associated
to the harmonic oscillator problem. The oscillator group has been general-
ized in any even dimension 2n ≥ 4, and several aspects of its geometry have
been intensively studied, both in differential geometry and in mathematical
physics. Here are few examples of studies on oscillator groups: Lie bialge-
bras structures and Yang-Baxter equation [7], Einstein-Yang-Mills equations
[11], parallel hypersurfaces [8], homogeneous structures [12], electromagnetic
waves [14], the Laplace-Beltrami operator [18].
For n ∈ N∗ and λ = (λ1, . . . , λn) ∈ R
n with 0 < λ1 ≤ · · · ≤ λn, the λ-
oscillator group, denoted byGλ, is the Lie group with the underlying manifold
R
2n+2 = R× R× Cn and product
(t, s, z).(t′, s′, z′) =
(
t+t′, s+s′+
1
2
n∑
j=1
Im [z¯j exp(itλj)z
′
j ], . . . , zj+exp(itλj)z
′
j , . . .
)
.
It is Lie algebra is gλ is R×R×C
n with its canonical basis B = {e−1, e0, ej, eˇj}j=1,...,n
with
e−1 = (1, 0, 0), e0 = (0, 1, 0), ej = (0, 0, (0, . . . , 1, . . . , 0)) and eˇj = (0, 0, (0, . . . , ı, . . . , 0)).
and the Lie brackets are given by
[e−1, ei] = λieˇi, [e−1, eˇi] = −λiei, [ei, eˇi] = e0, (3)
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for i = 1, . . . , n, the unspecified products are either given by antisymmetry
or zero. For x ∈ gλ, let
x = x−1e−1 + x0e0 +
n∑
i=1
(xiei + xˇieˇi).
The nondegenerate symmetric bilinear form
kλ(x, x) := 2x−1x0 +
n∑
j=1
1
λj
(x2j + xˇ
2
j ) (4)
satisfies
kλ([x, y], z) + kλ(y, [x, z]) = 0, for any x, y, z ∈ gλ
and hence defines a Lorentzian bi-invariant metric on gλ.
The main results of this paper are:
1. The determination of all the Poisson structures whose underlying Lie
algebra is an oscillator Lie algebra (see Theorem 3.1). We show that
contrary to the semi-simple case, there is a family depending on a one
parameter of non trivial Poisson structures on any given oscillator Lie
algebra. Moreover, these structure are symmetric Leibniz structures
and are invariant with respect to kλ.
2. The determination of all symmetric Leibniz bialgebras structures whose
underlying Lie bialgebra is a bialgebra structure on an oscillator Lie
algebra (see Theorem 4.1).
3. The use of the algebraic results found in 1. and 2. to derive some ge-
ometric consequences at the level of the oscillator Lie groups. Indeed,
it has been shown in [3] that if G is a Lie group and (g, [ , ]) its Lie
algebra then there is a bijection between the set of Poisson structures
on (g, [ , ]) and the space of bi-invariant torsion free linear connections
on G which have the same curvature as ∇0 where ∇0 is the bi-invariant
connection on G given by ∇0XY =
1
2
[X, Y ]. Moreover, if the Poisson
structure is symmetric Leibniz the corresponding bi-invariant connec-
tion is locally symmetric and has the same holonomy algebra as ∇0.
In the case of an oscillator Lie algebra gλ, the connection ∇
0 is the
Levi-Civita connection of the left invariant Lorentzian metric associ-
ated to kλ. So any non trivial Poisson structure on gλ determine a
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bi-invariant connection on Gλ which has the same geometric properties
of ∇0 except one, namely, it does not preserves the metric (see Section
5).
The paper is organized as follows. In Section 2, we give some known
results needed in the paper. We give also some new results on oscillator
Lie algebras, namely, some type of its derivations (see Lemma 2.1) and its
quadratic dimension (see Lemma 2.2). Sections 3-5 are devoted to the results
enumerated above.
Notations and conventions. Let V be a finite dimensional vector
space. We identify V ⊗ V to the space of bilinear forms on V ∗, V ∧ V and
V ⊙ V , respectively, the subspaces of skew-symmetric (resp. symmetric)
bilinear forms on V ∗. For any u, v ∈ V , u⊗ v is the element of V ⊗ V given
by
(u⊗ v)(α, β) = α(u)β(v), α, β ∈ V ∗.
We put also
u ∧ v = u⊗ v − v ⊗ u and u⊙ v = u⊗ v + v ⊗ u.
For any J ∈ End(V ) and r ∈ V ⊗ V we denote by J(r) or Jr the element of
V ⊗ V given by
J(r)(α, β) = r(J∗α, β) + r(α, J∗β), α, β ∈ V ∗.
Note that J(u⊗ v) = J(u)⊗ v + u⊗ J(v).
2. Preliminaries
In this section, we recall the definitions of Lie bialgebras and symmetric
Leibniz bialgebras and their characterization given in [2]. We give the char-
acterization of the Lie bialgebras structures on oscillator Lie algebras given
in [7]. We prove two lemmas interesting in their owns and which will be
useful later.
2.1. Lie bialgebras and symmetric Leibniz bialgebras
Let (A, ) be an algebra and denote by Lu and Ru, respectively, the left
and the right multiplication by u. We define L∗,R∗ : A −→ End(A∗) by
≺ L∗xα, y ≻=≺ α,Rxy ≻ and ≺ R
∗
xα, y ≻=≺ α,Lxy ≻ .
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Suppose that we have also an algebra product ◦ on the dual A∗ defined
by a coproduct ∆ : A −→ A⊗A. Define on Φ(A) = A⊕A∗ the product ′.′
by
(x+α).(y+β) = xy+L∗αy+R
∗
βx+α◦β+L
∗
xβ+R
∗
yα, x, y ∈ A, α, β ∈ A
∗, (5)
where x, y ∈ A and α, β ∈ A∗. Thus (Φ(A), .) is an algebra and both (A, )
and (A∗, ◦) are subalgebras of Φ(A). Moreover, the product ′.′ satisfies
B(u.v, w) = B(u, v.w), u, v, w ∈ Φ(A),
where B(x+ α, y + β) =≺ α, y ≻ + ≺ β, x ≻.
Suppose that (A, ) is a Lie algebra (resp. a symmetric Leibniz algebra).
The triple (A, ,∆) is a called a Lie bialgebra (resp. a symmetric Leibniz
bialgebra) if (Φ(A), .) is a Lie algebra (resp. a symmetric Leibniz algebra).
The following well-known result characterizes Lie bialgebras.
Proposition 2.1. Let (g, [ , ]) be a Lie algebra and ∆ : g −→ ⊗2g a coprod-
uct. Then (g, [ , ],∆) is a Lie bialgebra if and only if ∆∗ : g∗⊗g∗ −→ g∗ is a
Lie bracket on g∗ and ∆ is 2-cocycle with respect to the adjoint action, i.e.,
∆([u, v]) = adu∆(v)− adv∆(u) u, v ∈ g.
The characterization of symmetric Leibniz bialgebras was done in [2] and
it is more subtle. We present now this characterization.
Let (L, .) be a symmetric Leibniz algebra equipped with a coproduct ∆.
We put
[x, y] :=
1
2
(x.y − y.x), x • y :=
1
2
(x.y + y.x),
for any x, y ∈ L. Then (L, [ , ]) is a Lie algebra and (L, •) is a commutative
associative algebra. For x, y, z ∈ L we define
x ·a (y ⊗ z) := (x • y)⊗ z, (y ⊗ z) ·a x := y ⊗ (z • x),
x ·L (y ⊗ z) := ([x, y])⊗ z, (y ⊗ z) ·L x := y ⊗ ([z, x]).
We also define two new coproducts on L:
∆L :=
1
2
(∆− τ ◦∆), ∆a :=
1
2
(∆ + τ ◦∆),
where, we use the twist map τ(x⊗y) = y⊗x for x, y ∈ L.With these notations
in mind, we have the following useful characterization of symmetric Leibniz
bialgebras.
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Theorem 2.1. [2, Theorem 3.8] Let (L, .) be a symmetric Leibniz algebra and
∆ a coproduct on L. The triple (L, .,∆) is a symmetric Leibniz bialgebra if
and only if
1. (L, [ , ],∆L) is a Lie bialgebra,
2. (∆a ⊗ IL) ◦∆a = (∆a ⊗ IL) ◦∆L = (∆L ⊗ IL) ◦∆a = 0,
3. ∆a(x • y) = ∆L(x • y) = ∆a([x, y]) = 0,
4. y ·a ∆a(x) + ∆a(y) ·a x = 0,
5. x ·a ∆L(y)−∆a(x) ·L y = 0,
6. x ·L ∆a(y)−∆L(x) ·a y = 0,
for any x, y ∈ L.
Remark 2.1. In the original publication of the paper [2] the statement of
Theorem 3.8 has a misprint. A corrected version of Theorem 3.8 in [2] is
provided in the present paper, where the Condition 1. of the Theorem is
rephrased as “(L, [ , ],∆L) is a Lie bialgebra”.
2.2. Lie bialgebra structures on the oscillator Lie algebras
For n ∈ N∗ and λ = (λ1, . . . , λn) ∈ R
n with 0 < λ1 ≤ · · · ≤ λn, let gλ
be the oscillator Lie algebra defined in (3). We denote by S the R-vector
subspace of gλ spanned by {ei, eˇi}i=1,...,n and by ω the 2-form on gλ given by
ie
−1
ω = ie0ω = 0, ω(ei, ej) = ω(eˇi, eˇj) = 0 and ω(ei, eˇj) = −ω(eˇi, ej) = δij ,
for any 1 ≤ i, j ≤ n. The restriction of ω to S is a symplectic 2-form (that
is, ω is a skew-symmetry nondegenerate bilinear form of S) and, for any
u, v ∈ S,
[u, v] = ω(u, v)e0. (6)
We denote by D the restriction of ade
−1
to S, that is, D(u) = [e−1, u] for all
u ∈ S. Clearly, D is an isomorphism which is skew-symmetric with respect
ω, meaning that
ω(D(u), v) + ω(u,D(v)) = 0, (7)
for any u, v ∈ S.
We call gλ, generic if the scalars satisfy 0 < λ1 < · · · < λn and λk 6=
λi + λj, for any 1 ≤ i < j < k ≤ n.
The following lemma appeared first in [7] without proof, we give its proof
here.
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Lemma 2.1. If 0 < λ1 < . . . < λn and J : gλ −→ gλ is a derivation
satisfying J(e0) = J(e−1) = 0 then there exists (µ1, . . . , µn) ∈ R
n such that,
J(ei) = µieˇi and J(eˇi) = −µiei,
for any i ∈ {1, . . . , n}.
Proof. Since J(e0) = J(e−1) = 0, J is a derivation if and only if
J ◦ ade
−1
= ade
−1
◦ J and ω(Ju, v) + ω(u, Jv) = 0,
Since ade
−1
leaves invariant S and its restriction to S is bijective, the first
relation implies that J(S) ⊂ S. The eigenvalues of the restriction of ad2e
−1
to S are −λ21 > . . . > −λ
2
n and the corresponding eigenspaces are Ei =
span{ei, eˇi}, i = 1, . . . , n. Now J commutes with ad
2
e
−1
and hence leaves
invariant the Ei for i = 1 . . . , n. So in restriction to Ei the matrices of J and
ade
−1
are given, respectively, by(
a b
c d
)
and
(
0 −λi
λi 0
)
.
These matrices commute if and only if a = d and b = −c. Moreover, the
relation ω(Jei, eˇi) + ω(ei, Jeˇi) = 0 gives that a = 0 which completes the
proof.
For any µ ∈ Rn we will denote by Jµ the endomorphism of gλ satisfying
Jµ(e0) = J
µ(e−1) = 0, J
µ(ei) = µieˇi and J
µ(eˇi) = −µiei, i = 1, . . . , n.
For any r ∈ ∧2gλ consider the endomorphism r# : g
∗
λ −→ gλ such that
β(r#(α)) = r(α, β), for any α, β ∈ g
∗
λ. For any r1, r2 ∈ ∧
2gλ, let ωr1,r2 be the
element of ∧2gλ defined by
ωr1,r2(α, β) =
1
2
(ω(r1#(α), r2#(β)) + ω(r2#(α), r1#(β)) ,
for any α, β ∈ g∗λ. As usual, B
∗ =
{
e∗−1, e
∗
0, e
∗
i , eˇ
∗
i
}
i=1,...,n
is the dual basis
of B and we denote by ∧2S the subspace of ∧2gλ consisting of r satisfying
r#(e
∗
−1) = r#(e
∗
0) = 0 and S
∗ = span{e∗i , eˇ
∗
i }i=1,...,n.
The Lie bialgebra structures on generic oscillator Lie algebras were given
in [7]. We state Theorem 1.1 in [7] with a slight improvement thank to
Lemma 2.1.
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Theorem 2.2. [7, Theorem 1.1] Let gλ be a generic oscillator Lie algebra
and ∆ : gλ −→ ⊗
2gλ a coproduct. Then (gλ, [ , ],∆) is a Lie bialgebra if and
only if there exists r ∈ ∧2S, u0 ∈ S and µ ∈ R
n such that
∆(u) = adur + 2e0 ∧ ((J
µ + adu0)(u)),
and
ωr,ade
−1
r − (J
µ ◦ ade
−1
)r = 0. (8)
Moreover, in this case, the Lie bracket [ , ]∗ = ∆∗ on g∗λ satisfies{
[e∗0, α]
∗ = 2(Jµ)∗α− 2(ad∗e
−1
α)(u0)e
∗
−1 + ir#(α)ω,
[α, β]∗ = ade
−1
r(α, β)e∗−1,
(9)
for α, β ∈ S∗ and e∗−1 is a central element.
Remark 2.2. Note that (8) involves only data on the vector space S and
if dim gλ = 4 then r = aei ∧ eˇi and ade
−1
r = 0 hence the equation (8) is
satisfied.
We end this section by giving the quadratic dimension of the oscillator
Lie algebras. This notion was introduced by Benayadi in [4, 1] and turn out
to provide much relevant information on the structure of the Lie algebra.
Let g be a Lie algebra and let B(g) be the vector space spanned by all non-
degenerate invariant symmetric bilinear forms on g. Let us denote dq(g) :=
dimB(g); we say that dq(g) is the quadratic dimension of g. The following
lemma gives the quadratic dimension of the oscillator Lie algebras and will
play a crucial role in the proof of Theorem 3.1.
Lemma 2.2. The quadratic dimension of gλ is equal to 2. More precisely,
let B : gλ × gλ −→ R be a symmetric bilinear invariant form, i.e.,
B([u, v], w) +B(v, [u, w]) = 0, for u, v, w ∈ gλ. (10)
Then there exist p, q ∈ R such that
B = pkλ + qe
∗
−1 ⊙ e
∗
−1,
where kλ is the invariant Lorentzian metric given by (4).
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Proof. Since kλ is non-degenerate there exists a kλ-symmetric endomorphism
L of gα such that for any u, v ∈ gλ, B(u, v) = kλ(Lu, v) and B is bi-invariant
if and only if
L[u, v] = [u, Lv]; u, v ∈ g.
This condition implies that the center of gλ is invariant by L and hence there
exits p ∈ R such that L(e0) = pe0. Moreover, L◦ade
−1
= ade
−1
◦L and hence
L leaves S invariant. So we get for any u, v ∈ S,
ω(u, v)pe0 = ω(u, Lv)e0.
But the restriction of ω to S is non-degenerate and hence, for any u ∈ S,
Lu = pu. On the other hand, L is symmetric and hence leaves invariant
S⊥ = span{e0, e−1} so there exits q
′ such that L(e−1) = q
′e0 + pe−1. By
taking q′ = 1/2q we get the result.
3. Poisson and symmetric Leibniz structures on oscillator algebras
In this section we will determine all Poisson structures, and in particular,
all Leibniz symmetric algebra structures whose underlying Lie algebra are
generic oscillator Lie algebras.
Theorem 3.1. Let (gλ, [ , ]) be an oscillator Lie algebra with 0 < λ1 <
. . . < λn and ◦ : gλ ⊗ gλ −→ gλ a product such that (gλ, [ , ], ◦) is a Poisson
algebra. Then there exists c ∈ R such
e−1 ◦ e−1 = ce0
and all the other products are zero. Moreover, (gλ, .) is a symmetric Leibniz
algebra where
u.v = [u, v] + u ◦ v, u, v ∈ gλ
and kλ is invariant with respect to the product
′.′, i.e., for any u, v, w ∈ gλ,
kλ(u.v, w) = kλ(u, v.w).
Proof. Consider a Poisson structure on the oscillator Lie algebra (gλ, [ , ])
given by an associative and commutative product ◦ satisfying
[u, v ◦ w] = [u, v] ◦ w + v ◦ [u, w]. (11)
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For u, v ∈ gλ, put
u ◦ v = a−1(u, v)e−1 + a0(u, v)e0 + aS(u, v),
with a−1 and a0 two symmetric bilinear forms and aS : gλ × gλ −→ S a
bilinear symmetric map.
It is obvious from (11) that the center is stable by the product and hence
e0 • e0 = ce0, with c := a0(e0, e0).
Now for u, v, w ∈ gλ, (11) can be written
a−1(v, w)[u, e−1] + [u, aS(v, w)] =
(
a−1([u, v], w) + a−1(v, [u, w])
)
e−1
+
(
a0([u, v], w) + a0(v, [u, w])
)
e0 + aS([u, v], w) + aS(v, [u, w]).
Since e−1 /∈ [gλ, gλ], this is equivalent to

a−1([u, v], w) + a−1(v, [u, w]) = 0
a−1(v, w)[u, e−1] + [u, aS(v, w)] =
(
a0([u, v], w) + a0(v, [u, w])
)
e0
+aS([u, v], w) + aS(v, [u, w]).
(12)
By Lemma 2.2, it follows that
a−1 = pkλ + qe
∗
−1 ⊙ e
∗
−1. (13)
If we take v = e0 and u, w ∈ S in (12), we get
a−1(e0, w)[u, e−1] + [u, aS(e0, w)] =a0(e0, [u, w])e0 + aS(e0, [u, w]).
We have [u, aS(e0, w)] = ω(u, aS(e0, w))e0 and, by virtue of (13), a−1(e0, w) =
0 so
ω(u, aS(e0, w)) = cω(u, w) and ω(u, w)aS(e0, e0) = 0.
Since ω is nondegenerate in restriction to S then aS(e0, w) = cw for all w ∈ S
and aS(e0, e0) = 0.
Using (12) with v = e0, u = e−1 and w ∈ S we get
[e−1, cw] =a0(e0, [e−1, w])e0 + aS(e0, [e−1, w]),
so
c[e−1, w] = aS(e0, [e−1, w]) and a0(e0, [e−1, w]) = 0.
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Since the restriction of ade
−1
to S is bijective then by the last condition we
conclude a0(e0, S) = 0.
If we take v = e0, w = e−1 and u ∈ S in (12), we obtain
a−1(e0, e−1)[u, e−1] + [u, aS(e0, e−1)] =a0(e0, [u, e−1])e0 + aS(e0, [u, e−1])
Since a0(e0, S) = 0, this equation implies that [u, aS(e0, e−1)] = ω(u, aS(e0, e−1)) =
0 and a−1(e0, e−1) = p = c and then aS(e0, e−1) = 0.
If we take u, v, w ∈ S in (12) and use the facts that aS(e0, w) = cw and
a0(e0, S) = 0, we get
a−1(v, w)[u, e−1] = c
(
ω(u, v)w+ ω(u, w)v
)
, and ω(u, aS(v, w)) = 0.
This implies that aS(v, w) = 0 and by taking v = ei and w = eˇi and by using
the fact that a−1(ei, eˇi) = 0, we get
cω(u, ei) = cω(u, eˇi) = 0 for u ∈ S,
and hence c = 0. This implies that a−1 = qe
∗
−1 ⊙ e
∗
−1.
If we take u = e−1 in (12) we get
[e−1, aS(v, w)] = aS([e−1, v], w) + aS(v, [e−1, w]),
a0([e−1, v], w) + a0(v, [e−1, w]) = 0.
If we take v = w = e−1 in the first equation we get [e−1, aS(e−1, e−1)] = 0,
since aS(e−1, e−1) ∈ S then aS(e−1, e−1) = 0. If we take v = e−1 in the second
equation we get a0(e−1, S) = 0.
We have shown so far that, for all u, v ∈ S

e0 ◦ e0 = e0 ◦ u = 0,
u ◦ v = a0(u, v)e0,
e0 ◦ e−1 = a0(e0, e−1)e0,
e−1 ◦ u = aS(e−1, u),
e−1 ◦ e−1 = qe−1 + a0(e−1, e−1)e0.
We define the endomorphisms A,L : S −→ S by the relation: for u, v ∈ S,
a0(u, v) = ω(A(u), v) = ω(A(v), u) and L(u) := e−1 • u = aS(e−1, u).
It is clear that A the skew-symmetric with respect to ω.
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If we take v = e−1 and u ∈ S in (12) then
a−1(e−1, w)[u, e−1] = aS([u, e−1], w) + aS(e−1, [u, w]), (14)
ω(u, aS(e−1, w)) = a0([u, e−1], w) + a0(e−1, [u, w]). (15)
If we take w ∈ S, then the last equation can be written
ω(u, L(w)) = −ω(AD(u), w) + ω(u, w)a0(e−1, e0),
where D is the restriction of ade
−1
to S. Since ω is nondegenerate in restric-
tion to S, A and D are skew-symmetric with respect to ω, then
L = −DA + a0(e−1, e0)IdS.
If we take w = e−1 and u ∈ S in the equation (14), we get
LD =
1
2
a−1(e−1, e−1)D.
As D is invertible then L = 1
2
a−1(e−1, e−1)IdS and
DA =
(
a0(e−1, e0)−
1
2
a−1(e−1, e−1)
)
IdS. (16)
Let us summarize what we have shown until now: for u, v ∈ S,

e0 ◦ e0 = e0 ◦ u = 0,
u ◦ v = ω(A(u), v)e0,
e0 ◦ e−1 = a0(e0, e−1)e0,
e−1 ◦ e−1 = a−1(e−1, e−1)e−1 + a0(e−1, e−1)e0,
e−1 ◦ u =
1
2
a−1(e−1, e−1)u.
We need now to use the associativity of the product ◦ in order to finish
the proof. We have, for any u, v, w ∈ gλ
ass(u, v, w) := (u ◦ v) ◦ w − u ◦ (v ◦ w) = 0.
So, for any u, v ∈ S,
0 = ass(e−1, e−1, e0) = a−1(e−1, e−1)e−1 ◦ e0 − a0(e0, e−1)e−1 ◦ e0
=
(
a−1(e−1, e−1)− a0(e0, e−1)
)
a0(e0, e−1)e0,
0 = ass(e−1, u, v) =
1
2
a−1(e−1, e−1)u ◦ v − ω(A(u), v)e−1 ◦ e0
=
(1
2
a−1(e−1, e−1)− a0(e0, e−1)
)
ω(A(u), v)e0.
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So, for any u ∈ S,(
a−1(e−1, e−1)−a0(e0, e−1)
)
a0(e0, e−1) = 0 and
(1
2
a−1(e−1, e−1)−a0(e0, e−1)
)
Au = 0.
If there exists u ∈ S such that Au 6= 0 then 1
2
a−1(e−1, e−1)− a0(e0, e−1) = 0.
By the equation (16) we have DA = 0 and as D is invertible we con-
clude A = 0, a contradiction. We have A = 0 then DA = 0 and conse-
quently by equation (16), we get a−1(e−1, e−1) = 2a0(e0, e−1). Now, using
also ass(e−1, e−1, e0) = 0, we have a−1(e−1, e−1) = 2a0(e0, e−1), A = 0 then
a0(e0, e−1)
2 = 0, therefore a0(e0, e−1) = 0, a−1(e−1, e−1) = 0 and A = 0. To
summarize, we have shown that the only non vanishing product is
e−1 ◦ e−1 = a0(e−1, e−1)e0.
This defines clearly a Poisson structure on gλ and it is the only one.
Let us show now that gλ endowed with the product u.v = [u, v] + u ◦
v is a symmetric Leibniz algebra and kλ(u.v, w) = kλ(u, v.w). The last
assertion follows from the bi-invariance of kλ and one can check easily that
the conditions of Proposition 2.11 in [2] are trivially satisfied.
4. Symmetric Leibniz bialgebra structures on oscillator Lie alge-
bras
In this section, we will determine the symmetric Leibniz bialgebra struc-
tures on the generic oscillator Lie algebras. We apply Theorem 1.1 in [7]
to provide the oscillator Lie algebra gλ with Lie bialgebra structures and
then the Theorem 3.8 in [2] to endow gλ with symmetric Leibniz bialgebra
structures.
A main goal of our work is to present symmetric Leibniz bialgebra struc-
tures on the class of generic oscillator Lie algebras.
Theorem 4.1. Let (gλ, [ , ]) be a generic oscillator Lie algebra, ”.” the
symmetric Leibniz product on gλ given in Theorem 3.1 and ∆ : gλ −→ gλ⊗gλ
a coproduct. Then (gλ, .,∆) is a symmetric Leibniz bialgebra if and only if
there exists a nonzero γ ∈ R, u0 ∈ S, r ∈ ∧
2S and µ ∈ Rn
∆(e0) = 0,
∆(e−1) = γe0 ⊙ e0 + ade
−1
r − 2e0 ∧D(u0),
∆(u) = adur + 2e0 ∧ J
µ(u), for u ∈ S
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and r satisfies
ωr,ade
−1
r − (J
µ ◦ ade
−1
)r = 0. (17)
Proof. According to Theorem 2.1, ∆ = ∆L +∆a with (gλ, [ , ],∆L) is a Lie
bialgebra and ∆a satisfies the conditions 2-5 of Theorem 2.1. According to
Theorem 2.2, for any u ∈ gλ,
∆L(u) = adur + 2e0 ∧ ((J
µ + adu0)(u)),
µ ∈ Rn, u0 ∈ S and r ∈ ∧
2S satisfying (8). Thus
∆L(e0) = 0,
∆L(e−1) = ade
−1
r − 2e0 ∧Du0,
∆L(u) = adur + 2e0 ∧ J
µ(u), for u ∈ S.
On the other hand, Condition 3. in Theorem 2.1 implies that
∆a(e0) = ∆a(u) = 0, u ∈ S.
To check the other conditions in Theorem 2.1 we write
∆a(e−1) = αe−1 ⊙ e−1 + βe−1 ⊙ e0 + γe0 ⊙ e0 + e−1 ⊙ v−1 + e0 ⊙ v0 + s,
with α, β, γ ∈ R, v0, v−1 ∈ S and s ∈
⊙2 S.
Note first that if ◦ = ∆∗a the dual associative commutative product on gλ
then, for any α, β ∈ g∗λ,
α ◦ β = ∆a(e−1)(α, β)e
∗
−1
and (g∗λ,∆L, ◦) is a symmetric Leibniz algebra. According to [3, Proposition
2.11], α ◦ β is in the annulator of ◦ and hence e∗−1 is in the annulator. This
implies
∆a(e−1) = γe0 ⊙ e0 + e0 ⊙ v0 + s.
Since for the commutative associative product on gλ the only nonzero product
is e−1 • e−1 = ce0, the conditions 2-6 in Theorem 2.1 are equivalent to
(∆L ⊗ IL) ◦∆a = 0 and ∆a(e−1) ·L x = x ·L ∆a(e−1) = 0,
for any x ∈ gλ.
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Let us write s =
∑m
i=1 pi ⊗ qi, with pi, qi ∈ S when i ∈ {1, . . . , m}, such
that {p1, . . . , pm} is a set of linear independent vectors in S. Since the center
of gλ is Re0 then we have, for u ∈ S,
∆a(e−1).Lu = ω(v0, u)e0 ⊗ e0 +
m∑
i=1
pi ⊗ [qi, u]
= ω(v0, u)e0 ⊗ e0 +
(
m∑
i=1
ω(qi, u)pi
)
⊗ e0.
The vanishing of this bilinear form is equivalent to
ω(v0, u) = ω(qi, u) = 0, i = 1, . . . , m
for any u ∈ S. But ω is nondegenerate and hence v0 = 0 and s = 0. This
completes the proof.
5. Geometric consequences
Let G be a connected Lie group and (g, [ , ]) its Lie algebra. It has been
shown in [3] that there is a bijection between the set of Poisson structures
on (g, [ , ]) and the space of bi-invariant torsion free linear connections on G
which have the same curvature as ∇0 where ∇0 is the bi-invariant connec-
tion on G given by ∇0XY =
1
2
[X, Y ]. Moreover, if the Poisson structure is
symmetric Leibniz the corresponding bi-invariant connection is locally sym-
metric and has the same holonomy algebra as ∇0. In this section, we give the
expression in the canonical coordinates of the bi-invariant connection on the
oscillator Lie group associated to the Poisson structure defined in Theorem
3.1. Actually, we give also the expression of the left invariant Lorentzian
metric associated to kλ and its Levi-Civita connection ∇
0.
For n ∈ N∗ and λ = (λ1, . . . , λn) ∈ R
n with 0 < λ1 ≤ · · · ≤ λn, the λ-
oscillator group, denoted byGλ, is the Lie group with the underlying manifold
R
2n+2 = R× R× Cn and product
(t, s, z).(t′, s′, z′) =
(
t+t′, s+s′+
1
2
n∑
j=1
Im [z¯j exp(itλj)z
′
j ], . . . , zj+exp(itλj)z
′
j , . . .
)
.
It is Lie algebra is gλ is R×R×C
n with its canonical basis B = {e−1, e0, ej, eˇj}j=1,...,n
with
e−1 = (1, 0, 0), e0 = (0, 1, 0), ej = (0, 0, (0, . . . , 1, . . . , 0)) and eˇj = (0, 0, (0, . . . , ı, . . . , 0)).
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For any u ∈ gλ, we denote by u
ℓ the left invariant field on Gλ associated to
u. We have
uℓ(t, s, z) =
d
dµ |µ=0
(t, s, z).(µu).
So if u = (t0, s0, z
0) we get
uℓ =
d
dµ |µ=0
(
t + µt0, s+ µs0 +
1
2
n∑
j=1
Im (z¯jµ exp(itλj)z
0
j ), . . . , zj + µ exp(itλj)z
0
j , . . .
)
=
(
t0, s0 +
1
2
n∑
j=1
Im (z¯j exp(itλj)z
0
j ), . . . , exp(itλj)z
0
j , . . .
)
.
In the linear coordinates (t, s, xj, yj)j=1,...,n associated to B we get
uℓ = t0∂t +
[
s0 +
1
2
n∑
j=1
Im (z¯j exp(itλj)z
0
j )
]
∂s
+
n∑
j=1
[
(x0j cos(tλj)− y
0
j sin(tλj))∂xj + (x
0
j sin(tλj) + y
0
j cos(tλj))∂yj
]
,
where u = (t0, s0, x
0
j , y
0
j ). We deduce that

eℓ−1 = ∂t, e
ℓ
0 = ∂s,
eℓj =
1
2
(xj sin(tλj)− yj cos(tλj))∂s + cos(tλj)∂xj + sin(tλj)∂yj ,
eˇℓj =
1
2
(xj cos(tλj) + yj sin(tλj))∂s − sin(tλj)∂xj + cos(tλj)∂yj .
(18)
From this relations we deduce that

∂t = e
ℓ
−1, ∂s = e
ℓ
0,
∂xj =
1
2
yje
ℓ
0 + cos(tλj)e
ℓ
j − sin(tλj)eˇ
ℓ
j ,
∂yj = −
1
2
xje
ℓ
0 + sin(tλj)e
ℓ
j + cos(tλj)eˇ
ℓ
j .
(19)
Let hλ denote the Lorentzian left invariant metric on Gλ associated to
kλ. We have
hλ(e
ℓ
−1, e
ℓ
0) = 1 and hλ(e
ℓ
i , e
ℓ
i) = hλ(eˇ
ℓ
i , eˇ
ℓ
i) =
1
λi
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and all the other products are zero. Thus
hλ = 2dtds+
[
n∑
i=1
(yidxi − xidyi)
]
dt+
n∑
i=1
1
λi
(dx2i + dy
2
i ).
The Levi-Civita ∇0 of hλ is given by
∇0uℓv
ℓ =
1
2
[uℓ, vℓ], u, v ∈ gλ. (20)
A direct computation using (18)-(20) shows that expression of ∇0 in the
coordinates (t, s, xi, yi) is quite simple and given by
∇0∂t∂xj = ∇
0
∂xj
∂t = −
λj
2
(
1
2
xj∂s + ∂yj
)
and ∇0∂t∂yj = ∇
0
∂yj
∂t = −
λj
2
(
1
2
yj∂s − ∂xj
)
,
(21)
j = 1, . . . , n, and all the other Christofell symbols vanishes.
Let ◦ the Poisson product on gλ defined in Theorem 3.1. By virtue of [3,
Theorems 2.1 and 3.1], the connection ∇ on Gλ given by
∇uℓv
ℓ = ∇0uℓv
ℓ + (u ◦ v)ℓ
is bi-invariant, locally symmetric and has the same curvature and holonomy
as∇0. According to (21) and the expression of ◦,∇ is given in the coordinates
(t, s, xi, yi) by
∇∂t∂xj = ∇∂xj ∂t = −
λj
2
(
1
2
xj∂s + ∂yj
)
,
∇∂t∂yj = ∇∂yj ∂t = −
λj
2
(
1
2
yj∂s − ∂xj
)
,
∇∂t∂t = c∂s,
j = 1, . . . , n, and all the other Christofell symbols vanishes.
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