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Miheer Dewaskar : High-dimensional problems in statistics and probability: correlation mining
and distributed load balancing
(Under the direction of Shankar Bhamidi, Amarjit Budhiraja, and Andrew B. Nobel)
Technological progress has encouraged the study of various high-dimensional systems through
the lens of statistics and probability. In this dissertation, we consider two such high-dimensional
problems: the first arising in the integration of genomic data, and the second arising in probabilistic
models for load balancing. A brief description follows.
It is now common across many scientific and engineering disciplines to have multiple types of
features measured on the same set of samples. In the first part of this dissertation, in the context
of two measurement types, we focus on the exploratory problem of finding bimodules: these are
sets of features from the two data types that have significant aggregate cross-correlation. Based
on the iterative-testing framework that has been recently used in other settings, we design a new
methodology to find bimodules. We apply this methodology to the problem of eQTL-analysis in
genomics to identify gene-SNP association networks.
In the second part of this dissertation, motivated by load balancing problems in large data
centers, we study a processing system with multiple queues known as the Supermarket model. In
this system, each incoming job is routed into one of the n available queues based on the following
randomized scheme: d out of the n queues are sampled at random and the job is assigned into the
smallest of the d sampled queues. Hence, when d = 1, each job joins a random queue, while for
d = n, each job joins the shortest of all n queues. Here we prove functional central limit theorems
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The fields of mathematics and statistics have been unsung heroes of our scientific and technolog-
ical progress. The language and machinery developed in mathematics has provided us with rigorous
tools to describe and understand models of complex systems. In parallel, the field of statistics has
provided us with tools to deal with uncertainties in the collection and processing of real world data.
Tools from mathematics and statistics used in areas like computer science and signal processing
have been crucial for the development of modern technologies. But conversely, the field of statistics
in particular has also received a boost due to the advent of high-speed computation and technologies
that collect and store large amounts of data. In the future, by combining modern mathematical,
statistical, and technological tools, partially observed and increasingly complex real world systems
could be understood on the basis of large amounts of data. Such progress certainly seems necessary
if we wish to fully understand functioning of complex systems like biological processes that govern
our body or micro-economic processes that govern the macro-economy. Motivated by this goal of
inferring properties of increasingly complex systems, in this dissertation the author presents two
topics that originate in statistics and applied probability.
Correlation mining and randomized load balancing
The first topic of this dissertation is related to the field of correlation mining, which aims
to understand the true covariance structure among a large collection of features, based on joint
observations from typically a limited number of samples. Correlation mining has applications to
various exploratory data analysis tasks in science and engineering, where a large number of features
may be measured for each sample, and the discovery of certain kinds of relationship between features
is of interest. In fact, due to the emergence of new measurement technologies, features of several
types may be measured for the same samples. Such data is sometimes called multi-view or multi-
modal data, and the statistical methods that “integrate” such data provide new insights by a
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combined analysis of all the data types, beyond what may be obtained by analyzing each data
type separately. Along these lines, in the first part of this dissertation, we study a new method for
exploratory data analysis that identifies groups of features with significant aggregate correlation
between two data-types. Such a group of features, called a bimodule, represents coordinated
activity between features from the two data types, and may point to shared latent variables, causal
interactions, or other functional relationship between the data types. Along with the motivating
example of eQTL analysis in genomics, we describe this problem further in Section 1.1.
In the second part of this dissertation, we study a processing system with multiple queue
motivated by the large scale load-balancing problem in modern data centers. The simplest version
this problem can be described in the setup of balls and bins: suppose n balls are to inserted into n
bins, one at a time. Consider a routing scheme that sends each ball to the least loaded bin among a
subset of d ∈ {1, . . . , n} bins chosen randomly for each ball. When d = n this means that each ball
is put in the least loaded of all bins, while when d = 1, each ball is assigned to a randomly chosen
bin. As a measure of effectiveness of our load balancing scheme, we could study the maximum
bin load when all the n balls are inserted. (Note that this system is exactly balanced when the
maximum is 1. This happens for instance when d = n.) Although the exact distribution of the
maximum for d < n is not known, asymptotically as n → ∞, the maximum can be shown to be
O( lognlog logn) when d = 1 and logd log n+O(1) for a fixed d ≥ 2. This drastic decrease in the the size
of the maximum between d = 1 (random assignment) and fixed d ≥ 2 (random assignment with
limited choice) is called as the “power of choice”. This phenomenon has application to many areas
in computer science like load-balancing, hashing, and collision protocols (112). In this dissertation
we will consider the asymptotic behavior of the power-of-d-choices load balancing scheme as d = dn
is now allowed to grow with n. This problem and its motivation, particularly in the continuous
time setup called the Supermarket model, are further described in Section 1.2.
1.1 Detecting bimodules: sets of cross-correlated features in multi-view data
With the ongoing development and application of moderate- to high-throughput measurement
technologies in fields such as genomics, neuroscience, ecology, and atmospheric science, researchers
are often faced with the task of analyzing and comparing two or more data sets derived from
2
samples
Type 1 features Type 2 features
A B
cross-correlated
Figure 1.1: Illustration of multi-view data and a bimodule (A,B) (shaded). The two data matrices,
measuring features of Type 1 and Type 2, are matched by samples. The bimodule has the property that the
aggregate cross-correlation between features from A and B is statistically significant.
a common set of samples. In most cases, different technologies measure different features, and
capture different information about the samples at hand. While one may analyze the data arising
from different technologies separately, additional and potentially important insights can often be
gained from the joint (or integrated) analysis of the data sets. Joint analysis, also called multi-
view or multi-modal analysis, has received considerable attention in the literature, see Lahat et al.
(68), Meng et al. (88), Tini et al. (120), Pucher et al. (109), McCabe et al. (83), Sankaran and
Holmes (113) and the references therein for more details.
We will refer to the measurements arising from a particular technology as a data type, and will
restrict our attention to problems in which two data types, referred to as Type 1 and Type 2, are
under study. Our primary interest is in exploring associations between the measured features of the
two data types. In particular, we wish to identify pairs (A,B), where A is a set of features of Type
1 and B is a set of features of Type 2, such that the aggregate correlation between the features
in A and those in B is large. This setup is illustrated in Figure 1.1. Throughout we consider the
unsupervised setting, in which the analysis does not make use of an external response. The problem
of identifying sets of highly correlated features within a single data type has been widely studied,
typically through clustering and related methods. Borrowing from the use in genomics of the term
“module” to refer to a set of correlated genes, we refer to the feature set pairs (A,B) of interest
to us as bimodules. The term bimodule has also appeared, with somewhat different meaning, in
(131), (103), and (99).
We will refer to the correlations between features from different data types as cross-correlations,
and note that this usage differs from that in time-series analysis. Correlations among features of
the same data type will be referred to as intra-correlations. Cross-correlations provide information
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about interactions between features from the two data types. These interactions are of interest in
many applications, for example, in studying the relationship between the characteristics of species
and those of their environment (see, e.g., 42) in ecology, identifying brain regions associated with
different behaviors (85) in neuroscience, and studying the relationship between temperature and
precipitation in climate science (41). A bimodule provides evidence for the coordinated activity of
features from different data types. Coordination may arise, for example, from common function
or functional relationships, or causal interactions. Bimodules can identify potentially informative
downstream analyses, or suggest the more targeted acquisition and analysis of new data. Impor-
tantly, bimodules can capture aggregate behavior, which may be significant even when no individual
pair of features has high cross-correlation. As such, the search for bimodules can effectively leverage
low-level signals across multiple features.
1.1.1 Bimodule Search Procedure
In this dissertation, we propose and analyze a method called the Bimodule Search Procedure
(BSP) for identifying bimodules in moderate to high dimensional data sets. BSP is not based on
formulating or fitting a statistical model, or on detailed distributional assumptions. Instead, the
method relies on general multiple testing principles.
A key feature of BSP is that it seeks stable bimodules. A bimodule (A,B) is stable if A
coincides with the features that are significantly associated in aggregate with the features in B,
and vice versa. We examine stable bimodules in the population and sample settings. In the
population setting, stability has connections with Nash equilibria (93) in a simple two-player game,
and with the connectivity of the bipartite graph representing the cross-correlations of the Type 1
and Type 2 variables. The latter connection with bipartite networks is pursued throughout the
first part of this dissertation, and in particular, provides a principled way to extract an association
network from a bimodule.
BSP is based on an iterative testing framework that has found application in other exploratory
problems, see (98, 17, 18). In the present setting, we employ fast, moment-based approximations to
permutation p-values for sums of squared correlations. We emphasize that these p-values explicitly
account for the intra-correlations of the features in A and B, attenuating significance when these
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intra-correlations are high. BSP also has a fast implementation as an R package available at
https://github.com/miheerdew/cbce.
1.1.2 Expression Quantitative Trait Loci Analysis
Much of the existing work on bimodule discovery is focused on the integrated analysis of genomic
data. To motivate and provide context for this work, and the methods introduced in the first part
of this dissertation, we briefly discuss the problem of expression quantitative trait loci (eQTL)
analysis in genomics. An application of BSP to eQTL analysis is given in Chapter 4.
Genetic variation within a population is commonly studied by considering single nucleotide
polymorphisms, called SNPs. A SNP is a single base pair site in the genome where there is allelic
variation in the population. The dosage of the SNP for an individual in terms of one of the alleles
can be considered taking values 0, 1, or 2, which we will refer to as the “value” at the SNP. After
normalization and covariate correction, the value of a SNP may no longer be discrete.
eQTL analysis seeks to identify SNPs that affect the expression of one or more genes; a SNP-
gene pair for which the expression of the gene is correlated with the value of the SNP is referred to
as an eQTL. Identification of eQTLs is an important first step in the study of genomic pathways
and networks that underlie disease and development in human and other populations (94, 1).
In modern eQTL studies it is common to have measurements of 10-20 thousand genes and
2-5 million SNPs on hundreds (or in some cases thousands) of samples. Identification of putative
eQTLs or genomic “hot spots” is carried out by evaluating the correlation of numerous SNP-gene
pairs, and identifying those meeting an appropriate multiple testing based threshold. In studies
with larger sample sizes it may be feasible to carry out trans-eQTL analyses, which consider all
SNP-gene pairs regardless of genomic location. However, it is more common to carry out cis-eQTL
analyses, in which one restricts attention to SNP-gene pairs for which the SNP is within some
fixed genomic distance (often 1 million base pairs) of the gene’s transcription start site, and in
particular, on the same chromosome (c.f. 126, 54). We use the prefixes cis- and trans- to refer
to the type of eQTL analysis, while using adjectives local and distal to denote the proximity of
the discovered SNP-gene pairs. In particular, although cis-eQTL analysis focuses of finding local
eQTLs, trans-eQTL analysis can discover both local and distal eQTLs.
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As a result of multiple testing correction needed to address the large number of SNP-gene pairs
under study, both trans- and cis-eQTL analyses can suffer from low power. Several methods have
been proposed to improve the power of standard eQTL analysis, including penalized regression
schemes that try to account for intra-gene or intra-SNP interaction networks (119, and references
therin) and methods that consider gene modules as high-level phenotypes to reduce the burden
of multiple-testing (65). Alternatively, one may also shift attention from individual SNP-gene
pairs to SNP-gene bimodules, that is, to sets of SNPs and sets of genes having large aggregate
cross-correlation. A number of bimodule search methods have been proposed and developed in the
context of eQTL analysis. These include methods based on Gaussian graphical models (34, 32),
bipartite community detection (107, 47), penalized regression (30), and sparse canonical correlation
analysis (sCCA) (101, 102). These methods have the potential to enhance and improve standard
eQTL approaches that focus primarily on identifying significant SNP-gene pairs. As SNPs and
genes often act in concert with one another, bimodule discovery methods can gain statistical power
from group-wise interactions by borrowing strength across individual SNP-gene pairs.
1.1.3 Organization of the first part of this dissertation
We will provide a literature review on methods from correlation mining and multi-view data
analysis that are relevant to bimodule detection in Chapter 2. Next, in Chapter 3, we will describe
the notion of stable bimodules and the Bimodule Search Procedure. Then, in Chapter 4, we will
see analysis from BSP and the competing methods CONDOR and sCCA on a complex simulation
study and on the latest version (v8) of the Thyroid data, which was obtained from the GTEx
consortium for eQTL analysis.
1.2 Limit theorems for the Supermarket model with growing choices
In data centers with a large number of servers, incoming requests have to be quickly routed
to a server while simultaneously making best use of the computational resources of the available
servers. One of the simplest mathematical models to analyze this problem is the Supermarket
model : there are n ∈ N servers, each with their own queue (like in a supermarket checkout line),
independently processing jobs at rate 1. Requests arrive to the entire system at rate nλn, and
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Reference Regimes of a, bn and k Analysis type
Braverman (23) a = 0.5, bn = 1, k = 1 Convergence of stationary distribution
Eschenfeldt and Gamarnik (45) a = 0.5, bn = 1, k = 1 Functional central limit theorem
Mukherjee et al. (91) a = 0.5, bn ∈ ((0.5 + log lognlogn , 1], k = 1 Functional central limit theorem
Theorem 11 (α = 0) a ∈ (1/2, 1), bn ∈ [a+ log lognlogn , 1], k = 1 Functional central limit theorem
Theorem 11 (α ∈ (0,∞)) a = 0.5, bn ∈ [0.5 + log lognlogn , 1], k = 1 Functional central limit theorem
Theorem 11 (α =∞) a ∈ [1/3, 1/2), bn ∈ ((0.5, 1], k = 1 Functional central limit theorem
Theorem 10 (α =∞) a ∈ (1/4, 1/2), bn = 0.5, k = 1 Functional central limit theorem
Theorem 9 (α = 0) a ∈ (0, 1), bn = (a+ log lognlogn )/k → b, 2a < 1 + b(k − 1), a/b ∈ N Functional central limit theorem
Brightwell et al. (24) a ∈ (0, 1), bn → b ∈ (0, 1], 2a < 1 + b(k − 1), a/b /∈ N Equilibrium queue lengths
Liu and Ying (74) a ∈ (0, 1/2), bn ∈ [a+ logn lognlogn , 1], k = 1 Equilibrium performance
Table 1.1: Existing results and asymptotic regimes for the Supermarket model covered by theorems in
Chapter 7. Here 1 − λn = n−a, dn = dnbne, and k
.
= limnda/bne (the average time spent in the system).
The notation bn ∈ ((ln, r] denotes the condition nln  dn ≤ nr.
need to be instantaneously routed to the waiting queue of some server. We will assume throughout
that we are working with the system in the Markovian setup, i.e. inter-arrival and service times
are mutually independent and exponentially distributed. While various routing schemes can be
used for the Supermarket model (121), we consider the power-of-d scheme described earlier: each
incoming request examines d randomly chosen servers without replacement, and joins the shortest
queues among the d sampled servers.
Although much of the previous work on the theoretical analysis of the Supermarket model with
the power-of-d routing scheme surrounded understanding the system for a fixed d, recent work
(91, 45, 24, 73, 74) has allowed d = dn to increase with n while working in the heavy traffic regime
(λn ↑ 1). Interests along these lines arose when Eschenfeldt and Gamarnik (45), via a diffusion limit
result, showed that dn = n achieves optimal load balancing (performing similar in terms average
delay to when a single global queue is maintained) as n→∞ and
√
n(1− λn)→ β > 0. Although
no fixed value of d can achieve such a performance (121), by using coupling arguments, it is shown
in Mukherjee et al. (91) that the diffusion limit (and hence the optimal performance) of dn = n
continues to hold as long as dn 
√
n log n.
Motivated by the above results, we will study the asymptotic behavior of the Supermarket
model for various growth rates of dn → ∞. Table 1.1 provides an overview of the diffusion limit
theorems in Chapter 7, and how they compare to previous work. The following is an overview of
the main results in Chapter 7.
The Supermarket model with n servers can be described by the infinite dimensional stochastic
process Gn(t) = (Gn,1(t), Gn,2(t), . . .), where Gn,i(t) for any i ≥ 1 is the fraction of queues at time t
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that have at least i customers, including the one in service. This process takes values in the space l↓1
of non-increasing summable sequences. One can show the following semi-martingale representation
for Gn obtained from time changed Poisson processes (details in Section 7.3):




where an and b are two functions from l
↓
1 to l1, b is linear, and Mn is a martingale.
Functional law of large numbers
First, in Theorem 8, we will prove that Gn converges to a deterministic limit as n → ∞,
dn → ∞ and λn → λ ∈ [0,∞). For this we will show that Mn converges to zero, Gn is tight
in a suitable functional space, and that any limit point of Gn satisfies a collection of constrained
differential equations governed by Skorokhod maps that emerge in (1.1) from the limiting behavior
of an. The limiting differential equations do not depend on the growth-rate of dn and are equivalent
to those identified in (91). However our formulation in terms of Skorokhod maps will allow us to
deal with non-differentiability and prove uniqueness of the limiting system, completing the program
for the law of large numbers started in (91).
Functional central limit theorems around the near-equilibrium point





n(Gn −µn), where µn ∈ l↓1 is the unique solution to an(µn) = b(µn). Here µn is called as
the near-equilibrium point because it is the unique state of the system where the inflow and outflow
rates for each coordinate become equal. Also, notice that the drift term in (1.1) vanishes at µn
and, as previously noted, Mn is converging to zero. Hence if Gn(0) = µn then Gn will tend to
remain close to µn over finite intervals of time. For the CLT, we will center the Gn process around
µn, while for the CLT proved in (45, 91) when dn 
√
n log n and
√
n(1− λn)→ β > 0, centering
is considered around e1 = (1, 0, . . .). The reason for a different choice of centering is that, as shown
in (91), the process
√
n(Gn − e1) is not tight when dn 
√
n log n.
We will reconcile the above differences by showing that e1 = (1, 0, . . .) is a fixed point of the
fluid limit (i.e. functional law of large numbers) obtained in Theorem 7. However, the fluid limit has
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uncountably many fixed points given by fγk =
∑k
i=1 ei + γek+1 ∈ l
↓
1 for k ∈ N and γ ∈ [0, 1), where
ei ∈ l1 is the unit vector whose ith coordinate is non-zero. Interestingly, the near-equilibrium point
µn can converge to all of these fixed points for various choices of λn ↑ 1 and dn → ∞. Hence our
results described in Chapter 7 will recover those in (45, 91) for
√





n(1 − λn) → β > 0 along with the interesting edge cases of β = 0 and dn ∼
√
n log n under
suitable conditions (see Corollary 6, Chapter 7). In addition, we will also obtain limit theorems for
Zn in the three canonical regimes: (a) dn/
√
n→ 0, (b) dn/
√
n→ c ∈ (0,∞), and (c) dn/
√
n→∞.
Our limiting result for Zn will start from its semi-martingale representation











−1/2z) − an(µn)) is a discrete derivative of an
at µn in the direction z. If µn converges to the fixed point f
0
k of the fluid limit mentioned earlier
for some k ≥ 1, then
√
nMn converges to a one-dimensional Brownian motion along the unit
vector ek (Lemma 27). However, the standard techniques for proving tightness of Zn from (1.2)
do not work, because certain terms of An can diverge as dn → ∞. Instead, by carefully studying
the asymptotic behavior of An for suitable regimes of λn → 1 and dn → ∞, we will directly
show that Zn converges to the unique solution of a certain stochastic differential equation. Under
suitable initial conditions, (Zn,k+2, Zn,k+3, . . .) converges to zero in l2, and hence let us focus on the
limit of the finite dimensional system (Zn,1, Zn,2, . . . , Zn,k+1)⇒ (Z1, Z2, . . . , Zk+1). We find several
interesting limiting behaviors:
(a) 1 dn  k+1
√
n and dkn(1− λn) = log dn + o(
√
dn): Then (Z1, . . . , Zk−1) = 0, (Zk, Zk+1) is a
two dimensional linear diffusion driven by a one-dimensional Brownian motion, and µn → f0k .
If k = 1, the limiting behavior of An is linear. If k > 1 the first k coordinates of An diverge,
but carefully studying (1.2) shows that this forces the first k − 1 coordinates of Zn to quickly
converge to zero (even if they don’t start at zero at time 0), while An behaves linearly for
coordinates k + 1 onward.
(b) dn ∼ c
√
n and 1− λn = log dndn +
α√
n
for α ∈ (−∞,∞): Then k = 1, µn → e1, and (Z1, Z2) is
a two dimensional non-linear diffusion driven by a one-dimensional Brownian motion. In this
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case the limit of the first two coordinates of An(Zn) in (1.2) involve the non-Lipschitz term
exp(cZ1), but since the exponential term opposes the growth of the system, a unique pathwise
solution (Z1, Z2) for the limiting diffusion equation still exists.
(c)
√
n dn ≤ n and 1− λn = log dndn +
α√
n
for α ∈ (0,∞): Then k = 1, µn → e1, and (Z1, Z2) is
a constrained diffusion on (−∞, α]× R driven by a one-dimensional Brownian motion. Under
suitable conditions α = ∞ is allowed too, in which case there is no reflection. When α < ∞,
the first coordinate of An(Zn) is negligible if Zn,1 < α and strongly negative if Zn,1 > α. Thus
by studying the excursion of Zn,1 above α, we will prove that the Skorokhod map on R with a
downward reflection at α ∈ R emerges in the limit.
See Theorems 9, 10, 11 in Chapter 7 for the precise statement of the above results. Note that
Theorem 9 has the most general form since it allows µn → f0k for any k ≥ 1. Here k may be
interpreted as the average time spent by a job in the system since µn → f0k shows that all but
a vanishingly small fraction of queues have exactly k customers in the near-equilibrium state. In
contrast, like most of the results in the existing literature (see Table 1.1), Theorems 10 and 11 only
allow the case of k = 1.
1.2.1 Organization of the second part of this dissertation
In Chapter 5 we provide a literature review for the balls and bins problem and the Supermarket
model. Then, as a warm up, in Chapter 6 we study the maximum bin load for the balls and bins
problem as d = dn → ∞ as n → ∞. Finally in Chapter 7, we present our main results on limit
theorems for the Supermarket model under heavy traffic as (dn, λn)→∞ as n→∞.
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CHAPTER 2
Literature review for bimodule detection
In this chapter we will review literature from the areas of correlation mining and multi-view
data analysis that will be relevant to the bimodule detection problem discussed in Chapter 1.
2.1 Introduction
As discussed in Chapter 1, in numerous scientific disciplines like genomics, neuroscience, ecology
and climate science, one frequently has multiple types of measurements obtained from the same
underlying samples. The different measurement types, sometimes called data views or modalities,
may interact and inform each other, but they typically capture complementary information about
the underlying phenomenon. Hence, novel statistical techniques have emerged that jointly analyze
data from different measurement modalities to understand the relationship between modalities,
distinguish samples based on their joint behavior and achieve other objectives. This collection
of techniques is known by various names like data integration, multi-view or multi-modal data
analysis, or multi-table methods. Compared to analyzing each measurement modality separately,
multi-view data analysis has the potential to improve statistical power and to allow us to answer
new types of questions (68, 113).
For multi-view data, we are interested in the exploratory problem of finding bimodules. Recall
that the pair (A,B) is called a bimodule if A and B are sets of features from two data types,
called Type 1 and Type 2, so that the aggregate cross-correlation between features from A and B
is statistically significant. This problem falls under the general area of correlation mining, which
aims to infer various aspects about the population covariance matrices based on observed samples.
In the modern setting of high dimensional features and limited sample size, is typically not feasible
to accurately estimate the entire population covariance (or the related correlation or precision)
matrix, but recent developments have shown that tasks related to population covariance matrices
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such as model selection and screening (59), and various local and global hypothesis tests (27) can
still be performed in a statistically principled way.
For the purpose of finding bimodules, we might hope to apply the recent ideas surveyed in
(27, 59) to the cross-correlation matrix of Type 1 and Type 2 features to find entries of the matrix
that are significant. This is similar to the traditional eQTL analysis method discussed in Chapter
1, albeit asymptotic theoretical analysis of false discoveries could further be used to improve power
(28, 58, 57). However, recall that bimodules detect groups of cross-correlated features rather than
individual pairs, so the output of pairwise procedures would further need to be analyzed to produce
groups (see network based methods below).
2.2 Survey of methods for bimodule detection
In this section, we will consider multi-view data analysis and correlation mining methods that
can be used to produce bimodules. Many of these methods have been developed or applied in the
context of eQTL analysis.
2.2.1 Canonical Correlation Analysis
Canonical Correlation Analysis (CCA) is one of the oldest methods for multi-view data analy-
sis, invented by Hotelling in 1936 (60). CCA has been used in various biomedical, environmental,
and genomic tasks (see references in (128)). Given two data types, CCA discovers pairs of max-
imally correlated vectors that are linear combinations of features from each of the data types.
These linear combinations, called canonical variates, represent latent features that capture ag-
gregate association between the two data types. Multiple canonical variates are discovered by
enforcing the constraint that different variates be uncorrelated. An appealing theoretical feature of





2 where Σ12 is the cross-covariance matrix of the two data types and Σi for i = 1, 2
are the intra-covariance matrices of the two data types (see 90, Chapter 11). Hence, at least when
these covariance matrices can be accurately estimated, CCA aggregates signal and accounts for the
effects of intra-correlations.
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But there are problems with using CCA in the high-dimension setup. The traditional CCA
theory relies on accurate estimation of the covariance matrices and their inverses, which may
be error-prone when the sample size is not sufficiently large. In fact, if the sample size is less
the number of features, sample covariance matrices will not even be invertible. Secondly, linear
combinations of a large number of features may be difficult to interpret. To surpass both these
limitations, sparse Canonical Correlation Analysis (sCCA), which restricts attention to canonical
variates that are linear combination of only a few features from both the types, was introduced in
(101). Importantly for us, each such sparse canonical variate pair can be regarded as a bimodule
consisting of the features that appear as linear combinations in the pair.
There have been various further improvements to sCCA (125, 71, 130, 102, 128). Notably,
extending the formulation of CCA in terms of an alternative regression scheme, (128) is able to
successfully incorporate the intra-covariance matrices in the search for sparse canonical variates.
However, in Chapter 4 of this dissertation, we use the sCCA software (129) based on (130), which
for computational considerations assumes that the population intra-correlation matrix is identity.
2.2.2 Community detection in bipartite networks
Since bimodules are defined in terms of cross-correlations, it is natural to investigate them
in the context of the bipartite cross-correlation network, which is formed by connecting pairs of
features from different data types with a weighted edge, where the weight is equal to the square of
the (sample or population) cross-correlation between the features. One might then use community
detected methods (10, 9, 72, 39, 105) for weighted and unweighted bipartite networks to find
bimodules. However with any such method, care must be taken to avoid discovering bimodules
that may be driven by potentially spurious associations.
Along the above lines, the method CONDOR (107) identifies bimodules by applying a fast
community detection method (based on bipartite modularity) to the unweighted bipartite graph
obtained by thresholding the sample cross-correlations. In (107, 47), the authors use CONDOR to
study properties of eQTL-networks, and show that bimodules can be used to place genes and SNPs
into a functional context. Their implementation (106) may need the estimated SNP-gene bipartite
graph to have a giant connected component, which may require the inclusion of potentially false
edges.
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The approach that we will take in Chapter 3 will be network based, but it will differ from
community-detection based approaches such as CONDOR. While stable population bimodules will
be defined in terms of the population cross-correlation network, the sample cross-correlation network
will not be a sufficient statistic for stable sample bimodules, which will also account for the intra-
correlations between features of the same type.
2.2.3 Gaussian models, penalized regression, and other approaches
One of the standard techniques to discover conditional relationships between features in
moderate- to high-dimensional datasets is to fit a sparse Gaussian graphical model (GGM) to
the data by maximizing a penalized version of the Gaussian likelihood (59). For instance, methods
such as (132, 134, 36) have been used to uncover conditional dependencies in the eQTL network.
However, more relevant to the problem of detecting bimodules, Cheng et al. (34, 32, 33) fit sparse
linear GGMs to the eQTL data with a hidden layer that model interactions between sets of genes
and sets of SNPs. Their original methodology from (34) is improved in (32, 33) to allow for the
discovery of both individual and group effects between SNPs and genes, and to allow for a variable
number of bimodules.
Along another direction, many papers (see (119) and references therin) have formulated the
eQTL detection problem in terms of a penalized multi-task regression. In this setup, the gene
matrix is considered as a collection of response variables (note the term ‘multi-task’) that is jointly
regressed against the SNP matrix. In addition to enforcing element-wise sparsity on the matrix of
gene-SNP regression coefficients, the penalization term may also be used to enforce various group
sparsity and fusion constraints that leverage additional information like the intra-gene and intra-
SNP interaction networks to improve detection power. Notably, in the two-graph guided multi-task
lasso (31), the gene and SNP networks derived from the respective intra-correlations matrices are
used to create a fusion penalty that enforces a network-to-network mapping in the same spirit as
bimodules. However, it is not clear if this method is accounting for the intra-correlations in the
same way as we intend: i.e. to attenuate significance of cross-correlations due to the presence of
intra-correlations.
Finally, one may also search for bimodules by applying a standard clustering method such as
k-means to a joint data matrix containing standardized features from the two data types, and
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treating any cluster with features from both data types as a bimodule. While appropriate as a
“first look”, this approach requires specifying the number of clusters, imposes the constraint that
every feature be part of one, and only one, bimodule, and, most importantly, does not distinguish




In this chapter, we will introduce the Bimodule Search Procedure that searches for stable
bimodules based on iterative testing. We will first, in Section 3.2, define the notion of a stable
bimodule at the population level, followed by, in Section 3.3.2, its definition at the sample level.
The relationship of stable bimodules to bipartite networks and Nash Equilibria stated along the
way will motivate the Bimodule Search Procedure described in Section 3.3.3. We now begin with
notation and basic assumptions.
3.1 Notation and stochastic setting
Suppose that we have acquired data sets of two different types from a common set of n samples.
Let X be an n× p matrix containing the data of Type 1, and let Y be an n× q matrix containing
the data of Type 2. The ith row of X and Y contain the measurements of Type 1 and Type 2,
respectively, on the ith sample. The columns of X and Y correspond to the measured features of each
type. Denote features of Type 1 by S = {s1, s2, . . . , sp}, and those of Type 2 by T = {t1, t2, . . . , tq}.
We assume that the rows of the joint matrix [X,Y] are independent copies of a random (row) vector
(X,Y) = (Xs1 , . . . , Xsp , Yt1 , . . . Ytq).
For each s ∈ S let Xs be the column of X corresponding to feature s; for each t ∈ T let Yt be the
column of Y corresponding to feature t. For s ∈ S and t ∈ T let ρ(s, t) be the population correlation
between the random variables Xs and Yt, and let r(s, t) denote the sample correlation between Xs
and Yt. For A ⊆ S and B ⊆ T we define the aggregate squared (population and sample) correlation
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For singleton sets we will omit brackets, writing ρ2(s,B) and ρ2(A, t) instead of ρ2({s}, B) and
ρ2(A, {t}).
3.2 Stable population bimodules
Recall that our goal is to identify pairs (A,B) with A ⊆ S and B ⊆ T such that the aggregate
cross-correlation between features in A and B is large. We begin our analysis of this problem at the
population level, where the aggregate cross-correlation between A and B can be measured by the
quantity ρ2(A,B) defined in (3.1). One might rank pairs (A,B) using a score based on ρ2(A,B),
but it is not immediately clear how such a score should be defined. For example, ρ2(A,B) itself
favors larger feature sets, while the average ρ2(A,B)/|A| |B| might favor smaller feature sets. More
importantly, it is not immediately clear how a score based on ρ2(A,B) can be effectively translated
to, and evaluated in, the sample setting.
To address these issues, we shift our assessment of pairs (A,B) from global numerical per-
formance measures to internal stability criteria that are based on the structure of the population
cross-correlations. The basic idea is contained in the following definition.
Definition 1. A pair (A,B) of non-empty sets A ⊆ S and B ⊆ T is a stable population bimodule
if
1. A = {s ∈ S | ρ2(s,B) > 0} and
2. B = {t ∈ T | ρ2(A, t) > 0}.
In words, the definition says that A is exactly the set of features in S that are correlated in
aggregate with the features in B, while B is exactly the set of features in T that are correlated in
aggregate with the features in A. It is useful to consider stable bimodules in the context of the
population network of cross-correlations.
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Definition 2. The population cross-correlation network Gp is the weighted bipartite network with
vertex set S ∪ T , edge set Ep = {(s, t) ∈ S × T | ρ(s, t) 6= 0}, and weight function wp : E → [−1, 1]
given by wp(s, t) = ρ(s, t).
The following elementary lemma shows that stable bimodules are closely related to the con-
nected components of Gp.
Lemma 1. A pair (A,B) of non empty sets with A ⊆ S and B ⊆ T is a population bimodule if
and only if A ∪B is a union of non-trivial connected components of Gp.
Proof. For any subsets F ⊆ S and G ⊆ T note that ρ2(F,G) > 0 if and only if (F ×G) ∩ Ep 6= ∅.
Let Nb(s)
.
= {t′ | (s, t′) ∈ Ep} and Nb(t)
.
= {s′ | (s′, t) ∈ Ep} and denote the neighborhoods of s
and t in the graph Gp. The two conditions in Definition 1 are equivalent to saying A = ∪t∈B Nb(t)
and B = ∪s∈A Nb(s), respectively. Equivalently, since Gp is a bipartite graph, the set of nodes
H = A ∪B satisfies the property
H = Nb(H) (3.3)
where Nb(C)
.
= ∪v∈C Nb(v) for any subset of vertices C ⊆ S ∪ T .
Using (3.3), let us show that H is a union of non-trivial connected components. For any
r ∈ S ∪ T , note that the connected component containing r is defined by C(r) .= ∪∞i=0Ci where
C0 = {r} and Ci = Nb(Ci−1) for each i ≥ 1. For r ∈ H, repeatedly applying (3.3) shows that
r ∈ C(r) ⊆ H and hence
H = ∪r∈HC(r). (3.4)
Since (3.3) holds and Gp is a simple graph, each r ∈ H has at least one other neighbor. Hence
|C(r)| > 1 for all r ∈ H.
Finally, since Nb(C(r)) ⊆ C(r) for any r, if H satisfies (3.4) then Nb(H) ⊆ H. Moreover if all
the connected components in (3.4) are non-trivial then Nb(H) ⊇ H and (3.3) is satisfied.
As the lemma shows, stable population bimodules depend only on the edges of Gp; they do not
depend on the edge weights, or on correlations between features of the same type. As we will see
below, the situation for sample bimodules is substantially different.
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3.2.1 Bimodules are Nash Equilibria
The notion of stability in Definition 1 has close connections with Nash equilibrium (93) in game
theory. To make this precise, fix an ε > 0, and consider the reward function Φε that for any A ⊆ S








ρ2(s, t)− ε |A| |B| . (3.5)
Consider a two player game in which player 1 chooses a subset A ⊆ S, player 2 chooses a subset
B ⊆ T , and the payoff to both the players is Φε(A,B). In this setting, a pair of subsets (A∗, B∗)









The following elementary lemma shows that bimodules are the just Nash equilibria in this game.
Lemma 2. Let δ = min
{
ρ2(s, t) | s ∈ S, t ∈ T, ρ(s, t) 6= 0
}
and ε0 = δ(max(|S| , |T |))−1. If ε ∈
(0, ε0) then the non-empty Nash equilibria of the game with reward function Φε coincides with the
family of stable population bimodules.












(ρ2(A, t)− ε |A|). (3.6)
Since ε |A| < ε0 |A| ≤ δ, for any t ∈ T , if ρ2(A, t) > 0 then ρ2(A, t)− ε |A| > 0. Hence the maximum


















s ∈ S | ρ2(s,B) > 0
}
(3.8)
Hence the pair of non-empty sets (A∗, B∗) is a Nash equilibrium if and only if
A∗ =
{




t ∈ T | ρ2(A∗, t) > 0
}
.
These conditions are the same as those required for (A∗, B∗) to be a population bimodule (Definition
1).
The connection between stable bimodules and two player games in the population setting sug-
gests a simple iterative scheme to find stable bimodules when the cross-correlations (ρ(s, t))s∈S,t∈T
are known. Begin by fixing a non-empty subset B0 ⊆ T and any ε ∈ (0, ε0), where ε0 is chosen as in
Lemma 2. Then repeatedly update Ak+1 = arg maxA Φε(A,Bk) and Bk+1 = arg maxB Φε(Ak+1, B)
for k ≥ 0. As the value of the objective function strictly increases at every update, the sets
(Ak, Bk) are guaranteed to convergence to a Nash equilibrium after finitely many steps. If B0 is
such that that Φε(A1, B0) > 0, then the Nash equilibrium will be non-empty and hence a population
bimodule.
It is illustrative to view this iterative update procedure in terms of the cross-correlation graph
Gp. The proof of Lemma 2 shows that the update steps are equivalent to
Ak+1 = {s ∈ S | ρ2(s,Bk) > 0} and Bk+1 = {t ∈ T | ρ2(Ak+1, t) > 0}. (3.9)
In other words Ak+1 is set of neighbors of Bk, and Bk+1 is the set of neighbors of Ak+1. If the
iterative update procedure begins from a singleton set B0 = {t} for some t ∈ T , then it corresponds
to the breadth first search algorithm for finding the connected component of t in Gp (see, e.g.,
38). This connection shows that consideration of singleton sets B0 = {t} for t ∈ T finds all the
connected components of Gp, which by Lemma 1, are the minimal stable population bimodules.
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3.3 Sample stable bimodules and the Bimodule Search Procedure (BSP)
We now extend the notion of a stable bimodule and the iterative search procedure described
above to the sample (empirical) setting using ideas and methods from multiple testing. While the
empirical setting involves a number of additional complications, the motivation behind stability is
essentially the same.
In practice, the population cross-correlations ρ(s, t) are unknown, and the search for bimodules
is based on the observed data matrices [X,Y]. One may simply replace the population correlations
with their sample counterparts r(s, t) in Definition 1, but when working with continuous data
r(s, t) 6= 0 (even if ρ(s, t) = 0), and in this case the only stable bimodule is the full index set
(S, T ). To address this, we replace the conditions ρ2(s,B) > 0 by r2(s,B) > γ̂(s,B), where the
threshold γ̂(s,B) is derived from the application of an FDR-controlling multiple testing procedure
to approximate permutation p-values for the statistics {r2(s,B) : s ∈ S}. An analogous approach
is taken for the conditions ρ2(A, t) > 0.
3.3.1 Permutation null distribution and p-values
Definition 3. Let [X,Y] be given, and let P1, P2 ∈ {0, 1}n×n be chosen independently and uni-
formly from the set of all n× n permutation matrices. The permutation null distribution of [X,Y]
is the distribution of the data matrix
[X̃, Ỹ] .= [P1 X, P2 Y].
Let Pπ and Eπ denote probability and expectation, respectively, under the permutation null. For
s ∈ S and t ∈ T let R(s, t) be the (random) sample-correlation of X̃s and Ỹt.
The permutation null distribution is obtained by randomly reordering the rows of X and inde-
pendently doing the same for the rows of Y. Permutation preserves the sample correlation between
features in S, and between features in T , but it nullifies the cross-correlations between features in
S and T . Indeed, as shown in (136), Eπ[R(s, t)] = 0 for each s ∈ S and t ∈ T .
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2(s, t) and the observed sum of squares r2(A,B) is fixed.
The permutation p-value p(A,B) is the probability under the permutation null distribution that
the aggregate cross-correlation between the features in A and B exceeds its observed value in the
data. Small values of p(A,B) provide evidence in favor of the hypothesis that ρ2(A,B) > 0. As the
permutation distribution preserves the correlations between features from A and between features
from B, p(A,B) accounts for the presence of these correlations while assessing the significance of
r2(A,B).
3.3.2 Stable sample bimodules
Let p = (p1, . . . , pm) be a sequence of p-values and let α ∈ (0, 1) be a target false discovery













where p(1) ≤ p(2) . . . ≤ p(m) are the ordered values of p.
Definition 5. (Stable Sample Bimodule) Let [X,Y] and α ∈ (0, 1) be given. A pair (A,B) of
non-empty sets A ⊆ S and B ⊆ T is a stable sample bimodule at level α if
1. A = {s ∈ S | p(s,B) ≤ τα(p·,B)} and
2. B = {t ∈ T | p(A, t) ≤ τα(pA,·)}
where p·,B = {p(s,B)}s∈S and pA,· = {p(A, t)}t∈T .
Thus (A,B) is a sample stable bimodule if A is exactly the set of features in S that are
significantly correlated in aggregate with the features in B, and at the same time B is exactly the
set of features in T that are significantly correlated in aggregate with the features in A. When no
ambiguity will arise, we will refer to stable sample bimodules simply as stable bimodules.
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Although the definition above parallels that of Definition 1, critical differences emerge in the
sample setting. One key difference is the aggregation of small effects. As noted above that the
condition p(s,B) ≤ τα(p·,B) is equivalent to requiring r2(s,B) ≥ γ̂(s,B) where γ̂(s,B) depending
on τα(p·,B). The latter condition may be satisfied even if the feature s is not significantly correlated
with any individual feature in B. Similar remarks apply to p(A, t)
Another, more important, difference between the population and sample settings is the role
of intra-correlations. A likely side-effect of any empirical search for pairs (A,B) with high cross-
correlations is that the intra-correlations of the features in A and B will also be large, often
significantly larger than the intra-correlations of a randomly selected set of features with the same
cardinality. Failure to account for inflated intra-correlations can lead to anti-conservative (opti-
mistic) assessments of significance, false discoveries, and oversized feature sets. As noted above, the
permutation distribution leaves intra-correlations unchanged, while ensuring that cross-correlations
are equal to zero. In this way the permutation p-values p(s,B) and p(A, t) directly account for the
intra-correlations among features in A and B.
3.3.3 The Bimodule Search Procedure (BSP)
We adapt the iterative search procedure for population bimodules described at the end of
Section 3.2 using the p-value based characterization of sample bimodules in Definition 5. The
result is an iterative, testing-based search procedure for stable bimodules. Iterative-testing based
procedures have been used in single data-type settings for community detection (98), differential
correlation mining (18), and association mining (17). The definition and approximation of the
permutation based p-values used here differs substantially from this existing work.
An overview of BSP is given in Algorithm 1. If BSP terminates at a non-empty fixed point,
then its output is a stable bimodule at level α. Unlike its population counterpart, BSP is not
guaranteed to terminate in a finite number of steps: as the procedure operates in a deterministic
manner, and the number of feature set pairs is finite, BSP will terminate at a (possibly empty)
fixed point or enter a limiting cycle. To limit computation time, the loop at Line 2 is stopped after
20 iterations. In our simulations and real-data analyses (described in Chapter 4) the 20 iteration
limit was enforced in only a handful of cases. Further details on how BSP deals with cycles and
limits large sets can be found in Section 3.4.1.
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Input : Data matrices X and Y and parameter α ∈ (0, 1).
Result: A stable bimodule (A,B) at level α, if found.
1 Initialize A′ = {s} ⊆ S and B′ = ∅;
2 do
3 (A,B)← (A′, B′);
4 Compute p(A, t) for each t ∈ T and let pT ← (p(A, t))t∈T ;
5 B′ ← {t ∈ T | p(A, t) ≤ τα(pT )}; // The indices rejected by B.Y.
6 Compute p(s,B′) for each s ∈ S and let pS ← (p(s,B′))s∈S ;
7 A′ ← {s ∈ S | p(s,B′) ≤ τα(pS)}; // The indices rejected by B.Y.
8 while (A′, B′) 6= (A,B);
9 if |A||B| > 0 then
10 return (A,B);
11 end
Algorithm 1: Bimodule Search Procedure (BSP)
In practice, BSP is initialized with each singleton pair (s, ∅) for s ∈ S, and each singleton pair
(∅, t) for t ∈ T . While this initialization guarantees the recovery of all minimal stable bimodules
in the population setting, no such guarantees are available in the sample setting. Nevertheless, we
have found this initialization strategy to be effective in practice. When either of the sets S or T
is large, we use additional strategies to speed up computation, like randomly selecting a smaller
subset of features for initialization (Section 3.4.2).
The constant α ∈ (0, 1) is the only free parameter of BSP. We will refer to α as the false
discovery parameter. While α controls the false discovery rate at each step of the search procedure,
this does not guarantee control on the false associations (i.e. (s, t) such that ρ(s, t) = 0) within the
stable bimodules. In general, BSP will find fewer and smaller bimodules when α is small, and find
more numerous and larger bimodules when α is large. In practice, we employ a permutation based
procedure to select α from a fixed grid of values based on the notion of edge-error. See Section
3.4.3 for details.
Simulations and theoretical calculations suggest that singleton bimodules ({s}, {t}) at a given
level α ∈ (0, 1) can occur even in completely random data if |S| and |T | are large enough.
To minimize the detection of spurious singleton bimodules, we discard bimodules (A,B) with
p(A,B) > α|S||T | , where the threshold is the Bonferroni correction at level α for singleton bimodules.
Alternatively, one can simply discard singleton bimodules with p-values exceeding the Bonferroni
threshold.
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The BSP search procedure often finds the same bimodule starting from multiple initializations,
and in some cases there are numerous bimodules having substantial overlap. In the latter case,
we assess the effective number of distinct bimodules and select an equal number of representative
bimodules for subsequent analysis. Details can be found in Section 3.4.4.
3.3.3.1 Approximation of p-values
Recall that BSP is not based on an underlying generative or distributional model. The method
relies on the assumption that the samples are independent and identically distributed and on Def-
inition 3, the permutation based p-values p(s,B) and p(A, t). A total of |S| + |T | p-values are
calculated in each iteration of the loop at Line 2 in Algorithm 1. Accounting for multiple initial-
izations, several billion p-value calculations are required for typical genomic data sets. Moreover,
the resolution of these p-values must be small enough to account for multiple-testing correction.
When |S| or |T | is large, calculating the p-values p(s,B) and p(A, t) using a standard Monte
Carlo permutation scheme is not feasible. As an alternative, we make of use ideas from (136) and
(137) to approximate the permutation p-values p(A, t) and p(s,B) using the tails of a location-
shifted Gamma distribution having same first three moments as the sampling distribution of
R2(A, t) under the permutation null.
Although the first three moments of R2(A, t) can be computed exactly (136), to further speed
computation we use instead the eigenvalue conditional moments of R2(A, t) (see (137), also called
the continuous permutation scheme in Section 3.5 below), which depend only on the eigenvalues
of the intra-correlation matrix of the features in A, and not on t. The analytical formula for
the eigenvalue conditional moments is based on a normality assumption for the data generating
distribution, but one may show that the weaker assumption of spherical symmetry is sufficient. In
practice, the additional assumptions used in the moment approximation do not appear to limit the
applicability of BSP. Accuracy of the p-value approximations is briefly discussed in Section 3.4.6.
3.3.4 Network interpretation of sample stable bimodules
As discussed in Section 3.2, stable population bimodules can be studied in terms of the corre-
lation network Gp, and it is useful to study sample bimodules in a similar manner. To this end, we
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define the sample cross-correlation network Gs to be the weighted bipartite network with vertex
set S ∪ T , full edge set E = S × T , and weight function w(s, t) = r(s, t).
Definition 6. For each τ > 0 define the (unweighted) network Gτs = (S ∪ T,E(τ)) where E(τ) =
{(s, t) ∈ S × T | |w(s, t)| ≥ τ}. For each feature set pair (A,B) we define the connectivity-threshold
τ∗(A,B) = max{τ ∈ [0, 1] : A ∪B is connected in Gτs}. (3.12)
It follows from Lemma 1 that minimal population bimodules (those obtained when starting
the iterative search from singletons) correspond to connected components of Gp. Accordingly, we
define the essential-edges of a bimodule (A,B) to be those that are present at the connectivity
threshold
essential-edges(A,B) = (A×B) ∩ E(τ∗(A,B)). (3.13)
Note that E(τ)∩ (A×B) is a set-estimate of the edges (s, t) ∈ A×B with ρ(s, t) 6= 0, and that the
choice of τ > 0 affects the fraction of false discoveries in this estimate. The value τ = τ∗(A,B) is
the most conservative threshold subject to the constraint that A ∪ B is connected in Gτs , and the
essential edges are those of the resulting graph. Assuming that the bimodule (A,B) is connected
in the population network, we expect the essential-edges to be a conservative estimate of the true
edges in the population network.
3.4 BSP implementation details
In this section we dive into further implementation details of BSP.
3.4.1 Dealing with cycles and large sets
In practice, we do not want the sizes of the sets (Ak, Bk) in the iteration to grow too large as this
slows computation, and large bimodules are difficult to interpret. Therefore the search procedure
is terminated when the geometric size of (Ak, Bk) exceeds 5000. In some cases, the sequence of
iterates (Ak, Bk) for k ∈ {1, . . . , kmax} will form a cycle of length greater than 1, and will therefore
fail to reach a fixed point. To search for a nearby fixed point instead, when we encounter the cycle
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(Ak, Bk) = (Al, Bl) for some l < k− 1, we set (Al+1, Bl+1) to (Ak ∩Ak−1, Bk ∩Bk−1) and continue
the iteration.
3.4.2 Initialization heuristics for large datasets
When S is large, we initialize BSP from all the features in T , but initialize only from a subset
of randomly chosen features in S. We also note that identical resultant bimodules are repeatedly
discovered by BSP starting from different initializations, often from features within said bimodule.
This problem is particularly prominent for large bimodules which may be rediscovered by upto
several thousand initializations. Hence, to avoid some of this redundant computation, we may skip
initializing BSP from features in the bimodules that have already been discovered.
3.4.3 Choice of α using half-permutation based edge-error estimates
To select the false discovery parameter α for BSP, we estimate the edge-error for each value of
α from a pre-specified grid. The edge-error is an edge-based false discovery notion for bimodules,
defined as the average fraction of erroneous essential-edges (defined in Section 3.3.4) among bimod-
ules. Since we do not know the ground truth, we estimate the edge-error for BSP by running it on
instances of the half-permuted dataset in which the sample labels for half of the features from each
data type have been permuted. Further details are given below.
3.4.3.1 Half-permutation
Comparing results between the original and permuted data (Definition 3) allow us to assess
the false discoveries from BSP when there are no true associations between features from S and T .
However, we often expect associations between at least some variables from S and T (in fact, these
are the ones that we want to find). To create a null distribution where some of pairs of features
from S and T are correlated and some are not, we use the following half-permutation scheme. Let
(X,Y) denote the original data, where X and Y are measurements matrices for the two data types.
We generate a half-permuted dataset (X̃, Ỹ) as follows:
1. Randomly select half the features, Ŝ ⊆ S and T̂ ⊆ T , from each data type.
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2. Randomly permute the rows of the submatrix of X that corresponding to the columns Ŝ,
and call the resulting matrix X̃. In other words, the submatrix corresponding to the features
S \ Ŝ is the same in X and X̃, while the sample labels of the submatrix of X̃ corresponding to
features in Ŝ have been permuted XŜ = P1XŜ by a random permutation matrix P1.
3. Similarly, permute the rows of matrix Y corresponding to the features T̂ using another inde-
pendent permutation matrix P2. Call the resulting matrix Ỹ.
Note that, together, the “half-permutation” steps 2 and 3 temper the cross-correlation between
pairs of features in Ŝ × T ∪ S × T̂ . Let B = {(A1, B1), (A2, B2) . . . (AK , BK)} be the collection of
bimodules in the half-permuted data (X̃, Ỹ). We will assume that the collection B is already filtered





∣∣∣essential-edges(A,B) ∩ (Ŝ × T ∪ S × T̂)∣∣∣
|essential-edges(A,B)|
. (3.14)
In practice, we generate half-permuted datasets and use the edge-error estimate (3.14) to choose
α as follows. First, we generate a pre-specified number N of instances of the half-permuted dataset.
If the covariates are present, we correct for them after the half-permutation step. Next, for each
α among a range of values, e.g. {0.01, 0.02, . . . , 0.05}, we run BSP with false discovery parameter
α over the each of the half-permuted datasets and calculate the average edge-error (3.14) of the
resulting collection of bimodules for that value of α, averaged over all theN half-permuted instances.
We can then choose an α from the grid that has average edge-error smaller a pre-specified value
like 0.05. Generally smaller values of α tend to have smaller edge error, so we choose the largest
value of α from the grid that has acceptable edge error. However, we may chose a smaller value of
α if the bimodules are too large.
A caveat with the above procedure to select α is that the edge-error estimates may be quite
variable even when averaged over a large number N of half-permuted datasets. One explanation
for this variability is that different Ŝ and T̂ are chosen for each instance of the half-permutation.
Nevertheless, if we observe variability we choose a more conservative value of α. As seen in Section
4.1.3 in Chapter 4, even without access to the ground truth, we were able to keep the true edge-error
under 0.05 by using the above strategy to select α.
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3.4.4 Filtering overlaping bimodules
Running BSP starting from different initializations may lead to a collection B =
{(A∗1, B∗1), (A∗2, B∗2), . . . (A∗J , B∗J)} of J , potentially repeating and overlapping, bimodules. A typical
bimodule might occur multiple times in B, and distinct bimodules in B might have substantial over-
lap. To reduce duplication, we count the effective number of disjoint bimodules in the collection
B and propose a way to select a subset of those many bimodules from B that are most disjoint.
Details follow.
We use the following definition Ne(B) of effective number of disjoint bimodules among the


















is the number of bimodules that contain the pair (s, t). As noted in (115), the measure Ne has the
property that if there were r distinct bimodules in B, all disjoint when considered as collection of
feature pairs, then Ne(B) = r.
When there is substantial overlap between the bimodules in B, Ne(B) is typically smaller than
|B|. We can then choose N = dNe(B)e most distinct representative bimodules among B using the
following two steps:
1. Cluster the collection of bimodules B into N groups. We use hierarchical agglomerative
clustering using the average linkage method (see 56) based on the distance metric given by
dJ((A1, B1), (A2, B2)) = 1−
|A1 ×B1 ∩A2 ×B2|
|A1 ×B1 ∪A2 ×B2|
(3.17)
When we consider the bimodules as a collection of feature pairs, the metric dJ is simply the
Jaccard distance between the bimodules.
2. Select one representative bimodule from each cluster. Let C ⊆ B be one of the
N bimodule clusters obtained in the previous step. We select a bimodule representative
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The score isC(A,B) aggregates the importance of each feature pair within (A,B), measured
using the number of (potentially repeating) bimodules from C the feature-pair was a part of.
Bimodules that are larger and have more overlapping pairs will be preferred as representatives
under this scheme.
3.4.5 Covariate correction
In some cases the data matrices [X,Y] ∈ Rn×(p+q) are accompanied by one or more covariates
like sex, platform details and PEER factors (117) (in the case of eQTL data) that must be accounted
for by removing their effects before discovering bimodules. Suppose we are given m such linearly
independent covariates v1, . . . , vm ∈ Rn. Here we describe how to modify BSP to remove their
effects. First, we residualize each column of the original data [X,Y] by setting up a linear model
with explanatory variables v1, . . . , vm. Denote the resulting matrix by [X′,Y′] ∈ Rn×(p+q) that has
columns which are projections of those of [X,Y] onto the subspace orthogonal to v1, . . . vm. We
would like to now run BSP on [X′,Y′], however since the columns of [X′,Y′] lie on an n′ = n−m′
dimensional subspace, the independence assumption of p-value calculations in Section 3.3.3.1 would
fail. However, as argued in (136), it is enough to replace the sample size n with the effective sample
size of n′ in the p-value calculations.
3.4.6 Checking our p-value approximation
To check the uniformity of our approximate p-value under the permutation null, we chose a
bimodule (A,B) found in Section 4.2 and a t ∈ B. Then we randomly permuted the labels of gene
t (105 times), computing our p-value approximation p̂(A, t) in each case. Hence we are assessing
the uniformity of p̂(A, t) under the permutation null distribution. The result in Figure 3.1 shows
that the computed p-values are almost uniform but extremely small p-values show anti-conservative
behavior. A potential reason for this anti-conservative behavior is that the tails of test statistic
under the permutation distribution may be heavier compared to the tails of the location-shifted
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Figure 3.1: Assessing the accuracy of our p-value estimate p̂(A, t): We used the eQTL data from Section
4.2 and chose a bimodule with 24 SNPs (used as A) and selected t to be a gene from the same bimodule.
We then performed 105 random permutation of the sample labels for the gene t and repeatedly estimated
p̂(A, t) for each permutation after removing the effects of covariates (3.4.5).
Gamma distribution that we use to approximate it, since the permutation distribution is discrete
distribution which explicitly depends on the exact entries of the data matrices.
3.4.7 Improving computation time
The lines 4 and 6 in Algorithm 1 are usually the most computationally intensive. For instance,
the typical steps required to execute lines 6 and 7 would be:
1. Calculate r2(s,B′) for each s ∈ S.
2. Estimate the (null) distribution of R2(s,B′) for each s ∈ S using Definition 3.
3. Obtain the p-value p(s)
.
= Pπ(R
2(s,B′) ≥ r2(s,B′)) for each s ∈ S.
4. Sort the vector p = (p(s))s∈S to find the Benjamini-Yekutieli threshold τα(p).
5. Return the set A′ = {s ∈ S | p(s) ≤ τα(p)}.
When |S| is very large, all the above steps can cause a substantial slowdown. We now describe
how these steps could be sped up. Step 1 requires calculating correlations. This involves matrix
multiplication that can be done in parallel using BLAS libraries. Since it may be infeasible to store
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all possible |S| × |T | cross-correlations after they are computed, we store only a limited number
of correlations in a Least Recently Used (LRU) cache (95), which the algorithm can utilize when
calculating the same set of correlations is succession.
As stated in Section 3.3.3.1, to calculate the distribution of R2(s,B′) in Step 2, we fit a shifted
gamma family to the distribution of R2(s,B′) based on the first three moments. For further
improvement in speed, these moments are calculated using the analytical approximation in (136,
137) for Gaussian data and the continuous permutation scheme described in Section 3.5 below. In
more detail, we assume that R2(s,B′)
d
≈W , with
W ∼ a+ cχ2b (3.19)
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i=1 are the eigenvalues of the intra-correlation matrix of the features in B
′. Note the
interesting property that the distribution of W does not depend on the choice s ∈ S. Hence in Step
2, we only need to compute a single distribution. Further using this fact, we now show that Steps
3 – 5 can be performed quickly by computing only a small number of quantiles of W .
3.4.8 Fast Benjamini Hochberg procedure based on quantiles
Suppose t = (t1, . . . , tm) ∈ Rm is an observation of m (assumed large) test statistics, all of which
are hypothesized to have a common null distribution with CDF F . Hence we assume that the vector
of p-values corresponding to these observations is given by p = F (t)
.
= (F (t1), . . . , F (tm)) ∈ [0, 1]m.
Let p(1) ≤ . . . ≤ p(m) be the sorted coordinates p. The Benjamini Hochberg (11) procedure at level
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1 Function Fast-BH(t, F, α):
input : t = (t1, . . . , tm) ∈ Rm are observation of m test statistics,
F is the common hypothesized null-CDF, and
α ∈ (0, 1) is the false discovery parameter.
output: τ ′α(F (t)) – the Benjamini Hochberg threshold for p = F (t) at level α.
2 inew ← m, iold ←∞;
3 while inew < iold do
4 iold ← inew;
// The following can be calculated in-place using the data structure
used in the quick-sort algorithm.
5 inew ←
∣∣∣{j | tj ≥ F−1(αioldm )}∣∣∣;
// By induction, inew ≤ iold continues to holds here.
6 end
7 return αinewm ;
8 end
Algorithm 2: Fast Benjamini-Hochberg procedure using quantiles
α defines the rejection threshold




∣∣ p(i) ≤ αim , 1 ≤ i ≤ m
}
∨ 0. (3.20)
In Algorithm 2, we describe a way to compute τ ′α(p) by performing a potentially small number of
applications of F−1. This can be useful when evaluation F or its inverse m times is expensive.
3.5 The continuous permutation scheme
In the remainder of this chapter, we will discuss a continuous version of the permutation scheme
used in Definition 3. This continuous permutation scheme may be of some theoretical interest since
it has better analytical properties than the usual permutation scheme, particularly those related to
the distribution of correlation matrices. In Sections 3.3.3.1 and 3.4.7, we have used the continuous
permutation scheme to approximate the moments of R2(A,B) (see Definition 3) with those in
Theorem 2 below.
3.5.1 Motivation and notation
Let X and Y be two data matrices with the same number n of rows, corresponding to common
samples. To search for features (the columns) of X and Y that are significantly correlated, it is
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common to perform hypothesis tests against the permutation null distribution (PX,Y), where P is
an n×n random permutation matrix. The permutation distribution preserves the intra-correlations
within features from the same matrix, but abates the cross-correlation between features from X
and features from Y. In addition to its simplicity, an appeal of the permutation distribution is that
it does not make Normality or other parametric assumptions on the data generating distribution.
However permutation p-values for even simple statistics, like the sample correlation between a pair
of features from X and Y, do not have closed forms (but their moments may (136)) and often need
to be calculated through slower Monte Carlo methods.
One explanation for the mathematical complexity of the permutation distribution is that it
is a discrete distribution that depends closely on the exact entries of X and Y. Here we propose
a continuous extension to the permutation distribution that has good mathematical properties.
Consider the distribution (QX,Y) where Q is a random n × n orthogonal matrix that keeps the
n dimensional vector e = (1, 1, . . . , 1)t fixed, generated using the uniform (Haar) measure on the
group of such matrices. We will call this the continuous permutation scheme because it results in
a continuous distribution for the entries of the QX matrix, unlike under the regular permutation
scheme. The columns of the matrix Q can be generated by applying the Grahm-Schmidt othrogo-
nalization to the sequence of vectors {e, Z2 . . . , Zn} where each {Zi}ni=2 are columns of a n× (n−1)
matrix with i.i.d. N (0, 1) entries.
Like the permutation distribution, the continuous permutation scheme also abates cross-
correlations in the data while preserving the intra-correlations. This can be understood us-
ing the following geometric perspective: consider the columns (features) of X and Y as vectors
in the n-dimensional space. Then the sample (Pearson) correlation between any two features
is the inner product between their corresponding columns after projection onto the subspace
e⊥
.
= {v ∈ Rn | 〈v, e〉 = 0}. Since Q is an orthogonal matrix that keeps the vector e fixed, Q
induces a random orthogonal transformation on the space e⊥. Hence Q applied to features of X
preserves the intra-correlations, but the transformed features of X and features of Y no longer tend
to be aligned in the projected space, and hence their cross-correlation is reduced. Mathematically,
one can show that expected sample correlation between a features from QX and a feature from Y
is 0.
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In the usual permutation scheme Q could only be a permutation matrix, but as seen above, we
can use any orthogonal matrix as long as it keeps the vector e fixed. In this way, the continuous
permutation scheme naturally extends the usual permutation scheme since it may be shown that
the group of orthogonal matrices that fixes e is the smallest compact Lie group of positive dimension
that contains the subgroup of permutation matrices (61).
As we show below, the distribution of statistics like the sum of squared cross-correlations have
analytical expressions under the continuous permutation scheme. These calculations, motivated
by Normality assumption on the data, have partly been described in (136, 137) to approximate
the permutation distribution of the corresponding statistics. Here we emphasize that Normality
assumption on the data is not necessary as long as we work with continuously permuted data. We
use the following notation: Ok will denote the space of k × k orthogonal matrices for any k ≥ 1,
and e = 1√
n
(1, . . . , 1) ∈ Rn throughout this chapter.
3.5.2 Distributional results
Let us assume that X ∈ Rn×p and Y ∈ Rn×q are given data matrices. Let Gn = {U ∈ On |
Qe = e} be the collection of orthogonal matrices that fixes the vector e. Note that Gn ∼= On−1
since elements in Gn are determined by their action on the n − 1 dimensional space e⊥ = {v ∈
Rn | 〈v, e〉 = 0}. We will prove the following two Theorem for the distribution of sums of squared
correlations under the continuous permutation scheme.
Theorem 1. Let [X̃, Ỹ ]
.
= [Q′X,Y ] ∈ Rn,p+q, where Q′ ∈ Gn is randomly chosen according to the
Haar measure. Let R̃ denote the p× q sample cross-correlation matrix between features (columns)











where, for A ∈ {X,Y }, λA ∈ Rn−1 is the vector of non-zero eigenvalues of the sample correlation
matrix of the features of A (followed by zeros as necessary), Q is a random matrix distributed
according to the Haar measure on On−1, and QQ is the matrix with entries given by the square
of the corresponding entries of Q.
The above theorem says that the distribution of T – the sum of squares of the entries of the
cross-correlation matrix of the continuously permuted data – only depends on the original data
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matrices through the eigenvalues of the correlation matrices of X and Y . It is worth noting that
this is not the case under the usual permutation distribution, which depends more explicitly on the
entries of X and Y .
The previous theorem provides a distributional equality for the test statistic T . It shows the
distribution of T is a weighted sum of squares of the entries of the matrix Q, but this distribution
may not have a standard form. However, the distributional equality can be used to compute up to
three moments of test statistic T as described in the next theorem. These moments can then be
used to fit a distribution form the the shifted gamma family to T .
To motivate the next theorem, let us use (3.21) to calculate the first moment of T . Denoting


























i λX,i = p and
∑
j λY,j = q. Computing
higher moments E(T 2) and E(T 3) requires knowledge of joint moments of Q. These calculations
are done in the following theorem.






A,i for r = 1, 2, 3
and A ∈ {X,Y }, and N = n− 1. Then
E(T 2) = αs2X,1 + (β − α)sX,2
α = (α1 − α2)sY,2 + α2s2Y,1
β = (β1 − β2)sY,2 + β2s2Y,1
(3.22)
where α1 = β2 =
1
N(N+2) , α2 =
N+1
(N−1)N(N+2) and β1 =
3
N(N+2) . And
E(T 3) = as3X,1 + {c− a− 3(b− a)}sX,3 + 3(b− a)sX,2sX,1
a = a3s
3
Y,1 + {a1 − a3 − 3(a2 − a3)}sY,3 + 3(a2 − a3)sY,2sY,1
b = b4s
3
Y,1 + {b1 − b2 − 2b3 + 2b4}sY,3 + 3(b2 + 2b3 − 3b4)sY,2sY,1
c = c3s
3
Y,1 + {c1 − c3 − 3(c2 − c3)}sY,3 + 3(c2 − c3)sY,2sY,1
(3.23)
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a1 = c3 =
1
N(N+2)(N+4) , a2 = b4 =
N+3
(N−1)N(N+2)(N+4) , a3 =
N2+3N−2
N(N−1)(N−2)(N+2)(N+4) , b1 = c2 =
3
N(N+2)(N+4) , b2 =
3(N+3)
(N−1)N(N+2)(N+4) , b3 =
N+1
(N−1)N(N+2)(N+4) , and c1 =
15
N(N+2)(N+4) .
3.5.3 Proof of Theorem 1
First, we begin by showing that sample correlations correspond to an inner products after
removing components in the direction e. For this extend e to an orthogonal basis e1 = e, e2, . . . , en





and hence we have:
Te = 0n−1
TT t = In−1
T tT = In − eet.
(3.24)
The following lemma shows that the covariances can be considered as inner products after
transformation by T.
Lemma 3. Let X and Y be two data matrices with n rows. Let Cov(X),Cov(Y ),Cov(X,Y ) denote














where N = n− 1.
Proof. We will only show this result for Cov(X,Y ) since the result for Cov(X) and Cov(Y ) can be
obtained by taking Y = X. Note that eetA gives the matrix of column means that can be used for
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where the last three lines follow using properties of T in (3.24).
In the following, with N = n− 1, we will work with independent random matrices X ∈ RN×p
and Y ∈ RN×q that have columns on the unit sphere in RN and the columns of the matrix X have
a jointly spherical symmetric distribution, i.e.
UX
d
= X for each U ∈ ON . (3.26)
The following lemma provides the connection of (X,Y) with Theorem 1.
Lemma 4. Let X ∈ Rn×p and Y ∈ Rn×q be fixed data matrices and let [X̃, Ỹ ] = [Q′X,Y ] where
Q′ ∈ Gn is chosen according to the uniform measure. With N = n− 1, define X ∈ RN×p to be the
matrix obtained by scaling all columns of TX̃ to have unit norm. Define Y ∈ RN×q similarly in
terms of T Ỹ . Then X has a spherically symmetric distribution (3.26), and XtX, YtY and XtY
are the sample correlation matrices of X̃, of Ỹ , and between X̃ and Ỹ , respectively.
Proof. Note that X = TX̃ diag[(TX̃)t(TX̃)]−1/2 and Y = T Ỹ diag[(T Ỹ )t(T Ỹ )]−1/2 where diag[A]
denotes the diagonal matrix obtained by setting all the off-diagonal entries of a square matrix A
to 0. It follows from Lemma 3 with X = X̃ and Y = Ỹ that the sample cross-correlation matrix
between X̃ and Ỹ is given by
Cor(X̃, Ỹ )
.
= diag[Cov(X̃)]−1/2 Cov(X̃, Ỹ ) diag[Cov(Ỹ )]−1/2




Similarly, we can show that Cor(X̃) = XtX and Cor(Ỹ ) = YtY. Hence the proof will be complete
once we show that X satisfies (3.26).
To shows X satisfies (3.26), let us examine the isomorphism between Ψ : Gn 7→ On−1 that was
alluded to earlier. One may take
Ψ(Q)
.
= TQT t. (3.28)
This is indeed a group homomorphism as can be checked using (3.24) that Ψ(In) = TT
t = In and
Ψ(Q)Ψ(P ) = TQ(T tT )PT t = TQ(In − eet)PT t
= T (Q− eet)PT t = T (QP )T t = Ψ(PQ)
(3.29)
where in the second to last line we have used that Qe = e and in the last line that Te = 0. As
claimed, it is in fact an isomorphism since Ψ(T tUT+eet) = U for any U ∈ On−1 and if Ψ(Q) = In−1
then
In − eet = T tIn−1T = T tTQT tT = (In − eet)Q(In − eet) = Q− eet =⇒ Q = In.
This means that if Q′ ∈ Gn is distributed according to the Haar measure on Gn,
Q′
d
= Ψ−1(Q) = T tQT + eet
where Q is distributed according to the Haar measure on On−1. Hence for any U ∈ On−1
UTQ′
d
= UT (T tQT + eet) = UQT + eet
d
= QT + eet = T (T tQT + eet)
d
= TQ′ (3.30)
where the middle equality uses UQ
d
= Q, which follows since Q ∈ On−1 is distributed according to
the Haar measure. Now with (3.30) we can now show that X satisfies (3.26) since for any U ∈ On−1




= TQ′X diag[(TQ′X)t(TQ′X)]−1/2 = X
(3.31)
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where we have used (3.30) to obtain the first inequality in the last line.
Apart from the above the above Lemma, the spherical symmetry (3.26) can also be satisfied in
other instances, for example if the matrix X is obtained by normalizing the columns of a matrix
X̃ that has i.i.d rows distributed according to a multivariate normal distribution. Hence we will
prove the following theorem, which generalizes Theorem 1 with N = n− 1.
Theorem 3. Let X ∈ RN×p and Y ∈ RN×p be independent random matrices. Assume that X
satisfies the spherical symmetry condition, i.e UX
d
= X for every U ∈ ON , and that the columns of






where R = XtY, λA ∈ RN+ is made up of the non-zero eigenvalues of the matrix AtA (padded with
zeros if necessary) for A ∈ {X,Y}, and Q is an random orthogonal matrix distributed according to
the Haar measure on ON , independent of λX and λY.
The proof of Theorem 3 will proceed by SVD of X and Y matrices and the following key fact.
Lemma 5. Suppose the matrix X ∈ RN×p has spherically symmetric distribution, i.e. UX d= X
for each U ∈ ON , then it has an S.V.D X = QΛXP
t so that Q ∈ ON is distributed according to
the Haar measure independent of ΛX and P.
Proof. Consider a deterministic SVD procedure that first calculates XtX = PΛ2XP and then uses
those to calculate Q. Let us denote Q = F (X). Such a procedure must then satisfy, F (UX) = UQ
since for any U ∈ ON since XtX = (UXt)(UX).
We will show that Q calculate by such a procedure for X is independent of XtX and distributed





> 0, and define the measure µ on ON given by
µA(B) = P
(
Q ∈ B | XtX ∈ A
)
for any measurable subset B ⊆ ON . (3.33)
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where for the first inequality in the last line, we have used that UX
d
= X. Since µA is invariant
under left action by any U ∈ ON , µA must be the same Haar measure, regardless of the choice of
A. This shows that P (Q ∈ B,XtX ∈ A) = P (Q ∈ B)P (XtX ∈ A) for any subsets A and B and
hence Q is distributed according to the Haar measure independent of XtX (and in turn of ΛX and
P which are obtained from XtX).
Proof of Theorem 3. Note that ‖R‖2F = tr(RtR) = tr(Y
tXXtY) = tr(YYtXXt). Let Y =
UΛYV
t be any SVD and let X = Q̃ΛXP
t be the SVD from Lemma 5 so that Q̃ ∈ ON is














where Q = U tQ̃ and 〈A,B〉 = tr(ABt) is the usual inner product where the matrices are considered
as vectors. Since X is independent of Y, Q is distributed uniformly on ON , independent of both
Λ2X and Λ
2




Y are diagonal N × N matrices with diagonal entries
given by the vectors λX and λY – the non-zero eigenvectors of X
tX and YtY padded with zeros












3.5.4 Proof of Theorem 2
Let Q ∈ ON be distributed according to the Haar measure, and denote the rows of Q by
q1, . . .qN ∈ RN and further entries of the matrix as Q = (qi,j). We use 〈·, ·〉 to denote the standard
dot product in RN , and let e1 . . . eN be the usual orthonormal basis (i.e. ei = (0, 0 . . . , 1, . . . , 0)).
In the following, we use λ, µ ∈ RN instead of λX , λY as defined in Theorem 1. We would like to
calculate upto three moments of T using (3.21). For this we need to be able to compute moments
of Q of the form E[q2i1,j1q
2
i2,j2
q3i3,j3 ] = E[〈qi1 , ej1〉
2〈qi2 , ej2〉2〈qi3 , ej3〉2]. We will now demonstrate
how to do this.
First we start with some elementary properties of the Haar measure on ON (87).
Proposition 4. Q ∈ ON distributed according to the Haar measure, satisfies the following prop-
erties








3. For any i ≥ 1, conditioned on q1 . . .qi−1, qi is distributed uniformly on the unit sphere in
span{q1 . . .qi−1}⊥
By taking W to be a permutation matrix in (1), note that the distribution of the rows (or
columns) of Q is invariant under permutations. As seen in (3), the Haar measure on ON is closely
related to the uniform distribution on the unit sphere. Hence the following result will be a key tool.
Lemma 6. Let q be distributed uniformly on the unit sphere of a k dimensional subspace V of





as a k-dimensional Dirichlet distribution with parameter α = (1/2, 1/2 . . . , 1/2) ∈ Rk.








i , where Zi ∼ N(0, 1) are i.i.d, and then use the
representation of Dirichlet in terms of independent Gamma’s.
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3.5.5 Calculating moments of QQ
Now we will show how to calculate the moments of QQ using the results mentioned above.




i=1 ∼ Dir(1/2, 1/2 . . . 1/2) ∈ RN . Hence




Arbitrary moments of Dirichlet are also easy to calculate. Hence this approach could also be used
to calculate E〈q1, e1〉2〈q1, e2〉4.
Now let us try to calculate a more complicated term like E〈q1, e1〉2〈q2, e2〉2. We will use that,
when conditioned on q1, q2 is distributed uniformly on the space perpendicular to q1. Hence
〈q2, e2〉 = 〈q2, e2 − 〈q1, e2〉q1〉 = 〈q2, ẽ2〉 ‖e2 − 〈q1, e2〉q1‖, where ẽ2 = e2−〈q1,e2〉q1‖e2−〈q1,e2〉q1‖ . Using this,
we get:
E〈q1, e1〉2〈q2, e2〉2 = E
(


































(N − 1)N(N + 2)
(3.37)
This technique can be similarly used to calculate E〈q1, e1〉2〈q2, e2〉2〈q3, e3〉2, by first condi-
tioning on q1,q2 and eliminating the q3 term, and then eliminating the q2 term by conditioning
on q1.
3.5.6 Calculating moments of T
Once we can calculate the moments of Q Q, in principle it should be possible to calculate
arbitrary moments of T . However the expressions would be in terms of many summations. Since
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the rows and columns of Q are symmetric under permutations, the formula for moments of T can
















3.5.6.1 The second moment of T
To use this pattern for higher moments, it will be useful to proceed systematically. First write











j , µ〉 (3.39)
Let a = E〈q21 , µ〉〈q
2
2 , µ〉 and b = E〈q
2







































µj1µj2(a1I{j1=j2} + a2I{j1 6=j2})









We have already shown in (3.37) that a2 =
N+1
(n−1)N(N+2) . We can find the value of a1 similarly, but
instead we will use that Q
d
= Qt. This would show a1 = E〈q1, e1〉2〈q1, e2〉2 = Eπ1:Nπ2:N = 1N(N+2) .












µj1µj2E{(b1 − b2)I{j1=j2} + b2}













N(N+2) and b2 = Eπ1:Nπ2:N =
1
N(N+2) . Combining all of this provides a
formula for ET 2.
3.5.6.2 The third moment of T








, µ〉〈q2i3 , µ〉 (3.41)
where a
.




3 , µ〉, b
.
= E〈q21 , µ〉2〈q
2
2 , µ〉, and c
.
= E〈q21 , µ〉3, and we pro-
ceeded to simplify T, a, b, c using the same method as in the ET 2. For brevity, we omit the
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calculation details and provide the final formula for the third moment. In the following N = n− 1
and The summations are take over indices in the set {1 . . . N}.






































































2 = 1N(N+2)(N+4) , a2
.
= E(q11q12q23)













2 = 3(N+3)(N−1)N(N+2)(N+4) , b3
.
= E(q11q21q12)























In this chapter, some of the methods for bimodule detection that were discussed previously
will be applied to an artificial and real data set. First, in Section 4.1, we simulate a large dataset
in which several true bimodules are planted, and we then measure the effectiveness of the various
methods at recovering these true bimodules.
Next, in Section 4.2, we apply the bimodule detection methods to an eQTL dataset from the
GTEx consortium. In particular, for the SNP-gene bimodules produced by BSP, we examine a
variety of descriptive and biological metrics, including network structure, genomic locations, en-
richment for known gene sets from the gene-ontology database, and comparisons with, and potential
extensions of, standard eQTL analysis.
Although not discussed in this dissertation, a further application of BSP to a climate data-set
consisting of inter-annual temperature and precipitation measurements in North America can be
found in (41).
4.1 Simulation study
To assess the effectiveness of BSP, we carried out a simulation study in which a variety of
true bimodules of different strengths and sizes were present in the underlying distribution of the
samples. In this section, we provide an overview of the study, and an assessment of the results from
BSP and competing methods CONDOR and sCCA (see Sections 2.2.2 and 2.2.1).
Simulation studies incorporating fewer than ten embedded bimodules have been conducted for
methods based on sCCA (125, 102, 130) and graphical models (33, 32). However, existing studies
are relatively simple, and do not emphasize the network structure of many applications. In order
to emulate the complexity of eQTL analysis and similar applications, we designed a simulation
study in which K = 500 bimodules of various strengths, sizes, network structures, and intra-
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correlations were planted in a single large dataset. The planted bimodules were then connected
by confounding edges to make their recovery more challenging. We emphasize that BSP is not
based on an underlying generative model: the model used in the simulation study is for assessment
purposes only.
4.1.1 Details of the simulated data
We generated a single large dataset having n = 200 samples and two measurement types, with
p = 100, 000 and q = 20, 000 features, respectively. The number of features is of the same order
of magnitude as in the eQTL dataset considered in Section 4.2. Following the notation in Section
3.1, we denote the two types of features by index sets S = {s1, s2 . . . sp} and T = {t1, t2 . . . tq}.
For each individual, the joint p+ q dimensional measurement vector is independently drawn from
a multivariate normal distribution with mean 0 ∈ Rp+q and (p + q) × (p + q) covariance matrix
Σ. The covariance matrix Σ is designed so that it has K = 500 true bimodules of various sizes,
network structures, signal strengths and intra-correlations. As it is difficult to generate structured
covariance matrices while maintaining non-negative definiteness, we instead specify a generative
model for the p+ q dimensional random row vector (X,Y ) ∼ Np+q(0,Σ).
We now describe how we generated the block cross-correlation signal between the two feature
types, representing observed bimodules. To begin, we partitioned the first-half of the S-indices
{s1, . . . , sdp/2e} into K disjoint subsets A1, A2, . . . , AK with sizes chosen according to a Dirichlet
distribution with parameter (1, 1, . . . , 1) ∈ RK . In the same way, we generated a Dirichlet partition
B1, B2, . . . , BK of the first-half of T indices {t1, . . . , tdq/2e} independent of the previous partition.
The feature-set pairs (Ai, Bi) constitute the true bimodules, while the features in second-half of
the S- and T -indices are not part of true bimodules. Next, the random sub-vectors (XAi , YBi)
corresponding to the true bimodules were generated independently for each i ∈ [K] using a graph
based regression model described below.
Let (A,B) be a feature set pair, and suppose that ρ ∈ [0, 1) and σ2 > 0 are given. Let
D ∈ {0, 1}|A|×|B| be a binary matrix, which we regard as the adjacency matrix of a connected
bipartite network with vertex set A ∪ B. Then the random row-vector (XtA, Y tB) is generated as
follows:
XA ∼ N|A|(0, (1− ρ)I + ρU) and YB = DtXA + ε, (4.1)
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where ε ∼ N|B|(0, σ2I) and U is a matrix of all ones. To understand the bimodule signal produced
by this model, note that ρ governs the intra-correlation between features in A and that for any
t ∈ B, the variable Yt is influenced by features Xs such that (s, t) is an edge in adjacency matrix D.
For each of the true bimodules (Ai, Bi) in the simulation, we independently chose parameters ρi,
σ2i , and Di to produce a variety of behaviors while maintaining the inherent constraints between
them. We provide more details in Section 4.1.5.
Among features that are not part of bimodules, features Xsj with j > dp/2e are independent
N (0, 1) noise variables and features Ytr with r > dq/2e are either noise variables (generated inde-
pendently as N (0, 1)) or they are bridge variables that connect two true bimodules. In more detail,
for every pair of distinct bimodules (Ak, Bk) and (Al, Bl) with 1 ≤ k < l ≤ K, with probability
1.5
K , we connect the two bimodules by selecting at random (and without replacement) an index
r > dq/2e and making it a bridge variable by defining
Ytr = Xs +Xs′ + ε with ε ∼ N(0, σ2r ), (4.2)
for a randomly chosen s ∈ Ak and s′ ∈ Al. The noise variance σ2r in (4.2) is chosen so that the
correlation strength between Ytr and Xs (and Xs′) is equal to the average strength of the bimodules
that are being connected. If Ytr is not a bridge variable, it is taken to be noise.
Prior to the addition of bridge variables, the connected components of the population cross-
correlation network are just the bimodules (Ak, Bk). Once bridge variables have been added, the
population cross-correlation network will have a so-called giant connected component comprising a
substantial portion of the underlying index space S×T . While theoretical support for the presence
of giant component in our simulation model comes from the study of Erdös-Renyi random graphs
(19), such components have also been observed in empirical eQTL networks (47, 107). Although
the giant component is itself a stable population bimodule, since we only add a small number (348)
of bridge variables, the majority of the cross-correlation signal is in the more densely connected
sets (Ak, Bk), which we continue to refer to as the true bimodules.
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4.1.2 Running BSP and related methods
We applied BSP to the simulated data using the false discovery parameter α = 0.01, which was
selected to keep the edge-error estimates under 0.05 (see Section 3.4.3). The search was initialized
from singletons consisting of all the features in T and 1% of the features in S, chosen at random. In
what follows, feature-set pairs identified by BSP (or some other method, when clear from context)
will be referred to as detected bimodules. BSP detected 319 unique bimodules while the effective
number (see Section 3.4.4) of detected bimodules was 301.5.
To obtain bimodules via CONDOR (107), we applied Matrix-eQTL (114) to the simulated
dataset with S considered as the set of SNPs and T considered as the set of genes, to extract
feature pairs (s, t) ∈ S × T with q-value less than α = 0.05. Next, we formed a bipartite graph on
the vertex set S∪T with edges given by the significant feature pairs found in the previous step. The
largest connected component of this graph, made up of 28,876 features from S and 6,455 features
from T , was passed through a bipartite community detection software (106) which partitioned the
nodes of the sub-graph into 112 bimodules.
We applied the sCCA software (129) (based on (130)) to the simulated data to find 100 bimod-
ules. More precisely, for various penalty parameters λ ∈ [0, 1], we ran sCCA to find 100 canonical




q on the coefficients of the linear com-
binations corresponding to S and T respectively. Initially, we considered λ = 0.233, chosen by the
permutation based procedure provided with the software. However the resulting bimodules were
large and had high edge-error (see Section 4.3.1). Based on a rough grid search, we then ran the
procedure with each value λ ∈ {.01, .02, .03, .04, .06} to obtain smaller bimodules.
4.1.3 Comparing performance of the methods
In the simulation study described above, we measure the recovery of a true bimodule (At, Bt)






|At ×Bt ∪Ad ×Bd|
.
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Figure 4.1: Recovery of true bimodules. Left: dependence of cross-correlation strength and intra-correlation
parameter of true bimodules on BSP Jaccard. Right: the averaged recovery curves (recall and Jaccard) for
true bimodules under CONDOR and BSP.
Recall captures how well the true bimodule is contained inside the detected bimodule, while Jaccard
measures how well the two bimodules match. When assessing the recovery of a true bimodule under
a collection of detected bimodules (like the output of BSP), we choose the detected bimodule with
the best recall or Jaccard, depending on the metric under consideration.




|A||B| of the true bimodule, though the intra-correlation parameter ρ
used in the simulation (4.1) was also seen to have an effect (Figure 4.1, left). Most bimodules with
cross-correlation strength above 0.4 were completely recovered, while those with strength below 0.2
were not recovered. For strengths between 0.2 to 0.4, there was a variation in Jaccard, with smaller
Jaccard for bimodules having larger values of ρ (Figure 4.1, left). The effect of ρ on Jaccard was
expected since BSP accounts for the intra-correlation among features of the same type.
The intra-correlation parameter ρ did not have significant effect on CONDOR Jaccard, since
the method does not account for intra-correlations. Hence, here we only consider the effects of
the cross-correlation strength of true bimodules on CONDOR Jaccard (Figure 4.1, green curve on
the right). Regardless of the cross-correlation strength, CONDOR Jaccard remained low. This
was because CONDOR bimodules often overlapped multiple true bimodules; indeed, 102 of the
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112 CONDOR bimodules overlapped with two or more (up to 19) true bimodules, compared with
only 21 of the 319 BSP bimodules. However, the results for CONDOR recall (Figure 4.1, purple
curve on the right) show that most true bimodules with significant cross-correlation strengths were
contained inside some CONDOR bimodule.
To assess the false discoveries in detected bimodules, we measured the edge-error of detected
bimodules. The edge-error is the fraction of the essential-edges (see (3.13) in Section 3.3.4) of a
detected bimodule that are not part of the simulation model, that is, edges not contained in any
true bimodule and not in the set of bridge edges. The average edge-error for BSP bimodules was
0.03, and 90% of the detected bimodules had edge-error under 0.05. In contrast, the average edge-
error for CONDOR bimodules was 0.08, and 90% of the detected bimodules had edge-error under
0.14. The larger edge-error among CONDOR bimodules may have arisen because the method does
not account for intra-correlations.
Concerning sCCA, the sizes of the detected bimodules were at least an order of magnitude
larger than sizes of the true bimodules when λ exceeded 0.04 (Figure 4.6). Thus we only considered
λ ≤ 0.04. For λ = 0.03 and 0.04, the detected bimodules had large edge-error (average error 0.47
and 0.65, respectively), while for λ = 0.01 and 0.02 the true bimodules had poor recall (95% of
the true bimodules had recall below 0.02 and 0.23, respectively). Further details of the results are
given in Section 4.3.1. A potential shortcoming of our application of sCCA was that we chose the
same penalty parameter λ for each of the 100 bimodules. We expect that the results of sCCA
would improve if one chose a different penalty parameter for each bimodule. However Witten et al.
(130) do not provide explicit guidelines to choose different penalty parameters for each component
(bimodule), and directly doing a permutation-based grid search each time would be exceedingly
slow.
4.1.4 Performance of BSP and CONDOR on increasing sample size
We also studied the performance of BSP and CONDOR on a simulation study with a larger
sample size of n = 600. As expected, both methods were able to recall bimodules with lower cross-
correlation strengths than earlier. However, both BSP and CONDOR had lower Jaccard than in
the n = 200 simulation. We will discuss details about this analysis now, but see Chapter 8 (Section
8.1.1) for a discussion on why such behavior may be expected.
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Figure 4.2: Average recall and Jaccard for true bimodules in the simulation with 600 samples.
We generated a new artificial data-set using the procedure in Section 4.1 with n = 600, and re-
ran BSP and CONDOR with the same parameters as earlier. The average edge-error for BSP and
CONDOR was 0.05 and 0.10 respectively. As seen in Figure 4.2, BSP and CONDOR both recall
most bimodules with cross-correlation strength above 0.3, however Jaccard for BSP and CONDOR
has degraded. This can be explained by noting that 25% or BSP bimodules now overlapped with
two or more true bimodules compared to 6% when n = 200.
We now conclude the discussion on the simulation study with some details about the generative
model used earlier.
4.1.5 Choice for parameters used in the simulation
As described in Section 4.1.1, given ρ, σ ∈ [0, 1] and a binary adjacency matrix D ∈ {0, 1}|A|×|B|
representing a connected bipartite graph on vertices A and B (called the regressor-graph), the
random row vector (XtA, Y
t
A) of variables for a bimodule (A,B) can be simulated as
XA ∼ N|A|(0, (1− ρ)I + ρU) and YB = DtXA + ε, (4.3)
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where U is the matrix of all ones and ε ∼ N|B|(0, σ2I). The parameters ρ, σ ∈ [0, 1] and D appearing
in (4.3) are chosen independently for each true bimodule (A,B) as follows:
1. Choose a constant β ∈ [0, 1] uniformly at random. With d .= dβ |A|e, let D be the adjacency
matrix of the d-regular bipartite connected graph on vertex sets A and B formed by indepen-
dently connecting each vertex t ∈ B to d randomly chosen vertices from A. If the resulting
graph is not connected, set β to β+ ∆β where ∆β = 0.1 and repeat the previous step till the
resulting bipartite graph is connected.
2. Randomly choose ρ ∈ [0, 1] and η ∈ [0, .8] subject to the constraint δ .= 1 + ρ(d − 1) ≥ η2d.








The constants (ρ, β, η) in the above procedure have the following intuitive role: ρ is the intra-
correlation between any two features from the set A, β ∈ [0, 1] controls the edge density of the of
the regressor-graph D, and η is the cross-correlation between features from B and adjacent features
from A in the regressor-graph. The following Lemma shows that our choice of parameters indeed
results in population cross-correlation of η between features connected by the regressor-graph:
Lemma 7. Fix ρ, η ∈ [0, 1], a, b ∈ N and d ∈ {1, 2 . . . a} so that δ .= 1 + ρ(d − 1) ≥ η2d. Suppose
X ∈ Ra is a random vector with covariance matrix Cov(X) = ρUa + (1 − ρ)Ia, where Ua ∈ Ra×a
is the matrix of all ones and Ia ∈ Ra×a is the identity matrix. Next suppose D is a {0, 1} valued
a × b dimensional matrix that has exactly d ones in each column. Finally let σ =
√
δ(δ − η2d)/η
and suppose the b-dimensional random vector Y is given by
Y = DtX + ε
where ε is another b-dimensional random vector independent of X with Cov(ε) = σ2Ib. Then
Cor(X,Y)D = ηD (4.4)
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where Cor(X,Y) ∈ Ra×b is the cross-correlation matrix between random vectors X and Y, and 
represents the element-wise product of matrices (i.e., the Hadamard product).
Proof. Since we are concerned with covariances, we can assume by mean centering that EX = 0 ∈
Ra and EY = Eε = 0 ∈ Rb. Note that Dtea = deb and Ua = eaeta, where er
.
= (1, . . . , 1)t ∈ Rr for
r ∈ {a, b}. Hence using independence of X and ε:
Cov(Y) = E(YYt) = DtE(XXt)D +E(εεt)
= Dt Cov(X)D + Cov(ε) = Dt(ρeae
t
a + (1− ρ)Ia)D + σ2Ib
= ρ(Dtea)
t(Dtea) + (1− ρ)DtD + σ2Ib
= ρd2ebe
t
b + (1− ρ)DtD + σ2Ib
Since all the diagonal entries of DtD have the value d,






where for any square matrix A, diag[A] denotes the diagonal matrix obtained from A by setting all
the off-diagonal entries of A to 0.
We can similarly calculate the cross-covariance between X and Y
Cov(X,Y) = E(XYt) = E(XXt)D = (ρeae
t
a + (1− ρ)Ia)D
= ρdeae
t
b + (1− ρ)D,
(4.6)


















ρdD̄ + (1− ρ+ ρd)D
)
= ηD + ηρdδ−1D̄.
where D̄
.
= 1−D. In particular this shows (4.4).
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4.2 Real data study: bimodules for eQTL analysis
Now we describe the application of bimodules to the problem of expression quantitative trait
loci (eQTL) analysis discussed in Section 1.1. The NIH funded GTEx Project has collected and
created a large eQTL database containing genotype and expression data from postmortem tissues
of human donors. A unique feature of this database is that it contains expression data from
many tissues. We applied BSP, CONDOR and standard eQTL-analysis to p = 556, 304 SNPs and
q = 26, 054 thyroid expression measurements from n = 574 individuals. A detailed account of data
acquisition, preprocessing, and covariate correction can be found in Section 4.3.2.
The 556K SNPs considered were a representative subset chosen from 4.9 million (directly ob-
served and imputed) autosomal SNPs with minor allele frequency greater than 0.1. Using a repre-
sentative set decreased computation time and reduced the multiple testing burden in each iteration
of BSP. As SNPs exhibit local correlation due to linkage disequilibrium (LD), the selection process
should not reduce the statistical power of BSP. We used an LD pruning software SNPRelate (135)
to select the representative subset of SNPs (see Section 4.3.2 for details).
4.2.1 Results of BSP
We applied BSP to the thyroid eQTL data with false discovery parameter α = 0.03 selected
to keep the edge-error under 0.05 (see Section 4.3.3). The search was initialized from singleton
sets of all genes and half of the available SNPs, chosen at random. Thus the search procedure in
Section 3.3.3 was run p/2 + q ∼ 304K times. BSP took 4.7 hours to run on a computer with a
20-core 2.4 GHz processor (machine details provided in Section 4.3.4). The search identified 3744
unique bimodules with p-values below the significance threshold of αpq = 3.45× 10
−12 (see Section
3.3.3). The majority (277K) of the searches terminated in the empty set after the first step; of
the remaining 27K searches, the great majority identified a non-empty fixed point within 20 steps.
Only 20 searches cycled and did not terminate in a fixed point. Among the searches taking more
than one iteration, 94% terminated by the fifth step. Among searches that found a non-empty fixed
point, 92.3% of the fixed points contained the seed singleton set of the search.
Among the unique bimodules discovered by BSP, some bimodules were similar to others; hence
the effective number (3.4.4) of bimodules was 3304, slightly smaller than the number of unique
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bimodules. We then applied the filtering procedure described in Section 3.4.4 to select a sub-
collection of 3304 bimodules that were roughly disjoint. The selected bimodules had SNP sets
ranging in size from 1 to 1000, and gene sets ranging in size from 1 to 100 (Figure 4.3); the median
size of the gene and SNP sets was 1 and 7, respectively.
If required, BSP can be run in a faster (less exhaustive) or slower (more exhaustive) fashion by
selecting a smaller or larger fraction of SNPs from which to initialize the search procedure. The
effective number of discovered bimodules was only slightly smaller (3258) when initializing with
10% of the SNPs.
4.2.2 Running other methods
Standard eQTL analysis was performed by applying Matrix-eQTL (114) twice to the data,
first to perform a cis-eQTL analysis within a distance of 1MB and next to perform a trans-eQTL
analysis. In each case, SNP-gene pairs with BH (11) q-value less than 0.05 were identified as
significant. Matrix-eQTL identified 186K cis-eQTLs and 73K trans-eQTLs.
To obtain CONDOR bimodules (107), we applied Matrix-eQTL to identify both cis- and trans-
eQTLs with BH q-value under the threshold .2, chosen as in Fagny et al. (47). The resulting gene-
SNP bipartite graph formed by these eQTLs was passed through CONDOR’s bipartite community
detection pipeline (107), which partitioned the nodes of largest connected component of this graph
into 6 bimodules.
We also applied the sCCA method of (130) using the permutation based parameter selection
procedure (129) on the covariate-corrected genotype and expression matrices to identify 50 bimod-
ules. The identified bimodules were large, containing roughly 100K SNPs and 4K-8K genes (see
Figure 4.3), making them difficult to analyze and interpret. The identified bimodules also exhibited
moderate overlap: the effective number was 25. As such, we excluded the sCCA bimodules from
subsequent comparisons. Analysis of sCCA on the simulated data (Section 4.1.3) suggests that the
method may be able to recover smaller bimodules with a more tailored choice of its parameters.
While this is an interesting topic for future research, it is beyond the scope of the present paper.
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4.2.3 Quantitative validation
In this subsection, we apply several objective measures to validate and understand the bimod-
ules found by BSP and CONDOR.
4.2.3.1 Permuted data
In order to assess the propensity of each method to detect spurious bimodules, we applied BSP
and CONDOR to five data sets obtained by jointly permuting the sample labels for the expression
measurements and most covariates (all except the five genotype PCs), while keeping the labels for
genotype measurements and genotype covariates unchanged. Each data set obtained in this way is
a realization of the permutation null defined in Definition 3. BSP found very few (5-12) bimodules
in the permuted datasets compared to the real data (3304). CONDOR found no bimodules in any
of the permuted datasets.
4.2.3.2 Bimodule sizes
Most (89%) bimodules found by BSP have fewer than 4 genes and 50 SNPs, but BSP also
identified moderately sized bimodules having 10-100 genes and 30-1000 SNPs (see Figure 4.3). The
bimodules found by CONDOR were moderately sized, with 10-100 genes and several hundred SNPs,
except for a smaller bimodule with 5 genes and 43 SNPs. On the permuted data, most bimodules
found by BSP have fewer than 2 genes and 2 SNPs.
As a one dimensional measure, we define the geometric size of a bimodule (A,B) to be
√
|A||B|,
the geometric mean of its gene and SNP counts, or equivalently, the square root of the number of
gene-SNP pairs in the bimodule.
4.2.3.3 Connectivity threshold and network sparsity
Stable bimodules capture aggregate association between groups of SNPs and genes, however
it is unclear how to recover individual SNP-gene associations within these bimodules. Motivated
by the network perspective, in Section 3.3.4 we proposed evaluating for each bimodule (A,B), the
connectivity threshold (3.12) and the corresponding network of essential edges (3.13) between A
and B. To understand the structure of the network of essential edges, we further calculated the
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Figure 4.3: The sizes of bimodules detected by
BSP, CONDOR and sCCA, and sizes of bimodules
detected by BSP under the 5 permuted datasets.
Figure 4.4: Correlations correspondingfr to SNP-
gene pairs that appear as essential-edges (Section
3.3.4) in one or more BSP bimodules with geomet-
ric size above 10. Local pairs to the left of the blue
line (cis-analysis threshold) and distal pairs to the
left red line (trans-analysis threshold) show impor-
tance at the network level but were not discovered






|A|+ |B| − 1
, (4.7)
which measures the number of essential edges relative to the number of edges in a tree on the same
node set. TreeMul(A,B) is never less than 1, and takes the value 1 exactly when the essential edges
form a tree.
For bimodules found by BSP, the connectivity thresholds ranged from 0.14 to 0.59 and tree-
multiplicities ranged from 1 to 10; the smaller values of the former and larger values of latter
were associated with bimodules of larger geometric size (Figure 4.7). Smaller bimodules had large
connectivity thresholds and a tree-like essential edge network; in other words, such bimodules were
connected under a small number of strong and local (see Section 4.2.4.2) SNP-gene associations. On
the other hand larger bimodules had lower connectivity thresholds, meaning that we had to include
weaker and often distal (see Section 4.2.4.2) SNP-gene associations to connect such bimodules.
After including the weaker SNP-gene edges, although the association network for large bimodules
had tree-multiplicity around 10 (Figure 4.7), these networks were still sparsely connected compared
to the complete bipartite graph on the same nodes.
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4.2.4 Biological Validation
In order to assess potential biological utility of bimodules found by BSP, we compared the
SNP-gene pairs in bimodules to those found by standard cis- and trans-eQTL analysis, studied the
locations of the SNPs, and examined the gene sets for enrichment of known functional categories.
4.2.4.1 Comparison with standard eQTL analysis
As described earlier, the bimodules produced by CONDOR are derived directly from SNP-gene
pairs identified by cis- and trans-eQTL analysis. Table 4.1 compares these eQTL pairs with those
found in bimodules identified by BSP. Recall that cis-eQTL analysis considers only local SNP-gene
pairs (improving detection power by reducing multiple testing), while trans-eQTL analysis and BSP
do not use any information about locations of the SNPs and genes. We find that half of the pairs
identified by cis-eQTL analysis and most of the pairs identified by trans-eQTL analysis appear in
at least one bimodule.
Bimodules capture sub-networks of SNP-gene associations rather than individual eQTLs, and
as such individual SNP-gene pairs in a bimodule need not be eQTLs. In fact, the results of Section
4.2.3.3 suggest that the association networks underlying large bimodules may be sparse. Define a
bimodule (A,B) to be connected by a set of eQTLs if the bipartite graph with vertex set A∪B and
edges corresponding to the eQTLs is connected. As shown in Table 4.1, a significant fraction of
BSP bimodules are not connected by either cis- or trans-eQTLs. The discovery of such bimodules
suggests that the sub-networks identified by BSP cannot be found by standard eQTL analysis, and
that these sub-networks can provide new insights and hypotheses for further study.
To identify potentially new eQTLs using BSP, we examine bimodule connectivity under the
combined set of cis- and trans-eQTLs. All of the bimodules with one SNP or one gene are connected
by the combined set of eQTLs (Section 4.3.6), and therefore all edges in these bimodules are
discovered by standard analyses. On the other hand, 224 out of the 358 bimodules with geometric
size larger than 10 were not connected by the combined set of eQTLs. In Figure 4.4, we plot the
correlations corresponding to SNP-gene pairs that appear as essential-edges (Section 3.3.4) in one
or more bimodules with geometric size above 10, along with the correlation thresholds for cis-eQTL
(blue line) and trans-eQTL (red line) analysis. Around 300 local edges (i.e. the SNP is located
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Analysis type % eQTLs found among bimodules % bimodules connected by eQTLs
trans-eQTL analysis 84% 70%
cis-eQTL analysis 51% 88%
Table 4.1: Comparison of BSP and standard eQTL analysis. A gene-SNP pair is said to be found among a
collection bimodules if the gene and SNP are both part of some common bimodule. On the other hand, we
say that a bimodule is connected by a collection of eQTLs if under the gene-SNP pairs from the collection,
the bimodule forms a connected graph.
within 1MB of the gene transcription start site) and 8.8K distal edges do not meet the correlation
thresholds for cis- and trans-eQTL analysis, respectively, but show evidence of importance at the
network level, and may be worthy of further study.
4.2.4.2 Genomic locations
We studied the chromosomal location and proximity of SNPs and genes from bimodules found
by BSP and CONDOR. While CONDOR uses genomic locations as part of the cis-eQTL analysis
in its first stage, BSP does not make use of location information. Genetic control of expression is
often enriched in a region local to the gene (37). All CONDOR bimodules, and almost all (99.3%)
BSP bimodules, have at least one local SNP-gene pair (the SNP is located within 1MB of the gene
transcription start site). In 93.5% of the smaller BSP bimodules (geometric size 10 or smaller) and
54.8% of the medium to large BSP bimodules (geometric size above 10) each gene and each SNP
had a local counterpart SNP or gene within the bimodule.
For each bimodule, we examined the chromosomal locations of its SNPs and genes. All SNPs
and many of the genes from the six CONDOR bimodules were located on Chromosome 6; two
CONDOR bimodules also had genes located on Chromosome 8 and Chromosome 9. The SNPs and
genes from the BSP bimodules were distributed across all 23 chromosomes: 170 of the 2947 small
bimodules spanned 2 to 5 chromosomes and 152 of the 358 medium to large bimodules spanned 2
to 11 chromosomes; however the remaining bimodules were localized to a chromosome each.
Figure 4.5 illustrates the genomic locations of two bimodules found by BSP, with SNP location
on the left and gene location on the right (only active chromosomes are shown). In addition,
the figure illustrates the essential edges (Section 3.3.4) of each bimodule. The resulting bipartite
graph provides insight into the underlying associations between SNPs and genes that constitute
the bimodule. See Section 4.3.7 for more such illustrations.
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Figure 4.5: The gene-SNP association network for two BSP bimodules mapped onto the genome. The
network of essential edges was formed by thresholding the cross-correlation matrix for the bimodule at the
connectivity threshold (Section 3.3.4).
4.2.4.3 Gene Ontology enrichment for bimodules
The Gene Ontology (GO) database contains a curated collection of gene sets that are known
to be associated with different biological functions (c.f. 50, 20, 111). The topGO (2, 3) package
assesses whether sets in the GO database are enriched for a given gene set using Fisher’s test. For
each of the 145 BSP bimodules having a gene set B with 8 or more elements, we used topGO
to assess the enrichment of B in 6463 GO gene sets of size more than 10, representing biological
processes; however these significant sets were not apparently related to thyroid-specific function.
We retained results with significant BH q-values (α = .05). Of the 145 gene sets considered, 18 had
significant overlap with one or more biological process. Repeating with randomly chosen gene sets
of the same size yielded no results. The significant GO terms for BSP and CONDOR can be found
in Appendix A.
4.3 Details of data analysis
This final section of the chapter contains various details about the data analysis conducted
earlier. In particular, Section 4.3.1, presented next, contains details about the simulation study in
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Figure 4.6: The sizes of sCCA bimodules for various values of the penalty parameter λ along with sizes of
the true bimodules.
Section 4.1, while the remaining sections present details about the real data application in Section
4.2.
4.3.1 Results from sCCA on the simulation study
We ran sCCA on the simulated dataset to search for 100 canonical covariates for a range of
values of the penalty parameter λ. The sizes of the bimodules for various values of λ can be seen in
Figure 4.6. For λ ∈ {0.01, 0.02, 0.03, 0.04, .233}, the first two columns of the following table show
the number of true bimodules (TB) that overlapped with each detected bimodule (DB) and the
edge-error of each DB averaged over all DBs. The last column shows the top 5 (or bottom 95)
percentile recall among the true bimodules.
λ # TBs that overlap with each DB edge-error recall of TB (95%-tile)
.01 .97 .09 .02
.02 .96 .19 .23
.03 1.97 .48 .62
.04 6.47 .65 .95
.23 281 .89 1
The parameter value λ = 0.01 has small edge-error, but poor recall. The recall improves on
increasing λ, but the edge-error degrades.
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4.3.2 Data acquisition and preprocessing for the GTEx eQTL data
We obtained genotype and thyroid expression data for 574 individuals from the dbGap website
(accession number: phs000424.v8.p1). We directly used the filtered and normalized gene expression
data and covariates provided for eQTL analysis but filtered the SNPs in the genotype data using the
LD pruning software SNPRelate (135). The software retained 556K autosomal SNPs with minor
allele frequency above 0.1 such that all pairs of SNPs within each 500KB window of the genome
had squared correlation under (0.7)2. The latter threshold was chosen to balance the number of
retained SNPs and information loss.
There were 68 covariates provided for the Thyroid tissue consisting of the top 5 genotype
principle components; 60 PEER covariates, and 3 additional covariates for sequencing platform,
sequencing protocol, and sex. We accounted for these covariates by the modification to BSP
mentioned in Section 3.4.5.
4.3.3 Choice of false discovery parameter to BSP
We chose the false discover parameter α for BSP from the grid {0.01, 0.02, 0.03, 0.04, 0.05} by
finding the largest α that kept the average edge-error estimates based on N = 5 half-permutations
under 0.05 (see Section 3.4.3). However our error estimates were variable as we obtained α = 0.05
in one instance and α = 0.03 in another. We conservatively chose α = 0.03.
4.3.4 Details of our hardware and software stack
The various methods used is this analysis were run on a dedicated computer that had Intel (R)
Xeon (R) E5-2640 CPU with 20 parallel cores at 2.50 Hz base frequency, and a 512 GB random
access memory along with L1, L2 and L3 caches of sizes 1.3, 5 and 50 MB respectively. The
computer ran Windows server 2012 R2 operating system and we used the Microsoft R Open 3.5.3
software to perform most of our analysis, since it has multi-core implementations of linear algebra
routines.
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4.3.5 Bimodule connectivity thresholds and network sparsity
Figure 4.7 shows the two network statistics for bimodules found by BSP – connectivity threshold
and tree-multiplicity. All bimodules have tree multiplicity under 10. This shows that the association
network for large bimodules, particularly having low connectivity-thresholds, is sparse.
4.3.6 Connectivity of BSP bimodules under standard eQTL analysis
Here we examine which bimodules are connected under the combined edges from cis-eQTL and
trans-eQTL analysis, based on geometric size of the bimodule. Figure 4.8 (left) shows that all the
bimodules that have either one gene or one SNP are connected. Hence, these bimodules could have
been recovered using standard eQTL analysis. On the other hand if we restrict to bimodules with
two or more genes and SNPs, we see that (Figure 4.8; right) the fraction of connected bimodules
tends to decrease as the geometric size of the bimodules increases.
4.3.7 Genomic plots of more BSP bimodules
See the plots in Figure 4.9.
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Figure 4.7: Connectivity-threshold and tree-multiplicity for BSP bimodules compared to their geometric
size. The horizontal dotted line represents the threshold obtained from standard trans-analysis.
Figure 4.8: Connectivity of BSP bimodules under combined edges from cis-eQTL and trans-eQTL analysis.
Left: the number of bimodules that are connected and are one bimodules, i.e. have one gene or one SNP.
Right: Among bimodules having two or more genes and SNPs (i.e. are not one bimodules), the connectivity
and geometric size of the bimodules.
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Figure 4.9: Out of 31 BSP bimodules that had genes on 3 or more chromosomes and SNPs on 2 or more
chromosomes, we selected 9 bimodules that looked interesting. The bipartite graph for each bimodule is
formed out of the essential edges (Section 4.2.3.3).
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CHAPTER 5
Literature review for distributed load balancing
In this chapter we will review literature related to the power-of-choice and distributed load
balancing. In Section 5.1, we start with the simple setup of the balls and bins problem. These are
typically static problems studied in computer science where the system load is analyzed after all
the balls have been placed into bins.
Next, in Section 5.2, we review literature on continuous time versions of the balls and bins
problem in the setup of queueing theory, where balls (now jobs) arrive and depart (i.e. they are
served) from the system. These problems have recently garnered interest from both theoretical
and applied researchers. From an applied perspective, they can be used to study the performance
of a variety of load-balancing algorithm in the setup of modern large-scale data centers. From a
theoretical perspective, the analysis of such systems draws from a variety of fields of probability
theory like stochastic analysis, interacting particle systems, Stein’s method, and coupling argu-
ments. Such techniques, for instance, allow various aspects of the load balancing systems to be
analytically approximated when the system size is large.
We now provide a survey of these results.
5.1 The balls and bins problem
Consider the following balls and bins problem briefly mentioned in Chapter 1: suppose n balls
are to be sequentially placed into n bins with the objective of limiting the maximum bin size after
all the balls have been placed (where we define the size of a bin to be the number of balls that
are currently placed in that bin). In the absence of a central dispatcher, each incoming ball must
communicate with a bin to determine its current size. Hence, in order to reduce the communication
overhead, suppose that the arriving ball chooses to inspect the sizes of only d ∈ [n] randomly chosen
bins. If d ∈ [n] is the same for each ball and the balls choose to be placed into the smallest bin
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among the d inspected bins, this is called the power-of-d assignment scheme. This is a ‘distributed’
scheme because each ball makes its own decisions.
For the power-of-d scheme with a fixed d ∈ [n] and large n, with high probability, the maximum
bin size after all the balls has been placed is (1 + o(1)) lognlog logn for d = 1 (see e.g. (110)) and
logd log n + Θ(1) for any fixed d ≥ 2 (6). This substantial decrease in the maximum bin size on
moving from purely random assignment (d = 1) to random assignment with limited choice (fixed
d ≥ 2) is often called as the ‘the power of choice’. This phenomenon has numerous applications
to areas like large scale load balancing, hashing, collision protocols, network exploration, and
distributed learning (112, 127, 5, 51, 35).
Similar results have also been studied when, in a more general setup, m balls have to be placed
into n bins. The standard proof techniques extend to the case m = O(n), but the so-called ‘heavily
loaded case’ where m  n, has been more challenging. Nevertheless, when m ≥ n log n, it was
shown that maximum load is m/n+Θ(
√
m/n log n) when d = 1 (110) and m/n+logd log(n)+Θ(1)
when d ≥ 2 (13, 118), with high probability. Hence power-of-d scheme for d ≥ 2 satisfies the
interesting property that the difference between the maximum bin size and the average bin size for
the balls and bins system is, with high probability, independent the total number of balls m in the
system.
Various further extensions of the above balls and bins problem has been studied. This includes
(see (14, 100) and references therein) models with parallel and batch allocation of balls, infinite
processes where balls are continuously added and removed, and models where the selection of bins
is constrained in terms of a graph (108, 104, 64). The power-of-d scheme described earlier is a non-
adaptive strategy since the number of bins inspected by each ball is always d. Adaptive strategies,
where the number of choices for a ball may increase based on the currently inspected load, can have
better performance when compared to the power-of-d scheme (40). In fact, some (15, 69) adaptive
strategies, can achieve a constant maximum bin load using only an average of O(1) bin choices per
ball. However, compared to the power-of-d scheme, these strategies need additional assumptions
like multiple rounds of communication, or additional information like the current number of balls
in the system.
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5.1.1 The (k, d) balls and bins problem
In this dissertation, we focus on the asymptotic performance of power-of-d load balancing
scheme when d = dn is allowed to increase with n. In fact, in Chapter 6, for any integer 1 ≤
k < d ≤ n, we consider a generalization of the traditional balls and bins problem described above,
called (k, d) balls and bins problem. In this problem, m = nk balls are sequentially placed into
n bins in batches of size k. For this, at each time t ∈ [n], d bins are chosen at random, and an
incoming batch of k balls are placed into the k-smallest of the d chosen bins. Hence the case k = 1
is just the standard balls and bins problem with the power-of-d scheme. The general case of k > 1
is motivated by problems like scheduling jobs with k parallel tasks in cluster environments (97),
and cloud storage applications where parts of each file may be coded and stored on multiple servers
so that any subset of k distinct parts be used to recover the entire file (70). A comprehensive
analysis of the maximum for the (k, d) balls and bins problem has appeared in (100), but as a
warm up, in Chapter 6 we present our calculations for the same problem, noting throughout that
(k, d) = (k(n), d(n)) may now depend on n.
5.2 The Supermarket model
Consider a processing system with n parallel queues in which each queue’s jobs are processed
by the associated server at rate 1. Jobs arrive at rate nλn and join the shortest queue amongst dn
randomly selected queues (without replacement), with dn ∈ [n] (see Figure 5.1). The interarrival
times and service times are mutually independent exponential random variables. This queuing
system with the above described ‘join-the-shortest-queue amongst chosen queues’ discipline is often
denoted as JSQ(dn) and frequently referred to as the Supermarket model (cf. (52, 79, 78, 75, 82, 91)
and references therein). Note that when dn = n the above description corresponds to a policy where
an incoming job joins the shortest of all queues in the system (see e.g. (45)). The case dn = 1 is the
other extreme corresponding to incoming jobs joining a randomly chosen queue in which case the
system is equivalent to one with n independent M/M/1 queues with arrival rate λn and service rate
1. The case dn = d where d > 1 is a fixed positive integer is sometimes also referred to as the power-
of-d scheme. The analysis of JSQ(dn) schemes has been a focus of much recent research motivated
by problems from large scale service centers, cloud computing platforms, and data storage and
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retrieval systems (see e.g. (29, 122, 80, 96, 92, 55, 4, 22)). The influential works of Mitzenmacher
(89, 112) and Vvedenskaya et al. (124) showed by considering a fluid scaling that increasing d
from 1 to 2 leads to significant improvement in performance in terms of steady-state queue length
distributions in that the tails of the asymptotic steady-state distributions decay exponentially when
d = 1 and super-exponentially when d = 2. Additionally, concentration and rapid mixing results
from Luczak and McDiarmid (78) showed that when λn = λ < 1 is fixed, with high probability,
the maximum queue length in steady state is (1 + o(1)) lognlog(1/λ) for d = 1 and
log logn
log d +O(1) for any
fixed d ≥ 2, as n→∞. Strong approximations and limit theorems under a diffusion scaling for the
JSQ(d) system, with a fixed d, can be found in (53, 44, 26, 79). Although JSQ(d) for a fixed d ≥ 2
leads to significant improvements over JSQ(1), as observed in (48, 49), no fixed value of d provides
the optimal waiting time properties of the join-the-shortest-queue system (i.e. JSQ(n)) particularly
in the heavy traffic regime when
√
n(1 − λn) → β > 0. Although there are other load balancing
algorithms (see the survey (123)) similar to Section 5.1 that can use additional information to
overcome limitations of JSQ(d), we will focus on the behavior of the JSQ(dn) system in heavy
traffic (i.e. λn ↑ 1) as dn increases with the system size n. Such an asymptotic study is carried out
in Chapter 7, but here we review the existing work on JSQ(dn) systems as dn →∞. Table 1.1 in
Chapter 1 provides a comparison of the regimes covered by existing work.
5.2.1 Universal law of large numbers as dn →∞
The paper Mukherjee et al. (91) studied the law of large numbers (LLN) behavior of a JSQ(dn)
system, under a standard scaling, when dn → ∞. The precise result of (91) is as follows. For
i ∈ N0
.










Figure 5.1: Illustration of the Supermarket model with parameters (n, dn, λn). There are n queues, each
having a server processing jobs at rate 1. Jobs arrive to the system at rate nλn and independently sample
dn ∈ {1, . . . , n} of the queues at random, and enter the smallest of the dn selected queues.
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i customers at time t in the n-th system. Note that Gn,0(t) = 1 for all t ≥ 0. We will call
Gn(t)
.
= (Gn,i(t))i≥1 the state occupancy process. This process has sample paths in the space of
summable nonnegative sequences. More precisely, for p ≥ 1, let lp be the space of real sequences








= {x ∈ l1 : xi ≥ xi+1 and xi ∈ [0, 1] for all i ∈ N} (5.1)
be the space of non-increasing sequences in l1 with values in [0, 1], equipped with the topology
generated by ‖·‖1. Note that l
↓
1 is a closed subset of l1 and hence is a Polish space. Then, whenever
‖Gn(0)‖1 <∞ a.s., it can be shown that {Gn(t) : t ≥ 0} is a stochastic process with sample paths
in D([0,∞) : l↓1) (the space of right continuous functions with left limits from [0,∞) to l
↓
1 equipped
with the usual Skorohod topology); see Section 7.3. The paper (91) shows the following two facts
under the assumption that Gn(0) converges in probability to some r ∈ l↓1:
(a) When dn = n and λn → λ ∈ (0,∞), Gn is a tight sequence in D([0,∞) : l↓1) and every weak
limit point satisfies a certain set of “fluid limit equations” (see Theorem 5 in (91), and equations
(7.5)-(7.6) in Chapter 7);
(b) When dn is an arbitrary sequence growing to ∞ and λn → λ ∈ (0, 1), then the statements in
(a) hold once more for Gn.
Our work in Chapter 7 begins by revisiting the above LLN results from (91). In Theorem 8 in
Chapter 7, we show that, when Gn(0)
P−→ r, for arbitrary sequences dn →∞ and λn → λ ∈ (0,∞),
Gn converges in probability in D([0,∞) : l↓1) to a continuous trajectory g in l
↓
1 that is characterized
as the unique solution of an infinite system of constrained ordinary differential equations (ODE)
(see (7.3) in Proposition 7 in Chapter 7). Using standard properties of the Skorohod map we
observe in Remark 7.2.2 that a continuous trajectory in l↓1 solves the fluid limit equations of (91)
if and only if it solves (7.3). This together with Proposition 7 proves that the fluid limit equations
in (91) in fact have a unique solution. In this manner we complete and strengthen the result from
(91). Our proof of the LLN result is quite different from the arguments in (91). The latter are
based on sophisticated ideas of separation of time scales and weak convergence of measure valued
processes from (62) to handle the convergence for dn = n, and certain coupling techniques to treat
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the general case when dn < n and dn → ∞. In contrast, our approach is more direct and uses
martingale estimates and well known characterization properties of solutions of Skorohod problems
(see e.g. proof of Lemma 20).
5.2.2 Universal central limit theorem for dn 
√
n log n
Our main goal in Chapter 7 will be to study diffusion approximations for Gn in the heavy
traffic regime, namely when λn → 1. In the case when dn = n (JSQ(n) system), this problem has
been studied in Eschenfeldt and Gamarnik (45). Their basic result is as follows. Suppose dn = n
and
√





n(Gn(·) − e1) converges in distribution in D([0,∞) : l2) to a continuous
stochastic process Y = (Y1, Y2, . . .), described in terms of a one dimensional Brownian motion, for
which Yi = 0 for i > r for some r ∈ N (which depends on the conditions assumed on Gn(0)).
Specifically, when r = 2, the pair Y1, Y2 is given as a two dimensional diffusion in the half space
(−∞, 0]×R with oblique reflection in the direction (−1, 1)t at the boundary {0}×R. (For the form
of the limit in the general case see Corollary 6, Chapter 7). In Mukherjee et al. (91) this result is
extended to the case where dn < n and dn 
√
n log n→∞. Under the same assumptions on the
initial condition as in (45), it is shown in (91) that Yn converges to the same limit process as for
the case dn = n. The proof, as for the LLN result, proceeded by constructing a suitable coupling
between a JSQ(dn) and JSQ(n) system. The paper (91) also argued that when dn 
√
n log n,
the process Yn cannot be tight and thus in this regime the above diffusion approximation cannot
hold.
5.2.3 Steady state analysis as dn →∞
Recent work has also considered the analysis of JSQ(dn) systems in steady state as dn → ∞.
For the case dn = n and
√
n(1− λn)→ β, Braverman (23) showed that the suitably scaled steady
state distribution of JSQ(n) converges to the steady state of the limiting diffusion, mentioned above,
from (45). Next, Banerjee and Mukherjee (7, 8) conducted a thorough analysis of the steady state
distribution of the limiting diffusion, which could be used to obtain performance estimates for the
JSQ(n) system in steady state.
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The results mentioned so far have mainly applied to the JSQ(dn) system in the Halfin-Whitt
traffic regime where 1 − λn = Θ(1/
√
n). More generally, suppose we are interested in the traffic
intensity λn = 1 − γn−a for some a ∈ (0, 1] and γ > 0. The choices a < 1/2 and a > 1/2 fall
under the so-called sub- and super-Halfin-Whitt regimes, respectively. For the JSQ(dn) system in
this regime, Brightwell et al. (25, 24) prove that when dn = n
b for some b ∈ (0, 1), then with high
probability, the system in steady state will be perfectly balanced and the size of the largest queue
will be k = da/be (or one of {k, k + 1} if a/b = k) if the condition 2a < 1 + b(k − 1) holds. Liu
and Ying (74) consider the case a ∈ (0, 1/2) and, when dn ≥ γ−1na log n, show that the JSQ(dn)
system with a slowly growing buffer size will have a vanishingly small fraction of jobs in steady
state that have to wait for service.
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CHAPTER 6
Maximum load in the balls and bins problem
In this chapter, as an instructive exercise, we estimate the maximum bin size in the balls and
bins problem with the power-of-d scheme and in the generalized (k, d) balls and bins problem, both
of which were introduced in Chapter 5, Section 5.1. In our calculations, we will especially allow
(k, d) = (k(n), d(n)) to depend on n – the number of bins in the system. Although a tighter analysis
of the maximum in the (k, d) balls and bins problem can be found in Park (100), the calculations in
this chapter are an attempt to extend the concentration techniques from Luczak and McDiarmid
(77) to the case where d = d(n) is allowed to depend on n.
6.1 Model description and overview
Fix positive integers 1 ≤ k < d ≤ n. The (k, d) balls and bins problem with n bins is the
following random process. There are n bins, numbered from 1, . . . , n, that are all initially (at time
τ = 0) empty. Next, at each time τ ∈ [n], d bins are chosen independently and uniformly at
random (without replacement) out of these n bins, and one ball each is placed into the k smallest
of these bins (the size of a bin is defined to be number of balls it currently contains). We assume
that any ambiguity in the choice of the k-smallest bins is resolved by using a tie-breaking rule; for
concreteness, we will assume that a smaller numbered bin is preferred over a larger numbered bin
when both bins have the same size.
We would like to show that the maximum bin size at terminal time τ = n is log lognlog(d−k+1) +O(1)
with high probability, under various regimes of (k, d) = (k(n), d(n)) as n → ∞. Although we will
only able to consider the cases (k(n), d(n)) = (1, O(log n)) or k(n) < d(n) = O(1) in this chapter,
as shown in Park (100), this result holds more generally as long as d(n)/(d(n) − k(n)) = O(1).
Now we comment on proof idea in this chapter. First, in Section 6.2, we establish concentration
results following (77) and derive its consequence that the maximum bin size at time n is one of
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{m∗(n)−1,m∗(n),m∗(n)+1} with high probability, for some constant m∗(n) ∈ N determined by the
mean behavior of the system. Hence to estimate m∗(n), we study the mean behavior of the n-bin
system via the “fluid limit” approximation in Section 6.3. Here, using quantitative error estimates,
this mean behavior is approximated by the solution to a series of differential equations. However,
the error analysis is complicated by the fact that the limiting differential equations (i.e. the fluid
limit) depends on (k, d), and we could not derive good explicit error bounds for the case k > 1
(see (6.27) for an implicit bound). Finally, in Section 6.3.3, by analyzing the limiting differential
equation when (k, d) = (1, O(log n)) or k < d = O(1), we provide upper and lower estimates on
its solution, which is then used to determined that m∗(n) = log lognlog(d−k+1) upto bounded additive
constants as n→∞.
6.1.1 Notation
Recall the random process associated with the (k, d) balls and bins problem with n bins, stated
above. First in Section 6.2.1, the number of bins n will be fixed, and Xτ
.
= (xτ1 , . . . , x
τ
n) ∈ Nn0 will
be used to denote the state of the random process at time τ ∈ [n], where xτi ∈ N0 represents the size
of bin (i.e. the number of balls in the bin) labeled i ∈ [n] at time τ . Define the associated filteration
Fτ
.
= σ{Xs | s ∈ [τ ]} for τ ∈ [n]. Our main object of interest for most of the chapter will be the




i∈[n] I{xτi ≥r} for any i ∈ N0, τ ∈ [n], which denotes the number of bins
with at least r balls at time τ ∈ [n], and its expectation ln(i, τ)
.
= ELn(i, τ). The maximum bin size
at time τ ∈ [n] is defined as Mn(τ)
.
= min{r ∈ N0 | Ln(r+1, τ) = 0}, and denote M∗n
.
= Mn(n). We
define the distance ‖x− y‖ =
∑n
i=1 |xi − yi| for x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Nn0 . Further a





i∈[n] I{xi≥r} is a Lipschitz function.
Finally, while studying the fluid limit in Section 6.3, we will consider the time and space scaled
version of the means gk,d,n(i, t)
.
= n−1ln(i, bntc) for i ∈ N0, t ∈ [0, 1], making the dependence on
k, d, n explicit. The corresponding fluid limit when n is large but k, d are fixed will be denoted
by gk,d(i, t). Denote d̃
.
= d − k + 1. We will use the term asymptotically almost surely (a.a.s.)
to mean that the chance that the event happens is converging to 1 as n → ∞. The notation([n]
d
) .
= {D|D ⊆ [n], |D| = d} will be used to subsets of [n] of size d.
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6.2 Concentration and its consequences
6.2.1 Concentration
In this section we will extend the concentration results from (77) to our setup. The number of
bins n ∈ N in this sub-section will remain fixed. Recall that our system configuration at any time
τ ∈ [n] can be described by a vector in Xτ ∈ Nn0 , and that we call a function f : Nn0 → R Lipschitz
if for any x, y ∈ Nn0
|f(x)− f(y)| ≤ ‖x− y‖
Then we may show the following concentration result.
Lemma 8. Let f : Nn0 → R be a Lipschitz function. Then for any time τ ∈ [n] and y ≥ 0











→ Nn0 so that








is the random choice of the




, we will now show
‖h(x,D)− h(y,D)‖ ≤ ‖x− y‖ . (6.2)
Let Ix, Iy ⊂ [n] be the indices of the k-smallest bins among D as chosen by h for x and y
respectively. Then |Ix| = |Iy| = k and
‖h(x,D)− h(y,D)‖ − ‖x− y‖ =
∑
i∈Ix\Iy
Î {xi ≥ yi}+
∑
j∈Iy\Ix
Î {yj ≥ xj} (6.3)
where Î {condition} is 1 if condition is true, and −1 if condition is false. Note that we cannot have
xi ≥ yi for some i ∈ Ix \ Iy, and yj ≥ xj for some j ∈ Iy \ Ix simultaneously. This is because
we have must xj ≥ xi, yi ≥ yj because i ∈ Ix and j ∈ Iy, which would show xi = xj = yi = yj .
Hence by the tie-breaking rule, one of i and j should be in Ix∩Iy, a contradiction. Since |Ix \ Iy| =
|Iy \ Ix| = k − |Ix ∩ Iy|, this shows r.h.s. of (6.3) is ≤ 0. This shows (6.2).
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Now to finish the proof, we will use McDiarmid’s finite difference inequality. For every




→ Nn0 recursively by h1(D1)
.
= h(0, D1) and hτ (D1, D2, . . . Dτ )
.
=
h(ht−1(D1, . . . , Dτ−1), Dτ ) for τ ≥ 2. These are defined so that Xτ = hτ (D1, . . . ,Dτ ), where




are the i.i.d. choices for the selection of bins at the τ time points. Hence
f(Xτ ) = f(hτ (D1, . . . ,Dτ ))
.
= f̃(D1, . . . ,Dτ ), and we will show that f̃ satisfies the finite differ-
ence conditions.




and suppose ~D′ = (D1, . . . , D
′










∣∣∣f̃( ~D)− f̃( ~D′)∣∣∣ = ∣∣∣f(ht( ~D))− f(ht( ~D′))∣∣∣ ≤ ∥∥∥ht( ~D)− ht( ~D′)∥∥∥
≤
∥∥hs(D1, . . . , Ds−1, Ds)− hs(D1, . . . Ds−1, D′s)∥∥
=
∥∥h(Y,Ds)− h(Y,D′s)∥∥ ≤ ‖h(Y,Ds)− Y ‖+ ∥∥h(Y,D′s)− Y ∥∥ = 2k,
where we have used the Lipschitz property of f in the first line, multiple applications of the
recursive definition of hτ and (6.2) in the second line, and the recursive definition of hs, Y
.
=
hs−1(D1, . . . Ds−1), and the property that h adds exactly k balls to the system in the third line.
Hence f̃ satisfies the finite difference condition. Now McDiarmid’s independent bounded difference
inequality (84) shows (6.1).
For r ∈ N0 and τ ∈ [n], recall that Ln(r, τ) denotes the number of bins with at least r balls at
time τ and ln(r, τ)
.





is a Lipschitz function. Hence Lemma 8 has the following consequence:
Corollary 1. For any y ≥ 0, r ∈ N0, and τ ∈ [n]:



















= exp(−Ω(log2 n)) (6.5)
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Proof. Note that L(τ, 0) = n and Ln(τ, n+ 1) = 0 for any τ ∈ [n]. Hence combining a union bound






















≤ 2n2 exp(− ln2 n) = exp(−Ω(ln2 n))
Finally concentration a can also be used to approximate moments.
Corollary 3. For any twice continuously differentiable function f : [0, 1] → R with ‖f ′′‖∞ ≤ M .







)∣∣∣∣ ≤ 2Mk2n . (6.6)
Proof. Let Y
.
= Ln(r,τ)n and µ = EY =
ln(r,τ)
n . Then by the Taylor’s expansion for f
f(Y ) = f(µ) + (Y − µ)f ′(µ) +
∫ Y
µ
(Y − s)f ′′(s)ds
Taking expectations and rearranging terms we obtain
|Ef(Y )− f(µ)| =
∣∣∣∣E ∫ Y
µ
(Y − s)f ′′(s)ds
∣∣∣∣ ≤ E ∣∣∣∣∫ Y
µ
(Y − s)f ′′(s)ds
∣∣∣∣ ≤ M2 E(Y − µ)2.
Corollary 1 shows that Y satisfies the concentration inequality P (|Y − µ| > t) ≤ 2 exp(−nt2
2k2
).
This shows E(Y − µ)2 =
∫∞
0 P (|Y − µ|
2 > t)dt ≤ 4k2n , and completes the proof using the display
above.
6.2.2 Maximum is concentrated around the constant m∗(n)
Define the constant m∗(n)
.
= min {r | ln(r, n) ≤ k
√
n lnn}. In this section we will show that the
maximum bin size at time τ = n will satisfy M∗n ∈ {m∗(n) − 1,m∗(n),m∗(n) + 1} asymptotically







|Ln(r, τ)− ln(r, τ)| ≤ k
√
n lnn a.a.s., (6.7)
and hence Ln(m
∗(n)− 1, n) > 0 or M∗n ≥ m∗(n)− 1 a.a.s. For the upper bound first we note that
Ln(m
∗(n), n) ≤ k
√
n lnn a.a.s. (6.8)
and then we apply the following lemma to show that Ln(m
∗(n) + 2, n) = 0 a.a.s.






















is a uniformly chosen subset of [n] of size d. Then we can couple
{Ln(r, τ)}r∈N0,τ∈[n] and a binomial random variable Y = Bin(n, pn(m)) so that almost surely
Ln(r + 1, n)I{Ln(r,n)≤m} ≤ kY. (6.10)
Proof. Note that Ln(r + 1, τ) will increase at time τ ∈ [n] if at least one of the k balls is assigned
to a bin of size exactly r. Let d̃
.





, at time τ , should have size r or greater. The probability of the latter event conditioned
on Fτ−1 is pn(Ln(r, τ − 1)), where pn is as defined in (6.9). Hence




(Ln(r + 1, τ)− Ln(r + 1, τ − 1)) I{Ln(r,τ−1)≤m}, (6.11)
which may bounded by (6.10), since pn(·) is an increasing function, and each of the increments are
at most k. For the bound in (6.9) see (6.18) in the next section.
Applying Lemma 9 with r = m∗(n) and m = k
√
n lnn along with (6.8) shows
Ln(m













I{d̃≤k√n logn} + oP(1) (6.12)
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Now in the remainder of this section, for various regimes of k < d, we will use (6.12) to show
that Ln(m
∗(n) + 1, n)
P−→ 0 (or that Ln(m∗(n) + 2, n)
P−→ 0 when d̃ = 2), thereby showing that
M∗n ∈ {m∗(n)−1,m∗(n),m∗(n)+1} a.a.s. as n→∞. In the following we suppress the dependence
of n in m∗(n) for brevity.
6.2.2.1 Regime k < d = O(1)
Under the assumption d < k, we have d̃ ≥ 2. We will consider the two cases d̃ ≥ 3 and d̃ = 2
separately.
• If d̃ ≥ 3, then by using Markov’s inequality in (6.12)
P (Ln(m











+ o(1)→ 0 (6.13)
• If d̃ = 2, concentration inequalities (84) for the Binomial distribution (6.12) would show that
Ln(m
∗ + 1, n) ≤ C ln2 n a.a.s for some constant C > 0. Applying Lemma 9 with r = m∗ + 1
and m = C ln2 n then shows that P (Ln(m
∗ + 2, n) > 0)
P−→ 0.
6.2.2.2 Regime k = O(n1/2−ε) d
Assume for some ε ∈ (0, 1) that k ≤ n1/2−ε and that k  d. In this regime we have d → ∞
and d̃/d→ 1. Now we consider the complementary cases d > k
√




• If d > k
√
n lnn+ k − 1, then d̃ > k
√
n lnn and, by (6.12), Ln(m
∗ + 1, n)
P−→ 0.
• Assume d < 2k
√



























(k + 1) lnn− d̃(ε lnn− ln(3 lnn))
)
+ o(1).
Note that the above probability is converging to zero since k  d̃.
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6.3 Fluid limit approximation
Our aim in the remainder of this chapter will be to estimate m∗(n)
.
= min{r ∈ N0 | ln(r, n) ≤
k
√
n log n}. In this Section we will show that the time and space scaled mean function gk,d,n(r, t)
.
=
n−1ln(r, btnc) for t ∈ [0, 1] and r ∈ N0 can be approximated as n→∞ by the “fluid limit” gk,d(r, t),
which is the unique solution to a certain sequence of differential equations. By analyzing the fluid
limit we will finally estimate m∗(n) in Section 6.4.
6.3.1 Approximate recursion for the means
In Section 6.3.1, we establish that the means {ln(r, τ)}r∈N0,τ∈[n] approximately satisfy certain
recursive equations.
6.3.1.1 Notation and process evolution
Recall that each time τ ∈ [n], the d bins are selected uniformly at random without replacement
from the n bins, and k balls are placed in the least loaded of these d selected bins. Now we will
establish some notation to mathematically describe this process.
Suppose at each time τ ∈ [n], the bins are re-numbered from 1, . . . , n in increasing order of their
sizes so that bins that are preferred by the tie-breaking rule receive a lower number. Let Dτ ⊂ [n]





. Finally, let Kτ ⊂Dτ denote the subset of k smallest indices among Dτ . We
then have the equation
Ln(r, τ + 1)− Ln(r, τ) = |Kτ+1 ∩ (n− Ln(r − 1, τ), n− Ln(r, τ)]| (6.14)
for any r ∈ N, τ ∈ [n − 1], and Ln(0, τ) = n for all τ ∈ [n]. Note that the interval (n − Ln(r −
1, τ), n− Ln(r, τ)] ∩ [n] corresponds to the numbering of balls that have size exactly r − 1 at time
τ , and hence the right hand side in (6.14) exactly corresponds to the number of balls that enter
into bins of size r − 1 at time τ + 1, which is same as the left hand side.
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Let us simplify (6.14) further. Let Cn(τ, r)
.
= (0, n− Ln(r, τ)], then
Ln(r, τ + 1)− Ln(r, τ) = |Kτ+1 ∩ Cn(r, τ)| − |Kτ+1 ∩ Cn(r − 1, τ)|
= |Dτ+1 ∩ Cn(r, τ)| ∧ k − |Dτ+1 ∩ Cn(r − 1, τ)| ∧ k
= (k − |Dτ+1 ∩ Cn(r − 1, τ)|)+ − (k − |Dτ+1 ∩ Cn(r, τ)|)+
= (|Dτ+1 ∩ (n− Ln(r − 1, τ), n]| − l)+ − (|Dτ+1 ∩ (n− Ln(r, τ), n]| − l)+
(6.15)
where in the second line we have used that Cn(τ, r) is a downward closed set, in the third line that
a ∧ b = b− (b− a)+, and in the fourth line that l .= d− k and |Dτ+1 ∩ C| = d−
∣∣Dτ+1 ∩ C̄∣∣.
6.3.1.2 Recursion for the mean function
Now by taking expectations in (6.15) and approximating the sampling process we can show the
following.
Proposition 5. Define the function fd,k(p)
.
= E(Bin(d, p)− d+ k)+ for p ∈ [0, 1]. Then
ln(r, τ + 1)− ln(r, τ) = Efd,k
(








+ ξn(r, τ) (6.16)
for some constants {ξn(r, τ)}r∈N,τ∈[n−1] that satisfy supr∈N supτ∈[n−1] |ξn(r, τ)| ≤ 4d
2
n .
Proof. Recall Fτ is the sigma field of events upto time τ . Taking conditional expectation with
respect to Fτ in (6.15), we get:
E [Ln(r, τ + 1)− Ln(r, τ) | Fτ ] = hn(Ln(r − 1, τ))− hn(Ln(r, τ)) (6.17)
where hn(m)
.
= E (|D ∩ [m]| − d+ k)+ and D is a uniformly chosen subset of size d from [n].
Since x+ty+t is monotonically increasing in t when x ≤ y, for any m we may find a coupling of





























where fd,k is as defined in the statement of the proposition. Note from calculations in Section 6.5.1
that the derivative of fd,k, and hence its Lipschitz coefficient, is bounded by d. Hence from (6.3.1.2)








Taking expectations in (6.17) and using (6.19) completes the proof.
Note that (6.16) is not a recursive approximation for ln yet, because the right side depends on
the fd,k moments of Ln. But by using concentration results from Section 6.2 the right side can
indeed be approximated in term of ln. Using this we can derive the following result.
Lemma 10. Define the scaled function gk,d,n(r, t)
.
= n−1ln(r, bntc) for any r ∈ N0 and t ∈ [0, 1].
Then there is a sequence of step functions {η(r, ·)}r∈N on [0, 1] with supr∈N supt∈[0,1] |η(r, t)| ≤ 4d
2k2
n ,









fd,k(gk,d,n(r, s))ds+ η(r, t). (6.20)
Finally, note that the boundary conditions gk,d,n(0, t) = 1 for t ∈ [0, 1] and gk,d,n(r, 0) = 0 for every
r ∈ N are also satisfied.
Proof. Calculations from Section 6.5.1 show that f ′′(p) = dbeta (p; d− k, k) where beta (x;α, β) =
xα−1(1−x)β−1
B(α,β) is the probability density function of the beta distribution with parameters α, β. Hence
combining Corollary 3 along with Proposition 5 we obtain
ln(r, τ + 1)− ln(r, τ) = fd,k
(








+ η′(r, τ) (6.21)











= 4d(supp∈[0,1] beta (p; d− k, k) k2 + d). Next for any a, b ∈ N0 note :
sup
p∈[0,1]




; a+ 1, b+ 1
)


















= (a+ b+ 1)
(6.23)
where we use the convention that 0! = 1 and 00 = 1. Taking a = d− k− 1 and b = k− 1 this shows
H(d, k) ≤ 4d2k2.















′(r, τ). From (6.22) note that for any r ∈ N and t ∈ [0, 1]
|η(r, t)| ≤ n−1
bntc∑
τ=1






The boundary conditions immediately follow from the definition of gk,d,n.
6.3.2 Error estimates
Based on Lemma 10, we will now show the gk,d,n is close to the fluid limit gk,d defined below.
Hence our aim in this subsection ∆n(i, t)
.
= |gk,d,n(i, t)− gk,d(i, t)| using Gronwall’s inequality.
Definition 7. For any 1 ≤ k < d ∈ N0 the fluid limit is the sequence of functions







fd,k(gk,d(i, s))ds ∀i ∈ N (6.25)
with the boundary gd,k(0, t) = 1 for t ∈ [0, 1].
Remark 6.3.1. Since fd,k is a Lipschitz function, standard theory, by induction on i ∈ nat, shows




= |gk,d,n(i, t)− gk,d(i, t)|. Then using (6.20), (6.25), and the fact that fd,k is













f ′d,k(H(i, s))∆n(i, s)ds (6.26)
for every i ≥ 1, where Hn(i, t)
.
= gk,d,n(i, t)∨ gk,d(i, t). Denoting ∆n(i)
.
= supt∈[0,1] ∆n(i, t), Grown-






























where we have used evaluated the derivative of fd,k in the last line (see Section 6.5.1).
6.3.2.1 Explicit calculations for the case k = 1








dds ∀i ∈ N, t ∈ [0, 1] (6.28)
This shows that g1,d(i, s) ≤ s for any i ≥ 1. Similarly examining (6.17), shows that g1,d,n(i, s) ≤ s.
























≤ A(d)∆n(i− 1) +B(d, n) (6.29)
where A(d)
.




n . Expanding this recursively, we get







In particular, if d = O(log n), then this shows that ‖g1,d,n(i, ·)− g1,d(i, ·)‖∗ → 0 for each i ∈ N
as n → ∞. This also shows that some of the properties of g1,d,n(i, .) extend to g1,d(i, .): namely,
g1,d(i, t) ∈ [0, 1] is non-decreasing function of t for a fixed i, and a non-increasing function of i for a
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fixed t. Further, we now show that the functions g1,d(i, ·) converge to zero uniformly as i→∞. Let
h(t)
.
= limi→∞ g1,d(i, t) for any t ∈ [0, 1] (which exists by monotonicity in i). We may let i→∞ in







h(s)dds ∀t ∈ [0, 1]. (6.31)
This shows h = 0 and hence g1,d(i, .) converge uniformly to the 0 function as i→∞.
6.3.3 Properties of the fluid limit
Here we will provide upper and lower bounds for fluid limit solution from Definition 7.
6.3.3.1 Bounds for the case k = 1










)di−j−1 for i ≥ 1 (6.32)
We can show the following lemma.
Lemma 11. Let g1,d be the fluid limit from Definition 7 for the case k = 1 and let u(i, d) be











for any t ∈ [0, 1] and any i ∈ N.
Proof. The proof proceeds by induction on i ∈ N. Since u(1, d) = 1 and g1,d(1, t) ≤ t, the upper
























g1,d(i− 1, s)dds (6.34)
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where we have used that g1,d(i, t) ≥
∫ t
0 g1,d(i, s)ds since g1,d(i, s) is non-decreasing in s and t ∈ [0, 1],
g1,d(i, s) ≥ g1,d(i, s)d since g1,d(i, s) ∈ [0, 1], and finally (6.28) in the last line. Since g1,d(0, s) = 1,
(6.34) shows that the lower bound in (6.33) holds when i = 1.
Now we will prove the inductive step. Assume that (6.33) holds for some i ∈ N. For the upper
bounds, since g1,d is always non-negative, note from (6.28) and the induction-hypothesis that for
any t ∈ [0, 1]
























For the lower bound in (6.33) for i+1, proceed similarly to use the lower bound from the induction-
hypothesis, starting from (6.34).
As a consequence of the above lemma, we may obtain the following bounds for t = 1.

























Proof. The inequality (6.36) is a special case of (6.35) when d ≥ e4. We prove the latter, by taking
t = 1 in (6.33) and noting the inclusion









di−j [j − 1, j] ln d
= −di ln d
i∑
j=2
[j − 1, j]
dj






where we have used ln(d
j−1
d−1 ) ∈ [j − 1, j] ln d in the first line, since d ≥ 2.
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6.3.3.2 Case k < d = O(1)
Recall d̃
.















fd,k(gk,d(i− 1, s))ds ≤
∫ t
0
Hgk,d(i− 1, s)d̃ds ≤ Hgk,d(i− 1, t)d̃ (6.37)
for any t ∈ [0, 1]. We will assume that limi→∞ gk,d(i, 1) = 0 holds just like we have shown at the
end of Section 6.3.2 for the case when k = 1. Hence there is an i0 ∈ N so that b0
.
= Hgk,d(i0, 1) < 1.
Repeated application of (6.37) gives ∀i > i0
gk,d(i, t) ≤ H1+d̃+···+d̃
i−i0−1
g(i0, t)
d̃i−i0 ≤ (Hgk,d(i0, t))d̃
i−i0 ≤ bd̃i−i00 (6.38)
This provides an upper bound for gk,d. For the lower bound, rearrange (6.25) and use that fd,k(p) ≤
E Bin(d, p) = dp and the montonicity of gk,d to see
∫ t
0




≤ gk,d(i, t) + tfd,k(gk,d(i, t)) ≤ (1 + d)gk,d(i, t)
Hence the bounds fd,k(p) ≥ pd̃ with c2
.
= 11+d provides the lower bound
gk,d(i, t) ≥ c2
∫ t
0
gk,d(i− 1, s)d̃ds. (6.39)
Iterating (6.39) then shows gk,d(1, t) ≥ c2t, gk,d(2, t) ≥
c1+d̃2
d̃+1















)d̃i−j t1+d̃+...+d̃i−1 for any i ∈ N. (6.40)
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Remark 6.3.2. Hence by combining (6.38) and (6.41) we have shown that there is a bounded
sequence {ci}i∈N ⊂ R (with the bound dependent on d) so that
gk,d(i, 1) = exp(−d̃i+ci) for each i ∈ N. (6.42)
where recall d̃
.
= d− k + 1.
6.4 Estimating the expected maximum
Recall that our aim was to estimate m∗(n)
.
= min{i ∈ N0 | ln(i, 1) ≤ k
√
n lnn} = min{i ∈ N0 |
gk,d,n(i, 1) ≤ k lnn√n }. We will use the fluid approximation and its properties derived in the previous
sections to establish this.
6.4.0.1 Calculations for the case k = 1 and 2 ≤ d ≤ C log n
Lemma 12. Assume that k(n) = 1 and there is a constant C so that 2 ≤ d(n) ≤ C lnn. Then
there is an N0 ∈ N so that for each n ≥ N0
ln lnn− ln 4
ln d(n)






= ln lnnln d + 2, and recall ∆n(i)
.
= supt∈[0,1] |g1,d,n(i, t)− g1,d(i, t)|. Then for some
constant C1 we have by using (6.30) and (6.36):
g1,d,n(iu(n), 1) ≤ g1,d(iu(n), 1) + ∆n(iu(n)) ≤ exp(−d
ln lnn

















when n is large enough. This shows that m∗(n) ≤ iu(n) = ln lnnln d + 2 eventually. Similarly, we will
prove a lower bound. Let il(n) =
ln lnn−ln 4
ln d − 1 then, for any i ≤ il(n), using the lower bounds for
(6.30) and (6.36) there are constant C1 and C2 so that
g1,d,n(i, 1) ≥ g1,d(i, 1)−∆n(i) ≥ exp(−di+1)− C2 exp (i lnC1 + (2 + i) ln lnn− lnn)











when n is large enough. This shows that m∗(n) ≥ il(n) = ln lnn−ln 4ln d − 1 eventually.
6.4.0.2 Calculations for the case 1 ≤ k < d = O(1)
Lemma 13. Assume that 1 ≤ k < d ≤ C for each n for some constant C. Then there are constants
C̃,N0 > 0 so that ∣∣∣∣m∗(n)− ln lnnln(d− k + 1)
∣∣∣∣ ≤ C̃ (6.45)
for each n ≥ N0.
Proof. Since d is bounded, using Remark 6.3.2, we may find a constant K > 0 (independent of n)
so that supi∈N |ci| ≤ K and gk,d(i, 1) = exp(−d̃i+ci) for each i ∈ N, where d̃
.
= d − k + 1. Further
∆n(i)
.
= supt∈[0,1] |gk,d,n(i, t)− gk,d(i, t)| from (6.27) satisfies
∆n(i) ≤ A∆n(i− 1) +
B
n
∀i ∈ N. (6.46)
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for some constants A,B > 1 that are independent of n. Since ∆n(0) = 0, this shows for some
constant c > 0 that ∆n(i) ≤ cA
i





gk,d,n(iu, 1) ≤ gk,d(iu, 1) + ∆n(iu) ≤ exp(−d̃
log logn










Therefore gk,d,n(i1, 1) ≤ k logn√n when n is large. This shows m
∗(n) ≤ iu(n) = log lognlog d̃ + K for large




−K − 2. Then for any i ≤ il































In this section we present some technical estimates that were used in the previous analysis.
6.5.1 Properties of fd,k




i=1 I{Ui≤p} has the binomial
distribution Bin(d, p). In this section, we will study the function fd,k(p)
.
= E (Bin(d, p)− d+ k)+ =
E (B(p)− d+ k)+ for p ∈ [0, 1]. This is the same function that is studied in (70), but we will derive
some of its properties using the probabilistic definition. Recall the constant d̃
.
= d− k+ 1 that will
be important in many of our calculations.
Proposition 6. fd,k(p) is monotonically increasing in p, fd,k(0) = 0, and fd,k(1) = k. In fact,
fd,k(p) is a polynomial of degree d̃ and satisfies












. Further h ≥ 1.
























≥ 1 for any i ∈ {0, . . . , k − 1} and hence h ≥ 1.
Lemma 14. The first and second derivatives of fd,k may be described in terms of the beta distri-
bution. For any p ∈ [0, 1] we have
f ′d,k(p) = dP (Be(d− k, k) ≤ p) (6.48)
and
f ′′d,k(p) = dbeta (p; d− k, k) (6.49)
where Be(α, β) denotes a beta random variable with density beta (x;α, β) .= Γ(α+β)Γ(α)Γ(β)x
α−1(1−x)β−1
for x ∈ [0, 1].
Proof. Let I(p) .= {i | 1 ≤ i ≤ d, Ui ≤ p} and Gp
.
= σ{I(q) | q ≥ p}, so that B(p) = |I(p)| is Gp
measurable.




(B(p)− d+ k)+ − (B(p− h)− d+ k)+
h
= E

























































p; d̃− 1, d− d̃+ 1
)
= dbeta (p; d− k, k)
This shows (6.49). Now integrating (6.49) shows (6.48).
Remark 6.5.1. The above Lemma shows that f ′d,k(p) is a increasing function of p that is always
bounded by d. This shows that fd,k(p) is convex function with Lipschitz constant d.










pd̃. Hence combining with Proposition 6 we see that





for any p ∈ [0, 1].
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CHAPTER 7
Limit theorems for the Supermarket model
7.1 Introduction
Recall from Section 5.2, that the Supermarket model with n-servers and arrival rate λn under
the JSQ(dn) scheme is a processing system with n parallel queues in which each queue’s jobs are
processed by the associated server at rate 1. Jobs arrive at rate nλn and join the shortest queue
amongst dn randomly selected queues (without replacement), with dn ∈ [n]. The interarrival times
and service times are mutually independent exponential random variables. In this chapter we will
discuss limit theorems for the Supermarket model under the assumption that dn → ∞. The l↓1
valued infinite dimensional vector Gn(t) = (Gn,i(t))i≥1, where Gn,i(t) is the fraction of queues
with at least i jobs at time t, plays an important role in the analysis of Supermarket model, since
Gn forms a l
↓
1 valued continuous time Markov chain (CTMC). First, we will show a law of large
numbers result that says that Gn converges in probability, as n → ∞, to an universal l↓1 valued
deterministic trajectory as long as dn →∞. We indirectly showed a similar result for the balls and
bins problem in Chapter 6 by using concentration results and analyzing the mean trajectory of the
system.
However our main aim in the chapter will be to develop diffusion approximations for Gn in the
critical regime (i.e. when λn → 1 in a suitable manner) that allow for possibly a slower growth of
dn than that permitted by the results in Mukherjee et al. (91). In fact the results we establish will
allow for dn → ∞ in an arbitrary manner and will recover the results of (91) in the special case
dn√
n logn
→∞ (with a different proof). In order to motivate the type of limit theorems we seek, we
begin by observing that the centering e1 used in the definition of Yn =
√
n(Gn−e1) used in (91, 45)
is a stationary point of the fluid limit given in (7.3) with λ = 1 and thus the results of (45) and
(91) give information on fluctuations of the state process Gn about this stationary point. However
e1 is not the only stationary point of (7.3) (when λ = 1) and in fact this ODE has uncountably
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j=1 ej + γek+1, where ej is the j-th
unit vector in l2 (with 1 at the j-th coordinate and zeroes elsewhere), k ∈ N and γ ∈ [0, 1). All
of these stationary points arise in a natural fashion. Indeed, it turns out that the evolution of the
state process Gn can be described via the equation (see Remark 7.3.1)




where Mn is a (infinite dimensional) martingale converging to 0 in probability (see Lemma 15,
Chapter 7) and an, b are certain maps from l
↓
1 to l1 (see Remark 7.3.1 for details). Thus for large
n, trajectories of Gn will be close to solutions of the infinite dimensional ODE
ġn = an(gn)− b(gn).
This equation has a unique stationary point µn which is introduced in Definition 9. The fixed
point µn corresponds to the point in the state space l
↓
1 at which the inflow rate equals the outflow
rate in the n-th system and thus it is of interest to explore system behavior in the neighborhood
of this point. Since Gn is approximated by gn (over any compact time interval), one can loosely
interpret µn as a near fixed point of the state process Gn. Furthermore, it can be shown (see
Remark 7.2.3(iv)) that, if dn → ∞ and λn → 1 in a suitable manner, µn can converge to any
specified fixed point fγk of (7.3) and thus every fixed point of (7.3) arises from µn in a suitable
asymptotic regime. In order to explore fluctuations of Gn close to different fixed points of (7.3) it





n(Gn(t)− µn), t ≥ 0. (7.1)




n(1 − λn) → α > 0,
√
n(e1 − µn) → α and so in this case the asymptotic behavior of Zn can be read off from that of
Yn (see Corollary 6 and Remark 7.2.5(v)). However in general
√






) may not be bounded and so the asymptotic behavior of Zn and Yn may be very
different.
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Here we obtain limit theorems for Zn as dn → ∞ in an arbitrary fashion and λn → 1 in a
suitable manner. Specifically in Theorems 9, 10 and 11 we consider the three cases:
(a) dn/
√
n → 0; (b) dn/
√
n → c ∈ (0,∞) and, (c) dn/
√
n → ∞, respectively. In all three
regimes we consider initial conditions Gn(0) such that for some r ∈ N, Gn,m(0) = µn,m + op(n−1/2)
for all m > r and in each case (under conditions on λn) we obtain a limit process driven by a one
dimensional Brownian motion with continuous sample paths in l2 which has all but finitely many
coordinates 0. In particular, when r = 2 in the second and the third case and r = k + 2 for some
k ∈ N in the first case (and dn, λn depend on k in a suitable fashion), one can describe the limit
through a two dimensional diffusion driven by a one dimensional Brownian motion. The form of
this two dimensional process in the three regimes is quite different; in the first case we get a linear
diffusion (i.e. the drift is of the form b(y) = Ay for, y ∈ R2 and some 2 × 2 matrix A); in the
second case we get a diffusion with an exponential drift; and in the third case we obtain a reflected
diffusion in the half space (−∞, α]× R for some α ≥ 0.
Although the limit processes in Theorems 9 and 10 are quite different from those obtained in
(44) and (91), the limit in Theorem 11 has a similar form (in that it is a reflected diffusion in a
half space) as in the above papers. However here as well there are some differences. In particular,
depending on how λn approaches 1, the reflection occurs at a different barrier α ∈ (0,∞); in fact
α =∞ is possible as well in which case there is no reflection. Furthermore, recall that Zn is defined
by centering about µn. In general
√
n(µn − e1) will diverge and thus the process Yn considered
in the above cited papers may not converge in this regime. However, as noted previously, when dn
grows sufficiently fast, namely dn√
n logn
→∞ the process Yn will indeed converge and in that case we
recover the result in (91) (in fact a slight strengthening in that the drift parameter in Corollary 6 is
allowed to be 0). In addition Theorem 11 also covers the case dn√
n logn
→ c ∈ (0,∞) and situations
where λn = 1 + O(n
−1/2) (see Remark 7.2.5 (iv)). In such settings, once more both Zn and Yn
converge and the limit of the latter has the same form as in (45, 91).
As is observed in Remarks 7.2.4 and 7.2.5, under conditions of Theorem 10 or Theorem 11, µn
must converge to the fixed point e1 = f
0
1 . In contrast, Theorem 9 allows for a range of asymptotic
behavior for µn. In particular, under the conditions of the theorem, with suitable λn, dn, µn can
converge to the fixed point f0k for an arbitrary k ∈ N (see (24) for a similar observation). In such a
setting the first k− 1 coordinates of the limit process are essentially 0 (see Theorem 9 for a precise
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statement) and the k-th coordinate is the first one to exhibit stochastic variability. Thus a rather
novel asymptotic behavior for the JSQ(dn) system emerges when dn approaches∞ at significantly
slower rates than those considered in (91) and λn approach 1 in a suitable manner (in relation to
dn).
7.1.1 Organization and technique overview
Section 7.2 contains all our main results. The remaining Sections starting with Section 7.3
contain proofs of the main results.
We now make some comments on the proofs of Theorems 9 - 11. The starting point is a
convenient semimartingale representation for the centered state process Zn in (7.43). In the study
of the behavior of the drift term in this decomposition, an important ingredient is an analysis of
the asymptotic properties of the near fixed point µn, and the asymptotic behavior of the function
βn (see Definition 8) in O(n
− 1
2 ) sized neighborhoods around the coordinates of µn. This behavior,
which is different in the three regimes considered above, determines the asymptotics of the drift
An(Zn(s))− b(Zn(s)). Properties of µn are also key in arguing that, in all three cases, under our
conditions, (Zn,r+1, · · · ) converges to 0 in probability in D([0,∞) : l2) (see Lemma 29). The rest
of the work is in characterizing the asymptotics of the finite dimensional process (Zn,1, . . . , Zn,r).
For this study, the three regimes require different approaches. In particular, Theorem 9 hinges
on a detailed understanding of the asymptotic behavior of a tridiagonal matrix function (see e.g.
Lemmas 36 and 37); Theorem 10 requires an analysis of a stochastic differential equation with an
exponential drift term (in particular the drift does not satisfy the usual growth conditions); and
Theorem 11 is based on a careful study of excursions of the prelimit processes above the limiting
reflecting barrier and properties of Skorohod maps in order to characterize the reflection properties
of the limit process.
7.1.2 Notation and setup
For m ≥ 1, let [m] .= {1, 2, . . . ,m}. We will denote finite-dimensional vectors in Rm as ~x, ~y,
etc. and 〈~x, ~y〉 will denote the standard inner-product. The standard basis vectors in Rm will be
denoted by ~ei for i = 1, 2 . . .m. Also, ‖~x‖
.
= 〈~x, ~x〉 will denote the usual Euclidean norm.
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We will often use bold symbols such as x := (x1, x2, . . .) to denote a infinite dimensional vector





x ∈ R∞ | ‖x‖p <∞
}
. Let l↓1 be as in (5.1), which is a Polish space under
‖·‖1. For k ∈ N, let fk = (1, 1, . . . , 1, 0, 0 . . .) ∈ l
↓
1 denote the vector with first k indices equal to
1, and ek = (0, . . . , 0, 1, 0 . . .) ∈ l1 denote the vector with 1 in the kth coordinate. Finally, for
z = (z1, z2, . . .) ∈ R∞ and r ∈ N, let zr+
.
= (zr+1, zr+2, . . .) ∈ R∞ denote the vector shifted by r
steps. Similar notation will be used for functions and processes with values in R∞.
For a Polish space S and T > 0, denote by C([0, T ] : S) (resp. D([0, T ] : S)) the space of
continuous functions (resp. right continuous functions with left limits) from [0, T ] to S, endowed
with the uniform topology (resp. Skorokhod topology). Spaces C([0,∞) : S),D([0,∞) : S) are
defined similarly. For f ∈ D([0, T ] : R) and t ≤ T , let |f |∗,t
.
= sups∈[0,t] |f(s)|. Similarly for
g ∈ D([0, T ] : lp), let ‖g‖p,t
.
= sups∈[0,t] ‖g(s)‖p.
We will use I{cond} to denote the indicator function that takes the value 1 if cond is true,
otherwise it takes the value 0. We will denote by id the identity map, id(t) = t, on [0, T ] or [0,∞).
We use P andE to denote the probability and expectation operators, respectively. For x, y ∈ R,
x∧y denotes the minimum and x∨y the maximum of x and y respectively. For any x ∈ R, x+ = x∨0
and x− = (−x) ∨ 0. We use P−→ and ⇒ to denote convergence in probability and convergence in
distribution respectively on an appropriate Polish space which will depend on the context. For a
sequence of real valued random variables
(
Xn, n ≥ 1
)
, we write Xn = oP(bn) when |Xn|/bn
P−→ 0
as n → ∞. For non-negative functions f(·), g(·), we write f(n) = O(g(n)) when f(n)/g(n) is
uniformly bounded, and f(n) = o(g(n)) (or f(n)  g(n)) when limn→∞ f(n)/g(n) = 0. We write
f(n) ∼ g(n) if f(n)/g(n) → 1 as n → ∞. We will use the notation λn ↗ 1 to mean that λn < 1
for every n and λn → 1 as n→∞.
7.2 Main Results
Recall the process Gn from Section 7.1. Our first result gives a law of large numbers (LLN) for
the process Gn as n→∞. In order to state this result we begin by recalling the one dimensional
Skorohod map (cf. (63, Section 3.6.C)) with a reflecting barrier at α ∈ R. For α ∈ R and
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f ∈ D([0,∞) : R) with f(0) ≤ α, define Γα(f), Γ̂α(f) ∈ D([0,∞) : R) as
Γα(f)(t) = f(t)− sup
s∈[0,t]
(f(s)− α)+, Γ̂α(f)(t) = sup
s∈[0,t]
(f(s)− α)+. (7.2)
The map Γα (and sometimes the pair (Γα, Γ̂α)) is referred to as the one-dimensional Skorohod map
(with reflection at α). The following wellposedness result, which is proved in Section 7.4, will be
used to characterize the LLN limit of Gn.
Proposition 7. Fix r ∈ l↓1. Then there is a unique (g,v) ∈ C
(
[0,∞) : l↓1 × l∞
)
that solves the
















(t) ∀ i ≥ 1, v0(t) = λt, t ≥ 0.
(7.3)
Remark 7.2.1. Using the well known characterization of a one-dimensional Skorohod map, one
can alternatively characterize (g,v) as the unique pair in C
(
[0,∞) : l↓1 × l∞
)
such that vi is non-
decreasing,
gi(t) = ri −
∫ t
0
(gi(s)− gi+1(s))ds+ vi−1(t)− vi(t)
vi(t) ≥ 0 , gi(t) ≤ 1,
∫ t
0
(1− gi(s))dvi(s) = 0
∀ i ≥ 1 (7.4)
and v0(t) = λt, for all t > 0 and vi(0) = 0 for all i ≥ 0.
We can now present the LLN result. The proof is given in Section 7.4.
Theorem 8. Let r ∈ l↓1. Suppose that Gn(0)
P−→ r in l↓1, λn → λ and dn → ∞, as n → ∞. Then
Gn → g in probability in D([0,∞) : l↓1) as n→∞, where (g,v) ∈ C
(




Remark 7.2.2. Note that Theorem 8 allows dn → ∞ in an arbitrary manner. In (91, Theorem
1) it is shown that, under the assumptions of Theorem 8, Gn is a tight sequence of D([0,∞) : l↓1)
valued random variables and that every subsequential weak limit ĝ satisfies a system of equations
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given as










λ− (λ− 1 + ĝj+2(s))+ if j = m(ĝ(s))− 1
(λ− 1 + ĝj+1(s))+ if j = m(ĝ(s)) > 0
λ if j = m(ĝ(s)) = 0
0 otherwise,
(7.6)
and for x ∈ l↓1, m(x)
.
= inf{i | xi+1 < 1}. (Note that m(Gn(t)) is the length of the smallest queue
at time t.) The uniqueness of the above system of equations was not shown in (91).








− gi(t) + gi+1(t)
)+
I{gi(t)=1}





λ if i = 0
dvi−1(t)
dt if i < m(g(t)) and i ≥ 1,(
dvi−1(t)
dt − 1 + gi+1(t)
)+
if i = m(g(t)) and i ≥ 1,
0 if i > m(g(t)).
(7.7)




ds for a.e. s. Substituting this back in (7.4) shows that
g solves the system of equations in (7.5). Conversely, for any solution ĝ of (7.5), defining v̂ by
the right side of (7.7) by replacing g with ĝ, we see that (ĝ, v̂) solves (7.4). From the uniqueness
result in Lemma 7 it then follows that in fact there is only one solution to the system of equations
in (7.5) and this solution equals g given in (7.3).
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Consider now the time asymptotic behavior of g given in (7.3). When λ < 1, (λ, 0, 0 . . .) ∈ l1
is the unique fixed point of (7.3), as can be seen by setting the derivative of the right side of (7.5)
to 0. In the critical case, i.e. when λ = 1, the situation is very different and in fact there are
uncountably many fixed points given by {f ∈ l↓1 | m(f) > 0, fm(f)+2 = 0} ⊂ l
↓
1, which once more
is seen by checking that the derivative on the right side of (7.5) is 0 at exactly these points when
λ = 1. In this chapter we are interested in the fluctuations of Gn in the critical case when the
system starts suitably close to one of the fixed points of (7.4). Thus for the remaining section we
will assume that λn < 1 for every n and λn → 1 as n→∞. In order to formulate precisely what we
mean by ‘suitably close to the fixed point’ we need some definitions and notation. The functions
βn in the next definition will play a central role.











The function βn(·) arises when sampling dn random servers without replacement. Specifically,










, where An,dn is a randomly chosen subset
(without replacement) from [n] of size dn. An alternative is to perform sampling with replacement,
which corresponds to the simpler function γn(x)
.
= xdn in place of βn.
We now introduce the notion of a ‘near fixed point’ of Gn.
Definition 9. For n ∈ N, the near fixed point µn of Gn is the vector in l↓1 given as µn =
(µn,1, µn,2 . . .) where µn,i are defined recursively as µn,1 = λn and µn,i+1 = λnβn(µn,i) for i ≥ 1.
Using βn(x) ≤ xdn ≤ x and λn < 1, it is easy to check that µn ∈ l↓1. The reason µn is referred
to as a near fixed point of Gn is discussed in Remark 7.3.1. To study the fluctuations of the process
around the near fixed point µn we define the centered and scaled process, Zn as in (7.1). We now





n→ c ∈ (0,∞), and dn/
√
n→∞ respectively.
Theorem 9. Suppose that, as n → ∞, 1  dn 
√
n, λn ↗ 1, and there is a k ∈ N so that
µn,k → 1 and β′n(µn,k) → α ∈ [0,∞) as n → ∞. Further suppose that {‖Zn(0)‖1}n∈N is tight and
102
that Zn(0)










Furthermore, if k > 1, then supt∈[ε,T ] |Zn,i(t)|
P−→ 0 as n → ∞ for any T < ∞, 0 < ε ≤ T and
i ∈ [k − 1].









i=1 zi, zk+1, zk+2, . . .). Then Yn ⇒ Y in D([0,∞) : l2), where Y ∈ C([0,∞) : l2) is the unique
pathwise solution to

























Yi+1(s)ds for i ∈ {3, . . . , r − k + 1}
Yi(t) = 0 for i > r − k + 1,
(7.10)
and B(·) is a one dimensional standard Brownian motion.
Remark 7.2.3.
(i) Note that the convergence supt∈[ε,T ] |Zn,i(t)|
P−→ 0 as n→∞ for any 0 < ε ≤ T is equivalent to
the statement that Zn,i → 0 in probability in D((0, T ] : R) where the latter space is equipped
with the topology of uniform convergence on compacts. Note also that, since, for i ∈ [k − 1],
Zn,i(0) may converge in general to a non-zero limit, the above convergence to 0 cannot be
strengthened to a convergence in probability in D([0, T ] : R).
(ii) By Corollary 8 in Section 7.5, when µn,k is away from 0,
β′n(µn,k) = (1 + o(1))
dnµn,k+1
λnµn,k
as n → ∞. Hence the assumptions dn → ∞, λn → 1, µn,k → 1 and β′n(µn,k) → α < ∞ in
Theorem 9 say that µn,k+1 → 0. Since µn,k → 1, this in fact shows that µn → fk in l↓1, where
recall that fk is one of the fixed points of the fluid-limit (7.3) when λ = 1. The fact that
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the convergence happens in l↓1 can be seen on observing that if µn,k+1 ≤ ε then, by (7.37),
µn,k+1+i ≤ εd
i
n . This convergence, along with (7.9) shows that most queues will be of length
k on any fixed interval [0, T ]. We also note that in general
√
n(µn−fk) will diverge, and thus
√
n(Gn − fk) will typically not be tight, in this regime.
(iii) In the special case when the system starts sufficiently close to the near fixed point µn so that
zi = 0 for i > k + 1, the limit process Y simplifies to an essentially two dimensional process
given as, Yi(t) = 0 for i > 2, and
















(iv) The convergence behavior of Zn is governed by the sequence of parameters (dn, λn). In








→ 0, then the conditions µn,k → 1 and β′n(µn,k)→ α ∈ [0,∞) of
Theorem 9 are satisfied. Using this fact we make the following observations. For simplicity,
consider z = 0.
(a) Suppose that dn = log n, 1 − λn = log logn(logn)k . In this case the assumptions of Theorem 9
are satisfied and one essentially sees non-zero fluctuations only in the k-th and k + 1-th
coordinates. Note that as k becomes large, the traffic intensity increases and one sees
more and more coordinates of the near fixed point approach 1.
(b) With the same dn as in (a) but a somewhat lower traffic intensity given as 1 − λn =
(logn)1/2−ε
(logn)k
for some ε ∈ (0, 1/2), one sees that condition of the theorem are satisfied with
α = 0 (i.e. β′n(µn,k) → 0). Thus the limit process Y , in the case k > 1, simplifies to
Yi = 0 for i > 1 and Y1(t) =
√









(c) With higher values of dn, using Theorem 9, one can analyze fluctuations for systems with
higher traffic intensity. For example, suppose that dn =
√
n
logn . Then the conditions of the
theorem are satisfied with k = 1 and 1−λn ∼ (log n)2/
√
n. In fact in this case α = 0 and
the limit process is described by the one dimensional OU process (7.11). With a slightly
higher traffic intensity given as 1− λn = ((log n)2 − 2 log n log logn))/2
√
n one obtains a
two dimensional limit diffusion.
(d) The theorem allows for traffic intensity in the Halfin-Whitt scaling regime (i.e.
√
n(1 −




k and (1 − λn) = β+o(1)√n
for some β > β0 = 1/2k, the conditions of the theorem are satisfied with α = 0. With
slightly higher traffic intensity (e.g. β + o(1) replaced by β0 + (
1
k log log n− logα)/ log n)
conditions of the theorem are met with a non-zero α.
(e) Recall that a fixed point of (7.3) when λ = 1 takes the form fγk
.
= fk + γek, where k ∈ N
and γ ∈ [0, 1). Although Theorem 9 only considers settings where the near fixed point µn
converges to f0k = fk for some k, it is possible to give conditions under which µn converges
to a different fixed point. Specifically, suppose that 1  dk+1n  n and 1 − λn = adkn for
some a > 0. Then it can be checked using Lemma 22 that µn → fγk with γ = e
−a.
(v) Suppose for some a ∈ (0, 12), dn = n
a+o(1) and λn is taken as in Remark 7.2.3 (iv) with
k ∈ N such that a(k + 1) < 1. By Theorem 9, all but O(
√
n) queues will have length k over
bounded times. This result is analogous to (24, Theorem 1.1) which considers, for such choice
of dn, λn, the behavior of queues in equilibrium in a setting where dn queues are sampled
with replacement (instead of without replacement as in the current chapter). In fact, for
this scenario, (24, Theorem 1.1) is able to show a stronger result which says that with high
probability, as n → ∞, most of the queues in equilibrium will have length k and that there
will be no larger queues.
The next theorem describes the fluctuations of Zn when dn is of order
√
n.
Theorem 10. Suppose that dn√
n







with αn → α ∈ (−∞,∞]
and αn = o(n
1/4). Then, µn → f1 in l↓1. Suppose further that {‖Zn(0)‖1}n∈N is tight and Zn(0)
P−→
z in l2 with zr+ = 0 for some r ≥ 2. Then, as n→∞, Zn ⇒ Z in D([0,∞) : l2), where Z is the
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unique pathwise solution to:






















Zi(t) = zi −
∫ t
0
(Zi(s)− Zi+1(s))ds for each i ∈ {3 . . . r} ,
Zi(t) = 0 for each i > r,
and B is standard Brownian motion.
Remark 7.2.4.
(i) Note that the coefficients in the above system of equations are only locally Lipschitz and have
an exponential growth. However since c is positive, the system of equations has a unique
pathwise solution as is shown in Lemma 39.
(ii) Once more, when zi = 0 for all i > 2, the system of equations simplifies to a two dimensional
system given as Zi = 0 for all i > 2, and























(iii) In the regime considered in Theorem 10, the near fixed point µn can converge to only one
particular fixed point of (7.3), namely f1. As before, the term
√
n(µn− f1) may diverge and
thus
√
n(Gn(·)− f1) will in general not be tight.
(iv) Suppose that dn = c
√
n for some c > 0, z = 0 and 1 − λn = (β + o(1)) log n/
√
n for some
β > β0 = 1/2c. Then the assumptions of the above theorem are satisfied with α = ∞ and
the limit system simplifies to a one dimensional OU process given as Zi = 0 for all i > 1, and
Z1 satisifes (7.11). If (β + o(1)) log n is replaced by β0 log n + γ for some γ ∈ R, we instead
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Finally we consider the fluctuation behavior when dn 
√
n. This time the limit system will
involve reflected diffusion processes. Recall from (7.2) the definition of the Skorohod maps Γα and
Γ̂α associated with a reflection barrier at α ∈ R. We will extend the definition of these maps to
α =∞ by setting
Γ∞(f) = f, Γ̂∞(f) = 0 for f ∈ D([0,∞) : R). (7.12)















, and αn = O(n
1/6).
(7.13)
Then µn → f1 in l↓1. Suppose further that {‖Zn(0)‖1}n∈N is tight and Zn(0)
P−→ z in l2 where
z1 ≤ α and zr+ = 0 for some r ≥ 2. Then, as n→∞, Zn ⇒ Z ∈ D([0,∞) : l2), where (Z, η) is a

























Zi(t) = zi −
∫ t
0
(Zi(s)− Zi+1(s))ds for each i ∈ {3 . . . r} ,
Zi(t) = 0 for each i > r,
(7.14)
and B is a standard Brownian motion.
As a corollary to this Theorem, we obtain the specific regime considered in (91) (in fact we
provide a slight strengthening in that, unlike (91), we allow α = 0). See Remark 7.2.5 (v) for
further discussion.
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Corollary 6. As n → ∞, suppose that dn 
√
n log n and
√








n(Gn(·)− f1) and assume that the
sequence of random variables {‖Yn(0)‖1} is tight, and as n → ∞, Yn(0)
P−→ y ∈ l2 with yr+ = 0
for some r ≥ 2. Then Yn ⇒ Y in D([0,∞) : l2), where (Y , η̃) is the l2 × [0,∞) valued continuous
process given by the unique solution to
Y1(t) = Γ0
(






















Yi(t) = yi −
∫ t
0
(Yi(s)− Yi+1(s))ds for each i ∈ {3 . . . r} ,
Yi(t) = 0 for each i > r,
and B is a standard Brownian motion.
Remark 7.2.5.
(i) The existence and uniqueness of solutions to the stochastic integral equations in (7.14) fol-
lows by standard fixed point arguments on using the Lipschitz property of the map Γα on
D([0,∞) : R). This system of equations can equivalently be written as










Zi(t) = zi −
∫ t
0
(Zi(s)− Zi+1(s))ds for each i ∈ {3 . . . r} ,
Zi(t) = 0 for each i > r,
(7.15)
where η = 0 when α =∞, and when α ∈ R, it satisfies
η(0) = 0 and η is a monotonically increasing function.
Z1(t) ≤ α∫ ∞
0




(ii) The convergence µn → f1 along with tightness of {Zn}n∈N shows that, under the conditions
of Theorems 10 or 11, most queues will be of length 1 on any fixed interval [0, T ].
(iii) The limit system in Theorem 11 simplifies when zi = 0 for i > 2 and is given as Zi = 0 for all
i > 2, and










where η is as in the statement of the theorem.
(iv) Suppose that dn =
√




assumptions in Theorem 11 are satisfied with α = 0. In this case the reflection barrier is at 0,
namely Z1(t) ≤ 0 for all t. Also note that since
√
n(1−λn)→ a, we have that µn,1 = λn → 1.
Since dn/
√










n(1− (1− λn))dn+1 → 0.
Using µn,i+1 ≤ µdnn,i, see that
√
n(µn−f1)→ −ae1 ∈ l1 and hence the fluctuations ofGn about





n(µn − f1), we see that, under the condition of the above theorem, Yn ⇒ Y
in D([0,∞) : l2), where Y = Z − ae1 and hence, assuming zi = 0 for i > 2, (Y , η̃) ∈
C([0,∞) : l2 × R+) is the unique solution to (7.16) with (Z1, η, α) replaced with (Y1, η̃,−a),
and the equations










where y = z − ae1 and B is a standard Brownian motion. In particular, the limit Y takes
the same form as in (45, 91).
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(v) Suppose that dn 
√
n log n. Then it is easy to see that (7.13) holds with some α > 0 if and
only if
√
n(1 − λn) → α > 0. This regime was studied in (91). Using the arguments as in
(iv) above, it is easy to check that
√
n(µn − f1)→ −αe1 in l1 (and hence l2). Corollary 6 is
immediate from this and Theorem 11. In particular we recover (91, Theorem 3). However the






n log n and that (7.13) holds with α <∞. Then, as observed in (91),




n log dn)/dn+αn →
∞. Nevertheless the process Zn converges in distribution and the limit process has a reflecting
barrier at α, i.e. Z1 ≤ α. In particular, unlike the case dn 
√
n log n, the barrier in this case
does not come from the constraint Gn,1 ≤ 1.
(vii) Theorem 11 allows for a slower approach to criticality than n−1/2, e.g. λn such that n
1/3(λn−
1) → γ > 0. In this case α = ∞ and there is no reflection. When zi = 0 for all i ≥ 1, this
system reduces to the one dimensional OU process given by (7.11) with Zi = 0 for i > 1.
7.3 Poisson Representation of State Processes
We now embark on the proofs of the main results. We start with a brief overview of the
organization of the proofs. In this Section we describe a specific construction of the state process.
Proof of the law of large numbers (Theorem 8) is given in Section 7.4. Section 7.5 describes fine-
scaled (deterministic) properties of the function βn and the near fixed points µn which play a
key technical role in the proofs of our diffusion approximations. Section 7.6 derives preliminary
estimates required to prove all the main results for the fluctuations of the state process. Sections
7.7, 7.8 and 7.9 complete the proofs of Theorem 9, 10 and 11 respectively.
We start with a specific construction of the state process through time changed Poisson pro-
cesses (cf. (66, 46)). A similar representation has been used in previous work on JSQ(d) systems
(cf. (91, 45)). Let {Ni,+, Ni,− : i ≥ 1} be a collection of mutually independent rate one Poisson
processes given on some probability space (Ω,F ,P ). Then Gn has the following (equivalent in
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An,i(t), i ∈ N, t ≥ 0. (7.18)
Here Dn,i describe events causing a decrease in Gn,i owing to completion of service events for jobs
in queues of length exactly i whilst An,i describe events causing an increase in Gn,i which only
occur if the chosen queue of a new job has exactly i− 1 individuals; this occurs if amongst the dn
random choices made by this job, all of the chosen queues have load at least i− 1 but not all have
load at least i.
Let
F̃nt = σ {Ani (s), Dni (s), s ≤ t, i ≥ 1} ,















































(Gn,i(s)−Gn,i+1(s))ds, i ≥ 1,
〈Mn,i,−,Mn,j,−〉t = 0, 〈Mn,i,+,Mn,j,+〉t = 0, for all i, j ≥ 1, i 6= j and
〈Mn,i,+,Mn,k,−〉t = 0 for all i, k ≥ 1.
























We will assume throughout thatGn(0) ∈ l↓1 a.s. Then it follows that, for every t ≥ 0, ‖Gn(t)‖1 <∞
almost surely. Indeed, over any time interval [0, t] finitely many jobs enter the system a.s. and
denoting by k(n) the number of jobs that arrive over [0, t], we see that ‖Gn(t)‖1 ≤ ‖Gn(0)‖1 +
k(n)/n < ∞ a.s. Thus Gn is a stochastic process with sample paths in D([0,∞) : l↓1). Note that,
for any t > 0, ‖Gn(t)−Gn(t−)‖1 ≤
1
n .
Remark 7.3.1. Let an, b : l
↓
1 → l1 be given by
an(x)i
.
= λn(βn(xi−1)− βn(xi)), b(x)i
.
= xi − xi+1, x ∈ l↓1, i ≥ 1,
where, by convention, for x ∈ l↓1, x0 = 1. Then (7.21) can be rewritten as an evolution equation in
l1 as,







= (Mn,i(t))i≥1 is a stochastic process with sample paths in D([0,∞) : l1) and the
integral is a Bochner-integral (133). Note that the near fixed point µn from Definition 9 satisfies
an(µn) = b(µn). It is in fact the unique solution to,
an(x) = b(x) for x ∈ l↓1, (7.24)
as is seen by adding up all the coordinates of (7.24) and using x ∈ l1. In Lemma 15 we will see that
for any T > 0, as n→∞, supt≤T ‖Mn(t)‖2
P−→ 0. Hence if Gn(0) = µn, then by (7.23), we expect
the process Gn(t) to stay close to µn (over any compact time interval) as n → ∞. In this sense
µn can be viewed as a ‘near fixed point’ of Gn(·) and the terminology in Definition 9 is justified.
Another reason for this terminology comes from the results in Theorems 9–11 which show that,
under conditions, µn converges to one of the fixed points of the fluid limit (7.3) when λ = 1.
7.4 The Law of Large Numbers
In this section we prove Proposition 7 and Theorem 8.
7.4.1 Uniqueness of Fluid Limit Equations.
In this subsection we show that there is at most one solution of (7.3) in C
(
[0,∞) : l↓1 × l∞
)
.
Results of Section 7.4.2 will provide existence of solutions to this equation. Suppose (g,v) and
(g′,v′) are two solutions to (7.3) in C
(
[0,∞) : l↓1 × l∞
)
. We will now argue that the two solutions
are equal.




[0, T ] : l↓1
)
, there is a constant C ∈ (0,∞) so that sups≤T ‖g(s)‖1 ∨ sups≤T ‖g′(s)‖1 ≤ C. Since





= dC + 1e ∈ N shows that sups≤T gi(s) ∨ g′i(s) < 1 for any i ≥ M . But then by
the equivalent representation of (7.3) given in (7.4) (in particular the second line), we must have
vi = v
′
i = 0 for any i ≥M . This proves the claim.
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Since vi = v
′
i = 0 for i ≥ M , the first line of the equivalent formulation in (7.4) shows that
both x = g and x = g′ satisfy the integral equations
xi(t) = ri −
∫ t
0
(xi(s)− xi+1(s))ds for i ≥M + 1 and t ∈ [0, T ].
By standard arguments using Gronwall’s lemma (46, Appendix 5), we then must have gi = g
′
i for
each i ≥ M + 1. Indeed, letting zi(·)
.














v(s)ds, t ∈ [0, T ],
which implies that v(t) = 0 for t ∈ [0, T ].
We now show that gi = g
′
i for i ≤M . From the definition of the Skorohod map in (7.2) we see
that for f1, f2 ∈ D([0,∞) : R) with fi(0) ≤ 1, i = 1, 2, and t ≥ 0
‖Γ1(f1)− Γ1(f2)‖∗,t ≤ 2 ‖f1 − f2‖∗,t ,
∥∥∥Γ̂1(f1)− Γ̂1(f2)∥∥∥
∗,t
≤ ‖f1 − f2‖∗,t .
Thus, since (g,v) and (g′,v′) solve (7.3),
∥∥gi − g′i∥∥∗,t ≤ 2(∫ t
0
∥∥gi − g′i∥∥∗,s ds+ ∫ t
0
∥∥gi+1 − g′i+1∥∥∗,s ds+ ∥∥vi−1 − v′i−1∥∥∗,t), and (7.26)∥∥vi − v′i∥∥∗,t ≤ ∫ t
0
∥∥gi − g′i∥∥∗,s ds+ ∫ t
0
∥∥gi+1 − g′i+1∥∥∗,s ds+ ∥∥vi−1 − v′i−1∥∥∗,t (7.27)
for any i ≥ 1. Let Ht
.
= maxi∈{1,...M} ‖gi − g′i‖∗,t. Note gM+1 = g
′
M+1 and hence Ht =
maxi∈{1,...M+1} ‖gi − g′i‖∗,t. Then from (7.27), we have
∥∥vi − v′i∥∥∗,t ≤ 2 ∫ t
0
Hsds+
∥∥vi−1 − v′i−1∥∥∗,t for any i ≤M. (7.28)
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Repeatedly using (7.28) along with v0 = v
′
0 shows that ‖vi − v′i‖∗,t ≤ 2i
∫ t
0 Hsds for any i ≤ M .
Using this bound in (7.26) shows for 1 ≤ i ≤M :











Hence considering the maximum of ‖gi − g′i‖∗,t over 1 ≤ i ≤M we get
0 ≤ Ht ≤ 4M
∫ t
0
Hsds for each t ∈ [0, T ].
Gronwall’s Lemma now shows that HT = 0, and hence gi = g
′
i for i = 1 . . .M . Finally, since
v0 = v
′
0, we see recursively from the second equation in (7.3) that vi = v
′
i for all i ≥ 0.
7.4.2 Tightness and Limit Point Characterization
Some of the arguments in this section are similar to (91) however in order to keep the pre-
sentation self-contained we provide details in a concise manner. The next result establishes the
convergence of the martingale term Mn in the semimartingale decomposition in (7.23). Through-
out this subsection and the next we assume that the conditions of Theorem 8 are satisfied, namely,
Gn(0)
P−→ r in l↓1, λn → λ and dn →∞, as n→∞.
Lemma 15. For any T > 0, sups≤T ‖Mn(s)‖2
P−→ 0.
Proof. It suffices to show that for any T > 0, limnE sups≤T ‖Mn(s)‖
2
2 = 0. Applying Doob’s
maximal inequality we have that
E sup
s≤T
































T (1 + λn)
n
.
Sending n→∞ in (7.30) completes the proof of the lemma.
The next lemma characterizes compact sets in l↓1. The proof is standard and can be found for
example in (91).
Proposition 12. A subset C ⊆ l↓1 is precompact if and only if the following two conditions hold:
1. (norm-bounded) supx∈C ‖x‖1 <∞, and
2. (uniformly decaying tails) lim supM→∞ supx∈C
∑
i>M |xi| = 0.
Lemma 16. For each n ∈ N there is a square integrable {Fnt }-martingale {Ln(t)} such that, for
any t ≥ 0,
sup
s∈[0,t]
‖Gn(s)‖1 ≤ ‖Gn(0)‖1 + λnt+ Ln(t).
Furthermore, 〈Ln〉t ≤
λnt
n , for all t ≥ 0.

























Hence ‖Gn(t)‖1 is the total number of jobs in the system at time t, divided by n.
Since the total number of jobs in the system at time t is bounded above by the sum of number
of job arrivals by time t and the initial number of jobs, sups∈[0,t] ‖Gn(s)‖ ≤ ‖Gn(0)‖1 +
An(t)
n , where
An(t) is the total number of arrivals to the system by time t. Since, An is a Poisson process with
arrival rate λnn, the result follows on setting Ln(t) =
An(t)
n − λnt, t ≥ 0.
The estimate in the next lemma will be useful when applying Aldous-Kurtz tightness criteria
(46) for proving tightness of {Gn}.
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Lemma 17. Fix n ∈ N and δ ∈ (0,∞). Let τ be a bounded {Fnt }-stopping time. Then
E ‖Gn(τ + δ)−Gn(τ)‖1 ≤ (λn + 1)δ
Proof. From (7.18), for any i ∈ N,
|Gn,i(τ + δ)−Gn,i(τ)| ≤
1
n
(An,i(τ + δ)−An,i(τ) +Dn,i(τ + δ)−Dn,i(τ)). (7.31)















Using the above identities in (7.31)









Adding (7.32) over various values of i ∈ N, we have


















≤ (λn + 1)δ.
The following lemma will be useful in verifying the tightness of {Gn(t)} in l↓1 for each fixed
t ≥ 0.
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Lemma 18. For every n,m ∈ N there is a square integrable {Fnt } martingale Ln,m(·) so that, for















Proof. From (7.17), for any i ∈ N and t ≥ 0:













































βn(Gn,i−1(s))− βn(Gn,i(s))ds, t ≥ 0,
L̃n,m(t)
.





















where, for the last inequality we have used (7.25). The lemma now follows on setting Ln,m(t) =
L̃n,m(t)/n and and using (7.34).
Recall that under our assumptions, λn → λ and dn →∞ as n→∞.
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Lemma 19. Suppose that {Gn(0)}n≥1 is a tight sequence of l↓1 valued random variables. Then for
any T > 0, {Gn}n≥1 is a tight sequence of D
(
[0, T ] : l↓1
)
valued random variables.
Proof. To show that {Gn}n≥1 is tight it suffices to show that (cf. (67, Theorem 2.7))
1. For any t ∈ [0, T ] and ε > 0, there is a compact set Γ ⊆ l↓1 so that infn∈NP (Gn(t) ∈ Γ) ≥ 1−ε.
2. limδ→0 lim supn→∞ supτ≤T E ‖Gn(τ + δ)−Gn(τ)‖1 = 0, where the innermost supremum is
taken over all Fnt -stopping times τ that are bounded by T − δ.
The second condition is immediate from Proposition 17. Now consider (1). Fix ε > 0. Let
λ̄ = supn≥1 λn. Since Gn(0) is tight, there is a compact K1 ⊂ l
↓
1 such that
P (Gn(0) ∈ K1) ≥ 1−
ε
8
for all n ∈ N.
From Proposition 12 there is a κ1 ∈ (0,∞) such that supx∈K1 ‖x‖1 ≤ κ1. From Lemma 16 we can
find κ2 ∈ (0,∞) so that




Then, using the above estimates and Lemma 16 again, with κ = κ1 + κ2,










for all k ∈ N. Define
K2 =















Since K1 is compact, it is immediate from Proposition 12 that K2 is precompact in l
↓
1. Also, using
Lemma 18, for any t ∈ [0, T ],
P (Gn(t) ∈ Kc2) ≤ P (‖Gn‖1,T ≥ κ) + P (Gn(0) ∈ K
c





















where the second inequality follows from Doob’s maximal inequality and from the expression of
〈Ln,mk〉 in Lemma 18 and the third inequality follows from the choice of {mk}. This proves (1)
and completes the proof of the lemma.
The following lemma gives a characterization of the limit points of Gn.
Lemma 20. Fix T ∈ (0,∞). Suppose that, along some subsequence {nk}k≥1, Gnk ⇒ G in
D
(
[0, T ] : l↓1
)
as k → ∞. Then G ∈ C
(
[0, T ] : l↓1
)
a.s., and (7.3) is satisfied with (gi, vi) replaced
with (Gi, Vi), where Vi are defined recursively using the second equation in (7.3) with V0(t) = λt
for t ≥ 0.
Proof. From Lemma 15 we see that Mnk
P−→ 0, in D([0, T ] : l2). By Skorohod embedding theorem,
let us assume that Gnk ,Mnk ,G are all defined on the same probability space and
(Gnk ,Mnk)→ (G, 0), a.s.
in D
(
[0, T ] : l↓1 × l2
)
. Since the jumps of Gn have size at most 1/n, G is continuous and
‖G(s)−Gnk(s)‖1,T → 0 a.s. Similarly, ‖Mnk(s)‖2,T → 0 almost surely. To simplify notation





0 βn(Gn,i(s))ds for i ≥ 1 and Vn,0(t)
.




(Gn,i(s)−Gn,i+1(s))ds+ Vn,i−1(t)− Vn,i(t) +Mn,i(t). (7.35)
For i ∈ N, sups≤T |Gn,i(s)−Gi(s)| ≤ sups≤T ‖Gn(s)−G(s)‖1 → 0 and sups≤T |Mn,i(s)| ≤
sups≤T ‖Mn(s)‖2 → 0, almost surely as n → ∞. We now show that, for each i ∈ N0, Vn,i
converges uniformly (a.s.) to some limit process Vi. Clearly this is true for i = 0 and in fact
V0(t) = λt, t ≥ 0. Proceeding recursively, suppose now that Vn,i−1 → Vi−1 for some i ≥ 1. Then,
since all the terms in (7.35), except Vn,i, converge uniformly, Vn,i must converges uniformly as well




(Gi(s)−Gi+1(s))ds+ Vi−1(t)− Vi(t), a.s.
This shows the first line in (7.4) is satisfied with (gi, vi) replaced with (Gi, Vi).
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We now show that the second line in (7.4) is satisfied as well. Since Vi is the limit of {Vn,i},
the following properties hold:
(i) V0(t) = λt for all t ∈ [0, T ].
(ii) Vi is continuous, non-decreasing and Vi(0) = 0.
(iii) For any t ∈ [0, T ],
∫ t




















where the first equality holds since Gi is a continuous and bounded function and Vn,i → Vi
uniformly on [0, T ]; the second equality uses the definition of Vn,i, the third is from the
dominated convergence theorem, and the fourth follows since βn(x) ≤ xdn , for x ∈ [0, 1] and
dn →∞, βn(x)→ 0 for every x ∈ [0, 1).
Thus we have verified that the second line in (7.4) is satisfied with (Gi, Vi) as well. The result is
now immediate from Remark 7.2.1.
7.4.3 Completing the Proof of LLN
We can now complete the proofs of Proposition 7 and Theorem 8.
Proof of Proposition 7. Fix r ∈ l↓1, λ > 0 and choose a sequence rn ∈ l
↓
1 such that rn → r in l
↓
1 and
for each i, nrn,i ∈ N0. Consider parameters λn = λ, dn = n and a JSQ(dn) system initialized at
Gn(0) = rn. From Lemma 20 we have that there is at least one solution of (7.3) which is given as
a limit point of an arbitrary weakly convergent subsequence of Gn (such a sequence exists in view
of the tightness shown in Lemma 19). The fact that this equation can have at most one solution
was shown in Section 7.4.1. The result follows.
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Proof of Theorem 8. Since Gn(0)
P−→ r in l↓1, the hypothesis of Lemma 19 is satisfied, and thus the
sequence {Gn}n≥1 is tight in D
(
[0, T ] : l↓1
)
for any fixed T > 0. The result is now immediate from
Lemma 20 and unique solvability of (7.3) shown in Proposition 7.
Remark 7.4.1. We note that the proofs of Lemma 20 and Theorem 8 also show that, under the







where (gi, vi) is the unique solution of (7.3).
7.5 Properties of the Near Fixed Point
In this section we give some important properties of the near fixed point µn that will be
needed in the proofs of fluctuation theorems. Since µn is defined in terms of the function βn, we
begin by giving some results on the asymptotic behavior of βn and its derivatives. Proofs follow via
elementary algebra and Taylor’s approximation and can be found in Section 7.10. Roughly speaking,
these results control the error between sampling with and without replacement of dn servers from
a collection of n servers. We first note that the function βn is differentiable on (0, 1) \ {dn−1n } and










for x ∈ (dn − 1
n





As a convention, we set β′n(x) = 0 for x =
dn−1
n .
Note that f(t) = a+tb+t is an increasing function of t on (−b,∞) when b > a. Using this fact in
(7.8) shows that, when dn ≤ n,
0 ≤ βn(x) ≤ xdn
.
= γn(x), x ∈ [0, 1]. (7.37)
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Using the same fact in (7.36) shows that, for dn < n,




, x ∈ (0, 1). (7.38)
The following lemma estimates the ratio between βn and γn and its derivatives.















Corollary 7. Assume dn  n. Then for any ε ∈ (0, 1)
sup
x∈[ε,1]






Recall the near fixed points µn = (µn,i)i≥1 introduced in Definition 9.








Lemma 22. Assume dn  n and fix ε ∈ (0, 1). Then there is a C ∈ (0,∞) and n0 ∈ N such that,
if for some k ∈ N and n1 ∈ N, µn,k ≥ ε for all n ≥ n1, then for all n ≥ n1 ∨ n0









Corollary 9. Suppose that dn → ∞ and that for some k ∈ N dk+1n  n. Suppose also that
1−λn = ξn+log dndkn where ξn → − log(α) ∈ (−∞,∞] and
ξ2n
dn
→ 0. Then µn,k → 1 and β′n(µn,k)→ α.
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Lemma 23. Suppose that λn ↗ 1, dn → ∞ and dn  n. Suppose also that, for some k ≥ 2,




The following result is along the lines of Lemma 21. It allows for weaker assumptions on dn
but gives an approximation only in a neighborhood of 1.
Lemma 24. Suppose that dn
n2/3











The next result shows that if dn →∞, then the behavior of βn(x) is interesting only when x is
sufficiently close to 1 .
Lemma 25. Suppose that dn →∞, and let εn
.
= 2 log dndn . Then as n→∞ supx∈[0,1−εn] |βn(x)| → 0.
Furthermore, if lim supn
dn
n < 1 then we also have supx∈[0,1−εn] |β
′
n(x)| → 0.
7.6 Preliminary estimates under diffusion scaling
Recall the near fixed point µn from Definition 9 and the process Zn introduced in (7.1). Also,
recall the maps an and b from Remark 7.3.1. We will extend the definition of βn and β
′
n to R by
setting βn(x) = β
′
n(x) = 0 for x < 0. Further, in what follows, for z < 0 and real valued integrable
function h(·), the integral
∫
[0,z] h(u)du = −
∫
[z,0] h(u)du. We start by giving a semimartingale
decomposition for Zn.
Lemma 26. For t ≥ 0, Zn(t) satisfies










where An : l∞ → l∞ is given as
An(z)i = tn,i−1(zi−1)− tn,i(zi), i ∈ N (7.44)












dy, z ∈ R
tn,0(z)
.
= 0, z ∈ R.
(7.45)



































n)− βn(µn,i)} for i ≥ 1
0 if i = 0
(7.46)
Clearly, the tn,i defined in (7.46) is same as that given in (7.45). The result follows.
Lemma 27. Suppose that dn → ∞, λn → 1, and for some k ≥ 1, Gn(0)
P−→ fk in l1. Then there




2Bek in D([0,∞) : l2).
Proof. Fix T > 0. Since Gn(0)→ fk and fk is a fixed point of (7.3), by Theorem 8, Gn
P−→ fk in
D([0, T ] : l1), where fk here is viewed as the function on [0, T ] that takes the constant value fk ∈ l1.




0 βn(Gn,i(s))ds converge uniformly on
[0, T ] in probability to vi(t), where vi solves




= t, where recall that id : [0, T ] → [0, T ] is the identity map. Recalling the definition of





t if i < k
0 if i ≥ k.
(7.48)











→ (fk,i − fk,i+1)id + vi−1(·)− vi(·) = H(·),





2t if i = k
0 if i 6= k
, t ∈ [0, T ].































→ 0, as n→∞,
where the last convergence follows by the dominated convergence theorem on noting that the
right side of (7.49) is bounded above by supn(1 + λn) < ∞. The result now follows on using
the martingale central limit theorem (cf. (46, Theorem 7.1.4)) for the k-dimensional martingale
sequence (
√
nMn,1, · · · ,
√
nMn,k).
Recall the functions tn,i from Lemma 26.
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)∣∣∣∣ ≤ λn sup
0≤x≤µn,r+ L√n
β′n(x)

















Since the jumps of Zn are of size
1√
n
, we see that, for any T > 0
‖Zn‖2,T∧τn,L ≤ L. (7.51)
Recall from Section 7.1.2 the vector zr+ ∈ R∞ associated with a vector z ∈ R∞.
Lemma 29. Suppose that as n→∞, Gn(0)
P−→ fk in l↓1 and Zn,r+(0)
P−→ 0 in l2 for some r > k.
Then for any T, L > 0, ‖Zn,r+‖2,T∧τn,L
P−→ 0.












|∆n,i(z)| → 0, as n→∞. (7.52)
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Next, from (7.43), for i ≥ r + 1 > k + 1













where we use τn instead of τn,L for notational simplicity. Then, observing from (7.52) that
supi≥k+1 supt∈[0,τn] |∆n,i(Zn,i(t))| ≤ δn,L, we have








∣∣√nMn,i(t ∧ τn)∣∣ . (7.53)
Define maps A1,A2 : R∞ → R∞ by
(A1x)i =

x1 i = 1
xi−1 + xi i ≥ 2
(A2x)i = xi + xi+1, i ∈ N.
Then by collecting (7.53) over all i ≥ r + 1 we get
|Zn,r+(t ∧ τn)| ≤ |Zn,r+(0)|+ δn,M
∫ t∧τn
0








∣∣√nMn,r+(t ∧ τn)∣∣ (7.54)
where the absolute values and the integrals are interpreted as being coordinate-wise for infinite
dimensional vectors. Now noting that the maps Ai, when considered from l2 → l2, are bounded











Using the triangle inequality in (7.54) shows for any t ≤ T
‖Zn,r+(t ∧ τn)‖2 ≤ ‖Zn,r+(0)‖2 +
∥∥√nMn,r+∥∥2,T + δn,MMT




where we have used that
∫ t∧τn
0 |Zn,r(s)| ds ≤ Lt. Hence, using Gronwall’s inequality
‖Zn,r+‖2,T∧τn ≤
(
‖Zn,r+(0)‖2 + δn,LLT +
∥∥√nMn,r+∥∥2,T)e2(1+δn,L)T
Now, as n → ∞, ‖Zn,r+(0)‖2




by Lemma 27. The result follows.
The following elementary lemma will allow us to replace τn,L∧T with T in various convergence
results. The proof is omitted.
Lemma 30. Fix T ∈ [0,∞). Suppose for each n ∈ N and L > 0 that τn,L is a [0, T ] valued
random variable such that limL→∞ supnP (τn,L < T ) → 0 for some T > 0. Suppose that there is
a sequence of stochastic processes {Fn}n∈N with sample paths in D([0, T ] : R) such that for each
L > 0 |Fn|∗,T∧τn,L
P−→ 0 as n→∞. Then in fact |Fn|∗,T
P−→ 0 as n→∞.
The next lemma gives conditions under which the near fixed point µn converges to f1.
Lemma 31. Let 0 ≤ εn
.
= 1 − λn be such that εn → 0 and εndn → ∞. Then µn → f1 in l1 as
n→∞.
Proof. Since dn → ∞ under our assumptions, in order to show µn → f1 in l1 it suffices to show
that (1) µn,1 → 1 , and (2) µn,2 → 0. The convergence in (1) is immediate on observing that
µn,1 = λn = 1− εn → 1, and (2) follows by noting from Definition 9 and (7.37) that µn,2 ≤ µdnn,1 =
(1− εn)dn ≤ e−εndn → 0.
The following lemma gives a convenient approximation of the term tn,1 introduced in (7.45) in
terms of certain exponentials.
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∣∣∣∣∣∣ = 0. (7.55)
Proof. We only consider the case 0 < z ≤ L. The case −L ≤ z < 0 is treated similarly. Recall that
µn,1 = λn. Noting that dn(1 − λn + L√n)
2 ≤ 4dn( log
2 dn
d2n
+ α2n/n + L
2/n) → 0 we have on applying
Lemma 24 with εn = (1− λn + L√n) that, for any |z| ≤ L,






































Using expansion for log(1 + h) around h = 0 and once more the fact that dn
(
1− λn + L√n
)2
→ 0,









































Proof of the following lemma proceeds by standard arguments but we provide details in Section
7.10.9.
Lemma 33. Fix T > 0. Let f, g,M be three bounded measurable functions from [0, T ] → R
and assume further that M is a right continuous bounded variation function. Suppose that m
.
=
infs∈[0,T∧τ ] f(s) > 0 for some τ ≥ 0. Let z : [0, T ] → R be a bounded measurable function that
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+ 2 |M |∗,T∧τ + e
−mt(|z(0)|+ |M(0)|).
Lemma 34. Fix T ∈ (0,∞). For each n, let Vn be a martingale with respect to some filtration
{Gnt } such that Vn(0) = 0. Let (rn)∞n=1 be a positive sequence so that limn→∞ rn = +∞. Suppose

















































where the inequality on the second line is from Doob’s maximal inequality.
7.7 Proof of Theorem 9
Now we start with some preliminary lemmas. Recall from Remark 7.2.3(ii) that under the hy-
pothesis of Theorem 9 we have µn → fk ∈ l↓1 as n→∞. Along with the tightness of {‖Zn(0)‖1}n∈N
this also shows that Gn(0)→ fk ∈ l↓1 as n→∞.
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Lemma 35. Let dn → ∞, dn√n → 0, and λn ↗ 1. Assume that for some k ∈ N, µn → fk in R
∞.













Proof. To prove (7.57), we will approximate β′n(x) by γ
′







Since µn,k → 1, there is an N0 so that for n ≥ N0, µn,i + y√n ≥
1
2 , for any i ≤ k and y ∈ R with




























































Remark 7.7.1. Suppose that the hypothesis of Lemma 35 hold. Recall the definition of ∆n,i for





n(µn,i)z)I{z 6=0} − 1 if 1 ≤ i ≤ k (7.58)
where tn,i is defined by (7.45). With this extension
tn,i(z) =

β′n(µn,i)(1 + ∆n,i(z))z if 1 ≤ i ≤ k
∆n,i(z)z if i > k
. (7.59)
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|∆n,i(z)| → 0 as n→∞. (7.60)
The following corollary is an immediate consequence of Remark 7.7.1 and Lemma 26.
Corollary 10. Under the hypothesis of Lemma 35, Zn satisfies the following integral equations.










For i ∈ {2, . . . k}













For i = k + 1













For i > k + 1

































Lemma 36. Suppose λn ↗ 1, dn → ∞ and dn  n. Assume that for some k ≥ 2 µn,k → 1 and
β′n(µn,k)→ α ∈ [0,∞) as n→∞. Define the k − 1× k − 1 tridiagonal matrix An(s) as
An(s)[j, j] = an,j(s) + 1, 1 ≤ j ≤ k − 1,
An(s)[j, j + 1] = −1, 1 ≤ j ≤ k − 2,
An(s)[j, j − 1] = −an,j−1(s), 2 ≤ j ≤ k − 1,
(7.62)
and for all other j, k, An(s)[j, k] = 0, where an,i(s)
.
= β′n(µn,i)(1 + ∆n,i(Zn,i(s))). Then for any












= an,i(s)+1. and Bn(s)
.
= An(s)+An(s)
t. Then Bn(s) is a symmetric tridiagonal
matrix with entries
Bn(s)[j, j] = 2bn,j(s), 1 ≤ j ≤ k − 1,
Bn(s)[j, j + 1] = −bn,j , 1 ≤ j ≤ k − 2,











∣∣∣∣→ 0 as n→∞.








where ‖·‖F is the Frobenius norm and H is the k − 1× k − 1 tridiagonal matrix given as
H[j, j] = 2, 1 ≤ j ≤ k − 1,
H[j, j + 1] = −1, 1 ≤ j ≤ k − 2,
H[j, j − 1] = −1, 2 ≤ j ≤ k − 1,
Note for any ~x = (x1, x2, . . . , xk−1) ∈ Rk−1 by completing squares
~xtH~x = x21 + (x2 − x1)2 + (x3 − x2)2 + · · ·+ (xk−2 − xk−1)2 + x2k−1,
which is always non-zero if ~x 6= 0. Let c .= inf‖~x‖=1 ~xtH~x. Since the unit sphere is compact, the














∥∥b−1n Bn −H∥∥F ‖~x‖2 ≥ (c− ∥∥b−1n Bn −H∥∥F ) ‖~x‖2 .
By (7.64), there is an N0 ∈ N so that for each n ≥ N0 and each s ∈ [0, T ∧ τn,L],
∥∥b−1n Bn −H∥∥F ≤
c/2. Hence for each ~x ∈ Rk−1
2~xtAn(s)~x = ~x
2Bn(s)~x ≥ (c/2)bn ‖~x‖2 .
Since bn →∞, this completes the proof.
Lemma 37. Suppose that the hypothesis of Theorem 9 holds with k ≥ 2 and let ~Xn
.
=









∥∥∥ ~Xn(s)∥∥∥ P−→ 0, (7.66)
as n→∞.
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Proof. Let ~Wn = (
√
nMn,1, . . . ,
√








where ~ek−1 is the vector (0, 0, . . . , 0, 1)
′ ∈ Rk−1 and An(s) is k− 1× k− 1 matrix defined in (7.62).
Using Ito’s formula to the function f(~x) = ‖~x‖2 along with the semimartingale representation from
(7.67)
∥∥∥ ~Xn(t)∥∥∥2 = ∥∥∥ ~Xn(0)∥∥∥2 + 2 ∫ t
0+
〈 ~Xn(s−), d ~Xn(s)〉+ [ ~Wn]t
=
∥∥∥ ~Xn(0)∥∥∥2 − 2 ∫ t
0




























〈 ~Xn(s−), d ~Wn(s)〉+ [ ~Wn]t
then (7.68) becomes
∥∥∥ ~Xn(t)∥∥∥2 = ∥∥∥ ~Xn(0)∥∥∥2 − 2 ∫ t
0
fn(s)








fn(s)→ +∞ as n→∞. (7.70)

























where the second to last inequality is obtained by using ‖Zn‖2,T∧τn,L ≤ L. From the proof of
Lemma 27 we see that for any i ≤ k − 1, E 〈
√
nMn,i〉T → 0 as n→∞. Hence from the definition
of Bn and ~Wn
|Bn|∗,T∧τn,L
P−→ 0 as n→∞. (7.71)
Applying Lemma 33 to (7.69) with z(t) = ‖Xn(t)‖2, f = 2fn, g = gn, M = Bn, and τ = τn,L shows
for any t ∈ [0, T ∧ τn,L]
∥∥∥ ~Xn(t)∥∥∥2 ≤ |gn|∗,T∧τn,L
2mn
+ 2 |Bn|∗,T∧τn,L + e
−2mnt
(∥∥∥ ~Xn(0)∥∥∥2 + |Bn(0)|).




mn and using (7.70), (7.71), |gn|∗,T∧τn,L ≤ 2L
2 and ~Xn(0)




∥∥∥ ~Xn(t)∥∥∥ P−→ 0.
Since εn → 0, this shows (7.66) for any fixed ε > 0. Finally, from (7.69), we see that
sup
t∈[0,εn∧τn,L∧T ]
∥∥∥ ~Xn(t)∥∥∥2 ≤ ∥∥∥ ~Xn(0)∥∥∥2 + |gn|∗,T∧τn,L εn + |Bn|∗,T∧τn,L .
The convergence in (7.65) is now immediate on using that εn → 0, |gn|∗,T∧τn,L ≤ 2L
2 and (7.71)
holds.


































which from (7.66) converges to 0 as n→∞. Since δ > 0 was arbitrary, this completes the proof.
Proof of Theorem 9. Recall the conditions in the theorem. By Remark 7.2.3(ii) and the tightness of
{‖Zn(0)‖1}n∈N, the hypothesis of Lemma 27 holds. Hence by Skorokhod’s embedding theorem, we
can assume that {(Zn(0),Mn)}n∈N and a standard Brownian motion B are defined on a common







‖Zn(0)− z‖2 → 0 (7.74)







i=1 Zn,i, Zn,k+1, . . . , Zn,r) be the stochastic process with sample paths in D([0, T ] : Rm)
corresponding to the first m coordinates of Yn. Note Yn,m+ = Zn,r+, Zn,k = Yn,1−
∑k−1
i=1 Zi, and
































































where an,k(s) is as in Lemma 36 and δn,i(s)
.
= ∆n,i(Zn,i(s)) for i ∈ N.
Since ‖Zn‖2,T∧τn,L ≤ L, we have by (7.60) that, for any i ∈ N,
|δn,i|∗,T∧τn,L ≤ γn,L → 0 as n→∞. (7.78)
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Moreover since β′n(µn,k)→ α ∈ [0,∞), this also shows that the term
sup
s∈[0,T∧τn,L]
|an,k(s)− α| → 0 as n→∞. (7.79)
We now show that
‖Yn − Y ‖2,T∧τn,L
P−→ 0 as n→∞. (7.80)
To see this, note that, by Remark 7.2.3(ii) , the hypothesis of Lemma 29 is satisfied, and hence
‖Zn,r+‖2,T∧τn,L
P−→ 0. Since Yn,m+ = Zn,r+ and Ym+ = 0, this shows that
‖Yn,m+ − Ym+‖2,T∧τn,L
P−→ 0. (7.81)
Thus in order to prove (7.80) it suffices to show that
∑m
i=1 |Yn,i − Yi|∗,T∧τn,L
P−→ 0 as n → ∞. To
show this we consider Un,i
.
= Yn,i − Yi. Subtracting (7.10) from (7.75), (7.76) and (7.77), we see








































































nMn,k+i−1(t) for i ∈ {3, . . .m}.
Note that, for each n, ‖Yn‖2,T∧τn,L ≤ k ‖Zn‖2,T∧τn,L , which by (7.51) is bounded above by kL.
Hence by (7.79), (7.78), (7.73) and Corollary 11,
|Wn,i|∗,T∧τn,L
P−→ 0 as n→∞ (7.83)
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= max(2α+ I{k=1}, 2). Hence by Gronwall’s inequality
‖Un‖1,T∧τn,L ≤






By our hypothesis, as n→∞, |Un,i(0)| = |Zn,k+i−1(0)− zn,k+i−1|
P−→ 0 for each i ∈ [m]. Hence by
(7.83) and (7.73), ‖Un‖1,T∧τn,L =
∑m
i=1 |Yn,i − Yi|∗,T∧τn,L
P−→ 0 as n → ∞. Combined with (7.81),
this completes the proof of (7.80).
Next we prove (7.9). Fix δ > 0. Since Y has sample paths in C([0, T ] : l2), we can find
L1 ∈ (0,∞) so that
P
(






P−→ z, we can find a L2 ∈ (0,∞) so that
sup
n
























Hence for each n ∈ N
P (τn,L ≤ T ) ≤ P
(









> L2 + 1
)
,
≤ δ + P
(

















P (τn,L ≤ T ) ≤ δ.
Since δ > 0 is arbitrary, the convergence in (7.9) is now immediate.
This convergence in particular says that limL→∞ supnP (τn,L ≤ T ) = 0. Using Lemma 30 with
Fn(t) = ‖Yn − Y ‖2,t we now see from (7.80) that ‖Yn − Y ‖2,T
P−→ 0 as n→∞. Similarly, if k > 1,
then taking Fn(t) = sups∈[ε,t] |Zn,i(s)| in Lemma 30 we conclude from Lemma 37 that for each
i ∈ [k − 1] and ε > 0 sups∈[ε,T ] |Zn,i(s)|
P−→ 0 as n → ∞ . This completes the proof of Theorem
9.
7.8 Proof of Theorem 10
In this section we give the proof of Theorem 10. We begin by giving a convenient representation
for Zn under the assumptions of Theorem 10 and establishing some apriori convergence properties.
Lemma 38. Suppose cn =
dn√
n







where αn ∈ R,
lim infn→∞ αn > −∞ and αnn1/4 → 0. Suppose also that {‖Zn(0)‖1}n∈N is a tight sequence of
random variables and Zn,r+(0)
P−→ 0 in l2 for some r ≥ 2. Then there are real stochastic processes








































Zn,i+1(s)ds+Wn,i(t) for i ∈ {3, . . . , r}
(7.86)





2B in D([0,∞) : R) where B is a standard Brownian motion,
2. |δn|∗,Tn → 0 a.s.
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3. |Wn,i|∗,Tn





= T ∧ τn,L and τn,L is defined as in (7.50).



































nMn,i(t) for i ∈ {3, . . . , r}.
From Lemma 26 it follows that (7.86) is satisfied. Lemma 31 shows that µn → f1 ∈ l↓1. Along
with the assumed tightness of {‖Zn(0)‖1}n∈N, this shows Gn(0) = µn +
Zn(0)√
n
P−→ f1 in l↓1. Hence




2Be1 in D([0,∞) : l2) (7.87)
and ‖Zn,r+‖2,T∧τn,L
P−→ 0 as n → ∞. Since |Zn,i|∗,T∧τn,L ≤ L and µn,2 → 0, Lemma 28, together
with (7.87), shows that |Wn,i|∗,Tn
P−→ 0 for each i ∈ {2, . . . , r}, as n→∞.
The next lemma gives pathwise existence and uniqueness of solutions to a system of stochastic
differential equations in which the drift fails to satisfy a linear growth condition.
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Lemma 39. Suppose c ∈ (0,∞), α ∈ (0,∞] and B is a standard Brownian motion. Then for any
r ≥ 2 the system of equations



































Zi+1(s)ds for i ∈ {3, . . . , r}
Zi(t) = 0 for i > r
(7.88)
has a unique pathwise solution Z with sample paths in C([0,∞) : l2) for any (z1, . . . , zr) ∈ Rr.
Proof. The case when α = ∞ is standard and is thus omitted. Consider now the case α < ∞. It
is straightforward to see that there is a unique Z2+
.
= (Z3, Z4, . . .) in C([0,∞) : l2) that solves the
last two equations in (7.88). Hence it suffices to show that, the system of equations


































C([0,∞) : R) is a given (non-random) continuous trajectory and (z1, z2) ∈ R2.
Define y1 = z1 + z2, y2 = z2 and consider the equation:






















Note that (Z1, Z2) solve (7.89) if and only if (Y1, Y2), with Y1 = Z1 and Y2 = Z1 + Z2 solve (7.90).
Thus it suffices to prove existence and uniqueness of solutions for (7.90).
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For L ∈ (0,∞), let ηL : R → [0, 1] be such that ηL is smooth, ηL(x) = 1 for |x| ≤ L and
ηL(x) = 0 for |x| ≥ L+ 1. Consider the equation













(Y L2 (s)− 2Y L1 (s))ds+
√
2B(t)










Since for each L (7.91) is an equation with (globally) Lipschitz coefficients, by standard results, it
has a unique pathwise continuous solution.
Fix T ∈ (0,∞) and let τL = inf{t ≥ 0 : |Y L1 (t)| ≥ L} ∧ T for any L > 0. Then by pathwise
uniqueness of (7.91), for 0 ≤ t ≤ τL ∧ τL+1,
Y L(t) = Y L+1(t).
This in particular shows that, τL ≤ τL+1 a.s.








































Y L2 (s)dB(s) + 2t.
Thus
(Y L1 (t))


























(Y L1 (s) + Y
L
2 (s))dB(s) + 4t.
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Since c > 0, we have on using the inequality |x| ≤ 1 + |x|2 that −xecxηL(x) ≤ (1 + |x|2) for all




‖Y L‖2∗,t ≤ ‖y‖2 + 4(cecα)−1
∫ t
0



















Taking expectations, for any t ∈ [0, T ]











|Y L1 (u) + Y L2 (u)|2du
)
+ 4t






= 4(cecα)−1 + 2 |f |∗,T + 16
√
2. By Gronwall lemma, for every L ∈ N




P (τL < T ) ≤ P (‖Y L‖∗,T ≥ L) ≤ c1/L2 → 0
and consequently τL ↑ T as L→∞. Now define Y (t)
.
= Y L(t) for 0 ≤ t ≤ τL. Then Y is a solution
of (7.90) on [0, T ). The same argument as before shows that this is the unique pathwise solution on
[0, T ). Since T is arbitrary we get a unique pathwise solution of (7.90) on [0,∞). This completes
the proof of the lemma.
Lemma 40. Suppose the assumptions of Theorem 10 hold. Suppose further that Zn(0),Mn and
a standard Brownian motion B are given on a common probability space such that Zn(0) → z in
l↓1 and Mn →
√
2Be1 in D([0,∞) : l2) almost surely. Let Z be as defined in Lemma 39. Then for
any T, L ∈ (0,∞)
‖Zn −Z‖2,T∧τn,L∧τL






t | ‖Zn(t)‖2,t > L
}
.
Proof. Fix L, T ∈ (0,∞) and let Tn
.
= T ∧ τn,L ∧ τL and Un,i
.
= Zn,i − Zi for i ∈ N. Using the
estimate |eax − eay| ≤ aea(x∨y) |x− y| for x, y ∈ R, a ≥ 0 and since |Zn,1(s)| , |Z1(s)| ≤ L for any
s ∈ [0, Tn],
∣∣∣an(s)ecnZn,1(s) − aecZ1(s)∣∣∣
≤
∣∣∣an(s)ecnZn,1(s) − an(s)ecnZ1(s)∣∣∣+ ∣∣∣an(s)ecnZ1(s) − an(s)ecZ1(s)∣∣∣+ ∣∣∣ecZ1(s)∣∣∣ |an(s)− a|




cnαn)−1(1 + δn(s)), cn = dn/
√
n, δn is as in Lemma 38, and a
.
= (cecα)−1. Since
cn → c and |δn|∗,Tn → 0 by Lemma 38, |an − a|∗,Tn → 0. Hence for any s ∈ [0, Tn]












L(cn∨c) |cn − c|+ ecL |an − a|∗,Tn → 0




































































Note Un,r+ = Zn,r+ and Un,i(0) = Zn,i(0)−zi. Then by Lemma 38, HTn
P−→ 0 and ‖Un,r+‖2,Tn
P−→
0. Together these show ‖U‖2,Tn = ‖Zn −Z‖2,Tn
P−→ 0 as n→∞.











P (τn,L ≤ T ) = 0. (7.95)









⊆ {τL+2 > T}, where τL+2
.
=
inf{t | ‖Z(t)‖2 > L+ 2}. Hence for each n ∈ N, by right continuity of Zn
P (τn,L+2 ≤ T ) ≤ P
(














≤ δ + P
(
‖Zn −Z‖2,T∧τn,L+2∧τL+2 > 1
)
.









P (τn,L+2 ≤ T ) ≤ δ.





is tight. The convergence in (7.95) is now
immediate.
Proof of Theorem 10. Using Lemma 38 and Skorohod embedding theorem we can assume without
los of generality that Zn(0),Mn and B are given on a common probability space, Zn(0) → z
in l↓1, and Mn →
√
2Be1 in D([0,∞) : l2) almost surely. From Lemma 40 we now have that for
every T, L ∈ (0,∞) (7.92) holds. Finally using from Corollary 12 the fact that supnP (τn,L ≤ T ) +
P (τL ≤ T )→ 0 as L→∞, we have that ‖Zn −Z‖2,T
P−→ 0 as n→∞. The result follows.
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7.9 Proof of Theorem 11
In this section we give the proof of Theorem 11. As for the proof of Theorem 10 we begin with
a convenient representation for Zn and by establishing some useful convergence properties.
Lemma 41. Let λn, αn, dn be as in the statement of Theorem 11. Suppose that {‖Zn(0)‖1}n∈N
is a tight sequence of random variables and Zn,r+(0)
P−→ 0 in l2 for some r ≥ 2. Then there are
real stochastic processes Un, Vn,Wn,i, ηn with sample paths in D([0,∞) : R) so that, Un, ηn have























Zn,i+1(s)ds+Wn,i(t) for i ∈ {3, . . . , r}. (7.98)





for some constants θn = αn +O(
√





2B in D([0, T ] : R)







P−→ 0 and |Wn,i|∗,Tn
P−→ 0 for i ∈ {3, . . . , r}
4. ‖Zn,r+‖2,Tn
P−→ 0.
Here B is a standard Brownian motion and Tn
.
= T ∧ τn,L.







≥ 0 for every



















tn,1(Zn,1(s))ds = ηn(t)− Un(t). (7.100)
From Lemma 26 it then follows that (7.96) is satisfied. Recall the expression for tn,1(z) from (7.46).






















(log dn)/dn + (αn − θn)/
√
n







→ 0 as n→∞.
This shows that TV(Un; [0, T ])→ 0 almost surely.
Next, since dn(1− λn)→∞, Lemma 31 shows that
µn → f1 ∈ l↓1 as n→∞. (7.101)
Therefore Gn(0) = µn +
Zn(0)√
n




2Be1 in D([0,∞) : l2), (7.102)
and by Lemma 29, ‖Zn,r+‖2,T∧τn,L






















Then, from Lemma 26 again, it follows that (7.98) is satisfied with the above choice of Wn,i.
Lemma 28 along with (7.101), (7.102), and |Zn,i|∗,T∧τn,L ≤ L show that, as n → ∞, |Vn|∗,Tn
P−→ 0
and |Wn,i|∗,Tn
P−→ 0 for each i ∈ {3, . . . , r}.
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Corollary 13. Suppose that the assumptions in Lemma 41 are satisfied. Assume further that












and δn is a process with sample paths in D([0,∞),R) such that |δn|∗,T∧τn,L → 0 a.s.
for each L > 0.






















γ−1n (1 + δn(s))
−eγn(Zn,1(s)−αn)I{Zn,1(s)≥αn}ds










∣∣∣e−γnαn − eγn(Zn,1(s)−αn)I{Zn,1(s)<αn}∣∣∣ ds
≤ 2(1 + e
κ)T
γn
→ 0 as n→∞.
Hence, since |δn|∗,Tn → 0, we have that TV(Un; [0, Tn])
P−→ 0 as n → ∞. By rearranging terms we
see that, with the above definitions of Un and ηn, (7.100) is satisfied. The result follows.
Since γn → ∞ and θn → α as n → ∞, the previous lemma suggests a connection to the
Skorokhod map Γα defined in (7.2). In order to make this connection precise, we begin with the
following lemma.




P−→ 0 as n→∞. (7.104)
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Proof. Consider first the case dn 
√
















we have that (7.104) holds. Now consider the complementary case, namely dn = O(
√
n log n). We
will use Corollary 13. Since Zn,1(0)
P−→ z1 ∈ R with z1 ≤ α, we have (Zn,1(0)− αn)+
P−→ 0 as





Zn,1(t) > αn + 6ε
)
→ 0 as n→∞.
Let τn
.
= inf {t ≥ 0 | Zn,1(t) > αn + 6ε} and, as before, Tn
.
= T ∧ τn,L. It is then enough to show
that P (τn ≤ Tn)→ 0 as n→∞. For this inductively define stopping times, σn,0 = 0,
σn,2k−1 = inf {t > σn,2k−2 | Zn,1(t) > αn + 3ε}
σn,2k = inf {t > σn,2k−1 | Zn,1(t) < αn + 2ε}
, k ∈ N.
Note that for each n ∈ N, σn,r → ∞ as r → ∞, amost surely. Also, henceforth, without loss of
generality we consider only n that are large enough so that 1/
√
n < ε. Hence on the ser τn < ∞,
τn ∈ [σn,2k−1, σn,2k) for some k ∈ N. Then for every K ∈ N
P (τn ≤ Tn) ≤
K∑
k=1
P (τn ∈ [σn,2k−1, σn,2k ∧ Tn]) + P (σn,2K+1 ≤ Tn).
Hence to complete the proof it is enough to show that
1. For each k ∈ N, limn→∞P (τn ∈ [σn,2k−1, σn,2k ∧ Tn]) = 0,
2. limK→∞ lim supn→∞P (σn,2K+1 ≤ Tn) = 0.
Consider (1) first. Note that on the set Cn,1
.
= {Zn,1(0) ≤ αn + 3ε}, for any k ∈ N,
αn + 3ε ≤ Zn,1(σn,2k−1) = Zn,1(σn,2k−1−) + Zn,1(σn,2k−1)− Zn,1(σn,2k−1−)
≤ Zn,1(σn,2k−1−) + ε ≤ αn + 4ε. (7.105)
151
Similarly,







nMn,1(σn,2k−1) for t ≥ 0 and consider the sets
Cn,2
.


















γ−1n (1 + δn(s))
+eγn(Zn,1(s)−αn)I{Zn,1(s)≥αn}ds
Since for t in the above interval σn,2k−1 + t ≤ Tn ≤ τn,L, |Zn,1(s)| + |Zn,2(s)| ≤ 2L for any
s ≤ σn,2k−1 + t. Also, since σn,2k−1 + t ≤ σn,2k, by (7.106), Zn,1(s) − αn ≥ ε for any s ∈
[σn,2k−1, σn,2k−1 + t]. Thus on Cn we have






Using (7.105), on Cn, Zn(τn)− Zn(σn,2k−1) ≥ αn + 6ε− αn − 4ε = 2ε. Hence







+ P (Ccn,1) + P (C
c
n,3), (7.108)
where the second inequality is on observing that on the set {τn ∈ [σn,2k−1, σn,2k ∧ Tn)}, (7.107)
holds with t replaced by τn. Next note that M
′


















[Gn,1(s)−Gn,2(s)ds+ λn(1− βn(Gn,1(s)))] ds
≤ 2t,
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where the second equality is from (7.22).



























= 0 for i = 1, 3 since, as noted earlier (Zn,1(0)−αn)+
P−→ 0,
and by Corollary 13, respectively. From these observations it follows that the right side of (7.108)
converges to 0 as n→∞, which completes the proof of (1)
Now we prove (2). Let ρi
.






(Zn,1(t ∧ ρn,2i+1)− Zn,1(t ∧ ρn,2i)) .
Note that {σn,2K+1 ≤ Tn} ⊆ {Yn,K(T ) ≥ Kε} and hence to prove (2) it is sufficient to show that
lim sup
n→∞
P (Yn,K(T ) ≥ Kε)→ 0 as K →∞. (7.109)
From Corollary 13, we have that on the set Cn,4
.





























nMn,1(T ∧ ρn,2i)) + TV(Un; [0, T ])
≤ 2LT + 1 +M ′n,K(T )
where we have used the facts that sups≤τn,L |Zn,1(s)| ≤ L, and that the rightmost term in the third




































(Gn,1(s)−Gn,2(s) + λn − λnβn(Gn,1(s))) ds
≤ 2t.
Hence






























→ 0 as n → ∞. This together with the above display shows
limK→∞ lim supn→∞P (Yn,K(T ) ≥ Kε) = 0. Thus we have shown (7.109) and the proof of (2)
is complete. The result follows.
Lemma 43. Suppose the hypothesis of Theorem 11 holds, then for each n ∈ N, there is a real
constant θn = αn + O(
√
n/dn) ≥ 0 and processes U ′n, Vn with sample paths in D([0,∞) : R) such
that with Z̃n,1
.





























nMn,1(·) + U ′n(·)
)
. (7.111)





Proof. Let θn be as in Lemma 41. Since dn 
√
n, θn = αn + o(1) and Lemma 42 shows
∣∣(Zn,1 − θn)+∣∣∗,T∧τn,L → 0. (7.112)






















(Zn,1(s)− θn)+ds− (Zn,1(t)− θn)+ + (Zn,1(0)− θn)+.
The properties of ηn from Lemma 41 (and Corollary 13) say that ηn is a non-decreasing process,
with ηn(0) = 0 and ηn(t) =
∫ t
0 I{Z̃n,1(s)=θn}dηn(s). Since Z̃n,1 ≤ θn, (7.113) and the characterizing
properties of the Skorokhod map show (7.110) and (7.111). Finally, by Lemma 41, Corollary 13,
and Lemma 42
|Un|∗,T∧τn,L
P−→ 0, and |Vn|∗,T∧τn,L
P−→ 0
as n→∞. Hence, using (7.112), |U ′n|∗,T∧τn,L
P−→ 0 as n→∞, and the result follows.
The following lemma will be needed in order to prove the tightness of Zn.





is tight for any T ∈ (0,∞).
Proof. Fix T ∈ (0,∞). In Lemma 43 using the definition of the Skorokhod map Γθn for θn ≥ 0 (see




∣∣∣Z̃n,1(s)∣∣∣ ds+ ∫ t
0
|Zn,2(s)| ds+
∣∣√nMn,1∣∣∗,t + ∣∣U ′n∣∣∗,t .
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∣∣√nMn,1∣∣∗,t + ∣∣U ′n∣∣∗,t)
|Zn,2|∗,t ≤







(2 |Zn,2|∗,s + |Zn,3|∗,s)ds
+








|Zn,i+1|∗,s ds+ |Wn,i|∗,t for i ∈ {3, . . . , r}





+ |Zn,2|∗,t + . . .+ |Zn,r|∗,t. By adding over
equations in the above display, we have for t ∈ [0, τ ] and τ ∈ [0, T ] that
0 ≤ Ht ≤ 4
(
H0 +



















= (Z̃n,1, Zn,2, . . . , Zn,r). Since ~Zn(0)
P−→ (z1, . . . , zr), and
√
nMn ⇒ Be1, for every ε > 0










Applying Lemmas 41 and Lemma 43 with L = 4(L1 + 1)e
4T + 2 we can find an n0 ∈ N so that




{∣∣U ′n∣∣∗,Tn + |Vn|∗,Tn + r∑
i=3
|Wn,i|∗,Tn +




= T ∧ τn,L. On the event (Cn,1 ∪ Cn,2)c
∥∥∥~Zn∥∥∥
1,Tn
= HTn < 4(L1 + 1)e
4T
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∣∣(Zn,1 − α)+∣∣∗,Tn + ‖Zn,r+‖2,Tn
< 4(L1 + 1)e
4T + 1 = L− 1.
(7.115)
Also, by the definition of τn,L, ‖Zn(τn,L)‖2 ≥ L −
1√
n
on the set τn,L < T . Hence we must have
that τn,L > T whenever (7.115) holds, and hence







≤ P (Cn,1 ∪ Cn,2) ≤ ε ∀n ≥ n0
Since ε > 0 is arbitrary, the result follows.
The following result is immediate from Lemmas 30, 41, 43, and 44.
Corollary 14. Under the hypothesis of Theorem 11, for any T > 0, limL→∞ supnP (τn,L ≤ T ) = 0.
In particular the processes Wn,i, U
′
n, Vn, ‖Zn,r+‖2 , (Zn,1−αn)
+, (Zn,1−θn)+ converge in probability
to zero in D([0,∞) : R).
Corollary 15. Under the hypothesis of Theorem 11, the sequence of processes {Zn}n∈N is tight in
D([0,∞) : l2).
Proof. Let θn be as in Lemma 43. Then by Corollary 14, for each fixed T < ∞, ‖Zn,r+‖2,T
P−→ 0
and
∣∣(Zn,1 − θn)+∣∣∗,T P−→ 0. Hence it is sufficient to show that the sequence {~Zn}n∈N introduced
in the proof of Lemma 44 is tight in D([0, T ] : Rr). From Lemma 44, the convergence of Wn,i in
Corollary 14, and equations for Zn,j , j = 3, . . . r in Lemma 41, it is immediate that (Zn,3, . . . Zn,r)




. Finally consider the pair (Z̃n,1, Zn,2). Once again using Lemma 44, the
convergence of
√
nMn,1 in Lemma 41, and the convergence of U
′











nMn,1(·) + U ′n(·) (7.116)
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is tight in D([0,∞) : R). Using the identity
Γθn(Rn)(t) = Γθn (Γθn(Rn)(s) +Rn(·+ s)−Rn(s)) (t− s)
for 0 ≤ s ≤ t ≤ T , we see from the definition of the Skorohod map that
|Γθn(Rn)(t)− Γθn(Rn)(s)| ≤ 2 sup
s≤u≤t
|Rn(u)−Rn(s)|.
Together with the tightness of Rn this immediately implies the tightness of Z̃n,1 = Γθn(Rn) and of
Γ̂θn(Rn). Finally the tightness of Zn,2 is now immediate from Lemma 44, the convergence of Vn in
Corollary 14 and the tightness of Γ̂θn(Rn) noted above. The result follows.
Proof of Theorem 11. From Lemma 31 and from the tightness of {‖Zn(0)‖1}n∈N, it follows under
the conditions of the theorem that µn
P−→ f1 and Gn(0)
P−→ f1 in l↓1. This proves the first statement
in the theorem. Now consider the second statement. Fix T < ∞. From Corollary 15, {Zn}n∈N is
tight in D([0,∞) : l2). Also from Lemma 41,
√
nMn,1 converges in distribution to
√
2B where B is
a standard Brownian motion and from Corollary 14
({Wn,i}ri=3, U ′n, Vn, (Zn,1 − θn)+)
P−→ 0 in D([0, T ] : Rr)
Suppose that along a subsequence
(Zn,
√





[0,∞) : l2 × Rr+2
)
and for notational simplicity label the subsequence once more as {n}. Also
by appealing to Skorohod embedding theorem we assume that all the processes in the above display
are given on a common probability space and the above convergence holds a.s. Since J(Zn) ≤ 1√n
and Zn(0)
P−→ z, we have J(Z) = 0 and Z(0) = z almost surely. In particular Z has sample paths




2B) uniformly over compact time intervals in l2 × R.
Since by Corollary 14, for every T < ∞, ‖Zn,r+‖2,T
P−→ 0, it suffices to show that (Z1, . . . , Zr)
along with B satisfy (7.14).
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From the equations of (Zn,3, . . . Zn,r) in Lemma 41, uniform convergence of Zn to Z, and the
uniform convergence of Wn,i to 0, it is immediate that (Z3, . . . , Zr) satisfy (7.14). Finally consider
the equations for (Z1, Z2). From (7.116) and uniform convergence properties observed above it is







Since θn = αn +O(
√
n/dn)→ α, this shows that, for every T <∞,





(R(t)− α)+ = Γα(R)(t)
uniformly for t ∈ [0, T ], a.s., where (R(t)− α)+ is taken to be 0 when α =∞. Similarly,
Γ̂θn(Rn)(t)→ Γ̂α(R)(t)
uniformly for t ∈ [0, T ], a.s. Here, when α = ∞, Γα and Γ̂α are as introduced in (7.12). The
fact that (Z1, Z2) solve the first two equations in (7.14) is now immediate from Lemma 43, the
convergence Z̃n,1−Zn,1
P−→ 0, and the uniform convergence of Vn to 0 noted previously. The result
follows.
7.10 Technical estimates
In this section we provide proofs of the various results in Section 7.5 and of Lemma 33.
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7.10.1 Proof of Lemma 21:
Proof. Fix ε ∈ (0, 1). First suppose dnn → 0. Consider x ∈ (ε, 1]. Let ∆n(x)
.
= log βn(x)− log γn(x).
























































Since n ≥ n0 and x ∈ [ε, 1] we have x(x− in) ≥ ε
































= dnx ≥ dn for x ∈ [ε, 1], from (7.118) we have,
sup
x∈[ε,1]
∣∣∣∣β′n(x)γ′n(x) γn(x)βn(x) − 1























where the first inequality is from (7.117) and the inequality |log(1 + h)| ≤ 2 |h| for |h| ≤ 1/2. This
shows supx∈[ε,1] |∆n(x)| → 0, hence showing the first convergence in (7.40). Finally the second
convergence (7.40) is immediate on combining the first convergence with (7.39).
7.10.2 Proof of Corollary 7:
This is an immediate consequence of the estimate in (7.119).
7.10.3 Proof of Corollary 8:
Proof. Let ε > 0 and n0 ∈ N be such that µn,i > ε for all n ≥ n0. By Lemma 21, as n→∞
β′n(µn,i)
βn(µn,i)






= λnβn(µn,i) and γn(x)
.
= xdn . Hence (7.120) gives
β′n(µn,i)
µn,i+1/λn





7.10.4 Proof of Lemma 22:
Proof. From Corollary 7, there is a n0 ∈ N and C ∈ (0,∞) such that for all n ≥ n0
sup
x∈[ε,1]




Thus, if for n ≥ n0 and i ∈ N, µn,i ≥ ε, then
logµn,i+1 = log λn + log βn(µn,i) = log λn + log γn(µn,i) + γn,i
= log λn + dn logµn,i + γn,i, (7.122)
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where |γn,i| ≤ Cd
2
n
n . Now let k ∈ N and n1 ∈ N be such that for all n ≥ n1, µn,k ≥ ε. We will show
that for n ≥ n0 ∨ n1 and j ∈ {1, . . . , k} that






+ βn,j , (7.123)




n . Note the the lemma is immediate from (7.123) on taking j = k. To
prove (7.123) we argue inductively. First note that since µn ∈ l↓1, µn,i ≥ µn,k ≥ ε for each i ≤ k
and n ≥ n1. Hence (7.122) holds for each i ≤ k and n ≥ n0 ∨ n1. Taking i = 1 in (7.122) and
noting that µn,1 = λn proves (7.123) for the case j = 1.
Suppose now (7.123) holds for some j ≤ k − 1. Then, using i = j + 1, in (7.122)
logµn,j+2 = log λn + dn logµn,j+1 + γn,j+1,
where |γn,j+1| ≤ Cd
2
n
n . By the induction hypothesis, (7.123) holds for j. Hence
















+ dnβn,j + γn,j
and hence βn,j+1 = dnβn,j + γn,j . This shows














which shows that (7.123) holds for j + 1. This completes the proof.
7.10.5 Proof of Corollary 9:




→ 0 shows that |ξn|dn ≤
1+ξ2n
dn
→ 0. This shows that
εn
.
= 1− λn = ξn+log dndkn also converges to 0.
We first show that µn,i → 1 for each i ∈ {1, . . . , k}. We will argue inductively. Since µn,1
.
=
λn = 1 − εn, we have µn,1 → 1. Suppose now that µn,i → 1 for some i ≤ k − 1. Hence eventually
µn,i ≥ 12 . Applying Lemma 22 with k = i and ε =
1
2 and simplifying the resulting expression, we
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get
































where the second equality uses log λn = log(1− εn) = O(εn) and the third follows on recalling that






→ 0. Using this along with dk+1n  n in (7.125) shows that
µn,i+1 → 1. Hence, by induction, µn,i → 1 for i ≤ k.






Hence it suffices to show that dnµn,k+1 → α. For this note that




















where the second equality is from (7.124) and last equality is by using Taylor’s expansion for
log(1− εn). Using dk+1n  n and
∣∣ε2ndkn∣∣ ≤ 2(ξ2n+(log dn)2)dkn → 0, we now have
log(dnµn,k+1) = (−εndkn + o(1))(1 +O(1/dn)) + log dn + o(1)
= (−ξn − log dn)(1 +O(1/dn)) + log dn + o(1)
= −ξn − log dn + log dn +O
(
ξn + log dn
dn
)
+ o(1) = −ξn + o(1)→ log(α)
where the last equality once more uses the observation that |ξn|dn → 0. Thus we have dnµn,k+1 → α
as n→∞ which completes the proof.
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7.10.6 Proof of Lemma 23:
Proof. Since µn,k → 1 and j 7→ µn,j is nonincreasing, we have µn,i → 1 for each i ≤ k. Additionally,




= 1. As a consequence,














This completes the proof of the lemma.
7.10.7 Proof of Lemma 24:
Proof. By the first part of Lemma 21, (7.42) is immediate from (7.41). Now consider (7.41). Taking































Let δn = εn +
dn
n . For large n, δn ≤
1
2 , and hence, using the expansion log(1− h) = −h+O(h
2) for











= −dn(1− x) +O(dnδ2n)
= dn log(1− (1− x)) +O(dnδ2n) = log γn(x) +O(dnδ2n).







. Hence by our assumptions dnδ
2
n → 0. This proves
(7.41) and completes the proof of the lemma.




|βn(x)| ≤ (1− εn)dn = e−dnεn+o(1) → 0.
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Similarly, by (7.38), under the assumption lim supn
dn
n < 1, for large n,
sup
x∈[0,1−εn]
∣∣β′n(x)∣∣ ≤ (1− dn/n)−1dn(1− εn)dn−1 = e−dnεn+log dn+O(1) → 0.
7.10.9 Proof of Lemma 33
For a right continuous bounded variation function F : [0, T ] → R, let dF denote the signed
measure on (0, T ] given by dF (a, b] = F (b)− F (a) for 0 ≤ a < b ≤ T , and dλ denote the Lebesgue
measure on (0, T ]. Bounded measurable functions h : [0, T ]→ R act on signed measure dµ on (0, T ]
on the left as follows: hdµ denotes the signed measure A 7→
∫





0 f(s)dλ(s) for t ∈ [0, T ]. Note that z defined in (7.56) is a right continuous
function with bounded variations. The corresponding measure dz on (0, T ] satisfies the identity
dz = −fzdλ+ gdλ+ dM,
namely
dz + fzdλ = gdλ+ dM.
Acting on the left in the above identity by the bounded continuous function eF (x)
.
= eF (x) we get
eFdz + eF fzdλ = eF gdλ+ eFdM.
Since dF = fdλ, by the change of variable formula (cf. (86, Theorem VI.8.3)) deF = feFdλ. Hence
eFdz + zdeF = eF gdλ+ eFdM.











Computing the total measure on (0, t] for t ≤ T :
eF (t)z(t)− z(0) =
∫ t
0








eF (s)−F (t)g(s)dλ(s) +M(t)− e−F (t)
∫ t
0
M(s)deF (s) + e−F (t)(z(0)−M(0)). (7.126)
We now estimate the various terms on the right hand side of (7.126). The first term on the right























Next we estimate the third term in the right hand side of (7.126). Since f is non-negative on
[0, T ∧ τ ], deF in a positive measure on (0, T ∧ τ ]. Hence for t ∈ [0, T ∧ τ ]
∣∣∣∣e−F (t) ∫ t
0
M(s)deF (s)
∣∣∣∣ ≤ |M |∗,T∧τ e−F (t) ∫ t
0
deF (s) ≤ |M |∗,T∧τ . (7.128)
Finally, the last term in the right hand side of (7.126) for any t ∈ [0, τ ∧ T ] can be bounded as
∣∣∣e−F (t)(z(0)−M(0))∣∣∣ ≤ (|z(0)|+ |M(0)|)e−F (t) ≤ (|z(0)|+ |M(0)|)e−mt. (7.129)




We have studied the topics of correlation mining and distributed load balancing in this disser-
tation. In conclusion, we will now summarize some of the main ideas that we have encountered
and suggest future research directions.
8.1 Correlation mining : summary and future directions
In the first part of this dissertation, we focused on the exploratory problem of detecting bi-
modules, which, recall, are feature set pairs from two data types that have significant aggregate
cross-correlations. Since bimodules are based on groupwise association, they may provide more
insights than standard pairwise analysis in correlation mining.
We introduced the Bimodule Search Procedure (BSP) in Chapter 3. Rather than relying on
an underlying generative model, BSP makes use of iterative hypothesis-testing to identify stable
bimodules, which satisfy a natural stability condition. The false discovery threshold α ∈ (0, 1) is
the only free parameter of BSP. Efficient approximation of the p-values used for iterative testing
allowed BSP to run on large datasets.
At the population level, stable bimodules can be characterized in terms of the connected com-
ponents of the population cross-correlation network. At the sample level, stable bimodules depend
on both cross-correlations and intra-correlations, which are not part of the cross-correlation net-
work. Nevertheless, the network perspective provides insights in both the simulation study and the
real data analysis.
In Section 4.1, using a complex, network-based simulation study, we found that BSP was able
to recover most true bimodules with significant cross-correlation strength, while simultaneously
controlling the false discovery of edges having network-level importance. Among true bimodules
with similar cross-correlation strengths, those with lower intra-correlations were more likely to be
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recovered than those with higher intra-correlations, reflecting the incorporation of intra-correlations
in the calculation of p-values; the effects of intra-correlations were most pronounced when the cross-
correlation strength was moderate.
When applied to eQTL data in Section 4.2, BSP bimodules identified both local and distal
effects, capturing half of the eQTLs found by standard cis-analysis and most of the eQTLs found
by standard trans-analysis. Further, a substantial proportion of bimodules contained SNP-gene
pairs that were important at the network level but not deemed significant under pairwise trans-
analysis.
Finally, here are some future research directions that may address limitations of our work.
8.1.1 Moving beyond connected components in bimodules
At root, the discovery of bimodules by BSP and CONDOR (see Section 2.2.2) is driven by the
presence or absence of correlations between features of different types. A key issue for these, and
related, methods is how they behave with increasing sample size. In general, increasing sample
size will yield greater power to detect cross-correlations, and therefore one expects the sizes of
bimodule to increase. While this is often a desirable outcome, in applications where non-zero
cross-correlations (possibly of small size) are the norm, this increased power may yield very large
bimodules with little interpretive value. Evidence of this phenomena is found in our simulation
study in Section 4.1 where, due to the presence of bridge-edges that connect different true bimodules,
increasing the sample size from n = 200 to n = 600 yields larger BSP bimodules, which often contain
multiple true bimodules (4.1.4). This may well reflect the underlying biology of genetic regulation:
the omni-genic hypothesis of Boyle et al. (21) suggests that a substantial portion of the gene-SNP
cross-correlation network might be connected at the population level.
An obvious way to address “super connectivity” of the cross-correlation network is to change
the definition of bimodule to account for the magnitude of cross-correlations, rather than their
mere presence or absence. Incorporating a more stringent definition of connectivity in BSP would
require modifying the permutation null distribution and addressing the theory and computation
behind such a modification, both of which may be future research directions.
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8.1.2 False discovery guarantees in iterative testing
BSP is based on the framework of iterative-testing (IT) that has also been employed in other
applications (98, 17, 18). The IT framework is a flexible tool that can translate a search procedure
at the population level into one that works at the sample level. Indeed, as we saw in Chapter 3,
at an high level, BSP is simply the population search procedure described at the end of Section
3.2 augmented by performing multiple hypothesis tests at each step. Although multiple testing
correction (12) is used to control the false discoveries at every step, it is not clear how this ensures
control over the false discoveries (e.g. features (s, t) ∈ (A,B) such that ρ(s, t) = 0) among the
detected bimodules. Presently, this lack of theoretical guarantee is a general limitation of the IT
framework. From both a theoretical and practical stand point, it would be interesting to control the
number of false discoveries that can emerge after several iterations of the multiple-testing step in
such procedures. Such a result may be important for the challenge of establishing procedures that
provide accurate false discovery control while making simultaneous inference over all sub-matrices
of the covariance or precision matrix of interest (27).
8.2 Distributed load balancing : summary and future directions
Motivated by distributed load balancing, in the second part of this dissertation, we studied the
balls and bins problem in discrete time and the Supermarket model in continuous time. Routing
in these models is done using the power-of-d scheme, where each incoming ball (or job) selects a
random sample of d out of n bins (servers) and enters into the least occupied of the sampled bins
(queues). The expression ‘power of choice’ is then used to denote the phenomenon that taking
d = 2 instead of d = 1 causes a substantial improvement in the load balancing performance. The
asymptotic behavior of these models for a fixed d ∈ N as n→∞ is well studied in the literature.
Motivated by recent developments in the queuing theory, our aim in this dissertation was to
study the asymptotic properties of the power-of-d models as d = dn is allowed to increase with n.
In particular, in Chapter 6, we show that the maximum bin size for the balls and bins problem
when all the n balls are inserted is still log lognlog dn + O(1) with high probability if dn = O(log n). In
particular, this says that if dn = (log n)
1/k for some k ≥ 1, then the maximum bin size will remain
bounded as n→∞.
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Our main results are in Chapter 7, where we addresses the limiting behavior of the Supermarket
model with arrival rate nλn and n unit rate servers, as the number of choices d = dn increases with
n. We first establish a functional law of large numbers for the system as λn → λ and (n, dn)→∞,
which shows that the scaled process converges in probability to a deterministic trajectory in time,
called the fluid limit. The fluid limit is universal, in that it only depends on λ and is independent
of the rate at which dn → ∞. Next, we establish functional central limit theorems for O(1/
√
n)
deviations of the scaled system around its ‘near-equilibrium’ point, which is the configuration at
which the drift term in the semi-martingale representation vanishes. This near-equilibrium point
which depends on (λn, dn) acts almost like a fixed point of the system. For suitable choices of
λn → 1, under the three regimes (a) dn/
√
n → 0, (b) dn/
√
n → (0,∞), and (b) dn/
√
n → ∞
we show functional central limit theorems for O(1/
√
n) deviations of the system around the near
equilibrium point.
Now we describe some research direction to pursue from here. First the central limit theorems
described above for the Supermarket model only address convergence for bounded time intervals.
The interchange of time and space limits and the problem of proving convergence for the corre-
sponding equilibrium distributions remains open. Perhaps techniques used in Braverman (23) for
the case dn = n and
√
n(1 − λn) → β could be extended to our setup. Additionally, the con-
centration analysis of (24) and attractive properties of the near-equilibrium point might also be
helpful.
From a practical perspective, the limit theorems that we have proved for the Supermarket
model may elucidate the relationship between (dn, λn, n) required for good system performance,
and may become a part of the arsenal of tools that can be used to design large scale data centers
and other distributed systems. On the other hand, from a theoretical perspective, these results
have been an exercise in using tools from stochastic calculus to study the behavior of complicated
discrete-event systems. One may pursue this direction further and derive limit theorems for related
models like the Supermarket model with memory (116, 76) or the power-of-choice on growing trees
(43, 81).
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APPENDIX A: GENE ONTOLOGY ENRICHMENT OF BIMODULES
As explained in Section 4.2.4.3, the Gene Ontology (GO) database contains a curated collection
of gene sets that are known to be associated with different biological functions. For each of the 145
BSP bimodules having a gene set B with 8 or more elements, we assessed the enrichment of B in
6463 GO gene sets of size more than 10, representing biological processes; 18 out of the 145 BSP
gene sets, and 1 out of the 5 CONDOR gene sets that we considered had significant overlap with
Gene Ontology (GO) categories. Among the 40 GO terms detected by the CONDOR, 27 terms
were also found among the 135 terms detected by BSP. The GO terms that were discovered for the
two methods did not seem specific to thyroid, the tissue under investigation.
Complete list of the GO terms for the two methods is as follows. Significant GO terms for BSP:
GO.ID Term bimod.
1 GO:0060333 interferon-gamma-mediated signaling path... 1
2 GO:0002478 antigen processing and presentation of e... 1
3 GO:0019884 antigen processing and presentation of e... 1
4 GO:0048002 antigen processing and presentation of p... 1
5 GO:0019882 antigen processing and presentation 1
6 GO:0071346 cellular response to interferon-gamma 1
7 GO:0034341 response to interferon-gamma 1
8 GO:0019886 antigen processing and presentation of e... 1
9 GO:0002495 antigen processing and presentation of p... 1
10 GO:0002504 antigen processing and presentation of p... 1
11 GO:0045087 innate immune response 1
12 GO:0050776 regulation of immune response 1
13 GO:0006952 defense response 1
14 GO:0031295 T cell costimulation 1
15 GO:0031294 lymphocyte costimulation 1
16 GO:0050852 T cell receptor signaling pathway 1
17 GO:0002768 immune response-regulating cell surface ... 1
18 GO:0002764 immune response-regulating signaling pat... 1
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19 GO:0050851 antigen receptor-mediated signaling path... 1
20 GO:0002682 regulation of immune system process 1
21 GO:0022409 positive regulation of cell-cell adhesio... 1
22 GO:0002253 activation of immune response 1
23 GO:0002429 immune response-activating cell surface ... 1
24 GO:0006950 response to stress 1
25 GO:0006955 immune response 1
26 GO:0019221 cytokine-mediated signaling pathway 1
27 GO:0002757 immune response-activating signal transd... 1
28 GO:0050870 positive regulation of T cell activation 1
29 GO:0002479 antigen processing and presentation of e... 1
30 GO:1903039 positive regulation of leukocyte cell-ce... 1
31 GO:0042590 antigen processing and presentation of e... 1
32 GO:0045806 negative regulation of endocytosis 2
33 GO:0050911 detection of chemical stimulus involved ... 3
34 GO:0007608 sensory perception of smell 3
35 GO:0050907 detection of chemical stimulus involved ... 3
36 GO:0009593 detection of chemical stimulus 3
37 GO:0007606 sensory perception of chemical stimulus 3
38 GO:0035459 cargo loading into vesicle 3
39 GO:0050906 detection of stimulus involved in sensor... 3
40 GO:0000038 very long-chain fatty acid metabolic pro... 4
41 GO:0006732 coenzyme metabolic process 4
42 GO:0006417 regulation of translation 5
43 GO:0034248 regulation of cellular amide metabolic p... 5
44 GO:0010608 posttranscriptional regulation of gene e... 5
45 GO:0046597 negative regulation of viral entry into ... 6
46 GO:0035455 response to interferon-alpha 6
47 GO:0035456 response to interferon-beta 6
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48 GO:0046596 regulation of viral entry into host cell 6
49 GO:0045071 negative regulation of viral genome repl... 6
50 GO:1903901 negative regulation of viral life cycle 6
51 GO:0060337 type I interferon signaling pathway 6
52 GO:0071357 cellular response to type I interferon 6
53 GO:0034340 response to type I interferon 6
54 GO:0045069 regulation of viral genome replication 6
55 GO:0048525 negative regulation of viral process 6
56 GO:0019079 viral genome replication 6
57 GO:0046718 viral entry into host cell 6
58 GO:1903900 regulation of viral life cycle 6
59 GO:0030260 entry into host cell 6
60 GO:0044409 entry into host 6
61 GO:0051806 entry into cell of other organism involv... 6
62 GO:0051828 entry into other organism involved in sy... 6
63 GO:0043901 negative regulation of multi-organism pr... 6
64 GO:0034341 response to interferon-gamma 6
65 GO:0050792 regulation of viral process 6
66 GO:0051607 defense response to virus 6
67 GO:0051701 interaction with host 6
68 GO:0043903 regulation of symbiosis, encompassing mu... 6
69 GO:0009615 response to virus 6
70 GO:0051225 spindle assembly 7
71 GO:0007030 Golgi organization 7
72 GO:0007051 spindle organization 7
73 GO:0010256 endomembrane system organization 7
74 GO:0000226 microtubule cytoskeleton organization 7
75 GO:0007017 microtubule-based process 7
76 GO:0070925 organelle assembly 7
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77 GO:0007010 cytoskeleton organization 7
78 GO:0007156 homophilic cell adhesion via plasma memb... 8
79 GO:0098742 cell-cell adhesion via plasma-membrane a... 8
80 GO:0098609 cell-cell adhesion 8
81 GO:0007155 cell adhesion 8
82 GO:0022610 biological adhesion 8
83 GO:0007416 synapse assembly 8
84 GO:0007267 cell-cell signaling 8
85 GO:0006355 regulation of transcription, DNA-templat... 9
86 GO:1903506 regulation of nucleic acid-templated tra... 9
87 GO:2001141 regulation of RNA biosynthetic process 9
88 GO:0006351 transcription, DNA-templated 9
89 GO:0097659 nucleic acid-templated transcription 9
90 GO:0032774 RNA biosynthetic process 9
91 GO:0051252 regulation of RNA metabolic process 9
92 GO:2000112 regulation of cellular macromolecule bio... 9
93 GO:0010556 regulation of macromolecule biosynthetic... 9
94 GO:0019219 regulation of nucleobase-containing comp... 9
95 GO:0031326 regulation of cellular biosynthetic proc... 9
96 GO:0034654 nucleobase-containing compound biosynthe... 9
97 GO:0009889 regulation of biosynthetic process 9
98 GO:0018130 heterocycle biosynthetic process 9
99 GO:0019438 aromatic compound biosynthetic process 9
100 GO:0010468 regulation of gene expression 9
101 GO:1901362 organic cyclic compound biosynthetic pro... 9
102 GO:0016070 RNA metabolic process 9
103 GO:0001580 detection of chemical stimulus involved ... 10
104 GO:0050912 detection of chemical stimulus involved ... 10
105 GO:0050913 sensory perception of bitter taste 10
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106 GO:0050909 sensory perception of taste 10
107 GO:0050907 detection of chemical stimulus involved ... 10
108 GO:0009593 detection of chemical stimulus 10
109 GO:0007606 sensory perception of chemical stimulus 10
110 GO:0050906 detection of stimulus involved in sensor... 10
111 GO:0007600 sensory perception 10
112 GO:0051606 detection of stimulus 10
113 GO:0050877 nervous system process 10
114 GO:0003008 system process 10
115 GO:0007186 G-protein coupled receptor signaling pat... 10
116 GO:0006355 regulation of transcription, DNA-templat... 11
117 GO:1903506 regulation of nucleic acid-templated tra... 11
118 GO:2001141 regulation of RNA biosynthetic process 11
119 GO:0006351 transcription, DNA-templated 11
120 GO:0097659 nucleic acid-templated transcription 11
121 GO:0032774 RNA biosynthetic process 11
122 GO:0051252 regulation of RNA metabolic process 11
123 GO:2000112 regulation of cellular macromolecule bio... 11
124 GO:0010556 regulation of macromolecule biosynthetic... 11
125 GO:0019219 regulation of nucleobase-containing comp... 11
126 GO:0031326 regulation of cellular biosynthetic proc... 11
127 GO:0034654 nucleobase-containing compound biosynthe... 11
128 GO:0009889 regulation of biosynthetic process 11
129 GO:0018130 heterocycle biosynthetic process 11
130 GO:0019438 aromatic compound biosynthetic process 11
131 GO:0010468 regulation of gene expression 11
132 GO:1901362 organic cyclic compound biosynthetic pro... 11
133 GO:0016070 RNA metabolic process 11
134 GO:1901685 glutathione derivative metabolic process 12
175
135 GO:1901687 glutathione derivative biosynthetic proc... 12
136 GO:0006749 glutathione metabolic process 12
137 GO:0042178 xenobiotic catabolic process 12
138 GO:0042537 benzene-containing compound metabolic pr... 12
139 GO:0006575 cellular modified amino acid metabolic p... 12
140 GO:0044272 sulfur compound biosynthetic process 12
141 GO:0046854 phosphatidylinositol phosphorylation 13
142 GO:0046834 lipid phosphorylation 13
143 GO:0048015 phosphatidylinositol-mediated signaling 13
144 GO:0048017 inositol lipid-mediated signaling 13
145 GO:0006882 cellular zinc ion homeostasis 14
146 GO:0055069 zinc ion homeostasis 14
147 GO:0010273 detoxification of copper ion 14
148 GO:1990169 stress response to copper ion 14
149 GO:0061687 detoxification of inorganic compound 14
150 GO:0097501 stress response to metal ion 14
151 GO:0071294 cellular response to zinc ion 14
152 GO:0071280 cellular response to copper ion 14
153 GO:0046916 cellular transition metal ion homeostasi... 14
154 GO:0071276 cellular response to cadmium ion 14
155 GO:0046688 response to copper ion 14
156 GO:0055076 transition metal ion homeostasis 14
157 GO:0072488 ammonium transmembrane transport 15
158 GO:0006089 lactate metabolic process 16
159 GO:0006882 cellular zinc ion homeostasis 17
160 GO:0055069 zinc ion homeostasis 17
161 GO:0006882 cellular zinc ion homeostasis 18
162 GO:0055069 zinc ion homeostasis 18
Significant GO terms for CONDOR:
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GO.ID Term bimod
1 GO:0050852 T cell receptor signaling pathway 1
2 GO:0050851 antigen receptor-mediated signaling path... 1
3 GO:0006355 regulation of transcription, DNA-templat... 1
4 GO:1903506 regulation of nucleic acid-templated tra... 1
5 GO:2001141 regulation of RNA biosynthetic process 1
6 GO:0060333 interferon-gamma-mediated signaling path... 2
7 GO:0002478 antigen processing and presentation of e... 3
8 GO:0019884 antigen processing and presentation of e... 3
9 GO:0048002 antigen processing and presentation of p... 3
10 GO:0019886 antigen processing and presentation of e... 3
11 GO:0002495 antigen processing and presentation of p... 3
12 GO:0002504 antigen processing and presentation of p... 3
13 GO:0019882 antigen processing and presentation 3
14 GO:0031295 T cell costimulation 3
15 GO:0031294 lymphocyte costimulation 3
16 GO:0060333 interferon-gamma-mediated signaling path... 3
17 GO:0050852 T cell receptor signaling pathway 3
18 GO:0050870 positive regulation of T cell activation 3
19 GO:1903039 positive regulation of leukocyte cell-ce... 3
20 GO:0050778 positive regulation of immune response 3
21 GO:0002253 activation of immune response 3
22 GO:0050851 antigen receptor-mediated signaling path... 3
23 GO:0022409 positive regulation of cell-cell adhesio... 3
24 GO:0071346 cellular response to interferon-gamma 3
25 GO:0051251 positive regulation of lymphocyte activa... 3
26 GO:1903037 regulation of leukocyte cell-cell adhesi... 3
27 GO:0034341 response to interferon-gamma 3
28 GO:0002696 positive regulation of leukocyte activat... 3
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29 GO:0050863 regulation of T cell activation 3
30 GO:0050867 positive regulation of cell activation 3
31 GO:0007159 leukocyte cell-cell adhesion 3
32 GO:0050776 regulation of immune response 3
33 GO:0002429 immune response-activating cell surface ... 3
34 GO:0002684 positive regulation of immune system pro... 3
35 GO:0006955 immune response 3
36 GO:0022407 regulation of cell-cell adhesion 3
37 GO:0045087 innate immune response 3
38 GO:0002768 immune response-regulating cell surface ... 3
39 GO:0045785 positive regulation of cell adhesion 3
40 GO:0002455 humoral immune response mediated by circ... 3
41 GO:0051249 regulation of lymphocyte activation 3
42 GO:0019221 cytokine-mediated signaling pathway 3
43 GO:0042110 T cell activation 3
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