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Abstract
Transportation is an essential area in the nowadays society, both for
business sector and citizenry. There are different kinds of transporta-
tion systems, each one with its own characteristics. In the same way,
various areas of knowledge can deal efficiently with the transport plan-
ning, whether entrepreneurial, or urban. Concretely, this thesis is fo-
cused in the area of artificial intelligence and optimization problems.
The majority of the problems related with the transport and logistics
have common characteristics. This means that they can be modeled
as optimization problems, being able to see them as special cases of
other generic problems. These problems fit into the combinatorial op-
timization field. Much of the problems of this type have an exceptional
complexity, requiring the employment of techniques for its treatment.
There are different sorts of these methods. Specifically, this work will
be focused on meta-heuristics.
A great amount of meta-heuristics can be found the literature, each one
with its advantages and disadvantages. Due to the high complexity
of combinatorial optimization problems, there is no technique able to
solve all these problems optimally. This fact makes the fields of com-
binatorial optimization and vehicle routing problems be a hot topic of
research.
Therefore, this doctoral thesis will focus its efforts on developing a
new meta-heuristic to solve different kind of vehicle routing problems.
The presented technique offers an added value compared to existing
methods, either in relation to the performance, and the contribution of
conceptual originality.
With the aim of validating the proposed model, the results obtained
by the developed meta-heuristic have been compared with the ones
obtained by other four algorithms of similar philosophy. Four well-
known routing problems have been used in this experimentation, as
well as two classical combinatorial optimization problems. In addi-
tion to the comparisons based on parameters such as the mean, or the
standard deviation, two different statistical tests have been carried out:
the normal z-test, and the Friedman test. Thanks to these tests it can
be affirmed that the proposed meta-heuristic is competitive in terms of
performance and conceptual originality.
Resumen
El transporte es un factor crucial para la sociedad actual, tanto para la
ciudadanı´a como para el sector empresarial. Existe una gran variedad
de sistemas de transporte, cada uno con sus ventajas e inconvenientes.
Del mismo modo, diversas a´reas de conocimiento esta´n capacitadas
para hacer frente a la planificacio´n eficiente del transporte, ya sea de
cara´cter empresarial, o urbano. En este trabajo se centrara´ la atencio´n
en una de esas a´reas: la inteligencia artificial y los problemas de opti-
mizacio´n.
La gran mayorı´a de los problemas surgidos en el a´rea del transporte
y la logı´stica tienen caracterı´sticas comunes, lo que hace que puedan
modelizarse como problemas de optimizacio´n y que puedan ser vistos
como casos particulares de otros problemas gene´ricos. Estos proble-
mas se encuadran en el a´mbito de la optimizacio´n combinatoria. Gran
parte de los problemas de este tipo cuentan con una complejidad ex-
cepcional, haciendo necesaria la utilizacio´n de te´cnicas para su trata-
miento. Existen diferentes me´todos de esta ı´ndole, aunque este trabajo
se centrara´ en las meta-heurı´sticas.
Puede encontrarse un vasto nu´mero de meta-heurı´sticas en la litera-
tura actual, cada una con sus propias caracterı´sticas. Debido a la alta
complejidad de los problemas a tratar, no hay una te´cnica definitiva que
consiga resolver de forma o´ptima todos los problemas de optimizacio´n.
Este hecho hace que el campo tanto de la optimizacio´n combinatoria,
como el de los problemas de asignacio´n de rutas de transporte, sea un
tema de investigacio´n candente.
Con todo esto, el presente trabajo de tesis doctoral centrara´ su esfuerzo
en la creacio´n de una nueva meta-heurı´stica que ayude a la resolucio´n
de problemas de asignacio´n de rutas a vehı´culos. La te´cnica presentada
ofrece un valor an˜adido frente a los me´todos existentes, ya sea en rela-
cio´n al rendimiento, o a la aportacio´n de originalidades conceptuales.
Con la intencio´n de validar el modelo, se han comparado los resulta-
dos de la meta-heurı´stica propuesta con los obtenidos por otros cuatro
algoritmos de filosofı´a similar. Para esta experimentacio´n se han utili-
zado cuatro famosos problemas de asignacio´n de rutas a vehı´culos, y
dos problemas cla´sicos de la optimizacio´n combinatoria. En la compa-
rativa se ha realizado un completo ana´lisis estadı´stico sobre la calidad
de las soluciones obtenidas y la convergencia temporal de cada te´cni-
ca, utilizando para ello pruebas estadı´sticas para´metricas, como el test
normal z, y pruebas no parame´tricas, como el test de Friedman. Gra-
cias a estos tests se ha podido afirmar de forma rigurosa que la te´cnica
propuesta es competitiva en cuanto a rendimiento se refiere, y original
conceptualmente hablando.
Laburpena
Garraioek garrantzi handia daukate gaur egungo gizartean, bai herri-
tarrentzat, bai enpresentzat. Hainbat garraio sistema existitzen dira,
bakoitzak bere abantaila eta eragozpenekin. Era berean, hainbat eza-
guera eremuk gaitasuna daukate garraioen plangintzari modu eragin-
kor batean aurre egiteko. Lan honen arreta adimen artifizialean eta
optimizazio problemetan ardaztuko da.
Garraio eta logistika eremuetan sortutako problema gehienek ezauga-
rri komunak dauzkate. Gertaera honek optimizazio problemak bezala
modelatzea ahalbidetzen du, horrela, beste optimizazio problema ge-
neriko batzuen kasu bereziak bezala ikusi ahal dira. Problema hauek
optimizazio konbinatorioaren arloan sartu ahal dira. Optimizazio mota
honetan azaldutako problemek ohiz kanpoko konplexutasuna daukate,
teknika berezien erabilpena behartuz modu egoki batean aurre egiteko.
Honen ildoan, era honetako hainbat metodo existitzen dira, hala ere,
lan hau meta-heuristiketan zentratuko da.
Meta-heuristika ugari aurkitu ahal dira gaur egungo literaturan, bakoi-
tzak bere ezaugarriekin. Aipatutako arloan sortutako problemen kon-
plexutasun handia dela eta, ezinezkoa da optimizazio problema guztiak
modu ezin hobean ebazten duen teknika bat aurkitzea. Gertakari ho-
nek optimizazio konbinatorioaren eta ibilgailuentzako ibilbideen eslei-
penaren problemen eremuak ikerketa arlo erakargarriak izatea eragiten
du.
Honekin guztiarekin, doktore-tesi hau ibilgailuentzako ibilbideen es-
leipenaren problemak ebazteko meta-heuristika berri baten sorkuntzan
ardaztuko da. Aurkeztutako algoritmoak balio erantzi bat eskainiko du
existitzen diren metodoen aurrean, bai errendimenduaren aldetik, bai
originaltasun-konzeptualaren ikuspegitik.
Planteatutako hipotesia egiaztatzearen asmoarekin, proposatutako meta-
heuristikak eskuratutako emaitzak filosofia bereko beste lau algorit-
mo desberdinak lortutakoekin konparatuko dira. Esperimentazio hau
burutzeko ezagunak diren ibilgailuentzako ibilbideen esleipenaren lau
problema diferente erabili dira, hala nola optimizazio konbinatorio ar-
loan egokitutako bi problema klasiko ezberdin. Emaitzen konparake-
ta hainbat parametroen arabera egin da, batezbesteko aritmetikoa eta
desbideratze tipikoaren arabera, adibidez. Horrez gain, bi azterketa
estatistikoak egin dira lortutako emaitzekin: z-normalaren proba, eta
Friedmanen proba. Gauzatutako esperimentazioari esker, proposatuta-
ko meta-heuristika etorkizun handiko teknika bat dela zentzuz baiezta-
tu ahal da.
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Siempre que te pregunten
si puedes hacer un trabajo,
contesta que sı´ y ponte en-
seguida a aprender co´mo se
hace.
Franklin D. Roosevelt
1
Introduccio´n y motivacio´n
Hoy en dı´a el transporte es un factor crucial para la sociedad, tanto para la ciu-dadanı´a, como para el sector empresarial. El transporte pu´blico, por ejemplo,
es un medio utilizado por gran parte de la poblacio´n actual y afecta directamente
a la calidad de vida de las personas. Existen multitud de sistemas de transporte
pu´blico, algunos regulares y otros bajo demanda. Estos u´ltimos nacieron con el
objetivo de cubrir los nichos que deja el transporte pu´blico regular, atendiendo la
demanda concreta de los usuarios. Este es un tipo de transporte imprescindible pa-
ra zonas rurales o con poca demanda, en las cuales no existen lı´neas de transporte
convencionales por motivos econo´micos.
En cuanto al transporte en el a´mbito empresarial, el ra´pido avance de las tecno-
logı´as ha hecho que la logı´stica cobre una gran importancia en esta a´rea. El hecho
de que todo el mundo este´ permanentemente conectado ha conducido a que las
redes de transporte sean cada vez ma´s exigidas, hecho que no tenı´a relevancia en
tiempos pasados, en los que una empresa tenı´a una clientela dispersa en un terri-
torio geogra´fico no muy amplio. En tiempos actuales, el hecho de abrir las miras
logı´sticas a un nivel ma´s amplio es un factor indispensable si se quiere sobrevivir en
un mundo empresarial que no da pie al error. Esta necesidad hace esencial la exis-
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tencia de una red de logı´stica competitiva, ya que esta puede marcar las diferencias
entre unas empresas y otras.
Por citar algunos datos que resalten la importancia de la logı´stica en el mundo
empresarial, en algunos negocios, como el de los alimentos o las bebidas, los costes
de distribucio´n de las mercancı´as pueden suponer un incremento en el precio del
producto de hasta un 70 % [Golden 87]. Gracias a ejemplos como este, es sencillo
cerciorarse de la relevancia que posee este sector, el cual tiene que ser debidamente
abordado desde los a´mbitos geogra´ficos ma´s reducidos (a nivel municipal, o pro-
vincial), hasta los ma´s extensos (a nivel continental, o mundial).
1.1 Planteamiento del problema
Existen diversas a´reas de conocimiento capacitadas para hacer frente a la planifi-
cacio´n eficiente de la logı´stica, ya sea de cara´cter urbano o empresarial. En este
trabajo se centrara´ la atencio´n en el campo de la inteligencia artificial y los proble-
mas de optimizacio´n.
En relacio´n con esto u´ltimo, la gran mayorı´a de los problemas surgidos en el
a´rea del transporte y la logı´stica guardan varias caracterı´sticas comunes, lo que hace
que puedan modelizarse como problemas de optimizacio´n y que puedan ser vistos
como casos particulares de otros problemas gene´ricos. Varios ejemplos de estos
problemas gene´ricos pueden ser el problema del viajante comercial [Lawler 85], o
el problema de la asignacio´n de rutas a vehı´culos ba´sico [Dantzig 59]. Estos pro-
blemas han sido tratados infinidad de veces desde la visio´n de la inteligencia artifi-
cial, y tanto ellos como muchas de sus variantes ma´s conocidas sera´n descritos en
capı´tulos posteriores en este mismo documento (Seccio´n 2.2).
En general, los problemas de optimizacio´n resultantes de la modelizacio´n de si-
tuaciones reales de transporte son denominados problemas de asignacio´n de rutas
a vehı´culos, o problemas de enrutado de vehı´culos. Estos problemas se encuadran
en el a´mbito de la optimizacio´n combinatoria, rama que genera una amplia pro-
duccio´n cientı´fica anualmente. La mayorı´a de los problemas de asignacio´n de rutas
a vehı´culos cuentan con una complejidad computacional elevada, y pueden cata-
logarse como problemas NP-Duros o NP-Difı´ciles [Lenstra 81]. Un problema es
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clasificado como NP-Duro cuando no existe una te´cnica capaz de encontrar en un
tiempo aceptable una solucio´n o´ptima para todos los casos posibles de este.
Es esta complejidad computacional la que hace atractiva para la comunidad
cientı´fica la resolucio´n de este tipo de problemas. Para enfrentarse a este reto
cientı´fico existen varias alternativas propias de la inteligencia artificial. En este
trabajo se centrara´ la atencio´n en una de estas alternativas: los algoritmos meta-
heurı´sticos. A grandes rasgos, las meta-heurı´sticas son te´cnicas de optimizacio´n
que enfocan su esfuerzo en buscar una solucio´n a un problema especı´fico utilizan-
do tan solo informacio´n general y conocimiento comu´n a todos los problemas de
optimizacio´n. Para ello, estos algoritmos trabajan con una o varias soluciones, las
cuales modifican progresivamente con la intencio´n de mejorarlas poco a poco. Es
de crucial importancia entender que el objetivo principal de estas te´cnicas no es el
de encontrar la solucio´n o´ptima al problema que este´n abordando, debido a la com-
plejidad de estos. En su lugar, las meta-heurı´sticas tratan de encontrar una buena
solucio´n que se acerque en lo posible al o´ptimo global.
Existe un vasto nu´mero de meta-heurı´sticas en la literatura actual, siendo el al-
goritmo gene´tico [Holland 75], el recocido simulado [Kirkpatrick 83] o la bu´sque-
da tabu´ [Glover 86] algunas de las ma´s utilizadas a lo largo de la historia. Todas
y cada una de las meta-heurı´sticas existentes en la comunidad cientı´fica cuentan
con sus ventajas e inconvenientes, y algunas trabajan con mayor efectividad que
otras. Aun ası´, el hecho de que no exista una te´cnica definitiva que consiga resolver
de forma o´ptima todos los problemas de optimizacio´n hace que el campo tanto de
la optimizacio´n combinatoria, como el de los problemas de asignacio´n de rutas a
vehı´culos, sea un tema de investigacio´n candente, el cual produce una gran cantidad
de trabajos cientı´ficos an˜o tras an˜o.
Con todo esto, el presente trabajo de tesis doctoral centrara´ su esfuerzo en la
creacio´n de una te´cnica meta-heurı´stica que ayude a la resolucio´n de problemas de
optimizacio´n combinatoria, y ma´s concretamente a la de problemas de asignacio´n
de rutas a vehı´culos. La te´cnica presentada tratara´ de ofrecer un valor an˜adido fren-
te a las te´cnicas ya existentes, ya sea en relacio´n a la mejora de resultados, o a la
aportacio´n de originalidades conceptuales. Trabajos como el que se realizara´ en es-
ta tesis se tornan necesarios debido a la importancia que ha cobrado la planificacio´n
logı´stica, y a la necesidad de abordarla de una forma ra´pida y eficaz.
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1.2 Hipo´tesis y objetivos
Una vez introducida la problema´tica, y con la intencio´n de abordarla de una manera
eficiente, se ha planteado la siguiente hipo´tesis a validar durante el desarrollo de la
tesis doctoral:
Es posible encontrar una novedosa meta-heurı´stica que aporte un
valor an˜adido y mejore las te´cnicas ya existentes para la resolucio´n
de problemas de asignacio´n de rutas a vehı´culos.
Para lograr la validacio´n de esta hipo´tesis se ha propuesto el siguiente objetivo
general de la tesis. Este objetivo dimana directamente de la hipo´tesis, y su consu-
macio´n es estrictamente necesaria para la certificacio´n de la misma.
Disen˜ar e implementar una meta-heurı´stica de cara´cter multi-poblacional pa-
ra la eficiente resolucio´n de problemas de optimizacio´n combinatoria en general,
y problemas de asignacio´n de rutas a vehı´culos en particular, aportando a su vez
un valor an˜adido en comparacio´n con los me´todos ya existentes
Este objetivo ha sido el que se ha intentado alcanzar a lo largo del desarrollo
de este trabajo, y cuya consecucio´n da por ratificada la hipo´tesis arriba planteada.
Adema´s de esto, y con el designio de alcanzar un mayor nivel de detalle, se han
establecido los siguientes objetivos especı´ficos, cuyo cumplimiento concluira´n en
el alcance del objetivo general.
• OE1: Definir la filosofı´a y el modo de operar deseado para la meta-heurı´sti-
ca. Este objetivo se logra realizando un examen exhaustivo de las te´cnicas
existentes en la actual literatura, con la pretensio´n de identificar aquellas ca-
racterı´sticas que puedan desembocar en un buen rendimiento por parte del
me´todo a disen˜ar.
• OE2: Seleccionar los problemas que van a emplearse en la experimenta-
cio´n. Para seleccionar el conjunto de problemas que van a utilizarse para este
propo´sito es indispensable conocer en profundidad el estado del arte relacio-
nado. Es importante contar con un buen cu´mulo de problemas, de diversas
caracterı´sticas, y que, adema´s, cuenten con un intere´s cientı´fico y social im-
portante y actual. Este objetivo ha de establecerse antes de comenzar con la
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implementacio´n de la te´cnica, ya que esta dependera´ de los problemas selec-
cionados para la fase de pruebas.
• OE3: Disen˜o e implementacio´n de la te´cnica. Esta debe seguir la filosofı´a
establecida en el objetivo OE1, y debe contar con varios objetivos de obli-
gatorio cumplimiento, como por ejemplo, evitar un excesivo consumo de re-
cursos computacionales, resolver los problemas en un tiempo competitivo, o
carecer de un disen˜o excesivamente complejo.
• OE4: Configurar el entorno de pruebas. Este objetivo esta´ compuesto por
dos sub-objetivos. El primero de ellos consiste en conseguir identificar las
te´cnicas existentes con las que se comparara´ el rendimiento del algoritmo
propuesto. Es importante que estos algoritmos sean de intere´s actual, tengan
una reputacio´n demostrada, y guarden cierta similitud en cuanto a filosofı´a
y concepto con la te´cnica presentada. Para este propo´sito es necesario un
exquisito conocimiento de la literatura disponible. El segundo sub-objetivo
es establecer la parametrizacio´n adecuada para cada meta-heurı´stica. Es de
crucial importancia que todos los algoritmos cuenten con una configuracio´n
similar, pues solo de esta forma el cotejo posterior resultara´ justo y objetivo.
• OE5: Ana´lisis y evaluacio´n de los resultados logrados en la experimenta-
cio´n. Una vez realizada la experimentacio´n pertinente se analizara´n los re-
sultados obtenidos. Este ana´lisis de los resultados se llevara´ a cabo tanto
para la calidad de los mismos, como para el tiempo de ejecucio´n empleado y
comportamiento de convergencia demostrado. Para realizar una comparacio´n
apropiada se utilizara´n variables propias de la estadı´stica descriptiva, como
la media y la desviacio´n tı´pica. Adema´s de esto, con la intencio´n de realizar
una equiparacio´n objetiva, rigurosa y fiable, se llevara´n a cabo varios tests
estadı´sticos, como el test de Friedman, o el test normal z.
La Tabla 1.1 recoge varias de las actividades ma´s representativas que se llevara´n
a cabo para alcanzar la consecucio´n del objetivo general. Estas actividades poseen
un vı´nculo con alguno, o varios, de los objetivos especı´ficos arriba mencionados.
Esta relacio´n tambie´n queda representada en la misma tabla.
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Actividad Objetivos
Ana´lisis de los problemas de optimizacio´n combinatoria
existentes, tanto cla´sicos como actuales
OE1 y OE2
Ana´lisis de los problemas de asignacio´n de rutas a
vehı´culos existentes, tanto cla´sicos como actuales
OE1 y OE2
Ana´lisis de las te´cnicas existentes en la literatura para la
resolucio´n de los problemas arriba mencionados
OE1 y OE4
Seleccio´n de los problemas a tratar, y disen˜o de bancos
de pruebas para cada uno de ellos
OE2 y OE4
Disen˜o e implementacio´n de la te´cnica OE3
Eleccio´n e implementacio´n de las te´cnicas a utilizar en la
experimentacio´n para la comparacio´n de resultados
OE4
Ejecucio´n de la experimentacio´n disen˜ada OE4 y OE5
Ana´lisis y comparacio´n de los resultados mediante
variables de estadı´stica descriptiva
OE5
Ana´lisis y comparacio´n de los resultados mediante tests
estadı´sticos
OE5
Tabla 1.1: Actividades ma´s destacables y objetivo especı´ficos con los que se relacio-
nan
Adema´s de todos estos objetivos, los cuales son considerados necesarios para
lograr alcanzar el objetivo general, que a su vez servira´ para corroborar la hipo´tesis
planteada, el autor de esta tesis se ha impuesto dos objetivos personales, los cuales
tendra´ en cuenta a lo largo del desarrollo completo de la misma. Estos objetivos
son los siguientes:
• Maximizar, en la medida de lo posible, la contribucio´n a la comunidad cientı´fi-
ca mediante la publicacio´n de artı´culos en congresos y revistas, tanto nacio-
nales como internacionales, y de cara´cter tanto cientı´fico como divulgativo.
• Maximizar la claridad y reproducibilidad de los algoritmos planteados para
que puedan ser estudiados, utilizados y/o modificados posteriormente por
cualquier investigador o desarrollador, ya sea con el objetivo de aportar algu´n
valor an˜adido o aplicarlos en alguna herramienta.
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1.3 Intereses cientı´ficos y sociales
Una vez introducido el marco de la tesis, y despue´s de haber destacado la hipo´tesis
y los objetivos que han marcado el camino hacia la validacio´n de la misma, en
este apartado se pretende destacar los intereses inmanentes a la realizacio´n de este
trabajo. El objetivo de esta seccio´n, por lo tanto, es destacar porque´ es necesario
que una tesis de esta ı´ndole sea escrita, y describir los aspectos que han motivado
la elaboracio´n de la misma. Con todo esto, el intere´s social del tema que se aborda
podrı´a destacarse en los siguientes puntos:
• En la actualidad, en la gran mayorı´a de empresas la logı´stica juega un papel
clave, ya sea de forma directa o indirecta. Es por esto por lo que una gran
cantidad de empresas tienen en cuenta el transporte de productos como una
parte ma´s de sus estrategias de negocio. Con la utilizacio´n de las te´cnicas que
van a desarrollarse en este trabajo los gastos relacionados con el transporte,
tanto temporales como econo´micos, van a verse reducidos permitiendo un
ahorro monetario y una mayor productividad, con los beneficios que esto
acarrea (abaratamiento de los costes de cara al pu´blico, mayor calidad en los
productos. . . ).
• Con la te´cnica que va a ser implementada durante esta tesis doctoral se va
a conseguir que los vehı´culos sean ma´s eficientes a la hora de seleccionar
las rutas que tienen que tomar para realizar sus desplazamientos. Esto va a
hacer que los tiempos de trayecto disminuyan considerablemente y que la
congestio´n en las carreteras se vea minimizada. Esta disminucio´n tiene una
gran cantidad de ventajas entre las cuales podrı´an destacarse las siguientes:
– Decremento del tiempo en la carretera, lo que minimiza el riesgo de
accidentes.
– Disminucio´n del consumo energe´tico y consumo de carburante. Por to-
dos es conocido que el carburante es un bien escaso. El hecho de ver
su consumo reducido no solo permitira´ a los usuarios de las carreteras
ahorrar en combustible, si no que permitira´ que sus altos costes puedan
verse reducidos.
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– Reduccio´n de la emisio´n de gases CO2. Hoy en dı´a es una obligacio´n
moral y social para toda la ciudadanı´a tener un fuerte compromiso con
el medioambiente. La anteriormente mencionada disminucio´n del con-
sumo de combustible conllevara´ la ventaja de reducir tambie´n la emi-
sio´n de este tipo de gases contaminantes.
En relacio´n al intere´s cientı´fico que reviste esta a´rea, se puede aseverar que
es amplio, ya que la mayorı´a de los problemas de optimizacio´n combinatoria y de
asignacio´n de rutas a vehı´culos pertenecen a la clase NP-Duros. Este tipo de proble-
mas tienen un gran intere´s acade´mico ya que, a dı´a de hoy, no es posible encontrar
te´cnicas que sean capaces de resolver cualquier instancia de una forma o´ptima y
en un tiempo polinomial. A lo largo de la historia se han desarrollado innumera-
bles estudios en este campo, y actualmente sigue siendo un tema importante en la
investigacio´n, el cual es objeto de una gran cantidad de estudios en los distintos
congresos y revistas cientı´ficas mundiales an˜o tras an˜o. Este tema sera´ tratado con
mayor detalle en el siguiente capı´tulo de esta tesis.
1.4 Principales aportaciones del trabajo presentado
En este apartado se expondra´n las principales aportaciones que ofrece el modelo
que se presentara´ en esta tesis para validar la hipo´tesis anteriormente planteada.
Para ello, en primer lugar conviene describir de manera escueta las caracterı´sticas
ma´s resen˜ables de la meta-heurı´stica desarrollada.
Es imprescindible comenzar esta descripcio´n mencionando que la te´cnica pro-
puesta consiste en una meta-heurı´stica multi-poblacional, la cual se basa en diver-
sos conceptos futbolı´sticos para guiar su proceso de bu´squeda. Es por esta razo´n
por la que el nombre escogido para designar al algoritmo ha sido Golden Ball. Al
igual que otras muchas te´cnicas existentes, el Golden Ball trabaja con un conjunto
de soluciones aleatoriamente creadas. Estas soluciones son agrupadas en diferentes
conjuntos, o equipos, los cuales componen una liga. Los diferentes equipos evolu-
cionan de forma auto´noma, es decir, sus soluciones se modifican individualmente
con la intencio´n de ser mejoradas. A este proceso se le llama “entrenamiento”. Es
interesante mencionar que cada equipo entrena a sus soluciones de diferente mane-
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ra. A su vez, los equipos se enfrentan unos con otros completando una liga conven-
cional. Una vez finaliza la temporada liguera, comienza el periodo de fichajes, en
el que los equipos intercambian sus jugadores, saliendo beneficiados los equipos
punteros. Por otro lado, los equipos que han obtenido malos resultados cambian su
entrenador, es decir, cambian la manera en la que modifican sus soluciones, con la
intencio´n de encontrar un me´todo de modificacio´n ma´s eficiente.
Estos son los conceptos ba´sicos en los que se basa la te´cnica Golden Ball, expli-
cados todos ellos de una forma abreviada y sencilla. Las principales aportaciones
de la te´cnica presentada respecto a las meta-heurı´sticas que pueden verse en la
literatura son las siguientes:
• Como se especificara´ ma´s adelante, el Golden Ball basa la modificacio´n de
sus soluciones en dos operadores distintos, uno de cara´cter individual, y el
otro de cara´cter cooperativo. Muchas meta-heurı´sticas siguen esta filosofı´a,
como los algoritmos gene´ticos, por ejemplo. Aun ası´, el Golden Ball ofrece
un enfoque raramente visto en la literatura, dando mayor importancia a la
mejora individual, y utilizando los operadores cooperativos en un segundo
plano.
• El Golden Ball utiliza un mecanismo que permite a las sub-poblaciones cam-
biar en mu´ltiples ocasiones la forma en la que modifican (o entrenan) las so-
luciones. Es justo mencionar que existen algunas meta-heurı´sticas en la lite-
ratura, como la bu´squeda de vecindario variable [Mladenovic´ 97], que cuen-
tan con recursos similares a este. Aun ası´, en el caso del Golden Ball, no solo
las subpoblaciones varı´an durante el transcurso de la ejecucio´n. Los jugado-
res, en concreto, tambie´n pueden cambiar su forma de entrenar, alternando
sus equipos en situaciones en las que se estima que puede ser provechoso
para el proceso de bu´squeda.
• Como se ha mencionado anteriormente, el Golden Ball es una te´cnica multi-
poblacional. Esto quiere decir que la poblacio´n completa de soluciones es di-
vidida en diferentes conjuntos. Un tema que ha generado multitud de debates
en la literatura es la forma en la que las diferentes subpoblaciones que con-
forman una te´cnica multi-poblacional comparten sus soluciones entre ellas.
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Para ello, el Golden Ball ofrece un esquema de intercambio de soluciones
fijo e invariable, el cual se fundamenta en la calidad general de cada uno de
los conjuntos.
• El constante crecimiento de la literatura relacionada muestra co´mo las meta-
heurı´sticas bı´o-inspiradas son un tema de intere´s para la comunidad cientı´fi-
ca. Al hilo de esto, el Golden Ball es la primera te´cnica cuyo proceso de
bu´squeda mimetiza diversos conceptos futbolı´sticos. Siendo el futbol un de-
porte de masas, practicado y seguido en todo el planeta, es de esperar que
los conceptos en los que se apoya la te´cnica sean familiares para cualquier
lector, lo que facilitara´ su comprensio´n e instigara´ a investigadores noveles a
adentrarse en el campo de estudio.
Estas son varias de las contribuciones que ofrece la meta-heurı´stica propuesta
en este trabajo doctoral. Todas ellas sera´n tratadas con mayor detalle en seccio-
nes posteriores (Seccio´n 4.3). Por otro lado, adema´s de las aportaciones ofrecidas
por la meta-heurı´stica propuesta, este trabajo tambie´n pretende proporcionar las
siguientes contribuciones gene´ricas:
• Un contratiempo muy comu´n cuando se intenta trabajar en el campo de las
meta-heurı´sticas y optimizacio´n es la falta de transparencia a la hora de pre-
sentar las te´cnicas. Esto hace que la replicabilidad y la reproduccio´n de las
te´cnicas que se encuentran en la literatura se vean realmente comprometidas.
Con este inconveniente en mente, el autor de este trabajo se ha propuesto
proporcionar una meta-heurı´stica clara y con una estructura correcta, la cual
estara´ a disposicio´n de cualquier investigador o desarrollador para su poste-
rior estudio, empleo y modificacio´n.
• Otra adversidad a la hora de afrontar los diferentes retos que se presentan
en este campo de estudio es la falta de una metodologı´a adecuadamente es-
tructurada para aplicarla a la implementacio´n y comparacio´n de diferentes
te´cnicas. Teniendo este hecho en cuenta, el autor de esta tesis propone en este
mismo trabajo un conjunto de buenas pra´cticas. Con esto, se pretende esta-
blecer un procedimiento para el correcto desarrollo y posterior comparacio´n
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de meta-heurı´sticas disen˜adas para la resolucio´n de problemas de optimiza-
cio´n combinatoria.
1.5 Metodologı´a de investigacio´n
Como ya se ha indicado en apartados anteriores, el campo de la optimizacio´n com-
binatoria y las te´cnicas para su resolucio´n es un campo en constante crecimiento,
generando multitud de produccio´n cientı´fica an˜o tras an˜o. Esta es la principal razo´n
por la que se ha hecho imprescindible acogerse a una metodologı´a de investigacio´n
de ciclo continuo, en la que la actualizacio´n del conocimiento y la identificacio´n
constante de mejoras sean dos de sus principales pilares.
Con esta importante necesidad se ha planteado un procedimiento de filosofı´a
iterativa en el que el cumplimiento de cada ciclo contribuye al refinamiento de
la solucio´n planteada para validar la hipo´tesis. La idea principal de este proceso
cı´clico es que los conocimientos adquiridos en su fase inicial ayuden a disen˜ar una
te´cnica cada vez ma´s prometedora, capaz de competir cara a cara contra me´todos
actuales, ya sea en cuanto a resultados se refiere, o en cuanto a concepto, ofreciendo
originalidades y aportaciones resen˜ables.
En la Figura 1.1 se muestra la metodologı´a de investigacio´n empleada. En esta
misma imagen puede observarse el cara´cter iterativo del procedimiento, el cual
puede sintetizarse de la siguiente manera:
• Revisio´n del estado del arte actual: El objetivo principal de esta fase es el de
investigar el estado del arte relacionado con el campo en el que se esta´ traba-
jando. Para lograr esto, se hara´ uso de la bibliografı´a relacionada, tomando
publicaciones de la comunidad cientı´fica publicadas en revista y actas de
congresos nacionales e internacionales. Los conocimientos adquiridos en es-
ta fase deben desembocar en el planteamiento de la hipo´tesis, despue´s de
haber encontrado, y analizado, posibles nichos de mejora.
• Disen˜o e implementacio´n de la solucio´n: Despue´s de haber adquirido o actua-
lizado el conocimiento necesario, y teniendo siempre en mente la hipo´tesis a
validar, en esta fase se debe disen˜ar (o modificar, siempre y cuando se este´ en
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Figura 1.1: Metodologı´a de investigacio´n empleada
un ciclo posterior al primero) e implementar la solucio´n que se va a proponer
para intentar probar la hipo´tesis previamente planteada.
• Experimentacio´n y evaluacio´n: La meta de esta fase es la de someter a la
solucio´n resultante del paso anterior a un proceso de experimentacio´n y eva-
luacio´n. Para realizar este procedimiento es de vital importancia aportar unos
criterios y me´todos de evaluacio´n, en los que se incluyen los problemas em-
pleados, la parametrizacio´n utilizada o las te´cnicas con las que se comparara´n
los resultados en la fase posterior. Todos estos criterios y me´todos se han de
construir haciendo uso del conocimiento adquirido en la primera etapa de
esta metodologı´a.
• Ana´lisis y comparacio´n de los resultados: Tras la realizacio´n de la experi-
mentacio´n pertinente, los resultados obtenidos tienen que ser analizados y
contrastados con los obtenidos por otras te´cnicas punteras de la literatura.
Despue´s de realizar este examen, es conveniente comprobar si la hipo´tesis
planteada ha quedado validada. En tal caso, se podrı´a dar por finalizado el
desarrollo de la tesis, teniendo siempre en cuenta potenciales actualizaciones
en el estado del arte. En caso de que la hipo´tesis aun no quede comprobada, el
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ciclo vuelve a comenzar por su punto inicial. A su vez, y siendo conscientes
de que es uno de los aspectos ma´s importantes del desarrollo de la tesis, esta
etapa tiene que dar como resultado la difusio´n de resultados, materializada
en produccio´n cientı´fica, ya sea en congresos, como en revistas nacionales o
internacionales.
1.6 Estructura de la tesis
En el presente apartado se introduce la estructura de este trabajo doctoral. En con-
creto, la tesis cuenta con siete capı´tulos:
• El primero, el presente, se trata de la introduccio´n, y es el capı´tulo en el que
se trata de asentar los conceptos ba´sicos y el a´mbito de trabajo de esta tesis.
Tambie´n se han introducido los intereses cientı´ficos y sociales que posee la
tesis, adema´s de sus aportaciones y contribuciones. Adema´s de esto, se han
presentado tanto la hipo´tesis, como los objetivos que guiara´n su desarrollo.
• El segundo capı´tulo del documento proporciona al lector una visio´n general
de la optimizacio´n combinatoria. Se describen en un primer momento varios
problemas cla´sicos de esta clase, introduciendo tras esto los conceptos de los
problemas de asignacio´n de rutas a vehı´culos. Adema´s de esto, se hara´ un
esfuerzo en detallar diferentes variantes de este u´ltimo tipo de problemas,
cuyo intere´s cientı´fico hoy en dı´a es indudable, y los cuales tendra´n gran
importancia en la experimentacio´n de esta tesis.
• El tercer capı´tulo bien podrı´a considerarse una continuacio´n del anterior.
Despue´s de haber introducido el campo de la optimizacio´n combinatoria y
haber descrito en detalle varios de los problemas ma´s conocidos e interesan-
tes dentro de este a´mbito, en este tercer apartado se presentan los conceptos
de heurı´stica y meta-heurı´stica. El grueso de este capı´tulo trata de presentar
varias de las alternativas ma´s utilizadas a lo largo de la historia para abordar
los diferentes problemas de optimizacio´n surgidos en la literatura.
• El cuarto capı´tulo es el que recoge la pormenorizada explicacio´n del modelo
presentado en esta tesis para validar la hipo´tesis planteada en la introduc-
13
1. Introduccio´n y motivacio´n
cio´n. Tambie´n hay lugar en este apartado para exponer diversas reflexiones
llevadas a cabo durante el desarrollo del trabajo, claves a la hora de decidir
la direccio´n del mismo. Adicionalmente, en este capı´tulo se explicara´n las
principales aportaciones y contribuciones del modelo propuesto, ası´ como
las diferentes similitudes y originalidades respecto a las principales te´cnicas
de la literatura.
• El quinto capı´tulo aborda la experimentacio´n llevada a cabo para validar
el modelo presentado en este trabajo. Mu´ltiples apartados componen este
capı´tulo, en los que se describen las te´cnicas utilizadas, se introducen las
configuraciones empleadas para los problemas utilizados, y se muestran y
analizan los resultados logrados. Adema´s de esto, en este punto de la tesis
se introduce una propuesta de buenas pra´cticas para la implementacio´n y
comparacio´n de meta-heurı´sticas enfocadas a la resolucio´n de problemas de
optimizacio´n combinatoria.
• En el sexto capı´tulo se describen varias posibles implementaciones pra´cticas
de la meta-heurı´stica presentada en este trabajo. Para cada una de ellas, pri-
meramente se propone una situacio´n propia del mundo real relacionada con
el transporte, la cual se modelizara´ como un problema complejo de asigna-
cio´n de rutas a vehı´culos, para despue´s ser resuelto por la te´cnica propuesta.
• Finalmente, el se´ptimo y u´ltimo capı´tulo del trabajo expone las conclusiones
de la tesis, ası´ como las lı´neas futuras de trabajo y mejora.
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Todos somos muy ignoran-
tes. Lo que ocurre es que no
todos ignoramos las mismas
cosas.
Albert Einstein
2
Optimizacio´n combinatoria y
problemas de asignacio´n de
rutas a vehı´culos
Hoy en dı´a, la optimizacio´n es un campo que recibe mucha atencio´n dentro dela inteligencia artificial. Existen varios tipos de optimizacio´n, como la opti-
mizacio´n nume´rica [Schwefel 81], lineal [Bertsimas 97], continua [Eiselt 87] o la
optimizacio´n combinatoria [Papadimitriou 98], entre muchas otras. Normalmente,
los problemas surgidos en este campo nacen a partir de situaciones reales, las cua-
les se tratan de modelizar como problemas de optimizacio´n. La resolucio´n de estos
problemas plantea grandes retos cientı´ficos debido a que, habitualmente, cuentan
con una complejidad elevada. Esta complejidad y su facilidad inherente de ser apli-
cable al mundo real son las principales razones que hacen que la optimizacio´n sea
un a´mbito atractivo para la comunidad cientı´fica.
Esta tesis se centrara´ u´nicamente en problemas de optimizacio´n combinatoria,
cuyo objeto es el estudio y la resolucio´n algorı´tmica de problemas con restric-
ciones en los que las variables constituyentes son de tipo discreto y finito. Ma´s
concretamente, y pese a que se hara´ uso de diferentes problemas de otra ı´ndole, los
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problemas de asignacio´n de rutas a vehı´culos sera´n los que ocupen el grueso de la
experimentacio´n ofrecida en este trabajo.
La optimizacio´n combinatoria es ampliamente estudiada en tiempos actuales
por la comunidad cientı´fica. Prueba de ello son la multitud de artı´culos y libros
que son publicados an˜o tras an˜o enfocados en este tema [Wolsey 14, Walter 14].
Por otro lado, congresos como el “Integer Programming and Combinatorial Opti-
mization”, el cual se encuentra en su decimoctava edicio´n, convirtie´ndose en un
congreso de gran prestigio a nivel internacional, pueden considerarse otra prueba
de este intere´s, ası´ como el creciente nu´mero de ediciones especiales en revistas
cientı´ficas internacionales centradas en este tipo de optimizacio´n, como el “Spe-
cial Issue on Combinatorial Optimization: Theory of Algorithms and Complexity”,
publicado anualmente en la revista Theoritecal Computer Science (F.I. 0.516).
El intere´s suscitado por los problemas planteados dentro de la optimizacio´n
combinatoria puede diferenciarse en dos aspectos completamente diferentes. Por
un lado, se puede destacar el inmanente intere´s social que poseen estos proble-
mas, ya que surgen a partir de problemas cotidianos del mundo real. Para ser ma´s
precisos, esto quiere decir que diferentes situaciones reales pueden ser modeliza-
das como problemas de optimizacio´n combinatoria para ser tratadas y resueltas
con mayor eficiencia. Por otro lado, una gran parte de estos problemas poseen
una gran complejidad de resolucio´n, por lo que encontrar soluciones eficientes a
ellos constituye un reto atractivo para los investigadores de hoy en dı´a. Siendo ma´s
concretos, una gran cantidad de estos problemas son catalogados como NP-Duro
[Lenstra 81, Lenstra 79]. Segu´n la teorı´a de la complejidad computacional, un pro-
blema es considerado NP-Duro cuando no existe una te´cnica capaz de encontrar
una solucio´n o´ptima para todas las instancias1 en un tiempo polinomial.
En la literatura puede encontrarse una abundante cantidad de problemas de
optimizacio´n combinatoria. En esta seccio´n se describira´n varios de ellos, con el
propo´sito de que todo lector pueda hacerse una idea de la naturaleza de este tipo de
problemas, y siendo conscientes de que la cantidad total de ellos es muchı´simo ma´s
amplia. Con todo esto, en la Seccio´n 2.1 se presentan varios problemas cla´sicos de
optimizacio´n combinatoria. Tras esto, en la Seccio´n 2.2 se hara´ un breve repaso a
varios de los problemas ma´s importantes de asignacio´n de rutas a vehı´culos.
1instancia: una instancia de un problema es un ejemplo concreto de ese problema.
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2.1 Ejemplos de problemas cla´sicos de optimizacio´n
combinatoria
Como ya se ha aludido con anterioridad, en esta seccio´n se describira´n varios pro-
blemas cla´sicos de optimizacio´n combinatoria. Este apartado pretende servir de
introduccio´n para aquellos lectores que no se sientan familiarizados con el campo
de estudio. Los problemas descritos en esta parte han sido seleccionados ya sea por
su ajuste a problemas interesantes del mundo real (Seccio´n 2.1.1), o porque van a
ser empleados en este mismo estudio para la validacio´n de la te´cnica presentada
(Apartados 2.1.2 y 2.1.3). En cualquier caso, todo ellos han sido ampliamente re-
ferenciados y utilizados a lo largo de la historia, y por ello son considerados como
problemas cla´sicos de optimizacio´n.
2.1.1 Problema de la programacio´n de la produccio´n discreta
El primero de los problemas descrito es el problema de la programacio´n de pro-
duccio´n discreta (Job-shop Scheduling Problem, JSP). En este caso, se podrı´a cla-
sificar al JSP dentro de los problemas relacionados con la organizacio´n industrial.
Desde que fue propuesto [Conway 69], el JSP se ha convertido en uno de los pro-
blemas de optimizacio´n ma´s estudiados, siendo el foco de muchos estudios aun a
dı´a de hoy [Yenisey 14, Go´mez Urrutia 14]. Existen muchas variaciones del JSP
[Subramanian 14, Pezzella 08], aunque a continuacio´n tan solo se introducira´ el
JSP ma´s ba´sico. Para este problema se dispone de un conjunto de ma´quinas (M ),
las cuales realizan diversas tareas. Con estas ma´quinas se pretende elaborar un
producto concreto a partir de una materia prima inicial. Para materializar dicho
producto, hay que seguir una serie de pasos, donde cada uno de ellos consiste en la
aplicacio´n de una determinada ma´quina durante un periodo de tiempo. A cada uno
de los pasos de este proceso se le llama operacio´n. Del mismo modo, se denomi-
nara´ orden de trabajo a la secuencia de operaciones requerida para la finalizacio´n
del producto.
De esta manera, dado M y un conjunto de o´rdenes de trabajo, un programa es
una asignacio´n que fija a cada operacio´n una ma´quina y un intervalo de tiempo
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para ser efectuada. El objetivo del JSP es encontrar un programa que minimice el
tiempo empleado para realizar todas las operaciones.
2.1.2 Problema de las N reinas
El segundo problema que se tratara´ en este apartado es el problema de las N reinas
(N-Queens Problem, NQP) [Rivin 94]. El NQP es la generalizacio´n del cla´sico pro-
blema de colocar 8 reinas en un tablero convencional de ajedrez, con el requisito de
que ninguna de ellas sea atacada por cualquier otra [Bell 09]. Esta primitiva versio´n
del NQP fue propuesta por M. Bezzel en 1848 [Bezzel 48]. De esta forma, el NQP
consiste en situar N reinas en un tablero de ajedrez NxN , de manera que no exista
ningu´n ataque entre ellas. Este es un cla´sico problema de disen˜o combinatorio (pro-
blema de satisfaccio´n de restricciones), el cual puede ser tambie´n formulado con un
problema de optimizacio´n combinatoria [Hu 03]. En el trabajo que se presenta en
esta tesis, se tratara´ al NQP de este modo, donde una solucio´n X es codificada co-
mo una tupla de N valores (q1, q2, ..., qn), la cual es una permutacio´n del conjunto
de valores (1, 2, ..., N). Cada qi representa la fila ocupada por la reina emplazada
en la columna i-e´sima. Utilizando esta representacio´n las colisiones verticales y
horizontales son evitadas, y la complejidad del problema pasa a ser O(N !). Ası´,
el objetivo del problema sera´ minimizar el nu´mero de colisiones diagonales entre
reinas. Ma´s especı´ficamente, una reina i atacara´ a otra reina j si, y solo si:
|i− qi| = |j − qj| ∀i, j : {1, 2, ..., N}; i 6= j
Una posible solucio´n a un NQP compuesto por 8 reinas es mostrada en la Figura
2.1. De acuerdo a la codificacio´n explicada, la solucio´n interpretada en esta figura
serı´a codificada como f(X) = (4, 3, 1, 6, 5, 8, 2, 7). Como puede observarse, en
esta posible solucio´n pueden encontrarse 3 diferentes colisiones (4-3, 6-5, y 6-
8). Esta misma formulacio´n ha sido anteriormente empleada en la literatura en
innumerables ocasiones [Masehian 13, Martinjak 07].
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Figura 2.1: Ejemplo de instancia de un NQP compuesto por 8 reinas
2.1.3 Problema del empaquetado unidimensional
Finalmente, el problema del empaquetado unidimensional (one dimensional Bin
Packing Problem, BPP), sera´ el u´ltimo de los problemas mencionados en esta sec-
cio´n introductoria. El empaquetado de productos o paquetes en diferentes recipien-
tes o contenedores es una tarea diaria y crucial en el a´mbito de la produccio´n y
distribucio´n. Dependiendo tanto del taman˜o de los paquetes a embalar, como del ta-
man˜o y capacidad de los contenedores, se pueden formular mu´ltiples problemas de
empaquetado. Este tipo de cuestiones han sido ampliamente tratadas en la literatura
desde hace varias de´cadas. En el estudio presentado en [Martello 90] se realiza una
extensa introduccio´n a este tipo de problemas. En la experimentacio´n desarrollada
para la validacio´n de esta tesis se hara´ uso del BPP, considerado como el problema
ma´s simple de embalaje, y el cual ha sido utilizado en la literatura en infinidad de
ocasiones como problema de benchmarking1 [Fleszar 11, Sim 13, Sim 12]. Con-
cretamente, el BPP consiste en un conjunto de paquetes I = (i1, i2, . . . , in), cada
uno con un taman˜o si asociado, y un suministro ilimitado de contenedores con una
misma capacidad q. El objetivo del BPP consiste en empaquetar todos los paque-
tes en el menor nu´mero de recipientes posible. De esta manera, el propo´sito es
minimizar la cantidad de contenedores utilizados.
1Problema de benchmarking: problema de simple formulacio´n, generalmente utilizado para la
validacio´n de una te´cnica, o para la comparacio´n entre varias te´cnicas.
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Como ya se ha mencionado anteriormente, adema´s de los problemas descritos,
existe una abundante cantidad de problemas dentro del campo de la optimizacio´n
combinatoria. A su vez, existe un conjunto de problemas de este tipo que, gracias a
su indiscutible intere´s cientı´fico y social, goza de gran popularidad en la comunidad
cientı´fica. Estos problemas son los de asignacio´n de rutas a vehı´culos, y son los
que ocupara´n el grueso de la experimentacio´n presentada en este trabajo doctoral.
Si bien la te´cnica propuesta puede ser aplicada a cualquier tipo de problema de
optimizacio´n combinatoria, se ha decidio´ centrar el esfuerzo en los problemas de
asignacio´n de rutas a vehı´culos. En la seccio´n que comienza a continuacio´n se
realizara´ una introduccio´n a los problemas de este tipo.
2.2 Problemas de asignacio´n de rutas a vehı´culos
Como ya se ha mencionado en apartados anteriores, los problemas de asignacio´n
de rutas a vehı´culos gozan de gran popularidad dentro de la comunidad cientı´fica.
La razo´n de esta popularidad puede desgranarse en dos factores distintos. Por un
lado, debido a su complejidad, supone un reto tratar de resolver este tipo de proble-
mas. De esto que el atractivo cientı´fico inherente a estos problemas sea irrevocable.
Por otro lado, como ya se ha mencionado en la introduccio´n de este trabajo, el
beneficio empresarial que constituye una eficiente logı´stica, y las ventajas sociales
que supondrı´an este hecho, hace que el tratamiento y resolucio´n de estos proble-
mas posea un gran intere´s social. Evidencia de este intere´s es el creciente nu´mero
de publicaciones cientı´ficas que se an˜aden a la literatura an˜o tras an˜o. Citar en esta
tesis todas estas publicaciones serı´a inviable. Aun ası´, a lo largo de este documento
se citara´n una abundante cantidad de artı´culos y libros enfocados a este campo.
En esta seccio´n se van a describir de forma detallada varios de los problemas de
asignacio´n de rutas a vehı´culos ma´s conocidos y estudiados, comenzando por los
ma´s ba´sicos y continuando con las variantes ma´s famosas de e´stos. Sin embargo,
antes de profundizar en los distintos problemas conviene describir de forma breve
cada uno de los actores que forman parte de este tipos de problemas.
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2.2.1 Actores de los problemas de asignacio´n de rutas a vehı´culos
Explicado grosso modo, los problemas de asignacio´n de rutas a vehı´culos consisten
en un conjunto de clientes a servir, uno o varios depo´sitos y una flota de vehı´culos
con los cuales hay que abastecer la demanda de los consumidores. El objetivo de
estos problemas suele ser el de minimizar tanto el nu´mero de vehı´culos utilizados,
como la distancia recorrida, o los gastos generados. Todo esto depende del tipo de
problema que se este´ abordando.
La naturaleza y caracterı´sticas de los clientes, depo´sitos y vehı´culos, junto a
diferentes restricciones a la hora de gestionar las rutas, dan lugar a multitud de
variantes del problema que se vera´n en este mismo capı´tulo.
2.2.1.1 Clientes
Los clientes, o consumidores, son los aute´nticos protagonistas de estos tipos de
problemas. Cada cliente se encuentra situado en una posicio´n geogra´fica dentro del
territorio operativo1. Cada consumidor tiene una demanda que tiene que ser satis-
fecha por alguno de los vehı´culos del sistema. Normalmente los clientes solicitan
la entrega de cierta cantidad de materiales, convencionalmente servida por un solo
vehı´culo y en una sola visita, aunque en ocasiones el cliente puede tratarse de un
proveedor, o de un establecimiento, el cual solicita una demanda de recogida de
bienes.
Existen casos en los que los clientes no solicitan la recogida o entrega de cier-
tos materiales. En su lugar, e´stos solicitan la utilizacio´n de un servicio, como por
ejemplo el transporte desde un punto hasta otro [Cordeau 04].
En otros casos los consumidores pueden imponer ciertas restricciones al siste-
ma. Una de ellas son las restricciones temporales [Bra¨ysy 05], las cuales tienen que
ser respetadas obligatoriamente, aunque existen casos en los que estas restricciones
pueden traspasarse a cambio de una penalizacio´n para el proveedor [Taillard 97].
Otra de las restricciones que pueden imponer los clientes es el tipo de vehı´culo que
puede servirles. Existen problemas en los que la flota de vehı´culos es heteroge´nea,
y puede suceder que ciertos consumidores solo puedan ser servidos por un tipo de
1Territorio operativo: Territorio geogra´fico en el que el vehı´culo ofrece su servicio
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unidad mo´vil [Yaman 06]. Esta situacio´n puede darse por el hecho de que el cliente
viva en alguna zona inaccesible para algu´n tipo de vehı´culo.
2.2.1.2 Vehı´culos
Normalmente, los vehı´culos cuentan con una capacidad limitada, la cual no puede
ser sobrepasada en ningu´n momento. A su vez, puede darse el caso en el que cada
vehı´culo tenga asociados ciertos costes fijos por su utilizacio´n, aunque lo ma´s nor-
mal es aplicar estos costes tan so´lo en problemas en los que se tiene una flota de
vehı´culos heteroge´nea, de forma que los vehı´culos ma´s grandes sera´n ma´s costosos,
mientras que los pequen˜os supondra´n un menor desembolso econo´mico.
Como ya se ha explicado en el apartado de los clientes, puede ser que las uni-
dades mo´viles no so´lo tengan que entregar mercancı´as, si no que tengan tambie´n la
necesidad de recogerlas en ciertos puntos de su ruta. Esto hace que la cantidad total
de mercancı´as recogidas y mercancı´as au´n por entregar no pueda superar la capaci-
dad ma´xima de los vehı´culos. Dentro de este tipo de problemas, existen instancias
en las que es obligatorio realizar primero la fase de entrega, seguida de la fase de
recogida [Goetschalckx 89], o instancias en las que los distintos tipos de clientes
pueden alternarse [Dethloff 01].
La cantidad de unidades mo´viles disponibles es una variable de decisio´n, de
forma que esta´ en manos de los usuarios el limitar la flota, o utilizar un nu´mero de
vehı´culos ilimitado.
2.2.1.3 Depo´sitos o almacenes
Por lo general, en un problema de asignacio´n de rutas a vehı´culos, las mercancı´as
a distribuir se encuentran almacenadas en un depo´sito, o almace´n. Au´n ası´, exis-
ten instancias, como ya se ha mencionado anteriormente, en las que los bienes a
repartir se encuentran en posesio´n de distintos clientes, los cuales actu´an como
proveedores. El almace´n puede ser tambie´n un punto de entrega de materiales, ya
que en los sistemas en los que se recoge material de los consumidores, e´ste tiene
que ser almacenado en el depo´sito.
Por norma general, todos los vehı´culos del sistema se encuentran en el depo´sito
inicialmente. Asimismo, las rutas trazadas tienen que comenzar y terminar en el
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depo´sito central, aunque existen algunas variantes en las que el vehı´culo puede
finalizar su ruta en otro punto.
Por otro lado, en ciertos problemas el nu´mero de depo´sitos puede ser mayor que
uno, de forma que el sistema tiene que elegir que´ clientes tienen que ser servidos
por los vehı´culos pertenecientes a cada depo´sito [Cordeau 97].
Finalmente, pueden encontrarse variantes en las que haya almacenes interme-
dios, en los cuales los vehı´culos tienen la opcio´n de realizar una parada para re-
poner las mercancı´as, o repostar combustible [Bard 98]. De este modo, las rutas
pueden ser ma´s largas, y las unidades mo´viles pueden atender a un nu´mero mayor
de clientes.
Como se ha explicado en la introduccio´n de este capı´tulo, las diferentes carac-
terı´sticas de los tres actores descritos, junto a diferentes restricciones adicionales,
hacen que la cuantı´a de problemas de asignacio´n de rutas a vehı´culos existentes sea
realmente amplia. A continuacio´n se detallara´n varios de estos problemas.
2.2.2 El problema del viajante comercial
El problema del viajante comercial, Traveling Salesman Problem, o simplemente
TSP, es uno de los problemas ma´s famosos y ampliamente estudiados a lo largo de
la historia dentro de la investigacio´n operativa y las ciencias de la computacio´n. La
definicio´n del problema es la siguiente:
Dado un conjunto de clientes o nodos y una matriz de distancias entre ellos, el
objetivo es encontrar una ruta que visite todos y cada uno de los clientes una sola
vez y que minimice la distancia total recorrida.
En la Figura 2.2 puede observarse el ejemplo de una instancia compuesta por
10 nodos, en la que se ofrece una posible solucio´n.
En el TSP, al contrario que en la mayorı´a de los problemas que se describira´n
despue´s, no existe un depo´sito (y en caso de haberlo no se distingue de los clientes),
los clientes no tienen demanda asociada y todos han de ser visitados por un mismo
vehı´culo, creando una u´nica ruta. Es por esto por lo que podrı´a decirse que es el
problema de asignacio´n de rutas ma´s sencillo de describir y formular.
El primer TSP fue definido en 1800 por los matema´ticos Hamilton y Kirkman
[Lawler 85], aunque su primera formulacio´n se presento´ en 1930, por Karl Menger.
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Figura 2.2: Ejemplo de instancia de un TSP de 10 nodos, y posible solucio´n
Desde entonces, a lo largo de los an˜os, el TSP ha sido objeto de multitud de estu-
dios y se le considera como uno de los problemas fundamentales de la optimizacio´n
combinatoria. Existen varias razones por las cuales esto ha sido ası´ [Larran˜aga 99].
La primera de ellas es la facilidad a la hora de describirlo y formularlo, junto con su
dificultad para resolverlo. La segunda razo´n es la amplia aplicabilidad que tiene a
una gran variedad de problemas de planificacio´n y asignacio´n de rutas. Una razo´n
ma´s es la gran cantidad de informacio´n existente relacionada con el TSP, lo que
hace que se convierta en un buen problema de benchmarking. En numerosas oca-
siones, nuevas te´cnicas de optimizacio´n combinatoria se prueban en primer lugar
con el TSP para verificar su efectividad [Karaboga 11, Tuba 13, Ouaarab 14].
El u´nico objetivo del TSP es el de minimizar la distancia total recorrida por
el vehı´culo. Por esta razo´n, en instancias compuestas por pocos nodos, el enfo-
que ma´s intuitivo puede ser el de analizar todas y cada una de las posibles rutas,
para seleccionar despue´s de entre todas ellas aquella que minimice la distancia.
Esta te´cnica, conocida como fuerza bruta [Trakhtenbrot 84], es capaz de obtener
la solucio´n o´ptima, e incluso se podrı´a decir que en instancias muy reducidas es
un enfoque correcto. Aun ası´, segu´n aumenta el nu´mero de ciudades o clientes esta
te´cnica se hace inviable e imposible de utilizar. Esto es debido a que la complejidad
computacional del problema es amplia, y aumenta de forma explosiva segu´n incre-
menta el nu´mero de nodos a visitar. Esta complejidad es del orden de O(n!), lo que
supone que, por ejemplo, en una instancia con tan solo 10 ciudades, el nu´mero de
permutaciones posibles es igual a 3,62×106.
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Debido a la elevada complejidad computacional, el enfoque o´ptimo para este
tipo de problemas es el de utilizar te´cnicas como las que se vera´n en la siguiente
seccio´n, las cuales se centran en explorar la mayor cantidad de soluciones posibles,
intentando obtener una solucio´n cercana a la o´ptima.
2.2.2.1 Definicio´n del problema
El TSP puede ser definido como un grafo completo G = (V,A), donde V con-
tiene el conjunto de clientes que tienen que ser visitados por el vehı´culo, V =
{v1, v2, . . . , vn}, mientras que el conjunto A representa los arcos que interconectan
cada uno de los nodos, A = {(vi, vj) : vi, vj ∈ V, i 6= j}. A su vez, cada arco
tiene un coste dij , el cual denota la distancia que supone ir desde un cliente i a
un cliente j. La versio´n mas ba´sica del TSP cuenta con unos costes sime´tricos, es
decir, la distancia es la misma para el arco (i, j), que para el arco (j, i), por lo que
el conjunto A, podrı´a transformarse en E = {(vi, vj) : vi, vj ∈ V, i < j}. Con
todo esto, el objetivo del TSP consiste en encontrar una ruta tal que, comenzando y
finalizando en el mismo cliente, visite cada vi una sola vez, y minimice la distancia
total recorrida. De esta manera, la funcio´n objetivo1 es la distancia total de la ruta.
2.2.2.2 Formulacio´n matema´tica
El problema puede formularse de manera formal, y matema´tica, de la siguiente
manera [Dantzig 54]:
∑
(i,j)∈A
dijxij (2.1)
∑
i∈∆+(i)
xij = 1, ∀i ∈ V (2.2)
∑
i∈∆−(j)
xij ≥ 1, ∀j ∈ V (2.3)
1La funcio´n objetivo es esa funcio´n que se trata de minimizar o maximizar. En el caso de los
problemas de asignacio´n de rutas suele consistir en la distancia total recorrida, o el coste total que
supone realizar todas las rutas planeadas. Para este tipo de problemas, el objetivo es minimizar esta
funcio´n lo ma´ximo posible
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Figura 2.3: Ejemplo de un posible ciclo en una instancia del TSP compuesta por 6
nodos
∑
i∈S,j∈∆+(i)\S
xij ≥ 1, ∀S ⊂ E (2.4)
xij ∈ 0, 1, ∀i, j ∈ E (2.5)
Siendo la variable xij una variable binaria que toma el valor 1 si el arco es utili-
zado en la solucio´n, y 0 en caso contrario. La funcio´n objetivo, 2.1, es el sumatorio
de todos los arcos utilizados en la solucio´n, o lo que es lo mismo, la distancia total
de la ruta. Como ya se ha explicado, esta funcio´n tiene que ser minimizada. Las
restricciones 2.2 y 2.3 indican que cada nodo tiene que ser visitado y abandonado
una sola vez, mientras que la fo´rmula 2.4 garantiza la no existencia de sub-tours, e
indica que todo subconjunto de nodos S tiene que ser abandonado al menos 1 vez.
Esta restriccio´n es de vital importancia, ya que si no estuviera presente la solucio´n
podrı´a tener ma´s de un ciclo. En la Figura 2.3 se muestra un ejemplo de una ins-
tancia de 6 nodos en la que se dibuja una solucio´n incorrecta. Esta solucio´n viola la
sentencia 2.4 para el subconjunto S={0,1,5}. Esta restriccio´n puede ser expresada
de otras muchas formas [Miller 60].
2.2.3 Variantes del TSP
Adema´s del TSP convencional, existe una gran cantidad de variantes de este proble-
ma, surgidas todas ellas con el designio de adaptarlo con mayor fidelidad a entornos
reales. Ejemplos de esta afirmacio´n pueden ser el TSP con recogidas y entregas, o
TSPPD [Dumitrescu 10], el TSP mu´ltiple o m-TSP [Bektas 06], o el TSP dina´mico
[Psaraftis 88].
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De entre todas las variantes propuestas en la literatura, en este trabajo se des-
cribira´n u´nicamente el TSP asime´trico (Seccio´n 2.2.3.1), y el m-TSP (Apartado
2.2.3.2). No se describira´n ma´s variantes del TSP ya que, posteriormente y relacio-
nadas con el problema asignacio´n de rutas de vehı´culos, se presentara´ una mayor
cantidad de variantes, similares en concepto a las del TSP, pero con una formula-
cio´n ma´s compleja y una aplicabilidad e intere´s social ma´s amplios.
2.2.3.1 El problema del viajante comercial asime´trico
El problema del viajante comercial asime´trico, Asymmetric Traveling Salesman
Problem, o simplemente ATSP, es una variante simple del TSP en el que la distancia
entre cada par de nodos-clientes, es diferente dependiendo de la direccio´n en el que
se ejecute. De esta forma, la igualdad dij = dji, la cual es caracterı´stica intrı´nseca
del TSP ba´sico, no se verifica en este caso. Adema´s de esto, la transformacio´n de
A = {(vi, vj) : vi, vj ∈ V, i 6= j}, a E = {(vi, vj) : vi, vj ∈ V, i < j}, va´lida para
la versio´n del TSP convencional, no es aplicable para el ATSP. Por otro lado, por lo
que respecta a la formulacio´n del problema, esta es exactamente igual a su versio´n
ba´sica.
Esta simple variacio´n dota al problema de mayor realismo, y hace que la com-
plejidad computacional de tratarlo aumente ligeramente. Es por esto por lo que
el ATSP goza tambie´n de gran popularidad en la comunidad cientı´fica, aportando
numerosos trabajos a la literatura an˜o tras an˜o [Toriello 14, Bai 13].
2.2.3.2 El problema del viajante comercial mu´ltiple
El problema del viajante comercial mu´ltiple, TSP mu´ltiple, o m-TSP, es una ge-
neralizacio´n del TSP en la que entra en juego el concepto de depo´sito. En esta
variante, en lugar de un solo vehı´culo, existe un nu´mero finito y fijo de e´stos, con
los que hay que conseguir visitar a todos los clientes. Para ello, cada vehı´culo tiene
que trazar una ruta en la cual atiende a un cierto nu´mero de clientes. Adema´s, todas
las rutas tienen que empezar y terminar en un mismo sitio: el depo´sito central.
Con todo esto, el objetivo del m-TSP es el de encontrar exactamente m rutas,
una para cada vehı´culo, de modo que cada cliente sea visitado exactamente una
vez por alguno de esos vehı´culos, teniendo en cuenta que cada ruta no puede estar
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compuesta por ma´s de q nodos, y que el objetivo es minimizar la distancia total
recorrida por todas las rutas. En este caso, la distancia total recorrida es igual al
sumatorio de las distancias de cada una de las rutas de la solucio´n.
Como puede deducirse, esta variante es ma´s adaptable al mundo real que el
propio TSP. Un ejemplo de ello es la planificacio´n de imprentas de prensa, la cual
es una de las primeras aplicaciones del m-TSP [Gorenstein 70]. Otro ejemplo es la
asignacio´n de ruta a autobuses escolares [Angel 72]. A pesar de ello, este problema
no ha recibido tanta atencio´n como el TSP, y es menos aplicable que el VRP y sus
variantes, por lo que los estudios realizados en el m-TSP son limitados.
2.2.4 El problema de la asignacio´n de rutas a vehı´culos
El problema de la asignacio´n de rutas a vehı´culos, Vehicle Routing Problem, o
simplemente VRP, es uno de los problemas de optimizacio´n combinatoria ma´s es-
tudiados a lo largo de la historia. Desde que fue propuesto han sido centenares
los estudios realizados centrados en el tratamiento de este problema. Estos esfuer-
zos pueden comprobarse en la literatura actual [Baldacci 11, Laporte 13]. Adema´s,
existen multitud de variantes del VRP ba´sico. Algunas de estas variantes sera´n des-
critas posteriormente en esta tesis.
Realizando una mirada histo´rica, el primer VRP fue propuesto por Dantzing
y Ramser [Dantzig 59] en el an˜o 1959. En esta primera presentacio´n los autores
describieron una aplicacio´n real para la entrega de gasolina a estaciones de servicio,
y propusieron la formulacio´n matema´tica para este problema.
Este primer estudio pretendı´a dar respuesta a una problema´tica muy extendida
en el a´mbito del transporte, aunque fue cinco an˜os despue´s cuando Clarke y Wright
[Clarke 64] propusieron el primer algoritmo efectivo para la resolucio´n del proble-
ma: el algoritmo de ahorros. A partir de este momento, el mundo de la asignacio´n de
rutas a vehı´culos crecio´ (y continu´a creciendo) de forma importante, introducien-
do diferentes variantes aplicadas a problemas reales y an˜adiendo a la formulacio´n
inicial distintas restricciones o caracterı´sticas.
Como ya se ha mencionado anteriormente en este mismo trabajo, el intere´s en
esta a´rea no es puramente pra´ctico. Al igual que los dema´s problemas de optimiza-
cio´n combinatoria, el VRP es NP-Duro. Esto quiere decir que la elevada compleji-
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Figura 2.4: Ejemplo de una pequen˜a instancia del VRP ba´sico y posible solucio´n
dad computacional hace que no sea posible la aplicacio´n de me´todos exactos que
obtengan la solucio´n o´ptima para todas las instancias del problema. Esto hace que
posean un gran intere´s acade´mico, y que a lo largo de la historia se hayan planteado
multitud de alternativas para encontrar soluciones aproximadas a la o´ptima. Varias
de estas te´cnicas se describira´n en secciones posteriores a este capı´tulo.
En pocas palabras, podrı´a decirse que el VRP es una extensio´n del m-TSP en la
que cada cliente tiene asociada una demanda conocida. Adema´s, el VRP no tiene
por que´ tener un nu´mero fijo de agentes viajeros ni un nu´mero ma´ximo de clientes
por ruta. Las diferencias y relaciones entre estos dos problemas pueden verse en
[Bektas 06]. Una definicio´n sencilla del problema VRP podrı´a ser la siguiente:
Dada la existencia de un depo´sito central, un nu´mero de clientes con una de-
manda finita y una flota de vehı´culos, el objetivo del problema es encontrar un
conjunto de rutas, las cuales tienen que ser recorridas por la flota de vehı´culos
que atiendan la demanda de los distintos clientes, minimizando la distancia total
recorrida. Como restricciones de obligatorio cumplimiento, las rutas tienen que
comenzar y finalizar en el depo´sito central, y los clientes tan solo pueden ser aten-
didos por un solo vehı´culo.
En la Figura 2.4 se muestra una ilustracio´n en la que se puede ver una pequen˜a
instancia de un problema VRP y una posible solucio´n a e´sta.
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2.2.4.1 Definicio´n del problema
A continuacio´n se muestra la formulacio´n del problema VRP ba´sico. A medida que
se vayan presentando las distintas variantes de este problema, se agregara´n nuevas
restricciones y variables a esta primera formulacio´n.
La red de transporte se modela mediante un grafo ponderado G = (V,A), al
igual que el TSP. Los nodos del grafo vienen representados por el conjunto V =
{v0, v1, . . . , vn}, donde v0 representa el depo´sito y V ′ = V − {v0} representa al
conjunto de los clientes. Por otro lado, el conjunto A = {(vi, vj) : vi, vj ∈ V, i 6=
j} representa los arcos del grafo. Cada arco (vi, vj) tiene asociado un coste dij
dentro de una matriz de costes C = (dij). En muchos contextos este coste es igual
al tiempo del viaje entre vi y vj . En caso contrario, existira´ otra variable tij que
representa el tiempo que tarda la unidad de transporte en hacer el viaje. Al igual
que el TSP, el VRP ba´sico es un problema sime´trico, de forma que dij = dji para
cualquier valor de (vi, vj) ∈ A. Con todo esto, el conjunto A puede ser remplazado
por un conjunto de arcos E = {(vi, vj) : vi, vj ∈ V, i < j}.
Aparte de estas variables, existen otras destacables:
• Todos los clientes tienen que tener una demanda fijada. Esta demanda se
representa mediante el conjunto d = {q1, q2, . . . , qn}.
• De forma opcional, los clientes pueden tener una variable si asignada, igual
al tiempo de servicio del cliente.
• Se asume que existen m vehı´culos disponibles, donde mL < m < mU .
Cuando mL = mU se dice que m tiene un valor fijo. Por el contrario, cuando
mL=1 y mU = ∞ se dice que es un valor libre. En los casos en los que m
no sea un valor previamente fijado, puede que el uso de un vehı´culo tenga un
coste f asociado, de forma que se penalice la excesiva utilizacio´n de estos.
• Cada ruta viene definida por la variable ri, siendo i el vehı´culo que la ejecuta.
2.2.4.2 Formulacio´n matema´tica
A continuacio´n se muestra una posible formulacio´n matema´tica del VRP ba´sico
[Laporte 92]:
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∑
(i,j)∈A
dijxij (2.6)
∑
i
xij = 1, ∀j ∈ V (2.7)∑
j
xij = 1, ∀i ∈ V (2.8)
∑
i
xij ≥ |S| − v(S), ∀S : S ⊆ V \1, |S| ≥ 2 (2.9)
xij ∈ 0, 1, ∀i, j ∈ E; i 6= j (2.10)
Como se puede comprobar, la formulacio´n ba´sica del VRP es muy similar a la
del TSP. Aun ası´, en algunas ocasiones el nu´mero de vehı´culos es considerado un
valor fijo que no puede ser superado. Esto hace que las siguientes dos restriccio-
nes se unan a las anteriores, las cuales indican que m es la cantidad de vehı´culos
utilizados y que todos tienen que regresar al depo´sito central.
∑
i
x0j ≤ m, ∀j ∈ V (2.11)∑
j
xi0 ≤ m, ∀i ∈ V (2.12)
Como ya se ha visto en formulaciones anteriores, la variable xij es una variable
binaria que determina si el arco (i, j) es utilizado o no en la solucio´n. La fo´rmula
2.6 es la funcio´n objetivo, la cual hay que minimizar en la mayor medida posible.
Por otro lado, las fo´rmulas 2.7y 2.8 aseguran que todo cliente es visitado por alguna
ruta exactamente una vez. Para finalizar, la restriccio´n 2.9 sirve para la eliminacio´n
de sub-tours.
2.2.5 Variantes del VRP
Es de intere´s remarcar que la formulacio´n descrita en el apartado anterior corres-
ponde a la versio´n ma´s ba´sica del VRP, la cual fue la primera en ser formulada.
Pese a esto, este problema no suele ser muy estudiado actualmente en su versio´n
ma´s convencional, ya que, aunque es ma´s aplicable que el TSP o el m-TSP, resul-
ta insuficiente para abordar gran parte de los problemas surgidos hoy en dı´a en el
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mundo real. Es por esto por lo que a lo largo de la historia se han ido introduciendo
diferentes modificaciones de este primer problema, con el propo´sito de adaptarlo
a las distintas necesidades reales. De esta manera, y como norma general, cuando
se trata el VRP en la literatura, ya sea utiliza´ndolo como problema de benchmar-
king o para intentar resolverlo con la mayor eficacia posible, se realiza sobre una
de las innumerables variantes de e´ste. A continuacio´n se van a describir varias de
las variantes ma´s famosas. Algunas de e´stas sera´n utilizadas para la validacio´n de
la te´cnica propuesta en esta tesis doctoral.
2.2.5.1 Problema de la asignacio´n de rutas a vehı´culos con capacidad limitada
El problema de la asignacio´n de rutas a vehı´culos con capacidad limitada, Capa-
citated Vehicle Routing Problem o CVRP [Ralphs 03], es una variante del VRP
ba´sico en la que cada uno de los vehı´culos cuenta con una capacidad ma´xima li-
mitada. En este problema concreto todos los vehı´culos de la flota tienen el misma
capacidad. De esta manera, el objetivo del CVRP es encontrar los recorridos que
deben realizar los distintos vehı´culos utilizados, de forma que se minimice la dis-
tancia total recorrida y se satisfaga la demanda de los clientes, an˜adiendo la res-
triccio´n obligatoria de que el sumatorio de las demandas de los clientes de una
misma ruta no puede superar la capacidad ma´xima del vehı´culo que la ejecuta.
Actualmente, el CVRP es una de las variantes del VRP con ma´s reconocimiento,
siendo numerosos los estudios que utilizan este problema en su experimentacio´n
[Jin 14, Wodecki 14].
Al igual que en el VRP ba´sico, en el CVRP no existe un numero definido de
unidades de transporte, por lo que, en caso de no estar fijado, el problema tiene que
buscar el mı´nimo nu´mero de vehı´culos a utilizar.
En este caso, a la formulacio´n vista en la Seccio´n 2.2.4.1 se debe an˜adir una
nueva variable Q, siendo e´sta la capacidad total de los vehı´culos. Por otro lado, las
siguientes restricciones han de ser agregadas a la formulacio´n matema´tica descrita
en la Seccio´n 2.2.4.2:
∑
i∈S
qiy
r
i ≤ Q, ∀r ∈ K (2.13)
yri ∈ {0, 1}, ∀r ∈ K (2.14)
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Donde K es un conjunto de unidades mo´viles suficientemente grande como
para atender la demanda de todos los clientes, y la variable yri es una variable
binaria la cual es igual a 1 si el vehı´culo r atiende la demanda del cliente i, y 0 en
caso contrario. De esta forma, la restriccio´n 2.13 permite que el sumatorio de las
demandas de una ruta no supere la capacidad ma´xima de los vehı´culos.
2.2.5.2 Problema de la asignacio´n de rutas a vehı´culos con ventanas de tiempo
El problema de la asignacio´n de rutas a vehı´culos con ventanas de tiempo, Vehicle
Routing Problem with Time Windows, o VRPTW, es una extensio´n del CVRP, en
el que aparte de las restricciones de capacidad de cada uno de los vehı´culos, cada
cliente tiene una ventana temporal asociada. Este rango temporal posee un lı´mite
inferior y un lı´mite superior que las unidades mo´viles tienen que respetar. Dicho de
otra manera, cada cliente tiene que ser atendido en un momento que se encuentre
dentro de su ventana temporal.
Por lo tanto, una ruta no sera´ factible si un vehı´culo llega a la posicio´n de
un cliente despue´s del lı´mite superior del intervalo. Por el contrario, puede que la
planificacio´n haga que una unidad mo´vil llegue a un consumidor antes de su lı´mite
inferior. En este caso, el cliente no puede ser servido antes de este lı´mite, por lo que
el vehı´culo tendra´ que esperar hasta que llegue el momento para poder abastecerlo.
Adema´s, el depo´sito central tambie´n posee una ventana temporal, la cual restringe
el periodo de actividad de cada unidad mo´vil con el fin de adecuarlo a este intervalo.
Este problema ha sido ampliamente estudiado tanto en el pasado
[Kallehauge 05, Potvin 96a, Bra¨ysy 05], como en la actualidad [Afifi 14, Agra 13].
Una de las razones por las que ha suscitado tanto intere´s ha sido su doble naturale-
za, ya que podrı´a considerarse como un problema de dos fases, una fase referente
al problema de la asignacio´n de rutas a vehı´culos, y otra fase referente a la planifi-
cacio´n o scheduling de los consumidores.
Respecto a la formulacio´n matema´tica del VRPTW, e´sta puede representarse
de varias formas, haciendo uso de ma´s o menos variables [Azi 07, Bra¨ysy 02]. Una
de las formulaciones ma´s interesantes puede encontrarse en [Cordeau 01].
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2.2.5.3 Problema de la asignacio´n de rutas a vehı´culos con ventanas de tiempo
flexibles
El problema de la asignacio´n de rutas a vehı´culos con ventanas de tiempo flexi-
bles, Vehicle Routing Problem with Soft Windows, o VRPSTW es una variante del
problema anteriormente descrito. Haciendo un ana´lisis a la literatura se podrı´a afir-
mar que es menos conocido que el VRPTW simple. Aun ası´, han sido varios los
estudios que lo han tratado a lo largo de la historia [Meng 14, Balakrishnan 93]. En
este problema, las restricciones que suponen las ventanas de tiempo pueden traspa-
sarse, acarreando con ello una penalizacio´n en la funcio´n objetivo. Normalmente
esta penalizacio´n es un valor abstracto, con el que se intenta cuantificar la “insa-
tisfaccio´n”del cliente por no haber logrado respetar sus condiciones. Es por esto
por lo que la funcio´n de penalizacio´n cambia segu´n el estudio, teniendo en cuen-
ta que cuanto mayor sea la penalizacio´n, se actuara´ con menor tolerancia frente a
soluciones que incumplan las restricciones, y viceversa.
2.2.5.4 Problema de la asignacio´n de rutas a vehı´culos heteroge´neos
El problema de la asignacio´n de rutas a vehı´culos heteroge´neos, Heterogeneous
Vehicle Routing Problem, o HVRP, es una variante del CVRP en la que la flota
de vehı´culos disponible esta´ compuesta por unidades mo´viles de diferentes carac-
terı´sticas. De esta manera, existira´n diferentes tipos de vehı´culos, los cuales tendra´n
distintas capacidades, y diferentes costes de utilizacio´n. Teniendo en cuenta esto,
uno de los retos que plantea este problema consiste en encontrar un equilibrio en-
tre el coste de las unidades mo´viles utilizadas y las caracterı´sticas de estas para
atender las demandas de los clientes. Dentro de este tipo de problemas existe una
gran cantidad de sub-variantes, cada una de las cuales con particularidades que las
diferencia de las dema´s. Se recomienda la lectura del trabajo [Baldacci 08] para
obtener ma´s informacio´n acerca de estas variantes.
La primera formulacio´n para un problema de este tipo se propuso en 1957, en
un problema relacionado con el aprovisionamiento de aceite [Garving 57]. Desde
entonces se han planteado distintas variantes de este problema, cada una con su
diferente manera de formularlo, como por ejemplo, la presentada por Gheysens et
al [Gheysens 84] en 1984.
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2.2.5.5 Problema de la asignacio´n de rutas a vehı´culos con retorno de mer-
cancı´as
El enrutado de vehı´culos con retorno de mercancı´as, Vehicle Routing Problem with
Backhauls, o simplemente VRPB [Toth 02b], es una variante del CVRP en la que
los clientes pueden o bien demandar la entrega, o la recogida de cierta mercancı´a.
En este problema la capacidad de los vehı´culos se convierte en un factor de ex-
trema importancia, ya que hay que tener en cuenta que segu´n que´ cliente se visite
habra´ que recoger materiales que, obligatoriamente, tienen que caber en la unidad
mo´vil.
En esta variante concreta los clientes no podra´n solicitar la recogida y la entrega
de forma simulta´nea. Adema´s, de forma obligatoria, se realizara´n primero las en-
tregas de los materiales para dar paso despue´s a las recogidas. Esto es ası´ ya que de
lo contrario supondrı´a una circulacio´n de materiales dentro del vehı´culo de trans-
porte que podrı´a ser contraproducente, como, por ejemplo, ocupar la parte exterior
del maletero cuando al fondo de este aun queden mercancı´as por sacar.
En la Figura 2.5 se muestran dos ejemplos de rutas en las que se da esta ca-
racterı´stica. La situacio´n geogra´fica de los clientes en ambos es la misma, pero su
naturaleza difiere. De esta forma se puede comprobar el cambio que supone en una
ruta que unos clientes demanden entrega o recogida.
Una aplicacio´n ampliamente conocida para este tipo de problema es la industria
de comestibles, donde las tiendas o supermercados serı´an los clientes que solicitan
entrega y los proveedores serı´an los solicitantes de recogida. En los u´ltimos an˜os se
ha comprobado que supone un gran ahorro el hecho de combinar los dos servicios,
visitando tanto a los proveedores como a los consumidores dentro de la misma
ruta. La Interstate Commerce Commission estimo´ que, gracias a la introduccio´n
del backhauling, en Estados Unidos el ahorro dentro de la industria de comestibles
habı´a alcanzado los 160 millones de do´lares [Golden 85]. Desde su formulacio´n,
el VRPB ha sido frecuentemente referenciado en la literatura [Salhi 13, Cuervo 14,
Juan 14].
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Figura 2.5: Dos ejemplos de instancias sencillas del VRPB
2.2.5.6 Problema de la asignacio´n de rutas a vehı´culos con entregas y recogi-
das simulta´neas
El enrutado de vehı´culos con entregas y recogidas simulta´neas, Vehicle Routing
Problem with Pick Up and Deliveries, o VRPSPD es una variante del VRP en
la cual los clientes no solo demandan la entrega de cierta cantidad de materiales,
si no que pueden tambie´n requerir la recogida de mercancı´a, al igual que en el
VRPB. En este caso, el VRPSPD cuenta con la particularidad de que las entregas y
recogidas pueden realizarse de forma simulta´nea. Esta variante fue introducida en
1989 [Min 89] y cuenta con una importancia vital, ya que es fa´cilmente aplicable al
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mundo real en casos como la industria de la bebida, por ejemplo, donde la botellas
vacı´as en muchas ocasiones tienen que ser devueltas.
Esta variante es similar a la vista en la seccio´n anterior, solo que en esta oca-
sio´n, tanto la recogida como la entrega pueden ser simulta´neas en el mismo cliente,
mientras que en el VRPB cada cliente puede, o bien requerir una recogida o una
entrega, pero en ningu´n caso las dos a la vez.
Existen varios problemas similares al VRPSPD aparte del VRPB. Uno de ellos
es el EDP [Tang Montane´ 97], en el que los clientes pueden requerir de entrega y
recogida, aunque en este caso no se realiza de forma simulta´nea, se realiza en dos
fases, la primera de recogida y la segunda de entrega.
Otro tipo de problema similar es el Vehicle Routing Problem with Pick-up and
Delivering. En esta variante, al igual que en el VRPB, los clientes tan solo pueden
solicitar entrega o recogida, pero a diferencia a este u´ltimo, no hay prioridad so-
bre que´ servicio es el que hay que realizar primero, pudiendo alternar recogidas y
entregas.
2.2.5.7 Problema de la asignacio´n de rutas a vehı´culos dina´mico
En el VRP ba´sico y en todas las variantes que se han visto hasta el momento, toda la
informacio´n relacionada con las demandas y con el enrutado (tiempos, distancias,
costes...) esta´ disponible desde el principio, antes de construir las rutas y antes del
dı´a de la ejecucio´n de e´stas. En el problema de la asignacio´n de rutas a vehı´culos
dina´mico, Dynamic Vehicle Routing Problem, o DVRP, parte de esta informacio´n
relevante no esta´ disponible en el momento de disen˜ar las rutas, de forma que esta
informacio´n puede ser conocida, o incluso alterada, mientras se esta´n construyendo
o ejecutando dichas rutas.
La primera referencia de un problema de este tipo pertenece a Wilson y Colvin
[Wilson 77], quienes plantearon una variacio´n dina´mica del arc routing problem
[Eiselt 95] donde las peticiones de los clientes consistı´an en viajes que iban desde
un origen hasta un destino concreto y que podı´an aparecer de forma dina´mica.
En sistemas de este tipo, los vehı´culos tienen que servir dos tipos de peticiones
o solicitudes: las avanzadas y las inmediatas. Las primeras son las que los clien-
tes han realizado antes de que comience el proceso de asignacio´n de rutas, por lo
que son conocidas desde un inicio. Por otra parte, las inmediatas, o immediate re-
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quests, introducidas por Psaraftis [Psaraftis 80], son aquellas que son recibidas de
forma dina´mica y que aparecen en tiempo real, en cualquier momento en el que la
ruta esta´ siendo ejecutada por la unidad mo´vil. Frecuentemente, el hecho de ges-
tionar las peticiones inmediatas supone una gran complejidad, ya que requieren de
una planificacio´n en tiempo real de las rutas. De esta forma, segu´n la flexibilidad
del problema [Larsen 08], la insercio´n de nuevas peticiones puede ser ma´s o me-
nos compleja. En sistemas en los que existan ventanas de tiempo, por ejemplo, la
insercio´n se vuelve ma´s compleja que en entornos donde no las hay.
En este tipo de problemas, la fuente ma´s comu´n de dinamismo viene dada por la
llegada on-line de peticiones por parte de los consumidores durante la ejecucio´n de
las rutas. Normalmente estas peticiones pueden requerir el abastecimiento de mate-
riales [Attanasio 04], o bien la solicitud de un servicio [Beaudry 10]. El dinamismo
del tiempo de trayecto, el cual es factor muy comu´n en el mundo real, tambie´n se
ha tenido en cuenta es una gran cantidad de estudios [Chen 06b]. Finalmente, al-
gunos trabajos recientes aportan dinamismo a la cantidad de la demanda de ciertos
clientes ya conocidos [Novoa 09], o a la disponibilidad del vehı´culo [Mu 11], en la
que una posible averı´a de la unidad mo´vil es lo que aporta el dinamismo al sistema.
Como ha podido comprobarse a lo largo de esta extensa seccio´n, el nu´mero de
variantes del problema VRP es considerablemente amplio, signo inequı´voco de su
intere´s cientı´fico (tanto actual como histo´rico). Adema´s de las presentadas, exis-
ten innumerables variantes adicionales. Con el objetivo de no extender en exceso
este capı´tulo, estas variante no sera´n descritas en este documento, ya que se ha
considerado que quedan fuera del alcance del trabajo presentado en esta tesis.
Pese a esto, en la literatura se han propuesto otro tipo de problemas de asigna-
cio´n de rutas a vehı´culos: los problemas ricos de asignacio´n de rutas a vehı´culos.
Los aspectos ba´sicos de estos problemas sera´n descritos de manera breve en el
siguiente apartado.
2.2.5.8 Problemas ricos de asignacio´n de rutas a vehı´culos
Los problemas que se han descrito hasta el momento, pese a intentar adaptarse con
la mayor fidelidad posible, no son perfectamente aplicables a situaciones complejas
del mundo real. Es por esto por lo que estos problemas anteriormente mencionados
trabajan sobre situaciones y escenarios ideales, y son considerados como proble-
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mas acade´micos. Pese a esto, como ya se ha visto a lo largo de este capı´tulo, son
problemas poseedores de una gran importancia e intere´s, tanto acade´mico como
cientı´fico.
Como ya se ha mencionado anteriormente, dada la gran ventaja econo´mica y
social que reporta una eficiente planificacio´n de rutas, los problemas del tipo VRP
reciben mucha atencio´n dentro de la comunidad cientı´fica. Es por esta razo´n por la
que recientemente se han propuesto unos modelos diferentes de VRP. Estos nuevos
problemas son los problemas ricos de asignacio´n de rutas a vehı´culos, Rich Vehicle
Routing Problems, o R-VRPs. Estos problemas son casos especiales del VRP, con
la distincio´n de poseer un gran conjunto de restricciones y una formulacio´n extra-
ordinariamente compleja. El objetivo principal de los R-VRPs es el de considerar
esas restricciones que se encuentran en situaciones reales, proponiendo soluciones
que sean perfectamente ejecutables en entornos del mundo real.
Existen numerosos trabajos en la literatura centrados en este tipo de problemas
[Drexl 12, Lahyani 15b]. Como ejemplos concretos, en el trabajo presentado por
Ceselli et al. se presenta un R-VRP con una gran cantidad de restricciones, entre
las que se pueden mencionar la existencia de mu´ltiples capacidades, ventanas de
tiempo asociadas con los clientes y depo´sitos, restricciones de distancia y duracio´n
en las rutas, la opcio´n de realizar rutas que no finalicen en un deposito o incompati-
bilidades entre diferentes productos [Ceselli 09]. Otro ejemplo puede ser el R-VRP
propuesto por Pellegrini et al. en [Pellegrini 07], donde presentan una variante con
vehı´culos heteroge´neos, ventanas de tiempo mu´ltiples, duracio´n ma´xima de rutas
y la posibilidad de que los clientes sean visitados en ma´s de una ocasio´n (por un
mismo vehı´culo o por ma´s de uno).
Como ejemplos ma´s recientes se pueden destacar los trabajos [de Armas 15] y
[Amorim 14]. En el primero de estos artı´culos se propone un RVPR con ventanas
de tiempo estrictas y flexibles, flota heteroge´nea, prioridades en los clientes y res-
tricciones vehı´culo-cliente. La solucio´n propuesta por los autores de tal estudio ya
ha sido integrada en una herramienta de gestio´n de flotas en el archipie´lago canario.
el segundo de los trabajos hace frente a un problema de gestio´n de alimentos pere-
cederos. En este artı´culo se presenta un VRP con flota heteroge´nea, dependiente del
sitio y con ventanas de tiempo mu´ltiples. Un ejemplo reciente adicional podrı´a ser
el presentado por Lahyani et al. en [Lahyani 15a], en el que desarrollan un R-VRP
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para la recoleccio´n de aceite de oliva en Tu´nez. En esta ocasio´n, el R-VRP propues-
to tiene en cuenta restricciones relacionadas con el multi-producto, multi-periodo
y multi-compartimento.
Dicho esto, resulta de intere´s mencionar que los R-VRPs poseen ciertas ven-
tajas y desventajas frente a las variantes del VRP analizadas con anterioridad. Es
cierto que los R-VRPs gozan de una gran adaptabilidad a situaciones del mundo
real, hecho que es realmente valorado a nivel industrial y social. Aun ası´, estos
problemas son muy especı´ficos, y cada uno de ellos es aplicable a un u´nico caso
real. Es por esto por lo que la replicabilidad de los R-VRP es muy inferior a las
variantes descritas anteriormente en este trabajo. Adema´s de esto, estos problemas
requieren un gran esfuerzo computacional, ya sea para disen˜arlos, implementarlos,
o para ejecutarlos.
Pese a estas desventajas, el autor de este trabajo es consciente del gran intere´s
que suscita este tipo de problemas. Por ello, en esta tesis se dedicara´ un capı´tulo
a la descripcio´n e implementacio´n de un R-VRP, el cual servira´ para validar la
aplicabilidad del modelo presentado en este trabajo a problemas de esta ı´ndole.
Toda esta informacio´n se encuentra recogida en el Capı´tulo 6.
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Lo que sabemos es una gota
de agua; lo que ignoramos es
el oce´ano.
Isaac Newton
3
Te´cnicas para la resolucio´n
de problemas
Existen varias formas de enfocar la resolucio´n de los problemas que se han vistohasta ahora en esta tesis. A lo largo de la historia las te´cnicas de resolucio´n
ma´s utilizadas han sido las heurı´sticas y las meta-heurı´sticas. Estos me´todos son
capaces de abordar cualquier tipo de problema de optimizacio´n combinatoria ofre-
ciendo soluciones aproximadas, ya que, como se ha explicado anteriormente, para
estos problemas no existe algoritmo alguno que permita encontrar en un tiempo
factible la solucio´n o´ptima para todas las instancias. En este apartado se van a
describir varias de estas te´cnicas, concretamente, las ma´s utilizadas dentro de la
optimizacio´n de rutas.
Antes de comenzar, merece la pena mencionar los enfoques exactos, los cuales
rastrean todo el espacio de soluciones1 para encontrar siempre la solucio´n o´ptima.
Estas te´cnicas son va´lidas tan solo para instancias con pocos clientes a los que aten-
der o para relajaciones de problemas ma´s complejos. En caso contrario, los tiempos
de ejecucio´n de estos me´todos son impermisibles. Ejemplos de estos algoritmos son
el propuesto por Feillet et al. en [Feillet 06], el presentado por Hirabayashi et al.
1Espacio de soluciones: conjunto de soluciones posibles de un problema
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para el problema de rutas de arcos capacitados [Hirabayashi 92], o el desarrolla-
do por Baldacci et al. para una variante del problema CVRP [Baldacci 13]. Para
ma´s informacio´n acerca de estos me´todos, es conveniente consultar [Laporte 92] o
[Lin 65].
Como ya se ha mencionado, los me´todos ma´s utilizados para la resolucio´n de
los problemas que se esta´n tratando en este trabajo son las heurı´sticas y las meta-
heurı´sticas. Una heurı´stica es una te´cnica de optimizacio´n que trata de encontrar
solucio´n a un problema haciendo uso de informacio´n especı´fica y conocimiento
concreto del problema que este´ tratando. De esta forma, una heurı´stica explora el
espacio de soluciones haciendo una intensificacio´n de la bu´squeda dentro de aque-
llas a´reas que puedan ser ma´s prometedoras, con la intencio´n de encontrar resulta-
dos de forma ra´pida. Generalmente, estas te´cnicas son aplicadas sobre problemas
conocidos y con una formulacio´n simple, como por ejemplo el TSP o el VRP, ya
que la dificultad de encontrar heurı´sticas adaptables a problemas ma´s complicados
se hace difı´cil en muchas ocasiones.
Por otro lado, una meta-heurı´stica es un me´todo de optimizacio´n que busca so-
lucio´n a un problema especı´fico utilizando tan solo informacio´n general y conoci-
miento comu´n a todos los problemas de optimizacio´n. Las meta-heurı´sticas explo-
ran un a´rea mucho mayor del espacio de soluciones, con el propo´sito de encontrar
una buena solucio´n independientemente del problema que este´n tratando. Por esta
razo´n, estas te´cnicas son ma´s apropiadas para su aplicacio´n en problemas con una
compleja formulacio´n, ya que no utilizan informacio´n especı´fica a la hora de explo-
rar el espacio de soluciones factibles del problema. Existe un gran nu´mero de meta-
heurı´sticas en la literatura. Algunas de estas esta´n basadas en una bu´squeda sim-
ple, como el recocido simulado [Van Laarhoven 87, Kirkpatrick 83] o la bu´squeda
tabu´ [Glover 89, Glover 99]. Otras muchas meta-heurı´sticas se basan en bu´squedas
mu´ltiples, como los algoritmos gene´ticos [Goldberg 89, De Jong 75], las colonias
de hormigas [Dorigo 05, Dorigo 97] o el me´todo imperialista [Atashpaz 07]. Las
meta-heurı´sticas pueden tambie´n ser clasificadas como algoritmos trayectoriales y
algoritmos constructivos. Los primeros comienzan con una o varias soluciones ini-
ciales completas, las cuales son modificadas hasta llegar a la solucio´n final. Los
segundos, por otro lado, parten de una o varias soluciones iniciales parciales, las
cuales van construye´ndose hasta dar con las soluciones finales.
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De esta forma, las heurı´sticas se centran en la resolucio´n de problemas con una
formulacio´n simple, intentando encontrar la solucio´n o´ptima de una forma ra´pida.
Las meta-heurı´sticas, por el contrario, pueden ser aplicadas a una amplia variedad
de problemas reales, o con una complejidad elevada, para los que serı´a muy com-
plicado implementar una heurı´stica especı´fica. Las te´cnicas que se vera´n en este
apartado, y aquellas con las que se va a trabajar en esta tesis doctoral se encuadran
en el grupo de las meta-heurı´sticas.
Con todo esto, este capı´tulo esta´ dividido en tres grandes bloques. El primero de
ellos, seccio´n 3.1, corresponde a los me´todos trayectoriales de bu´squeda simple . El
segundo de ello, apartado 3.2, tratara´ sobre las te´cnicas poblacionales, mientras que
el u´ltimo de ellos hablara´ sobre las meta-heurı´sticas multi-poblacionales (seccio´n
3.3).
3.1 Me´todos trayectoriales de bu´squeda simple
Los algoritmos trayectoriales de bu´squeda simple son te´cnicas de optimizacio´n
aproximada en los que se parte de una solucio´n inicial completa, que se transforma
progresivamente en una nueva solucio´n mediante pequen˜as modificaciones parcia-
les. Estas modificaciones se realizan hasta conseguir la mejor solucio´n posible en
un tiempo factible. Pese a que existen muchos tipos de algoritmos de este tipo, en
este trabajo tan solo se describira´n tres, los cuales son considerados como los ma´s
utilizados en la literatura a lo largo de la historia: las bu´squedas locales simples, el
recocido simulado, y la bu´squeda tabu´.
3.1.1 Bu´squedas locales simples
Los me´todos de bu´squeda local son una clase de algoritmos de aproximacio´n ba-
sados en mejorar de forma iterativa la solucio´n de un problema. Su forma de fun-
cionar puede explicarse brevemente de la siguiente forma: la bu´squeda comienza
generando una solucio´n inicial, llamada estado inicial. A partir de ella, y haciendo
uso de una funcio´n generadora de sucesores, se rastrea su vecindario1 en busca de
1Cada solucio´n tiene un conjunto de soluciones asociadas, llamadas vecindario o entorno. Estas
soluciones pueden ser alcanzadas realizando una sola modificacio´n en la solucio´n actual
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la mejor solucio´n posible. Al encontrar una mejor solucio´n, el algoritmo se mue-
ve1 hasta ella, designa´ndola como estado actual. Este proceso se ejecuta de forma
iterativa, y la ejecucio´n de la bu´squeda finaliza en el momento en el que la fun-
cio´n generadora de sucesores no es capaz de encontrar una solucio´n que mejore la
actual, es decir, cuando no exista una solucio´n mejor dentro de su vecindad.
El punto de´bil de las bu´squedas locales es la facilidad que tienen para caer
en un o´ptimo local sin posibilidad de salir de e´l. Por esta razo´n los algoritmos de
bu´squeda local son te´cnicas que devuelven o´ptimos locales, y cuyo rendimiento
depende completamente de la solucio´n inicial con la que comiencen el proceso.
Dicho de otra forma, si la solucio´n inicial queda colocada en una posicio´n favo-
rable, la bu´squeda alcanzara´ la solucio´n o´ptima; si esto no ocurre, el algoritmo
devolvera´ irremediablemente un o´ptimo local. A lo largo de la historia se han desa-
rrollado un gran nu´mero de te´cnicas para solucionar esta desventaja. La bu´squeda
tabu´ y el recocido simulado son dos de estos algoritmos, los cuales sera´n descritos
ma´s adelante.
A continuacio´n se van a pormenorizar dos procesos importantes para este tipo
de algoritmos. Estas nociones van a ser aplicables tambie´n a las meta-heurı´sticas
que se vera´n en apartados posteriores. Estos dos procesos son la creacio´n de la
solucio´n inicial por un lado, y la funcio´n generadora de sucesores por el otro.
3.1.1.1 Solucio´n inicial
Como ya se ha indicado anteriormente, este tipo de algoritmos comienzan con una
solucio´n inicial, denominada estado inicial, que se va modificando a lo largo de la
ejecucio´n con el objetivo de encontrar una solucio´n aceptable. La solucio´n inicial
puede ser generada de forma aleatoria o bien puede utilizarse una funcio´n heurı´sti-
ca para comenzar el proceso con una solucio´n mejorada. Lo´gicamente la solucio´n
inicial no debe ser la solucio´n o´ptima, ni siquiera tiene porque´ acercarse, pero
en algunos casos puede significar un buen punto de partida para comenzar con la
bu´squeda. Varias de las funciones heurı´sticas ma´s utilizadas en este a´mbito pueden
ser el nearest neighbor, o vecino cercano [Cover 67], o la heurı´stica I1 de Solomon
[Solomon 87]. En relacio´n con esto, en los trabajos [Osaba 14i] y [Osaba 14b] pue-
1Cada solucio´n del vecindario puede obtenerse directamente a partir de la solucio´n actual rea-
lizando una operacio´n llamada movimiento
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Figura 3.1: Ejemplo de un movimiento 2-opt en una ruta compuesta por ocho nodos
den encontrarse sendos estudios realizados por el autor de esta tesis en relacio´n al
impacto que produce el inicializar las soluciones iniciales para el TSP y el NQP
utilizando un algoritmo gene´tico.
3.1.1.2 Generador de sucesores
La funcio´n generadora de sucesores es la encargada de realizar los movimientos
sobre el estado actual con el objetivo de hacer avanzar al algoritmo hacia nuevas
soluciones. Estos operadores pueden ser clasificados en dos tipos: operadores intra-
ruta y operadores inter-ruta [Savelsbergh 92]. Los primeros realizan modificaciones
dentro de una misma ruta, sin que las dema´s se vean afectadas. Este dato carece de
relevancia dentro de los problemas del tipo TSP, ya que, al contrario que en la fa-
milia de problemas VRP, solo se cuenta con una ruta. Los segundos se caracterizan
por realizar intercambios de nodos o aristas entre diferentes rutas, y son muy efec-
tivos para problemas del tipo VRP. Aun ası´, estos operadores tambie´n pueden ser
utilizados como operadores intra-ruta, como bien se mostrara´ ma´s adelante.
Un ejemplo de operador intra-ruta es el 2-opt. Este fue definido por Lin en
1965 [Lin 65], y su forma de trabajar consta de dos pasos: el primero consiste
en eliminar dos arcos dentro de una ruta existente, mientras que el segundo se
ocupa de crear dos nuevos arcos evitando la generacio´n de subtours. Este operador
cuenta con gran popularidad y con un alto grado de efectividad. Un gran nu´mero
de implementaciones hacen uso de este generador de sucesores, como por ejemplo
[Englert 14] y [Akay 12]. En la Figura 3.1 se muestra un ejemplo de este tipo de
movimiento.
El 3-opt es otro operador de similares caracterı´sticas. Tambie´n definido por
Lin, en este caso en lugar de dos se eliminan tres aristas, para generar despue´s
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Figura 3.2: Ejemplo de un movimiento 3-opt en una ruta compuesta por ocho nodos
Figura 3.3: Ejemplo del Vertex Insertion para el VRP y TSP
tres nuevas evitando la generacio´n de subtours. Como puede resultar lo´gico, la
complejidad que supone utilizar este operador es mucho mayor que el 2-opt simple.
En la Figura 3.2 se representa un ejemplo del funcionamiento de este operador.
En cuanto a los operadores inter-ruta, los ma´s utilizados son el Vertex Insertion
y el Swapping, tambie´n utilizados frecuentemente como intra-ruta. En el prime-
ro de ellos, en primer lugar se selecciona un nodo al azar de la ruta, o de una de
las rutas. Este nodo se extrae para despue´s ser insertado en otra posicio´n aleato-
ria, generando con ello una nueva solucio´n. En el caso del VRP, se trata de un
movimiento de nodo de una ruta a otra. Este operador es uno de los ma´s utiliza-
dos en la literatura, ya que es sencillo de implementar y obtiene buenos resultados
[Cordeau 03] [Breedam 01]. En la Figura 3.3 se muestran dos ejemplos de este tipo
de movimiento.
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Figura 3.4: Ejemplo del Swapping para el VRP y TSP
El segundo de los operadores mencionados, el Swapping, selecciona dos nodos
al azar para despue´s intercambiar sus posiciones. En el caso del VRP el proceso
de intercambio se realiza entre dos rutas, de forma que el operador es similar al
anterior, con la diferencia de que son dos los clientes que se ven afectados, uno por
cada ruta implicada. Dos ejemplos en los que se usa este tipo de movimiento son
los trabajos [Tarantilis 05] y [Tang 05]. En la Figura 3.4 se muestran dos posibles
ejemplos para este operador.
Como ya se ha comentado con anterioridad, el nu´mero de operadores genera-
dores de sucesores disponibles en la literatura es inmenso. En este trabajo se han
descrito varios de los ma´s utilizados, siendo estos, adema´s, los que van a ser utiliza-
dos para la experimentacio´n posterior. Para encontrar informacio´n adicional sobre
este tema, se recomienda la lectura de [Bra¨ysy 05], [Potvin 96b], o [Larran˜aga 99].
3.1.2 Bu´squeda Tabu´
Los orı´genes de la bu´squeda tabu´ datan de finales de los an˜os 70 y principios de
los 80, de la mano de Fred Glover. Durante estos primeros an˜os algunas de las
ideas fueron utilizadas en varios problemas de planificacio´n y otros dominios. El
e´xito de estas aplicaciones y el creciente intere´s por las heurı´sticas en general em-
pujaron al mismo Glover a formalizar los conceptos fundamentales de la bu´squeda
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tabu´ [Glover 86]. Este tipo de bu´squedas se crearon en un intento de dotar de inte-
ligencia a los algoritmos de bu´squeda local. Segu´n Glover “la bu´squeda tabu´ guı´a
un procedimiento de bu´squeda local para explorar el espacio de soluciones ma´s
alla´ del o´ptimo local”. Desde su creacio´n, esta meta-heurı´stica se ha convertido en
una de las te´cnicas ma´s utilizadas para la resolucio´n de problemas de optimizacio´n
combinatoria [Basu 08], en gran parte gracias a que los resultados obtenidos al em-
plearla son prometedores. Aplicaciones actuales de esta te´cnica pueden verse en
[Escobar 14] o [Azi 14]. El autor de esta tesis tambie´n ha realizado investigaciones
centradas en esta te´cnica [Osaba 12c].
Al basarse en las bu´squedas locales, los algoritmos tabu´ comienzan su ejecu-
cio´n con una solucio´n inicial, la cual puede ser aleatoria o bien generada por cual-
quiera de las funciones que se han visto en el apartado anterior. Despue´s, haciendo
uso de una funcio´n generadora de sucesores, tambie´n vistas anteriormente, la solu-
cio´n evoluciona de forma iterativa.
Hasta aquı´ la filosofı´a tabu´ no aporta ninguna novedad con respecto a las bu´sque-
das anteriormente descritas. La verdadera novedad viene dada por el mecanismo
implementado para huir de los o´ptimos locales. Este mecanismo es llamado me-
moria, y esta´ ideado con el objetivo de dirigir la bu´squeda teniendo en cuenta el
historial de e´sta. Para esto, los algoritmos tabu´ mantienen una lista con los movi-
mientos recientemente ejecutados, los cuales son considerados como prohibidos.
De esta forma, cada vez que la funcio´n generadora de sucesores propone un nuevo
movimiento, el algoritmo lo analiza, y en caso de no estar prohibido, lo ejecuta y lo
inserta en la lista tabu´. En caso contrario lo evita, eligiendo en su lugar otro movi-
miento permitido. Otro factor indispensable en esta bu´squeda es la posibilidad de
aceptar soluciones peores a la actual, para ası´ poder escapar de los o´ptimos locales
y continuar la bu´squeda por otras regiones del espacio de soluciones.
Dentro de la memoria tabu´, tambie´n llamada Short Term Memory, se puede
almacenar distinta informacio´n dependiendo del criterio de prohibicio´n que se elija.
Existen multitud de criterios para decidir si un movimiento es tabu´ o no, algunos
ma´s restrictivos que otros. En relacio´n a esto se han realizado un gran nu´mero de
estudios a lo largo de la historia [Malek 89]. Hay que tener en cuenta que, adema´s,
los diferentes criterios esta´n estrechamente relacionados con el tipo de generador
de sucesores que se este´ aplicando.
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Otro de los temas a´mpliamente estudiados a lo largo de la historia, y au´n sin
determinar, es el taman˜o ideal que debe tener la lista tabu´ [Tsubakitani 98]. Hay
que tener en cuenta que si el taman˜o es muy pequen˜o puede caerse con facilidad
en un o´ptimo local. En cambio, si el taman˜o es muy grande, restringe en exceso
el proceso de bu´squeda. En la literatura pueden encontrarse multitud de estrategias
para determinar el taman˜o adecuado de la lista tabu´. El hecho de que existan tantas
estrategias hace suponer que no existe un taman˜o ideal para cada problema. Como
bien se menciona en [Tsubakitani 98], el taman˜o de la lista o´ptimo dependera´ di-
rectamente de varios factores, como el taman˜o de la instancia o el generador de
sucesores utilizado.
Finalmente, es conveniente indicar que existen otros tipos de memoria aparte
de la ya referida Short Term Memory. Esta memorias son la denominada Long
Term Memory, y la conocida como Intermediate Term Memory. Se recomienda la
lectura de los trabajos [Basu 08] o [Tang 06] para obtener ma´s informacio´n acerca
de estos tipo de memoria. Otro concepto ampliamente extendido y que merece
la pena mencionar es el criterio de aspiracio´n. Cuando este criterio se satisface,
permite al algoritmo que ejecute movimientos prohibidos. Se aconseja la lectura
del artı´culo [Malek 89] para ampliar la informacio´n en este aspecto.
3.1.3 Recocido simulado
El primer algoritmo de recocido simulado, o simulated annealing, fue propuesto en
1953 por Metropolis et al. [Metropolis 53], aunque fue an˜os ma´s tarde, a mediados
de la de´cada de los 80, cuando, por un lado, Kirkpatric et al. [Kirkpatrick 83], y por
otro, Cerny [Cˇerny` 85] introdujeron este concepto en el campo de la optimizacio´n
combinatoria. Esta meta-heurı´stica es una de las ma´s utilizadas a lo largo de la his-
toria gracias a su capacidad de converger hacia soluciones de alta calidad. Aun ası´,
la gran desventaja de este me´todo de bu´squeda es su elevado coste computacional,
mayor que otras meta-heurı´sticas como, por ejemplo, la bu´squeda tabu´.
A dı´a de hoy, son multitud los estudios que se presentan anualmente los cuales
hacen uso de esta te´cnica para resolver algu´n problema de optimizacio´n combina-
toria, o de asignacio´n de rutas a vehı´culos [Ahonen 14, Xiao 14]. El propio autor de
esta tesis ha realizado varios estudios relacionados con el recocido simulado apli-
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cado a problemas de planificacio´n de rutas a vehı´culos [Osaba 12b, Carballedo 11,
Osaba 11].
El funcionamiento del recocido simulado se basa en el principio fı´sico de en-
friamiento de los metales, el cual les hace pasar de una situacio´n liquida a una
so´lida. Los algoritmos de este tipo se implementan de la misma forma que se im-
plementan los algoritmos de bu´squeda local, es decir, con su correspondiente fun-
cio´n de inicializacio´n de la solucio´n y generador de sucesores. La diferencia con
las bu´squedas locales radica en que el criterio de sustitucio´n de una nueva solucio´n
no es determinista, sino que esta´ basado en el criterio de Metropolis. De esta forma,
cuando la funcio´n generadora de sucesores genera un nuevo estado, si e´ste es de
mejor calidad que el actual, se acepta. En caso contrario, la solucio´n es aceptada
de forma probabilı´stica en funcio´n de la temperatura del sistema y del aumento que
supone en la funcio´n objetivo.
La caracterı´stica ma´s importante del recocido simulado, por lo tanto, es el he-
cho de que no solo acepta soluciones mejores a la actual, sino que tambie´n permite
aceptar un nu´mero decreciente de soluciones que supongan una perdida en la ca-
lidad de la solucio´n. De esta forma, permite al proceso de bu´squeda huir de los
o´ptimos locales en caso de quedarse atrapado en ellos y, ası´, poder continuar la
bu´squeda por otras a´reas del espacio de soluciones en busca del o´ptimo global.
La temperatura del metal se considera dentro de la te´cnica como un para´metro
de control, el cual va a actuar como juez a la hora de aceptar o no nuevas soluciones.
Al tratarse de un proceso de enfriamiento, en un principio el valor de temperatura
sera´ muy elevado, de forma que el algoritmo tendra´ una gran tolerancia para admitir
soluciones peores a la actual, permitiendo a la solucio´n moverme libremente por el
espacio de soluciones de la misma forma que las partı´culas del metal se desplazan
a su antojo en su fase lı´quida. Despue´s, progresivamente, la temperatura desciende
poco a poco, permitiendo cada vez menos soluciones peores a la actual. Finalmen-
te, cuando la temperatura se aproxime a cero, no se aceptara´ ninguna pe´rdida de
calidad, aceptando tan solo soluciones que mejoren a la actual. En este momento
el algoritmo se habra´ transformado en un proceso de bu´squeda local convencional
y finalizara´ su ejecucio´n de la misma forma que un algoritmo de este tipo.
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3.2 Algoritmos poblacionales
Al igual que los algoritmos trayectoriales de bu´squeda simple, los algoritmos po-
blacionales son te´cnicas de optimizacio´n aproximada, los cuales operan sobre so-
luciones completas que se van transformando durante el proceso. Estos me´todos,
a diferencia de los algoritmos anteriormente descritos, operan en cada iteracio´n
con un conjunto de soluciones (poblacio´n) que interactu´an entre sı´. De esta forma,
proporcionan de forma intrı´nseca un proceso de bu´squeda mu´ltiple paralela en el
espacio de soluciones del problema. Estas te´cnicas gozan actualmente de una gran
popularidad, lo que conlleva a la creacio´n y perfeccionamiento de una gran canti-
dad de te´cnicas an˜o tras an˜o. En esta seccio´n se describira´n varios algoritmos de
este tipo, cuya popularidad esta´ ma´s que contrastada en la comunidad cientı´fica.
3.2.1 Algoritmos gene´ticos
Siendo probablemente la te´cnica poblacional ma´s utiliza a lo largo de la historia,
los algoritmos gene´ticos (GA) se basan en el proceso gene´tico de los organismos
vivos y en la ley de la evolucio´n de las especies, propuesta por Darwing. En el
mundo real, a lo largo de las generaciones, las poblaciones evolucionan acorde a
la seleccio´n natural y la supervivencia de los ma´s fuertes. En un intento por imitar
este proceso natural se crearon los algoritmos gene´ticos. Los principios ba´sicos de
esta te´cnica fueron propuestos por Holland en 1975 [Holland 75], aunque su uso
pra´ctico para la resolucio´n de problemas complejos fue demostrado an˜os ma´s tarde
por De jong [De Jong 75] y Goldberg [Goldberg 89]. El poder de este tipo de algo-
ritmos viene dado por su robustez y por poder tratar con e´xito una gran variedad de
problemas provenientes de diferentes a´reas, como el transporte [Baker 03, Ahn 02],
la industria [Davis 85b], o la ingenierı´a del software [Norouzi 14, Li 14]. Desde su
creacio´n, han sido muchos los estudios realizados, y los artı´culos y los libros pu-
blicados acerca de estos me´todos.
Al tratarse de te´cnicas poblacionales, los algoritmos gene´ticos trabajan con una
poblacio´n de individuos, cada uno de los cuales, generalmente, representa una so-
lucio´n factible del problema a resolver. Cada individuo tiene asociado un valor, o
puntuacio´n, llamado fitness, el cual se le asigna mediante una funcio´n objetivo. Este
valor esta´ directamente relacionado con la calidad o la bondad de dicha solucio´n.
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Algoritmo 1: Pseudoco´digo de un algoritmo gene´tico ba´sico
1 Inicializacio´n y evaluacio´n de la poblacio´n inicial
2 repeat
3 Proceso de seleccio´n de padres
4 Fase de cruce
5 Fase de mutacio´n
6 Proceso de seleccio´n de supervivientes
7 until hasta que el criterio de terminacio´n se satisfaga;
8 El algoritmo devuelve el fitness del mejor individuo de la poblacio´n
El primer paso del proceso es generar la poblacio´n inicial y evaluarla. Despue´s,
por cada iteracio´n, se seleccionan los individuos ma´s adecuados para el proceso de
cruce, en el que se generan nuevos individuos mediante el cruce de los cromosomas
seleccionados. Tras esto, se aplica el proceso de mutacio´n, en el que se seleccio-
nan ciertos individuos al azar para aplicar sobre ellos una pequen˜a modificacio´n.
Finalmente, la poblacio´n se reduce hasta su taman˜o inicial, eliminando de e´sta los
individuos menos interesantes, en un proceso denominado seleccio´n de supervi-
vientes. La estructura ba´sica de un algoritmo gene´tico puede verse en el Algoritmo
1.
A lo largo de la historia, han sido infinidad los trabajos enfocados en el estudio
de los algoritmos gene´ticos. Estos estudios pueden agruparse en tres diferentes
categorı´as:
• Aplicacio´n pra´ctica: Estas investigaciones se centran en la aplicacio´n de al-
goritmos gene´ticos a problemas de optimizacio´n concretos. De entre las tres
categorı´as que van a listarse, esta es la que ma´s trabajos aporta a la literatu-
ra anualmente. Dos subcategorı´as pueden identificarse en este primer grupo:
trabajos que presentan variaciones o implementaciones del algoritmo gene´ti-
co cla´sico [Stanimirovic´ 12, Venkadesh 13, Wu 13], o algoritmos gene´ticos
hibridados [Vidal 12, Moradi 12, Duan 14].
• Implementacio´n de nuevos operadores: Estos trabajos presentan implemen-
taciones novedosas de diferentes operadores especı´ficos, como operadores
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de cruce [Chen 12, Hara 12], o de mutacio´n [Albayrak 11, Mateo 12]. Ge-
neralmente, estos operadores son de cara´cter heurı´stico, son aplicados a un
problema concreto, y poseen un gran rendimiento.
• Ana´lisis del comportamiento del algoritmo: Este tipo de investigaciones se
basan en el ana´lisis de ciertos aspectos teo´ricos o pra´cticos de los algo-
ritmos gene´ticos. Estos estudios examinan, entre otros temas, diversas ca-
racterı´sticas acerca del comportamiento del algoritmo, como la convergen-
cia [Rudolph 94]; la eficiencia de ciertas fases del algoritmo, como el cru-
ce [De Jong 91, Kumar 12] o la mutacio´n [Banzhaf 96, Mresa 99]; o la in-
fluencia de adaptar ciertos para´metros dina´micamente, como la probabilidad
de cruce o de mutacio´n [Eiben 99, Fernandez 11, Grefenstette 86]. Gracias
a estos ana´lisis se ha logrado un profundo conocimiento de los algoritmos
gene´ticos, dando como resultado el nacimiento de nuevas te´cnicas, como los
algoritmos gene´ticos adaptativos [De Giovanni 13, Zhao 14], o los algorit-
mos gene´ticos paralelos [Alba 99, Cantu-Paz 00], los cuales superan las des-
ventajas inherentes a los algoritmos gene´ticos ba´sicos.
En lo que resta de seccio´n se explicara´n en detalle los componentes ma´s impor-
tantes de este tipo de meta-heurı´sticas. Para ello, se mostrara´n ejemplos aplicados a
los problemas que se han descrito en la Seccio´n 2.2: El TSP, VRP y sus extensiones.
3.2.1.1 Seleccio´n de los padres
Como se vera´ posteriormente, el cruce es el proceso en el que los organismos de
una poblacio´n interactu´an entre sı´ para generar nuevos individuos. Los individuos
generados son llamados hijos, y, como en las leyes naturales, cada hijo tiene que
tener un padre y una madre. Es por esto por lo que para realizar este proceso hay
que seleccionar de toda la poblacio´n aquellos individuos que van a actuar de padres.
Existen muchos criterios para la seleccio´n de los padres, siendo uno de los ma´s
conocidos el torneo binario. En este criterio se van seleccionando de forma iterativa
un par de organismos al azar. Estos dos individuos se enfrentan entre sı´, y el mejor
de los dos formara´ parte de la lista de individuos seleccionados para el proceso de
cruce. Este proceso se repite hasta que se tenga el nu´mero de padres deseado. Otro
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criterio ampliamente utilizado es el denominado elitista, en el que se seleccionan
como padres los n mejores individuos de la poblacio´n segu´n su valor de fitness.
3.2.1.2 Proceso de cruce
Como ya se ha introducido previamente, en el proceso de cruce, o recombina-
cio´n, dos o ma´s individuos de la poblacio´n existente interactu´an entre sı´ para for-
mar nuevos individuos. Existen multitud de funciones de cruce, y es un campo
en el cual se han realizado un gran nu´mero de estudios a lo largo de la historia
[De Jong 91, Kumar 12, Pendharkar 04]. El propio autor de esta tesis ha llevado a
cabo varios estudios en este campo [Osaba 14a, Osaba 14h, Osaba 13a]. Para pro-
blemas de fa´cil formulacio´n, como el TSP y sus variantes, el BBP, o el NQP, la
implementacio´n de diferentes funciones de cruce es un proceso trivial, debido a la
sencilla formulacio´n y codificacio´n de las posibles soluciones del problema. Para
los problemas ma´s complejos, como los pertenecientes a la familia VRP, el nu´mero
de funciones de este tipo son menores, ya que las restricciones que han de cumplir
cada una de las rutas hacen muy difı´cil que los hijos resultantes del proceso sean
factibles. A continuacio´n se muestran varias funciones de cruce, las cuales han
sido frecuentemente referenciadas a lo largo de la historia, y cuya utilizacio´n es
adecuada para problemas en los que la representacio´n de los individuos se realiza
mediante la codificacio´n por permutaciones. A grandes rasgos, la codificacio´n por
permutacio´n se encarga de representar las soluciones de un problema como cade-
nas de nu´meros. En el caso del TSP, por ejemplo, esta cadena representa la ruta que
el vehı´culo debe tomar. En esta tesis se dedicara´ un apartado completo a las codifi-
caciones empleadas para cada problema utilizado a lo largo de la experimentacio´n
5.2.
• Cruce por orden (OX): Este cruce fue propuesto por Davis en 1985
[Davis 85a]. Este operador construye los hijos eligiendo pequen˜os sub-
conjuntos de uno de los padres, y manteniendo el orden de los nodos del
otro progenitor. El primer paso de este proceso consiste en seleccionar dos
puntos de corte, ide´nticos para los dos padres. Los segmentos que queden
encuadrados entre los puntos de corte se conservara´n en los hijos mantenien-
do el mismo orden y posicio´n. Tras esto, y empezando por el segundo punto
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de corte, los nodos restantes se insertan en el mismo orden en que apare-
cen en el otro progenitor, teniendo en cuenta que los elementos ya insertados
son omitidos. Cuando el final de la cadena se ha alcanzado, se continu´a por
el comienzo de e´sta. A continuacio´n se muestra un ejemplo de este proceso
utilizando dos individuos compuestos por 8 nodos.
P1 = (12|345|678)→ H1 = (∗ ∗ |345| ∗ ∗∗)→ H1 = (87|345|126)
P2 = (24|687|531)→ H2 = (∗ ∗ |687| ∗ ∗∗)→ H2 = (45|687|123)
• Cruce del punto medio (HX): Este cruce es uno de los ma´s utilizados, al igual
que uno de los ma´s sencillos de implementar. El primer paso del HX consiste
en realizar un punto de corte en el punto central de cada individuo. Los nodos
situados antes del punto de corte son copiados en el mismo orden en el hijo.
A continuacio´n, los elementos restantes son insertados manteniendo el orden
del otro pariente. Un ejemplo de este proceso de cruce puede ser el siguiente:
P = (1234|5678)→ H1 = (1234| ∗ ∗ ∗ ∗)→ H1 = (1234|6875)
M = (2468|7531)→ H1 = (2468| ∗ ∗ ∗ ∗)→ H2 = (2468|1357)
Respecto a los problemas relacionados con la familia de problemas VRP, como
ya se ha referido al comienzo de esta seccio´n, su alta complejidad y las estrictas
restricciones de estos hacen que el disen˜o e implementacio´n de cruces sea una
tarea ma´s compleja. Por esta razo´n, el nu´mero de operadores para estos problemas
es inferior a los anteriormente descritos.
Dos posibles ejemplos de cruce para el CVRP podrı´an ser el cruce de rutas
cortas (SRX), o el cruce de rutas largas (LRX). Estos operadores son un caso par-
ticular del cruce tradicional, y podrı´an equipararse al HX visto anteriormente. Con
todo esto, el funcionamiento del SRX podrı´a describirse de la siguiente manera: el
primero de los pasos consiste en insertar en el primer hijo la mitad de las rutas (las
ma´s cortas) de uno de los padres tal y como aparecen en e´ste. Despue´s de esto, los
nodos no seleccionados se insertan en la misma posicio´n en la que se encuentran
en el pariente contrario (teniendo en cuenta la capacidad del vehı´culo). Asumiendo
una posible instancia de 17 nodos (depo´sito incluido), un ejemplo de este cruce
podrı´a ser el siguiente:
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P = (1, 2, 3, 4, 0, 9, 10, 11, 12, 0, 13, 14, 15, 16, 0, 5, 6, 7, 8)
M = (1, 12, 6, 3, 0, 2, 4, 7, 11, 0, 5, 14, 16, 9, 0, 8, 13, 10, 15)
Los hijos resultantes serı´an los mostrados a continuacio´n:
H1 = (1, 2, 3, 4, 0, 9, 10, 11, 12, 0, 6, 7, 5, 14, 0, 16, 8, 13, 15)
H2 = (1, 12, 6, 3, 0, 2, 4, 7, 11, 0, 9, 10, 13, 14, 0, 15, 16, 5, 8)
El LRX opera de forma similar al SRX, con la pequen˜a particularidad de que,
en este caso, las rutas escogidas para ser copiadas en los hijos son las ma´s largas
de cada pariente.
Estos son varios de los cruces ma´s utilizados para la resolucio´n de problemas
basados en la codificacio´n por permutaciones. Existe una ingente cantidad de ope-
radores adicionales, los cuales no sera´n descritos en esta tesis por no aumentar en
exceso su extensio´n. Para conocer ma´s tipos de cruce para los problemas de tipo
VRP, conviene revisar [Potvin 09] o [Pereira 02], donde pueden encontrarse varios
ejemplos u´tiles. Por otro lado, para obtener ma´s informacio´n referente a cruces
aplicables al TSP, se aconseja la lectura de [Larran˜aga 99].
3.2.1.3 Proceso de mutacio´n
En una primera instancia, el proceso de mutacio´n surgio´ con el objetivo de huir de
o´ptimos locales. Al igual que sucede con los algoritmos trayectoriales de bu´squeda
simple, es posible que durante la ejecucio´n de un algoritmo gene´tico la poblacio´n
vaya dirigie´ndose hacia regiones del espacio de soluciones que no interesa explo-
rar. Con todo esto, la filosofı´a principal del proceso de mutacio´n es la de realizar
pequen˜os cambios en los individuos, con el objetivo de ampliar el espectro de ex-
ploracio´n de la poblacio´n. Es un proceso que se realiza despue´s de los cruces, y el
cual se ejecuta de forma probabilı´stica con un valor de probabilidad, normalmente,
muy bajo.
Existen diferentes formas de mutar, aunque por lo general es un proceso sen-
cillo, y los operadores utilizados no tienen gran complejidad. Esto es ası´ ya que el
propo´sito de este procedimiento es el de realizar pequen˜os cambios en los indivi-
duos. De la misma forma que ocurre con los operadores de cruce, existen muchos
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operadores implementados para el TSP y los problemas de codificacio´n por permu-
taciones, y muchos otros para el VRP y sus variantes.
Para los problemas del tipo VRP los operadores de mutacio´n pueden ser de dos
tipos distintos: intra-ruta e inter-ruta. Como ya se ha explicado, los primeros son
aquellos en los que los cambios se realizan entre diferentes rutas. Por lo general,
estos operadores suelen seguir la misma filosofı´a que los operadores de generacio´n
de sucesores que se han visto en la Seccio´n 3.1.1.2 de bu´squedas locales, como el
Swapping, o el Vertex Insertion . . . De hecho, estos dos son utilizados a menudo
como operadores de mutacio´n para algoritmos gene´ticos aplicados a problemas de
la familia VRP.
En cuanto a los operadores intra-ruta, los cambios se realizan dentro de una
misma ruta, por lo que los operadores pueden ser utilizados tanto en el VRP como
en el TSP. Un operador muy comu´n es el basado en el cambio [Lin 06], en el
que la funcio´n de mutacio´n genera varios intercambios de nodos dentro del mismo
cromosoma. El nu´mero de intercambios viene dado por un atributo del algoritmo
que se introduce de antemano, el cual podrı´a llamarse factor de mutacio´n.
A lo largo de la historia se han formulado multitud de operadores de mutacio´n,
algunos de ellos, como dicta la filosofı´a del proceso de mutacio´n, de formulacio´n
y ejecucio´n simples [Larran˜aga 99], otros, por otro lado, mucho ma´s sofisticados
[Albayrak 11].
3.2.1.4 Seleccio´n de supervivientes
Los procesos de cruce y mutacio´n generan una cantidad de organismos que han
de ser insertados en la poblacio´n actual. La poblacio´n existente en un algoritmo
poblacional tiene un taman˜o finito, y es por esto por lo que se hace necesario redu-
cir el nu´mero de individuos despue´s de los procesos anteriormente mencionados,
desechando aquellos que sean menos interesantes. Por un lado, se pueden destacar
los algoritmos gene´ticos generacionales. En estos algoritmos, durante cada genera-
cio´n se crea una poblacio´n completa de nuevos individuos, y esta nueva poblacio´n
reemplaza directamente a la predecesora.
Por otro lado, existen algoritmos en los que los individuos creados durante el
proceso de cruce y mutacio´n son mezclados con los provenientes de la generacio´n
anterior. En este caso, se hace necesario realizar una criba, con el objetivo de man-
57
3. Te´cnicas para la resolucio´n de problemas
tener el taman˜o fijo de la poblacio´n. De esto se encarga la funcio´n de seleccio´n de
supervivientes.
Un ejemplo de este tipo de funciones es la denominada elitista-aleatoria. Esta
funcio´n confecciona la poblacio´n superviviente en dos pasos: por un lado, una parte
de la poblacio´n estara´ compuesta por los mejores individuos de toda la poblacio´n.
La otra parte, por el contrario, se seleccionara´ de forma aleatoria entre los elemen-
tos aun no insertados. Por ejemplo, si se tiene una poblacio´n de 50 cromosomas,
y se quiere reducir esta hasta los 30 individuos, una funcio´n 50 % elitista - 50 %
aleatoria elegira´ los 15 mejores cromosomas segu´n su fitness, y los 15 restantes los
seleccionara´ de forma aleatoria de entre los 35 sobrantes.
Un aspecto de crucial importancia en los algoritmos gene´ticos es el manteni-
miento de la diversidad dentro de la poblacio´n. Es por esto por lo que elegir una
parte de la poblacio´n sucesora de forma aleatoria ayuda a mantener cierta diversi-
dad dentro de ella, evitando caer fa´cilmente en algu´n o´ptimo local.
Al igual que con el criterio de seleccio´n de los padres, existen multitud de cri-
terios de seleccio´n de supervivientes. Estos criterios pueden ser los mismos que los
expuesto en la seccio´n de seleccio´n de padres (Seccio´n 3.2.1.1), con la particulari-
dad de estar enfocados a la funcio´n de supervivencia.
3.2.1.5 Criterio de parada
Los pasos que se han descrito hasta ahora (seleccio´n de reproductores, funcio´n de
cruce, mutacio´n y seleccio´n de supervivientes) se ejecutan de forma iterativa, don-
de cada iteracio´n es denominada generacio´n. Estas iteraciones se repiten hasta que
se cumple el criterio de parada estipulado para el algoritmo. Tras esto, el algo-
ritmo devolvera´ su mejor individuo a modo de solucio´n final. Pese a que existen
diferentes alternativas para establecer el criterio de parada, son dos los principales
mecanismos utilizados. El primero de ellos se fundamenta en marcar un nu´mero
fijo de generaciones a ejecutar. En el momento en el que algoritmo llega a la ge-
neracio´n fijada la ejecucio´n finaliza y se devuelve el mejor individuo de la u´ltima
generacio´n. Por otro lado, el segundo se basa en fijar un nu´mero de generaciones
sin mejoras. En este caso el algoritmo finalizara´ su ejecucio´n cuando no se pro-
duzcan mejoras en los individuos de una poblacio´n durante un nu´mero fijado de
generaciones consecutivas.
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3.2.2 Algoritmos hı´bridos
Los algoritmos hı´bridos, o meme´ticos, son aquellos que combinan varias te´cnicas
en una misma con el objetivo de superar las desventajas de ambas, y conseguir unos
mejores resultados que los que se obtendrı´an ejecutando los me´todos por separa-
do. Gran parte de las meta-heurı´sticas hı´bridas combinan un algoritmo gene´tico
con uno trayectorial simple. Por lo tanto, como se puede deducir, las posibilidades
son abundantes. Este campo es realmente amplio, y goza de gran popularidad en
la literatura. Es preciso reconocer a Pablo Moscato como el “padre”de este con-
cepto [Moscato 89], siendo los trabajos de este investigador muy valorados por la
comunidad cientı´fica [Moscato 04].
Existe, por ejemplo, una te´cnica llamada seeding, la cual combina un algoritmo
gene´tico con uno de bu´squeda local. El objetivo de este proceso es el de aplicar
la te´cnica de bu´squeda local a la hora de generar la poblacio´n inicial, con lo que
la ejecucio´n del algoritmo poblacional comenzarı´a con una poblacio´n con cierta
calidad, en lugar de comenzar con una aleatoria. Varios estudios, como el realizado
por Lawler et al. en 1985 [Lawler 85] y Johnson en 1990 [Johnson 90], demuestran
co´mo crear una poblacio´n con una calidad media para un TSP. Hay que tener en
cuenta que el proceso de seeding es un proceso delicado, ya que la poblacio´n tiene
que tener cierta diversidad para evitar que el algoritmo converja hacia un o´ptimo
local. El propio autor de esta tesis ha realizado varios estudios en relacio´n a esta
problema´tica [Osaba 14j, Osaba 14i]. Un algoritmo muy utilizado para estos casos
es el 2-opt, ya mencionado en la Seccio´n 3.1.1.2.
El enfoque ma´s utilizado en este tipo de algoritmos es el de integrar un algo-
ritmo trayectorial simple dentro del proceso evolutivo del algoritmo gene´tico, bien
sea sustituyendo alguno de los operadores como el de mutacio´n o cruce, o como
un paso ma´s del proceso. Existen multitud de estos tipos de algoritmos hı´bridos,
combinando de distinta forma una gran variedad de te´cnicas.
En [Thamilselvan 09], por ejemplo, se muestra un algoritmo hı´brido que com-
bina la bu´squeda tabu´ con un algoritmo gene´tico para resolver el TSP. Para este
mismo problema, en [Ghoseiri 08] y en [Gutin 10] se pueden ver dos algoritmos
gene´ticos combinados con una bu´squeda local, la cual se aplica a todos los hijos
resultantes del proceso de cruce.
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En referencia a los problemas de tipo VRP, en el trabajo [Tavakkoli 06] se
presenta un algoritmo gene´tico con bu´squeda local para VRPB, el cual ejecuta la
bu´squeda local a todos los hijos generados en el proceso de reproduccio´n. De esta
misma forma, en [Nguyen 14], para el problema PVRPTW, Nguyen et al. crean un
proceso llamado “educacio´n”, que consiste en la aplicacio´n de una bu´squeda local
de la misma forma que los anteriormente mencionados. Finalmente, en el traba-
jo de Nagata y Braysy [Nagata 09], se utiliza un operador de bu´squeda local para
reparar y optimizar aquellos hijos no factibles resultantes del proceso de cruce.
3.2.3 Optimizacio´n por enjambre de partı´culas inteligentes
El me´todo de optimizacio´n de enjambres de partı´culas, o Particle Swarm Opti-
mization (PSO), es una de las meta-heurı´sticas ma´s populares para la resolucio´n
de problemas de optimizacio´n. Fue propuesto por James Kennedy y Russell C.
Eberhart en 1995 [Kennedy 95, Kennedy 10], con la intencio´n de que emulase el
comportamiento que toman los conjuntos de animales, como los bancos de peces
o bandadas de pa´jaros, o enjambres de insectos, como las abejas. En la mayorı´a de
los casos, son estas u´ltimas las que se ponen como enjambre ejemplo para explicar
el me´todo.
En lo que se refiere a la meta-heurı´stica en cuestio´n, se trata de una te´cnica po-
blacional, la cual cuenta con una poblacio´n (enjambre) de individuos (partı´culas)
que son mejorados de forma iterativa con el propo´sito de encontrar el o´ptimo glo-
bal. Cada partı´cula guarda informacio´n acerca de la mejor posicio´n obtenida por
ella y por cualquier individuo del entorno. Esta informacio´n influira´ directamente
en su comportamiento. De esta forma, cada individuo lleva asociados los siguien-
tes atributos: posicio´n actual, velocidad actual, mejor posicio´n encontrada por ella
y mejor posicio´n obtenida por cualquier partı´cula del entorno.
En el funcionamiento de un PSO pueden distinguirse tres pasos diferentes. El
primero de ellos es la inicializacio´n de las soluciones. Inicialmente, las partı´culas
comienzan en una posicio´n aleatoria dentro del espacio de soluciones y se les asig-
na un valor de velocidad aleatorio. La solucio´n inicial de cada individuo pasa a ser
la mejor solucio´n, ya que hasta el momento es la u´nica. De forma ana´loga se hace
lo mismo con la mejor solucio´n del enjambre.
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Despue´s de esto, y en cada iteracio´n, la velocidad de cada insecto se recalcula
en funcio´n de la mejor solucio´n de toda la poblacio´n, y se actualiza la posicio´n de
cada partı´cula en base a ella. Finalmente, la actualizacio´n de las mejores posiciones
se considera el tercer paso de este algoritmo. Despue´s de cada iteracio´n, si la solu-
cio´n obtenida por cada partı´cula supera a la mejor conocida hasta el momento, se
actualiza el para´metro de mejor solucio´n encontrada. Estos pasos se repiten hasta
que el criterio de parada del algoritmo se cumpla.
Pese a que en un primer momento el PSO no fue disen˜ado para ser aplicado
a problemas de optimizacio´n discreta, o problemas de optimizacio´n combinatoria,
en los u´ltimos an˜os han sido multitud las implementaciones de esta te´cnica para
problemas de este tipo. Varios artı´culos de relevancia cientı´fica son el propuesto en
2003 por Wang et al. en [Wang 03], el realizado por Clerc en 2004 [Clerc 04] o el
publicado en 2007 por Shi et al. [Shi 07].
Tambie´n se han publicado innumerables trabajos en relacio´n a los problemas de
la familia TSP y VRP. Ejemplos de estos estudios son el presentado por Marinakis
et al. en 2013 [Marinakis 13], en el que propone un versio´n discreta del PSO para
resolver el CVRP con demandas estoca´sticas, o el publicado por Belmecheri et al.
el mismo an˜o [Belmecheri 13], en el que se presenta un PSO aplicado al CVRP con
flota heteroge´nea, retorno de mercancı´as y ventanas temporales.
3.2.4 Optimizacio´n por colonias de abejas artificiales
La optimizacio´n por colonias de abejas artificiales, o artificial bee colony (ABC),
es un algoritmo propuesto en 2005 por Karaboga para problemas nume´ricos multi-
modales y multi-dimensionales [Karaboga 05, Basturk 06]. El ABC es un algorit-
mo basado en enjambres que emula el comportamiento de recoleccio´n de polen de
las abejas melı´feras. En esta te´cnica, la poblacio´n consiste en una colonia en la que
cohabitan tres tipos diferentes de abejas, las cuales reciben los nombres de traba-
jadoras, espectadoras y exploradoras. Cada tipo de abeja tiene un comportamiento
diferente.
En el ABC, cada posible solucio´n al problema de optimizacio´n es representada
por una fuente de comida, y el fitness de cada solucio´n es representado mediante la
cantidad de ne´ctar de esa fuente. Cada abeja trabajadora tiene una fuente de comida
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asignada, y en cada generacio´n, este tipo de abejas busca una nueva fuente en su
vecindario. Si la nueva fuente encontrada tiene una cantidad de ne´ctar superior a la
anterior, la abeja se mueve hacia ella. Tras esto, cada abeja espectadora selecciona
al azar una fuente de comida entre todas las existentes, y realiza un movimiento
ide´ntico al que realizan las abejas del tipo anterior.
Una fuente de comida puede ser abandonada por una abeja trabajadora en caso
de estar un nu´mero predeterminado de iteraciones sin experimentar mejoras. En
este caso, la abeja pasara´ a ser exploradora, y se desplazara´ a una posicio´n aleatoria
sin importar si es peor o mejor que su actual posicio´n. De esta forma, en el ABC, la
exploracio´n del espacio de soluciones es llevada a cabo por las abejas exploradoras,
mientras que las trabajadoras y las espectadoras se encargan de la explotacio´n.
En [Karaboga 12] puede encontrarse un estudio detallado acerca del ABC. En
ese estudio se destaca co´mo este tipo de algoritmo ha sido aplicado a problemas
de asignacio´n de rutas a vehı´culos en contadas ocasiones hasta el momento, ya que
el ABC no fue disen˜ado para ello en un primer momento. Aun ası´, esta tendencia
esta´ cambiando en los u´ltimos an˜os [Zhang 14, Bin 13, Cura 13].
3.2.5 Optimizacio´n por colonias de hormigas
La te´cnica de optimizacio´n por colonias de hormigas (ACO) es una de las meta-
heurı´sticas ma´s empleadas en la literatura a lo largo de la historia. Este algoritmo
fue propuesto por Marco Dorigo en 1992 a modo de tesis doctoral, y desde entonces
han sido infinidad los trabajos realizados sobre esta te´cnica [Dorigo 96, Dorigo 10].
Tambie´n han sido multitud las implementaciones del ACO propuestas para abor-
dar diferentes problemas de asignacio´n de rutas a vehı´culos [Dorigo 97, Bell 04,
Ting 13].
La idea original del ACO se inspira en el comportamiento de las colonias de
hormigas para el rastreo y explotacio´n de fuentes de alimentos. En estos algorit-
mos la poblacio´n esta´ compuesta por diferentes agentes, o individuos, llamados
hormigas, los cuales trabajan en paralelo con el fin de encontrar buenas soluciones
a los problemas con los que se trabaje. Siendo ma´s minuciosos, por cada iteracio´n
cada hormiga construye una solucio´n, la cual se genera teniendo en cuenta expe-
riencias pasadas, tanto propias como grupales (las soluciones buenas conseguidas
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en el pasado influira´n positivamente, y viceversa). Siguiendo esta filosofı´a, cuando
una hormiga busta una solucio´n, esta propaga cierta cantidad de feromonas. Estas
feromonas atraera´n al resto de hormigas a adoptar los mismos movimientos lleva-
dos a cabo por la hormiga que las deposito´. Como puede deducirse, las soluciones
con mayor calidad y las ma´s interesantes provocara´n que la hormiga deposite una
cantidad de feromonas mayor, con el objetivo que el resto de las compan˜eras tengan
mayor facilidad para seguirlas.
Adema´s de la versio´n cla´sica, existen diferentes extensiones del ACO con re-
conocimiento en la comunidad cientı´fica, como pueden ser el sistema de hormigas
MAX-MIN [Stu¨tzle 00], el basado en ranking [Bullnheimer 97], o la colonia de
hormigas ortogonal continua [Hu 08].
3.2.6 Otros tipos de algoritmos poblacionales
Como ya se ha mencionado con anterioridad, en la literatura existen multitud de
algoritmos poblacionales para la resolucio´n de todo tipo de problemas de optimi-
zacio´n. En esta seccio´n se han descrito varios de los ma´s utilizados en la literatura
desde su propuesta. Adema´s de estos existen muchos ma´s, los cuales tambie´n han
demostrado ser te´cnicas prometedoras. Un ejemplo de estos es el algoritmo inspi-
rado en murcie´lagos. Esta meta-heurı´stica, propuesta por Yang en 2010 [Yang 10],
esta´ basada en el comportamiento ecolocalizador de los micromurcie´lagos, los cua-
les encuentran a sus presas discriminando ciertos tipos de insectos, incluso en la
ma´s completa oscuridad. Este mismo autor propuso en el an˜o 2009 el algoritmo
basado en lucie´rnagas [Yang 09a]. Esta te´cnica goza de gran popularidad hoy en
dı´a, y esta´ fundada en el comportamiento de alumbrado de estos insectos, meca-
nismo con el que atraen a otras lucie´rnagas. Para finalizar con esta seccio´n, merece
la pena mencionar el algoritmo basado en cucos [Yang 09b]. Esta meta-heurı´stica
se fundamenta en el comportamiento parasitario de algunas especies de cucos en
combinacio´n con la conducta de vuelo de algunos pa´jaros y moscas de la fruta.
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3.3 Algoritmos multi-poblacionales
Como ya se ha mencionado en la seccio´n anterior, los algoritmos poblacionales tra-
bajan con un conjunto de individuos los cuales suelen ser soluciones completas del
problema que se este´ tratando. Una evolucio´n de este tipo de meta-heurı´sticas son
las te´cnicas que se introducira´n en esta seccio´n: los algoritmos multi-poblaciones.
Es interesante mencionar que la meta-heurı´stica propuesta en este trabajo doctoral
forma parte de este conjunto de te´cnicas.
La base de los algoritmos multi-poblacionales es la de trabajar con mu´ltiples
poblaciones de individuos, las cuales, generalmente, trabajan de forma individual
y se relacionan mediante estrategias de comunicacio´n. Estas estrategias pueden ser
de lo ma´s variadas, como bien se podra´ ver a lo largo de esta seccio´n. Adema´s, este
u´ltimo factor es algo que nunca puede descuidarse a la hora de disen˜ar una meta-
heurı´stica de este tipo, ya que estas ta´cticas de comunicacio´n son un factor crucial a
la hora de obtener mejores o peores resultados. Asimismo, el hecho de tener mu´lti-
ples poblaciones hace que los algoritmos multi-poblacionales sean unas te´cnicas
prometedoras para realizar una exploracio´n exhaustiva del espacio de soluciones.
En este apartado se describira´n varios me´todos de este estilo, los cuales han sido
citados y utilizados en la literatura en numerosas ocasiones. Finalmente, al igual
que los algoritmos poblacionales, estas meta-heurı´sticas son un tema de actualidad
en la comunidad cientı´fica, produciendo multitud de artı´culos y libros anualmente
y descubriendo nuevas y eficientes te´cnicas regularmente.
3.3.1 Algoritmos gene´ticos paralelos
Como ya se ha detallado en el apartado 3.2.1 de este trabajo, desde su propuesta en
la de´cada de los 70, los GA se han convertido en una de la te´cnicas ma´s utilizadas
para la resolucio´n de una amplia variedad de problemas. Pese a esta gran acepta-
cio´n por parte de la comunidad cientı´fica, y al igual que todas las meta-heurı´sticas
existentes, el GA tiene ciertas desventajas, siendo las ma´s conocidas su ra´pida con-
vergencia a un o´ptimo local, o la dificultad que supone equilibrar la capacidad de
explotacio´n con la de exploracio´n.
Con la intencio´n de sobreponerse a estos inconvenientes se propusieron los
algoritmos gene´ticos paralelos (PGA). Estas meta-heurı´sticas son particularmente
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fa´ciles de implementar, y generalmente ofrecen mejoras sustanciales en los resul-
tados. Realizando una revisio´n de la literatura actual puede verse co´mo existen
diferentes maneras de paralelizar un GA. Por lo general se utiliza una clasifica-
cio´n la cual divide los PGA en tres categorı´as principales: PGAs de grano fino
[Manderick 89], modelos panmı´cticos o PGAs uni-poblacionales maestro-esclavo,
[Reeves 93] y los PGAs basados en islas [Whitley 99].
Los PGAs de grano fino consisten en una poblacio´n estructurada espacialmente,
y son apropiados para sistemas con mu´ltiples computadoras trabajando en parale-
lo. Los procesos de seleccio´n y cruce se limitan a pequen˜os subconjuntos de la
poblacio´n, denominados barrios, que se solapan unos con otros, lo cual permite la
interaccio´n entre ellos. El segundo de los tipos es el modelo panmı´ctico. En este
tipo de te´cnicas existe tan solo una poblacio´n panmı´ctica (al igual que en los GAs
convencionales), pero la evaluacio´n del fitness de los individuos se divide entre va-
rios procesadores. Debido a que en este PGA concreto el proceso de seleccio´n y
cruce se realiza considerando la poblacio´n completa, tambie´n pueden ser denomi-
nados como algoritmos gene´ticos paralelos globales.
Por u´ltimo, de entre los tipos de PGAs existentes, los basados en islas son los
que han gozado de mayor popularidad en la comunidad cientı´fica. Estas te´cnicas
consisten en mu´ltiples poblaciones cuya evolucio´n se realiza por separado la ma-
yorı´a del tiempo, e intercambian individuos entre sı´ de manera ocasional. Estos
algoritmos tambie´n pueden ser nombrados como multi-hogar, distribuidos o de
grano grueso. Muchos estudios comparten la opinio´n de que esta forma de imple-
mentar los PGAs es la ma´s adecuada, pese a que las estrategias y frecuencia de
comunicacio´n entre las distintas subpoblaciones es una cuestio´n compleja.
En la literatura pueden encontrarse un sinfı´n de trabajos describiendo innu-
merables aspectos y detalles en la implementacio´n de los PGAs basados en is-
las [Whitley 99, Li 08, Cale´gari 97]. Por otro lado, en el artı´culo publicado en
[Cantu´-Paz 98] se presenta un completo y extenso estudio acerca de los PGAs. En
este trabajo pueden encontrarse varios enfoques de migracio´n y comunicacio´n en-
tre diferentes poblaciones. El propio autor de esta tesis ha realizado investigaciones
centradas en las estrategias de migracio´n de los PGAs [Osaba 15b].
Un ejemplo de PGAs aplicados a problemas de asignacio´n de rutas a vehı´culos
puede encontrarse en [Ochi 98], donde un PGA es utilizado para tratar un problema
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con flota heteroge´nea. Por otro lado, en [Berger 04] se propone otra implementa-
cio´n de un algoritmo paralelo para abordar un VRPTW. En u´ltimo lugar, en el
artı´culo [Peterson 90] se presenta un estudio sobre enfoques paralelos y distribui-
dos aplicados al TSP convencional.
3.3.2 Algoritmo Imperialista
Esta meta-heurı´stica multi-poblacional fue propuesta por Atasphaz-Gargari y Lu-
cas en el an˜o 2007 [Atashpaz 07]. En este me´todo, los integrantes de la poblacio´n
son denominados paı´ses con el objetivo de ser ma´s fiel a la meta´fora del imperia-
lismo.
En una primera fase, el algoritmo genera su poblacio´n inicial de paı´ses. De
todos ellos, los mejores son seleccionados como paı´ses imperialistas, mientras que
los restantes son designados como simples colonias. Una vez seleccionados los
paı´ses imperialistas y basa´ndose en su calidad, o en su fuerza (lo que en otras
te´cnicas se ha denominado fitness), las colonias se reparten entre ellos, formando
diferentes imperios. Cada imperio tendra´ su fuerza imperial, la cual se calcula en
funcio´n de la calidad de su paı´s imperialista sumada a la de sus colonias.
Una vez generada la poblacio´n inicial, y creados los diferentes imperios, co-
mienza el proceso iterativo. En un primer paso, todas las colonias de cada imperio
realizan un pequen˜o movimiento en base a su paı´s imperialista. Este movimiento
es llamado movimiento de acercamiento y es un proceso en el que la colonia se
acerca en el espacio de soluciones a su paı´s imperialista. Despue´s de este proceso
de movimiento se da paso a la competicio´n imperialista. En este paso, el imperio
ma´s de´bil de todos los existentes pierde a su colonia ma´s de´bil, la cual es conquis-
tada por cualquiera de los otros imperios restantes. La conquista se realiza de forma
probabilı´stica con respecto a la fuerza de los imperios, es decir, que los imperios
ma´s potentes tienen mayor capacidad de conquista. Este proceso hace que los im-
perios ma´s de´biles queden destruidos. Cuando un imperio se debilita hasta cierto
punto se destruye, y todas sus colonias pasan a formar parte de los otros grupos.
Continuando con este proceso, llegara´ un momento en que solo exista un imperio
y todas las colonias este´n bajo su control. Alcanzado este momento, el algoritmo
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convergera´ hacia un estado llamado “mundo ideal”, en el que todos los paı´ses sera´n
igual de poderosos y se encontrara´n en la misma posicio´n.
Esta meta-heurı´stica ha sido aplicada a varios campos de optimizacio´n en los
u´ltimos an˜os. En el an˜o 2011, por ejemplo, Nemati, Shamsuddin y Kamarposh-
ti demostraron co´mo esta te´cnica obtiene unos resultados excelentes al aplicarlo
al TSP, compara´ndolo, adema´s, con otras te´cnicas aplicadas al mismo problema
[Nemati 11]. Yousefikhoshbakht y Sedighpour ratificaron que esta meta-heurı´sti-
ca obtiene resultados prometedores para el TSP en su trabajo publicado en 2013
[Yousef. 13]. Por otro lado, Wang et al. implementaron en el an˜o 2011 una versio´n
de esta te´cnica para la resolucio´n del VRPTW [Wang 11]. Otras aplicaciones de
este algoritmo se pueden ver en [Kaveh 10] y [Lucas 10].
3.3.3 Optimizacio´n por mu´ltiples colonias de abejas artificiales
La primera versio´n del algoritmo de optimizacio´n por mu´ltiples colonias de abejas
artificiales (PABC) fue propuesto en el an˜o 2009 en [Tsai 09], con el designio de
realizar una bu´squeda ma´s exhaustiva que las realizadas por los ABC simples. En
lo relativo a la manera de trabajar de los PABC, la filosofı´a principal descansa en
la ejecucio´n en paralelo de mu´ltiples instancias del ABC convencional (descrito
en la Seccio´n 3.2.4), con la intencio´n de aumentar la capacidad de exploracio´n
de la te´cnica. Otro factor crucial en los PABC, el cual ayuda a la obtencio´n de
buenos resultados, es la migracio´n de abejas o el intercambio de informacio´n entre
diferentes colonias que forman el sistema.
A continuacio´n se presentara´n algunas de las implementaciones del PABC ma´s
interesantes. En el trabajo presentado en el an˜o 2010 en [El-Abd 10] se presento´ un
enfoque en el que las variables del problema se dividen en diferentes instancias
del mismo algoritmo. Todas las instancias trabajan de manera independiente, y la
solucio´n completa se obtiene mediante la coleccio´n de las mejores soluciones de
cada una de ellas.
Por otro lado, en la investigacio´n presentada en [Banharnsakun 10] las abejas
son divididas en diferentes subgrupos, los cuales exploran el mismo espacio de so-
luciones de la misma forma. En cada iteracio´n, dos colonias son seleccionadas de
manera aleatoria para compartir sus mejores soluciones entre ellas. Esta transferen-
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cia de informacio´n se realiza mediante el reemplazo de las nuevas soluciones por
la peor solucio´n de la colonia destino.
Finalmente, en el artı´culo publicado por Parpinelli et al. en el an˜o 2010
[Parpinelli 10] se presenta una versio´n mejorada del PABC, en la que la capaci-
dad de bu´squeda de la te´cnica se incrementa mediante bu´squedas locales. En este
trabajo se presentan tres tipos de modelos paralelos: el tı´pico maestro-esclavo, el
multi-colmena con migraciones, y el jera´rquico.
3.3.4 Optimizacio´n por mu´ltiples enjambres de partı´culas inteli-
gentes
Con el objetivo de superar los inconvenientes del PSO convencional (ra´pida conver-
gencia hacia un o´ptimo local [Langdon 07, Hasanzadeh 13], dificultad para mante-
ner el equilibrio entre explotacio´n y exploracio´n [Angeline 98], o la llamada “mal-
dicio´n de la dimensionalidad”[Xu 08] se ideo´ el primer algoritmo de optimizacio´n
por mu´ltiples enjambres de partı´culas inteligentes (PPSO). Al igual que en el ca-
so de los PABCs, en la literatura pueden encontrarse mu´ltiples versiones para este
tipo de meta-heurı´sticas. El fundamento ba´sico de esta meta-heurı´stica es el de eje-
cutar en paralelo mu´ltiples versiones del PSO convencional (visto en la Seccio´n
3.2.3), ya sea con las mismas o diferentes parametrizaciones, y con el an˜adido de
implementar una red de migraciones de partı´culas, bien ba´sica o compleja.
En el trabajo presentado en [Xu 08], por ejemplo, se presenta un PPSO basado
en enjambres cooperativos. La te´cnica presentada en dicho trabajo divide el espacio
de soluciones completo es sub-espacios de dimensiones menores. Para realizar esta
particio´n se hace uso de la conocida te´cnica k −medias y de esquemas regulares
de divisio´n. Despue´s de esto, los enjambres se encargan de optimizar los diferentes
componentes del espacio de soluciones de manera cooperativa.
Otro ejemplo de PPSO se encuentra en el artı´culo publicado en [Niu 07], donde
se presentan dos enfoques diferentes (uno competitivo y otro cooperativo) basa-
dos en el modelo maestro-esclavo. En la versio´n competitiva, el enjambre maestro
realza sus propias partı´culas utilizando los mejores ejemplares de sus enjambres
sometidos. Por otro lado, en el enfoque cooperativo el enjambre maestro actualiza
sus partı´culas ayuda´ndose de sus su´bditos mediante esquemas de colaboracio´n.
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Finalmente, en el ejemplo propuesto en [Chanj 05] la poblacio´n completa se
divide en diferentes enjambres, los cuales se comunican entre ellos haciendo uso
de tres diferentes estrategias de comunicacio´n. En la primera estrategia mu´ltiples
copias de la mejor partı´cula de cada subpoblacio´n son mutadas, para despue´s mi-
grar y reemplazar a las peores partı´culas del resto de comunidades. En la segunda
ta´ctica de comunicacio´n, una copia de la mejor partı´cula es enviada a los enjambres
vecinos de cada subpoblacio´n. La u´ltima estrategia es una hibridacio´n de las dos
primeras.
3.3.5 Otras te´cnicas multi-poblacionales
De la misma forma que se ha indicado en el caso de los algoritmos poblacionales,
en la literatura existe una cantidad resen˜able de te´cnicas multi-poblacionales. En
este trabajo se han descrito algunas de ellas, las cuales cuentan con el apoyo de
la comunidad cientı´fica, y su utilizacio´n ha sido extendida a varios campos dentro
de la optimizacio´n. Aun ası´, pueden encontrarse en la literatura meta-heurı´sticas
adicionales, como la propuesta por el autor de esta tesis doctoral [Osaba 13d].
Otro ejemplo de este tipo es el algoritmo de optimizacio´n buscador (SOA).
Esta meta-heurı´stica, propuesta por Dai et al. en 2006 [Dai 06], modela el compor-
tamiento del ser humano a la hora de realizar una bu´squeda, en la que hace uso
de su memoria, experiencia, razonamiento incierto y comunicacio´n con otros se-
res humanos. En esta te´cnica los individuos son llamados buscadores, o agentes,
y son divididos en k diferentes subpoblaciones. Todos los buscadores de una sub-
poblacio´n forman juntos una comunidad, la cual posee su propio comportamiento.
Los agentes se mueven a trave´s del espacio de soluciones siguiendo una direccio´n
de bu´squeda, fundamentada en la posicio´n actual y las posiciones histo´ricas, tanto
suyas como las de sus compan˜eros de comunidad. Para profundizar en los funda-
mentos de esta meta-heurı´stica se recomienda la lectura de trabajos como el arriba
mencionado [Dai 06]. En la literatura pueden encontrarse mu´ltiples estudios enfo-
cados en esta te´cnica [Dai 10a, Dai 09, Dai 10b]. Pese a esto, el SOA nunca ha sido
aplicado a problemas de enrutado de vehı´culos.
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En los momentos de crisis,
so´lo la imaginacio´n es ma´s
importante que el conoci-
miento.
Albert Einstein
4
Explicacio´n del modelo
Una vez introducidos los conceptos de problemas de asignacio´n de rutas avehı´culos y te´cnicas para su resolucio´n, en este capı´tulo se procedera´ a des-
cribir el modelo que se presenta en esta tesis doctoral para conseguir validar la
hipo´tesis previamente planteada. A grandes rasgos se puede decir que la aporta-
cio´n principal de esta tesis consiste en un nuevo me´todo multi-poblacional basado
en conceptos futbolı´sticos enfocado a la resolucio´n de problemas de optimizacio´n
combinatoria. Debido a su intere´s cientı´fico y social (descrito en capı´tulos ante-
riores), en este trabajo doctoral se hara´ especial hincapie´ en la aplicacio´n de esta
novedosa te´cnica a problemas de asignacio´n de rutas a vehı´culos.
Por lo tanto, en este capı´tulo se dara´ protagonismo al modelo presentado en esta
tesis. En un primer momento se plasmara´n en el apartado 4.1 unas reflexiones acer-
ca de diferentes aspectos sobre algoritmia y optimizacio´n combinatoria, las cuales
han encaminado el disen˜o y la elaboracio´n de la meta-heurı´stica propuesta hacia
su versio´n final. Despue´s de esto, en el Apartado 4.2 se describira´n los aspectos
fundamentales de la te´cnica con la mayor minuciosidad posible. Finalmente, a fin
de encuadrar el algoritmo presentado en la literatura actual, en la seccio´n 4.3 se
introducira´n las principales aportaciones y contribuciones del modelo propuesto, y
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se mencionara´n las originalidades y similitudes con las principales te´cnicas exis-
tentes.
4.1 Reflexiones llevadas a cabo para el disen˜o de la
meta-heurı´stica propuesta
En esta seccio´n se van a argumentar varias de las decisiones tomadas a la hora
de disen˜ar la te´cnica propuesta en esta tesis. Para ello, en un primer momento, en
el apartado 4.1.1, se va a explicar co´mo se ha llegado a la conclusio´n de priori-
zar la evolucio´n individual de los elementos de la poblacio´n, dejando la evolucio´n
cooperativa en un segundo plano. Despue´s de esto, en la seccio´n 4.1.2 se argumen-
tara´ la razo´n de haber disen˜ado una te´cnica multi-poblacional en lugar de emplear
una sola poblacio´n. Finalmente, en un apartado breve como es el 4.1.3 se mencio-
nara´ el porque´ de haber utilizado una meta´fora como la del fu´tbol para desarrollar
la meta-heurı´stica presentada.
4.1.1 Optimizacio´n individual vs. optimizacio´n cooperativa
Como se ha visto en secciones anteriores, gran parte de los algoritmos poblaciona-
les, tanto los uni-poblacionales como los multi-poblacionales, intentan encontrar un
equilibrio aceptable entre la explotacio´n y la exploracio´n del espacio de soluciones
mediante la utilizacio´n de dos tipos de funciones. Las primeras son las operaciones
cooperativas, en las cuales dos o ma´s individuos de una o ma´s poblaciones cooperan
de alguna manera para generar nuevos individuos, o para modificar los ya existen-
tes. Ejemplos de estos procedimientos pueden ser los conocidos procesos de cruce
de los algoritmos gene´ticos, o los movimientos dirigidos de los algoritmos imperia-
listas. En el lado opuesto se encuentran las operaciones individuales, mediante las
cuales los individuos evolucionan, o varı´an, de forma auto´noma, sin verse influi-
dos por otros factores poblacionales. Dentro de este tipo de procedimientos podrı´an
destacarse los procesos de mutacio´n de los algoritmos gene´ticos, o los movimien-
tos realizados por las abejas trabajadoras dentro de la optimizacio´n por colonias de
abejas artificiales.
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Como bien se ha podido ver en la Seccio´n 3, la mayorı´a de los algoritmos pobla-
cionales y multi-poblacionales priorizan los procesos cooperativos, dejando en un
segundo plano los individuales. Esto puede apreciarse, por ejemplo, en algoritmos
como el gene´tico, el imperialista, o en las te´cnicas de optimizacio´n por enjambre
de partı´culas inteligentes. Siguiendo esta filosofı´a, estas meta-heurı´sticas han obte-
nido buenos resultados aplicados a todo tipo de problemas de optimizacio´n, lo que
hace incuestionable el acierto que supone este enfoque.
Pese a esto, el me´todo propuesto en este trabajo invierte la filosofı´a convencio-
nal de muchos algoritmos poblacionales, dando prioridad absoluta a la optimiza-
cio´n individual, y relegando a un segundo plano los movimientos cooperativos en-
tre individuos. Este atı´pico enfoque nace despue´s de validar una hipo´tesis planteada
por el autor de esta tesis junto a varios investigadores. Esta hipo´tesis concierne a
uno de los principales procesos de los algoritmos gene´ticos, el proceso de cruce, y
podrı´a enunciarse de la siguiente manera:
El operador de cruce de un algoritmo gene´tico convencional es menos eficien-
te para el proceso de bu´squeda y la capacidad de optimizacio´n que el operador de
mutacio´n, cuando el algoritmo gene´tico es aplicado a problemas de optimizacio´n
combinatoria basados en codificacio´n por permutaciones
Esta hipo´tesis ha sido validada durante el desarrollo de esta tesis en varios tra-
bajos cientı´ficos, publicados tanto en congresos internacionales, como en revistas
cientı´ficas [Osaba 14a, Osaba 14h, Osaba 13a, Osaba 14c]. En estos trabajos se de-
muestra co´mo algoritmos evolutivos, tan solo basados en optimizacio´n individual,
pueden rendir al mismo nivel o incluso a un nivel superior que algoritmos gene´ticos
ba´sicos, los cuales priorizan las funciones cooperativas. Para verificar la hipo´tesis
arriba descrita se han realizado numerosas pruebas con varias funciones de cruce
y de mutacio´n, aplicadas a varios problemas de optimizacio´n combinatoria, cada
uno con dispares caracterı´sticas. Estos problemas son el TSP, ATSP, CVRP, VRPB,
NQP y BPP.
Todas las funciones de cruce y mutacio´n utilizadas en estas investigaciones son
funciones ciegas, las cuales no emplean informacio´n especı´fica del problema. De
esta manera, estas funciones se encargan de generar soluciones factibles, cumplien-
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do en todo momento las restricciones impuestas por los problemas que se este´n
tratando. Varias de las funciones empleadas son las anteriormente descritas OX y
HX. Adema´s de esto, todas las te´cnicas implementadas para validar la hipo´tesis
propuesta han sido parametrizadas de la misma manera, con el objetivo de que las
conclusiones sean rigurosas. Todos estos me´todos forman parte de un conjunto de
buenas pra´cticas, las cuales se detallara´n en este mismo trabajo, en la Seccio´n 5.1
Como comentario final acerca de estos estudios llevados a cabo, los autores de
los mismos clarifican que esta hipo´tesis es planteada sobre problemas de optimi-
zacio´n combinatoria cuya representacio´n se base en la codificacio´n por permuta-
ciones. Como ya se ha explicado en la introduccio´n de esta tesis, estos problemas,
concretamente, son el foco de aplicacio´n de la te´cnica presentada en esta tesis.
Adema´s de esto, los autores son conscientes de que los problemas de optimiza-
cio´n combinatoria existentes en la literatura son innumerables. Del mismo modo,
tambie´n son conscientes de que existen infinidad de funciones ciegas de cruce. Por
estas razones, puede ser pretencioso generalizar las conclusiones vertidas en di-
chos estudios a todos los problemas de optimizacio´n combinatoria. Pese a que en
las pruebas realizadas se han utilizado problemas de diferentes ı´ndole, y funciones
de cruce con un reconocimiento contrastado por la comunidad cientı´fica, es propio
concluir que las deducciones de los citados estudios son objetivas y rigurosas, pero
tan solo para las experimentaciones llevadas a cabo.
4.1.2 Algoritmos basados en islas vs. uni-poblacionales
Como ya se ha visto en capı´tulos previos, la te´cnica presentada en este trabajo
podrı´a encuadrarse en los algoritmos denominados “multi-poblacionales”, debido
a que, como se vera´ en el Apartado 4.2, la poblacio´n generada al comienzo de la
ejecucio´n es repartida en igual nu´mero entre un conjunto prefijado de subpoblacio-
nes.
A lo largo del desarrollo de esta tesis se ha realizado una revisio´n de la lite-
ratura relacionada, pudiendo destacar artı´culos como [Cantu´-Paz 98] o [Alba 99].
Adema´s de esto, se han desarrollado varias investigaciones sobre algoritmos uni-
poblacionales y multi-poblaciones, las cuales han servido para decidir la naturaleza
de la te´cnica presentada. En relacio´n a esto u´ltimo, aparte de las propias investiga-
74
4.1 Reflexiones llevadas a cabo para el disen˜o de la meta-heurı´stica propuesta
ciones realizadas con la meta-heurı´stica propuesta, varios trabajos adicionales han
contribuido en este aspecto [Osaba 13d, Osaba 14k].
Llevada a cabo la investigacio´n pertinente, las principales razones que han con-
ducido el desarrollo de la te´cnica presentada al campo de las meta-heurı´sticas multi-
poblaciones son las siguientes:
• Un enfoque apropiado para este tipo de te´cnicas es el de hacer que cada
poblacio´n tenga caracterı´sticas y funciones diferentes. Esto hace que a lo
largo de la ejecucio´n los individuos sean tratados con funciones de naturaleza
distinta y exploren el espacio de soluciones de un modo diferente. Este hecho
aumenta la capacidad de exploracio´n y explotacio´n de la te´cnica.
• Gracias a las migraciones entre poblaciones es posible actuar con mayor efi-
cacia sobre los individuos atrapados en o´ptimos locales, obliga´ndolos a mi-
grar en el momento de su deteccio´n. Asimismo, teniendo en cuenta lo expli-
cado en el punto anterior, existe una mayor probabilidad de que los indivi-
duos atrapados en o´ptimos locales puedan escapar de ellos.
Sin olvidar las principales desventajas de implementar un algoritmo de estas
caracterı´sticas:
• El reducido taman˜o de las subpoblaciones puede hacer que los individuos
caigan ra´pidamente en o´ptimos locales, debido a la escasez de compan˜eros
con los que cooperar.
• Las migraciones de individuos entre distintas poblaciones hace que la com-
plejidad de la te´cnica aumente.
• El hecho de tener que disen˜ar diferentes funciones para cada subpoblacio´n
puede suponer un aumento en la complejidad de la implementacio´n de la
te´cnica en caso de trabajar con problemas complejos, debido a la dificultad de
encontrar diferentes funciones que satisfagan las restricciones de los mismos.
La te´cnica propuesta en este trabajo no se ve afectada por el primero de los
inconvenientes, ya que, como se ha explicado en el apartado previo, prioriza la
optimizacio´n individual, dejando relegada a un segundo plano la cooperativa. Por
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otro lado, se ha conseguido encontrar una solucio´n al segundo de los inconvenien-
tes, prefijando de antemano un sistema de migracio´n cuyo funcionamiento recom-
pensa a las subpoblaciones que muestran mejor rendimiento. Esta estrategia se
describira´ en detalle en la Seccio´n 4.2. Finalmente, la tercera de las desventajas
puede suponer un problema real a la hora de implementar cualquier te´cnica multi-
poblacional. Pese a esto, en este trabajo se ha decidido dar mayor peso a las ventajas
propias de implementar mu´ltiples poblaciones, aceptando el sacrificio que supone
el u´ltimo de los inconvenientes listados.
4.1.3 La meta´fora del fu´tbol
El fu´tbol es el deporte ma´s popular a nivel mundial. Una prueba de esto fue el estu-
dio llevado a cabo por la FIFA (el o´rgano que gobierna las federaciones futbolı´sti-
cas) en el an˜o 2006, donde concluyo´ que existen, aproximadamente, 270 millones
de personas alrededor del mundo envueltas activamente en el mundo del fu´tbol,
incluyendo jugadores, a´rbitros, y ma´nagers. De esta vasta cantidad, 265 millones
de personas practican el deporte regularmente a modo profesional o amateur, con-
siderando hombres y mujeres de todas las edades. Adema´s de ser el deporte ma´s
practicado, tambie´n es considerado el deporte ma´s visto y el que cuenta con un ma-
yor nu´mero de seguidores en todo el planeta. Como ejemplo, en Espan˜a, la final del
mundial 2010 fue seguida por ma´s de 16 millones de personas, obteniendo un share
televisivo del 91 %. En relacio´n a este evento deportivo, Jerome Valcke, secretario
general de la FIFA afirmo´ que la audiencia global acumulada de dicha competicio´n
excedio´ la cantidad de 2600 millones de televidentes. Este seguimiento masivo ha
hecho de este deporte un aute´ntico negocio, el cual genera multitud de trabajos, ya
sean de manera directa o indirecta, moviendo ası´ una ingente cantidad de dinero en
todo el mundo. Centra´ndose u´nicamente en los clubes, en el an˜o 2010 el Manches-
ter United genero´ unos ingresos que superaban los 251 millones de euros, mientras
que otros equipos, como la Juventus, AC Mila´n o Real Madrid consiguieron un
beneficio total conjunto superior a los 450 millones de do´lares.
Todos los datos introducidos en este apartado dejan patente que el fu´tbol es un
deporte que suscita un gran intere´s en la poblacio´n mundial. Esta es una de las razo-
nes que hace atractivo el combinar este mundo con el de la optimizacio´n combina-
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toria, creando una meta-heurı´stica que puede resultar atractiva para la comunidad
cientı´fica, no solo por su efectividad, si no por su naturaleza y filosofı´a. Adema´s
de esto, el juego del fu´tbol es un deporte ampliamente conocido por una gran parte
de la poblacio´n mundial, considera´ndose un deporte de fa´cil acceso y multicultu-
ral. Teniendo esto en cuenta, una meta-heurı´stica basada en estos conceptos puede
resultar ser de comprensio´n sencilla, ya sea para investigadores experimentados o
investigadores noveles. An˜adido a esto, y debido al gran intere´s que despierta este
deporte entre la juventud mundial, una te´cnica de esta ı´ndole puede ser un aliciente
adicional para introducir a jo´venes talentos al mundo de la optimizacio´n combi-
natoria, problemas de asignacio´n de rutas a vehı´culos y meta-heurı´sticas para su
resolucio´n.
Por u´ltimo, este deporte es fa´cilmente aplicable al mundo de las meta-heurı´sti-
cas, ya que tiene procesos de mejora individual y de cooperacio´n entre jugadores,
algo que sucede en los entrenamientos, y procesos competitivos, como son los par-
tidos y los torneos ligueros. Por otro lado, la cooperacio´n entre equipos tambie´n
ocurre mediante la transferencia de jugadores entre ellos. En el siguiente apartado
se detallara´ co´mo todos estos conceptos han sido adoptados por el modelo propues-
to en esta tesis doctoral.
4.2 Descripcio´n del modelo propuesto
En esta seccio´n se describira´ en profundidad el modelo propuesto en esta tesis doc-
toral. Como ya se ha mencionado, en este trabajo se presenta una meta-heurı´stica
multi-poblacional, la cual se basa en diversos conceptos futbolı´sticos para guiar
su proceso de bu´squeda. El nombre designado para esta meta-heurı´stica es Golden
Ball (GB).
En un primer momento la te´cnica emprende su ejecucio´n con la fase de ini-
cializacio´n (Seccio´n 4.2.1), en la que se generan las soluciones (llamadas jugado-
res) que conformara´n la poblacio´n completa, la cual se distribuye a continuacio´n
en diferentes subpoblaciones. (llamados equipos) que completara´n el sistema. Es
conveniente destacar que cada equipo posee su propia estrategia de entrenamiento
(llamada entrenador).
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Una vez terminada la fase inicial da comienzo la etapa principal del algoritmo:
la fase de competicio´n (Seccio´n 4.2.2). Esta segunda etapa se divide en temporadas,
cada cual dividida, a su vez, en semanas, en las que los equipos entrenan de manera
independiente y se enfrentan unos con otros creando una competicio´n liguera. Al
final de cada temporada se efectu´an los procesos de transferencia, en los que los
jugadores y entrenadores intercambian sus equipos.
La fase de competicio´n se repite de forma iterativa hasta que el criterio de termi-
nacio´n se satisface. (Seccio´n 4.2.3). El procedimiento completo de la meta-heurı´sti-
ca puede verse de manera gra´fica en la Figura 4.1, mientras que en el algoritmo 2
se presenta un breve pseudoco´digo del mismo. En lo que resta de seccio´n se por-
menorizara´n las diferentes fases del GB.
Figura 4.1: Diagrama de flujo de la meta-heurı´stica GB
4.2.1 Fase de inicializacio´n
El primero de los pasos en la ejecucio´n del GB es la creacio´n del conjunto completo
de soluciones, denominado P, el cual compondra´ la poblacio´n inicial. Todas las
soluciones son creadas aleatoriamente y cada una de ellas es denominada como
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Algoritmo 2: Pseudoco´digo del GB
1 Inicializacio´n de los jugadores (Seccio´n 4.2.1);
2 Distribucio´n de los jugadores entre los distintos equipos (Seccio´n 4.2.1);
3 repeat
4 Se ejecuta una temporada (Este paso de detalla en la Seccio´n 4.2.2);
5 until Criterio de terminacio´n alcanzado (Seccio´n 4.2.3);
6 La ejecucio´n termina devolviendo la mejor solucio´n (Seccio´n 4.2.3);
jugador pi. En un primer momento los jugadores no tienen ningu´n equipo asignado,
por lo que esta´n dispersos en el espacio de soluciones de forma ana´rquica, como
puede verse en la Figura 4.2. Con todo esto, el conjunto P podrı´a ser representado
de la siguiente manera:
P : {p1, p2, p3, p4, p5, . . . , pTN∗PT}
donde:
TN = Nu´mero total de equipos en el sistema
PT = Nu´mero de jugadores por equipo
Despue´s de generar P, los jugadores son distribuidos aleatoriamente entre los
diversos equipos ti que conforman la liga. Este reparto se realiza de forma iterativa,
obteniendo un jugador cualquiera de P e inserta´ndolo en ti hasta alcanzar TN. Una
vez finaliza la distribucio´n, los jugadores pasan a ser representados por la variable
pij , cuyo significado es “jugador j del equipo i”. El grupo completo de equipos es
representado como T, y consiste en un nu´mero TN de equipos, siendo TN≥2. Con
todo esto, a modo de ejemplo, los equipos podrı´an ser formados de la siguiente
forma:
Equipo t1 = {p11, p12, p13, . . . , p1PT}
Equipo t2 = {p21, p22, p23, . . . , p2PT}
. . .
Equipo tTN = {pTN1, pTN2, . . . , pTNPT}
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Figura 4.2: Espacio de soluciones sin la divisio´n por equipos realizada
De esta forma, cada jugador del espacio del soluciones forma parte de un equi-
po, como puede verse en la Figura 4.3. El conjunto de equipos T puede represen-
tarse del siguiente modo:
T = {t1, t2, t3, t4, . . . , tTN}
Por otra parte, es lo´gico pensar que en el mundo real la fuerza o potencia de un
equipo depende directamente de la calidad de los jugadores que lo completan. De
esta manera, cuanto mejores sean los jugadores, ma´s fuerte sera´ el equipo. Como
puede resultar evidente, cuanto ma´s fuerte sea un equipo, podra´ ganar ma´s partidos
y conseguira´ una posicio´n ma´s elevada en la clasificacio´n liguera.
La calidad de un jugador pij se representa mediante un nu´mero real qij . Este
nu´mero viene determinado por una funcio´n objetivo f(pij), dependiente del pro-
blema que se este´ abordando, de manera que qij = f(pij) si el objetivo es maximi-
zar, y qij = 1/f(pij) si el objetivo es minimizar. Por ejemplo, en varios problemas
de asignacio´n de rutas a vehı´culos, como el CVRP, esta funcio´n consiste en el su-
matorio de las distancias de las rutas que componen una solucio´n. En otros casos,
esta funcio´n puede ser de una complejidad mayor, y puede tener en cuenta factores
como la distancia, el coste de utilizacio´n de ciertos vehı´culos pesados, o la penali-
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Figura 4.3: Espacio de soluciones con la divisio´n por equipos realizada
zacio´n por el incumplimientos de alguna restriccio´n del problema. Adema´s de esto,
cada equipo cuenta con un jugador capita´n (picap), que es el jugador con el mayor
qij de su equipo. Expresado formalmente:
picap = pik ∈ ti ⇔ ∀j ∈ {1, . . . , PT} : qik ≥ qij
Es conveniente tener en cuenta que, al igual que sucede en la vida real, es po-
sible que varios jugadores pij de un mismo equipo ti posean la misma calidad qij
en el mismo momento temporal. Estas igualdades son transitorias, ya que cada pij
evoluciona de manera individual en los procesos de entrenamiento. Relacionado
con este hecho, cuando ma´s de un jugador posee la misma qij , y esa qij es la ma´s
alta de equipo, el picap es seleccionado de forma aleatoria entre esos jugadores.
Para calcular la fuerza TQi de un equipo, la meta-heurı´stica tiene en cuenta la
calidad de todos los jugadores pij que componen tal equipo. La variable TQi puede
representarse matema´ticamente mediante la siguiente formula:
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TQi =
PT∑
j=1
qij/PT
Una vez se completa esta fase inicial, la fase de competicio´n da comienzo.
Esta segunda etapa se repite de manera iterativa hasta que se cumple el criterio de
terminacio´n.
4.2.2 Fase de competicio´n
La fase de competicio´n es la etapa principal de la meta-heurı´stica. En esta, los
equipos entrenan de forma independiente y cooperativa, mejorando ası´ sus fuerzas
progresivamente (Seccio´n 4.2.2.1). Mientras tanto, los equipos se enfrentan unos
contra otros creando una competicio´n liguera, cuyo desarrollo ayuda a la toma de
decisiones para el traspaso de jugadores y entrenadores entre equipos (Apartado
4.2.2.3). Este proceso esta´ dividido en temporadas (Si), cada una de las cuales
posee dos periodos de transferencias. Adema´s de esto, en una Si se suceden tantos
partidos como sean necesarios para completar una liga convencional, en la que cada
equipo se enfrenta en dos ocasiones a cada uno de los conjuntos restantes (Seccio´n
4.2.2.2). Por esta razo´n, cada temporada esta´ dividida en dos partes de igual dura-
cio´n. En cada una de estas fracciones, cada equipo disputa un solo enfrentamiento
con cada uno de los conjuntos restantes. Con todo esto, cada equipo participa en un
nu´mero total de 2NT − 2 partidos por cada Si. Finalmente, una temporada tiene
tantas sesiones de entrenamientos como jornadas ligueras, o dicho de otra forma,
tantas sesiones como partidos jugados por cada ti. Todo este proceso se encuentra
esquematizado en el algoritmo 3.
4.2.2.1 Sesiones de entrenamiento
Una sesio´n de entrenamiento es ese proceso en el que todos los jugadores de un
equipo realizan los ejercicios necesarios para intentar mejorar su calidad. En la
vida real, cada equipo tiene su propio me´todo de entrenamiento, el cual depende
del entrenador que este´ dirigiendo al equipo en ese momento. Algunos me´todos
de entrenamiento producen mejores resultados que otros, lo que hace que algunos
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Algoritmo 3: Pseudoco´digo de una temporada
1 Los puntos de cada equipo ti son reseteados a 0;
2 for j = 1, 2 (Cada temporada se divide en dos partes de igual duracio´n, al
igual que en la vida real) do
3 for cada jornada liguera (Seccio´n 4.2.2.2 do
4 for cada ti en el sistema do
5 Sesio´n de entrenamiento para ti (Seccio´n 4.2.2.1);
6 Entrenamientos personalizados para ti (Seccio´n 4.2.2.1);
7 Calculo de la fuerza TQi de ti (Seccio´n 4.2.1);
8 end
9 Jornada liguera, en la que los partidos son jugados (Seccio´n 4.2.2.2);
10 end
11 Periodo de fichajes (Seccio´n 4.2.2.3);
12 Periodo de terminacio´n de entrenadores (Apartado 4.2.2.3);
13 end
conjuntos progresen mejor que otros. Este hecho se refleja a posteriori en la ta-
bla de clasificacio´n, donde los equipos que realizan un entrenamiento ma´s eficaz
consiguen alcanzar posiciones ma´s altas, ya que esta´n ma´s capacitados para ganar
partidos.
Para capturar adecuadamente esta situacio´n en la te´cnica propuesta, cada ti con-
tara´ con su propio me´todo de entrenamiento, el cual consistira´ en un procedimiento
de bu´squeda local con una funcio´n de sucesores particular para realizar la bu´squeda
en el espacio de soluciones. Estas funciones de sucesores tendra´n la misma filosofı´a
que las vistas en apartados anteriores de este trabajo (Seccio´n 3.1.1.2). Para cier-
tos problemas de asignacio´n de rutas a vehı´culos, una funcio´n apropiada para este
proceso podrı´a ser la previamente descrita 2-opt, o la 3-opt. El me´todo de entrena-
miento de cada ti es asignado aleatoriamente durante el proceso de inicializacio´n.
Por cada sesio´n, la funcio´n de entrenamiento es aplicada un cierto nu´mero de veces
(hasta que se alcance su propio criterio de terminacio´n) sobre cada pij . El jugador
p′ij generado tan solo sera´ aceptado si, y solo si, q
′
ij > qij . En tal caso, el nuevo
jugador sustituira´ al anterior. De este modo, cada equipo rastrea de una manera di-
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Algoritmo 4: Pseudoco´digo del proceso de entrenamiento
1 while contador < TerminationCriterion do
2 Se crea un nuevo jugador (p′ij) a partir de pij haciendo uso de la funcio´n
de entrenamiento;
3 if q′ij > qij (la calidad de pij es mejorada) then
4 pij = p
′
ij (pij es reemplazado p
′
ij);
5 contador=0;
6 else
7 contador++;
8 end
9 end
ferente el vecindario de cada uno de los pij que posee, haciendo que la evolucio´n de
cada jugador sea completamente distinta en funcio´n del equipo al que pertenezca
en cada momento. Este hecho contribuye a la adecuada exploracio´n y explotacio´n
del espacio de soluciones. Estas caracterı´sticas se ven realzadas debido a que los
jugadores pueden alternar equipos en mu´ltiples ocasiones.
Hay que tener en cuenta que cuantas ma´s veces se aplique la funcio´n de en-
trenamiento, ma´s tiempo computacional consumira´. Adema´s de esto, el hecho de
aplicar esta funcio´n una mayor cantidad de veces no implica una mejora en el ren-
dimiento del algoritmo, ya que el pi puede caer en un o´ptimo local. Por esta razo´n,
como ya se ha aludido previamente, cada proceso de entrenamiento tiene su propio
criterio de terminacio´n. Con todo esto, cada sesio´n finalizara´ cuando se genere un
nu´mero concreto de sucesores sin experimentar ninguna mejora en la qij del ju-
gador entrenado. Este nu´mero es variable, y esta´ estrictamente relacionado con el
vecindario de la funcio´n de sucesores utilizada. Haciendo uso del conocido 2-opt
como ejemplo, una sesio´n de entrenamiento se dara´ por concluida cuando se pro-
duzcan n +
∑n
k=1 k (el taman˜o del vecindario) sucesores sin mejora, siendo n el
taman˜o de la instancia del problema que se este´ abordando.
Con todo esto, el algoritmo 4 describe esquema´ticamente este proceso. Por otra
parte, en la figura 4.4 se representa el flujo de trabajo de una sesio´n de entrena-
miento.
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Figura 4.4: Flujo de trabajo de una sesio´n de entrenamiento
Es interesante mencionar que este proceso puede suponer un cambio en el picap
de un equipo ti. Este acontecimiento ocurre cuando un jugador pij , despue´s de
haber finalizado su sesio´n de entrenamiento, se encuentra en una situacio´n en la
que su calidad es superior a la del capita´n de su correspondiente equipo. La figura
4.5 muestra un ejemplo visual de este intercambio.
Otro tipo de entrenamiento que comprende el GB es el denominado entrena-
miento personalizado. Es posible que un jugador pij se encuentre en un periodo
en el que, pese a recibir las correspondientes sesiones de entrenamiento, no expe-
rimente ninguna mejora en su qij . Desde un punto de vista deportivo, esto puede
suceder cuando un jugador se centra en exceso en mejorar ciertas cualidades que
no puede mejorar debido a diversos factores, como, por ejemplo, un pobre estado
fı´sico. Desde el punto de vista de la optimizacio´n, esto sucede cuando un pij se
encuentra en un o´ptimo local. Con todo esto, el entrenamiento personalizado surge
con la idea de ayudar a que dicho pij consiga huir de tal obsta´culo. Este me´todo
de entrenamiento es llevado a cabo por el pij con la colaboracio´n del capita´n de
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Figura 4.5: Ejemplo de cambio de capita´n
su equipo. Gracias a este proceso, el pij podra´ verse capacitado para evadirse del
o´ptimo local en el que se encuentra atrapado, pudiendo desplazarse a otras regio-
nes o puntos del espacio de soluciones, los cuales pueden ser prometedores para la
bu´squeda.
Desde un punto de vista algorı´tmico, estos entrenamientos consisten en la com-
binacio´n de las caracterı´sticas de ambos compan˜eros de equipo, resultando en un
jugador que, probablemente, haya realizado un salto en el espacio de soluciones.
Este salto puede ser beneficioso para el proceso de bu´squeda de la te´cnica, colabo-
rando con ello a la capacidad de exploracio´n de la misma.
A continuacio´n, se describira´ un posible ejemplo de este tipo de ejercicio, en el
que un jugador pij recibe un entrenamiento personalizado con la ayuda de su picap.
Podrı´an suponerse, por ende, los siguientes dos jugadores:
pij : [x0, x1, x2, x3, x4, x5, x6, x7, x8, x9]
picap : [y0, y1, y2, y3, y4, y5, y6, y7, y8, y9]
Donde xi e yi son los elementos que componen cada uno de los jugadores, es
decir, los valores que toman las variables de la solucio´n que representan a pij y
picap. Una posible combinacio´n de estas caracterı´sticas, y por lo tanto el jugador
resultante, podrı´a ser la siguiente:
p′ij : [x0, x1, y2, y3, y4, y5, x6, x7, x8, x9]
El jugador p′ij creado a partir de este procedimiento reemplaza a pij , indepen-
diente de la diferencia de calidades entre ambas soluciones. Considerando el TSP
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como ejemplo, los diversos xi e yi serı´an las diferentes ciudades que componen el
entorno geogra´fico, mientras que una funcio´n que combinase las caracterı´sticas de
ambos jugadores podrı´an ser las famosas OX o HX (vistas en la Seccio´n 3.2.1.2).
En el mundo real esta es una pra´ctica ampliamente extendida, en la que los
jugadores con mayor calidad, o mayor experiencia, ayudan a sus compan˜eros a
mejorar aquellas cualidades que tienen au´n por explotar.
4.2.2.2 Partidos
En los partidos ligueros que se suceden en el GB, al igual que los que acontecen
en el mundo real, dos equipos participan por llevarse la victoria. Como ya se ha
mencionado en la introduccio´n de esta Seccio´n 4.2, en el GB se realizan tantos
partidos como sean necesarios para completar una liga convencional, en la que
cada equipo se enfrenta a todos y cada uno de sus rivales en, exactamente, dos
ocasiones.
En la te´cnica propuesta el procedimiento que sigue cada partido es el siguiente:
cada juego consta de PT ocasiones de gol, la cuales se materializan en gol a trave´s
de un torneo entre un pij de cada uno de los equipos. Los jugadores se enfrentan
uno a uno en funcio´n de la posicio´n que ocupan en sus correspondientes conjuntos.
Cada ocasio´n se resuelve a favor del jugador con mayor qij de cada enfrentamiento
individual.
Despue´s de decidir el resultado de todas las ocasiones, se decide que´ equipo es
el vencedor del enfrentamiento. De esta forma, como resulta lo´gico, el conjunto que
haya conseguido anotar un mayor nu´mero de goles se llevara´ tres puntos, mientras
que el perdedor no sumara´ ningu´n punto. En caso de empate, ambos ti an˜adira´n un
punto a su casillero particular.
Los puntos logrados por cada conjunto sera´n utilizados para realizar una clasifi-
cacio´n, ordenada en orden descendente. El procedimiento de un partido se muestra
de forma esquema´tica en el algoritmo 5. Por otro lado, la figura 4.6 muestra el
flujo de trabajo de un partido de manera visual. Es interesante mencionar que los
jugadores de cada ti esta´n ordenados en orden decreciente en funcio´n de su qij .
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Figura 4.6: Representacio´n gra´fica de un partido
4.2.2.3 Periodo de transferencias
El periodo de transferencias es un proceso en el que, principalmente, los equipos
intercambian jugadores entre sı´. Con esta iniciativa los conjuntos acogen a nuevos
jugadores con la intencio´n de verse reforzados, a cambio de dejar escapar alguno de
sus efectivos. Este es un proceso comu´n en el mundo del fu´tbol, existiendo anual-
mente dos “mercados de fichajes”: el mercado veraniego, y el mercado invernal.
El primero de ellos acontece al comienzo de cada temporada, mientras que el se-
gundo se realiza en la etapa central de la misma. Lo ma´s normal en estos periodos
de transferencias es que los mejores equipos logren la adquisicio´n de los jugado-
res ma´s cualificados, mientras que los equipos ma´s mediocres se conforman con
jugadores de categorı´a inferior.
Este hecho tambie´n ha sido implementado en el GB. En este caso, la puntuacio´n
liguera de cada ti y su posicio´n en la tabla de clasificacio´n son factores decisivos
para decidir el tipo de transferencia que dicho ti recibe. Con todo esto, en el pe-
riodo central y final de cada temporada los equipos que se encuentran en la parte
mitad superior de la clasificacio´n son reforzados con los mejores pij de los con-
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Algoritmo 5: Pseudoco´digo del procedimiento de un partido
1 GolesEquipo1=0;
2 GolesEquipo2=0;
3 for cada jugador en un equipo (PT ) do
4 if q1i > q2i (El jugador del primer equipo es mejor) then
5 GolesEquipo1 + +;
6 else if q1i < q2i (El jugador del segundo equipo es mejor) then
7 GolesEquipo2 + +;
8 end
9 end
10 end
juntos clasificados en la mitad inferior. Por el contrario, los ti de la mitad baja han
de conformarse con la adquisicio´n de los jugadores menos aptos de los equipos
punteros.
Ha de tenerse en cuenta que cuanta mejor sea la posicio´n de un equipo, mejor
sera´ el jugador que recibira´ en la transaccio´n. Es decir, el ti posicionado en el
primer lugar recibira´ al mejor jugador del equipo peor posicionado. Por otro lado, el
segundo clasificado acogera´ al segundo mejor pij del penu´ltimo equipo. Conviene
aclarar que si TN es un nu´mero impar, el equipo colocado en la mitad de la tabla no
recibe ningu´n jugador. A continuacio´n se muestra un ejemplo pra´ctico de una liga
compuesta por 4 equipos, teniendo en cuenta que los jugadores esta´n ordenados
por su qij y los equipos por su orden clasificatorio:
Equipo t1 : {a0, a1, a2, a3, a4, a5, a6, a7, a8}
Equipo t2 : {b0, b1, b2, b3, b4, b5, b6, b7, b8}
Equipo t3 : {c0, c1, c2, c3, c4, c5, c6, c7, c8}
Equipo t4 : {d0, d1, d2, d3, d4, d5, d6, d7, d8}
Despue´s del periodo de fichajes estos equipos quedarı´an formados del siguiente
modo:
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Equipo t1 : {a0, a1, a2, a3, a4, a5, a6, a7,d0}
Equipo t2 : {b0, b1, b2, b3, b4, b5, b6, c1, b8}
Equipo t3 : {c0, b7, c2, c3, c4, c5, c6, c7, c8}
Equipo t4 : {a8, d1, d2, d3, d4, d5, d6, d7, d8}
Este intercambio de pij ayuda al proceso de bu´squeda, ya que permite tratar
de diferente manera las soluciones durante la ejecucio´n, evitando que estas caigan
con facilidad en o´ptimos locales, y aumentando la capacidad de rastreo de la meta-
heurı´stica. En otras palabras, este proceso de intercambio de vecindario ayuda a la
capacidad de exploracio´n de la te´cnica, y especialmente, contribuye a mejorar la
habilidad de explotacio´n de regiones prometedoras del espacio de soluciones.
Otro tipo de transferencia que tambie´n se tiene en cuenta en el GB son las de-
nominadas transferencias especiales. En el mundo del fu´tbol, los jugadores no so´lo
dejan sus equipos con el propo´sito de ir a uno de mayor calidad. Existen muchos
casos en los que un jugador, despue´s de haber permanecido durante an˜os en un mis-
mo equipo, pierde su ambicio´n y cae en un estado en el que no consigue mejorar
sus cualidades. Como consecuencia de esto, el jugador decide cambiar de equipo
sin importar si el conjunto de destino es mejor o peor.
Este hecho es reflejado en la meta-heurı´stica disen˜ada en esta tesis, pese a que
se aplica de un modo distinto al que puede verse en el mundo real. En concreto,
cuando un pij cualquiera toma un nu´mero prefijado de entrenamientos sin experi-
mentar ningu´n tipo de mejora en su qij , incluso habiendo recibido entrenamientos
personalizados, realiza un cambio de equipo. Este cambio se produce entre el equi-
po ti y otro conjunto tk seleccionado al azar, sin importar si TQk < TQi. Este
traspaso hace que ti pierda uno de sus efectivos en beneficio de tk. Para afrontar
esta perdida y para poder mantener el PT de cada equipo, el conjunto tk entrega a
ti un jugador seleccionado al azar.
Por otro lado, este tipo de transferencia puede suceder en cualquier momento
de la temporada, por lo que, pese a que mantiene la filosofı´a principal que la adap-
ta al mundo real, no es estricta con las reglas impuestas por las federaciones de
fu´tbol profesionales. En relacio´n al nu´mero de entrenamientos que tiene que expe-
rimentar el jugador en cuestio´n antes de ser transferido, conviene aclarar que es un
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para´metro de entrada, el cual depende del desarrollador de la te´cnica. En la experi-
mentacio´n llevada a cabo en este estudio este nu´mero ha sido establecido en 10. A
continuacio´n se muestra un pequen˜o ejemplo para una transferencia especial, en la
que se asumen dos equipos ti y tk:
Equipo ti : {a0, a1, a2, a3, a4, a5, a6, a7, a8}
Equipo tk : {b0, b1, b2, b3, b4, b5, b6, b7, b8}
Suponiendo que el jugador a3 es el que no ha experimentado mejora en su
qij , se produce un intercambio con un jugador seleccionado al azar proveniente de
un equipo tambie´n elegido aleatoriamente. En este caso, el equipo escogido es tk.
Asumiendo que el jugador elegido para la transaccio´n es b5, la composicio´n de los
equipos resultarı´a de la siguiente manera:
Equipo ti : {a0, a1, a2, b5, a4, a5, a6, a7, a8}
Equipo tk : {b0, b1, b2, b3, b4,a3, b6, b7, b8}
Asimismo, en el mundo del fu´tbol, no so´lo los jugadores son transferidos entre
diferentes conjuntos. Los entrenadores tambie´n son reemplazados por otros fre-
cuentemente, sobre todo cuando estos no esta´n logrando los resultados esperados
por la aficio´n y por la directiva, o cuando encadenan una sucesio´n de derrotas de-
masiado larga.
Este suceso, realmente comu´n en la vida real, tambie´n se refleja en el me´todo
propuesto en esta tesis doctoral en un proceso denominado Cese de entrenadores.
Este acontecimiento se realiza de la siguiente manera: en cada periodo de fichajes,
todos los ti posicionados en la mitad inferior de la tabla clasificatoria sustituyen su
me´todo de entrenamiento por otro seleccionado de forma aleatoria. Este intercam-
bio se realiza con la esperanza de obtener un nuevo procedimiento de entrenamien-
to, o entrenador, que consiga mejorar los resultados del anterior, aumentando con
esto la TQi del equipo.
Como ya se citado, este intercambio se realiza de forma aleatoria, seleccionan-
do al azar uno de los tipos de entrenamiento existentes en el sistema, permitiendo
repeticiones entre los diferentes ti. Esta sustitucio´n en el vecindario afecta a todos
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los pij que componen el equipo, contribuyendo a la capacidad de exploracio´n de la
te´cnica.
4.2.3 Fase final
La finalizacio´n de la ejecucio´n de la meta-heurı´stica depende directamente del cum-
plimiento simulta´neo de tres factores. Estos tres criterios tienen que permitir que
la bu´squeda realizada por el algoritmo haya rastreado una amplia extensio´n del es-
pacio de soluciones, evitando a su vez una excesiva pe´rdida de tiempo, la cual se
produce cuando la te´cnica continu´a su ejecucio´n cuando la probabilidad de me-
jora en las soluciones es muy baja. Con esta intencio´n, el criterio de finalizacio´n
formulado para el GB se compone de las siguientes tres condiciones:
TN∑
i=1
TQ′i ≤
TN∑
i=1
TQi (4.1)
TN∑
i=1
q′icap ≤
TN∑
i=1
qicap (4.2)
BestSolution′ ≤ BestSolution (4.3)
Dicho de otra manera, la ejecucio´n del GB finaliza cuando la suma de las fuer-
zas TQ′i de todos los equipos no mejora respecto a la temporada anterior, (4.1), a la
vez que la suma de la calidad q′icap de todos los capitanes no experimenta mejora en
relacio´n a la temporada previa (4.2), y no se mejora la mejor solucio´n encontrada
hasta el momento (BestSolution′) en comparacio´n con la temporada precedente
(4.3).
Cuando este criterio de finalizacio´n se satisface, el algoritmo devuelve el pij
con la mejor qij de todo el sistema. Este jugador sera´ considerado la solucio´n que
la meta-heurı´stica proporcionara´ al problema.
4.3 Principales aportaciones del modelo propuesto
Despue´s de haber descrito en detalle el modelo propuesto en esta tesis doctoral,
en esta seccio´n se mencionara´n las aportaciones y los aspectos originales de la
contribucio´n en comparacio´n con varias de las te´cnicas multi-poblacionales ma´s
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exitosas de la literatura. Para esta comparacio´n se utilizara´n las meta-heurı´sticas
descritas en el apartado 3.3, todas ellas con un reconocimiento contrastado, y con
una eficacia comprobada en la literatura.
Es interesante mencionar que existe una mayor cantidad de diferencias entre las
distintas te´cnicas adema´s de las listadas en este apartado. En esta pequen˜a seccio´n
se han querido mencionar tan solo las originalidades ma´s significativas. De esta
manera, y comenzando con los PABC, las principales aportaciones que presenta el
GB podrı´an listarse de la siguiente manera:
1. En los algoritmos PABC existen tres tipos diferentes de individuos en las
distintas poblaciones, cada uno con su propio comportamiento. En el GB solo
existe un tipo de individuo, y todos los elementos del sistema se comportan
de la misma manera.
2. En el GB se presenta una estrategia de intercambio de jugadores entre equi-
pos basado en la calidad de las subpoblaciones en su conjunto. Un sistema de
estas caracterı´sticas no ha sido nunca aplicado a un ABC multi-poblacional.
3. En el PABC las abejas comparten informacio´n entre ellas. Por otro lado, en el
GB los jugadores no so´lo comparten informacio´n entre ellos (conociendo en
cada momento la calidad de sus compan˜eros de equipo), adema´s de esto, y en
caso de ser necesario, tambie´n pueden compartir sus propias caracterı´sticas
durante el proceso de entrenamiento personalizado.
En relacio´n a la meta-heurı´stica multi-poblacional PPSO, las siguientes dos
diferencias podrı´an ser fa´cilmente destacadas:
1. En el caso de los PPSO, cada partı´cula realiza sus movimientos en funcio´n
de su posicio´n actual, su mejor posicio´n encontrada y la mejor posicio´n en-
contrada por todo el enjambre. En el caso del GB, cada jugador realiza sus
movimientos de forma auto´noma, sin la necesidad de utilizar informacio´n
proveniente de otros jugadores o equipos (a excepcio´n de los entrenamientos
personalizados, cuya ejecucio´n es ocasional)
2. En las versiones paralelas del PSO, cada subpoblacio´n ejecuta sus movimien-
tos de la misma manera, basa´ndose en el para´metro “velocidad”. En el GB,
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por el contrario, cada equipo posee su propia estructura de vecindario, y ca-
da uno evoluciona de forma diferente. Adema´s de esto, cada jugador puede
cambiar su me´todo de entrenamiento dependiendo del equipo en el que se
encuentre en cada momento.
En los referente a los algoritmos gene´ticos paralelos, y teniendo en cuenta las
distintas filosofı´as de los tres tipos de PGAs existentes (las cuales pueden consul-
tarse en la seccio´n 3.3.1), puede concluirse que los PGAs basados en islas, o los
PGAs distribuidos (DGA), son lo ma´s similares al GB en cuanto a concepto y for-
ma de trabajar. Con todo esto, las principales originalidades que aporta el GB frente
a los DGAs son las siguientes:
1. Ambos algoritmos hacen uso de dos tipos de operadores, el primero de ellos
aplicado a un u´nico individuo (mutacio´n y entrenamiento convencional), y el
segundo aplicado a ma´s de un individuo de forma cooperativa (cruce y en-
trenamiento personalizado). Como puede leerse en [Cantu´-Paz 98], la gran
mayorı´a de DGAs dan mayor importancia al segundo operador, dejando el
primero de ellos en un segundo plano. Esto no es ası´ en el caso del GB, donde
la optimizacio´n individual recibe mayor importancia, utilizando la coopera-
cio´n entre individuos como un operador ocasional.
2. En relacio´n a los operadores cooperativos y su manera de funcionar, en el
caso de los DGAs se hace uso de las cla´sicas funciones de seleccio´n, utili-
zadas tambie´n en las versiones uni-poblacionales de los GAs, para decidir
que´ individuos participan en cada cruce. En el GB, por el contrario, los en-
trenamientos personalizados se realizan rara vez, y siempre se materializan
entre un individuo atrapado en un o´ptimo local y el mejor individuo de su
subpoblacio´n.
3. Como bien puede leerse en la literatura, en trabajos como [Ochi 98,
Cantu´-Paz 98], el disen˜o e implementacio´n de sistemas eficientes de migra-
cio´n para un DGA es un proceso complejo, existiendo una gran cantidad de
arquitecturas y topologı´as. Por el contrario, en el GB existe una estrategia de
migracio´n perfectamente definida, la cual se basa en la calidad de cada una
de las poblaciones.
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4. En los DGAs, las poblaciones cooperan entre sı´, en el caso del GB, compiten.
Teniendo el ICA como objetivo de comparacio´n, es recomendable destacar que
la filosofı´a y manera de trabajar de ambos algoritmos distan mucho el uno del otro.
Las principales originalidades del GB respecto al ICA podrı´an listarse del siguiente
modo:
1. En los ICA, todas las colonias realizan sus movimientos condicionadas por la
posicio´n del estado imperialista, mientras este u´ltimo permanece inmo´vil. En
el caso del GB, cada individuo realizas sus movimientos de forma auto´noma.
2. En los ICA, el nu´mero de subpoblaciones va reducie´ndose paulatinamente
hasta que todos los individuos quedan concentrados en una u´nica poblacio´n.
En el GB, por el contrario, el nu´mero de subpoblaciones y el taman˜o de cada
una de ellas se mantienen a lo largo de toda la ejecucio´n.
3. En lo que respecta al intercambio de individuos entre diferentes subpoblacio-
nes, este se realiza de un modo diferente en cada meta-heurı´stica. Mientras
que en el caso del GB son intercambios de individuos, en los ICAs son sim-
ples transferencias, en las que una poblacio´n envı´a un individuo, y la otra lo
recibe.
Finalmente, las diferencias entre el SOA y el GB son tambie´n significativas,
siendo la ma´s notable el hecho de que en el SOA cada individuo realiza sus movi-
mientos en funcio´n de su historial de posiciones, o los historiales de las posiciones
de sus vecinos (dependiendo del comportamiento que tenga). En el GB, como ya se
mencionado anteriormente, todos los individuos tienen el mismo comportamiento,
y realizan sus movimientos de manera auto´noma. Otra originalidad importante del
GB frente al SOA es el sistema de migracio´n. En el SOA, esta migracio´n se realiza
mediante el cruce de individuos de diferentes subpoblaciones, mientras que en el
GB los individuos cambian de equipo en funcio´n de la calidad de estos.
Como puede comprobarse, el me´todo propuesto en este trabajo ofrece numero-
sas originalidades en relacio´n a las diferentes te´cnicas presentadas. Como ya se ha
indicado, estas te´cnicas son ampliamente utilizadas hoy en dı´a, gracias a su eficacia
a la hora de abordar distintos problemas.
95
4. Explicacio´n del modelo
Analizando la filosofı´a y el modo de trabajo de los algoritmos anteriormente
descritos, puede concluirse que el DGA es el que comparte ma´s similitudes con
el GB. Ambos utilizan dos tipos de operadores diferentes para la evolucio´n de sus
individuos, uno de ellos local y el otro cooperativo. Estos dos operadores se utili-
zan para encontrar un equilibrio aceptable entre la explotacio´n y exploracio´n del
espacio de soluciones. Adema´s de esto, ambas te´cnicas son fa´cilmente aplicables
a problemas de asignacio´n de rutas a vehı´culos, y son sencillas de parametrizar.
Han sido estas las principales razones que han empujado a optar por el DGA y por
el GA uni-poblacional como algoritmos de comparacio´n en la fase experimenta-
cio´n. Todos los detalles de esta fase sera´n ampliamente explicados en el siguiente
capı´tulo.
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No creo que haya alguna
emocio´n ma´s intensa para un
inventor que ver una de sus
creaciones funcionando
Nikola Tesla
5
Experimentacio´n y
resultados
Con el propo´sito de comprobar que la meta-heurı´stica planteada es una te´cnicaprometedora y que los resultados ofrecidos por esta son competitivos se ha
llevado a cabo una extensa experimentacio´n, en la que se han utilizado seis pro-
blemas de optimizacio´n combinatoria. Todos estos problemas han sido descritos
en capı´tulos anteriores de este documento, ma´s concretamente en el Capı´tulo 2, y
son los siguientes: TSP, ATSP, CVRP, VRPB, NQP y BPP. Los cuatro primeros
son problemas de asignacio´n de rutas a vehı´culos, mientras que el NQP es un pro-
blema de satisfaccio´n de restricciones, y el BPP pertenece a la categorı´a de disen˜o
combinatorio o´ptimo. Estos dos u´ltimos han sido empleados con la intencio´n de de-
mostrar que el GB no es solo efectivo frente a problemas de asignacio´n de rutas a
vehı´culos, si no que esta efectividad puede ser ampliada a otros tipos de problemas
de distinta naturaleza.
Para contrastar los resultados obtenidos por el GB, estos sera´n comparados con
los obtenidos por dos versiones diferentes del GA cla´sico y dos versiones adicio-
nales del DGA. La razo´n por la cual se han escogido estas meta-heurı´sticas para el
cotejo de resultados puede verse en la seccio´n 4.3. Con todo esto, las cinco te´cni-
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cas sera´n aplicadas a un total de 98 instancias, repartidas entre los seis problemas
anteriormente mencionados. Finalmente, con el deseo de extraer conclusiones rigu-
rosas se han llevado a cabo dos exa´menes estadı´sticos con los resultados obtenidos:
el test de Friedman y el test normal z.
Todos estos aspectos relacionados con la experimentacio´n sera´n minuciosamen-
te detallados a lo largo de este capı´tulo, junto a otras cuestiones interesantes, como
por ejemplo, la introduccio´n de buenas pra´cticas para la comparacio´n e implemen-
tacio´n de meta-heurı´sticas (seccio´n 5.1). En la seccio´n 5.2 se describira´ la estrategia
adoptada para abordar los problemas que se tratara´n para validar el problema pro-
puesto. A continuacio´n, las te´cnicas utilizadas y su parametrizacio´n sera´n descritas
en el apartado 5.3. Finalmente, los resultados se mostrara´n en la seccio´n 5.4, junto
al correspondiente ana´lisis de los mismos y conclusiones extraı´das (apartado 5.5).
5.1 Buenas pra´cticas para la implementacio´n y com-
paracio´n de meta-heurı´sticas
Antes de comenzar con los detalles de la experimentacio´n llevada a cabo en esta
tesis, se ha decidido dedicar un apartado a la introduccio´n de un conjunto de bue-
nas pra´cticas para la implementacio´n y comparacio´n de diferentes meta-heurı´sticas
aplicadas a problemas de optimizacio´n combinatoria. Esta metodologı´a ha sido es-
crupulosamente aplicada a lo largo de la fase experimental de esta tesis.
Con la intencio´n de contextualizar estas buenas pra´cticas es conveniente men-
cionar que los investigadores que trabajan en cualquier campo de la computacio´n
algorı´tmica (ya sea disen˜ando nuevos algoritmos o mejorando los ya existentes)
encuentran en muchas ocasiones grandes dificultades para evaluar sus trabajos.
Frecuentemente, la comparacio´n entre diferentes trabajos cientı´ficos en esta a´rea es
muy difı´cil, debido a la ambigu¨edad o falta de detalle en la presentacio´n de te´cnicas
o resultados. Esto hace que la tarea de replicar trabajos realizados por otros inves-
tigadores sea una labor engorrosa, producie´ndose una gran pe´rdida de tiempo y un
retraso en los avances cientı´ficos. Tras sufrir este problema en varias ocasiones, el
autor de esta tesis doctoral ha desarrollado junto a varios investigadores ma´s un
procedimiento sencillo para la presentacio´n e implementacio´n de meta-heurı´sticas.
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En esta seccio´n se introducira´ tal procedimiento, el cual ha sido contrastado por
la comunidad cientı´fica en diversos trabajos, habiendo sido presentados en con-
gresos o publicados en revistas internacionales [Osaba 14g, Osaba 14f, Osaba 13b,
Osaba 12a].
Como ya se ha comentado en la Seccio´n 3, las te´cnicas ma´s utilizadas para
la resolucio´n de problemas de optimizacio´n combinatoria son las heurı´sticas y las
meta-heurı´sticas. Explicado brevemente, las heurı´sticas se centran en la resolucio´n
de problemas con una formulacio´n simple, intentando encontrar la solucio´n o´ptima
de una forma ra´pida. Las meta-heurı´sticas, por el contrario, pueden ser aplicadas
a un amplia variedad de problemas reales, con una complejidad elevada, para los
cuales serı´a muy complicado implementar una heurı´stica especı´fica para ellos. En
este sentido, la comparacio´n entre heurı´sticas es ma´s simple que la comparacio´n
entre meta-heurı´sticas, ya que esta´n implementadas para un problema especı´fico.
No importa cua´l sea la naturaleza de la heurı´stica o los para´metros y caracterı´sticas
utilizadas, la mejor heurı´stica sera´ aquella que obtenga los mejores resultados en
un tiempo razonable. Pese a esto, existen problemas a la hora de comparar heurı´sti-
cas si sus resultados no se muestran de forma adecuada. Este hecho se explica en
[Bra¨ysy 05].
La comparacio´n entre meta-heurı´sticas, por otro lado, es mucho ma´s compleja,
ya que hay que tener en cuenta muchos ma´s factores. Este hecho puede generar
una gran controversia y puede llevar a confusiones y malas pra´cticas. A pesar de
esto, no existe hoy en dı´a una metodologı´a o procedimiento que ayude a los inves-
tigadores a describir y comparar sus meta-heurı´sticas de una forma justa y objetiva.
Es esta la razo´n principal que ha impulsado el desarrollo del presente conjunto
de buenas pra´cticas, el cual podrı´a dividirse en dos sub-apartados perfectamente
diferenciables. El primero de ellos esta´ relacionado con la implementacio´n y pre-
sentacio´n de meta-heurı´sticas (Seccio´n 5.1.1), mientras que el segundo se centra en
la adecuada comparacio´n de diversas te´cnicas (Seccio´n 5.1.2).
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5.1.1 Buenas pra´cticas para la implementacio´n y presentacio´n de
una meta-heurı´stica
Un procedimiento adecuado para la implementacio´n y presentacio´n de una meta-
heurı´stica podrı´a estar confeccionado por los siguientes puntos:
• Especificar detalladamente las restricciones del problema, clasificadas en res-
tricciones estrictas y ligeras.
• Especificar la funcio´n objetivo utilizada, la cual deberı´a incluir las restriccio-
nes ligeras, en caso de existir.
• A la hora de presentar un trabajo, el tipo de meta-heurı´stica utilizada tiene
que ser especificada en el tı´tulo o en el resumen, mencionando la utilizacio´n
de heurı´sticas, en caso de hacer uso de ellas.
• Describir en detalle todos y cada uno de los operadores empleados para la
implementacio´n de la te´cnica. Si estos han sido desarrollados por el propio
autor tienen que ser minuciosamente detallados. En caso contrario, tienen
que ser correctamente enunciados y referenciados. Si los operadores utiliza-
dos no se describen o referencian, la replicabilidad de los resultados se hace
imposible.
El primer paso en el disen˜o de una te´cnica para la resolucio´n de un problema
de optimizacio´n es definir claramente las restricciones que el problema a resolver
tendra´. Estas restricciones tienen que estar sujetas a una funcio´n objetivo, la cual se
tiene que mostrar y explicar de la forma ma´s detallada posible. Este u´ltimo punto
tiene una importancia vital a la hora de implementar una te´cnica de esta ı´ndole. Pa-
ra problemas como el TSP, por ejemplo, los cuales tienen una formulacio´n simple,
este hecho tiene menos importancia, ya que se da por hecho que la funcio´n objetivo
es la distancia total recorrida y el objetivo principal minimizarla. Para problemas
con una complejidad ma´s elevada, como el CVRP o el VRPTW, por ejemplo, este
hecho puede convertirse en una fuente de confusio´n. En estos casos la funcio´n ob-
jetivo puede variar dependiendo de las necesidades de los desarrolladores. Para el
CVRP, por ejemplo, hay estudios que priorizan la minimizacio´n de los vehı´culos
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utilizados [Chen 06a], mientras que otros se centran u´nicamente en la reduccio´n
de las distancias recorridas [Wang 09]. Es por esta razo´n por la que, con la inten-
cio´n de evitar confusiones, describir detalladamente la funcio´n objetivo utilizada
se considera una buena pra´ctica. El caso contrario podrı´a considerarse una mala
pra´ctica.
Una vez introducido el problema y sus caracterı´sticas es importante presentar
de forma adecuada la meta-heurı´stica que se va a emplear para su resolucio´n. Una
pra´ctica que tiene que ser evitada es la confusa denominacio´n de las te´cnicas. Un
ejemplo de esta denominacio´n confuso puede encontrarse en [Leung 13]. En este
trabajo, los autores presentan un enfoque para resolver un problema de asignacio´n
de rutas a vehı´culos heteroge´neos con restricciones de carga bidimensionales como
una meta-heurı´stica, cuando, realmente, la te´cnica utilizada es un recocido simu-
lado basado en una bu´squeda local heurı´stica. Con todo esto, los autores deberı´an
precisar en mayor detalle esta denominacio´n, presentando la te´cnica propuesta co-
mo una meta-heurı´stica adaptada al problema.
Despue´s de definir en detalle la funcio´n objetivo y de elegir el tipo de meta-
heurı´stica a emplear, el siguiente paso es decidir co´mo implementar la te´cnica y
que´ tipo de operadores utilizar. Pese a que parece simple, este hecho puede aca-
rrear una gran controversia. Como ya se ha mencionado en capı´tulos anteriores,
las meta-heurı´sticas utilizan diferentes operadores para modificar y transformar las
soluciones disponibles, con el propo´sito principal de mejorarlas. El primer pun-
to a tener en cuenta en este aspecto es el siguiente: si la finalidad del estudio es
comparar una meta-heurı´stica con otra u otras preexistentes para validar su capa-
cidad gene´rica de optimizacio´n, es necesaria la utilizacio´n de operadores neutros a
lo largo de toda la implementacio´n. En otras palabras, los operadores que utilicen
informacio´n especı´fica del problema y optimicen por sı´ solos han de ser evitados.
Por el contrario, si la finalidad es resolver un problema especı´fico encontrando la
mejor solucio´n en tiempo razonable, los operadores podra´n ser todo lo especı´ficos
que el autor de dicho estudio considere necesario, y la comparacio´n se debera´ hacer
con el mejor algoritmo conocido hasta el momento.
Como ejemplo de este hecho se podrı´a utilizar el proceso de inicializacio´n de
un GA. La forma ma´s apropiada para probar la capacidad de optimizacio´n de una
meta-heurı´stica es utilizar un proceso de inicializacio´n 100 % aleatorio, en el que
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los individuos se generen de forma aleatoria, en lugar de utilizar funciones de ini-
cializacio´n como las propuestas, por ejemplo, en [Solomon 87], para el VRPTW.
En caso de hacer uso de alguna de estas funciones heurı´sticas, los individuos ya
habra´n pasado por un proceso de optimizacio´n antes de comenzar la ejecucio´n cen-
tral del algoritmo. De esta forma, no serı´a posible determinar con exactitud cua´l es
la capacidad de optimizacio´n de la te´cnica. En este caso concreto, se tendrı´a que
decir que se esta´ generando una meta-heurı´stica adaptada al problema en lugar de
una meta-heurı´stica, ya que se hace uso de informacio´n especı´fica del problema
para inicializar la poblacio´n.
Continuando con el GA, y poniendo en este caso el TSP como ejemplo,
una operador de cruce heurı´stico podrı´a ser el very greddy crossover (VGX)
[Julstrom 95]. El VGX es un operador para el TSP que utiliza las distancias en-
tre las ciudades para generar los hijos resultantes de un cruce. Es lo´gico pensar que
haciendo uso de este operador el GA obtendra´ unos resultados prometedores para
el TSP, ya que realiza una pequen˜a optimizacio´n en los individuos por sı´ mismo.
Para generar una meta-heurı´stica pura habrı´a que evitar operadores de este tipo, uti-
lizando en su lugar operadores como los descritos en la seccio´n 3.2.1.2. Funciones
como el OX o HX solo se preocupan de cumplir las restricciones del problema, y
no utilizan ningu´n tipo de informacio´n especı´fica del problema.
Por lo tanto, tiene que evitarse en cualquier trabajo de validacio´n de la capaci-
dad gene´rica de optimizacio´n de una te´cnicas la comparacio´n entre te´cnicas meta-
heurı´sticas con operadores neutros y me´todos heurı´sticos con operadores especı´fi-
cos. De lo contrario, la comparacio´n no sera´ va´lida dada la diferencia de la natura-
leza de las te´cnicas. Un ejemplo de esta mala pra´ctica se puede ver en [Burke 99],
donde se comparan tres procedimientos para la resolucio´n de un problema de clus-
tering. En este trabajo dos de las te´cnicas comparadas son meta-heurı´sticas puras,
mientras que la u´ltima es una meta-heurı´stica adaptada al problema. Otro ejemplo
de esta mala pra´ctica puede ser encontrada en [Ahmed 10], donde se introduce un
nuevo operador de cruce heurı´stico aplicable al TSP, llamado cruce constructivo
secuencial (SCX). Para comprobar la calidad de este nuevo operador los resultados
obtenidos por el SCX se comparan con los obtenidos por otros dos GA, utilizando
cada uno de ellos operadores de cruce neutros. Lo´gicamente, el SCX obtiene re-
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sultados mejores, pero la diferencia en la naturaleza de los operadores hace que la
comparacio´n no sea va´lida.
Relacionado con este aspecto, hay que tener en cuenta que, para realizar una
comparacio´n completamente fiable entre diversas meta-heurı´sticas, es obligatorio
utilizar los mismos operadores y para´metros, siempre que la naturaleza de las te´cni-
cas lo haga posible. Si las caracterı´sticas de los algoritmos lo impiden, hay que in-
tentar que los operadores tengan una filosofı´a similar. Es por esa razo´n por lo que
los puntos explicados en este apartado son de vital importancia para obtener unos
resultados fa´cilmente reutilizables y dar credibilidad a las comparaciones que se
hagan en un mismo trabajo.
5.1.2 Buenas pra´cticas para la presentacio´n de resultados ofreci-
dos por una meta-heurı´stica
Una vez descritas las caracterı´sticas de una meta-heurı´stica, es apropiado mostrar
los resultados que esta puede obtener. Este es un hecho importante, ya que de la
forma en la que se muestren las pruebas realizadas depende la replicabilidad e
impacto que pueda tener una te´cnica. Con todo esto, en te´rminos de realizacio´n de
experimentos y demostracio´n de resultados, un procedimiento de buenas pra´cticas
constarı´a de los siguientes puntos:
• Si el problema lo permite, las pruebas tienen que ser realizadas con instancias
obtenidas de un banco de pruebas, o benchmark. Obviamente, cuantas ma´s
instancias se utilicen, ma´s rico sera´ el estudio. Todas las instancias empleadas
han de ser referenciadas, con su nombre y el benchmark al que pertenecen. Es
interesante mencionar que el uso de instancias particulares puede ser correcto
siempre y cuando queden perfectamente descritas, y puedan replicarse.
• Es de vital importancia mostrar los tiempos de ejecucio´n, acompan˜ados por
la unidad temporal y una explicacio´n de las caracterı´sticas del ordenador en
el que las pruebas se han llevado a cabo.
• Aparte de mostrar los resultados, y con la intencio´n de realizar una compa-
racio´n justa entre te´cnicas presentadas en diferentes estudios, es aconsejable
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mostrar el nu´mero de iteraciones necesarias por la meta-heurı´stica para obte-
ner los resultados de cada ejecucio´n.
• Es recomendable mostrar la mayor cantidad de datos posibles. De esta forma,
las comparaciones entre diferentes te´cnicas pueden ser ma´s fiables. Ejemplos
de esta informacio´n podrı´an ser el nu´mero de ejecuciones, la mejor y peor
solucio´n, la media, desviacio´n tı´pica, tiempos de ejecucio´n. . .
Para comprobar la calidad de una nueva te´cnica, esta tiene que ser aplicada a
varias instancias del problema que se este´ tratando. La mejor opcio´n para realizar
estas pruebas es con uno de los muchos benchmarks que pueden encontrarse en la
literatura. Estos conjuntos de pruebas esta´n compuestos por instancias de proble-
mas particulares, las cuales pueden ser utilizadas por los investigadores para aplicar
sus te´cnicas sobre ellas. Muchas de estas instancias tienen una solucio´n o´ptima co-
nocida, de forma que se puede determinar con mayor facilidad co´mo de buena es
una meta-heurı´stica comparando sus resultados obtenidos con los ofrecidos por el
benchmark. Utilizando como ejemplo los problemas de asignacio´n de rutas, existen
varios benchmark los cuales poseen una gran cantidad de instancias de diferentes
problemas, como el TSPLIB [Reinelt 91] o el VRPWeb1. De esta forma, hay que
evitar realizar pruebas con instancias desconocidas, siempre y cuando estas no sean
perfectamente descritas, como puede verse en [Thamilselvan 09] o [Wang 07].
Otro punto importante que no puede pasarse por alto son los tiempos de ejecu-
cio´n. Puede considerarse una mala pra´ctica mostrar los resultados de una te´cnica
sin mostrar los tiempos de ejecucio´n necesitados, como ocurre, por ejemplo, en
[Yan 12] o [Sallabi 09]. Aunque pueda parecer un asunto lo´gico, junto a los tiempos
han de mostrarse tambie´n las unidades de tiempo, es decir, segundos, minutos. . . De
lo contrario se considerarı´a una mala pra´ctica, como ocurre en [Nemati 11]. Aparte
de mostrar los tiempos de ejecucio´n, es importante describir tambie´n las carac-
terı´sticas del ordenador en el que las te´cnicas han sido ejecutadas, con el objetivo
de contextualizar dichos tiempos.
Aunque los tiempos de ejecucio´n ayudan a la comparacio´n de me´todos mostra-
dos en el mismo trabajo, para la comparacio´n entre te´cnicas descritas en diferentes
estudios se hace necesaria la utilizacio´n de otro para´metro adicional. Este hecho se
1http://neo.lcc.uma.es/vrp
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da porque la comparacio´n entre diferentes algoritmos implementados en diferentes
ordenadores puede resultar injusta. Es lo´gico asumir que cuanto ma´s potente sea el
ordenador con el que se realizan las pruebas, menos tiempo requerira´ la ejecucio´n
de una meta-heurı´stica. Por esta razo´n, una buena medida para comparar diferentes
algoritmos es la de mostrar el nu´mero de iteraciones necesitadas para obtener la so-
lucio´n resultante, o dicho de otra manera, el comportamiento de convergencia de la
meta-heurı´stica. Este valor puede variar dependiendo de la te´cnica que se este´ uti-
lizando. Por ejemplo, para una bu´squeda tabu´ o un recocido simulado, este valor
podrı´a ser la cantidad de iteraciones necesarias para obtener la solucio´n. Para un
GA, por el contrario, este valor podrı´a ser el nu´mero de generaciones ejecutadas.
Otra alternativa igualmente adecuada serı´a la de plasmar la cantidad de evaluacio-
nes que se han realizado a lo largo de la ejecucio´n. Pese a que esto se considera
una buena pra´ctica, hoy en dı´a son pocos los estudios que muestran este para´metro,
[Tsubakitani 98] and [Ray 05] son dos ejemplos de esta buena pra´ctica.
Otro factor que aumenta la riqueza y replicabilidad de los resultados de un es-
tudio es mostrar un completo set de resultados, con datos como la media, el mejor
y peor resultado o la desviacio´n tı´pica. Los resultados pueden ser mostrados de di-
ferentes maneras, como la desviacio´n en porcentajes respecto al o´ptimo, o el coste
de la solucio´n aplicada a la funcio´n objetivo. Como se menciona en [Bra¨ysy 05],
mostrar tan solo la mejor solucio´n obtenida por una heurı´stica, algo que sucede en
muchas ocasiones en la literatura ([Pullan 03, Yan 12]), puede crear una falsa ima-
gen sobre su calidad. Esta afirmacio´n puede ser perfectamente extrapolable a las
meta-heurı´sticas, y puede ser considerado como una mala pra´ctica. La base para
una comparacio´n justa entre diferentes meta-heurı´sticas se fundamenta en el resul-
tado medio obtenido por mu´ltiples ejecuciones, acompan˜ado por otro para´metros
relacionados, como por ejemplo, la varianza o la desviacio´n tı´pica.
Para terminar con este apartado de buenas pra´cticas es conveniente aconsejar el
uso de pruebas estadı´sticas a la hora de comparar resultados obtenidos por diferen-
tes te´cnicas. Esta tendencia es considerada una buena pra´ctica para lograr realizar
comparaciones estrictas y objetivas. Algunas de estas pruebas podrı´an ser la famosa
prueba t de Student, o el conocido test de Friedman.
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5.2 Codificaciones empleadas para la representacio´n
de soluciones
Un aspecto importante a la hora de abordar un problema de optimizacio´n es la co-
dificacio´n empleada para representar sus soluciones, tanto parciales como finales.
Dependiendo de la manera en que se codifiquen estas soluciones podra´n hacerse
uso de distintos operadores, ya sea de cruce, mutacio´n, generadores de sucesores,
o de otro tipo que implique el tratamiento o modificacio´n de los mismos.
En esta seccio´n se van a definir las diferentes codificaciones empleadas para
representar las soluciones de los seis problemas utilizados en la experimentacio´n.
En primer lugar, en relacio´n a las soluciones para los problemas TSP y ATSP,
se ha hecho uso de codificacio´n basada en la permutacio´n de elementos, o path
encoding, tal como se recoge en el estudio sobre AG y el TSP de [Larran˜aga 99].
De acuerdo a esta representacio´n, cada solucio´n es representada por una permu-
tacio´n de nu´meros, la cual simboliza el orden en el que los clientes tienen que
ser visitados. Por ejemplo, en el caso de la instancia compuesta por 10 nodos
que se ha podido observar en la figura 2.2, correspondiente a la seccio´n 2.2.2,
la solucio´n propuesta podrı´a ser codificada como X = (0, 5, 2, 4, 3, 1, 6, 8, 9, 7),
y su distancia total se calcuları´a de la siguiente forma: f(X) = d05+d52+d24+d43+
d31+d16+d68+d89+d97+d70. Pese a que existen otros tipos de codificacio´n, e´sta es la
que ma´s se utiliza en la literatura.
Por otro lado, en lo relacionado al CVRP, al igual que en el caso anterior una
de las codificaciones ma´s utilizadas para la representacio´n de soluciones es la per-
mutacio´n de elementos [Toth 01], la cual ha sido empleada en este estudio. En esta
codificacio´n las rutas son tambie´n presentadas como permutaciones de nodos, los
cuales representan los clientes que componen la ruta, organizados por orden de vi-
sita. Adema´s de esto, para distinguir las diferentes rutas de una solucio´n, se utiliza
el cara´cter “0”. Con todo esto, la solucio´n propuesta en la figura 5.1.B para la ins-
tancia presentada en 5.1.A se codificarı´a como X = (5, 1, 3, 0, 2, 4, 0, 7, 9, 8, 6), y
su funcio´n objetivo se calcuları´a de la siguiente forma: f(X) = d05+d51+d13+d30+
d02+d24+ d40+d07+d79+d98+d86+d60. Este tipo de representacio´n ha sido frecuente-
mente utilizada en la literatura en estudios relacionados con el VRP [Lee 12].
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Figura 5.1: Ejemplo de una pequen˜a instancia del CVRP y posible solucio´n
En lo relativo al problema VRPB, repasado en el apartado 2.2.5.5, el conjunto
de clientes V\{0} puede separarse en dos subconjuntos [Toth 02a]. El primero de
ellos, L, llamado Linehaul customers, son aquellos consumidores que demandan la
entrega de mercancı´as. Por otro lado, el segundo subconjunto,B, llamado Backhaul
customers, son los que demandan la recogida de cierta cantidad de materiales. De
esta forma, y como las entregas son servidas antes que las recogidas, los clientes
podrı´an listarse de la siguiente forma: L = 1, . . . , n y B = n+ 1, . . . , n+m.
Para este problema, al igual que se ha visto en casos anteriores, una de las co-
dificaciones ma´s empleadas para la representacio´n de soluciones es la permutacio´n
de elementos. En este caso, la manera de codificar un individuo se realizara´ de
igual manera que para el CVRP, con la excepcio´n de que hay que tener en cuenta
los distintos tipos de clientes.
Por otro lado, para el problema NQP se ha hecho uso de la representacio´n des-
crita en la seccio´n 2.1.2. Finalmente, un me´todo sencillo para codificar las solu-
ciones del problema BPP es mediante la permutacio´n de ı´tems. Para contabilizar
el nu´mero de recipientes utilizados en una solucio´n concreta, los taman˜os de los
paquetes son acumulados en una variable (sumSize). Cuando sumSize excede el
valor de q, el nu´mero de contenedores se incrementa en 1, y sumSize es reseteado
a 0. Con todo esto, suponiendo una instancia de 9 paquetes I = {i1, i2, . . . , i9},
con tres diferentes taman˜os s1−3 = 20, s4−6 = 30, y s7−9 = 50, y una ca-
pacidad ma´xima de q=100, una posible solucio´n al problema podrı´a ser X =
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Figura 5.2: Ejemplo de una instancia de BPP y posible solucio´n
(i1, i4, i7, i2, i5, i8, i3, i6, i9), cuyo nu´mero de contenedores utilizados serı´a 3. Es-
te ejemplo es representado en la figura 5.2.
5.3 Configuracio´n de las te´cnicas usadas
En esta seccio´n se detallara´ la parametrizacio´n adoptada por cada una de las te´cni-
cas empleadas para la experimentacio´n llevada a cabo en esta tesis. Como ya se
ha mencionado con anterioridad, los resultados obtenidos por el GB sera´n com-
parados con los logrados por dos algoritmos gene´ticos uni-poblacionales ba´sicos
(GA1 y GA2) y dos algoritmos gene´ticos distribuidos (DGA1 and DGA2). Las ca-
racterı´sticas principales de cada una de las meta-heurı´sticas implementadas son las
siguiente:
• GA1: Algoritmo gene´tico cla´sico con para´metros convencionales. Algorit-
mo gene´tico cla´sico con la estructura ba´sica, previamente descrita en el Al-
goritmo 1 perteneciente a la Seccio´n 3.2.1, con operadores convencionales
y para´metros convencionales, es decir, probabilidad alta de cruce, y proba-
bilidad baja de mutacio´n. Esta parametrizacio´n es la ma´s extendida en la
literatura, y su filosofı´a ha sido descrita en una gran cantidad de trabajos
[Cantu´-Paz 98, Tomassini 95, Fogel 94].
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• GA2: Algoritmo gene´tico cla´sico con para´metros ajustados al GB. La es-
tructura adoptada por esta te´cnica es la misma que la empleada para el GA1.
En este caso, los operadores y los para´metros se han ajustado a los utilizados
por el GB. Con todo esto, el nu´mero de movimientos individuales (mutacio´n
y entrenamiento individual) y movimientos cooperativos (cruce y entrena-
miento personalizado) es el mismo para ambas meta-heurı´sticas. Adema´s de
esto, las funciones utilizadas son las mismas en ambos casos, de manera que
la funcio´n de mutacio´n es una de las implementadas para el GB como me´to-
do de entrenamiento convencional, mientras que la funcio´n de cruce es la
misma que se hace uso en el GB como entrenamiento personalizado. Para
realizar este ajuste las probabilidades de cruce y mutacio´n han sido adap-
tadas. Esta te´cnica se utiliza con la intencio´n de realizar una comparacio´n
fiable, en la que la diferencia entre los algoritmos comparados tan solo resi-
da en su estructura, y no en otros factores. De esta forma, podra´ deducirse
que´ meta-heurı´stica obtiene los mejores resultados haciendo uso de las mis-
mas funciones el mismo nu´mero de veces.
• DGA1: Algoritmo gene´tico distribuido con para´metros convencionales. Se
trata de un algoritmo gene´tico multi-poblacional en el que las distintas subpo-
blaciones evolucionan independientemente intercambiando individuos entre
sı´ de manera ocasional. Esta te´cnica sigue la filosofı´a de los PGAs basados
en islas, explicada en la seccio´n 3.3.1. En cada una de las subpoblaciones del
DGA1 se ejecuta en paralelo un GA1 diferente, cada cual con su propia pro-
babilidad de cruce y mutacio´n. La topologı´a implementada para esta te´cnica
es dina´mica, lo que quiere decir que una subpoblacio´n no esta´ restringida a
comunicarse con un conjunto fijo de subpoblaciones. De esta forma, cuando
una poblacio´n mejora la mejor solucio´n encontrada hasta el momento, esta
es compartida con el resto de poblaciones sustituyendo el peor individuo de
cada una de ellas.
• DGA2: Algoritmo gene´tico distribuido con para´metros ajustados al GB. Es-
te u´ltimo me´todo es un hı´brido entre el DGA1 y el GA2, ya que su estructura
es exactamente igual a la del DGA1, mientras que en cada subpoblacio´n se
ejecuta un GA2. En este caso, cada poblacio´n tiene su propia funcio´n de mu-
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tacio´n, de esta manera, las similitudes con el GB, en te´rminos de operadores
y para´metros, som ma´s fiables.
El taman˜o de la poblacio´n total para todas las meta-heurı´sticas se ha establecido
en 48 individuos, los cuales son generados de forma aleatoria. Para el DGA1 y
el DGA2, esta poblacio´n es dividida en 4 diferentes subpoblaciones, compuestas
cada una de ellas por 12 individuos. Este esquema se repite tambie´n para el GB,
donde los 48 jugadores son divididos en 4 equipos de igual taman˜o. En relacio´n a
la probabilidad de cruce (pc) y de mutacio´n (pm), para el GA1 estas son del 95 % y
5 %, respectivamente. Por otro lado, los valores de pc empleados para las diferentes
subpoblaciones del DGA1 han sido 95 %, 90 %, 80 %, y 75 %, mientras que los
valores de pm se han establecido en 5 %, 10 %, 20 %, y 25 %, respectivamente.
Finalmente, tanto para el GA2 como para el DGA2 se ha utilizado un valor de
0.03 % para pc y 100 % para pm, con la intencio´n de adaptarse a los para´metros del
GB.
En lo referente al criterio de seleccio´n de reproductores, la te´cnica del torneo
binario ha sido empleada en todos los casos (GA1, GA2, DGA1 y DGA2). Por
otro lado, una funcio´n 100 % elitista ha sido empleada como funcio´n de supervi-
vencia para GA2 y DGA2, mientras que una funcio´n 50 % elitista- 50 % aleatoria
se ha implementado para GA1 y DGA1. Finalmente, la ejecucio´n de todos estos
algoritmos finaliza cuando se cumplen n+
∑n
k=1 k generaciones sin encontrar una
solucio´n que supere a la mejor solucio´n encontrada hasta el momento, donde n es
el taman˜o del problema. Este taman˜o es igual al nu´mero de clientes en el caso de
los problemas de asignacio´n de rutas a vehı´culos, mientras que para el NQP es el
nu´mero de reinas, y para el BPP el nu´mero de ı´tems a almacenar.
Las funciones utilizadas como me´todos de entrenamiento convencionales para
el GB para los problemas TSP, ATSP, NQP y BPP son los anteriormente vistos en
la seccio´n 3.1.1.2 2-opt, 3-opt, Vertex Insertion y Swapping. Estas funciones de
sucesores han sido utilizadas tambien como funciones de mutacio´n en el caso del
DGA2 (una funcio´n para cada poblacio´n). Por otro lado, para el GA1, el GA2, y
el DGA1 la funcio´n utilizada para este pro´posito ha sido la 2-opt, ya que es la que
obtiene mejores resultados.
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Alg. Poblacio´n pc y pm Superv. Cruce Mutacio´n
GA1
48 individuos,
1 poblacio´n
80 % y 20 %
50 % elitista -
50 % aleatoria
OX 2-opt
GA2
48 individuos,
1 poblacio´n
0.03 % y 100 % 100 % elitista HX 2-opt
DGA1
48 individuos,
4 poblaciones
de 12 indivi-
duos
En este orden:
95 % y 5 %,
90 % y 10 %,
75 % y 25 %,
80 % y 20 %
50 % elitista -
50 % aleatoria
OX 2-opt
DGA2
48 individuos,
4 poblaciones
de 12 indivi-
duos
0.03 % y 100 % 100 % elitista HX
2-opt, 3-opt,
Swapping &
Insertion
Tabla 5.1: Resumen de las caracterı´sticas de GA1, GA2, DGA1 y DGA2 para el TSP,
ATSP, NQP, BPP
El operador utilizado por el GB como funcio´n de entrenamiento personalizado
para los mismos problemas es el HX, visto en la seccio´n 3.2.1.2. Esta funcio´n ha
sido tambie´n utilizada en los algoritmos GA2 y DGA2 como funcio´n de cruce,
mientras que para GA1 y DGA1 el OX ha sido implementado con esta finalidad.
Finalmente, la tabla 5.1 ofrece un resumen de las caracterı´sticas especı´ficas de
ambos GAs y DGAs.
En relacio´n a los problemas CVRP y VRPB, los operadores intra-ruta 2-opt
y Vertex Insertion han sido utilizados como funciones de entrenamiento conven-
cional por el GB, junto a la versio´n inter-ruta del Vertex Insertion y Swapping. El
me´todo de trabajo de estos operadores puede consultarse en la seccio´n 3.1.1.2. Si-
guiendo la misma conducta que en los problemas anteriores, estos operadores han
sido utilizados como funciones de mutacio´n para el DGA2 (una funcio´n para cada
poblacio´n). Por otro lado, el operador inter-ruta Vertex Insertion ha sido empleado
con el mismo objetivo en el GA1, el GA2, y el DGA1.
Por otra parte, la funcio´n SRX ha sido implementada como funcio´n de entre-
namiento personalizado para el GB. Esta funcio´n ha sido empleada a su vez en el
resto de algoritmos desarrollados. Finalmente, las parametrizaciones concretas de
los cuatro algoritmos que se comparara´n con el GB pueden verse sintetizadas en la
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Alg. Poblacio´n pc y pm Superv. Cruce Mutacio´n
GA1
48 individuos,
1 poblacio´n
80 % y 20 %
50 % elitista -
50 % aleatorio
SRX
Vertex Inser-
tion
GA2
48 individuos,
1 poblacio´n
0.03 % y 100 % 100 % elitista SRX
Vertex Inser-
tion
DGA1
48 individuos,
4 poblaciones
de 12 indivi-
duos
En este orden:
95 % y 5 %,
90 % y 10 %,
75 % y 25 %,
80 % y 20 %
50 % elitista -
50 % aleatorio
SRX
Vertex Inser-
tion
DGA2
48 individuos,
4 poblaciones
de 12 indivi-
duos
0.03 % y 100 % 100 % elitista SRX
2-opt, Ver-
tex Insertion
(intra-ruta e
inter-ruta) y
Swapping
Tabla 5.2: Resumen de las caracterı´sticas de GA1, GA2, DGA1 y DGA2 para el
CVRP y VRPB
tabla 5.2, mientras que las caracterı´sticas del GB pueden observarse resumidas en
la tabla 5.3.
5.4 Resultados y pruebas estadı´sticos
En esta seccio´n se presentara´n los resultados obtenidos por el GB y por el resto
de te´cnicas implementadas para los problemas anteriormente descritos. Adema´s de
esto, tambie´n se realizara´n dos prueba estadı´sticas, el test normal z y el test de
Friedman, con el objetivo de proporcionar una comparacio´n justa y rigurosa. Antes
de todo esto, conviene presentar en un primer momento los aspectos ba´sicos de esta
experimentacio´n.
Para empezar, es interesante mencionar que toda la experimentacio´n ha sido
ejecutada en un ordenador Intel Core i7 3930, con 3.20 GHz y una memoria RAM
de 16 GB. Se ha utilizado el sistema Microsoft Windows 7, y todos los algoritmos
han sido implementados utilizando el lenguaje de programacio´n Java.
Para el TSP se han empleado 18 instancias diferentes, mientras que para el
ATSP se han hecho uso de 19, todas ellas obtenidas del conocido banco de prue-
bas TSPLib [Reinelt 91]. Por otro lado, se han utilizado 11 instancias del problema
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Nu´mero de equipos (TN) 4
Nu´mero de jugadores por equipo (PT) 12
Nu´mero de entrenamientos sin mejora para en-
trenamiento personalizado
6
Nu´mero de entrenamientos sin mejora para
transferencia especial
12
Funcio´n de entrenamiento personalizado para el
TSP, ATSP, NQP y BPP
HX
Funcio´n de entrenamiento personalizado para el
CVRP y el VRPB
HRX
Funcio´n de entrenamiento convencional para el
TSP, ATSP, NQP y BPP
2-opt, 3-opt, Swapping, y Vertex Insertion
Funcio´n de entrenamiento convencional para el
CVRP y VRPB
2-opt, Vertex Insertion (intra-ruta e inter-
ruta) y Swapping
Tabla 5.3: Resumen de las caracterı´sticas del GB
CVRP, pertenecientes al famoso benchmark de Christofides/Elion, el cual esta´ dis-
ponible en la VRPWeb1. El nombre de cada uno de los casos denota la cantidad de
nodos existentes, de esta manera, la instancia Berlin52, por ejemplo, se compone
de 52 de nodos.
Adema´s de estos, el nu´mero de ejemplos empleados para el VRPB ha sido 12.
Estos 12 casos han sido creados por el autor de este trabajo, y esta´n disponibles en
su pa´gina personal2. Las primeras 6 instancias pertenecen al benchmark VRPTW
de Solomon3, con la particularidad de haber sido eliminadas las restricciones de
tiempo y haber modificado el tipo de las demandas. Las instancias restantes, por
otro lado, han sido obtenidas del banco de pruebas Christofides/Elion arriba men-
cionado, habiendo modificado tambie´n para este caso los tipos de las demandas.
Al tratarse de un banco de pruebas adaptado a esta experimentacio´n, las soluciones
o´ptimas de las instancias no son conocidas. Este benchmark ha sido utilizado por el
autor de este trabajo en varias publicaciones, ya sea para congresos internacionales,
como para revistas cientı´ficas [Osaba 13c, Osaba 14d].
1http://neo.lcc.uma.es/vrp
2http://paginaspersonales.deusto.es/e.osaba
3http://w.cba.neu.edu/msolomon/problems.htm
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Respecto al NQP, se han utilizado 15 casos diferentes. El nombre de cada uno
de ellos describe el nu´mero de reinas a tener en cuenta y el taman˜o del tablero. Es
decir, la instancia 20-Queens consiste en colocar 20 reinas diferentes en un tablero
de 20x20. Como es lo´gico, las soluciones o´ptimas para cada uno de los casos es 0,
por esta razo´n este valor no es mostrado en las tablas posteriores.
Finalmente, se han empleado 16 instancias para el BPP, obtenidas todas
ellas del famoso benchmark Scholl/Klein1. Estos ejemplos son nombrados como
NxCyWz a, donde x es 1 (50 ı´tems), 2 (100 ı´tems), 3 (200 ı´tems) o 4 (500 ı´tems);
y es 1 (capacidad de 100), 2 (capacidad de 120) o 3 (capacidad de 150); z es 1
(taman˜o de los paquetes entre 1 y 100) o 2 (taman˜o de los paquetes entre 20 y 100);
y a es A,B o C a modo de para´metro de indexacio´n dentro del propio benchmark.
Una vez explicados estos conceptos, permı´tase un breve pare´ntesis para lle-
var a cabo un pequen˜o estudio acerca de la parametrizacio´n del algoritmo GB. Es
conveniente tener en cuenta que realizar un estudio exhaustivo de este tipo serı´a
un trabajo arduo y extenso. Este tipo de investigacio´n ha sido considerada como
trabajo futuro, ya que el objetivo de esta tesis es el de presentar la nueva te´cnica
propuesta y demostrar que es una alternativa prometedora para resolver problemas
de asignacio´n de rutas a vehı´culos. Con todo esto, a continuacio´n se muestra una
pequen˜a experimentacio´n mediante la que se justifica la eleccio´n del nu´mero de
equipos (4) utilizados en el GB en la comparativa con las restantes meta-heurı´sti-
cas poblacionales. Para llevar a cabo esta experimentacio´n se han comparado 4
diferentes versiones del GB, todas ellas compuestas por una poblacio´n inicial con-
feccionada por 48 jugadores, y en las que la u´nica diferencia es la distribucio´n de
esta poblacio´n inicial. Esta distribucio´n es la siguiente:
• Versio´n 1: 2 equipos compuestos por 24 jugadores.
• Versio´n 2: 4 equipos compuestos por 12 jugadores.
• Versio´n 3: 6 equipos compuestos por 8 jugadores.
• Versio´n 4: 8 equipos compuestos por 6 jugadores.
1http://www.wiwi.uni-jena.de/entscheidung/binpp/index.htm.
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Instancia Versio´n 1 Versio´n 2 Versio´n 3 Version 4
Nombre Media T. Media T. Media T. Media T.
Oliver30 420.30 0.12 420.00 0.18 420.00 0.32 420.00 0.47
Eilon50 431.30 0.46 427.00 0.85 427.40 1.23 427.40 1.64
Eil51 433.30 0.54 428.50 0.91 429.20 1.43 427.90 1.76
Berlin52 7599.80 0.75 7542.00 1.25 7542.00 2.18 7542.00 2.84
St70 685.85 1.55 679.45 2.09 678.20 4.08 678.00 5.75
Eilon75 553.55 1.63 544.35 3.37 541.50 5.23 541.70 6.53
Eil76 553.10 2.09 545.30 3.85 545.60 5.52 544.45 6.99
KroA100 21549.60 5.54 21386.70 8.12 21318.70 13.98 21325.70 17.76
KroB100 22729.20 4.58 22311.05 7.51 22337.50 11.95 22284.70 21.55
KroC100 21055.30 5.76 20968.25 8.05 20846.60 16.84 20840.25 18.14
KroD100 21602.00 6.44 21485.80 7.75 21481.60 13.93 21510.60 17.48
KroE100 22385.00 6.78 22266.80 7.95 22211.90 16.79 22157.80 19.08
Eil101 648.70 6.08 643.70 7.97 641.20 12.76 640.55 19.68
Pr107 45049.00 6.46 44693.00 9.45 44492.90 16.18 44561.85 24.26
Pr124 59664.10 10.41 59348.20 16.67 59402.10 21.45 59288.10 36.25
Pr136 99215.45 18.33 98906.50 24.25 98356.85 32.53 98155.80 65.36
Pr144 59120.40 19.92 58712.00 29.76 58698.50 55.63 58656.55 73.54
Pr152 74952.20 21.56 74320.70 32.45 74275.35 59.30 74190.00 68.25
Tabla 5.4: Resultados obtenidos por las cuatro versiones del GB. Por cada instancia
se muestran los resultados medios y los tiempos de ejecucio´n medios.
Este estudio ha sido llevado a cabo exclusivamente con el TSP, y las carac-
terı´sticas adoptadas por las cuatro versiones del GB son las mismas que se han
presentado en la tabla 5.3 (a excepcio´n de la poblacio´n). Los resultados obtenidos
por las cuatro alternativas pueden verse en la tabla 5.4. Debido a que es una com-
paracio´n entre diferentes versiones del GB, se ha decidido exponer u´nicamente los
resultados promedio y las medias aritme´ticas de los tiempos de ejecucio´n (en se-
gundos). Las instancias empleadas han sido las mismas que se han introducido al
inicio de esta seccio´n. Finalmente, el nu´mero de ejecuciones para cada una de ellas
ha sido de 40.
Varias conclusiones pueden extraerse analizando los datos presentados en la
tabla 5.4. De inicio, puede observarse una ligera tendencia de mejora a medida
que el nu´mero de equipos incrementa. Esta mejora puede explicarse de manera
simple: cuanto mayor sea el nu´mero de subpoblaciones, mayor sera´ la capacidad
de explotacio´n y exploracio´n de la te´cnica. Esto es ası´ ya que el nu´mero de sesiones
de entrenamiento y de interacciones entre los equipos aumenta.
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Pese a esto, este hecho envuelve un incremento significativo en los tiempos de
ejecucio´n, el cual no es directamente proporcional con la mejora de los resultados.
En este trabajo se ha optado por escoger la opcio´n que mayor equilibrio demuestra
respecto a calidad de resultados y tiempos de ejecucio´n. La versio´n que mejor enca-
ja con este propo´sito es la nu´mero 2. Esta opcio´n ofrece unos tiempos de ejecucio´n
aceptables, y es la alternativa que muestra una mayor capacidad de mejora respec-
to a su versio´n anterior (versio´n 1). Las opciones 3 y 4, por otro lado, exigen un
tiempo computacional muy elevado respecto a la alternativa 2, sin llegar a ofrecer
mejoras destacables en la calidad de los resultados.
Una vez finalizado este pequen˜o pare´ntesis, a continuacio´n se mostrara´n los
resultados obtenidos por cada te´cnica para los 6 problemas presentados. En este
caso cada instancia tambie´n ha sido ejecutada un total de 40 ocasiones. Con esto,
los resultados mostrados para cada instancia son los siguientes: media aritme´tica,
desviacio´n tı´pica, mejor resultado y tiempo promedio por ejecucio´n (en segundos).
Adema´s de esto, se realizara´ un pequen˜o estudio en relacio´n al comportamiento de
convergencia del GB, realizando una comparacio´n con elDGA2 para los problemas
TSP y CVRP. Esta investigacio´n se mostrara´ en la seccio´n 5.5
Es conveniente aclarar que en esta seccio´n, con la intencio´n de facilitar la lec-
tura del documento, tan so´lo se mostrara´n los resultados completos obtenidos para
los problemas TSP y CVRP. Estos pueden encontrarse en las tablas 5.5 y 5.6 y la
tabla 5.7. Para representar en este apartado los resultados logrados para el resto de
problemas se hara´ uso de diferentes gra´ficas resumen (Figuras 5.3, 5.4, 5.5 y 5.6).
Estas gra´ficas sintetizan la informacio´n mostrando una comparacio´n de los resul-
tados promedio de cada te´cnica para cada instancia del problema correspondiente.
Finalmente, los resultados completos del ATSP, VRPB, NQP o BPP se encuentran
en el ape´ndice de este trabajo (Ape´ndice A).
Como ya se ha mencionado en la introduccio´n de esta seccio´n, y con la in-
tencio´n de realizar un ana´lisis de resultados riguroso, se han llevado a cabo dos
tests estadı´sticos. La primera de las pruebas realizadas es el test normal z. Con esta
prueba los resultados obtenidos por el GB son directamente comparados con los
obtenidos por todas y cada una de las te´cnicas restantes. De esta manera, con este
test puede concluirse si las diferencias en los resultados obtenidos por el GB y el
resto de algoritmos son significativas o no. El estadı´stico z tiene la siguiente forma:
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Instancia Golden Ball GA1 GA2 DGA1 DGA2
Oliver30 (420) 420.0 (±0.0) 425.9 (±7.1) 426.0 (±9.9) 428.0 (±4.8) 424.1 (±6.8)
x˙ & T 420 0.2 420 0.3 420 0.2 420 0.3 420 0.2
Eilon50 (425) 427.0 (±1.5) 451.5 (±15.1) 442.5 (±6.5) 442.1 (±7.4) 435.8 (±5.8)
x˙ & T 425 1.1 435 1.3 432 1.5 433 0.9 429 0.8
Eil51 (426) 428.6 (±1.3) 453.6 (±10.5) 444.8 (±9.8) 442.5 (±7.9) 438.4 (±4.8)
x˙ & T 427 1.4 439 1.8 434 1.8 432 1.1 430 1.3
Berlin52 (7542) 7542.0 (±0.0) 7945.6 (±168.6) 7841.3 (±256.7) 7914.3 (±186.9) 7866.0 (±296.4)
x˙ & T 7542 2.1 7542 1.4 7542 1.8 7542 1.2 7542 1.9
St70 (675) 679.4 (±3.5) 711.8 (±33.6) 716.4 (±44.3) 719.6 (±18.8) 699.0 (±11.9)
x˙ & T 675 4.2 682 5.2 684 4.2 705 3.8 683 3.9
Eilon75 (535) 544.3 (±3.3) 582.0 (±14.3) 565.6 (±12.0) 570.4 (±10.6) 557.1 (±8.9)
x˙ & T 536 5.4 570 5.8 550 5.5 556 5.1 544 4.5
Eil76 (538) 545.3 (±3.7) 582.8 (±15.0) 569.7 (±11.5) 574.8 (±15.1) 563.5 (±6.4)
x˙ & T 539 5.5 560 6.0 545 5.7 556 5.1 552 5.1
Eil101 (629) 643.7 (±4.3) 696.0 (±16.8) 676.6 (±11.2) 678.7 (±13.7) 665.6 (±10.3)
x˙ & T 636 8.9 676 17.2 657 10.7 657 12.9 643 8.4
Tabla 5.5: Primera parte de los resultados de los algoritmos GB, GA1, GA2, DGA1
yDGA2 para el TSP. Para cada instancia se muestra el resultado promedio, desviacio´n
tı´pica, mejor resultado obtenido y tiempo de ejecucio´n promedio.
z =
XGB −Xi√
σ2GB
nGB
+
σ2i
ni
en la que:
XGB: Media aritme´tica de los resultados obtenidos por GB,
σGB: Desviacio´n tı´pica de los resultados obtenidos por GB,
nGB: Nu´mero de ejecuciones realizadas por GB,
Xi: Media aritme´tica de los resultados obtenidos por la te´cnica i,
σi: Desviacio´n tı´pica de los resultados obtenidos por la te´cnica i,
ni: Nu´mero de ejecuciones realizadas por el algoritmo i,
Es interesante mencionar que en este test el GB se enfrenta al resto de meta-
heurı´sticas implementadas por separado. Por lo tanto, el para´metro i puede tomar
los valoresGA1,GA2,DGA1 andDGA2. El intervalo de confianza ha sido estable-
cido en el 95 % (z0,05 = 1.96). De esta forma, el resultado del test puede ser positivo
(+) si z ≥ 1,96; negativo (-) si z ≤ −1,96; o neutro (*) si −1,96 < z < 1,96. Un
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Instancia Golden Ball GA1 GA2 DGA1 DGA2
KroA100 (21282) 21386.7 (±99.7) 22559.3 (±538.4) 21838.8 (±419.1) 22757.1 (±433.6) 21940.6 (±313.1)
x˙ & T 21282 9.5 21679 12.4 21376 9.3 22206 13.7 21478 10.4
KroB100 (22140) 22311.0 (±139.6) 23342.4 (±468.6) 22896.3 (±424.8) 23323.1 (±375.8) 22815.3 (±329.7)
x˙ & T 22140 9.7 22574 12.4 22178 10.5 22763 13.5 22264 10.9
KroC100 (20749) 20968.2 (±111.3) 22010.3 (±607.1) 21536.1 (±396.1) 22311.5 (±582.6) 21472.3 (±321.9)
x˙ & T 20769 9.3 21348 12.8 20880 9.8 21454 13.6 21039 9.5
KroD100 (21294) 21485.8 (±188.2) 22642.2 (±543.2) 22205.6 (±401.6) 22719.0 (±616.2) 22065.0 (±406.2)
x˙ & T 21294 9.7 21696 12.2 21495 9.9 22013 12.7 21459 10.8
KroE100 (22068) 22266.8 (±158.1) 23228.3 (±416.4) 22752.7 (±304.3) 23062.8 (±443.9) 22819.0 (±312.2)
x˙ & T 22068 9.8 22418 11.1 22147 9.5 22299 13.5 22819 10.4
Pr107 (44303) 44693.0 (±210.7) 47356.1 (±1210.1) 45614.4 (±1389.4) 46533.1 (±1507.9) 45506.8 (±1323.4)
x˙ & T 44391 10.1 45512 16.8 44387 10.6 44872 16.1 44438 12.4
Pr124 (59030) 59348.2 (±190.3) 60871.8 (±694.0) 59943.7 (±544.7) 61149.0 (±888.2) 60193.8 (±569.4)
x˙ & T 59030 16.2 59953 24.5 59030 17.1 59490 30.2 59076 14.3
Pr136 (96772) 98906.5 (±1296.2) 102819.1 (±1929.7) 100610.5 (±1230.7) 102585.2 (±3241.8) 100949.0 (±1706.6)
x˙ & T 97439 23.5 99468 38.4 98137 24.1 98973 40.9 98797 26.2
Pr144 (58537) 58712.0 (±247.7) 60715.4 (±1753.4) 60662.3 (±2330.9) 61447.3 (±1763.7) 59470.5 (±641.1)
x˙ & T 58537 34.1 58922 53.6 58599 32.5 59143 58.3 58538 33.5
Pr152 (73682) 74320.7 (±390.3) 76819.0 (±2038.8) 75699.1 (±912.0) 76563.5 (±904.8) 75663.9 (±1253.3)
x˙ & T 73818 36.7 74268 68.1 74526 37.5 74613 80.0 74249 35.8
Tabla 5.6: Segunda parte de los resultados de los algoritmos GB, GA1, GA2, DGA1
yDGA2 para el TSP. Para cada instancia se muestra el resultado promedio, desviacio´n
tı´pica, mejor resultado obtenido y tiempo de ejecucio´n promedio.
valor + indica que el GB es significativamente mejor que su adversario. El caso
contrario implica que el GB es significativamente inferior, mientras que * demues-
tra que la diferencia en los resultados no es relevante. En este estudio se mostrara´n
tambie´n los valores del estadı´stico z para cada uno de los casos. Con esto, las dife-
rencias pueden concretarse con mayor minuciosidad. En las tablas 5.8, 5.9 y 5.10
se muestran los resultados obtenidos al realizar este test.
El segundo test estadı´stico llevado a cabo es el famoso test de Friedman. En
la tabla 5.11 se exponen los resultados medios obtenidos mediante esta prueba. Es
interesante tener en cuenta que cuanto menor sea el nu´mero logrado mejor sera´ el
ranking del algoritmo. Este ranking se ha obtenido considerando los resultados
medios de cada te´cnica y compara´ndolos instancia por instancia. Adema´s de esto, el
valorX2r tambie´n se ha representado en la tabla 5.11, con la intencio´n de comprobar
si las diferencias entre las te´cnicas son estadı´sticamente significativas. Este valor
se ha obtenido mediante la fo´rmula que se presenta a continuacio´n:
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Instancia Golden Ball GA1 GA2 DGA1 DGA2
En22k4 (375) 376.0 (±2.2) 390.3 (±13.4) 410.0 (±14.4) 401.0 (±15.3) 393.5 (±15.0)
x˙ & T 375 0.9 375 2.4 390 1.2 375 3.8 375 1.8
En23k3 (569) 589.7 (±17.7) 625.1 (±31.5) 660.0 (±27.8) 655.1 (±23.1) 587.6 (±23.5)
x˙ & T 569 0.7 569 3.8 602 1.1 601 3.1 569 1.8
En30k3 (503) 517.4 (±15.6) 574.3 (±28.4) 597.4 (±49.3) 560.4 (±49.5) 577.7 (±71.5)
x˙ & T 503 2.2 521 5.1 529 2.8 503 4.1 503 2.2
En33k4 (835) 857.8 (±9.6) 917.0 (±35.1) 947.7 (±26.5) 921.8 (±27.1) 919.8 (±23.4)
x˙ & T 844 2.8 862 7.6 902 2.8 888 6.1 862 2.3
En51k5 (521) 578.1 (±10.9) 681.6 (±51.4) 677.9 (±81.7) 635.4 (±31.6) 624.4 (±43.7)
x˙ & T 561 9.8 574 17.6 589 10.1 572 23.1 568 7.6
En76k7 (682) 755.8 (±13.1) 852.5 (±47.5) 849.9 (±53.5) 819.7 (±31.6) 799.9 (±43.7)
x˙ & T 736 25.5 755 59.6 753 24.8 722 67.0 750 23.4
En76k8 (735) 816.9 (±14.8) 923.2 (±37.0) 908.9 (±38.4) 883.3 (±53.5) 873.9 (±43.7)
x˙ & T 795 31.5 851 64.6 859 32.5 801 69.2 808 28.5
En76k10 (830) 913.6 (±15.6) 1002.8 (±32.4) 995.2 (±58.7) 962.6 (±41.5) 959.0 (±50.6)
x˙ & T 888 37.8 932 65.4 928 37.6 906 55.2 888 27.2
En76k14 (1021) 1124.6 (±11.5) 1198.8 (±20.0) 1186.7 (±47.9) 1177.3 (±52.8) 1172.2 (±37.1)
x˙ & T 1107 28.8 1142 60.1 1117 32.7 1104 46.4 1110 29.4
En101k8 (815) 906.4 (±16.4) 1104.4 (±44.8) 999.9 (±46.0) 971.7 (±69.1) 991.1 (±41.1)
x˙ & T 867 69.8 1042 124.5 908 67.5 893 134.2 933 67.5
En101k14 (1071) 1191.5 (±26.1) 1298.0 (±112.4) 1288.8 (±52.8) 1249.9 (±56.5) 1273.5 (±50.7)
x˙ & T 1155 77.9 1175 119.4 1187 78.5 1182 134.4 1194 75.4
Tabla 5.7: Resultados de los algoritmos GB, GA1, GA2, DGA1 y DGA2 para el
CVRP. Para cada instancia se muestra el resultado promedio, desviacio´n tı´pica, mejor
resultado obtenido y tiempo de ejecucio´n promedio.
X2r =
12
HK(K + 1)
∑
(HRc)2 − 3H(K + 1)
Siendo H el nu´mero de instancias utilizadas para el problema (por ejemplo,
para el ATSP H=19), K el nu´mero de te´cnicas empleadas (5), y Rc el valor con-
seguido en el ranking de Friedman. El intervalo de confianza se ha establecido en
99 %. Con esto, el punto crı´tico en una distribucio´n χ2 con 4 grados de libertad es
13.277. Por lo tanto, si X2r > 13,277, puede concluirse que las diferencias entre
los algoritmos son estadı´sticamente significativas. De cualquier otra manera, las
diferencias son consideradas insignificantes.
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Figura 5.3: Resumen de los resultados promedio obtenidos para el ATSP. Conviene
mencionar que, con la intencio´n de facilitar la visualizacio´n del gra´fico, 3 instancias
(br17, ft70 y pro124p) han quedado fuera debido a la diferencia de los resultados
promedio
5.5 Ana´lisis de los resultados
Continuando con la filosofı´a adoptada en el apartado anterior, y con la intencio´n
de no extender en exceso la presente seccio´n con informacio´n redundante, se ha
adoptado la siguiente estrategia: en un primer momento se realizara´ un profundo
ana´lisis de los resultados obtenidos para el problema TSP. Despue´s de esto, se
analizara´n de la misma forma los resultados logrados para el CVRP. Finalmente, se
llevara´ a cabo un ana´lisis general respecto a los cuatro problemas restantes (ATSP,
VRPB, NQP y BPP).
Tras observar los datos representados en las Tablas 5.5 y 5.6, a simple vista
podrı´a decirse que la te´cnica propuesta en este trabajo ofrece mejores resultados
que todos y cada uno de los algoritmos utilizados para la comparacio´n, en te´rminos
tanto de mejor solucio´n obtenida por instancia, como resultado promedio. Esto es
debido a que el GB aventaja al resto de alternativas en el 100 % de los casos (18
de 18) en relacio´n al resultado medio, mientras que la mejor solucio´n obtenida en
cada instancia por el mismo supera las del resto en el 94 % de los casos (17 de 18).
120
5.5 Ana´lisis de los resultados
Figura 5.4: Resumen de los resultados promedio obtenidos para el VRPB.
Adema´s de esto, si se presta atencio´n a los resultados logrados al llevar a cabo el
test estadı´stico z normal (Tabla 5.8) puede deducirse que las diferencias entre los
resultados obtenidos por el GB y el resto de te´cnicas son estadı´sticamente significa-
tivas el 100 % de las ocasiones. Esta mejora es apoyada tambie´n por los resultados
ofrecidos por el Test de Friedman en la Tabla 5.11. El u´nico caso en el que el GB se
ve superado por alguno de los algoritmos implementados es en la instancia Pr107,
en la que el GA2 proporciona una mejor solucio´n encontrada (44391 ofrecida por
el GB, frente a 44387 por GA2). Aun ası´, este hecho no supone un problema ma-
yor, ya que el GB aventaja al GA2 en relacio´n al resultado promedio y desviacio´n
esta´ndar.
La tendencia del GB de obtener mejores resultados en esta experimentacio´n
podrı´a darse por diversos factores [Osaba 14e]. Como ya se ha pormenorizado en
secciones anteriores, el GB es una te´cnica que combina la optimizacio´n individual
de los jugadores (entrenamientos convencionales), con procesos de competicio´n
(partidos) y cooperacio´n entre los mismos (entrenamientos personalizados). Mien-
tras que la meta-heurı´stica propuesta en este trabajo dota de mayor importancia a
la mejora individual de los jugadores, el resto de te´cnicas centra su esfuerzo en los
mecanismos cooperativos. Este hecho es muy comu´n en la comunidad de te´cnicas
121
5. Experimentacio´n y resultados
Figura 5.5: Resumen de los resultados promedio obtenidos para el NQP.
poblacionales y multi-poblacionales, como bien se ha comprobado en la Seccio´n
3.2 y 3.3. De todos modos, es adecuado recalcar que el GB posee un mecanismo
de cooperacio´n de individuos, por medio del entrenamiento personalizado (Seccio´n
4.2.2.1). Este recurso se emplea en contadas ocasiones, siempre y cuando se con-
sidere presumiblemente beneficioso para el proceso de bu´squeda y la exploracio´n
del espacio de soluciones. Este mecanismo ayuda a evitar los o´ptimos locales y a
explorar el espacio de manera exhaustiva.
Otra ventaja respecto al GA1, GA2 y DGA1, en este caso, y respecto a muchas
otras te´cnicas de la literatura, es la opcio´n de un jugador de explorar diferentes
estructuras de vecindario. Este hecho sucede gracias a que los individuos pueden
alternar sus equipos, obteniendo con esto diferentes tipos de entrenamiento a lo
largo de la ejecucio´n del algoritmo. Esta herramienta es otro camino para evadir
los o´ptimos locales y contribuye a que los jugadores rastreen el espacio de diver-
sas maneras. Adema´s de esto, los jugadores pueden ahondar en aquellas regiones
del espacio que resulten ma´s interesantes para el proceso de bu´squeda. Por otro
lado, los algoritmos GA1, GA2, DGA1 y DGA2 cuentan tambie´n con varios me-
canismos para intentar esquivar o´ptimos locales, pero no son tan efectivos como
los ofrecidos por el GB.
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Figura 5.6: Resumen de los resultados promedio obtenidos para el BPP.
En lo relativo a los tiempos de ejecucio´n, tanto el GA1 como el DGA1 requie-
ren de un esfuerzo mayor que el GB, mientras que el GA2 y el DGA2 demandan
tiempos similares a los del GB. Este hecho proporciona una nueva ventaja para
el GB, debido a que utilizando unos tiempos semejantes logra encontrar mejores
soluciones que el resto de meta-heurı´sticas.
Las razones por las que el algoritmo propuesto precisa de un esfuerzo compu-
tacional menor que el GA1 y DGA1 son lo´gicas. Si se comparan los operado-
res individuales (mutaciones y entrenamientos convencionales) y los operadores
cooperativos (cruces y entrenamientos personalizados), los segundos necesitan un
mayor tiempo de ejecucio´n, ya que se trata de operaciones complejas entre dos so-
luciones diferentes. Por el contrario, los operadores individuales trabajan con una
sola solucio´n, y consisten en pequen˜os cambios realizadas en un tiempo mı´nimo.
El GB realiza un menor nu´mero de movimientos cooperativos en comparacio´n con
el GA1 y el DGA1, y este hecho se refleja perfectamente en los tiempos de ejecu-
cio´n. Finalmente, el GB, el GA2 y el DGA2 obtienen tiempos similares debido a
que utilizan sus operadores de manera semejante.
Otro factor importante que es obligatorio destacar es la robustez propia de la
meta-heurı´stica GB. Si se fija la atencio´n en las desviaciones tı´picas de cada una
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Instancia vs. GA1 vs. GA2 vs. DGA1 vs. DGA2 Instancia vs. GA1 vs. GA2 vs. DGA1 vs. DGA2
br17 + (3.16) + (3.16) * (0.00) * (0.00) Oliver30 + (3.71) + (2.71) + (7.45) + (2.69)
ftv33 + (5.97) + (14.88) + (6.76) + (5.74) Eilon50 + (7.22) + (10.39) + (8.94) + (6.56)
ftv35 + (7.67) + (6.35) + (7.68) + (8.79) Eil51 + (10.56) + (7.32) + (7.76) + (8.81)
ftv38 + (7.48) + (5.40) + (7.86) + (9.03) Berlin52 + (10.70) + (5.21) + (8.90) + (4.88)
p43 + (8.07) + (10.26) + (8.85) + (7.60) St70 + (4.28) + (3.72) + (9.40) + (7.12)
ftv44 + (5.67) + (15.48) + (6.27) + (7.61) Eilon75 + (11.48) + (7.61) + (10.51) + (6.03)
ftv47 + (6.10) + (5.93) + (6.67) + (7.84) Eil76 + (10.85) + (9.03) + (8.48) + (11.01)
ry48p + (6.46) + (7.45) + (6.45) + (8.61) Eil101 + (13.48) + (12.26) + (10.90) + (8.77)
ft53 + (11.70) + (19.65) + (12.45) + (13.53) KroA100 + (9.57) + (4.68) + (13.77) + (7.53)
ftv55 + (6.77) + (8.18) + (10.57) + (12.19) KroB100 + (9.43) + (5.85) + (11.29) + (6.29)
ftv64 + (7.12) + (26.02) + (8.77) + (11.13) KroC100 + (7.55) + (6.17) + (10.47) + (6.61)
ftv70 + (6.10) + (21.97) + (9.89) + (13.83) KroD100 + (8.99) + (7.25) + (8.55) + (5.78)
ft70 + (2.28) + (25.62) + (4.88) + (6.65) KroE100 + (9.65) + (6.33) + (7.55) + (7.05)
kro124p + (9.80) + (14.48) + (12.17) + (8.89) Pr107 + (9.69) + (2.93) + (5.40) + (2.71)
ftv170 + (3.64) + (3.16) + (4.69) + (4.79) Pr124 + (9.46) + (4.61) + (8.86) + (6.29)
rbg323 + (7.97) + (7.56) + (6.98) + (3.85) Pr136 + (7.52) + (4.26) + (4.71) + (4.26)
rbg358 + (35.52) + (35.54) + (12.54) + (11.73) Pr144 + (5.05) + (3.72) + (6.86) + (4.93)
rbg403 + (18.11) + (13.14) + (11.56) + (11.43) Pr152 + (5.38) + (6.21) + (10.17) + (4.57)
rbg443 + (10.76) + (10.05) + (10.96) + (10.84)
Tabla 5.8: Test normal z para los problemas ATSP y TSP. + implica una mejora sig-
nificativa. - denota que es sustancialmente peor. * indica que las diferencias no son
significativas (con un nivel de confianza del 95 %).
de las te´cnicas empleadas, puede comprobarse como en el 100 % de los casos (18
sobre 18) el GB ofrece una menor dispersio´n de resultados. Este hecho implica
que la diferencia entre la mejor y la peor solucio´n encontrada para cada instancia
es pequen˜a. Esta caracterı´stica es un claro indicativo de la robustez y la fiabilidad
inherentes del GB, algo muy apreciado en caso de querer utilizar la meta-heurı´stica
en entornos reales, en los que una mala solucio´n puede ser muy perjudicial.
Para terminar con este primer ana´lisis de resultados, y con la intencio´n de rea-
lizar un examen con mayor profundidad, se realizara´ una comparacio´n en relacio´n
al comportamiento de convergencia del GB y del DGA2. Cabe destacar que se ha
seleccionado el algoritmo DGA2 debido a que es el que guarda mayor similitud
con el GB, ya sea en cuanto a concepto, como en resultados obtenidos. En la tabla
5.12 se exhibe el promedio de evaluaciones de la funcio´n objetivo necesitadas por
cada te´cnica para alcanzar la solucio´n ofrecida como solucio´n final a cada instancia
del TSP. Este nu´mero se expresa en miles.
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Instancia vs. GA1 vs. GA2 vs. DGA1 vs. DGA2 Instancia vs. GA1 vs. GA2 vs. DGA1 vs. DGA2
C101 + (3.80) + (3.46) + (6.54) + (2.62) En22k4 + (4.70) + (10.43) + (7.23) + (5.16)
C201 + (9.75) + (13.49) + (13.93) + (3.08) En23k3 + (4.38) + (9.53) + (10.03) ∗ (-1.03)
R101 + (7.46) + (5.79) + (7.96) * (0.89) En30k3 + (7.85) + (6.91) + (3.70) + (3.68)
R201 + (21.16) + (8.18) + (11.39) + (5.29) En33k4 + (7.27) + (14.26) + (9.95) + (10.96)
RC101 + (10.32) + (7.96) + (5.74) + (5.83) En51k5 + (8.80) + (5.41) + (7.66) + (4.59)
RC201 + (10.16) + (6.26) + (14.93) * (1.45) En76k7 + (8.77) + (7.64) + (8.35) + (4.32)
En23k3 + (9.16) + (8.94) + (9.18) * (1.32) En76k8 + (11.92) + (9.99) + (5.34) + (5.52)
En30k4 + (18.97) + (17.84) + (9.77) + (7.44) En76k10 + (11.09) + (6.00) + (4.94) + (3.83)
En33k4 + (8.98) + (6.48) + (7.53) + (6.29) En76k14 + (14.38) + (5.63) + (4.36) + (5.48)
En51k5 + (9.70) + (10.49) + (14.61) + (2.38) En101k8 + (18.56) + (8.56) + (4.11) + (8.55)
En76k8 + (10.57) + (8.96) + (7.06) + (5.44) En101k14 + (4.12) + (7.38) + (4.19) + (6.43)
En101k14 + (13.24) + (7.93) + (18.47) + (10.24)
Tabla 5.9: Test normal z para los problemas VRPB y CVRP. + implica una mejora
significativa. - denota que es sustancialmente peor. * indica que las diferencias no son
significativas (con un nivel de confianza del 95 %).
La tabla 5.12 muestra co´mo ambos algoritmos presentan un comportamien-
to parecido, destacando ligeramente el GB, ya que obtiene una convergencia ma´s
ra´pida en 10 de las 18 instancias. Este hecho tambie´n supone una ventaja para la
meta-heurı´stica presentada en este trabajo, debido a su capacidad para encontrar
mejores soluciones haciendo uso de un nu´mero similar de evaluaciones de la fun-
cio´n objetivo.
Como conclusio´n podrı´a decirse que, haciendo uso de los mismos operadores
y los mismos para´metros, la te´cnica propuesta en este documento es ma´s eficiente
que los algoritmos GA1, GA2, DGA1 y DGA2 para el TSP, en te´rminos de calidad
de soluciones, tiempos de ejecucio´n, robustez y comportamiento de convergencia.
Respecto al problema CVRP, al igual que sucede en el caso del TSP, la te´cni-
ca propuesta obtiene mejores resultados en la mayorı´a de las instancias utilizadas
(10 de 11). El u´nico caso en el que el GB se ha visto superado por otra te´cnica
en este aspecto es en la instancia En23k3, en la que DGA2 ha obtenido un resul-
tado promedio mejor. De todas formas, como bien puede comprobarse en la tabla
5.9 correspondiente al test estadı´stico z normal, esta mejora no es estadı´sticamente
significativa. Observando la misma tabla, por otro lado, puede verse co´mo GB ofre-
ce mejoras estadı´sticamente resen˜ables en todos los enfrentamientos (43 de 44), a
excepcio´n del arriba mencionado.
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Instancia vs. GA1 vs. GA2 vs. DGA1 vs. DGA2 Instancia vs. GA1 vs. GA2 vs. DGA1 vs. DGA2
N1C1W1 A + (6.32) + (11.06) + (10.11) + (8.85) 8-Queens * (0.00) * (0.00) * (0.00) * (0.00)
N1C1W1 B + (14.23) + (6.32) + (6.32) + (6.32) 20-Queens + (13.00) * (0.00) + (7.91) + (6.08)
N1C2W1 A + (9.39) + (9.39) + (9.89) + (12.72) 50-Queens + (19.71) + (17.16) + (28.74) + (16.99)
N1C2W1 B + (17.61) + (14.14) + (9.89) + (8.22) 75-Queens + (31.37) + (15.71) + (33.25) + (22.16)
N2C1W1 A + (19.79) + (13.19) + (17.91) + (9.96) 100-Queens + (37.42) + (23.04) + (34.32) + (22.37)
N2C1W1 B + (9.71) + (10.72) + (12.73) + (11.33) 125-Queens + (31.57) + (31.97) + (39.71) + (36.39)
N2C2W1 A + (7.00) + (17.61) + (18.00) + (14.00) 150-Queens + (29.69) + (30.04) + (33.13) + (46.36)
N2C2W1 B + (8.09) + (12.49) + (16.19) + (14.57) 200-Queens + (33.09) + (33.66) + (36.14) + (34.96)
N3C2W2 A + (28.59) + (15.64) + (20.95) + (14.48) 225-Queens + (33.05) + (58.64) + (55.42) + (34.05)
N3C2W2 B + (40.08) + (19.89) + (19.29) + (16.90) 250-Queens + (61.21) + (26.80) + (43.06) + (51.66)
N3C3W1 A + (32.34) + (9.55) + (14.74) + (8.04) 275-Queens + (24.21) + (37.31) + (30.14) + (37.75)
N3C3W1 B + (20.57) + (7.98) + (14.14) + (8.48) 300-Queens + (60.37) + (40.71) + (45.51) + (37.27)
N4C1W1 A + (24.07) + (12.23) + (21.45) + (17.64) 325-Queens + (60.93) + (39.41) + (72.50) + (58.97)
N4C2W1 A + (24.98) + (2.48) + (27.58) + (15.01) 350-Queens + (66.00) + (52.06) + (59.30) + (43.39)
N4C2W1 B + (17.97) * (1.27) + (26.22) + (21.00) 400-Queens + (34.01) + (31.60) + (41.51) + (41.40)
N4C2W1 C + (18.90) + (4.70) + (16.79) + (9.16)
Tabla 5.10: Test normal z para los problemas BPP y NQP. + implica una mejora
significativa. - denota que es sustancialmente peor. * indica que las diferencias no son
significativas (con un nivel de confianza del 95 %).
En relacio´n a la mejor solucio´n encontrada, el GB supera al resto de te´cnicas en
5 de las 11 instancias (En33k4, En51k5, En76k8, En101k8 y En101k14), mientras
que se ve rebasado en 2 de ellas (En76k7 y En76k14). En las 4 instancias restan-
tes el GB comparte el privilegio de ser la meta-heurı´stica que mejor solucio´n ha
encontrado al problema con alguna de las alternativas empleadas.
Dando paso a los tiempos de ejecucio´n, el GB mejora ampliamente a los algo-
ritmos GA1 y DGA1, de la misma forma y por las mismas razones que ocurre en
Problema GB GA1 GA2 DGA1 DGA2 X2r
TSP 1.00 4.61 2.94 4.16 2.27 60.15
ATSP 1.01 3.16 4.52 3.17 3.01 42.14
CVRP 1.09 4.19 4.26 3.00 2.45 52.39
VRPB 1.00 4.33 3.25 4.00 2.25 30.59
NQP 1.04 4.21 2.28 4.21 2.64 22.18
BPP 1.00 3.96 3.03 4.06 2.81 33.55
Tabla 5.11: Resultados del test de Friedman (Cuanto menor sea el resultado, mejor
sera´ el ranking). La u´ltima columna representa el valor X2r
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Instancia GB DGA2 Instancia GB DGA2
Oliver30 10.72 17.06 KroB100 285.29 242.91
Eilon50 52.86 49.74 KroC100 277.70 308.12
Eil51 51.46 54.27 KroD100 199.56 248.74
Berlin52 53.04 54.00 KroE100 294.94 287.33
St70 127.62 104.61 Pr107 338.33 362.50
Eilon75 138.40 128.78 Pr124 408.16 464.77
Eil76 144.30 137.77 Pr136 616.52 706.00
Eil101 312.89 311.03 Pr144 771.01 867.56
KroA100 232.86 281.11 Pr152 1195.98 996.85
Tabla 5.12: Comportamiento de convergencia delGB yDGA2 para el TSP, expresada
en miles de evaluaciones de la funcio´n objetivo
el TSP. Comparado por el GA2, por otro lado, los tiempos empleados por cada una
de las te´cnicas guardan un gran parecido. Finalmente, debido a la utilizacio´n de
la misma parametrizacio´n y operadores, los tiempos del GB y DGA2 son tambie´n
similares entre sı´. Aun ası´, el GB es una te´cnica ma´s compleja que el DGA2, con
una capacidad de exploracio´n y explotacio´n mayor. Es por esta razo´n por la que
el GB efectu´a una bu´squeda ma´s exhaustiva del espacio de soluciones, acarreando
con ello unos tiempos ligeramente mayores.
Adema´s de esto, las desviaciones tı´picas presentadas por el GB son menores
que las dadas por el resto de alternativas tambie´n para el CVRP, lo que conlleva
a una mayor regularidad a la hora de ofrecer soluciones para el GB. Como bien
se ha dicho anteriormente, esta caracterı´stica proporciona robustez y fiabilidad a la
meta-heurı´stica.
Finalmente, siguiendo los pasos realizados con el problema anterior, en la tabla
5.13 pueden observarse los comportamientos de convergencia del GB yDGA2 para
el CVRP.
Al contrario que sucede con el TSP, en el presente problema el GB muestra
un comportamiento de convergencia mejor que el DGA2, necesitando un menor
nu´mero de evaluaciones para casi todas las instancias (10 de 11). En este caso, esto
reporta una gran ventaja para el GB, demostrando que en un nu´mero menor de
evaluaciones puede obtener mejores resultados que su competidor.
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Instancia GB DGA2 Instance GB DGA2
En22k4 29.56 33.16 En76k8 242.37 284.69
En23k3 16.65 24.04 En76k10 216.19 262.75
En30k3 57.51 72.39 En76k14 232.66 227.74
En33k4 40.99 63.09 En101k8 595.84 796.99
En51k5 122.76 138.45 En101k14 502.24 591.75
En76k7 227.84 307.19
Tabla 5.13: Comportamiento de convergencia delGB yDGA2 para el TSP, expresada
en miles de evaluaciones de la funcio´n objetivo
Con todo esto, podrı´a decirse que, en te´rminos generales, el GB es mejor que los
algoritmosGA1,GA2,DGA1 yDGA2 tambie´n para el CVRP. La te´cnica propues-
ta es mejor en te´rminos de calidad, robustez y comportamiento de convergencia. En
lo referente a los tiempos de ejecucio´n, el GB actu´a de forma similar a las te´cnicas
GA2 y DGA2, siendo ampliamente mejor que los me´todos GA1 y DGA1.
En lo que respecta a los problemas restantes, las conclusiones que pueden ob-
tenerse al analizar los resultados obtenidos para dichos problemas son las mismas
que las relatadas con anterioridad. En general podrı´a decirse que el GB supera al
resto de te´cnicas en te´rminos de calidad de soluciones. Observando los datos ofre-
cidos por las tablas A.1, A.2, A.3 y A.4, disponibles en el ape´ndice A, puede verse
como el GB demuestra un rendimiento mejor en el 95.16 % de las instancias (59 de
62). En las 3 instancias restantes el GB obtiene los mejores registros junto a una o
ma´s te´cnicas. En todo caso, la meta-heurı´stica propuesta en este trabajo no es su-
perada en ninguna de estas 62 instancias. Adema´s de esto, como bien se demuestra
en las tablas 5.9 y 5.10, las diferencias entre los resultados del GB y el resto de al-
ternativas son estadı´sticamente significativas en el 95.96 % de los enfrentamientos
(238 de 248), siendo las diferencias insignificantes en el 4.04 % restante.
En relacio´n al ATSP, el GB logra imponerse a sus competidores en el 94.73 %
de los casos (18 de 19). En la instancia restante el GB alcanza el mismo resultado
promedio que el DGA1 y DGA2. Estas diferencias son significativas en el 97.36 %
de las confrontaciones (74 de 76). Por otro lado, centrando la atencio´n en los pro-
blemas VRPB y BPP, el GB supera al resto de alternativas en el 100 % de los casos,
siendo estas mejoras significativas en el 93.75 % de los enfrentamientos (45 de 48)
para el VRPB, y en el 100 % de los enfrentamientos (64 de 64) en el caso del BPP.
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Finalmente, en lo que respecta al NQP, la meta-heurı´stica presentada en esta tesis
demuestra ser mejor en el 86.66 % de las instancias (13 de 15). En las instancias
restantes el GB obtiene los mejores registros en conjunto con alguna de las otras
alternativas. En cuanto al apartado estadı´stico, estas mejoras son resen˜ables en el
91 % de los casos (55 de 60).
Asimismo, observando los datos ofrecidos por el test estadı´stico de Friedman
(Tabla 5.11), podrı´a decirse de nuevo que el GB es la te´cnica que mejores resul-
tados ha logrado, tanto para el ATSP, como para el VRPB, NQP y BPP. Por otro
lado, todos los valores de X2r que pueden contemplarse en dicha tabla son mayores
que el punto crı´tico, 13.227. Esto indica que las diferencias entre los resultados
de los diferentes algoritmos son estadı´sticamente significativas, al igual que se ha
concluido al realizar el test z normal.
En lo relativo a los tiempos de ejecucio´n, podrı´a decirse que los rendimien-
tos observados son realmente similares a los presentados para el TSP y CVRP, ya
que el GB es ma´s ra´pido que el GA1 y DGA1, mientras que requiere unos tiem-
pos parecidos a los ofrecidos por el GA2 y DGA2. Como ya se ha explicado con
anterioridad, este hecho proporciona una gran ventaja al GB, debido a que logra
alcanzar unos resultados superiores en cuanto a calidad haciendo uso del mismo
esfuerzo computacional.
En lo que respecta a la robustez de las te´cnicas, el GB muestra unas desviacio-
nes esta´ndar inferiores a las del resto de algoritmos en el 93.54 % de las instancias
(58 de 62), pudiendo, de esta manera, extender a estos problemas las conclusiones
vertidas para el TSP y el CVRP.
Como conclusio´n final, puede destacarse la capacidad del GB para superar al
resto de las alternativas tambie´n para los problemas ATSP, VRPB, NQP y BPP.
An˜adiendo estas conclusiones a las expuestas para los problemas anteriores, es
prudente confirmar que el GB se posiciona como una te´cnica prometedora para
la resolucio´n tanto de problemas de asignacio´n de rutas a vehı´culos, en particular,
como de problemas de optimizacio´n combinatoria en general.
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Como bien se ha ido mencionando a lo largo de esta tesis, una de las principalescaracterı´sticas de los problemas de asignacio´n de rutas a vehı´culos es su ca-
pacidad para adaptarse y resolver problemas surgidos en el mundo real. De hecho,
estos problemas, normalmente, son creados a partir de una situacio´n de transporte
veraz, a la cual se le pretende dar una solucio´n eficiente. En relacio´n a esto, y co-
mo ya se ha mencionado en la seccio´n 2.2.5.8, los problemas ricos de asignacio´n
de rutas a vehı´culos, R-VPR, tambie´n llamados problemas de asignacio´n de rutas
a vehı´culos multi-atributo, son una clase de problemas especialmente concebidos
para ser aplicados a situaciones complejas propias del mundo real.
La principal caracterı´stica de los RVRP es la gran cantidad de restricciones
con las que cuentan, lo que hace que su tratamiento y resolucio´n sean unas tareas
extraordinariamente complejas. Es por esto por lo que una cualidad como la de
ser capaz de hacer frente a este tipo de situaciones es realmente apreciada en un
algoritmo. En esta seccio´n se describira´, con sendos ejemplos pra´cticos, co´mo la
meta-heurı´stica propuesta en esta tesis cuenta con dicha propiedad.
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Con todo esto, este capı´tulo constara´ de dos diferentes apartados. En el primero
de ellos se recapitulara´n los trabajos llevados a cabo por el autor de esta tesis en
relacio´n a este tema concreto (seccio´n 6.1). Despue´s de esto, en la seccio´n 6.2
se presentara´ una nueva situacio´n de transporte real, la cual se modelizara´ como
un RVRP, para ser abordada posteriormente por la meta-heurı´stica presentada en
este trabajo. Con este esfuerzo se pretende demostrar la capacidad de la te´cnica
propuesta para hacer frente a problemas de esta ı´ndole.
6.1 Trabajos previos relacionados con los problemas
RVRP
El autor de esta tesis cuenta con cierta experiencia en el campo de los problemas
de asignacio´n de rutas a vehı´culos multi-atributo. Hasta la fecha se han realizados
dos trabajos distintos, ambos enfocados al problema rico del viajante comercial,
RTSP, o problema del viajante comercial multi-atributo. En el primero de ellos se
disen˜o´ un problema mu´ltiple del viajante comercial asime´trico y con recogidas, el
cual fue resuelto con una meta-heurı´stica poblacional y adaptativa. Los detalles de
este trabajo pueden encontrarse en [Osaba 15a]. En el segundo de los trabajos se
desarrollo´ un problema mu´ltiple del viajante comercial asime´trico con entregas y
recogidas simulta´neas, o Multiple Asymmetric Traveling Salesman Problem with
Simultaneous Pickups and Deliveries, MA-TSP-SPD (MA-TSP-SPD) para hacer
frente a un problema de transporte bajo demanda [? ]. En este trabajo no solo se
plantea la problema´tica que se intenta cubrir con el problema planteado, sino que se
presenta un banco de pruebas y una primera solucio´n a este, proporcionada por una
meta-heurı´stica Golden Ball. En esta seccio´n se detallara´n los principales aspectos
de este trabajo.
Como bien se ha mencionado en la introduccio´n de esta tesis, el transporte
pu´blico cuenta con una gran importancia en la sociedad actual, debido a que es
utilizado por casi toda la poblacio´n mundial, y afecta directa e indirectamente a la
calidad de vida de las personas. Existen muchos tipos de transporte pu´blico, cada
uno con sus caracterı´sticas, pero todos ellos comparten los mismos contratiempos.
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Con la intencio´n de hacer frente a esos contratiempos nacio´ el concepto del trans-
porte bajo demanda (Transport On Demand, TOD)).
El TOD se refiere, principalmente, al transporte de pasajeros y bienes entre un
punto de origen y otro de destino. La gran mayorı´a de problemas relacionados con
el TOD se caracterizan por la presencia de tres objetivos enfrentados: maximizar el
nu´mero de peticiones de servicio atendidas, minimizar el costo operativo, y maxi-
mizar la satisfaccio´n de los usuarios.
Existen diferentes tipos de problemas TOD, siendo el Dial-a-Ride (DAR)
[Cordeau 07] uno de los ma´s conocidos. El DAR se caracteriza por su flexibili-
dad a la hora de disen˜ar las rutas y por la programacio´n de rutas llevadas a cabo
por vehı´culos pequen˜os/medianos en modo de viaje compartido entre varios puntos
de recogida y entrega impuestos por las necesidades de los pasajeros. Una aplica-
cio´n comu´n para este tipo de sistemas es el servicio de transporte en a´reas de baja
demanda, en las que una lı´nea de transporte regular no resulta econo´micamente
viable. Otra aplicacio´n tı´pica para los sistemas TOD es el servicio puerta-a-puerta
para personas discapacitadas o personas ancianas. En este contexto, los usuarios
formulan dos tipos de peticiones, una de salida para llegar su lugar de destino, y
otra de retorno. Este tipo de aplicacio´n cuenta con un amplio intere´s social, debi-
do a que, por encima de todo, ayuda a garantizar el bienestar de las personas con
necesidades especiales.
Los sistemas DAR y otro tipo de problemas TOD son el foco de muchos traba-
jos hoy en dı´a [Ritzinger 14, Paquette 13]. Adema´s de esto, varios sistemas DAR
sofisticados han sido implementados en diversas ciudades a lo largo del mundo,
como en Bristol (Reino Unido)1, Ciudad del Cabo (Suda´frica)2, Riverside (Califor-
nia)3, o Londres4.
El autor de esta tesis presenta, junto con varios investigadores ma´s, una apro-
ximacio´n para conseguir abordar diferentes problemas del tipo DAR. Para esto, el
problema DAR es modelizado como un RTSP, concretamente como el arriba men-
1http://www.bristoldialaride.org.uk/
2https://www.capetown.gov.za/en/Transport/Pages/AboutDialaRide.aspx
3http://www.riversidetransit.com/home/index.php/dial-a-ride
4https://www.tfl.gov.uk/modes/dial-a-ride/
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cionado MA-TSP-SPD. Las principales caracterı´sticas de este problema son las
siguientes:
1. Mu´ltiples vehı´culos: Esta es una caracterı´stica tı´pica del m-TSP visto en la
Seccio´n 2.2.3.2. De esta manera, se cuenta con una flota compuesta por un
nu´mero finito y concreto de k vehı´culos. Con estos k vehı´culos ha de satis-
facerse la demanda de todos los clientes del sistema. Adema´s de esto, existe
un depo´sito central, en el que las unidades mo´viles han de comenzar y finali-
zar sus rutas de manera obligatoria. Esta propiedad requiere la planificacio´n
de, exactamente, k rutas, cada una de las cuales realizada por una sola uni-
dad mo´vil. Finalmente, cada ruta no puede estar compuesta por ma´s de un
nu´mero fijo de q nodos.
2. Asimetrı´a: Los costes de viaje en el MA-TSP-SPD son asime´tricos, lo que
quiere decir que el viajar de un cliente i a un cliente j requiere un coste
diferente al trayecto inverso. Esta particularidad es propia del ATSP visto a
lo largo de este documento y aporta realismo y complejidad al problema.
3. Recogidas y entregas simulta´neas: Esta propiedad es una adaptacio´n de la
caracterı´stica tı´pica de los problemas VRPSPD vistos en la seccio´n 2.2.5.6.
Ba´sicamente, consiste en la existencia de dos tipos de nodos, los puntos de
entrega y puntos de recogida. Como sus propios nombres indican, los prime-
ros son aquellos puntos en los que los clientes abandonan la unidad mo´vil,
mientras que los primeros son aquellos en los que los clientes acceden al
vehı´culo.
Asimismo, es importante destacar que, debido a la naturaleza simulta´nea
del problema, un nodo puede pertenecer a ambas categorı´as. Finalmente, el
depo´sito, haciendo las veces de central de autobuses, puede actuar tambie´n
como punto de recogida y/o entrega.
Esta propiedad es especialmente importante en muchos problemas del tipo
DAR, como por ejemplo, el transporte puerta-a-puerta de personas con nece-
sidades especiales.
Por lo tanto, el MA-TSP-SPD disen˜ado se trata de un problema de asignacio´n
de rutas rico, en el que los costes son asime´tricos y en el que el objetivo es encontrar
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Figura 6.1: Posible instancia del MA-TSP-SPD compuesta por 15 nodos, y con unos
parametros k=4 y q=5, y posible solucio´n
exactamente k rutas, cada una de las cuales con una longitud ma´xima de q nodos,
minimizando el coste total de la solucio´n completa. Al tratarse de un problema
del tipo RTSP, el MA-TSP-SPD cuenta con diversas restricciones, aumentando con
ello la complejidad de la formulacio´n del problema. Esta caracterı´stica conduce
directamente a una mayor dificultad para resolverlo de forma eficiente, conllevando
a un importante reto cientı´fico al mismo tiempo.
En la figura 6.1(a) se muestra un ejemplo visual de una posible instancia del
MA-TSP-SPD propuesto compuesto por 15 nodos y con unos para´metros k=4 y
q=5. Igualmente, en la figura 6.1(b) se representa una posible solucio´n factible a
dicha instancia.
De esta forma, el MA-TSP-SPD propuesto por el autor puede ser definido co-
mo una grafo completo G = (V,A) donde V = {v0, v1, v2, . . . , vp, } es el conjunto
de ve´rtices que representan los nodos del sistema. Por otra parte, A = {(vi, vj) :
vi, vj ∈ V, i 6= j} es el conjunto de arcos que simbolizan las interconexiones entre
los diversos nodos. Cada arco tiene asociada una distancia dij . A causa de la na-
turaleza asime´trica del problema, dij 6= dji. Asimismo, el ve´rtice v0 representa el
depo´sito central, mientras que el resto de ve´rtices representan los puntos a visitar.
Para concluir, y con la intencio´n de facilitar la formulacio´n del problema, el con-
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junto V de puntos puede ser desglosado en dos subconjuntos diferentes, el primero
de ellos para los puntos de recogida PN = {c1, c2, . . . , cn}, y el segundo para los
puntos de entrega DN = {cn+1, cn+2, . . . , cn+m}, siendo n+m ≥ p.
Adema´s de esto, se ha utilizado la codificacio´n por permutacio´n para la repre-
sentacio´n de las soluciones. De esta manera, cada solucio´n es codificada mediante
un conjunto de nu´meros, los cuales representan las diferentes rutas que componen
la solucio´n. Asimismo, se ha utilizado el separador 0 con la intencio´n de distinguir
las diversas rutas dentro de una misma solucio´n.
Finalmente, el MA-TSP-SPD propuesto puede formularse matema´ticamente de
la siguiente manera:
Minimizar:
p∑
i=0
p∑
j=0
k∑
r=1
dijx
r
ij (6.1)
Donde:
xrij ∈ {0, 1}, i, j = 0 . . . p, i 6= j; r = 1 . . . k (6.2)
Sujeto a las siguientes restricciones:
p∑
i=0
k∑
r=1
xrij = 1, j = 0 . . . p; i 6= j (6.3)
p∑
j=0
k∑
r=1
xrij = 1, i = 0 . . . p; j 6= i (6.4)
p∑
i=0
p∑
j=0
xrij ≤ q, r = 1 . . . k (6.5)
p∑
j=0
k∑
r=1
xr0j = k (6.6)
p∑
i=0
k∑
r=1
xri0 = k (6.7)
p∑
i=0
xrij −
p∑
l=0
xrjl = 0, j = 0 . . . p; r = 1 . . . k (6.8)
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p∑
j=0
xrij −
p∑
l=0
xrli = 0, i = 0 . . . p; r = 1 . . . k (6.9)
La primera de las fo´rmulas simboliza la funcio´n objetivo, la cual hay que mi-
nimizar, y que representa la suma del coste de todas y cada una de las rutas de la
solucio´n. La fo´rmula 6.2 describe la naturaleza de la variable binaria xkij , cuyo valor
es 1 si el vehı´culo k emplea el arco (ci, cj), y 0 en caso contrario. Las funciones 6.3
y 6.4 garantizan que todos los nodos son visitados, exactamente, en una ocasio´n.
Asimismo, la sentencia 6.5 asegura que todas las rutas cumplen con la restriccio´n
de longitud q. Por otro lado, las restricciones 6.6 y 6.7 certifican que el nu´mero de
vehı´culos que abandonan y vuelven al depo´sito es el mismo. Igualmente, este valor
ha de ser k, es decir, la cuantı´a total de unidades mo´viles disponibles. Para finalizar,
el correcto flujo de cada ruta se garantiza gracias a las funciones 6.8 y 6.9.
Como ya se ha especificado en la seccio´n 5.1 de esta tesis, la existencia de
un conjunto de pruebas, o benchmark, para resolver un problema de optimizacio´n
es un factor crucial. En el aludido trabajo [? ] se presenta un conjunto de pruebas
para el MA-TSP-SPD, el cual es una modificacio´n del ATSP Benchmark que puede
encontrarse en la librerı´a TSPLib [Reinelt 91].
En total se han disen˜ado 19 instancias diferentes para el MA-TSP-SPD pro-
puesto, las cuales tienen una suma de nodos que oscila entre 17 y 443. El primer
nodo de cada instancia corresponde al depo´sito central, mientras que cada punto
restante cuenta con un para´metro extra denominado tipoi cuyo valor indica si el
punto en cuestio´n es de entrega o recogida. Este para´metro ha sido establecido de
la siguiente forma:
tipoi = punto de entrega, ∀i ∈ {1, 3, 5, . . . , n}
tipoi = punto de recogida, ∀i ∈ {2, 4, 6, . . . , n}
Adema´s de esto, el nu´mero de vehı´culos disponibles se ha fijado en k=4. Por otro
lado, se ha decidido que la longitud ma´xima de cada ruta sea q = int(p/4)+1, don-
de p es la suma total de nodos de la instancia. Finalmente, la localizacio´n geogra´fica
y los costes de los trayectos permanecen igual que en la instancia original.
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Nu´mero de equipos 4
Nu´mero de jugadores por equipo 12
Nu´mero de entrenamientos sin mejora para en-
trenamiento personalizado
6
Nu´mero de entrenamientos sin mejora para
transferencia especial
12
Funciones de entrenamiento convencionales
2-opt, Vertex Insertion (intra-
ruta e inter-ruta) y Swapping
Funcion de entrenamiento personalizado HRX
Tabla 6.1: Resumen de la parametrizacio´n empleada para el GB
Con la intencio´n de aumentar la replicabilidad de este estudio, el banco de
pruebas descrito se encuentra a disposicio´n en la pa´gina personal del autor de esta
tesis y bajo demanda.
Como bien se ha indicado al comienzo de esta seccio´n, el banco de pruebas pro-
puesto para este nuevo problema ha sido tratado por la meta-heurı´stica presentada
en esta tesis, el Golden Ball. La parametrizacio´n utilizada para el GB se represen-
ta en la tabla 6.1. Con esta experimentacio´n se ha querido demostrar co´mo el GB
es una te´cnica perfectamente capaz de afrontar problemas de alta complejidad, los
cuales son formulados para hacer frente a situaciones del transporte propias del
mundo real.
Todas las pruebas se realizaron en un ordenador porta´til Intel Core i5 – 2410,
con 2.30 GHz y una memoria RAM de 4 GB. Se utilizaron todas las instancias
descritas anteriormente, cuyos nombres portan un nu´mero que representa la canti-
dad de nodos que poseen. Se realizaron 30 ejecuciones por cada instancia. En la
tabla 6.2 se muestran los resultados obtenidos, haciendo uso para este propo´sito de
cinco para´metros diferentes: los resultados promedio, con sus desviaciones tı´picas
relacionadas, las medianas, los rangos intercuartı´licos, y los tiempos promedio (en
segundos).
Por otra parte, en la tabla 6.3 se muestra el fitness de la mejor solucio´n en-
contrada por el GB para cada instancia. Igualmente, se representa la cantidad de
evaluaciones realizadas por la funcio´n de evaluacio´n para alcanzar dicha solucio´n,
y el tiempo de ejecucio´n empleado. Debido a que es la primera vez que se trata
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Instancia Media Desv. T. Mediana R. I. Tiempo
MA-TSP-SPD br17 66.1 1.4 65 2.2 0.71
MA-TSP-SPD ftv33 1652.2 88.4 1575 149.2 1.35
MA-TSP-SPD ftv35 1828.8 93.3 1765 123.5 1.46
MA-TSP-SPD ftv38 1883.7 77.5 1813 120.7 1.64
MA-TSP-SPD p43 5888.5 19.2 5873 24.7 1.69
MA-TSP-SPD ftv44 2063.5 142.2 1896 260.7 1.83
MA-TSP-SPD ftv47 2214.3 517.2 2235 186.0 2.23
MA-TSP-SPD ry48p 18160.2 604.7 17784 601.5 3.09
MA-TSP-SPD ft53 8614.5 444.8 8303 655.0 4.21
MA-TSP-SPD ftv55 2239.6 141.6 2204 156.7 3.77
MA-TSP-SPD ftv64 2505.9 145.1 2385 196.0 3.31
MA-TSP-SPD ftv70 2720.5 136.7 2598 256.7 3.75
MA-TSP-SPD ft70 44460.3 809.9 43717 1199.0 4.49
MA-TSP-SPD kro124p 48277.6 2036.4 46407 3028.0 13.41
MA-TSP-SPD ftv170 5482.5 309.6 5261 320.7 21.12
MA-TSP-SPD rbg323 1851.3 59.8 1797 112.7 72.54
MA-TSP-SPD rbg358 1856.3 72.6 1800 122.2 81.29
MA-TSP-SPD rbg403 2859.2 50.6 2807 88.0 87.25
MA-TSP-SPD rbg443 3121.4 55.7 3110 91.2 136.59
Tabla 6.2: Resultados obtenidos por el GB para el MA-TSP-SPD propuesto. Por ca-
da instancia se muestran la media aritme´tica, desviacio´n tı´pica, mediana, rango inter-
cuartı´lico y tiempo medio.
el problema MA-TSP-SPD en la literatura, estas soluciones son consideradas las
mejores encontradas hasta el momento.
6.2 Aplicacio´n del Golden Ball a un nuevo RVRP
Los problemas con los que se ha trabajado en el apartado anterior son problemas del
tipo RTSP. Estos problemas cuentan con cierto atractivo cientı´fico, como bien se ha
destacado, pero son inferiores en este aspecto a los problemas RVRP. Estos u´ltimos
tienen la capacidad de hacer frente a situaciones reales con mayor eficacia, debido
a su mayor facilidad para adaptarse a situaciones complejas de transporte. Con todo
esto, en esta seccio´n se pretende describir una situacio´n de transporte real, la cual
se modelizara´ como un RVRP. Tras esto, se presentara´ un benchmark adaptado
al problema propuesto, aborda´ndolo despue´s con la meta-heurı´stica presentada en
esta tesis.
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Instancia Fitness Eval. T. Instancia Fitness Eval. T.
MA-TSP-SPD br17 65 40 0.65 MA-TSP-SPD ftv64 2323 7867 3.82
MA-TSP-SPD ftv33 1515 3783 1.72 MA-TSP-SPD ftv70 2540 16719 6.35
MA-TSP-SPD ftv35 1703 1939 1.71 MA-TSP-SPD ft70 43563 14190 5.26
MA-TSP-SPD ftv38 1800 6351 2.28 MA-TSP-SPD kro124p 45991 31664 13.85
MA-TSP-SPD p43 5850 3421 1.53 MA-TSP-SPD ftv170 5054 30779 21.20
MA-TSP-SPD ftv44 1872 8887 3.57 MA-TSP-SPD rbg323 1795 62850 80.72
MA-TSP-SPD ftv47 2202 5047 2.07 MA-TSP-SPD rbg358 1773 87121 112.56
MA-TSP-SPD ry48p 17394 5157 2.14 MA-TSP-SPD rbg403 2801 44375 81.67
MA-TSP-SPD ft53 7901 8028 3.97 MA-TSP-SPD rbg443 3044 86175 163.57
MA-TSP-SPD ftv55 2001 5757 2.92
Tabla 6.3: Mejor soluciones encontradas por el GB para el problema MA-TSP-SPD.
La situacio´n real que se ha decidido tratar en este apartado esta´ relacionada con
la distribucio´n de prensa. Concretamente, el objeto de estudio sera´ una empresa
mediana de distribucio´n de perio´dicos de a´mbito provincial. La empresa en cues-
tio´n cuenta con ciertos principios, sobre los que basan su planificacio´n logı´stica. El
primero de estos principios es el de tratar las ciudades, o pueblos, como unidades
separadas, obligando a cada vehı´culo que entra en una ciudad, a servir a todos y
cada uno de los clientes de dicha ciudad, o dicho pueblo. Si el vehı´culo no tiene
la capacidad suficiente para satisfacer la demanda de todos los clientes emplazados
en un mismo centro urbano, no podra´ entrar en e´l. Por otro lado y debido al com-
promiso medioambiental de la empresa, e´sta cuenta con un sistema de reciclaje de
papel, consistente en reciclar los perio´dicos que no se hayan vendido el dı´a ante-
rior. De esta manera, y como puede predecirse, los vehı´culos no solo tendra´n que
atender demandas de entrega, si no que tendra´n que recoger en cada punto de visita
aquellos perio´dicos a los que no se les ha dado salida.
Adema´s de esto, a la hora de planificar las rutas que las unidades mo´viles van
a completar, la empresa tiene en cuenta ciertos factores de obligatoria considera-
cio´n. El primero de ellos esta´ relacionado con las horas en las que se realizan los
trayectos. La distribucio´n se realizara´ diariamente, durante las man˜anas, de 6:00am
a 14:00pm. Entre este horizonte temporal existira´ cierto rango, entre las 8:00am
y 10:00am, considerado “hora punta”, en el que los costes de los trayectos de un
punto a otro sera´n mayores que si se realizasen fuera de dicho rango. Adema´s de
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esto, y con la intencio´n de respetar todas y cada una de las normas de tra´fico, no se
podra´n realizar trayectos por vı´as que lo prohı´ban.
Con todas estas premisas tenidas en cuenta, se ha propuesto un problema RVRP
que cuenta con las siguientes caracterı´sticas:
1. Asimetrı´a: Esta propiedad es la misma que se ha visto en el apartado anterior
para el MA-TSP-SPD propuesto.
2. Clusterizado: Este atributo hace que los distintos puntos de visita que confor-
man el sistema sean agrupados en diferentes conjuntos, o clu´steres. En este
caso, cada clu´ster representara un nu´cleo urbano, es decir, una misma ciudad,
o un mismo pueblo. El requisito que debe cumplir una ruta es el siguiente:
si un vehı´culo atiende la demanda de un cliente perteneciente a un conjunto
cualquiera, dicho vehı´culo debera´ servir a todos y cada uno de los clientes de
tal clu´ster. En caso de que una unidad mo´vil no tenga la capacidad suficiente
para atender a todos los clientes de una ciudad, o pueblo, no podra´ utilizarse
para el reparto en ese nu´cleo urbano. Esta particularidad ya ha sido anterior-
mente utilizada en una gran variedad de estudios [Chisman 75, Ding 07]
3. Recogidas y entregas simultaneas: Al igual que la primera de las propieda-
des, esta caracterı´stica tiene la misma naturaleza que la descrita en la Seccio´n
6.1 para el MA-TSP-SPD presentado.
4. Costes de trayecto variables: Como puede resultar lo´gico, en situaciones
reales de transporte el trayecto entre un mismo punto y otro no conlleva
siempre el mismo coste, ya sea temporal o econo´mico. En muchas ocasio-
nes este coste esta´ sujeto a variables externas, como la hora del dı´a, el tra´fico
o el clima. En este problema se ha intentado recrear dicha situacio´n para
an˜adirle mayor realismo al mismo. Para ello, se ha establecido una jornada
laboral comprendida entre las 6:00am, y las 14:00pm, y se han asignado dos
periodos temporales dentro de dicha jornada, llamados hora punta y hora
valle. La hora punta sera´ un periodo de dos horas, entre las 8:00am y las
10:00am, y todos los trayectos realizados en dicha ventana temporal reque-
rira´n un esfuerzo mayor, suponiendo un tra´fico menos fluido que en las horas
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valle. Este mismo atributo ha sido previamente utilizado en la literatura en
contadas ocasiones [Haghani 05].
5. Caminos prohibidos: En el mundo real es comu´n encontrarse con vı´as de un
solo sentido, en las que la circulacio´n en determinada direccio´n esta´ prohi-
bida. Igualmente, existen travesı´as peatonales, en las que los vehı´culos tie-
nen vetada la entrada. Con la intencio´n de recrear esta habitual situacio´n, el
problema contara´ con ciertos arcos (i, j) que no podra´n ser utilizados en la
solucio´n final. Una filosofı´a similar a esta se ha utilizado con anterioridad en
algunos estudios de la literatura [Villeneuve 05].
Con todo esto, se podrı´a decir que se trata de un problema de asignacio´n de
rutas a vehı´culos asime´trico y clusterizado, con recogidas y entregas simultaneas,
costes de trayecto variables y caminos prohibidos (Asymmetric Clustered Vehicle
Routing Problem with Simultaneous Pickups and Deliveries, Variable Costs and
Forbidden Paths, AC-VRP-SPDVCFP), el cual se trata de un problema de asigna-
cio´n de rutas rico, en el que los costes son asime´tricos, los nodos esta´n congregados
en conjuntos, y en el que el objetivo es encontrar un nu´mero de rutas que respeten la
naturaleza de los clu´steres y no viajen por ningu´n camino prohibido, minimizando,
adema´s, el coste total de la solucio´n completa. Al tratarse de un problema RVRP,
el AC-VRP-SPDVCFP cuenta con mu´ltiples restricciones, lo que hace que la com-
plejidad del problema aumente de forma extraordinaria, como ya se ha mencionado
anteriormente.
A modo ilustrativo, en la figura 6.2 se representa un ejemplo de una posible ins-
tancia del AC-VRP-SPDVCFP compuesta por 16 nodos. Asimismo, en esta misma
imagen se muestra una posible solucio´n factible a tal hipote´tica situacio´n.
De esta forma, el AC-VRP-SPDVCFP puede ser definido como un grafo com-
pleto G = (V,A) donde V = {v0, v1, v2, . . . , vn, } representa el conjunto de nodos
del sistema. Por otro lado A = {(vi, vj) : vi, vj ∈ V, i 6= j} es el conjunto de arcos
que representan las conexiones entre nodos. Cada arco tiene un coste dij asignado.
Debido a la asimetrı´a dij 6= dji. Adema´s de esto, el coste de los caminos prohibidos
se establecera´ en 1010, de esta manera es seguro que no aparecera´n en la solucio´n
final. Asimismo, el ve´rtice v0 representa el depo´sito, mientras que el resto de nodos
son los clientes a visitar. Adicionalmente, V esta´ dividido en k + 1 subconjuntos
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Figura 6.2: Posible instancia del AC-VRP-SPDVCFP compuesta por 14 nodos y po-
sible solucio´n a la misma
mutuamente excluyentes, C = {V0, V1, ..., Vk}, uno por cada clu´ster. Estos subcon-
juntos cumplen las siguientes condiciones:
V = V0 ∪ V1 ∪ ... ∪ Vk (6.10)
Va ∩ Vb = ∅, a, b ∈ 0, 1, ..., k, a 6= b (6.11)
Es aconsejable indicar que V0 contiene u´nicamente el nodo v0, el cual repre-
senta el depo´sito. Los n nodos restantes son divididos proporcionalmente en los
k clu´steres restantes. Adema´s de esto, cada nodo i tiene asignadas dos demandas,
una relacionada con la entrega di > 0, y la otra con la recogida pi ≥ 0. Finalmente,
al igual que se ha empleado en otra ocasiones, la codificacio´n por permutacio´n ha
sido utilizada para representar las soluciones del problema.
Con todo esto, el AC-VRP-SPDVCFP puede ser matema´ticamente formulado
de la siguiente manera. Es importante tener en cuenta que la variable yij denota
la demanda de recogida en los clientes hasta el nodo i (incluyendo el mismo i) y
transportado en el arco (i, j). Por otro lado, zij representa la cantidad de productos
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que hay que transportar despue´s del nodo i y transportados en el camino (i, j)
[Montane´ 06]. Igualmente, la variable binaria wro adquiere el valor 1 si un vehı´culo
r entra en el clu´ster o, y 0 en otro caso. Finalmente, la variable binaria xrij toma el
valor 1 si la unidad mo´vil r utiliza el arco (i, j), y 0 en caso contrario.
Minimizar:
n∑
i=0
n∑
j=0
k∑
r=1
dijx
r
ij (6.12)
Donde:
xrij ∈ {0, 1}, i, j = 0, . . . , n, i 6= j; r = 1 . . . k (6.13)
wro ∈ {0, 1}, r = 1, . . . , k, o = 1, ..., c (6.14)
yij ≥ 0, i, j = 0, . . . , n (6.15)
zij ≥ 0, i, j = 0, . . . , n (6.16)
Sujeto a:
n∑
i=0
k∑
r=1
xrij = 1, j = 0, . . . , n; i 6= j (6.17)
n∑
j=0
k∑
r=1
xrij = 1, i = 0, . . . , n; j 6= i (6.18)
n∑
j=0
k∑
r=1
xr0j = k (6.19)
n∑
i=0
k∑
r=1
xri0 = k (6.20)
n∑
i=0
xrij −
n∑
l=0
xrjl, j = 0, . . . , n; r = 1 . . . k (6.21)
n∑
j=0
xrij −
n∑
l=0
xrli, i = 0, . . . , n; r = 1 . . . k (6.22)
n∑
i=0
yji −
n∑
i=0
yij = pj, j = 0, . . . , n (6.23)
n∑
i=0
zji −
n∑
i=0
zij = dj, j = 0, . . . , n (6.24)
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yij + zij ≤ Q
k∑
r=1
xrij, i, j = 0, ..., n (6.25)
n∑
i=0
k∑
r=1
dijx
r
ij < 10
10, j = 0, . . . , n; i 6= j (6.26)
n∑
j=0
k∑
r=1
dijx
r
ij < 10
10, i = 0, . . . , n; j 6= i (6.27)
k∑
r=1
wro = 1 o = 1, ..., c (6.28)
La primera fo´rmula representa la funcio´n objetivo, la cual es la suma de los
costes de todas las rutas de la solucio´n y cuyo valor debe ser minimizado. Las
fo´rmulas (6.13), (6.14), (6.15) y (6.16) denotan la naturaleza de las variables xrij ,
wro, yij y zij , respectivamente. Las condiciones (6.17) y (6.18) aseguran que todos
los nodos son visitados exactamente una vez. Por otro lado, las restricciones (6.19)
y (6.20) garantizan que el nu´mero total de vehı´culos que abandonan el depo´sito es
igual que el nu´mero de vehı´culos que acceden a e´l. Adema´s de esto, el correcto
flujo de cada ruta esta´ seguro gracias a las restricciones (6.21) y (6.22).
Adicionalmente, las restricciones (6.23) y (6.24) certifican que el flujo de entre-
gas y recogidas, respectivamente, son llevadas a cabo de manera correcta. Ambas
fo´rmulas garantizan que las demandas son satisfechas para cada cliente. Asimis-
mo, la fo´rmula (6.25) asegura que la capacidad de cada unidad mo´vil no sera´ nunca
sobrepasada, y establece a su vez que tanto las recogidas como las entregas sera´n
realizadas utilizando arcos incluidos en la solucio´n [Montane´ 06].
De igual manera, las restricciones (6.26) y (6.27) avalan que todo trayecto desde
un nodo i a un nodo j tendra´ un coste menor que 1010. De esta manera, queda ase-
gurado que los caminos prohibidos no formara´n parte de la solucio´n. Finalmente,
la ecuacio´n (6.28) garantiza que cada clu´ster es visitado u´nicamente por un vehı´cu-
lo. Esta restriccio´n, unida a las anteriormente mencionadas (6.17) y (6.18), asegura
que todos los puntos del mismo clu´ster son visitados por la misma unidad mo´vil.
Este RVRP propuesto por el autor de esta tesis nunca antes ha sido tratado en la
literatura. Es por esto por lo que no existen conjuntos de prueba disponibles en la
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Figura 6.3: Localizacio´n geogra´fica del depo´sito, clientes y clu´steres en la provincia
de Bizkaia. Fuente: Google Maps, accedido en abril del 2015.
comunidad cientı´fica especı´ficamente para e´l. Para hacer frente a este inconvenien-
te, en este documento se propone un benchmark comprendido por 15 instancias.
Estos casos de prueba esta´n compuestos por 50-100 nodos, representando cada
uno de ellos un cliente. Cada cliente estara´ colocado en una posicio´n geogra´fica
real, localizada en la provincia de Bizkaia. Adema´s de esto, el nu´mero ma´ximo de
clu´steres se ha establecido en diez, existiendo tambie´n instancias con cinco y ocho.
En la figura 6.3 se muestra un mapa con la localizacio´n del depo´sito, los clientes
y los clu´steres. Este mapa se ha realizado haciendo uso de la tecnologı´a Google
Maps.
Los clu´steres han sido organizados en orden de aparicio´n. Es decir, los nodos
1-10 componen el conjunto 1, los clientes 11-20 completan el grupo 2, y ası´ suce-
sivamente. Es recomendable apuntar que todos los grupos tienen el mismo nu´mero
de nodos. Adema´s de esto, cada cliente tiene asociadas dos tipos de demandas, una
146
6.2 Aplicacio´n del Golden Ball a un nuevo RVRP
relacionada con la entrega de perio´dicos di, y la otra con la recogida pi. La asigna-
cio´n de estas demandas se ha llevado a cabo siguiendo el me´todo que se describe a
continuacio´n:
di = 10, pi = 5, ∀i ∈ {1, 5, 9, . . . , 97} (6.29)
di = 10, pi = 0, ∀i ∈ {2, 6, 10, . . . , 98} (6.30)
di = 5, pi = 3, ∀i ∈ {3, 7, 11, . . . , 99} (6.31)
di = 5, pi = 0, ∀i ∈ {4, 8, 12, . . . , 100} (6.32)
donde d0=0 y p0=0, debido a que v0 esta´ considerado como el depo´sito. Adema´s de
esto, el coste de viajar desde un cliente i cualquiera a otro cliente j se ha estableci-
do siguiendo el procedimiento propuesto en el algoritmo 6. Es importante indicar
que estos costes han sido asignados al periodo “valle”. Estos gastos se ven aumen-
tados en caso de ser realizados en periodo de “hora punta”, siguiendo el proceso
representado en el algoritmo 7.
Algoritmo 6: Procedimiento para la asignacio´n de los costes en “hora valle”.
1 for ∀i ∈ {1, 2, . . . , 99} do
2 for ∀j ∈ {i+ 1, . . . , 100} do
3 dij = DistanciaEuclı´dea(i,j);
4 if j es un nu´mero par then
5 dji = DistanciaEuclı´dea(j,i) * 1.2 ;
6 else
7 dji = DistanciaEuclı´dea(j,i) * 0.8 ;
8 end
9 end
10 end
Finalmente, dependiendo de la instancia, algunos caminos sera´n escogidos en
cada clu´ster para catalogarlos como “prohibidos”. En la tabla 6.4 se muestra un
resumen de las caracterı´sticas de cada de uno de los casos elaborados para este
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Algoritmo 7: Procedimiento para la asignacio´n de los costes en “hora punta”.
1 for ∀i ∈ {1, 2, . . . , 99} do
2 for ∀j ∈ {i+ 1, . . . , 100} do
3 dij = dij * 1.3;
4 if j es un nu´mero par then
5 dji = dji * 1.2 ;
6 else
7 dji = dji * 1.4 ;
8 end
9 end
10 end
benchmark. Con la intencio´n de facilitar la compresio´n de dicha tabla, es recomen-
dable tener en cuenta las siguiente premisas: Los casos Osaba 50 1 1 y Osaba -
50 1 2 esta´n comprendidos por cinco grupos, en este caso los {1, 3,..., 9}. De la
misma forma, Osaba 50 2 1 y Osaba 50 2 2 esta´n compuestos por los clu´steres
{2, 4,..., 10}. Por otro lado, los conjuntos que completan los casos Osaba 50 1 3
y Osaba 50 1 4 esta´n constituidos por cinco nodos. En estos dos ejemplos, estos
nodos son los cinco primeros de cada clu´ster. El caso contrario sucede en las ins-
tancias Osaba 50 2 3 y Osaba 50 2 4, donde los diez grupos esta´n compuestos por
los cinco u´ltimos clientes de cada uno de ellos. Para concluir, en la elaboracio´n de
todos los ejemplos Osaba 80 X se ha hecho uso de los primeros ocho clu´steres, u
ocho primeros nodos (dependiendo de la instancia).
Al igual que en el aparatado anterior, el problema planteado para este caso real
ha sido tratado por el me´todo desarrollado en este trabajo. La parametrizacio´n uti-
lizada para el GB se representa en la tabla 6.5. Es conveniente aclarar que para
este problema las funciones de entrenamiento han sido adaptas al problema, respe-
tando en todo momento las capacidades y la naturaleza de los clu´steres, y nunca
generando soluciones no factibles. En este caso, y con la intencio´n de reforzar la
hipo´tesis de que el GB es una te´cnica prometedora tambie´n para los problemas del
tipo RVRP, se van a comparar los resultados obtenidos por el GB con los logrados
por dos diferentes te´cnicas, un algoritmo evolutivo basado en mutaciones (EA), y
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Instancia Nodos Clu´steres Capacidad Caminos
Osaba 50 1 1 50 5 240 5
Osaba 50 1 2 50 5 160 10
Osaba 50 1 3 50 10 240 5
Osaba 50 1 4 50 10 160 10
Osaba 50 2 1 50 5 240 5
Osaba 50 2 2 50 5 160 10
Osaba 50 2 3 50 10 240 5
Osaba 50 2 4 50 10 160 10
Osaba 80 1 80 8 240 5
Osaba 80 2 80 8 160 10
Osaba 80 3 80 10 240 5
Osaba 80 4 80 10 160 10
Osaba 100 1 100 10 140 5
Osaba 100 2 100 10 260 10
Osaba 100 3 100 10 320 10
Tabla 6.4: Resumen del benchmark propuesto para el problema AC-VRP-SPDVCFP.
Caminos representa el nu´mero de arcos prohibidos por cada clu´ster.
un algoritmo de recocido simulado evolutivo (ESA) [Yip 95]. La parametrizacio´n
de estos dos algoritmos puede observarse en la tabla 6.6.
Nu´mero de equipos 5
Nu´mero de jugadores por equipo 20
Nu´mero de entrenamientos sin mejora para en-
trenamiento personalizado
6
Nu´mero de entrenamientos sin mejora para
transferencia especial
12
Funciones de entrenamiento convencionales
Vertex Insertion (intra-ruta) y
Swapping (intra-ruta)
Funcio´n de entrenamiento personalizado HRX (a nivel de cluster)
Tabla 6.5: Resumen de la parametrizacio´n empleada para el GB
Para llevar a cabo la experimentacio´n se han utilizado todas las instancias des-
critas anteriormente, y se han realizado 20 ejecuciones para cada una de ellas. En
la tabla 6.7 se muestran los resultados obtenidos, haciendo uso para este propo´sito
de tres para´metros diferentes: los resultados promedio, con sus desviaciones tı´picas
relacionadas, y los tiempos promedio (en segundos).
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EA ESA
Para´metro Valor Para´metro Valor
Taman˜o de poblacio´n 100 Taman˜o de poblacio´n 100
Funcio´n de mutacio´n Vertex Insertion Funcio´n de sucesores Vertex Insertion
Prob. de mutacio´n 1.0 Temperatura −sup∆f/ln(p)
Func. de supervivientes 70 % Elitista - 30 % Aleatoria Constante de enfriamiento 0.95
Tabla 6.6: Parametrizacio´n del EA y ESA para el AC-VRP-SPDVCFP propuesto,
donde−sup∆f es la diferencia de la funcio´n objetivo entre la mejor y la peor solucio´n
en la poblacion initial, y p=0.95.
Instancia GB ESA EA
Nombre Media Desv. Est. T. Media Desv. Est. T. Media Desv. Est. T.
Osaba 50 1 1 50659.3 230.4 49.2 51615.9 485.3 46.3 51574.8 643.8 46.9
Osaba 50 1 2 56250.5 210.6 46.2 56944.8 455.7 45.9 57002.5 537.4 47.2
Osaba 50 1 3 71539.2 1639.2 48.1 72306.7 1464.3 43.5 72493.4 1396.5 44.6
Osaba 50 1 4 78630.5 1068.3 47.5 79156.5 1776.3 44.7 79206.7 1582.5 42.3
Osaba 50 2 1 49358.4 368.3 50.0 49745.7 544.6 45.3 48142.8 745.3 46.9
Osaba 50 2 2 54369.2 599.3 48.3 54863.4 616.2 47.5 55012.5 827.9 47.1
Osaba 50 2 3 69474.0 2512.3 48.2 71366.3 2902.7 45.6 71279.3 3012.4 46.8
Osaba 50 2 4 80740.2 1430.2 47.2 81126.2 1680.4 42.1 81288.8 1884.0 44.2
Osaba 80 1 81739.5 1149.2 84.8 80839.0 1814.9 80.0 81786.4 2011.1 83.5
Osaba 80 2 89163.6 900.2 85.6 89997.6 1122.6 83.7 90093.5 1000.5 84.7
Osaba 80 3 89500.2 1390.0 87.1 89429.2 2686.9 85.8 89892.4 2942.0 85.1
Osaba 80 4 104403.5 1299.3 86.8 105135.7 1945.0 85.8 106692.7 1839.2 85.9
Osaba 100 1 107502.4 1489.2 176.3 109178.5 1536.6 174.6 109603.9 1690.6 173.3
Osaba 100 2 100879.2 1639.1 175.0 101719.7 1639.4 173.6 101916.4 1719.8 174.4
Osaba 100 3 95327.4 1502.7 177.5 95635.9 2706.8 172.0 95883.5 2449.0 172.4
Tabla 6.7: Resultados del GB, ESA y EA para el AC-VRP-SPDVCFP propuesto.
Analizando los resultados representados en la tabla 6.7 la primera conclusio´n
lo´gica que puede extraerse es la siguiente: el GB supera claramente al resto de
algoritmos en te´rminos de resultados. Concretamente, el GB rinde mejor que el
ESA en el 86.66 % de las instancias (13 de 15), y en el 100 % de los casos en
comparacio´n con el EA. Otro factor que merece la pena mencionar es la robustez
propia del GB. Esta caracterı´stica, sobre la cual ya se ha hablado en secciones
anteriores, es de vital importancia si el algoritmo es aplicado en entornos reales.
En este aspecto, el GB tambie´n demuestra ser el algoritmo ma´s robusto y fiable
en este caso, mostrando unas desviaciones tı´picas inferiores en la mayorı´a de las
instancias.
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Adema´s de esto, con la intencio´n de obtener conclusiones rigurosas y justas, se
han llevado a cabo dos exa´menes estadı´sticos diferentes. Las pautas para realizar
esta valoracio´n estadı´stica han sido tomadas del trabajo realizado por Derrac et
al. [Derrac 11]. En primer lugar, se ha llevado a cabo el test no parame´trico de
Friedman para comparacio´n mu´ltiple. Con este test se ha querido comprobar si
existen diferencias significativas entre las 3 te´cnicas. En la tabla 6.8 se muestra el
ranking promedio obtenido por cada te´cnica para este este test (cuanto menor sea
el valor, mejor el rendimiento). El estadı´stico resultante de este examen ha sido
17.73. Teniendo en cuenta un nivel de confianza del 99 %, el punto crı´tico de una
distribucio´n χ2 con dos grados de libertad es 9.21. Con todo esto, y debido a que
17.73>9.21, se puede concluir que existen diferencias sustanciales entre las tres
meta-heurı´sticas, siendo el GB la que ha obtenido el mejor ranking. Finalmente, el
valor p computado en este test ha sido 0.000141.
Para evaluar la significancia estadı´stica de esta mejora por parte del GB se ha
llevado a cabo el test post-hoc de Holm, utilizando el GB como algoritmo de con-
trol. Los valores p ajustados y no ajustados de este examen pueden verse en la tabla
6.9. Analizando estos datos, y teniendo en cuenta que todos los valores p son me-
nores que 0.05, se puede confirmar que el GB obtiene resultados significativamente
mejores que el ESA y el EA con un nivel de confianza del 99 %.
Algoritmo Ranking promedio
GB 1.2
ESA 2.0667
EA 2.7333
Tabla 6.8: Rankings promedio obtenidos por el test no-parame´trico de Friedman para
los algoritmo GB, ESA y EA.
Algoritmo p no ajustado p ajustado
ESA 0.01762 0.017622
EA 0.000027 0.000054
Tabla 6.9: Valores p ajustados y no ajustados obtenidos mediante la realizacio´n post-
hoc del test de Holm. Se ha utilizado al GB como algoritmo de control.
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El e´xito no es definitivo, el
fracaso no es fatı´dico. Lo
que cuenta es el valor para
continuar.
Winston Churchill
7
Conclusiones y lı´neas futuras
A lo largo del presente documento se han descrito paso a paso y de maneradetallada las diferentes actividades realizadas durante el desarrollo de esta
tesis doctoral. En el primer capı´tulo se ha realizado una breve introduccio´n en la
que se han afincado los detalles ma´s ba´sicos: contextualizacio´n, objetivos, hipo´te-
sis, metodologı´a de la investigacio´n, aportaciones... En los apartados siguientes se
ha tratado de introducir al lector en el complejo mundo de la optimizacio´n combi-
natoria y los problemas de asignacio´n de rutas a vehı´culos, en un primer momento,
y en la vasta a´rea de las te´cnicas de resolucio´n posteriormente. Tras el minucioso
ana´lisis de la literatura relacionada, se ha procedido a la descripcio´n del modelo
propuesto para verificar la hipo´tesis planteada. Posteriormente, se ha dado paso a
la experimentacio´n correspondiente, cuyas conclusiones han derivado en la conse-
cucio´n de los objetivos propuestos y la justificacio´n de la hipo´tesis impuesta.
Despue´s de haber realizado todo este trabajo, en este u´ltimo capı´tulo se deta-
llara´n las conclusiones y las lı´neas futuras que se han podido extraer de la investi-
gacio´n llevada a cabo. En un primer momento se pormenorizara´n las conclusiones
generales (seccio´n 7.1), tanto las relacionadas con la te´cnica propuesta, como las
vinculadas a la tesis como concepto gene´rico. Tras esto, se detallara´n las lı´neas
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futuras surgidas (seccio´n 7.2), todas ellas relacionadas con la meta-heurı´stica pre-
sentada, las cuales ofrecen un horizonte investigador realmente prometedor.
7.1 Aportaciones y conclusiones generales
La principal contribucio´n de esta tesis es la meta-heurı´stica denominada Golden-
Ball. Como se ha explicado en apartados anteriores, el GB es una meta-heurı´stica
multi-poblacional, cuyo funcionamiento se cimienta en diversos conceptos inspi-
rados en el mundo del fu´tbol. Al tratarse de una te´cnica multi-poblacional, el GB
trabaja con un conjunto de soluciones, llamadas “jugadores”, las cuales son distri-
buidas en diferentes subgrupos, o subpoblaciones, llamadas “equipos”. Cada uno
de estos equipos evolucionan de manera auto´noma, en un proceso calificado como
“entrenamiento”, en el que los jugadores son modificados de forma individual con
la intencio´n de mejorar progresivamente. Es conveniente destacar que cada equipo
tiene una funcio´n de entrenamiento diferente, por lo que cada jugador evolucio-
nara´ de diferente forma dependiendo del equipo en el que se encuentre.
A su vez, los equipos se enfrentan entre sı´ en unos procesos denominados “par-
tidos”, conformando de esta manera una liga convencional. Dependiendo del re-
sultado obtenido en estos partidos, cada equipo ocupara´ una posicio´n u otra en la
tabla clasificatoria. Esta tabla sera´ clave para el procedimiento llamado “periodo de
fichajes”, en el que los equipos intercambian sus jugadores, partiendo con ventaja
aquellos equipos posicionados en la parte alta de la tabla. Finalmente, los equipos
que obtengan malos resultados de manera sucesiva cambiara´n su entrenador. Dicho
de otra manera, cambiara´n la manera en la que modifican sus soluciones.
Respecto a la experimentacio´n llevada a cabo, se han utilizados 6 problemas
diferentes de optimizacio´n combinatoria, cuatro de los cuales pertenecen a la fami-
lia de problemas de asignacio´n de rutas a vehı´culos, mientras que los dos restantes
son problemas cla´sicos de la optimizacio´n combinatoria, el primero de ellos de sa-
tisfaccio´n de restricciones (el NQP) y el segundo de disen˜o combinatorio o´ptimo
(el BPP). En total, se han utilizado 91 instancias, en las que el rendimiento del GB
ha sido comparado con el demostrado por cuatro te´cnicas diferentes: dos algorit-
mos gene´ticos uni-poblacionales, y dos algoritmos gene´ticos distribuidos. Adema´s
de esto, aparte de la comparacio´n basada en para´metros convencionales de la es-
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tadı´stica descriptiva, tambie´n se han llevado a cabo dos tests estadı´sticos: el z-test
y el test de Friedman.
Es importante destacar que la comparacio´n de resultados y la descripcio´n de
la te´cnica se han hecho siguiendo los pasos dictados por un conjunto de buenas
pra´cticas propuestas por el autor de esta tesis, las cuales han sido recogidas en el
apartado 5.1.
Adema´s de presentar la te´cnica y comprobar su eficiencia en problemas acade´mi-
cos tı´picos de la comunidad cientı´fica, en esta tesis se ha demostrado co´mo el GB
es una te´cnica apta para ser aplicada a problemas ma´s complejos, directamente ex-
traı´dos de situaciones pertenecientes al mundo real. En la seccio´n 6 se han recogido
dos casos de transporte reales, modelados ambos como problemas de asignacio´n de
rutas complejos, en los que el GB ha mostrado un rendimiento aceptable. Estos dos
problemas esta´n relacionados con el transporte bajo demanda de pasajeros y la
logı´stica empresarial de una compan˜ı´a de distribucio´n de perio´dicos. En este as-
pecto, la principal aportacio´n no consiste so´lo en la aplicacio´n del GB a estos casos
concretos, si no que a esto habrı´a que an˜adir la formulacio´n y tratamiento de los
problemas, ya que para esta empresa se han disen˜ado dos novedosos problemas de
asignacio´n a rutas nunca antes empleados en la literatura.
Una vez detalladas todas las aportaciones presentadas en esta tesis, conviene
recordar el primer objetivo personal expuesto en la seccio´n 1.2 y analizar su cum-
plimiento. En concreto, este objetivo no es otro que el de maximizar, en la mayor
medida posible, la contribucio´n a la comunidad cientı´fica. En este aspecto, a lo
largo del desarrollo de esta tesis doctoral se ha conseguido contribuir con la pu-
blicacio´n de ma´s de una treintena de artı´culos en revistas de cara´cter cientı´fico y
divulgativo y comunicaciones en congresos nacionales e internacionales. En las ta-
blas 7.1 y 7.2 se muestra un resumen cuantitativo de estas publicaciones, tanto en
congresos como en revistas1.
Como puede resultar lo´gico, pese a que todas ellas se centran en el campo
de la optimizacio´n combinatoria y los problemas de asignacio´n de rutas, las pu-
blicaciones conseguidas han girado en torno a diversos temas. Es por eso por lo
que, adema´s de los resu´menes cuantitativos arriba expuestos, conviene clasificar
1En este trabajo se consideran revistas de factor de impacto aquellas que en el momento de la
publicacio´n del artı´culo contaban con este
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Tipo de congreso Como primer autor Como coautor Total
Congresos internacionales 13 3 16
Congresos nacionales 0 2 2
Total 13 5 18
Tabla 7.1: Resumen cuantitativo de la contribucio´n cientı´fica en congresos.
Tipo de revista Como primer autor Como coautor Total
Revistas con factor de impacto 6 3 9
Revistas sin factor de impacto 3 1 4
Revistas de cara´cter divulgativo 1 0 1
Total 10 4 14
Tabla 7.2: Resumen cuantitativo de la contribucio´n cientı´fica en revistas
las tema´ticas tratadas y listar el nu´mero de contribuciones llevadas a cabo en cada
una de ellas. En la Tabla 7.3 se muestra un resumen de estas caracterı´sticas para
todas la publicaciones realizadas como primer autor.
En lo referente al segundo objetivo personal, el relacionado con la elaboracio´n
de algoritmos transparentes con la intencio´n de ayudar a su estudio y aplicacio´n
posterior, se han realizado algoritmos de sencilla compresio´n y en un lenguaje de
programacio´n accesible (Java). Para contribuir a la replicabilidad del estudio, el
autor de esta tesis ofrece una versio´n ba´sica del Golden Ball bajo demanda (vı´a
Tema´tica central de la publicacio´n
Pub. en
revistas
Pub. en
congresos
Total
Presentacio´n de nuevas te´cnicas u operadores 6 2 8
Ana´lisis teo´rico-pra´cticos sobre meta-heurı´sticas 2 5 7
Aplicaciones pra´cticas de meta-heurı´sticas 0 4 4
Buenas pra´cticas en el campo de las meta-heurı´sticas 2 2 4
Total 10 13 23
Tabla 7.3: Resumen de la contribucio´n cientı´fica clasificado por tema´tica
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mail), o bien a trave´s de su pa´gina personal1. Con todo esto, puede decirse que este
segundo objetivo personal tambie´n ha sido satisfecho.
Despue´s de haber mencionado las principales aportaciones de esta tesis, las
conclusiones que pueden extraerse en relacio´n al trabajo realizado son las siguien-
tes. Conviene aclarar que estas conclusiones han conducido al cumplimiento de la
hipo´tesis y los objetivos planteados en la seccio´n 1.2:
• Como se ha razonado en la seccio´n 5.5, la experimentacio´n realizada ha de-
mostrado que la particular estrategia de migracio´n de jugadores empleada,
la estrategia utilizada para hacer que las soluciones modifiquen su vecinda-
rio, y el enfoque invertido respecto a los operadores de cara´cter individual y
cooperativo son elementos que mejoran la calidad media de las soluciones
obtenidas frente a las logradas por el resto de te´cnicas utilizadas.
• De acuerdo con la experimentacio´n llevada a cabo en este estudio, puede
observarse co´mo el GB mejora de forma amplia los resultados obtenidos por
las dema´s te´cnicas empleadas. Esta mejora se manifiesta en los 6 problemas
utilizados, siendo, adema´s, estadı´sticamente significativa en la gran mayorı´a
de los casos.
• En lo relacionado a la robustez, el GB destaca sobre el resto de alternativas,
presentando unas desviaciones tı´picas menores. Dicho de otra manera, las
soluciones propuestas por el GB se mueven en un rango pequen˜o, lo que
aporta cierta fiabilidad a la te´cnica. Como bien se ha remarcado en apartados
anteriores, esta caracterı´stica es especialmente apreciada en situaciones del
mundo real.
• En te´rminos de tiempos de ejecucio´n y convergencia, el GB ofrece un com-
portamiento prometedor, igualando o superando a las te´cnicas con las que
se ha realizado la comparacio´n. Este hecho resulta ser una ventaja para el
GB, debido a que obtiene resultados mejores que el resto de meta-heurı´sticas
realizando un esfuerzo computacional similar o menor.
1http://paginaspersonales.deusto.es/e.osaba
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• Segu´n se ha podido ver en la seccio´n 6, el GB ha demostrado ser una te´cnica
prometedora no so´lo para problemas ba´sicos y acade´micos de optimizacio´n
combinatoria y asignacio´n de rutas, sino que es una excelente alternativa
para afrontar problemas ma´s complejos. Estos problemas han sido extraı´dos
de situaciones de transporte complejas, pertenecientes al mundo real.
• Se ha logrado contribuir de una manera notable a la comunidad cientı´fica
mediante la publicacio´n de ma´s de una treintena de artı´culos de revista y
comunicaciones de congreso.
Con todo esto, se puede afirmarse que la meta-heurı´stica propuesta en esta tesis
es una te´cnica competitiva en cuanto a rendimiento se refiere y original concep-
tualmente hablando, la cual ofrece unos resultados prometedores, presentando unos
tiempos de ejecucio´n admisibles y un comportamiento de convergencia y robustez
destacables.
Finalmente, conviene mencionar que el GB ya ha tenido cierta repercusio´n en
la comunidad cientı´fica. Prueba de ello es el artı´culo publicado recientemente por
varios investigadores de la universidad de Mahanakorn, en Bangkok, Tailandia, en
el que se presenta una versio´n del GB con un proceso de inicializacio´n heurı´sti-
co para la resolucio´n de CVRP [Ruttan. 14]. Adicionalmente, el doctor Pichpibul
ha publicado posteriormente otro trabajo en el que se aplica el GB a un problema
real de planificacio´n propuesto por una agencia de viajes de Chonburi, Tailandia
[Pichpibul 15]. Adema´s de estas dos publicaciones, se tiene constancia del intere´s
en el GB por parte de varios grupos de investigacio´n procedentes de varias univer-
sidades como la Xian University, en China, o la Karamanoglu Mehmetbey U¨niver-
sitesi, en Turquı´a.
El hecho de que investigadores de diversas partes del mundo este´n centrando
sus investigaciones en el GB, au´n siendo esta una meta-heurı´stica de corta vida,
no solo demuestra el atractivo que genera la propia te´cnica, si no que supone una
inyeccio´n de moral para que el autor de esta tesis plantee un ambicioso plan de
trabajo futuro.
158
7.2 Lı´neas futuras de trabajo
7.2 Lı´neas futuras de trabajo
Como ya se ha comentado a lo largo de este documento, el campo de la optimiza-
cio´n combinatoria y los problemas de asignacio´n de rutas a vehı´culos son un tema
candente y en constante expansio´n dentro de la comunidad cientı´fica. Por esto, y
debido al potencial de la te´cnica propuesta y a la posible contribucio´n al avance
cientı´fico, se ha trazado un plan de futuro, el cual va a ser descrito en esta seccio´n.
Es preciso comenzar mencionando que las lı´neas futuras de trabajo surgidas de
esta tesis pueden dividirse en dos campos de diferente naturaleza. El primer campo
se centra en el Golden Ball como meta-heurı´stica, en su ana´lisis y sus posibles
mejoras. En relacio´n a esto se han identificado las siguientes lı´neas de trabajo:
• Como bien se ha mencionado en la seccio´n 5.4, el siguiente paso a la in-
vestigacio´n expuesta en este trabajo podrı´a ser la realizacio´n de un extenso
estudio acerca de la parametrizacio´n del GB. Para llevar a cabo un estudio de
esta naturaleza se ejecutara´ un elevado nu´mero de pruebas sobre un conjunto
pequen˜o de problemas (como bien pueden ser el TSP y el CVRP), alterando
en cada ocasio´n el valor asignado a cada uno de los para´metros del algoritmo,
como el nu´mero de equipos o el nu´mero de jugadores por equipo. Con este
estudio se pretende adquirir un mayor conocimiento del comportamiento de
la te´cnica, pudiendo intuir en investigaciones posteriores la parametrizacio´n
que obtendra´ mejores resultados, o la configuracio´n ideal para consumir el
menor tiempo de ejecucio´n posible.
Asimismo, mediante la realizacio´n de este estudio podra´ concluirse que´ par-
tes del algoritmo resultan ma´s efectivas para el proceso de optimizacio´n y
cua´les colaboran en menor medida, lo que podrı´a conducir al siguiente hito
en el trabajo futuro.
• Como bien podra´ intuir un lector experimentado en el campo, pese a que
la meta-heurı´stica presentada en este trabajo cuenta con varios puntos fa-
vorables, tambie´n cuenta con varios aspectos mejorables. Uno de ellos es
la complejidad de la te´cnica. En comparacio´n con otras te´cnicas, tanto tra-
yectoriales de bu´squeda simple (como el recocido simulado o la bu´squeda
tabu´) como poblacionales (como el algoritmo gene´tico o la optimizacio´n por
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partı´culas), el GB tiene un nivel de complejidad que podrı´a ser catalogado
como alto. Pese a ser fa´cilmente comprensible, como bien se ha justificado
en la seccio´n 4.1.3, un programador poco familiarizado en el campo podrı´a
encontrarse con dificultades a la hora de implementar la te´cnica. Esto es de-
bido a dos factores: el primero de ellos es la cantidad de operadores que hay
que desarrollar para poder sacar mayor rendimiento de la te´cnica, mientras
que el otro es el elevado nu´mero de pasos dentro del flujo de ejecucio´n.
Es por esto por lo que uno de los objetivos principales del trabajo futuro con-
siste en reducir la complejidad inherente al GB. Para ello, habra´ que analizar
los resultados obtenidos en el examen descrito en el punto anterior, y decidir
que´ apartados pueden ser, o bien modificados, o simplemente eliminados.
• En la presente tesis se ha comparado el rendimiento de la te´cnica propuesta
con dos tipos de meta-heurı´sticas diferentes: dos algoritmos gene´ticos uni-
poblacionales, y dos algoritmos gene´ticos distribuidos. El cotejo del GB con
estas te´cnicas ha de considerarse justo, como bien se ha razonado en la sec-
cio´n 4.3. Aun ası´, en la literatura actual existen multitud de meta-heurı´sticas
de diferente naturaleza, muchas de las cuales distan mucho de la filosofı´a
adoptada por el GB. Pese a esto, un trabajo futuro con un gran potencial
cientı´fico es la comparacio´n cualitativa del GB con diversas te´cnicas de este
estilo. Varios de los me´todos que podrı´an utilizarse para este propo´sito son el
PPSO, el ICA o el PABC.
El otro campo que conforma el plan de trabajo futuro se centra en la posible
aplicacio´n del Golden Ball. En este aspecto se han detectado las siguientes lı´neas
de investigacio´n:
• Como bien se ha apuntado en apartados previos, un a´rea de investigacio´n que
goza de mucha atencio´n por parte de la comunidad cientı´fica es la aplicacio´n
de meta-heurı´sticas a problemas de asignacio´n de rutas a vehı´culos adapta-
dos a situaciones del mundo real, dando como resultado los anteriormente
descritos problemas multi-atributo. Hasta ahora se ha realizado una primera
aproximacio´n a este campo, como se ha recogido en el Capı´tulo 6, habiendo
modelizado y abordado con el GB varios problemas de estas caracterı´sticas,
160
7.2 Lı´neas futuras de trabajo
y habiendo producido las primeras publicaciones en este a´mbito. Aun ası´, y
debido al creciente atractivo de este campo, resultarı´a interesante hacer un
mayor e´nfasis en esta a´rea. Para ello, habrı´a que identificar situaciones reales
relacionadas con el transporte y dotadas de un gran intere´s social, las cuales
habrı´a que modelizar como problemas multi-atributo de asignacio´n de rutas
a vehı´culos, y darles despue´s un tratamiento adecuado haciendo uso del GB.
• A dı´a de hoy, como bien puede comprobarse en este documento, el GB ha
sido aplicado tan solo a problemas de asignacio´n de rutas a vehı´culos, como
son el TSP, ATSP, CVRP y VRPB, y a dos problemas cla´sicos de la opti-
mizacio´n combinatoria, el NQP y el BPP. Como reto futuro se plantea abrir
los horizontes de aplicacio´n del Golden Ball en cuanto a tipos de problemas
y tipos de optimizacio´n se refiere. Quiza´ la ampliacio´n ma´s “cercana”, por
tratarse tambie´n de un problema de optimizacio´n combinatoria, podrı´a ser la
del problema de la programacio´n de la produccio´n discreta y sus mu´ltiple
variantes. Por otro lado, serı´a interesante desde el punto de vista cientı´fico
plantear a largo plazo una aplicacio´n de la te´cnica propuesta a problemas de
optimizacio´n continua, campo que genera multitud de produccio´n cientı´fica
an˜o tras an˜o.
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APE´NDICE
A
Resultados completos para
los problemas ATSP, VRPB,
NQP y BPP
Como bien se ha mencionado en la Seccio´n 5.4 de este documento, en esteapartado se mostrara´n los resultados completos obtenidos por cada una de
las te´cnicas para los problemas ATSP, VRPB, NQP y BPP. Con todo esto, en la
Tabla A.1 se muestran los resultados obtenidos para el ATSP, mientras que los
logrados para el VRPB son revelados en la Tabla A.2. Por otro lado, el rendimiento
de los algoritmos en relacio´n al problema NQP pueden ser observado en la Tabla
A.3. Finalmente, la Tabla A.4 exhibe los resultados conseguidos para el BPP.
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Instancia Golden Ball GA1 GA2 DGA1 DGA2
br17 (39) 39.0 (±0.0) 39.2 (±0.4) 39.1 (±0.2) 39.0 (±0.0) 39.0 (±0.0)
x˙ & T 39 0.1 39 0.1 39 0.1 39 0.1 39 0.1
ftv33 (1286) 1329.2 (±33.7) 1412.5 (±81.5) 1540.3 (±83.1) 1403.71(±60.9) 1416.8 (±90.4)
x˙ & T 1286 0.2 1298 0.4 1407 0.2 1329 0.4 1286 0.4
ftv35 (1473) 1509.5 (±28.8) 1609.1 (±76.9) 1678.3 (±165.3) 1606.8 (±74.7) 1598.3 (±57.0)
x˙ & T 1473 0.2 1493 0.4 1509 0.2 1473 0.4 1533 0.4
ftv38 (1530) 1580.4 (±37.3) 1676.1 (±71.7) 1709.1 (±145.8) 1703.6 (±91.8) 1699.4 (±74.5)
x˙ & T 1530 0.3 1573 0.5 1575 0.3 1582 0.5 1580 0.4
p43 (5620) 5620.6 (±0.8) 5627.7 (±5.5) 5626.9 (±3.8) 5625.9 (±3.7) 5624.8 (±3.4)
x˙ & T 5620 0.3 5622 0.9 5622 0.4 5621 0.8 5622 0.4
ftv44 (1613) 1695.1 (±42.7) 1787.1 (±93.2) 2071.5 (±147.7) 1832.6 (±131.9) 1835.0 (±108.0)
x˙ & T 1634 0.4 1652 1.0 1814 0.4 1652 0.9 1659 0.6
ftv47 (1776) 1862.2 (±55.2) 1961.4 (±86.7) 2526.2 (±705.5) 2020.2 (±139.1) 2038.2 (±130.7)
x˙ & T 1776 0.5 1826 1.4 2131 0.6 1806 1.0 1854 0.8
ry48p (14422) 14614.2(±164.5) 15008.2(±348.6) 14976.5(±259.7) 15038.8(±381.9) 14945.2(±178.8)
x˙ & T 14082 0.6 14556 1.6 14547 0.8 14544 1.8 14596 0.7
ft53 (6905) 7335.0 (±204.7) 8077.2 (±344.9) 9401.1 (±632.6) 8331.5 (±462.9) 7997.4 (±232.2)
x˙ & T 6909 0.8 7503 1.8 8805 0.9 7476 1.7 7642 0.9
ftv55 (1608) 1737.1 (±73.2) 1879.3 (±110.7) 2152.4 (±312.5) 2021.2 (±153.4) 1990.9 (±109.4)
x˙ & T 1632 0.8 1704 1.4 1704 1.4 1725 1.7 1859 1.4
ftv64 (1839) 2023.5 (±93.4) 2203.5 (±129.5) 3032.9 (±226.8) 2284.3 (±163.2) 2321.8 (±141.3)
x˙ & T 1871 1.6 2012 2.1 2604 1.8 2083 3.2 2135 1.7
ftv70 (1950) 2151.9 (±83.9) 2313.7 (±145.2) 3335.5 (±330.2) 2390.0 (±127.0) 2509.6 (±140.4)
x˙ & T 2017 1.8 2105 2.7 2680 2.1 2133 2.5 2221 2.1
ft70 (38673) 40135.9(±461.4) 40416.0(±623.4) 47067.0(±1647.2) 40813.1(±746.0) 41129.9(±823.5)
x˙ & T 39547 2.1 39409 3.2 44172 2.1 39467 2.6 40156 2.3
kro124p (36230) 38924.6(±1157.4) 42259.0(±1813.8)44084.0(±1932.5) 43408.1(±2020.3)41116.5(±1044.9)
x˙ & T 36547 7.4 39270 9.4 40078 8.8 39529 11.4 39106 7.8
ftv170 (2755) 3873.4 (±468.7) 4214.8 (±361.8) 4210.1 (±481.3) 4367.0 (±470.7) 4252.4 (±174.2)
x˙ & T 2755 41.2 3546 49.8 3618 43.5 4031 51.7 4012 39.8
rbg323 (1326) 1494.2 (±35.7) 1601.0 (±76.8) 1596.1 (±77.3) 1584.7 (±73.7) 1614.7 (±194.4)
x˙ & T 1436 120.3 1514 130.7 1501 124.9 1496 130.7 1496 124.9
rbg358 (1163) 1364.8 (±40.1) 1781.9 (±62.5) 1799.8 (±66.2) 1720.8 (±175.0) 1724.7 (±189.7)
x˙ & T 1302 147.7 1667 158.1 1667 150.4 1369 164.8 1624 159.4
rbg403 (2465) 2510.4 (±29.6) 3088.4 (±199.6) 3298.8 (±378.1) 2870.2 (±194.5) 2766.2 (±138.4)
x˙ & T 2465 222.0 2908 227.4 2994 224.2 3501 235.1 2721 220.4
rbg443 (2720) 2767.9 (±17.5) 3142.5 (±219.3) 3154.4 (±242.5) 2992.2 (±125.6) 2989.6 (±128.1)
x˙ & T 2748 324.5 2960 335.9 2960 321.0 2960 335.9 2960 329.0
Cuadro A.1: Resultados de los algoritmos GB, GA1, GA2, DGA1 y DGA2 para el
ATSP. Para cada instancia se muestra el resultados promedio, desviacio´n tı´pica, mejor
resultado obtenido y tiempo de ejecucio´n promedio.
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C101 675.3 (±39.1) 722.3 (±67.7) 706.0 (±40.2) 739.1 (±47.7) 707.0 (±65.6)
x˙ & T 589 3.3 613 10.4 640 2.9 640 12.6 629 3.4
C201 648.6 (±44.1) 852.3 (±124.5) 834.8 (±75.3) 795.8 (±50.2) 717.2 (±133.7)
x˙ & T 564 1.1 678 1.2 711 1.4 722 2.4 536 1.1
R101 895.8 (±25.1) 995.8 (±80.9) 946.1 (±48.8) 959.5 (±43.9) 903.9 (±51.5)
x˙ & T 851 3.1 922 7.8 873 2.5 888 9.1 811 3.1
R201 1047.6 (±22.6) 1270.0 (±62.5) 1137.2 (±65.4) 1188.9 (±75.1) 1085.7 (±39.5)
x˙ & T 1007 7.0 1144 13.0 1038 6.5 1056 12.4 908 6.8
RC101 583.3 (±15.1) 778.9 (±118.9) 660.2 (±59.2) 645.1 (±66.3) 626.3 (±44.1)
x˙ & T 551 0.5 582 0.9 555 0.9 554 1.1 549 1.1
RC201 1164.6 (±41.6) 1304.5 (±76.5) 1261.0 (±87.9) 1337.2 (±60.1) 1182.1 (±63.8)
x˙ & T 1124 6.2 1147 13.2 1127 5.9 1242 12.4 1072 6.1
En23k3 696.8 (±13.5) 797.0 (±67.8) 748.4 (±33.9) 771.0 (±49.3) 702.6 (±24.1)
x˙ & T 676 0.5 639 0.9 693 0.8 703 0.8 673 0.8
En30k4 509.6 (±16.3) 672.2 (±51.7) 630.7 (±39.7) 600.6 (±56.6) 593.3 (±69.2)
x˙ & T 492 0.5 600 1.5 557 1.3 510 1.4 498 0.8
En33k4 777.9 (±30.7) 851.7 (±41.9) 835.7 (±47.3) 833.6 (±35.3) 819.7 (±28.7)
x˙ & T 725 0.6 791 1.7 791 1.1 768 1.2 776 0.9
En51k5 630.5 (±20.7) 716.8 (±52.3) 715.0 (±46.5) 721.5 (±33.5) 646.0 (±35.6)
x˙ & T 592 2.0 645 2.6 627 2.3 637 2.5 583 1.9
En76k8 830.7 (±26.4) 915.2 (±43.1) 913.3 (±54.3) 918.5 (±74.0) 871.4 (±39.2)
x˙ & T 783 6.3 851 10.7 848 6.1 826 9.7 814 5.8
En101k14 1088.0 (±24.2) 1183.8 (±38.8) 1164.8 (±56.2) 1231.9 (±42.9) 1191.4 (±19.8)
x˙ & T 1048 22.0 1129 26.3 1089 20.8 1185 24.8 1296 19.8
Cuadro A.2: Resultados de los algoritmos GB, GA1, GA2, DGA1 y DGA2 para el
VRPB. Para cada instancia se muestra el resultados promedio, desviacio´n tı´pica, mejor
resultado obtenido y tiempo de ejecucio´n promedio.
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A. Resultados completos para los problemas ATSP, VRPB, NQP y BPP
Instancia Golden Ball GA1 GA2 DGA1 DGA2
8-Queens 0.0 (±0.0) 0.0 (±0.0) 0.0 (±0.0) 0.0 (±0.0) 0.0 (±0.0)
x˙ & T 0 0.1 0 0.1 0 0.1 0 0.1 0 0.1
20-Queens 0.1 (±0.2) 1.4 (±0.6) 0.1 (±0.3) 1.5 (±1.1) 0.8 (±0.7)
x˙ & T 0 0.1 1 0.1 0 0.1 0 0.2 0 0.1
50-Queens 0.0 (±0.0) 5.3 (±1.7) 1.9 (±0.7) 5.0 (±1.1) 4.3 (±1.6)
x˙ & T 0 0.7 2 0.8 1 0.8 3 1.1 2 0.8
75-Queens 0.1 (±0.2) 8.1 (±1.6) 4.6 (±1.8) 9.1 (±1.7) 6.1 (±1.7)
x˙ & T 0 4.1 5 4.1 1 4.6 6 5.4 4 4.8
100-Queens 0.5 (±0.7) 13.6 (±2.1) 7.2 (±1.7) 12.0 (±2.0) 11.4 (±3.0)
x˙ & T 0 5.8 9 6.8 4 7.2 9 10.1 4 11.0
125-Queens 0.3 (±0.4) 16.4 (±3.2) 12.6 (±2.4) 16.2 (±2.5) 14.3 (±2.4)
x˙ & T 0 13.4 11 15.8 8 14.8 12 18.4 10 14.8
150-Queens 1.7 (±1.4) 18.1 (±3.2) 17.0 (±2.9) 20.0 (±3.2) 19.0 (±1.9)
x˙ & T 0 16.7 10 18.4 11 16.5 13 20.6 16 16.5
200-Queens 3.3 (±1.9) 26.0 (±3.9) 24.5 (±3.5) 32.8 (±4.8) 23.4 (±3.1)
x˙ & T 0 23.1 18 26.1 20 26.1 25 31.1 18 26.2
225-Queens 4.3 (±1.7) 31.9 (±5.0) 37.9 (±3.2) 38.4 (±3.5) 29.2 (±4.3)
x˙ & T 1 35.4 19 41.5 34 31.2 31 31.2 23 35.8
250-Queens 3.5 (±1.6) 44.3 (±3.9) 32.7 (±6.7) 41.2 (±5.3) 32.0 (±3.1)
x˙ & T 1 72.4 41 83.1 19 78.1 31 78.1 28 78.3
275-Queens 5.6 (±3.0) 50.0 (±11.2) 39.5 (±4.9) 44.1 (±7.5) 39.9 (±4.9)
x˙ & T 1 101.6 36 104.2 29 102.5 31 107.6 32 104.7
300-Queens 6.4 (±2.6) 61.9 (±5.2) 44.4 (±5.3) 52.8 (±5.9) 44.4 (±5.9)
x˙ & T 2 131.0 52 132.9 37 130.9 45 134.5 34 128.4
325-Queens 4.8 (±2.4) 63.5 (±5.6) 47.4 (±6.4) 54.4 (±3.6) 49.1 (±4.1)
x˙ & T 1 215.6 56 225.3 37 220.7 46 228.7 44 218.1
350-Queens 5.1 (±3.0) 71.4 (±5.6) 51.0 (±4.7) 65.5 (±5.7) 49.9 (±5.8)
x˙ & T 2 275.3 63 286.7 44 281.2 59 289.6 40 278.5
400-Queens 4.3 (±2.2) 59.9 (±10.1) 54.0 (±9.7) 59.4 (±8.1) 56.1 (±7.6)
x˙ & T 1 359.7 42 371.8 42 365.7 50 379.5 44 357.8
Cuadro A.3: Resultados de los algoritmos GB, GA1, GA2, DGA1 y DGA2 para el
NQP. Para cada instancia se muestra el resultados promedio, desviacio´n tı´pica, mejor
resultado obtenido y tiempo de ejecucio´n promedio.
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Instancia Golden Ball GA1 GA2 DGA1 DGA2
N1C1W1 A (25) 26.0 (±0.0) 26.5 (±0.5) 26.7 (±0.4) 26.8 (±0.5) 26.7 (±0.5)
x˙ & T 26 0.2 26 0.2 26 0.1 26 0.3 26 0.3
N1C1W1 B (31) 31.0 (±0.0) 31.9 (±0.4) 31.5 (±0.5) 31.5 (±0.5) 31.6 (±0.6)
x˙ & T 31 0.2 31 0.2 31 0.2 31 0.4 31 0.3
N1C2W1 A (21) 21.1 (±0.2) 21.9 (±0.5) 21.9 (±0.5) 21.8 (±0.4) 22.0 (±0.4)
x˙ & T 21 0.2 21 0.3 21 0.2 21 0.4 21 0.3
N1C2W1 B (26) 26.1 (±0.2) 27.6 (±0.5) 27.1 (±0.4) 26.8 (±0.4) 26.8 (±0.5)
x˙ & T 26 0.3 26 0.3 26 0.3 26 0.3 26 0.3
N2C1W1 A (48) 51.0 (±0.3) 53.1 (±0.6) 52.4 (±0.6) 52.9 (±0.6) 52.2 (±0.7)
x˙ & T 50 1.8 51 1.7 51 1.4 52 1.8 51 1.4
N2C1W1 B (49) 51.4 (±0.5) 52.6 (±0.6) 53.0 (±0.8) 53.3 (±0.8) 52.8 (±0.6)
x˙ & T 51 1.8 51 1.9 52 1.5 52 1.8 52 1.4
N2C2W1 A (42) 43.9 (±0.2) 44.6 (±0.6) 45.4 (±0.5) 45.7 (±0.6) 45.3 (±0.6)
x˙ & T 43 1.8 44 1.8 45 1.7 44 1.9 44 1.7
N2C2W1 B (50) 51.4 (±0.5) 52.4 (±0.6) 53.1 (±0.7) 53.4 (±0.6) 53.2 (±0.6)
x˙ & T 51 2.1 51 1.9 52 1.8 53 1.9 52 1.5
N3C2W2 A (107) 114.1 (±1.1) 121.8 (±1.3) 118.7 (±1.5) 120.0 (±1.4) 118.0 (±1.3)
x˙ & T 112 15.0 115 14.8 117 13.5 117 15.2 115 14.1
N3C2W2 B (105) 109.6 (±0.5) 119.8 (±1.5) 113.4 (±1.1) 115.3 (±1.8) 111.9 (±0.7)
x˙ & T 109 17.1 109 16.5 111 16.1 112 15.4 111 14.9
N3C3W1 A (66) 70.2 (±0.5) 74.6 (±0.7) 71.5 (±0.7) 72.6 (±0.9) 71.4 (±0.8)
x˙ & T 69 12.2 70 12.9 70 12.1 71 14.8 70 13.8
N3C3W1 B (71) 76.1 (±0.5) 78.4 (±0.6) 77.4 (±0.9) 78.6 (±1.0) 77.6 (±1.0)
x˙ & T 75 12.1 76 13.1 76 12.7 77 15.7 76 14.5
N4C1W1 A (240) 260.5 (±1.5) 271.6 (±2.5) 268.4 (±3.8) 270.1 (±2.4) 267.7 (±2.1)
x˙ & T 258 194.7 268 187.4 265 181.0 268 200.7 263 199.9
N4C2W1 A (210) 231.2 (±1.2) 239.1 (±1.6) 233.3 (±5.2) 241.0 (±1.9) 235.4 (±1.3)
x˙ & T 229 195.8 235 188.5 219 186.4 238 203.2 233 200.1
N4C2W1 B (213) 233.3 (±1.6) 241.5 (±2.4) 234.3 (±4.7) 243.6 (±1.9) 239.1 (±0.7)
x˙ & T 230 190.5 237 186.2 224 184.2 241 198.6 238 195.4
N4C2W1 C (213) 234.5 (±1.6) 241.7 (±1.8) 239.7 (±6.8) 241.3 (±2.0) 238.1 (±1.9)
x˙ & T 231 199.8 238 194.2 218 191.4 241 201.5 235 198.3
Cuadro A.4: Resultados de los algoritmos GB, GA1, GA2, DGA1 y DGA2 para el
BPP. Para cada instancia se muestra el resultados promedio, desviacio´n tı´pica, mejor
resultado obtenido y tiempo de ejecucio´n promedio.
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Success is not final, failure is
not fatal. It is the courage to
continue that counts.
Winston Churchill
APE´NDICE
B
Conclusions and further
work
Throughout this whole document the different activities performed during thedevelopment of this thesis have been described in detail. In the first chapter a
brief introduction has been done. In this introduction the basic aspects of this thesis
have been established: contextualization, objectives, hypothesis, research method-
ology, main contributions... In following sections, at first, an extensive state of the
art in combinatorial optimization and vehicle routing problems has been performed.
After that, another state of the art has been developed. In this case, regarding the
solving techniques related to these combinatorial and routing problems. After this
careful analysis of the related literature, it has proceeded with the description of
proposed model. Subsequently, the experimentation carried out has been detailed.
The conclusions drawn from this experimentation have led to the achievement of
the main objectives of this thesis and the ratification of the outlined hypothesis.
Having done all this work, the main conclusions and possible future works are
detailed in this last chapter. At first, the general conclusions are specified (Section
B.1), both those connected with the proposed meta-heuristic, such as those related
to the thesis as a generic concept. After that, the possible future lines are described
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B. Conclusions and further work
(Section B.2), all of them related to the presented technique. These lines offer a
very promising research horizon.
B.1 General conclusions
The main contribution of this thesis is the meta-heuristic called Golden-Ball. As
has been explained in previous sections, the GB is a multi-population meta-heuristic,
whose operation is based on several soccer concepts. Being a multi-populational
technique, GB works with a set of solutions, each one called “player”, which are
distributed in different subgroups, or subpopulations, referred as “team”. Each of
these teams evolves autonomously, in a process named “training”, in which play-
ers are modified individually with the intention of improving them gradually. It is
noteworthy that each team has a different training function, which means that each
player evolves differently depending on its team.
At the same time, teams face each other in a process called “matches”, forming
a conventional league. Depending on the results obtained in these matches, each
team will be in one position or another in the league standing. This classification
is crucial to the procedure named “transfer period”, in which teams exchange their
players. Finally, the teams that perform poorly change their coach, in other words,
they change the way they modify their solutions.
Regarding the experimentation carried out, 6 different combinatorial optimiz-
ation problems have been used. Four of these are routing problems, while the
remaining two are classic combinatorial optimization problems, the first one a con-
straint satisfaction problem (NQP) and the second an optimal combinatorial design
one (BPP). In total, 91 instances have been used. The performance of the GB
has been compared with the one shown by four different techniques: two uni-
population genetic algorithms, and two distributed genetic algorithms. Besides
this, with the aim of obtaining rigorous conclusions, two different statistical tests
have been performed: the z -test and the Friedman test.
It is important to highlight that the results comparison and the description of
the technique have been performed following the steps dictated by a set of good
practices proposed by the author of this thesis. These good practices have been
introduced in section 5.1.
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Kind of conference as corresponding author as coauthor Total
International conferences 13 3 16
National conferences 0 2 2
Total 13 5 18
Table B.1: Quantitative summary of the scientific contribution in conferences.
Kind of journal as corresponding author as coauthor Total
Journals with IF 6 3 9
Journals without IF 3 1 4
Informative journals 1 0 1
Total 10 4 14
Table B.2: Quantitative summary of the scientific contribution in journals.
Besides this, in this thesis how the GB can be applied to more complex prob-
lems has been also shown. These complex problems have been directly extracted
from real world situations. In section 6 two different transportation problems have
been described. Both of them have been modeled as complex routing problems, for
which the GB has shown acceptable performance. These two problems are related
to passenger on-demand transportation and the logistics of a newspaper distribution
company. In this aspect, the main contribution is not only the application of the GB
to these problems. It should be added the formulation and the treatment of them,
because it is the first time that such problems are addressed in the literature.
Once the main contributions of this work have been detailed, it is appropriate to
analyze the compliance of the first personal objective proposed in Section 1.2. Spe-
cifically, the objective is to maximize the contribution to the scientific community.
Throughout the development of this doctoral thesis, the author has been able to
contribute significantly to the scientific community, with the publication of around
thirty papers in national and international journals and conferences. A quantitative
summary of these publications is shown in Table B.1 for conferences, and in Table
B.2 for journals.
As can be logical, even though they all are focused on the field of combinator-
ial optimization and routing problems, the published papers move around various
topics. It is for this reason that, in addition to the quantitative summaries outlined
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Main topic of the paper
P. in
journals
P. in con-
ferences
Total
Presenting new techniques or operators 6 2 8
Theoretical and practical analysis of meta-heuristics 2 5 7
Practical applications of meta-heuristics 0 4 4
Good practices in the field of meta-heuristics 2 2 4
Total 10 13 23
Table B.3: Summary of the scientific contribution classified by topic
above, it is convenient to classify the topics that has been addressed in those works,
and list the number of publicatons carried out in each of them. In Table B.3 a
summary is shown for all the papers published as corresponding author.
Regarding the second personal objective, which is related to the development
of transparent algorithms in order to facilitate their replicability, it can be said that
simple compression algorithms have been developed throughout all this work. In
addition, the programming language used for the development of these algorithms
is the well-known Java. With the aim of contributing to the replication of this study,
the author of this thesis provides a basic version of the Golden Ball on demand (via
mail), or through his personal page1.
Having mentioned the main contributions of this thesis, the conclusions drawn
in relation to the work performed are the following.
• The GB provides several originalies compared with the existing techniques.
Among them, the original migration strategy or the strategy of neighborhood
changing process could be highlighted. It can also emphasize the way in
which the GB prioritizes the individual improvement, leaving the cooperative
one in a background
• As has been argued in section 5.5, the experimentation has shown that the
particular migration strategy, the procedure used to make solutions change
their neighborhood, and the reverse approach about individual and cooperat-
ive operators help to improve the average quality of the solutions obtained.
1http://paginaspersonales.deusto.es/e.osaba
172
B.1 General conclusions
• According to the experimentation carried out in this study, it can be seen how
the GB broadly improves the results obtained by other techniques used. This
improvement is manifested in all the 6 problems used, and it is statistically
significant in most of the cases.
• In regard to the robustness, the GB algorithm stands above the rest of altern-
atives, presenting lower standard deviations. In other words, the quality of
the solutions proposed by the GB moves in a narrow range. This character-
istic gives robustness and reliability to the algorithm, something crucial if the
technique is applied a real environment.
• In terms of runtimes and convergence, GB offers a promising performance,
matching or beating the other techniques used in the experimentation. This
is an advantage for the GB, because it can get better results needing a similar
or lower computational effort.
• As has been seen in section 6, the GB has proven to be a promising technique
not only for basic and academic combinatorial optimization and routing prob-
lems, but also for more complex problems. These problems have been drawn
from complex transportation situations, belonging to the real world.
• It can be said that the contribution to the scientific community has been sig-
nificant, publishing more than thirty journal papers and conference commu-
nications.
With all this, it is prudent to conclude that the meta-heuristic proposed in this
work is a competitive technique in terms of conceptual originality and performance.
The algorithm offers promising results, needing admissible runtimes and showing
a remarkable convergence behavior and robustness.
Finally, it is worth mentioning that the GB has already had some impact on
the scientific community. Proof of this is the paper published recently by some
researchers of the University of Mahanakorn, in Bangkok, Thailand. In this work a
version of the GB is presented for solving the CVRP using a heuristic initialization
process [Ruttan. 14]. Additionally, Pichpibul published recently another paper in
which the GB is used to address a real-world problem proposed by a travel agency
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operating in Chonburi, Thailand [Pichpibul 15]. Besides this publication, there are
evidences of interest in the GB by several research groups from various universit-
ies of the world, such as Xi’an University in China, or Karamanoglu Mehmetbey
University, in Turkey.
The fact that some researchers around the world are focusing their research in
the GB meta-heuristics not only demonstrates the attractiveness generated by the
technique itself, but it is also a boost for the author of this thesis. In this way, it has
been designed an ambitious plan for future work, which is going to be described in
the following section.
B.2 Future lines of work
As has been mentioned throughout this document, the research fields of combinat-
orial optimization and routing problems are a hot topic in the scientific community,
and they are in constant expansion. That is the reason why it could be considered a
mistake the fact of putting an end to the work developed in this thesis. Therefore,
and because of the potential of the presented meta-heuristic, it has been drawn up
a plan for the future work, which will be described in this section.
In this way, future lines arising from this thesis can be divided into two differ-
ent areas. The first area is focused on the Golden Ball as a meta-heuristic, in its
analysis and possible improvements. In this context, the following activities have
been planned:
• As has been mentioned in Section 5.4, the next step in the research presented
in this thesis could be to conduct an extensive study on the parameterization
of GB.To perform such study a high number of tests will be carried out on
a small set of problems (as the TSP or the CVRP), altering the values of
some parameters of the algorithm, as the number of teams or the number of
players per team. The objective of this study is to perfectly understand the
behavior of the meta-heuristic. In this way, it could be intuited which is the
best configuration to get good results in future developments, or it could be
predicted the ideal configuration to consume the least possible runtime.
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Furthermore, by conducting this study it may be concluded what parts of
the algorithm are more effective, and which ones collaborate lesser in the
optimization process. These conclusions lead directly to the next milestone
in the planned future work.
• Any experienced reader in this field can guess that, although the GB has
several strong points, it also has several areas for improvement. One of them
is the complexity of the technique. Compared with other techniques, the GB
has a level of complexity that could be classified as high. Despite being easily
understandable, as has been justified in Section 4.1.3, a novice programmer
could have some difficulties implementing the technique. This is due to two
factors, the first is the large number of operators needed to achieve the best
performance of the technique, while the other is the high number of steps in
the execution flow.
It is for this reason that one of the main objectives of future work is to reduce
the inherent complexity of the GB. To do this, the results obtained from the
experimentations described in the previous section have to be analyzed, in
order to decide which steps can be either modified or eliminated.
• In this thesis the performance of the proposed technique has been compared
with two sorts of meta-heuristics: two basic genetic algorithms, and two dis-
tributed genetic algorithms. The comparison of GB with these techniques
should be considered fair, as have been reasoned in Section 4.3. Still, many
different meta-heuristics can be found in the literature, many of which are
very far from the philosophy adopted by the GB. Despite this, one possible
future work with a great scientific potential could be the qualitative compar-
ison between the GB and some other techniques. Several methods could be
used for this purpose, such as the PPSO, ICA or PABC.
The other field that shapes the future work plan is focused on the application of
the Golden Ball. In this aspect, the following research lines have been detected:
• As have been referred in previous sections, one interesting research area is
the application of meta-heuristics to complex routing problems adapted to
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real world situations. A first approach to this field has been made, as have
been described in Chapter 6, having modeled and addressed with the GB
some problems of this kind. Additionally, the first publications in this field
have been produced. Nevertheless, due to its growing scientific interest, it
would be interesting to make a greater emphasis on this area. To reach this
goal, some real situations related to transport and logistic should be identi-
fied, which must be modeled as multi-attribute vehicle routing problems, in
order to give them an adequate treatment with the GB.
• Until now, as can be seen in this thesis, the GB has been applied to some
vehicle routing problems, such as TSP, ATSP, CVRP and VRPB, and two
classical combinatorial optimization problems, the first one a constraint sat-
isfaction problem (the NQP), and the other one a combinatorial design prob-
lem (BPP).
In this way, the application of GB to some other optimization problems has
been planned as future challenge. Perhaps, the following step, since it is also
a combinatorial optimization problem, could be the application of the GB to
the Job Shop Scheduling Problem problem. On the other hand, it would be
interesting from the scientific point of view the application of the proposed
technique to continuous optimization problems. This concrete field generates
many scientific production every year.
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El peor mal del hombre es la irreflexio´n.
So´focles
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