In this paper, we review and explore some important aspects of a key project on applied statistical methods supported by the National Natural Science Foundation of China. Our discussion focuses on (1) statistical inference under order restriction, (2) structural learning of graphical models, and (3) statistical analysis on haplotypes and recombination fractions in genetics and some research results on Hardy-Weinberg equilibrium (HWE) and admixture linkage disequilibrium (ALD).
INTRODUCTION
Statistics is a science for extracting information from complex and noisy data with uncertainty. Applied statistical methods help analyze data to serve specific purposes in applications. Under the support of the National Natural Science Foundation of China as a key research project in applied statistics, our research is advancing on a broad front, from the development of new statistical methods based on probability theory, to novel applications of statistical methods to new data. In this paper, we review what we have done and explore some important issues in the the following three areas: statistical inference under order restriction, structural learning of graphical models, and statistical genetics.
Statistical inference under order restriction has been studied extensively [5, 62, 70] .The origins of order restricted statistical inference are usually dated back to the early 1950s. The field developed rapidly during the 1960s and early 1970s and formed the more precise theory of estimation and testing under a variety of assumptions. Today, it remains a fertile area of statistical research. In the meantime, it has been increasingly used to deal with practical problems. Clinical trials, bioassays, biomedical sciences, genetics and bioinformatics are all among the interdisciplinary fields that have a growing need for statistical inference. For example, in a dose-response study, a therapeutic response may first increase with dosage, and then decreases as the dose level increases further due to adverse effect. The fact that the utilization of ordering information increases the efficiency of statistical inference procedures is well documented. Therefore, research in this area is of important practical significance. The problems of estimation and testing are the most important part of order restricted statistical inference. In this paper, we will review some main theoretical results that we have obtained, and we will pay more attention to some efficient applications of the order restricted methods in the interdisciplinary fields, such as bioinformatics.
Graphical models (i.e., undirected independence graphs, directed acyclic graphs (DAG) and Bayesian networks) have been widely applied to many fields [16, 42, 56, 76] . Structural learning of graphical models has been discussed by many authors [9, 32, 56, 76] . We have proposed several approaches for structural learning. For an undirected independence graphical model, given a vertex, its neighbor set can be found based on the mutual information between the vertex and a potential neighbor set [13] . For a very large graphical model, [87] and [90] presented decomposition approaches in which a problem of structural learning for a large graphical model is decomposed into problems for small models. [82] combined clustering with structural learning. Clustering can be used to facilitate structural learning of a graphical model with a large number of variables. On the other hand, graphical structure of variables in a cluster can be used to explain dependencies of variables within the cluster.
With the rapid progress of the Human Genome Project, a huge volume of SNPs have been discovered in the human genome. SNPs play a very important role in modern genetic epidemiology studies, including the study of fine-mapping of Mendelian disorders and the study of mapping common complex disorders. However, the information offered by single SNP is limited, which motivates us to consider many SNPs simultaneously in the mapping of disorders. The haplotype, which is a set of closely linked SNP alleles along a region of a chromosome, contains more genetic information than a single SNP. In practice, however, what can be obtained directly is genotype data but not haplotype data. Genotypes, which are obtained through widely used largescale genotyping technologies for SNPs, do not contain phase information. In order to use the haplotype information in mapping of disorders, we should first determine all possible haplotype pairs that are compatible with the observed genotypes or at least estimate haplotype frequencies.
Molecular genetics has made much progress in recent years, among which linkage analysis fulfills an important role. Statistical machinery has been used to analyze family data and to detect linkage [17, 61, 55, 79] .
This article is organized as follows. We first introduce our researches of statistical inference under order restriction with its application in Section 2, and we present our works on structural learning of graphical models in Section 3, then we discuss some problems of concern in statistical genetics and show some of our works on this field in Section 4. A brief conclusion is presented in last section.
ORDER-RESTRICTED INFERENCE WITH APPLICATIONS
In many biostatistical studies (such as microarray experiments and dose-response studies), experimental conditions usually have some inherent orderings. The performance of statistical inference can be improved significantly if this information can be appropriately utilized in the inferential procedure [57] . Order-restricted statistical inference is an efficient tool by using ordering information. Depending on the particular practical situation, one can use different order restricted methodologies.
Tests of homogeneity of odds ratios
For a given contingency table of ordinal variables, [64] proposed a test about the homogeneity of odds ratios against a partial order restriction. The inference of these odds ratios is considered on an extended hypergeometric distribution, a conditional distribution of cell frequencies given both marginal totals. By taking a transformation, the order restriction on the odds ratios was transformed into some linear inequalities restriction. Furthermore, a test is proposed from the transformation as a one-sided likelihood ratio test in the normal case and its asymptotic null distribution is theχ 2 distribution. In practice, many odds ratios exhibit a trend. For example, there is usually a simple order on the odds ratios. In the study of dose-response relationships, a unimodal trend may be considered, which is also said to be the umbrella order and includes the simple order. The proposed test can be easily applied to test homogeneity of the odds ratios against the simple or any other partial order restricted alternatives.
Under the background of dose-response and carcinogenesis studies, we proposed a new non-model-based significance test for detecting dose-response relationship with the incorporation of historical control data. Our non-model-based test is considered simpler from a regulatory perspective because it does not require validating any modeling assumptions. Moreover, our test is especially appropriate to those studies in which the intravenous doses for the investigational chemical are labeled as, e.g., low, medium and high or the dose labels do not suggest any obvious choices of dose scores. Morever, our test can be easily adopted for detecting general dose-response shape, such as an umbrella pattern [48, 24] .
Restricted estimation for normal means
Estimation problems of means and variances from normal populations under simultaneous order restrictions have a profound theoretical basis and practical significance. For k normal populations with unknown means μ i and unknown variances σ 2 i , i = 1, 2, . . . , k, assume that there are some order restrictions among the means and variances respectively, such as simple order restrictions: [65] explored some properties of maximum likelihood estimation of μ i 's and σ 2 i 's, and proposed an algorithm of obtaining the maximum likelihood estimators under the order restrictions. Furthermore, for the isotonic regression problem of normal means, it is usual to assume that all variances are known or unknown but equal. [67] generalized the procedure of [65] to a general case, i.e., there are no conditions imposed on the variances.
[57] proposed a powerful method based on the theory of order-restricted inference for selecting and clustering genes according to their time-course or dose-response profiles. The proposed method necessitates the assumption of a constant variance through time or among dosages. This homoscedasticity assumption is, however, seldom satisfied in practice.
As an open problem, [57] expected that the estimation procedure for mean gene expression can be modified for the situation with unknown and unequal variances along the lines of [65] . [71] carried out the above task based on a bootstrap resampling procedure. Alternatively, we proposed a new method based on the algorithm proposed by [65] and [67] to deal with the heteroscedastic situation where a bootstrap technology is also utilized to get samples [45] . Simulation results show that the proposed alternative procedure can control the false positive rate better than that developed by [71] .
Restricted EM algorithm
Incomplete data and order restriction are two important fields in statistics, which have been widely applied in engineering, biology, medicine, economics or social sciences, and so on. They often occur together in applications. Therefore, research on the two problems is very important in practice. [39] discussed the estimation under linear equality restrictions with missing data. [60] discussed the estimation under nonlinear equality restrictions and solved the problem of risk assessment of quantitative responses of a new drug by that method. Moreover, the research of estimation under restrictions A 0 β ≥ a has extensive practical backgrounds. But the existing methods, including the method of [39] , are not suitable for the general problems. Based on the above reasons, we proposed a restricted EM algorithm under linear inequality restrictions in linear models, generalized linear models and Cox models etc. Furthermore, we have discussed some convergence properties of the EM sequence and the consistency of the restricted EM estimator and a related testing problem [69, 91] .
In some biological experiments, it is quite common that laboratory subjects may be different in their patterns of susceptibility to a treatment. In these situations, finite mixture model analysis becomes a useful tool. Under a finite mixture normal model, we have studied the drug risk assessment problems under the assumption that the population at risk consists of multiple sub-types of different susceptibilities. The restricted EM algorithm is utilized to obtain the maximum likelihood estimates of the model. Particularly, we have also discussed the model selection problem based on Bayes factor, which is approximated by the Schwarz criterion. The practical significance of the proposed method is illustrated with an actual dose-response data set in [78] .
New estimation techniques
For generalized log-linear models, the iterative proportional fitting procedure (IPFP) or iterative proportional scaling procedure is one of the most effective methods to compute the maximum likelihood estimation of the related parameters, which was given by [73] . [12] generalized this method and proposed the generalized iterative scaling procedure, which is now named Darroch and Ratcliff's methods. It is widely applied to deal with log-linear models. In reality, one is often faced with ordinal category data and expected to construct models with ordinal information. [2] discussed the importance to model ordinal category data and summarized some recent developments. There were no effective methods to compute the maximum likelihood estimation for related parameters. We proposed an effective iterative algorithm for log-linear models with ordinal variables [19, 68, 20] .
Stochastic ordering is a useful concept in order restricted inferences. Based on the idea with two consecutive supremization steps, we propose a new estimation technique for the parameters in two multinomial populations under stochastic orderings when missing data are present. In comparison with traditional maximum likelihood estimation method, our new method can guarantee the uniqueness of solution. Furthermore, it doesn't depend on the choice of initial values for the parameters, in contrast to the EM algorithm. Finally, we give the asymptotic distributions of the likelihood ratio statistics based on the new estimation method [75] .
Finally, using stochastic differential equations, we have developed a new maximum likelihood technique to estimate the parameters in a randomized Logistic equation [35] [36] [37] . It is expected that this new research direction will also open novel research challenges and possibilities for the current biological approaches.
STRUCTURAL LEARNING OF GRAPHICAL MODELS
In this section, we introduce our works on structural learning of graphical models. We first introduce structural learning of undirected independence graphs, which can also be used to facilitate discovery of directed acyclic graphs (DAGs). Next we show a decomposition approach for learning structures of DAGs, which decomposes a problem of learning a large graph into several smaller learning subgraphs. This decomposition learning can also be used for structural learning of a DAG from multiple databases with overlapped variable sets. Then we give an approach in which variables are hierarchically clustered from small clusters into large clusters, and subgraphs of these clusters are constructed simultaneously. In the beginning, we construct a subgraph for each initial small cluster, then we piece together subgraphs whenever these clusters are combined together. We assume that the graphical models are faithful, that is, all independencies and conditional independencies among variables can be represented by graphs [76] .
Learning of undirected independence graphs
A graph is a pair G = (V, E) where V is a finite set of vertices and E is a subset V × V of ordered pairs of distinct vertices, called the set of edges. An edge is directed pointing from i to j if i, j ∈ E. If i, j ∈ E and j, i ∈ E, an edge between vertices i and j is undirected, denoted by (i, j) and depicted by a line in the graph. A graph is undirected if it contains only undirected edges. In an undirected graph, the neighbor set of a vertex i is defined as a set of vertices that have one edge connecting i in G, denoted by N i .
Let X = (x 1 , . . . , x p ) be a p-dimensional vector of random variables. Each variable x i in X is depicted by a vertex i in G. An undirected graphical model is then a family of probability distributions P G which has the Markov property over the undirected graph G [42] , that is, variables x i and x j are conditionally independent given other variables (denoted by x i ⊥ ⊥ x j | X V \{i,j} ) if there is no undirected edge between vertices i and j (i.e. (i, j) / ∈ E). This property is called the pairwise Markov property. Thus the existence of undirected edges can be checked with conditional independence tests. However, when the conditioning set is large, the independence test becomes inefficient, especially for the case of discrete variables. Let A, B and C be a partition of all variables in X. Suppose that at least one of variables x i and x j are contained in the set A.
. Thus an undirected edge (i, j) which falls in the vertex set A or crosses A and C can be checked conditionally on a smaller set (A∪C)\{x i , x j } rather than the set X \{x i , x j }.
Alternatively we can try to find a conditioning set as small as possible such that a variable x is independent of others given the conditioning set, which is the neighbor set of x. We use the mutual information to measure independence between variables. The mutual information for independence between X and Y is defined as
It equals 0 if and only if X and Y are independent. It can be shown that a variable x i has the largest mutual information with its neighbor set
Thus we can find the neighbor set of a variable based on the criterion of the largest mutual information, and we may use some score with penalty of the neighbor size to select a neighbor set [13] .
A decomposition approach for learning DAGs
After obtaining an undirected independence graph over the full vertex set V , we can further learn a DAG. To construct DAGs from observed data, the IC algorithm searches for a separator S from all possible variable subsets such that two variables u and v are independent conditional on S, and the PC algorithm limits possible separators to vertices that are adjacent to u and v [56, 76] . [87] presented a decomposition approach for recovering structures of DAGs. The decomposition approach starts with an undirected independence graph which may not be a moral graph and may have extra edges added to the moral graph. To decompose a problem of learning a large graph into ones of learning small subgraphs, the approach first finds an undirected independence graph from data, next constructs its junction tree or its d-separation tree, then finds a local skeleton for every node of the tree, and finally combines these local skeletons together.
Below we give a simple example to illustrate the decomposition approach. Suppose that the true underlying DAG G V is given in Figure 1 (a) and we obtain observed data from the DAG. From the observed data, we first learn an undirected independence graph as shown in Figure 1 (b) . In order to construct a junction tree, we triangulate the undirected independence graph with two dashed edges as shown in Figure 1 (c) and then obtain a junction tree as shown in Figure 2 , where a triangle denotes a tree node and a rectangle denotes a separator. For each node of the junction tree, we construct a local skeleton using the IC algorithm or the PC algorithm, see Figure 3 (a). Finally we combine all local skeletons together and delete those edges which are absent in a local skeleton, such as the edges (4, 6) and (1, 6), see Figure 3 
To obtain a DAG, other edges in Figure 3 (b) can be oriented as long as the graph does not create a directed cycle or a new v-structure. The Markov equivalence class can be obtained by collecting all of these possible DAGs.
In many practical applications, conditional independence between variable sets can be judged with domain or prior knowledge or with incompletely observed data patterns, such as Markov chain, chain graphical models, dynamic or temporal models, file-matching for large databases and split questionnaire survey sampling [10, 44, 59] . This prior knowledge of conditional independence can be used for decomposition in the approach. [86] gives a divide-and-conquer strategy in which structural learning for a large DAG is split recursively into those for subgraphs. The recursive algorithm can be depicted as a binary tree whose top node is the full set of all variables and whose other nodes are proper subsets of variables at its parent node. The algorithm consists of the top-down and the bottom-up steps. First at the top-down step, the full set of all variables at the top is decomposed into two small subsets, each of which is decomposed recursively into two smaller subsets until each node cannot be decomposed further at the bottom of the tree. At each step, the decomposition is achieved by learning an undirected graph known as independence graph for a variable subset. Next at the bottom-up step, subgraphs of leaf nodes are first constructed, and then a pair of child subgraphs are combined together into a large subgraph at their parent node until the entire graph is constructed at the top of the tree. Since the recursive algorithm reconstructs an undirected subgraph at each recursive step [82] proposed an approach which combines structural learning and cluster analysis. By the combined approach, graphical structures can be used to explain relationships among variables in each cluster. In a cluster analysis, the most correlated variables are initially grouped together, then the correlated clusters are grouped into a larger cluster, and so on. The cluster analysis, however, does not explain why and how these variables are grouped into a cluster at each step. We construct a subgraph for each cluster to explain the association relationships among variables in the cluster. On the other hand, we use hierarchical cluster approach to assist structural learning. When there are a large number of variables, searching for a separator and statistical test are not efficient. In the approach of combining structural learning and cluster analysis, a larger graph is constructed by combining several small graphs whenever the corresponding small clusters are grouped into a larger cluster. In such a way, a difficult problem of constructing a large graph is split into easy problems of constructing small graphs.
Combination of clustering and structural learning
Below we illustrate the approach with a simple DAG in Figure 4 (a). We first obtain a cluster tree with two small clusters {x 1 , x 2 , x 3 } and {x 4 , x 5 , x 6 } in Figure 5 . For the small clusters, we separately construct two subgraphs, as shown in Figure 4 (b) . From the subgraphs, it can be seen that x 2 and x 3 are conditionally independent given x 1 , and x 4 and x 6 are conditionally independent given x 5 . Although x 2 and x 3 do not directly associate each other, x 2 and x 3 are grouped into a cluster since x 1 associates both x 2 and x 3 . Secondly these two subclusters are grouped into a larger cluster, and then we combine two subgraphs into a larger graph in Figure 4 (c). Thirdly, we add a moral edge between X 2 and X 3 and obtain a moral network in Figure 4 (d) . Finally, we find a v-structure x 2 → x 4 ← x 3 , and then we can orient the edges: x 4 pointing at x 5 and x 5 pointing at x 6 to avoid new v-structures, as shown in Figure 4 (e). The directions of edges between x 1 and x 2 cannot be determined uniquely, although they must be oriented as one of
STATISTICAL GENETICS
In this section, we present our work in the field of statistical genetics. We first address some issues on haplotype inference, since the data we obtain are always genotype data but not haplotype ones. Next we show some studies of HWE which may not express homogeneity across population strata, and we also discuss the problem of admixture linkage disequilibrium across several strata. Lastly we introduce some aspects of genetic linkage analysis, with results on the inference of recombination fractions under some natural inequality restrictions.
Haplotype inference
Currently, there are primarily two categories of methods for estimating haplotype frequencies and haplotype inference: molecular or experimental methods and statistical methods. The former can not be used for large-scale studies because direct laboratory haplotyping assays are expensive and low-throughput. On the other hand, the statistical methods are less expensive, and can be widely used for large-scale studies, which contain the Clark algorithm [8] , EM type algorithms [18, 31, 46, 58, 6] and Bayesian algorithms [77, 52, 89] . However, almost all of the statistical methods perform haplotype inference under the assumption that genotype data sets have errors. Nearly all large genotype data sets have errors. Furthermore, many authors pointed out that genotyping errors have enormous impact on haplotype inference [3, 22, 14, 40, 1, 74, 38] . Here, we will propose several novel strategies to reduce the impact induced by genotyping misclassification or genotyping errors in haplotype inference.
Firstly, to adjust for genotyping errors we adopt a double sampling scheme. Let G = (G 1 , . . . , G N ) denote the fallible genotypes of N independent individuals identified by inexpensive and large-scale genotyping technologies. We advise researchers to re-identify the genotypes of a subsample, say, n < N, using the high-fidelity but expensive genotyping technologies, and we consider the genotypesG = (G 1 , . . . ,G n ) classified in this way to be the genotypes without errors. We can use the relations between (G 1 , . . . , G n ) and (G 1 , . . . ,G n ) to infer the possible infallible genotypesG = (G n+1 , . . . ,G N ) of other N − n individuals, and then we use an EM algorithm to infer haplotypes of individuals by considering the unobserved phase information as the missing data. The likelihood function can then be expressed as
where D denotes the possible haplotype pair that is compatible with the infallible genotypeG i orG i of the ith individual. Secondly, to adjust for genotyping errors we adopt a multi-genotyping scheme, that is to say, we recommend to identifying the genotype of each individual using several different inexpensive genotyping technologies. Let G (1) , G (2) denote the two genotypes of the same individual identified by two different inexpensive genotyping technologies. G (1) , G (2) may contain genotyping errors due to the inexpensive technologies. We consider the unobserved infallible genotype G to be a latent class variable and use a latent class model to estimate Pr(G (1) |G) and Pr(G (2) |G). We also use an EM algorithm to infer haplotypes of individuals by considering the unobserved phase information as the missing data. The contribution to the likelihood by one subject can then be expressed as
where D denotes the possible haplotype pair that is compatible with the infallible genotype G. [38] advised researchers to use the raw fluorescent intensity (FI) data but not fallible genotype data in haplotype inference studies when genotype data sets have errors. However, their GS-EM algorithm is not applicable to pedigree data directly. Although some genotyping errors can be detected using Mendel's laws as a check for pedigree data, [23] showed that the error-detection rate that has been estimated using trio designs does not exceed 30% for one diallelic marker. So it is important to develop methods that incorporate genotyping errors into haplotype frequency estimation for pedigree data. To perform haplotype inference based on FI data of pedigree structure, we described a new GenoSpectrum-EM algorithm, called GS-PEM, which estimates haplotype frequencies by taking into account of the dependence information among related individuals in pedigrees [94] . For a pedigree, let X f = (X 1 , . . . , X J ) and X n = (X 1 n , . . . , X R n ) denote the FI values of J founders and R non-founders. We assumed that all pedigrees are independent, and founders in each pedigree are treated as an independent sample from the population. The contribution to the likelihood by one pedigree can then be expressed as
where G f , G n represent the possible vectors of genotypes of J founders and R non-founders, and D f , D n denote the possible vectors of haplotype pairs that are compatible with G f and G n . After the haplotype pair of each individual is determined or haplotype frequencies are estimated, we can study the associations of haplotypes with traits. Furthermore, we can study the associations of haplotypes with traits based on unphased genotype data directly, where we need to account for haplotype ambiguity by modeling the probabilities of the possible haplotype pairs per subject [63] . Although there are many haplotype-based association methods currently, the performance of the existing methods depends on the highfidelity genotyping technology. That is to say, almost all of the existing methods perform haplotype association analysis under the assumption that genotype data do not contain errors. As mentioned above, however, almost all large genotype data sets have errors, which can impact haplotypebased association analysis enormously. To reduce the impact induced by genotyping errors in haplotype association studies, we want to estimate the haplotype frequencies and haplotype effects based on raw FI readouts from case-control studies [93] . Firstly, we adopted a clustering algorithm based on mixtures of t distributions, presented by [38] , to obtain the "GenoSpectrum" for each individual. Secondly, we proposed a likelihood-based approach incorporating the genotyping uncertainty to assess the associations of haplotypes and traits through a haplotype-based logistic regression model. Let X denote the FI value of an individual, and let Y denote a complex disorder, with values 1 or 0 corresponding to the presence or absence of the disorder. The contribution to the likelihood by one subject can then be expressed as
where G denotes the possible genotype of the individual, and D denotes the possible haplotype pair that is compatible with the genotype G. We can use a haplotype-based logistic regression model to model the conditional probability of the trait given haplotype pair, Pr(Y |D, β). β is the vector of regression coefficients, and Pr(D|θ) is the probability of haplotype pair D, where θ is the vector of frequencies of haplotypes. Moreover, we can use the clustering algorithm based on mixtures of t distributions to estimate the conditional probability Pr(X|G).
Research on HWE in population genetics
The law of Hardy-Weinberg equilibrium (HWE) states that in a large random mating population that is not affected by the evolutionary processes of mutation, migration, or selection, both the allele frequencies and the genotype frequencies are constant from generation to generation [30, 83] Furthermore, the genotype frequencies are related to the allele frequencies by the square expansion of those allele frequencies. The original descriptions of HWE became an important landmark in the history of population genetics [11] , and it is now common practice to verify whether observed genotypes conform to Hardy-Weinberg expectations [33, 53] .
In a diallelic locus with alleles A 1 and A 2 across K strata, let the genotypic array of the k-th
Let p k be the allelic frequency of A 1 in the k-th stratum and
, K). Populations with genotypic frequencies satisfying
are said to be in HWE at the locus under consideration. In studies of HWE, there are two widely used coefficients, namely the fixation and disequilibrium coefficients [84] . For stratum k (k = 1, . . . , K), the fixation and disequilibrium coefficients are defined by
Hence, the problem of testing HWE when individuals are sampled from several strata is equivalent to testing one of the following hypotheses:
For statistical tests based on disequilibrium coefficients, one can refer to the work of [29] and [72] . For test procedures based on functions of fixation coefficients (e.g., (1 − f k ) 2 ), one can consult the work of [80, 51] . It is noteworthy that any statistical procedure for testing the null hypothesis in Eq. (1) assumes that the measure of disequilibrium (i.e., θ k ) is constant across the strata. In this regard, it is important that one should consider testing the assumption of homogeneity of the measure of disequilibrium across strata prior to any testing of the null hypothesis in Eq. (1) . For this purpose, we consider the following hypotheses:
Not all θ k s are equal, [54] proposed a large-sample test and an exact test for verifying the null hypothesis H 0 in Eq. (2) via a function of fixation coefficients, (1 − f k ) 2 . They also approximated the P -value of the exact test using a Markov chain Monte Carlo approach. Although the use of fixation coefficients to describe departures from HWE has some merit, it has the disadvantage that these parameters are estimated as ratios of genotypic frequencies. It is difficult to study sampling properties of ratio statistics [33, 84] . Besides, functions of fixation coefficients such as (1 − f k ) 2 may possess an infinite upper bound. On the other hand, there are advantages in working with a composite kind of quantity such as the disequilibrium coefficient. This is simply the difference between a frequency and its values expected when there is no association between alleles. Moreover, it is easy to show that the disequilibrium coefficient
Unfortunately, a test of homogeneity of disequilibrium coefficients across several strata has not been considered in the literature. We develop an asymptotic test for this purpose [88] .
Simulation results demonstrated that our homogeneity score test performs satisfactorily in the sense that its empirical size seldom exceeds the pre-chosen nominal level by more than 10 percent, even for small sample sizes. Empirical results from our simulation studies supported that our homogeneity score test is a reliable asymptotic testing procedure even for small sample sizes. However, our test may suffer from the drawback that it may be quite conservative for rare allelic probabilities (e.g., ≤ 0.1). In this case, one may require larger sample sizes to overcome the conservativeness issue.
Research on ALD in population genetics
Admixture linkage disequilibrium (ALD), a phenomenon created by gene flow between genetically distinct populations, has for some time been used as a tool in gene mapping. It is therefore important to analyze the pattern of ALD over generations. We explored two models of admixture: the gradual admixture (GA) model, in which admixture occurs at a variable rate in every generation; and the immediate admixture (IA) model, a special case of the GA model, in which admixture occurs in a single generation [25, 27] . In the case of ALD, the well-known formula of linkage disequilibrium (Δ (t) = (1 − r) t Δ (0) ) is not applicable under these two models. We noted the effect of a random-mating population (RMP) on the gametic frequencies from the parental population to the offspring population, and provide the correct formula for ALD.
Case-control studies compare marker-allele distributions in affected and unaffected individuals, and significant results may be due to linkage but can also simply reflect population structure. To test for linkage after obtaining a significant case-control finding, within-family analysis can be performed. In a transmission/disequilibrium test (TDT), genotypes of cases are compared to those of their parents to explore whether a specific allele, or marker, at a locus of interest is transmitted to a greater degree than Mendelian inheritance would warrant. For multi-allelic markers, several authors have proposed extensions to the TDT. We proposed a TDT test that utilizes the available information of a case-control study in the grouping of alleles for multi-allelic markers, and thereby increases the statistical power of a TDT test with a small sample size [25] .
Genetic linkage analysis
The degree of linkage can be measured by the recombination fraction. Many map functions under different assumptions have been derived [28, 50] , from which the genetic distance and the recombination fraction can be mutually transformed. Human gene mapping is now an important field of science. A critical first step in finding gene loci that contribute to a genetic trait is to demonstrate linkage with a gene of known location (marker). So estimating the recombination fractions is important in linkage analysis.
In several respects, three-locus analysis yields more information than does two-locus analysis [85, 47] . Three-locus linkage analysis is also an important case of multi-locus problems. Methods for detecting multilocus linkage in humans and estimation of recombination have been proposed by Lathrop et al. [41] . More recently, Ott [55] considered the estimation of two-locus recombination fractions for phaseunknown triple backcross families with two offspring in each family, and presented the estimates of the two-locus recombination fractions. Wu et al. [85] considered simultaneous estimation of linkage and linkage phases in outcrossing species. However, as mentioned in [55] , the estimates suggested by the author may not satisfy some natural restrictions which two-locus recombination fractions should satisfy. One may not obtain a reasonable interpretation of the recombination phenomenon based on the estimates. Furthermore, illegitimate estimates of recombination fractions may reduce the power to detect linkage. In addition, the restrictions on recombination fractions given within context are necessary in the analysis. For example, they can be applied to determine the locus order on the genome [85, 47] .
Let θ AB , θ BC and θ AC , respectively denote two-locus recombination fractions between loci A and B, between loci B and C, and between loci A and C. The θ i s need to satisfy the following restrictions:
This estimation problem of two-locus recombination fractions in three-locus linkage analysis belongs to the constrained parameter problems which are not only important but also appear in many areas. The reader is referred to the works of [15, 62, 69] . However, the methods provided in the literatures cannot be directly applied to the above genetics problem.
For the case of phase-unknown triple backcross families with two offspring in each family, we consider the estimation of the two-locus recombination fractions under the above restrictions, which is also a missing data problem [92] . We develop a restricted EM algorithm, which gives estimating results by taking into account of the natural inequality restrictions on the two-locus recombination fractions, and the algorithm is easy to extend to other cases.
CONCLUSION AND SOME FURTHER DISCUSSIONS
The undisputed facts show that the statistical inference techniques under order restrictions are powerful tools for extracting valuable information hidden in a larger amount of practical data. However, a number of practical problems are far from being really solved. Anraku [4] opens the possibility of classical model selection applied to order-restricted alternative hypotheses. He proposed an order restricted information criterion (ORIC) based on the isotonic regression theory under the restriction of simple order. In many application problems, the configuration of parameters may present an umbrella order trend instead of simple order trend. For example, in dose-response studies, the therapeutic variables may increase with dose levels at first and then decrease with the further increasing of dose levels due to adverse effect. In the context of gene selection, [57] provided a practical demand for a generalized ORIC to treat some more general order restriction cases. We hope a breakthrough can be made in this field.
In Section 3, we have introduced several approaches for structural learning of graphical models which were investigated in our project. The theoretical results which are the base of the algorithms are also important for observational and experimental designs, analysis of incomplete data and local structural discovery of graphical models. Efficient approaches for a large number of variables but a small sample size need to be investigated further. DAGs are often used to depict causal relationships among variables. Besides conditional independencies, causal relationships between causes and effects are going to be discovered from experimental data and even observational data [56, 76] . A criterion of surrogate endpoints was discussed based on DAGs in [43] and [7] .
In this paper, part of our work in applied statistics has been reviewed. These theoretical results and related approaches can be applied to many fields, such as medical and epidemiological studies, data mining, artificial intelligence, and genetics. Some of our research has been applied to the study of traditional Chinese medicine. We hope that our work will be of interest to our colleagues in China and around the world.
