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Abstract
SPSS 11.5 and later releases offer a two step clustering method. According to the authors’
knowledge the procedure has not been used in the social sciences until now. This situation
is surprising: The widely used clustering algorithms, k-means clustering and agglomerative
hierarchical techniques, suffer from well known problems, whereas SPSS TwoStep clustering
promises to solve at least some of these problems. In particular, mixed type attributes can
be handled and the number of clusters is automatically determined. These properties are
promising. Therefore, SPSS TwoStep clustering is evaluated in this paper by a simulation
study.
Summarizing the results of the simulations, SPSS TwoStep performs well if all variables
are continuous. The results are less satisfactory, if the variables are of mixed type. One
reason for this unsatisfactory finding is the fact that differences in categorical variables are
given a higher weight than differences in continuous variables. Different combinations of
the categorical variables can dominate the results. In addition, SPSS TwoStep clustering
is not able to detect correctly models with no cluster solutions. Latent class models show
a better performance. They are able to detect models with no underlying cluster structure,
they result more frequently in correct decisions and in less biased estimators.
Key words:
SPSS TwoStep clustering, mixed type attributes, model based clustering, latent class models
Zusammenfassung
SPSS enthält seit Version 11.5 einen Algorithmus zur TwoStep-Clusteranalyse. Dieses Ver-
fahren wurde in den Sozialwissenschaften unseres Wissens nach bisher nicht angewendet.
Das ist eigentlich überraschend: Die weit verbreiteten Verfahren der Clusteranalyse, wie
k-means und agglomerative hierarchische Verfahren, haben bekannte Schwächen, für die
SPSS TwoStep Clustering wenigstens teilweise eine Lösung verspricht: Insbesondere sollen
gemischt-skalierte Variablen erlaubt sein und die Anzahl der Cluster automatisch bestimmt
werden. Aus diesem Grund wird der neue Algorithmus in diesem Papier mit einer Simulati-
onsstudie evaluiert.
SPSS TwoStep ist erfolgreich, wenn die Variabeln quantitativ sind. Für gemischt-skalierte
Variablen sind die Ergebnisse jedoch weniger zufriedenstellend. Ein Grund hierfür ist, dass
nominalen Variabeln in der Analyse höher gewichtet werden und so verschiedene Variablen-
Kombinationen die Ergebnisse dominieren können. Weiterhin findet SPSS TwoStep Cluster,
selbst wenn den Daten keine Clusterstruktur zugrunde liegt. Modelle mit latenten Klas-
sen führen hier zu besseren Ergebnissen. Sie erkennen Situationen, in denen keine Cluster-
struktur vorliegt, treffen häufiger die richtige Clusterzahl und führen zu weniger verzerrten
Schätzern.
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1 Introduction
SPSS 11.5 and later releases offer a two step
clustering method (SPSS 2001, 2004). Accord-
ing to the authors’ knowledge the procedure
has not been used in the social sciences until
now. This situation is surprising: The widely
used clustering algorithms, k-means clustering
and agglomerative hierarchical techniques, suf-
fer from well known problems (for instance,
Bacher 2000: 223; Everitt et al. 2001: 94-96;
Huang 1998: 288), whereas SPSS TwoStep
clustering promises to solve at least some of
these problems. In particular, mixed type at-
tributes can be handled and the number of
clusters is automatically determined. These
properties are promising. Therefore, SPSS
TwoStep clustering will be evaluated in this pa-
per. The following questions will be analyzed:
1. How is the problem of commensurability
(different scale units, different measure-
ment levels) solved?
2. Which assumptions are made for models
with mixed type attributes?
3. How well does SPSS TwoStep – espe-
cially the automatic detection of the num-
ber of clusters – perform in the case of
continuous variables?
4. How well does SPSS TwoStep – espe-
cially the automatic detection of the num-
ber of clusters – perform in the case of
variables with different measurement lev-
els (mixed type attributes)?
The model of SPSS TwoStep clustering will
be described in the next section. The evalua-
tion will be done in section 3. Section 4 will
give concluding remarks.
3
2 SPSS TwoStep Clustering
SPSS TwoStep clustering was developed by
Chiu, Fang, Chen, Wang and Jeris 2001 for the
analysis of large data sets. The procedure con-
sists of two steps (Chiu et al. 2001, SPSS 2004):
Step 1: Pre-clustering of cases. A sequen-
tial approach is used to pre-cluster the cases.
The aim is to compute a new data matrix
with fewer cases for the next step. In order
to reach this aim, the computed pre-clusters
and their characteristics (cluster features) are
used as new cases. The pre-clusters are de-
fined as dense regions in the analyzed attribute-
space. The number of pre-clusters depends on
three parameters mxbranch (default value =
8), mxlevel (default value = 3) and init-
treshold (default value = 0). The maximal
number is mxbranchmxlevel (83 = 512). The
number of pre-clusters can be smaller if a high
value for inittreshold is specified. The re-
sults may depend on the input order of cases.
Therefore, SPSS (2001: 2) recommends to use
a random order.
Step 2: Clustering of cases. A model based
hierarchical technique is applied. Similar to
agglomerative hierarchical techniques, the (pre-
)clusters are merged stepwise until all clusters
are in one cluster. In contrast to agglomerative
hierarchical techniques, an underlying statisti-
cal model is used. The model assumes that
the continuous variables xj (j = 1, 2, . . . , p)
are within cluster i independent normal dis-
tributed with means µij and variances σ
2
ij and
the categorical variables aj are within cluster
i independent multinominal distributed with
probabilities piijl, where (jl) is the index for
the l-th category (l = 1, 2, . . . , ml) of variable
aj (j = 1, 2, . . . , q).
Two distance measures are available: Eu-
clidean distance and a log-likelihood distance.
The log-likelihood distance can handle mixed
type attributes. The log-likelihood distance be-
tween two clusters i and s is defined as:
d(i, s) = ξi + ξs − ξ〈i,s〉 (2.1)
where
ξi = −ni

 p∑
j=1
1
2
log(σˆ2ij + σˆ
2
j )−
q∑
j=1
mj∑
l=1
pˆiijl log(pˆiijl)

 (2.2)
ξs = −ns

 p∑
j=1
1
2
log(σˆ2sj + σˆ
2
j )−
q∑
j=1
mj∑
l=1
pˆisjl log(pˆisjl)

 (2.3)
ξ〈i,s〉 = −n〈i,s〉

 p∑
j=1
1
2
log(σˆ2〈i,s〉j + σˆ
2
j )−
q∑
j=1
mj∑
l=1
pˆi〈i,s〉jl log(pˆi〈i,s〉jl)

 (2.4)
ξv can be interpreted as a kind of disper-
sion (variance) within cluster v (v = i, s, 〈i, s〉).
ξv consists of two parts. The first part
−nv
∑ 1
2 log(σˆ
2
vj + σˆ
2
j ) measures the dispersion
of the continuous variables xj within cluster
v. If only σˆ2vj would be used, d(i, s) would
be exactly the decrease in the log-likelihood
function after merging cluster i and s. The
term σˆ2j is added to avoid the degenerat-
ing situation for σˆ2vj = 0. The entropy
−nv
∑q
j=1
∑mj
l=1 pˆivjl log(pˆivjl) is used in the sec-
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ond part as a measure of dispersion for the cat-
egorical variables.
Similar to agglomerative hierarchical clus-
tering, those clusters with the smallest dis-
tance d(i, s) are merged in each step. The log-
likelihood function for the step with k clusters
is computed as
lk =
k∑
v=1
ξv. (2.5)
The function lk is not the exact log-
likelihood function (see above). The function
can be interpreted as dispersion within clusters.
If only categorical variables are used, lk is the
entropy within k clusters.
Number of clusters. The number of clusters
can be automatically determined. A two phase
estimator is used. Akaike’s Information Crite-
rion
AICk = −2lk + 2rk (2.6)
where rk is the number of independent pa-
rameters or Bayesian Information Criterion
BICk = −2lk + rk log n (2.7)
is computed in the first phase. BICk or
AICk result in a good initial estimate of the
maximum number of clusters (Chiu et al. 2001:
266). The maximum number of clusters is
set equal to number of clusters where the ra-
tio BICk/BIC1 is smaller than c1 (currently
c1 = 0.04 )
1 for the first time (personal informa-
tion of SPSS Technical Support). In table 2.1
this is the case for eleven clusters.
The second phase uses the ratio change R(k)
in distance for k clusters, defined as
R(k) = dk−1/dk, (2.8)
where dk−1 is the distance if k clusters are
merged to k − 1 clusters. The distance dk is
defined similarly.2 The number of clusters is
obtained for the solution where a big jump of
the ratio change occurs.3
The ratio change is computed as
R(k1)/R(k2) (2.11)
for the two largest values of R(k)(k =
1, 2, . . . , kmax; kmax obtained from the first
step). If the ratio change is larger than the
threshold value c2 (currently c2 = 1.15
4) the
number of clusters is set equal to k1, otherwise
the number of clusters is set equal to the so-
lution with max(k1, k2). In table 2.1, the two
largest values of R(k) are reported for three
clusters (R(3) = 2.129; largest value) and for
eight clusters (R(8) = 1.952). The ratio is
1.091 and smaller than the threshold value of
1.15. Hence the maximum of 3 resp. 8 is se-
lected as the best solution.
Cluster membership assignment. Each ob-
ject is assigned deterministically to the closest
cluster according to the distance measure used
to find the clusters. The deterministic assign-
ment may result in biased estimates of the clus-
ter profiles if the clusters overlap (Bacher 1996:
311–314, Bacher 2000).
Modification. The procedure allows to define
an outlier treatment. The user must specify a
value for the fraction of noise, e.g. 5 (=5%).
A leaf (pre-cluster) is considered as a poten-
tial outlier cluster if the number of cases is less
than the defined fraction of the maximum clus-
ter size. Outliers are ignored in the second
step.
1 The value is based on simulation studies of the authors of SPSS TwoStep Clustering. (personal information
of SPSS Technical Support, 2004-05-24)
2 The distances dk can be computed from the output in the following way:
dk = lk−1 − lk (2.9)
lv = (rv log n−BICv)/2 or lv = (2rv −AICv)/2 for v = k, k − 1 (2.10)
However, using BIC or AIC results in different solutions.
3 The exact decision rules are described vaguely in the relevant literature and the software documentation (SPSS
2001; Chiu et al. 2001). Therefore, we report the exact decision rule based on personal information of SPSS
Technical Support. A documentation in the output, like “solution x was selected because . . . ”, would be
helpfull for the user.
4 Like c1, c2 is based on simulation studies of the authors of SPSS TwoStep Clustering. (personal information
of SPSS Technical Support, 2004-05-24)
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2 SPSS TwoStep Clustering
Table 2.1: SPSS TwoStep auto clustering results
Schwarz’s
Bayesian
Criterion
(BIC)
BIC
Changea
Ratio of
BIC
Changesb
Ratio of
Distance
Measuresc
1 81490.274
2 56586.953 −24903.320 1.000 1.467
3 39624.406 −16962.547 .681 2.129 ← Maximum ratio of distance
4 31686.789 −7937.617 .319 1.343
5 25792.248 −5894.541 .237 1.010
6 19955.794 −5836.454 .234 1.745
7 16636.600 −3319.194 .133 1.177
8 13825.500 −2811.100 .113 1.952 ← SPSS decision (see text)
9 12414.105 −1411.396 .057 1.014
10 11022.935 −1391.169 .056 1.036 max. number
11 9682.323 −1340.612 .054 1.755 ← of clusters
12 8943.800 −738.523 .030 1.005 in phase 1
a The changes result from the previous number of clusters in the table.
b The ratio of changes is with respect to the change at the two clusters.
c The ratio of distance measures is based on the current number of clusters in relation to the previous number
of clusters.
Note: SPSS TwoStep computes either BIC or AIC. If both measures are needed the procedure
must be run two times. The ratio of distance measure is equal for BIC and AIC.
Output. Compared to k-means algorithm
(quick cluster) or agglomerative hierarchi-
cal techniques (cluster), SPSS has improved
the output significantly. An additional modul
allows to statistically test the influence of vari-
ables on the classification and to compute con-
fidence levels.
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3 Evaluation
3.1 Commensurability
Clustering techniques (k-means-clustering, hi-
erarchical techniques etc.) require commensu-
rable variables (for instance, Fox 1982). This
implies interval or ratio scaled variables with
equal scale units. In the case of different scale
units, the variables are usually standardized by
the range (normalized to the range [0,1], range
weighted) or z-transformed to have zero mean
and unit standard deviation (autoscaling, stan-
dard scoring, standard deviation weights). If
the variables have different measurement levels,
either a general distance measure (like Gower’s
general similarity measure; Gower 1971) may
be used or the nominal (and ordinal) variables
may be transformed to dummies and treated
as quantitative1 (Bender et al. 2001; Wishart
2003).
SPSS TwoStep clustering offers the possibil-
ity to handle continuous and categorical vari-
ables. Hence, SPSS TwoStep cluster model
only provides a solution for a special case of
variables of mixed type. Quantitative vari-
ables with different scale units and nominal
scaled variables may be simultaneously ana-
lyzed. The user must decide to handle ordinal
variables either as continuous or as categorical
if they are present.
Continuous variables are z-standardized by
default in order to make them commensurable.
This specification is not the consequence of
the statistical model used in SPSS TwoStep.
Hence, other procedure can be used too. Z-
standardization may be appropriate in some
applications, in others not (Bacher 1996: 173–
198; Everitt 1981: 10; Everitt et al. 2001: 51–
52). If random errors are the reasons of larger
variances, z-standardization has a positive ef-
fect: Variables with large proportions of ran-
dom errors are given lower weights. However,
if differences between clusters result in larger
variances, z-standardization has a negative ef-
fect: Variables that separate the clusters well
are given lower weights. In empirical studies
the reasons for high variances are unknown.
Probably, both reasons apply so that both ef-
fects cancel out. Simulation studies suggest,
that z-standardization is ineffective (for a sum-
mary of simulation results; see Everitt et al.
2001: 51). Better results are reported for stan-
dardization to unit range (ibidem). However,
standardization to unit range is problematic
for mixed type attributes (see below).
In the case of different measurement levels,
the distance measures for the different kinds
of variables must be normalized in order to
make them commensurable. The log-likelihood
distance uses the following normalization. If
two objects i and s differ only in one cate-
gorical variable and are merged to one clus-
ter 〈i, s〉, the log-likelihood distance is 0.602.
This distance corresponds to a difference of
2.45 scale units (=standard deviation) if two
objects differ in one standardized continuous
variable.2 Hence, a difference in one categori-
cal variable is equal to a difference of 2.45 scale
units in one standardized continuous variable.
This normalization may favor categorical vari-
ables to define clusters (see below). This effect
would even be stronger for standardization by
range: The maximum difference between two
objects that differ only in one continuous vari-
1 The term “quantitative” will be used for interval or ratio scaled variables.
2 According to formula 2.1, the log-likelihood distance d(i, s) is equal to
d(i, s) = 0 + 0−
0
B@−2
0
B@ 0|{z}
quantitative var.
− (0.5 log(0.5) + 0.5 log(0.5))
1
CA
1
CA = 0.6021, (3.1)
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able is 0.1763, whereas the maximum difference
between two objects that differ only in one cate-
gorical variable is 0.602. Hence, a difference in
one categorical variable is given a three times
higher weight than the maximum difference in
continuous variables that are standardized by
range. This disadvantage seems to be more
serious than the above mentioned better per-
fomance of standardization by range. There-
fore, z-standardization seems an acceptable ap-
proach.
Table 3.1 compares SPSS TwoStep clus-
tering with other clustering procedures. K-
means implementation and latent class models
resp. latent probabilistic clustering models4 are
used. Compared to k-means-implementations,
SPSS TwoStep allows to handle continuous
and categorical variables.5 Compared to latent
class models, SPSS TwoStep performs worse.
Both latent models are able to handle all kind
of measurement levels. Different scale units
cause no problems, they are model based trans-
formed.
3.2 Automatic determination of the
number of clusters
Chiu et al. (2001) report excellent results for
the proposed algorithm to determine the num-
ber of clusters automatically. For about 98%
of the generated data sets (more than thou-
sands), SPSS TwoStep clustering was able to
find the correct number of clusters. For the
rest the clusters were indistinguishable due to
much overlap.
Data sets with overlapping clusters are char-
acteristic for the social sciences. Therefore, we
analyzed artificial datasets with overlap. Five
different cluster models were studied (see ta-
ble 3.2). One model consists of one cluster.
Two models consist of two clusters with dif-
ferent overlap. The fourth model consists of
three clusters and the fifth model consists of
five clusters.
Two sets of variables were defined for each
model: one data set with three independent
variables and one with six independent vari-
ables. A standard normal distribution was as-
sumed for all variables. Two (resp. four) of
the variables were categorized for the analysis.
A category value of 0 was assigned if the values
of the variable were less than or equal to −1; if
the values were greater than −1 and less than
+1, a category value of 1 was assigned; and if
the value was greater than or equal to +1, a cat-
egory value of 2 was assigned. One of the two
(resp. two of the four) variables were treated as
nominal variables. The other categorical vari-
able(s) were treated as ordinal variable(s). In
order to test the effect of categorization and
if two objects i and s that differ only in one nominal variable are combinded. (ξi (formula 2.2) and ξs (for-
mula 2.3) are zero, because “clusters” i and s contain only one object.) This corresponds to a difference
of
+2
„
1
2
log
`
σˆ2〈i,s〉j + σˆ
2
j
´«
= 0.6021⇔ 100.6021 = 4 = σˆ2〈i,s〉j + σˆ
2
j|{z}
1
⇔ 3 = (xij − xsj)
2/2| {z }
σˆ2
〈i,s〉j
⇔ ±2.45 = xij − xsj ,
(3.2)
if n−1 is used to estimate the variances. If n is used, xij −xsj = ±1.73. The different weighting of differences
in categorical and continuous variables can be illustrated by the following example, too: If a standard normal
distribution N(0,1) is dichotomized at point 0, the average distance between two randomly selected objects
is 0.24 if the variable is treated as continuous. If the variable is treated as categorical, the average distance
between two randomly selected objects is 0.30 and 1.25 times higher than the value if the variable is specified
as continuous. Intuitively, one would expect that both values are equal.
3 The value of d(i, s) is equal to +2( 1
2
log(σˆ2〈i,s〉 + σˆ
2
j )) = log(+0.5 + 1) = 0.1761, if we set σˆ
2
j = 1 in order to
guarantee positive values for d(i, s). If n is used to estimate the variances, d(i, s) is equal 0.301.
4 Bacher (2000) proves that latent class models can be interpreted as probabilistic clustering models. In contrast
to deterministic clustering techniques, cases are assigned to the cluster probabilistically.
5 Note: This comparision refers only to the solutions of the problem of commensurabilty for the different k-means
implementations. Hence, this comparisions is not a benchmark test of k-means implementations or statistical
clustering software.
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3.2 Automatic determination of the number of clusters
the performance of SPSS TwoStep for mixed
type attributes the analysis was repeated with
the original (uncategorized) variables.
For purpose of illustrations, the quantita-
tive variables can be interpreted as income (e.g.
personal income in the experiments with three
variables, income of father and mother in the
case of six variables to analyse the social sta-
tus of children); the ordinal variables can be
interpreted as education (e.g. personal educa-
tion resp. education of father and mother) and
the nominal variables can be interpreted as oc-
cupation (e.g. personal occupation resp. oc-
cupation of father and mother). The clusters
represent social classes. The model with one
cluster represents a society with no class struc-
ture. The model with two clusters corresponds
to a two class structure (lower class and up-
per class are distinguishable), the model with
three clusters represents a three class structure
(lower class, middle class and upper class can
be differentiated). The model with five clusters
corresponds to a five class structure. Two of
the five clusters have an inconsistent pattern.
On the average, persons of cluster 4 have a high
income, but a middle education (and occupa-
tion). They may be labeled the class of self-
made man. In contrast, persons of cluster 5 on
the average have a middle income, but a high
education (and occupation). This class may be
labeled as the class of intellectuals. The other
clusters correspond to upper class, middle class
and lower class.
For each model six artificial data sets with
20,000 cases were generated. In order to test
the influence of sample size, we analyzed the
total sample of 20,000 cases and subsamples
with 10,000, 5,000, 2,000, 1,000 and 500 cases.
In total, 900 data sets were generated. The
results are summarized in table 3.3.6
Continuous resp. quantitative variables only.
SPSS TwoStep is able to detect the correct
number of clusters for the models with two and
three classes (models M2a, M2b and M3). Sam-
ple size has no effect for those configurations.
Some problems occur for the model with three
clusters, if only three variables are used. The
procedure selects sometimes two or four clus-
ters. However, these defects are not severe (4
of 36).
In contrast to these postive results, the
model with five clusters (M5) results in wrong
decisions for the number of clusters in all exper-
iments with 20,000 cases. SPSS TwoStep is not
able to find the two small inconsistent clusters
that were added to the three class structure.
If three variables are analyzed the results are
unstable. For instance, the procedure decides
for six, four, five or three clusters if the sample
size is 10,000. In the case of six variables, the
procedure results in three clusters.
Model M0 (no class structure) results in
instable results, too. SPSS TwoStep is not
able to analyze the question whether a cluster
model underlies the data.
A closer look to the distance ratio reveals
that a small difference between the largest dis-
tance ratio and the second largest distance ra-
tio occurs if SPSS TwoStep has problems to
detect the correct number of clusters. The
situation is similar to those reported in ta-
ble 2.1. Two or more cluster solutions have
similar distance ratio around 1.3 to 3.8. In
contrast to this ambiguous situation, a large
difference is computed in those cases where
SPSS TwoStep computes the correct number
of clusters: There is one large distance ratio
(for the different models values greater than
4.0, 8.0, 13.0, 18.0 or 50.0) whereas the sec-
ond largest value is small (maximum values of
1.2 to 2.0). The results suggest that the ra-
tio change R(k1)/R(k2) (formula 2.11) should
at least be greater than 2.5. To guarantee
a higher amount of safety, values should be
greater than 3.0, 3.5 or 4.0.
Different measurement levels, ordinal vari-
ables treated as categorical. The results are
unsatisfactory. SPSS TwoStep only recovers
the correct number of clusters for the two and
three class models (M2a, M2b and M3) if six
variables are used. In all other specifications,
SPSS TwoStep leads to a wrong decision. For
6 The simulation study was done with the German version of SPSS 11.5. A replication with SPSS 12.0 (German
version) and the English version of SPSS 11.5 reports different findings for some constellations. The differ-
ences are probably due to improvements of the algorithm (personal information of SPSS Technical Support,
2004-05-24).
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Table 3.3: Number of clusters computed by SPSS TwoStep (Results of simulation studies)
Cluster
Model
Sample
Size n
only quantitative
variables
ordinal var. treated
as categorical
ordinal var. treated
as continuous
three var. six var. three var. six var. three var. six var.
M0 20,000 5,4,4,9,4 3,3,11,2,10 8,8,6,8,8 8,4,6,4,8 2,6,2,6,2 3,6,3,3,3
10,000 10,2,6,9,5 6,8,7,7,5 6,3,3,8,8 5,4,4,6,4 6,2,2,2,2 3,6,3,3,3
5,000 6,5,3,9,4 7,6,7,7,4 6,6,3,8,8 4,6,5,5,5 2,2,6,6,6 3,3,3,3,3
2,000 4,5,7,4,11 6,5,5,4,3 3,8,3,3,8 4,4,4,8,6 2,2,6,6,6 3,3,3,3,3
1,000 2,7,7,4,4 4,8,3,6,2 3,8,3,3,3 4,10,5,5,5 2,6,2,6,6 3,3,3,3,3
500 3,3,6,2,2 4,4,4,5,6 3,3,6,3,8 5,4,5,5,4 2,2,2,6,6 3,3,3,3,3
M2a 20,000 2,2,2,2,2 2,2,2,2,2 10,7,7,10,7 2,2,2,2,2 3,3,3,3,3 8,8,8,8,8
10,000 2,2,2,2,2 2,2,2,2,2 7,10,10,7,7 2,2,2,2,2 3,3,3,3,3 8,8,8,8,8
5,000 2,2,2,2,2 2,2,2,2,2 7,7,7,10,7 2,2,2,2,2 3,3,3,3,3 8,8,8,8,8
2,000 2,2,2,2,2 2,2,2,2,2 7,7,7,7,7 2,2,2,2,2 4,3,3,3,3 8,8,8,8,8
1,000 2,2,2,2,2 2,2,2,2,2 7,7,7,7,7 2,2,3,2,2 3,3,3,3,3 8,8,8,8,8
500 2,2,2,2,2 2,2,2,2,2 7,7,7,7,7 2,2,2,2,2 4,3,3,3,3 8,8,7,8,8
M2b 20,000 2,2,2,2,2 2,2,2,2,2 7,7,7,7,7 2,2,2,2,2 3,3,3,3,3 2,2,2,2,2
10,000 2,2,2,2,2 2,2,2,2,2 7,7,7,7,7 2,2,2,2,2 3,3,3,3,3 2,2,2,2,2
5,000 2,2,2,2,2 2,2,2,2,2 7,7,7,7,7 2,2,2,2,2 3,3,3,3,3 2,2,2,2,2
2,000 2,2,2,2,2 2,2,2,2,2 7,7,7,7,7 2,2,2,2,2 3,3,3,3,3 2,2,2,2,2
1,000 2,2,2,2,2 2,2,2,2,2 7,7,7,7,7 2,2,2,2,2 3,3,3,3,3 2,2,2,2,2
500 2,2,2,2,2 2,2,2,2,2 7,7,7,7,7 2,2,2,2,2 3,3,3,3,3 2,2,2,2,2
M3 20,000 3,3,3,2,3 3,3,3,3,3 10,7,7,7,7 3,3,2,3,3 3,3,3,3,3 7,7,7,7,7
10,000 3,3,3,3,3 3,3,3,3,3 10,7,7,7,7 3,3,3,2,2 3,3,3,3,3 7,7,7,7,7
5,000 3,3,4,3,3 3,3,3,3,3 10,7,7,10,10 2,2,3,2,2 3,3,3,3,3 7,7,7,7,7
2,000 3,3,3,2,3 3,3,3,3,3 7,7,7,7,7 3,3,3,2,2 3,3,3,3,3 7,8,7,7,7
1,000 3,3,3,3,3 3,3,3,3,3 7,7,7,7,7 3,3,2,3,2 3,3,3,3,3 7,7,7,7,7
500 3,2,3,3,3 3,3,3,3,3 7,7,7,7,7 2,3,4,2,4 3,3,3,3,3 7,7,7,7,7
M5 20,000 2,3,2,2,3 3,3,3,3,3 7,7,7,7,7 6,5,6,4,4 3,3,3,3,3 7,7,7,7,7
10,000 6,4,4,5,3 3,3,3,3,3 7,7,7,7,7 6,5,6,3,3 3,3,3,3,3 7,7,7,7,7
5,000 2,3,3,3,2 3,3,3,3,3 7,7,7,7,7 6,3,3,4,2 3,3,3,3,3 7,7,7,7,7
2,000 3,3,6,2,4 3,3,3,3,3 7,7,7,7,7 6,7,2,6,6 3,3,3,3,3 7,7,7,7,7
1,000 2,5,3,3,2 3,3,3,3,3 7,7,7,7,7 3,3,7,4,2 3,3,3,3,3 4,7,7,7,7
500 3,2,4,2,4 3,3,3,3,3 7,7,7,7,7 6,2,3,6,3 3,3,3,3,3 4,4,7,7,7
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three variables, the results are instable, re-
sulting in different number of clusters for the
same model specification. In these cases, SPSS
TwoStep computes a seven or ten cluster so-
lution that is dominated by the nominal vari-
ables: Different combination of the nominal
variables, e.g. (0,0), (1,0), (1,0), (1,1), (1,2),
(2,1) and (2,2), build the cluster (see below).
Sample size has nearly no effect.
Different measurement levels, ordinal vari-
ables treated as continuous. The results are
more disappointing than those for the model
where ordinal variables are treated as categor-
ical. SPSS TwoStep predicts for two mod-
els (M2b-six variables and M3-three variables)
the correct number of clusters. However, the
results for the model with three clusters are
inconsistent. More variables do not lead to
better results. Furthermore, the estimation
for the model’s parameters are biased for the
model M3 with three clusters and three vari-
ables. (see table 3.5) The results for the other
configurations very often depend on the cat-
egorical variables (see below). Again sample
size has nearly no effect.
Reasons for poor performance in the case of
mixed type attribute. One reason for the poorer
performance of SPSS TwoStep clustering in
the case of mixed type attribute is the loss of in-
formation if variables are categorized. Catego-
rization limits the number of possible clusters.
If one continuous variable is trichotomized the
maximal number of clusters is three, etc. More-
over, categorization may destroy the underly-
ing structure.
Another reason is the different weighting
of differences in categorical and continuous
variables. Categorical variables are implicitly
given a higher weight (see section 3.1). There-
fore, the cluster frequently corresponds simply
to different combination of the categorial vari-
ables. This effect is shown in table 3.4. Ta-
ble 3.4 reports the results of the analysis of
model M2b for three variables. Obviously, we
would have no problem to interpret the solu-
tions substantively: “There are three classes,
a lower, a middle and an upper class.” How-
ever, this interpretation is wrong, because only
two classes underly the structure of the data.
Qualitative evaluation. We inspected the
cluster profiles of those solutions for which
SPSS TwoStep predicts the correct number of
clusters. The results are summarized in the
tables 3.5 to 3.7.
The results for the mixed type attributes
support our hypothesis (see section 3.1) that
categorical variables may dominate the results
because differences in nominal variables are
given a higher weight than differences in con-
tinuous variables. This results in an overes-
timation of the differences between the clus-
ters in the categorical variables and an un-
derestimation of the differences between the
clusters in the quantitative variables. This ef-
fect is stronger if the clusters are less seper-
ated and overlap. For instance, for model
M2a (see table 3.5) the estimated differences
in the continuous variables are 1.37 resp. 1.34.
The true differences are 1.53 resp. 1.50. For
model M2b the differences between true and es-
timated parameters are smaller (estimated dif-
ferences 3.00 resp. 2.98; true differences 3.03
resp. 3.00).
However, this defects are less severe. The
main problem seems to be that the implicit
weighting results in a wrong number of clusters.
(see above) If the correct number is predicted,
the bias is small.
For continuous variables (table 3.7) the re-
sults are satisfactory. True and estimated pa-
rameter do not differ too much. The findings
for model M2a and three variables are one ex-
ception. The differences between the two clus-
ters in the continuous variables are overesti-
mated. The reason for this bias is the deter-
ministic assignment rule that results in biased
estimates if the cluster overlap. This overlap
reduces if variables are added. Therefore, the
bias diminishes for M2a with six variables.
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Table 3.4: Results of SPSS Twostep for model M2b (three variables)
cluster profilesa frequenciesb
cluster n quant. var ord. var cat. 0 cat. 1 cat. 2
estimated parameters
1 5, 062 1.00 1.50 0 0 100
2 9, 853 0.02 1.00 0 100 0
3 5, 085 −1.03 0.54 100 0 0
truec parameters
1 10, 000 1.52 1.69 0.8 50.3 98.9
2 10, 000 −1.51 0.32 99.2 49.7 1.1
a means are reported
b column percentages are reported
c The term “true” is used if the known (correct) cluster membership is used to compute cluster centers and
cluster frequencies.
Table 3.5: Estimated parameters (six variables, ordinal variables are treated as categorical)
cluster centres frequencies of first
nominal variablea
model cluster n quant1 quant2 cat. 0 cat. 1 cat. 2
estimated para- 1 8582 .75 .70 0 44.4 82.3
meters for M2a 2 11418 −.62 −.64 100 55.6 17.7
trueb parameters 1 10000 .77 .73 8.5 50.6 90.4
for M2a 2 10000 −.76 −.77 91.5 49.4 9.6
estimated para- 1 9901 1.52 1.48 0.4 49.8 98.4
meters for M2b 2 10091 −1.48 −1.50 99.6 50.2 1.6
trueb parameters 1 10000 1.52 1.48 0.8 50.3 98.9
for M2b 2 10000 −1.51 −1.52 99.2 49.7 1.1
a Similar results are computed for the other three categorical variables.
b The term “true” is used if the known (correct) cluster membership is used to compute cluster centers and
cluster frequencies.
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Table 3.7: Estimated parameters (quantitative variables only)
cluster profiles
model cluster n quant1 quant2 quant3 quant4 quant5 quant6
estimated 1 9829 −.84 −.81 −.82
parameters for M2a 2 10171 .81 .78 .78
truea parameters 1 10000 −.76 −.74 −.76
for M2a 2 10000 .77 .75 .74
estimated 1 9960 −.77 −.76 −.77 −.78 −.76 −.76
parameters for M2a 2 10040 .78 .75 .75 .73 .74 .77
truea parameters 1 10000 −.76 −.74 −.76 −.77 −.75 −.75
for M2a 2 10000 .77 .75 .74 .73 .74 .76
estimated 1 9987 −1.51 −1.49 −1.51
parameters for M2b 2 10013 1.52 1.49 1.49
truea parameters 1 10000 −1.51 −1.49 −1.51
for M2b 2 10000 1.52 1.50 1.49
estimated 1 10001 −1.51 −1.50 −1.51 −1.52 −1.50 −1.50
parameters for M2b 2 9999 1.52 1.50 1.49 1.48 1.49 1.51
truea parameters 1 10000 −1.51 −1.49 −1.51 −1.52 −1.50 1.50
for M2b 2 10000 1.52 1.50 1.49 1.48 1.49 1.51
estimated 1 5592 −1.54 −1.47 −1.50
parameters for M3 2 8600 −.05 −.01 .02
3 5808 1.56 1.43 1.38
truea parameters 1 5000 −1.51 −1.51 −1.52
for M3 2 10000 −.00 .00 .00
3 5000 1.53 1.50 1.47
estimated 1 5077 1.55 1.49 1.47 1.47 1.49 1.52
parameters for M3 2 9851 −.01 .01 .01 −.02 −.01 .00
3 5072 −1.52 −1.51 −1.52 −1.53 −1.51 −1.51
truea parameters 1 5000 −1.51 −1.51 −1.52 −1.53 −1.52 −1.50
for M3 2 10000 −.00 .00 .00 −.02 .00 .00
3 5000 1.53 1.50 1.47 1.47 1.47 1.52
a The term “true” is used if the known (correct) cluster membership is used to compute cluster centers and
cluster frequencies.
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3.3 Comparisons with LatentGOLD
The poor perfomance of SPSS TwoStep in
some of the analyzed configurations is not a
sufficient reason to reject the method. Perhaps
other methods perform poorer. Therefore, we
compared SPSS TwoStep with the LC-Model
of LatentGOLD and the probabilistic cluster-
ing model of ALMO (see next section).
The LC-Model of LatentGOLD (Vermunt
and Magidson 2000) allows to handle mixed
data. The conditional probability pi(xgj/i) that
a certain value of variable yj is observed for
person g in class (cluster) i is defined for cate-
gorical and ordinal variables as:
pi(xgj(l)/i) =
exp(ηgj(l)/i)∑
j
exp(ηgj(l)/i)
(3.3)
where ηgj(l)/i = βj + βj(l)i if xgj(l) = 1 for
nominal variables and ηgj(l)/i = βj + βjixgi(l)
for ordinal variables.
The normal distribution is assumed for quan-
titative variables:
pi(xgj/i) = ϕ(xgj/µij , σ
2
ij) =
1
σij
√
2pi
e−0.5(xgj−µij)
2/σ2ij (3.4)
The parameters are estimated with the EM
(expected maximum likelihood estimators) and
the Newton-Raphson algorithm. The pro-
gramme starts with EM iterations and switches
to Newton-Raphson. LatentGOLD uses differ-
ent starting values (default value = 10) for
each model specification in order to avoid lo-
cal minima. Different test statistics, including
BIC and AIC are computed for model selection.
The models are estimated seperately and the
user must compare the models by hand. Hence,
the handling of LatentGOLD is less comfort-
able than SPSS TwoStep.
Table 3.8 summarizes the results of our ana-
lyzed configurations. Only one analysis was
done within one specification and only the
sample size of n = 20, 000 was analyzed.7
These restrictions were necessary because La-
tentGOLD needs much more computing time
than SPSS TwoStep clustering and model se-
lection must be done by hand.
LatentGOLD is able to predict the correct
number of clusters for all analyzed configura-
tions. These results imply: In contrast to SPSS
TwoStep, LatentGOLD is able to detect data
sets without an underlying class structure. La-
tentGOLD is able to predict correctly the num-
ber of classes for modell M5 if all variables
are quantitative. Problems occur if class de-
pendent variances are assumed for modell M5
with three variables. The BIC coefficient sug-
gests a three resp. a four class solution for
modell M5 if all three variables are continu-
ous resp. of mixed type. LatentGOLD sur-
passes SPSS TwoStep in the case of variables
with mixed type attributes, too. Models M2a,
M2b and M3 are correctly predicted in the
case of three variables, whereas SPSS TwoStep
needs more variables to predict correctly either
model M2a, M2b or M3 (see table 3.3 results
for n = 20, 000, six variables and ordinal vari-
ables are treated as categorical).
7 Class independent variances were used (default specifications of LatentGOLD 2.0). If class dependent vari-
ances are specified problems occur to determine the correct number of clusters for model M5 - three variables
(see below).
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Table 3.8: BIC for the analyzed configurations computed by LatentGOLD
three variables six var.
Mod. M0 Mod. M2a Mod. M2b Mod. M3 Mod. M5 Mod. M5
cluster BIC BIC BIC BIC BIC BIC
all variables are quantitative
1 ⊲170, 631 197, 525 241, 362 215, 967 208, 307 416, 265
2 170, 663 ⊲189, 238 ⊲197, 963 202, 962 201, 428 394, 539
3 170, 702 189, 263 197, 993 ⊲199, 412 199, 099 382, 600
4 170, 735 189, 296 198, 027 199, 450 199, 093 381, 677
5 170, 772 189, 333 198, 065 199, 481 ⊲198, 979 ⊲380, 605
6 170, 810 189, 368 198, 091 199, 510 199, 010 380, 652
7 170, 846 189, 405 198, 126 199, 543 199, 042 380, 712
8 170, 879 189, 449 198, 166 199, 577 199, 076 380, 765
9 170, 912 189, 479 198, 206 199, 613 199, 113 380, 818
10 170, 948 189, 517 198, 235 199, 661 199, 147 380, 873
11 170, 997 189, 559 198, 280 199, 684 199, 183 380, 937
12 171, 028 189, 604 198, 302 199, 717 199, 233 380, 998
variables with different measurement level (nominal, ordinal and quantitative)
1 ⊲124, 984 145, 866 168, 551 156, 171 150, 925 301, 245
2 125, 026 ⊲139, 685 ⊲136, 113 145, 282 145, 291 283, 039
3 125, 069 139, 723 136, 150 ⊲143, 127 144, 092 275, 837
4 125, 116 139, 765 136, 194 143, 164 144, 062 274, 834
5 125, 163 139, 819 136, 235 143, 210 ⊲144, 019 ⊲273, 969
6 125, 210 139, 861 136, 276 143, 250 144, 067 274, 037
7 125, 257 139, 901 136, 339 143, 296 144, 113 274, 116
8 125, 306 139, 947 136, 368 143, 351 144, 151 274, 196
9 125, 356 139, 998 136, 417 143, 397 144, 207 274, 266
10 125, 405 140, 060 136, 463 143, 442 144, 253 274, 338
11 125, 455 140, 107 136, 508 143, 485 144, 307 274, 419
12 125, 500 140, 152 136, 562 143, 529 144, 341 274, 498
⊲ correct number of clusters, empirical estimated number of clusters
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3.4 Comparisons with ALMO
ALMO (Holm 2004) contains a probabilistic
clustering model. The model is described in
Bacher (2000). The conditional probability
pi(xgj/i) that a certain value of variable yj is
observed for person g in class (cluster) i is de-
fined as:
pi(xgj/i) = pi(j(l)/i) für xgj(l) = 1 for nominal variables (3.5)
p(xgj/i) =
(
mj
xgj
)
p(j/i)xgj (1− p(j/i))mj−xgj for ordinal variables8 (3.6)
pi(xgj/i) = ϕ(xgj/µij , σ
2
ij) =
1
σij
√
2pi
e−0.5(xgj−µij)
2/σ2ij for quantitative variables (3.7)
LatentGOLD and ALMO differ in the treat-
ment of ordinal variables. LatentGOLD
uses fixed category scores, ALMO a response
model developed by Rost (1985). Both pro-
grammes assume a normal distribution resp.
a multinominal distribution for quantitative
resp. nominal variables. Additionally, Latent-
GOLD allows to weaken the assumption of lo-
cal independence.
The parameters of the ALMO model are esti-
mated with the EM algorithm. Different start-
ing values must be defined by hand. Differ-
ent test statistics, including BIC and AIC are
computed for model selection. Different mod-
els can be estimated in one step. Therefore
in contrast to LatentGOLD, summary tables
of the test statistics are reported which facili-
tate model selection similar to SPSS TwoStep.
However, ALMO needs more time – about one
hour per model – for computing the parame-
ters than LatentGOLD. Also for this reason
only the same model configurations were ana-
lyzed as done with LatentGOLD.
Table 3.9 shows the results: If all variables
are quantitative, ALMO succeeds in detecting
the correct number of clusters except model
M5 with three variables. In particular ALMO
realizes the right cluster structure in model M0
and detects only one cluster in the data set
and correctly predicts the number of clusters
in model M5 with six variables.
In the configurations with different measure-
ment levels, ALMO reports the right cluster
structure in the models M0, M2b and M5 with
six variables. The behavior of the BIC coeffi-
cient for model M2a is untypical. BIC is de-
creasing several times. This is an indication
that local minima are found. LatentGOLD
avoids these problems by using different start-
ing values. ALMO only uses one starting point.
The starting point must be varied manually by
the user.
As a first summary, the ALMO results are
superior to SPSS, because ALMO computes
the correct number of clusters for those data
sets with no underlying cluster structure and
for those data sets with five clusters (when six
variables are provided).
8 Version 4.0 of LatentGOLD will contain this model, too. The model will be labeled as “binomial count”.
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Table 3.9: BIC for the analyzed configurations computed by ALMO
three variables six var.
Mod. M0 Mod. M2a Mod. M2b Mod. M3 Mod. M5 Mod. M5
cluster BIC BIC BIC BIC BIC BIC
all variables are quantitative
1 ⊲170, 631 197, 525 241, 362 215, 967 208, 307 416, 265
2 170, 700 ⊲189, 251 ⊲197, 977 202, 980 201, 364 394, 001
3 170, 757 189, 317 198, 043 ⊲199, 458 199, 033 382, 371
4 170, 820 189, 382 198, 104 199, 523 199, 035 381, 277
5 170, 890 189, 446 198, 166 199, 586 ⊲199, 099 ⊲380, 812
6 170, 953 189, 507 198, 227 199, 643 199, 163 380, 925
7 171, 017 189, 578 198, 273 199, 705 199, 221 381, 039
8 171, 085 189, 638 198, 344 199, 770 199, 273 381, 157
9 171, 152 189, 706 198, 396 199, 836 199, 346 381, 250
10 171, 221 189, 763 198, 466 199, 888 199, 407 381, 355
11 171, 274 189, 830 198, 537 199, 964 199, 484 381, 475
12 171, 350 189, 901 198, 580 200, 017 199, 530 381, 597
variables with different measurement level (nominal, ordinal and quantitative)
1 ⊲127, 678 146, 130 171, 671 156, 171 150, 988 301, 371
2 127, 737 ⊲141, 079 ⊲136, 558 146, 060 146, 139 284, 387
3 127, 788 141, 104 136, 603 ⊲144, 273 145, 155 278, 640
4 127, 847 141, 088 136, 654 144, 281 145, 019 277, 476
5 127, 907 141, 116 136, 714 144, 281 ⊲145, 021 ⊲277, 139
6 127, 966 141, 036 136, 755 144, 215 145, 039 277, 161
7 128, 023 141, 085 136, 818 144, 220 145, 021 277, 257
8 128, 081 141, 113 136, 866 144, 256 145, 074 277, 376
9 128, 138 141, 155 136, 931 144, 268 145, 082 277, 445
10 128, 201 141, 187 136, 999 144, 286 145, 162 277, 511
11 128, 263 141, 234 137, 044 144, 325 145, 188 277, 586
12 128, 322 141, 308 137, 099 144, 347 145, 239 277, 699
⊲ correct number of clusters, empirical estimated number of clusters
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Derived from tables 3.3, 3.8 and 3.9 the results
can be summarized as shown in table 4.1.
At first glance, SPSS TwoStep algorithm re-
alizes the right cluster structure only for 3 of
the 12 tested models (25%). The success rate
of LatentGOLD and ALMO is clearly higher
and reaches 100% for LatentGOLD resp. 66%
for ALMO - in other words: LatentGOLD pre-
dicts the correct number for all analyzed con-
stellations, ALMO for 8 of the 12 models. La-
tentGOLD shows the best performance. Prob-
lems only occur for the models with five clus-
ters and three variables.
Only if all variables are quantitative the re-
sults of SPSS TwoStep algorithm are correct
for those models with two or three clusters.
But these models are also predicted correctly
by the other two programmes.
The implicit different weighting of variables
is one reason for the poor performance of SPSS
TwoStep algorithm in the case of mixed data.
This problem is already seen by SPSS. A solu-
tion will be offered in the coming release.1
ALMO obviously has problems with mixed
type data, too. The assumed ordinal model is
not appropriate for the data analyzed.
Those users who have to rely only on SPSS
should be careful when using SPSS TwoStep
for variables with different measurement levels
if clusters overlap. At this point of time an
application of the TwoStep algorithm to this
kind of problems cannot be recommended. We
recommend to use LatentGOLD for this kind
of data or to avoid the problem by collecting
more and mainly quantitative variables.
Finally, we want to note that SPSS TwoStep
was orginally designed to cluster large data sets
(e. g. several millions of cases and many vari-
ables) within an acceptable time. This aim has
been realized as our simulation studies under-
line. SPSS TwoStep needs much less comput-
ing time than LatentGOLD and ALMO.
Table 4.1: Overview of the results for SPSS TwoStep (S), LatentGOLD (L) and ALMO (A)
number of three variables six variables
clusters Model M0 Model M2a Model M2b Model M3 Model M5 Model M5
all variables are quantitative
right L, A S, L, A S, L, A (S), L, A (L)a A, L
wrong S S, A S
variables with different measurement level (nominal, ordinal and quantitative)
right L, A L L, A L (L)a A, L
wrong S S, A S S, A S, A (S)
a LatentGOLD results in a wrong decision if class dependent variables are assumed.
1 SPSS plans to change the first part of ξv in equations (2.2) to (2.4). Instead of adding the variances of the vari-
ables σˆ2j , a smaller positive scalar ∆j will be defined or the scalar ∆j may be specified by the user. (personal
information of SPSS Technical Support, 2004-06-03)
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