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Chapitre 1
Introduction
A l'échelle macroscopique, les systèmes de taille innie (ou parfaitement péri-
odiques), se décrivent par des grandeurs physiques extensives (volume), ou intensives
(Température, Pression...) et amènent naturellement la notion d'état de la matière
(solide, liquide, gaz). La physique de l'état solide a suscité d'innombrables travaux tant
expérimentaux que théoriques. En particulier dans la période récente un certain nom-
bre de propriétés peuvent être déterminées théoriquement à l'échelle microscopique,
souvent par la technique de la fonctionnelle de la densité. Par ailleurs à l'autre lim-
ite microscopique, les systèmes atomiques et moléculaires peuvent être abordés avec
succès par les méthodes de chimie théorique. Entre ces deux limites les agrégats atom-
iques ou moléculaires, intensément étudiés depuis les années 1980, sont des objets de
recherche originaux que l'on peut étudier pour leurs propriété es spéciques, ou pour
des raisons fondamentales car ils orent une voie idéale pour étudier la construction
et l'évolution des propriétés physiques depuis l'atome vers le solide.
1.1 Généralités sur les agrégats
Les progrès dans les techniques aussi bien en sciences expérimentales que théoriques
ont permis l'étude de systèmes de plus en plus complexes et de propriétés de mieux
en mieux dénies. Bien que la dénition du terme agrégat ne soit pas toujours claire
(petits complexes moléculaires, micro-agrégats, nano-particules, systèmes à la limite
mésoscopique), nous pouvons discuter des principales caractéristiques de ces systèmes.
Un agrégat atomique ou moléculaire est un système caractérisé par le nombre ni
de ses constituants très petit devant le nombre d'Avogadro (1023). Des agrégats d'un
très grand nombre de types de constituants élémentaires sont réalisables expérimen-
talement : à partir de la plupart des éléments du tableau périodique de Mendeleïev,
de molécules simples et aussi des molécules assez grosses comme les hydrocarbures
aromatiques polycycliques (HAP). Les expérimentateurs sont également en mesure de
réaliser des petits agrégats hétérogènes comme les agrégats d'alliages semi-conducteur
ou des agrégats mixtes de gaz rares et bien sûr ceux étudiés théoriquement dans cette
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thèse, associant des atomes métalliques et des atomes de gaz rares.
Les propriétés des agrégats dièrent à la fois de celles de la matière condensée et de
celles des molécules ordinaires. Leur domaine d'étude se situe à plusieurs interfaces :
physique atomique et moléculaire, chimie, physique de la matière condensée, et même
physique nucléaire. La diérence majeure entre un système inni, décrit en physique du
solide par un réseau cristallin périodique, et les agrégats, réside (i) de manière macro-
scopique dans l'importance du rapport surface/volume (ii) à l'échelle microscopique
dans les eets dits de taille nie, c'est-à-dire l'ensemble des phénomènes liés à l'écart
du comportement de ces derniers par rapport au comportement du système inni con-
stitué des mêmes éléments et en particulier dans le fait que toute perturbation (ajout
d'un atome, soustraction ou ajout d'un électron, etc...) peut conduire à une reconstruc-
tion de l'ensemble des propriétés. Les eets de surfaces deviennent ainsi essentiels dans
les propriétés de ces derniers. Supposons, par exemple, un système d'atomes identiques
décrit par une interaction attractive de type premiers voisins, la présence d'une sur-
face conduit une coordinance plus faible des atomes de surface par rapport à ceux du
volume et à des variations non uniformes de l'énergie de liaison par atome en fonction
de la taille de l'agrégat, la limite supérieure est obtenue pour un système de taille
innie. Ces variations sont typiques des petits agrégats et s'estompent avec la taille
du système lorsque le rapport du nombre d'atomes de surface sur le nombre total de
constituants diminue. Ces variations signent une plus grande stabilité par atome de
certaines structures, dites magiques. Elles peuvent être liées au connement des élec-
trons et à son eet sur les niveaux d'énergie du système (stabilité et nombres magiques
électroniques, caractéristique des agrégats métalliques simples). Les bandes considérées
continues dans les solides, éclatent en un grand nombre de niveaux distincts dont le
détail inue de façon importante sur les propriétés et leurs variations en fonction de la
taille du système. Les variations des propriétés avec la taille peuvent également résulter
d'arrangements géométriques particuliers (stabilité et nombres magiques géométriques,
caractéristique des agrégats de gaz rares). Le détail de la structure électronique dépend
parfois très sensiblement de la structure géométrique. Le comportement de l'énergie de
liaison par atome avec la taille du système est illustré sommairement dans la gure 1.1.
Comme nous venons de le mentionner les agrégats de gaz rares sont gouvernés par
une stabilité géométrique. La symétrie de icosaèdre qui correspond à l'assemblage le
plus compact pour un système constitué d'un petit nombre de sphère dures, n'est
pas permis pour un système périodique inni car il comporte des symétrie d'ordre 5.
Dans le cas d'un modèle très simple de sphères dures, de nombreuses études se sont
intéressées à la question de savoir comment, et aux alentours de quelle taille se réalise
la transition de cette géométrie icosaédrique vers le réseau cristallin que l'on attend
pour un tel système dans la limite d'une taille innie. Cette question se pose également
pour tous les agrégats dont la géométrie, souvent compacte, dière de celles de leur
homologue de taille innie. Une diculté assez intrinsèque qui se posent dans l'étude
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Figure 1.1: Énergie de liaison par atome en fonction de la taille des agrégats.
des propriétés structurales des agrégats, réside dans le fait que pour certains systèmes,
il existe un grand nombre de structures géométriques de stabilité très comparables
séparées par des barrières énergétiques plutôt basses, qui rend la physique statistique
des ces systèmes compliquée. Les diérents types de situations pour les surfaces d'én-
ergie potentielle sont illustrés dans la gure 1.2 : minimum principal unique, minima
équivalents, minima avec bassins étroits ou au contraire très larges.
1.2 Motivation du travail
La spectroscopie est une approche essentielle pour comprendre la structure électron-
ique des systèmes atomiques, molécules, agrégats, solides. Il existe plusieurs techniques
couramment utilisées pour étudier les problèmes moléculaire et de photo-chimie. Une
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Figure 1.2: Surfaces d'énergie potentielle présentant un minimum unique (en haut), des minima
équivalents (au milieu), des minima avec bassins larges ou étroits (en bas).
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première méthode consiste à caractériser les espèces présentes dans un jet moléculaire,
une autre technique consiste à préparer les espèces dans une matrice. La première
méthode permet d'étudier des espèces gazeuses isolées, plutôt aux temps courts. L'u-
tilisation de matrice permet d'accéder aux temps longs mais le système est fortement
perturbé et s'écarte plus franchement du cas libre. Une manière originale d'étudier ces
systèmes est d'utiliser des agrégats de gaz rares fabriqués en jets comme médium pour
piéger les systèmes visés et en étudier la spectroscopie ou la réactivité. Ces agrégats
servent de nano-laboratoire.
Les agrégats de Van der Waals de quelques milliers d'atomes orent un moyen
adapté pour l'étude de la solvatation de molécules ainsi que pour initier des réactions
chimiques dans des conditions thermodynamiques bien dénies. Le dépôt d'absorbats
moléculaires sur un agrégat chimiquement inerte constitue un modèle précurseur de la
phase condensée (nano-solvatation). Au delà des similitudes avec la phase condensée,
ces complexes présentent des propriétés spéciques dont on peut étudier l'évolution
avec la taille. Du point de vue expérimental la spectroscopie constitue un moyen d'é-
tude privilégiée. De nombreuses applications ont été traitées dans cette thématique.
Cependant les observations expérimentales ne susent en général pas pour préciser
une dynamique complexe lié au grand nombre de degrés de liberté électroniques ou
nucléaires. L'interprétation des résultats nécessite un accompagnement théorique. Le
cas particulier de l'interaction chromophores-agrégats a été particulièrement étudié. De
nombreuses études théoriques très poussées ont été menées en remplaçant les atomes de
gaz rares de l'environnement inerte par des pseudo-potentiels permettant l'élimination
eective des électrons. Une telle modélisation a été en particulier mise en oeuvre pour
étudier des chromophores atomiques alcalins ou des dimères alcalins ionisés [7, 8, 9].
Le travail eectué au cours de cette thèse a été motivé, en plus de l'intérêt théorique
propre, par une collaboration entre l'équipe d'expérimentateurs dynamique réaction-
nelle du laboratoire Francis Perrin du CEA à Saclay et notre équipe de théoriciens
Modélisation Agrégats-Dynamique du Laboratoire de Chimie et Physique Quan-
tiques (LCPQ) de l'Institut de Recherche des Systèmes Atomiques et Moléculaires
Complexes (IRSAMC) de Toulouse.
Le but de la dynamique réactionnelle est de nous informer sur les mécanismes
et les cinétiques mis en jeu lors d'une réaction chimique (nano-solvatation, photo-
dissociation...). D'un point de vue théorique, cela revient en pratique à explorer des
surfaces d'énergies potentielles accessibles au système et comprendre la dynamique
du système sur ces dernières. Ces problématiques sont caractérisées par la haute di-
mensionnalité du système et la dynamique dans les états électroniques excités. La
spectroscopie expérimentale concerne souvent des états simplement excités par rap-
port à l'état fondamental (transitions dipolaires électriques). Les calculs de chimie
théorique permettent de réaliser des prédictions théoriques précises sur l'ensemble des
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états moléculaires y compris les états doublement excités. Malheureusement, il est
dicile d'observer ces états car il sont très peu couplés avec l'état fondamental par
des processus à un seul photon. Dans la plupart des exemples, les états doublements
excités sont hauts en énergie et couplés à des phénomènes d'auto-ionisation. Par ex-
emple, les états doublement excités de H2, N2 et CO contribuent aux résonances dans
les spectres de photo-ionisation. Dans le contexte des collisions ultra-froides, les états
doublements excités de la molécule de Na2 lient la réaction d'association entre deux
atomes de Na(3p2P ) à l'ionisation associative formant Na+2 .
Une situation bien diérente existe avec les dimères métalliques pour les métaux
ayant des états de haut spin assez bas en énergie, c'est-à-dire dont l'énergie est in-
férieure à la moitié de l'énergie d'ionisation. Lorsqu'on associe de tels atomes mé-
talliques, des états doublements excités peuvent exister et leurs énergies sont inférieures
à celle de l'ion moléculaire. C'est une situation courante pour les métaux de transi-
tions ou les lanthanides [10]. Elle l'est également pour les métaux alcalino-terreux tel
que dans le calcium. De tels états doublement excités sont presque invisibles spectro-
scopiquement et peuvent être observés uniquement à travers un mélange de congu-
rations avec des états simplement excités de la même symétrie montrant des moments
de transitions susamment important. J'ai participé à un travail expérimentale et
théorique dans lequel les expérimentateurs ont observé de tels états dans le cas du
chromophores Ca2 [11].
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Figure 1.3: Schéma représentant le protocole expérimental CICR.
Le groupe de J. M. Mestdagh a développé un procédé expérimental permettant
d'étudier une réaction chimique isolée sur un agrégat appelé en anglais Cluster isolated
chimical reaction (CICR) (voir gure 1.3).
Le principe du CICR peut être décrit en cinq étapes :
1. Génération d'agrégats de grande taille (de l'ordre du millier d'atomes) d'argon
ou d'hélium par détente supersonique.
2. dépôt contrôlé du nombre moyen d'atomes de calcium par agrégat en utilisant
une technique de piégeage collisionnel (pick-up).
3. Étant donné les très basses températures des agrégats (30 K pour l'argon), quand
plusieurs atomes de calcium sont présents sur le même agrégat, ils migrent à la
surface et s'associent entre eux. En ajustant les conditions expérimentales Ca2 est
nettement plus important en nombre que les espèces plus grosses (Ca3, Ca4. . .).
4. Le processus désiré est déclenché, par exemple la photo-dissociation de Ca2 en
Ca+Ca∗.
5. La uorescence de Ca(4s4p 1P ) est détectée en fonction de la longueur d'onde du
laser qui a photo-dissocié Ca2 : obtention d'un spectre d'action.
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Dans cette thèse, nous apportons une contribution à la modélisation théorique d'un
chromophore diatomique Ca2 sur un agrégat d'argon. Les étapes de ce travail sont :
1. La détermination par des méthodes de chimie théorique des états excités de la
molécule Ca2 isolée dans une gamme d'énergie allant de 0 cm
−1
jusqu'à 30000
cm
−1
au dessus de l'état fondamental. 70 états moléculaires ont été déterminés et
analysés dans cette étude qui montre une incidence prépondérante d'états dou-
blement excités et de composantes zwitterioniques (Ca+ + Ca−).
2. La dénition et la construction d'un hamiltonienmodèle Diatomics-In-Molecules
(DIM) dans une description Valence-Bond (VB) de la molécule Ca2 qui inclut les
états mono et di-excités caractéristique du spectre électronique.
3. Une étude structurale du système Ca2Arn dans la gamme de taille n = 2− 149.
4. La simulation de la spectroscopie d'absorption électronique de certains agrégats
Ca2Arn dans le but de comparer à l'expérience.
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Chapitre 2
Méthodes de détermination ab initio
de la structure électronique
Les approches détaillées dans ce chapitre sont les principales méthodes de la chimie
quantique qui fournit un cadre conceptuel pour décrire les propriétés électroniques des
atomes, des molécules et de leurs interaction.
En mécanique quantique, l'état d'un système est décrit par sa fonction d'onde
Γ(R, t) dont l'évolution temporelle satisfait l'équation de Schrödinger :
i~
∂Γ(R, t)
∂t
= HˆΓ(R, t)
Ici, le vecteur R dénit l'ensemble des coordonnées spatiales du système. La de-
scription quantique repose sur la résolution de l'équation de Schrödinger, soit dans un
formalisme stationnaire, soit dans sa version dépendante du temps. Lorsque le hamil-
tonien Hˆ ne dépend pas explicitement du temps, la fonction d'onde peut se factoriser
comme le produit de deux fonctions : l'une dépendant des coordonnées spatiales et
l'autre dépendant uniquement du temps :
Γ(R, t) = Ξ(R)Λ(t)
Dans ce cas, on est amené à résoudre l'équation de Schrödinger stationnaire :
HˆΞ(R) = E Ξ(R)
2.1 Équation de Schrödinger électronique
On considère un système composé de M noyaux a caractérisés par leur masse Ma,
leur charge Za et leurs coordonnées Ra, et N électrons i de masse m, de charge −e
et de coordonnées ri. Dans la suite, nous utiliserons une représentation générique R
pour l'ensemble des coordonnées des noyaux et r pour celles des électrons.
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On se place dans la suite dans le système d'unités atomiques (m = 1, e = 1, ~ = 1,
4piε0 = 1). L'unité des distances est le rayon de Bohr a0 = 0, 529167Å, l'unité d'énergie
ou Hartree est le double du potentiel d'ionisation de l'atome d'hydrogène soit 1 Hartree
= 2 Rydberg = 27, 2113957 eV ou en nombre d'ondes 219474, 625 cm−1 (seulement si
la masse réduite µ ≈ m).
Le hamiltonien total d'un système moléculaire comprenantM noyaux etN électrons
s'écrit :
Hˆ = Tˆn + Tˆe + Vˆne + Vˆee + Vˆnn (2.1)
Les diérentes contributions du hamiltonien sont explicitées ci-dessous :
 Tˆn : Énergie cinétique des noyaux
Tˆn =
M∑
a
−1
2Ma
4a
 Tˆe : Énergie cinétique des électrons
Tˆe =
N∑
i
−1
2
4i
 Vˆne : Énergie potentielle d'attraction électrons-noyaux
Vˆne = −
M∑
a
N∑
i
Za
|Ra − ri|
 Vˆee : Énergie potentielle de répulsion électrons-électrons
Vˆee =
1
2
N∑
j 6=i
1
|rj − ri|
 Vˆnn : Énergie potentielle de répulsion noyaux-noyaux
Vˆnn =
1
2
M∑
b6=a
ZaZb
|Rb −Ra|
Les propriétés moléculaires sont déterminées par la résolution de l'équation de Schrödinger
HˆΞ(R, r) = E Ξ(R, r)
où Ξ(R, r) est la fonction totale du système qui dépend à la fois des coordonnées
électroniques et nucléaires. Le mouvement des électrons et des noyaux est couplé par
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le terme d'attraction Vne.
L'approximation de Born-Oppenheimer [12] consiste à découpler en partie le mou-
vement nucléaire et le mouvement électronique. Elle repose sur la diérence de masse
entre les noyaux et les électrons. Dans la plupart des cas, cette diérence conduit
les noyaux à se déplacer beaucoup plus lentement que les électrons. La masse des
neutrons est sensiblement la même que celle des protons, mais est environ 2000 fois
supérieure à celle d'un électron. Les conséquences qui découlent de ce constat amè-
nent naturellement à l'approximation de Born-Oppenheimer. En eet, la diérence de
masse permet de découpler les mouvements électroniques des mouvements nucléaires.
En regardant l'expression de l'opérateur d'énergie cinétique des diérents constituants,
on voit qu'ils sont chacun inversement proportionnels à la masse de l'élément qu'ils
décrivent. Cela se traduit en général par une grande diérence de vitesse entre les noy-
aux et les électrons. En raison de cette diérence de vitesse, on peut considérer deux
échelles de temps diérentes pour les électrons et les noyaux. De manière générale les
électrons, bien plus légers que les noyaux, se déplacent beaucoup plus rapidement que
ces derniers et à l'inverse, le mouvement nucléaire est relativement lent par rapport à
celui des électrons. On considère donc que les électrons s'adaptent instantanément au
potentiel créé par les noyaux. Cette adaptation immédiate des électrons aux noyaux
est dite adiabatique. Les fonctions d'ondes électroniques (pour l'état fondamental et
les états excités) sont donc déterminées pour chaque conguration géométrique des
noyaux et dépendent donc à la fois des coordonnées électroniques en tant que vari-
able quantique et des coordonnées nucléaires en tant que paramètre décrivant une
conguration géométrique du système. On peut alors écrire la fonction d'onde totale
comme
Ξ(R, r) = Θ(R)Ψ(R; r)
où Ξ(R) est la fonction d'onde de la partie nucléaire et Ψ(R; r), celle de la partie
électronique. Dans la suite de ce chapitre on s'intéresse uniquement à la détermination
de la partie électronique Ψ(R; r). On appelle les fonctions d'ondes multi-électroniques,
fonctions d'ondes adiabatiques. Elles correspondent à la limite où les noyaux sont
immobiles et sont les fonctions propres du hamiltonien partiel (où l'énergie cinétique
des noyaux est considérée nulle (Tn = 0)) appelé hamiltonien électronique. Ce dernier
dépend paramétriquement de la position des noyaux
Hˆ(R; r) = Te(r) + Vne(R; r) + Vee(r) + Vnn(R)
Dans le cadre de l'approximation de Born-Oppenheimer, on cherche à résoudre
l'équation de Schrödinger électronique :
Hˆ(R; r)Ψk(R; r) = EkΨk(R; r)
Pour résoudre le hamiltonien électronique, il existe aujourd'hui un grand nombre
d'outils en chimie quantique. Nous détaillerons les principales méthodes qui permettent
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de résoudre cette équation dans la suite de ce chapitre. On note pour chaque état
électronique k, la fonction d'onde multi-électronique dite Born-Oppenheimer
Ψk(R; r)
Comme pour le hamiltonien électronique, cette fonction dépend des coordonnées quan-
tiques des électrons r et dépend de manière paramétrique des coordonnées nucléaires.
Nous présentons dans la partie 2.2, les diérentes méthodes plus ou moins sophis-
tiquées permettant la résolution de l'équation de Schrödinger électronique. Dans la
partie 2.3, nous présenterons les pseudo-potentiels qui permettent de réduire le nom-
bre d'électrons à traiter explicitement.
2.2 Résolution du hamiltonien électronique
On s'intéresse dans cette partie aux outils permettant de résoudre l'équation de
Schrödinger électronique dans le cadre non relativiste.
On peut classer les méthodes de chimie quantique en deux grandes familles :
 les méthodes basées sur les fonctions d'ondes (méthode Hartree-Fock, interaction
de conguration (IC), Coupled Cluster (CC), perturbation ...)
 les méthodes basées sur la fonctionnelle de la densité (Théorie de la fonctionnelle
de la densité).
Notons également les développements des méthodes qui utilisent une approche statis-
tique, comme la méthode QMC électronique (Quantum Monte Carlo [13]).
Dans les parties 2.2.1 et 2.2.2, nous présentons les deux méthodes de base de la
chimie quantique, à savoir la méthode Hartree-Fock basée sur la détermination de la
fonction d'onde multi-électronique, et la théorie de la fonctionelle de la densité (Den-
sity Functional Theory ou DFT) qui utilise la densité électronique pour déterminer
les observables physiques. Puis, dans la suite, nous présenterons dans la partie 2.2.3
les méthodes post-Hartree-Fock basées sur les fonctions d'onde multi-électronique qui
traitent de la corrélation dans l'état fondamental et dans la quatrième partie (2.2.4),
nous verrons les méthodes adaptées à la détermination des états électroniques excités.
2.2.1 Méthode Hartree-Fock
En 1923, Hartree propose de décrire la fonction d'onde multi-électronique Ψ comme
le produit de spin-orbitales mono-électroniques ϕi. Les spin-orbitales sont dénis comme
le produit d'une fonction d'onde spatiale et d'un spin, qui n'intervient pas explicite-
ment dans le hamiltonien dénit par l'équation 2.1. La fonction Ψ est alors dénit
comme :
Ψ(r1 · · ·rn) =
n∏
i
ϕi(ri)
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La fonction d'onde correspond physiquement à un modèle de particules indépen-
dantes. Cependant la simplicité de cette description ne permet pas de prendre en
compte une propriété essentielle des particules fermioniques (telles que les électrons).
En eet, les fermions sont caractérisés par une fonction d'onde anti-symétrique obéis-
sant au principe d'exclusion de Pauli stipulant que deux fermions ne peuvent pas
se trouver simultanément dans un même état quantique. Cette propriété générale se
traduit mathématiquement par une fonction d'onde anti-symétrique par rapport à
l'échange de deux électrons, alors que dans l'expression ci-dessus, la fonction d'onde
est invariante par rapport à cette échange.
Pour prendre en compte l'indiscernabilité des électrons et leurs caractère fermion-
ique, Hartree et Fock ont généralisé le concept de fonction d'onde à N électrons en
montrant que le principe d'exclusion de Pauli est respecté si on décrit la fonction
d'onde multi-électronique totale sous la forme d'un déterminant construit à partir des
N spin-orbitales mono-électroniques. Ce déterminant est appelé déterminant de Slater
et correspond aux produits anti-symétrisés des N spin-orbitales mono-électroniques.
ΨHF (r1, . . . , rN) =
1√
N !
∣∣∣∣∣∣∣∣∣
ϕ1(r1) ϕ2(r1) . . . ϕN(r1)
ϕ1(r2) ϕ2(r2)
.
.
.
.
.
.
.
.
.
.
.
.
ϕ1(rN) . . . . . . ϕN(rN)
∣∣∣∣∣∣∣∣∣
(2.2)
le pré-facteur assure la normalisation de la fonction d'onde 〈ΨHF |ΨHF 〉 = 1.
Méthode de Hartree-Fock
La méthode Hartree-Fock présentée dans cette partie est la pierre angulaire des
théories de la structure électronique ab initio. Cette méthode ab initio est la plus
simple utilisée en chimie quantique et peut être appliquée à de grands systèmes com-
prenant plusieurs centaines d'atomes. Elle est le point de départ de beaucoup d'autres
méthodes de chimie quantique qui reposent sur la connaissance de la fonction d'onde
multi-électronique. L'équation de Schrödinger pour un système à N fermions est ré-
solue en utilisant le principe variationnel, c'est-à-dire en minimisant l'énergie évaluée à
partir d'une fonction d'onde |Φ0〉 décrite par un unique déterminant de Slater (formule
2.2).
L'énergie du système, dénie par
E =
〈
Φ0
∣∣∣Hˆ∣∣∣Φ0〉
〈Φ0|Φ0〉
où |Φ0〉 est un déterminant de Slater, s'obtient aisément à partir des règles de Slater.
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Pour un système à couches fermées contenant 2N électrons, on obtient :
E = 2
N∑
i
hi +
N∑
i
N∑
j
(2Jij −Kij)
hi est la partie mono-électronique qui regroupe les termes de l'énergie cinétique
d'un électron et de l'interaction de celui-ci avec les noyaux. Il est déni par :
hi =
∫
ϕ∗i (1)(−
1
2
4r1 −
∑
A
ZA
r1A
)ϕi(1)dr1
les intégrales Jijet Kij sont appelées respectivement intégrales de Coulomb et
d'échange :
Jij =
∫
ϕi(1)ϕj(2)
1
r12
ϕi(1)ϕj(2)dr1dr2
Kij =
∫
ϕi(1)ϕj(2)
1
r12
ϕj(1)ϕi(2)dr1dr2
L'intégrale de Coulomb peut être interprétée par son équivalent en mécanique clas-
sique comme étant la moyenne de l'interaction coulombienne entre deux électrons
situés dans des orbitales ϕi et ϕj respectivement.
L'intégrale d'échange n'a en revanche aucun équivalent classique. C'est un terme
purement quantique dû au caractère indiscernable des électrons. Il traduit l'énergie
d'échange de deux électrons dans deux orbitales ϕi et ϕj .
Pour une fonction d'onde d'essai |Φ′〉 normée à l'unité, le principe variationnel
permet d'écrire
E ′ =
〈
Φ′
∣∣∣Hˆ∣∣∣Φ′〉 ≥ E0
où E0 est l'énergie exacte du système.
La fonction d'onde exact (nous verrons plus bas ce que exact sous entend) sera
alors approchée en minimisant l'énergie du système en variant les paramètres de la
fonction d'essai tout en conservant la condition de normalisation 〈Φ′|Φ′〉 = 1. Cela
revient à chercher les spin-orbitales ϕi , que l'on choisira orthonormées pour simplier
les expressions, qui minimisent l'énergie.
E0 = min{ϕi}
〈
Φ0
∣∣∣Hˆ∣∣∣Φ0〉 avec 〈ϕi |ϕj 〉 = δij
Ces équations peuvent être réécrites avec des multiplicateurs de Lagrange λij :
∂
∂ϕi
(〈
Φ0
∣∣∣Hˆ∣∣∣Φ0〉−∑
i,j
λij(〈ϕi |ϕj 〉 − δij)
)
= 0
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Ce procédé appliqué aux spin-orbitales conduit aux systèmes d'équations de Hartree-
Fock. Ainsi les spin-orbitales ϕi sont les solutions du système d'équations diérentielles
couplées de Hartree-Fock.
On peut montrer que la minimisation de l'énergie aboutit à l'équation suivante :
Fˆϕi =
∑
j
λijϕi
où Fˆ est l'opérateur de Fock
Fˆ = hˆ+
∑
i
Jˆi − Kˆi (2.3)
L'opérateur hˆ regroupe les termes mono-électroniques qui comprennent l'énergie
cinétique d'un électron et l'interaction de celui-ci avec les noyaux. L'interaction électron-
électron est décrite par les opérateurs de Coulomb Jˆi et d'échanges Kˆi.
Jˆj(1)ϕi(1) =
∫
ϕ∗j (2)
1
|r1 − r2|ϕj(2)ϕi(1)dr2
Kˆj(1)ϕi(1) =
∫
ϕ∗j(2)
1
|r1 − r2|ϕi(2)ϕj(1)dr2
En eet, si on se place au voisinage de l'énergie exacte E0, on peut développer la
fonction d'onde construite à partir des spin-orbitales qui minimisent E0 au premier
ordre comme
|Φ′〉 = |Φ0〉+ εj
∣∣Φji〉
où
∣∣Φji〉 est le déterminant mono-excité où ϕj a remplacé ϕi et εj l'énergie de la
spin-orbitale j.
Puis on écrit l'énergie
E0 + δE0 =
〈
Φ′ ˆ|H|Φ′
〉
=
〈
Φ0
∣∣∣Hˆ∣∣∣Φ0〉+ 2εj 〈Φ0 ∣∣∣Hˆ∣∣∣Φji〉
On voit qu'au premier ordre δE0 = 2εjFij avec Fij =
〈
Φ0
∣∣∣Hˆ∣∣∣Φji〉, un élément
de matrice de l'opérateur de Fock. Ainsi, pour avoir δE0 = 0 il faut que l'élément
de matrice Fij de l'opérateur de Fock soit nul. Pour que Fij = 0, il sut que les
spin-orbitales ϕi soient fonctions propres de l'opérateur de Fock telles que
Fˆ |ϕi〉 = εi |ϕi〉 (2.4)
Il faut donc diagonaliser la matrice représentant l'opérateur de Fock pour trouver les
spin-orbitales qui minimisent l'énergie E0 du système. Les εi sont les énergies Hartree-
Fock des spin-orbitales. Ces équations 2.4 aux valeurs propres sont appelées équations
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canoniques. Notons que l'opérateur de Fock dépend lui même des spin-orbitales par
conséquent les équations de Hartree-Fock sont des équations auto-cohérentes et sont ré-
solues par des méthodes itératives (souvent appelées SCF pour Self Consistent Field).
Équations de Roothan
Toutes les méthodes de la chimie quantique reposent sur l'utilisation de fonctions de
base χµ. Dans le cas d'un système moléculaire, les solutions des équations de Hartree-
Fock sont des orbitales moléculaires construites comme une combinaison linéaire d'or-
bitales atomiques. L'approximation LCAO (Linear Combinaison of Atomic Orbitals)
consiste à choisir un jeu limité de k orbitales atomiques χµ qui constituent une base
sur laquelle sont développées les spin-orbitales moléculaires ϕi :
ϕi =
k∑
µ
Cµiχµ
La recherche des ϕi revient alors au calcul des coecients Cµi. Généralement on
choisit des fonctions gaussiennes centrées sur les atomes par commodité de calcul car
elles sont plus facilement intégrables que des fonctions de Slater plus réalistes. Elles
s'expriment dans le système de coordonnées cartésiennes comme
χµ(r −RA) = Cxlymzne−α(r−RA)2
où l,m et n sont des entiers naturels.
Pour résoudre les équations de Hartree-Fock, on les projette sur les fonctions de
base χµ . On doit ainsi résoudre le système de Roothaan
k∑
l
FµlCli = εi
k∑
l
SµlCli (2.5)
où Fµl est la matrice de l'opérateur de Fock dénie en 2.3, Sµν est la matrice de re-
couvrement et µ = 1 . . . k. On évalue les éléments Fµν et Sµν avec un jeu de coecients
initiaux Cµν puis on résout les équations 2.5, on obtient un jeu de coecients Cµν qui
nous permettent de calculer un nouvel opérateur de Fock et on procède itérativement
jusqu'à la convergence. Le coût en temps de calcul de la méthode Hartree-Fock est pro-
portionnel au nombre de fonctions de base à la puissance quatre, en raison du nombre
d'intégrales bi-électroniques qu'il faut évaluer lors de la construction de la matrice de
Fock.
Remarque sur la méthode Hartree-Fock
D'un point de vue formel la théorie Hartree-Fock est une approche de champ moyen.
L'approximation Hartree-Fock remplace un problème à N électrons par un problème
mono-électronique dans lequel chaque électron est soumis à un potentiel moyen (re-
calculé à chaque itération de la résolution de l'équation 2.5) engendré par les N − 1
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autres électrons. Les interactions répulsives entre les électrons ne sont donc prises en
compte que de manière moyennées. Physiquement, deux électrons exercent l'un sur
l'autre des forces répulsives qui dépendent de leur uctuation autour de leur position
moyenne. Or dans le modèle Hartree-Fock, l'eet des uctuations est eacé puisque
l'on suppose que chaque électron est soumis avec le potentiel moyen créé par tous les
autres électrons. Cette méthode ne prend pas en compte la corrélation électronique
(statique et dynamique) mais seulement la corrélation d'échange. Le niveau de théorie
Hartree-Fock est souvent insusant pour traiter des problèmes nécessitant des hauts
degrés de précision et pour calculer des états électroniques excités, mais elle constitue
la première étape pour des approches dites post-Hartre-Fock incluant tout ou une
partie de la corrélation électronique.
Le terme exact utilisé précédemment (p.26), s'entend par exact dans le cadre
de l'approximation HF, et non pas comme la vraie fonction d'onde exacte qui est
approchée par les méthodes post-Hartree-Fock. Dans la suite, on note |Φ0〉 la fonc-
tion d'onde mono-déterminantale de Hartree-Fock et |Ψ〉 les fonctions d'ondes multi-
congurationnelles.
2.2.2 La Théorie de la Fonctionnelle de la Densité (DFT)
Les approches de type fonctions d'ondes Hartree-Fock et post-Hartree-Fock basées
sur le calcul de fonction d'ondes peuvent s'avérer rapidement très coûteuses en temps
de calcul et en mémoire CPU, puisque chaque particule évolue dans un espace de
dimension R
3
. Au total, pour N électrons, l'espace est de dimension R3N . De plus,
pour atteindre une précision proche des valeurs exactes de l'énergie, il faut une base
étendue pour décrire l'espace des orbitales moléculaires et prendre un grand nombre de
congurations pour traiter la corrélation statique et dynamique des électrons (dans les
méthodes post-Hartree-Fock détaillées dans la suite). Ces deux conditions augmentent
considérablement la taille des calculs, et rendent ces approches diciles pour traiter
des systèmes comportant un grand nombre d'électrons. Cela justie le recours à la
théorie de la fonctionnelle de la densité qui calcule l'énergie d'un système en utilisant
la densité électronique et non sa fonction d'onde. Nous présentons rapidement cette
méthode bien que nous ne l'avons pas utilisée dans cette thèse, essentiellement pour
en montrer les dicultés d'utilisations dans le cas précis qui nous intéresse : traiter les
états di-excités de Ca2.
L'intérêt d'une telle approche est que la densité électronique est dénie dans un
espace R
3
. Cette méthode permet d'étudier des systèmes de grande taille jusqu'à des
centaines d'atomes. La DFT est basée sur deux théorèmes développés par Hohenberg
et Kohn [14], généralisés par la suite par Levy [15] et Lieb [16] (dans le cas où l'état
fondamental du système étudié est dégénéré) :
1. Le premier théorème initialement publié par Hohenberg et Kohn [14] est un
théorème d'existence. Il établit une relation bi-univoque entre la fonction d'onde
de l'état fondamental d'un système de N électrons, sa densité (n0(r)) dans l'es-
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pace réel et le potentiel extérieur v(r) (qui comprend le potentiel créé par les
noyaux et éventuellement un autre potentiel extérieur). La conséquence impor-
tante de ce théorème est que la connaissance exacte de la densité électronique
sut, théoriquement, pour obtenir toutes les observables du système comme des
fonctionnelles de celle-ci. Ainsi, l'énergie totale de l'état fondamental de n'importe
quel système électronique est une fonctionnelle de la densité exacte à un électron
que l'on peut écrire :
E = E [n0] = F [n0] +
∫
n0(r)v(r)dr
où F [n0] est une fonctionnelle universelle pour les électrons qui ne dépend pas
du potentiel extérieur v(r).
2. Le second théorème de Hohenberg et Kohn [14] établit le principe variationnel.
L'énergie de l'état fondamental est le minimum de la fonctionnelle E [n]
E0 = min
n
E [n]
où Eo est l'énergie du fondamental.
Kohn et Sham [17], ont proposé une méthode de résolution du problème qui s'appuie
sur la solution connue du cas d'un système d'électrons indépendants plongés dans
potentiel externe v(r) :
H∗ =
∑
i
(
−4
2
+ v(r)
)
On peut montrer que la solution de ce système est :
E [n] = T ∗ [n] +
∫
v(r)n(r)dr
où T ∗ [n] désigne la fonctionnelle de l'énergie cinétique pour un système d'électrons
indépendants. Dans le cas où les électrons interagissent entre eux, on écrit la fonction-
nelle de l'énergie selon la partition de Kohn-Sham
E [n] = T ∗ [n] +
∫
v(r)n(r)dr +
1
2
∫∫
n(r)n(r′)
|r − r′| drdr
′ + Exc [n]
où Exc [n] est l'énergie d'échange-corrélation dénie comme la diérence entre la fonc-
tionnelle exacte du système électronique et la fonctionnelle dans le cas d'électrons
indépendants dans le potentiel externe v(r)
Exc [n] = F [n]− T ∗ [n]− 1
2
∫∫
n(r)n(r′)
|r − r′| drdr
′
= T [n]− T ∗ [n] + Ex [n] + Ec [n]
La fonctionnelle de l'énergie d'échange-corrélation comprend les contributions suiv-
antes :
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 L'énergie d'échange
 L'énergie de corrélation
 La contribution de l'interaction à l'énergie cinétique pour des électrons indépen-
dants dénis comme T [n]− T0 [n].
On dénit le potentiel d'échange-corrélation par :
Vxc(r) =
δExc
δn(r)
On distingue deux diérences physiques essentielles entre la méthode Hartree-Fock
(HF) et la méthode Kohn-Sham (KS) :
 Hartree Fock inclut l'échange de manière exacte mais ne prend pas en compte la
corrélation
 En principe, les équations de Kohn-Sham incluent l'échange et la corrélation.
L'intérêt de cette méthode est évident comparé à la complexité d'un traitement de la
corrélation électronique par des méthodes de types fonctions d'onde en R
3N
. De plus,
dans la théorie de la DFT, l'expression obtenue pour l'énergie d'un système est exacte
(contrairement à la théorie HF). Si d'un point de vue formel la DFT est exacte, la
fonctionnelle d'échange corrélation étant inconnue, il est nécessaire d'introduire des
approximations dans sa formulation. La diculté liée à la description de la fonction-
nelle d'échange et de corrélation a retardé la mise en oeuvre de la DFT, mais il existe
aujourd'hui de bonnes approximations qui donnent de très bons résultats sur certains
systèmes pour la fonctionnelle ou sa dérivée fonctionelle Vxc. Les approximations lo-
cales : le potentiel d'échange -corrélation ne dépend que de la densité n(r) au point r
(Local Density Approximation, LDA) et les approximations non locales qui impliquent
des corrections de gradient. Les plus simples et les plus souvent utilisées sont les approx-
imations locales (LDA) où les densités de spin α et β sont identiques nα(r) = nβ(r). La
variante LSDA (Local Spin Density Approximation) [18] autorise des densités de spin
diérentes nα(r) 6= nβ(r), et donc des spin-orbitales polarisées en spin. Cependant
d'autres fonctionnelles plus performantes ont été développées [19, 20, 21, 22, 23, 24].
Elles prennent en compte le gradient de la densité (Generalized Gradient Approxima-
tion ou GGA), ou combinent une approximation de la fonctionnelle de l'échange avec
l'échange Hartree-Fock exact (BLYP, B3LYP, BPW91).
Il reste cependant certains systèmes et catégories de phénomènes qui sont hors
de la portée des méthodes DFT, notamment sur le plan conceptuel où il faut se
poser la question de la pertinence de la description. En particulier, le caractère mono-
congurationnel de la fonction d'onde rend la DFT inadaptée pour la description d'é-
tats excités, ou la représentation des forces de dispersion. Dans le formalisme exposé ci
dessus, la fonctionnelle de la densité est une théorie de l'état fondamental. Des eorts
sont cependant également dédiés à la représentation des excitations électroniques, no-
tamment dans le cadre des théories de la fonctionnelle de la densité dépendante du
temps [25, 26] (Time-Dependant Density Functional Theory ou TDDFT), fondées sur
31
la résolution de l'équation de Schrödinger non stationnaire et la théorie de la réponse.
Dans ce formalisme, les orbitales et la densité dépendent également du temps
i
∂ϕ(r, t)
∂t
=
[
−1
2
4+
∫
n(r, t)
|r − r|dr +
δE [n(r, t)]
δn(r, t)
+ V (r)
]
ϕ(r, t)
Ce formalisme ore une voie prometteuse, encore imparfaite, vers le calcul des états
excités.
Nous avons abordé dans cette partie les deux principaux types de méthodes pour
résoudre le hamiltonien électronique basées sur une approximation de champ moyen
utilisant une fonction d'onde multi-électronique ou la densité électronique. En principe
la DFT est une théorie qui traite de manière exacte la corrélation électronique mais
la fonctionnelle d'échange corrélation reste inconnue et doit être approchée. La méth-
ode Hartree-Fock est en revanche une approximation qui ne prend en compte que la
corrélation d'échange. Dans la suite, nous avons utilisé une méthode de type fonction
d'onde puisque nous nous intéressons aux calculs des états électroniques simplement
et doublement excités par rapport au fondamental, La TDDFT ne permettant pas
aujourd'hui le calcul d'états doublement excités. Nous allons présenter dans la suite
les méthodes de type fonction d'ondes post-Hartree-Fock qui traitent explicitement
de la corrélations électronique.
2.2.3 Méthodes corrélées de type fonction d'onde pour l'état fondamental
Les méthodes dites post-Hartree-Fock permettent de rajouter l'énergie de corréla-
tion pour les systèmes mono-congurationnels d'une part (traitées dans cette partie)
et pour ceux dont la fonction d'onde est multi-congurationnelle d'autre part (états
excités, dissociation, traitées dans la partie 2.2.4).
De manière générale, la connaissance de l'énergie totale d'un système est impor-
tante puisque beaucoup de propriétés physiques en dépendent. Toutefois, le calcul
des surfaces d'énergie potentielle d'un système met en évidence des diérences d'én-
ergie plutôt que des énergies totales exactes. De ce fait, une méthode de calcul est
intéressante lorsqu'elle permet d'estimer correctement des diérences d'énergies même
si l'énergie totale à une géométrie xée n'est pas parfaite. Autrement dit, il est im-
portant que l'erreur sur l'énergie totale soit constante lorsque la géométrie change.
Au-delà de l'aspect quantitatif, il est important de considérer les propriétés qualita-
tives suivantes : la séparabilité, la size extensivity et la consistance en taille. Une
méthode est séparable si la fonction d'onde de M fragments, lorsque ceux-ci sont à
l'inni, est le produit des M fragments pris séparément. L'énergie correspondante est
alors la somme des énergies des fragments. Elle est dite size consistent si l'énergie de
corrélation croît linéairement avec le nombre de particules. Et une méthode est dite
size extensive si elle est à la fois séparable et size consistent. Autrement dit pour un
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système AB, la propriété de size-extensivity est vériée si pour une séparation innie
entre A et B {
ΨAB = ΨAΨB
EAB = EA + EB
Avant de détailler les diérentes méthodes, nous donnons ici la dénition de la cor-
rélation statique et de la corrélation dynamique. Nous allons voir dans cette partie, que
l'on est amené à dépasser la représentation mono-déterminantal pour décrire précisé-
ment les systèmes étudiés. La formulation multi-congurationelle permet de décrire
dans le détail la corrélation dynamique des électrons due à la leur répulsion mutuelle
et instantanée (par exemple à la géométrie d'équilibre d'une molécule). Mais, dans le
cas où on considère une molécule à la limite de dissociation d'une liaison covalente, la
formulation multi-congurationnelle est nécessaire pour une toute autre raison. Dans
ce cas, l'orbitale moléculaire liante qui décrit la liaison covalente et la liaison anti-liante
correspondantes se retrouvent dégénérées et interagissent fortement, elles ne peuvent
donc pas être considérées indépendamment l'une de l'autre. On parle alors de corréla-
tion statique. Dans le cas intermédiaire la description multi-congurationnelle permet
à la fois de prendre en compte la répulsion coulombienne de l'interaction entre des
congurations électroniques quasi-dégénérées.
2.2.3.1 Interaction de congurations (IC)
Les méthodes d'interaction de conguration consistent à ajouter la corrélation élec-
tronique en incluant les contributions du plus grand nombre possible de congurations
électroniques. Elles consistent à optimiser une fonction d'onde formée d'une combi-
naison linéaire de déterminant de Slater. Après l'étape HF-SCF, dans laquelle les
orbitales moléculaires ont été optimisées pour minimiser l'énergie d'une conguration
Φ0 (conguration de référence), on écrit la fonction d'onde sous la forme
Ψ = C0Φ0 +
∑
i
CiΦi
où Φ0 correspond au déterminant de Slater de HF (déterminant de Hartree-Fock)
et Φi sont tous ou une partie des déterminants de Slater résultant de l'excitation
des électrons depuis les orbitales moléculaires (OM) initialement occupées vers les OM
initialement vacantes (dites virtuelles). Les coecients sont déterminés par la méthode
variationnelle.
L'énergie de corrélation électronique est l'écart entre l'énergie exacte et l'énergie
Hartree Fock dans la limite d'une base innie (inaccessible en pratique).
Ecor = Eexacte −ElimiteHF
En pratique, la base utilisée est forcément nie, on dénit alors l'énergie de cor-
rélation comme la diérence de l'énergie HF nie avec l'énergie obtenue par un calcul
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Interaction de Conguration complète (IC complète), c'est à dire où tous les détermi-
nants possibles sont inclus dans la fonction d'onde.
Ec = EIC − E0
EIC est l'énergie corrélée et E0 est l'énergie Hartree-Fock dans la base considérée.
IC Complète
Comme on vient de le mentionner, l'énergie exacte est obtenue par une interaction
de congurations complète (IC complète), c'est-à-dire, une description de la fonction
d'onde en incluant tous les déterminants excités possibles (générés par la distribution
des électrons dans toutes les orbitales et ayant la même symétrie spatiale et la même
multiplicité de spin que l'état considéré) formés à partir d'une base innie. Ceci n'est
évidemment pas réalisable en pratique. Même avec une base (forcément) limitée, le
temps CPU d'un calcul FCI est tel qu'on ne peut l'eectuer que pour de très petits
systèmes (un ou deux atomes). Pour une fonction décrite par une IC complète, le
nombre de déterminants augmente très rapidement avec le nombre d'électrons et avec
le nombre d'orbitales. Pour donner un ordre d'idée, on donne dans le tableau 2.2 le
nombre de déterminants possibles pour 2k électrons distribués dans 2k orbitales pour
1 ≤ k ≤ 10 . Le nombre de déterminant est donné par (Ck2k)2. Dans le cas où le nombre
d'électrons 2k donné, le nombre de déterminants possibles augmente comme n2k où n
est le nombre d'orbitales. C'est pourquoi un certain nombre de méthodes approchées
ont été développées pour assurer une ecacité maximale à un moindre coût en temps
de calcul.
2k Ndet
2 4
4 36
6 400
8 4 900
10 63 504
12 853 776
14 11 778 624
16 165 63 6900
18 2 363 904 400
20 34 134 779 536
Table 2.2: Nombre de déterminants de Slater Ndet de projection de spin nulle obtenu en distribuant
2k électrons dans 2k orbitales.
Interaction de Congurations tronquées (IC tronquée)
Lorsqu'un système est trop important pour réaliser une IC complète, on utilise des
interactions de congurations tronquées. Par exemple, dans un calcul CISD pour le
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calcul de l'énergie de corrélation, on limite le nombre de congurations en ne prenant
en compte que les déterminants mono-excités et di-excités par rapport au déterminant
de référence (un seul électron dans une orbitale virtuelle (OM) ou deux électrons dans
une OM virtuelle).
Bases d'orbitales atomiques
Une base comporte généralement plusieurs fonctions gaussiennes pour chaque valeur
de moment cinétique considéré (s p d. . .) pour décrire les orbitales atomiques corre-
spondantes. Une valeur élevée de l'exposant de la fonction gaussienne, améliore la
description des orbitales les plus proches du noyau (les orbitales du coeur) et les
gaussiennes avec un faible exposant décrivent les fonctions atomiques plus diuses
permettant l'évaluation des interactions à grande distance électrons-noyaux.
Le caractère qualitatif et quantitatif d'un calcul en chimie quantique dépend essen-
tiellement de deux composantes à savoir, la taille de la base d'orbitales et la taille de
l'interaction de conguration (IC). Bien sûr, les eorts numériques augmentent con-
sidérablement en fonction de la taille de l'IC et de la base (voir la gure 2.1) . En
théorie, l'énergie exacte d'un système est atteinte dans le cas irréalisable d'une IC
complète sur une base d'orbitales innie (ou les orbitales atomiques sont correctement
choisies et optimisées). En pratique, on choisit une base susamment étendue pour
dénir correctement l'espace où les électrons se déplacent. Cependant le nombre de
congurations possibles augmente rapidement avec la taille de la base et c'est le choix
de la méthode qui détermine quels sont les déterminants sélectionnés pour traiter la
corrélation électronique.
Il faut donc considérer ces deux aspects pour la précision d'un calcul ab initio :
 La taille et la qualité de la base : en eet les exposants de la base doivent être
optimisés pour chaque atome du système.
 La taille et le type de traitement du problème multi-électronique.
Les méthodes de conguration d'interactions, s'appuient sur le principe variationnel,
elles présentent donc l'avantage de converger vers la solution exacte qui est la borne
inférieure atteinte avec une IC complète. Comme nous l'avons vu cet avantage est
accompagné par l'inconvénient lié à l'explosion des calculs. Une autre approche assez
ecace est l'approche perturbative.
2.2.3.2 Méthode perturbative Møller-Plesset
Lorsque l'énergie de corrélation n'apporte qu'une petite contribution à l'énergie to-
tale, par exemple dans le cas où l'état fondamental est fortement mono-congurationnel
(les déterminants excités n'interviennent dans l'interaction de conguration qu'avec un
faible coecient), on peut substituer le lourd calcul de diagonalisation de la matrice IC
par un calcul de perturbation qui permet d'inclure un grand nombre de congurations
excitées pour un coût bien moindre.
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Figure 2.1: Eort numérique en fonction de la taille de la base et de la taille de l'interaction de
conguration.
La théorie des perturbations Møller-Plesset s'exprime dans le cadre du développe-
ment de type Rayleigh-Schrödinger, souvent appelée Many Body Perturbation The-
ory. Dans ce cadre, le hamiltonien H du système est décomposé en deux termes. Un
hamiltonien d'ordre zéro H0 dont les fonctions et les valeurs propres sont connues et
sont proches des valeurs propres recherchées de H , et un terme perturbatif V supposé
petit devant H0
H = H0 + V
et donc
V = H −H0
La théorie des perturbations de Møller-Plesset consiste à prendre l'opérateur de
Fock comme hamiltonien d'ordre zéro :
H0 = F =
∑
i
Fi
L'énergie Hartree-Fock correspond à la somme des énergies à l'ordre 0 et à l'ordre
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1.
E0 = 〈Φ0 |F (1)|Φ0〉
=
∑
j
〈ϕj |F (1)|ϕj〉
=
∑
j
εj
et puisque les ϕj sont les fonctions propres de l'opérateur de Fock
E0 + E1 = 〈Φ0 |F |Φ0〉+ 〈Φ0 |V |Φ0〉
= 〈Φ0 |F + V |Φ0〉
= EHF
Dans ce cas, d'après le théorème de Brillouin, les déterminants mono-excités n'inter-
agissent pas avec la fonction d'onde d'ordre zéro. La première correction correspondant
à l'énergie de corrélation est le terme d'ordre 2.
E2 =
∑
ij
∣∣〈Φ0 |V |Φrsij 〉∣∣2
εr + εs − εi − εj
où Φ0 est le déterminant de Hartree Fock et Φ
rs
ij est un déterminant di-excités où ϕi et
ϕj sont remplacés par ϕr et ϕs. Les corrections à l'énergie sont données par les termes
d'ordres supérieurs, ainsi l'énergie Møller-Plesset à l'ordre n s'écrit
EMPn = EHF +
n∑
p=2
E
(p)
0
La théorie des perturbations est l'une des méthodes de la chimie quantique les plus
répandues pour traiter la corrélation électronique. Le succès de cette méthode provient
de la propriété de size-consistence qui est vériée à tous les ordres du développement.
De plus, l'essentiel de la corrélation est prise en compte dès le développement au
deuxième ordre (MP2) pour un temps de calcul relativement court (pour un nombre
n d'orbitales, les calculs sont en n4). La perturbation peut être poursuivie à l'ordre
3 (MP3) et à l'ordre 4 (MP4) qui donne une très bonne évaluation de l'énergie de
corrélation mais au prix d'un calcul coûteux. Cependant, pour les ordres élevés, la
convergence n'est pas toujours évidente, notamment lorsque le dénominateur tend
vers zéro.
2.2.3.3 Méthode Coupled-Cluster
Introduite il y a une quarantaine d'années par Coster et Kummel puis par C˘iz˘ek et
al., la théorie Coupled-Cluster (CC), est une méthode très performante pour le calcul
des états électroniques les plus bas pour une symétrie d'espace et pour une multiplicité
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de spin données. L'idée est d'inclure dans la fonction d'onde, les congurations excitées
non plus par simple combinaison linéaire, comme pour l'interaction de congurations,
mais par le biais d'une forme exponentielle appliquée au déterminant fondamental.
Ψcc = e
T |Φ0〉
où Φ0 est un déterminant de référence choisi selon le contexte physique, on choisit
souvent le déterminant de référence Hartree-Fock. Le développement de l'exponentielle
en série donne
eTˆ = 1 + Tˆ +
Tˆ 2
2!
+
Tˆ 3
3!
+ . . .
=
∑
N
TˆN
N !
où Tˆ est la somme des opérateurs d'excitation
Tˆ = Tˆ1 + Tˆ2 + . . .+ Tˆn
Selon le formalisme de la seconde quantication, les opérateurs s'expriment comme :
Tˆ1 =
∑
r
∑
a
traτˆ
r
a
Tˆ2 =
∑
r
∑
s
∑
a
∑
b
trsabτˆ
rs
ab
. . .
où tra est l'amplitude associée à l'opérateur τˆ
r
a qui est construit comme un enchaîne-
ment d'opérateurs élémentaires de création et d'annihilation d'électrons :
τˆ ra = a
†
raa
a†r est un opérateur qui crée une particule dans une orbitale virtuelle r et aa un
opérateur d'assimilation qui enlève un électron de l'orbitale occupée a (on note a, b, c...
les orbitales occupées et r, s, t... les orbitales virtuelles).
Tˆ1 transforme le déterminant de Hartree-Fock Φ0 en une combinaison linéaire de tous
les déterminants mono-excités, Tˆ2 engendre une combinaison des déterminants di-
excités, etc... (le nombre maximum d'excitation est le nombre total n d'électrons).
Le développement de l'exponentielle aux diérents ordres n est détaillé ci-dessous :
Ψcc =
{
1 + (Tˆ1 + Tˆ2 + Tˆ3 + . . .) +
1
2!
(Tˆ1 + Tˆ2 + Tˆ3 + . . .)
2 + . . .
}
Φ0
Ψcc =
{
1 + Tˆ1 + (Tˆ2 +
1
2!
Tˆ 21 ) + (Tˆ3 + Tˆ2Tˆ1 +
1
3!
Tˆ 31 ) + . . .
}
Φ0
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on peut identier les diérents termes de cette expression avec ceux de la fonction
d'onde issue d'un calcul FCI écrite en normalisation intermédiaire :
ΨFCI = Φ0 +
∑
ij
cijΦ
j
i +
∑
i,j>i
∑
k,l>k
cijklΦ
kl
ij + . . .
ΨFCI = Φ0 + (Dˆ1 + Dˆ2 + Dˆ3 + . . .)Φ0
où Dˆn est l'opérateur d'excitation d'ordre n.
Dˆ1 = Tˆ1
Dˆ2 = Tˆ2 +
1
2!
Tˆ 21
Dˆ3 = Tˆ3 + Tˆ2Tˆ1 +
1
3!
Tˆ3
Dˆ4 = Tˆ4 + Tˆ3Tˆ1 +
1
2!
Tˆ 22 +
1
2!
Tˆ2Tˆ
2
1 +
1
4!
Tˆ 41
. . .
Comme dans le développement de l'exponentielle apparaissent des produits d'opéra-
teur Tˆi, toutes les excitations possibles se réalisent, ainsi
Tˆ 22Φ0 = Tˆ2
(
Tˆ2Φ0
)
engendre les di-excitations de déterminants di-excités. Cette manière d'introduire les
déterminants excités par le biais de l'exponentielle possède l'avantage de respecter le
caractère extensif de l'énergie (contrairement aux IC tronquées).
On peut montrer que
Ψcc = e
TΦ0
est l'expression d'une IC complète. Les méthodes Coupled Cluster reposent sur des
approximations de cette fonction en ne prenant en compte que quelques termes de
l'opérateur Tˆ . Pour Tˆ = Tˆ1+ Tˆ2, on obtient la méthode CCSD (Coupled Cluster avec
simple et double excitations), les équations sont résolues de manière itérative à partir
d'un jeu initial de coecients {tratrsab . . .}. Elles sont au nombre de n6 par itération où n
est le nombre d'orbitales. L'inclusion des termes d'excitations d'ordre supérieur (Tˆ3, Tˆ4,
. . .) rend le calcul de plus en plus coûteux en termes de temps de calcul et en mémoire
CPU. La méthode CCSDT (simple, double, et triple) correspond à l'inclusion du terme
Tˆ3 et implique des équations en n
8
. L'inclusion du terme Tˆ4 (CCSDTQ) augmente le
nombre d'équations jusqu'à n10 .
À partir de là , le calcul devient vite très lourd et on utilise alors des méthodes inclu-
ant de manière approchée le terme Tˆ3. Comme les méthodes CCSD(T) et CCSDT-n.
Dans la méthode CCSD(T) on fait d'abord un calcul CCSD puis on ajoute la con-
tribution du terme Tˆ3 prise en compte par un calcul de perturbation MP4 (calcul
en n7). Dans les méthodes CCSDT-1, CCSDT-2 ou CCSDT-3, les équations couplées
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sont résolues en négligeant certains termes sans aecter la size-extensivité (calcul en
n7par itération).
La méthode Coupled Cluster donne des résultats généralement plus satisfaisants
que les méthodes vues précédemment, mais elle est basée sur les excitations depuis
un seul déterminant. Elle est donc adaptée pour décrire un état fondamental, à con-
dition que celui-ci ne soit pas intrinsèquement multi-congurationnel (situation où la
corrélation statique est importante, due à la présence d'orbitales dégénérées ou quasi-
dégénérées). De plus elle est vite coûteuse en temps de calcul et en mémoire CPU ce
qui la rend inutilisable pour les grands systèmes.
Les méthodes MRCC (multi-reference coupled cluster) peuvent traiter des prob-
lèmes d'états excités ou de dissociation mettant en jeu des croisements de surfaces
d'énergie potentielle, contrairement à la méthode mono-congurationnelle. Les états
sont traités variationnellement dans un espace S supposé contenir toutes les cong-
urations prédominantes. La dénition de l'opérateur Tˆ est délicate dans ce cas car il
ne faut pas générer des classes de déterminants redondantes à partir des diérentes
congurations de l'espace de référence. Plusieurs approches ont été proposées, mais
ce sujet reste très actuel et en cours de développement, nous ne le détaillerons pas
davantage.
2.2.4 Méthodes corrélées de type fonction d'ondes pour les états excités.
Nous allons présenter dans cette partie des méthodes post-Hartree-Fock couram-
ment utilisées pour traiter le problème de la corrélation dans les états excités.
2.2.4.1 Multi-Congurational Self Consistent Field (MCSCF)
C'est une méthode post-Hartree-Fock, peu coûteuse en ressources et en temps de
calcul pour des petits systèmes, qui permet de calculer aisément des états excités. C'est
une méthode utilisée pour générer qualitativement des états de références corrects pour
les molécules dans le cas où une description mono-congurationnelle n'est plus perti-
nente et où la corrélation électronique dite statique est importante (par exemple, pour
les états fondamentaux qui sont dégénérés ou quasi-dégénérés avec les états excités les
plus bas). Cette méthode est intermédiaire entre une IC (où les orbitales moléculaires
ne sont pas modiées mais où la fonction d'onde est étendue sur plusieurs congura-
tions) et la méthode Hartree-Fock (dans laquelle il y a un seul déterminant de Slater
mais où les orbitales moléculaires sont optimisées pour minimiser l'énergie).
La méthode Multi-Congurational Self Consistent Field (MCSCF) peut être vue
comme une interaction de conguration dans laquelle les coecients précédant les
déterminants ainsi que ceux du développement des orbitales moléculaires sont opti-
misés grâce au principe variationnel. La fonction d'onde utilisée est une combinaison
de déterminants de Slater et l'énergie est minimisée à la fois par l'optimisation des
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coecients Ci de l'IC et des coecients cµi des fonctions mono-électroniques ϕi
E =
〈ΨMCSCF |H |ΨMCSCF 〉
〈ΨMCSCF | ΨMCSCF 〉 avec
δE
δCi
= 0 et
δϕi
δcµi
= 0
C'est une généralisation multi-référence de l'approximation Hartree-Fock, partic-
ulièrement pertinente lorsque, l'état électronique du système implique fortement plusieurs
déterminants de Slater (cas de l'énergie de corrélation statique). Un calcul MCSCF ne
prend en compte qu'une faible partie de la corrélation électronique (environ 30%). En
eet, les espaces actifs utilisés sont généralement restreints à une trentaine d'orbitales
maximum et cette méthode se limite aux excitations simples et doubles, ce qui réduit
fortement le nombre de déterminants possibles. L'intérêt principal d'une telle approche
est de fournir une bonne fonction d'onde de référence pour eectuer un calcul d'inter-
action de conguration. En eet, les fonctions MCSCF sont utilisées comme état de
référence pour des méthodes plus sophistiquées comme l'interaction de conguration
multi-référence (MRCI) ou une perturbation multi-référence (CASPT2)
Méthode CAS Dans cette méthode, on diagonalise le hamiltonien dans un espace
de déterminants couramment appelé CAS pour Complete Active Space. Cet espace
contient toutes les congurations qui respectent la symétrie et la multiplicité de spin
de l'état cherché, issues de la partition des orbitales moléculaires suivantes :
 Les orbitales inactives : ces orbitales sont toujours doublement occupées
 Les orbitales actives : leur occupation varie d'une conguration à une autre, elle
peuvent contenir 0, 1 ou 2 électrons par orbitale.
 Les orbitales virtuelles : ces orbitales ne sont jamais occupées
L'avantage de cette méthode pour construire l'espace variationnel est qu'elle respecte la
propriété de size-extensivity . Le nombre de congurations augmente rapidement avec le
nombre d'orbitales moléculaires actives, on peut utiliser un ensemble de congurations
plus petit sélectionné en restreignant le nombre d'excitations dans un sous-espace
(RASSCF pour Restrited Active Space Self Consistent Field)
2.2.4.2 Multi-reference Conguration Interaction (MRCI)
C'est une méthode d'IC multi-références (MRCI) qui combine la méthode MCSCF
avec une IC. La corrélation électronique est prise en compte en ajoutant les contri-
butions des déterminants comme pour une IC classique. Ici, la diérence est que la
fonction d'onde de référence provient d'un calcul au niveau MCSCF (ou CASSCF) et
est donc elle-même multi-congurationnelle.
2.2.4.3 CASPT2/RASPT2
Le principe de ces méthodes est un calcul de perturbation avec comme références
des états calculés au niveau MCSCF. On a vu précédemment qu'un calcul MCSCF
41
permet de générer des fonctions de références multi-congurationnelle en incluant la
partie statique de la corrélation électronique. La partie dynamique est ajoutée par un
calcul de perturbation.
CASPT2 est développé à l'université de Lund depuis les années 1990. Dans cette
méthode, la fonction de référence provient d'un calcul CASSCF et la perturbation
est traitée à partir d'une partition du hamiltonien en utilisant un hamiltonien de
référence mono-électronique. Une telle formulation rend cependant la méthode sensible
aux divergences lorsque des congurations non incluses dans l'espace CAS de référence
sont quasi-dégénérées par rapport à l'état de référence. De la même façon que pour un
CASSCF, on peut utiliser des états de référence issus d'un calcul RASSCF (méthodes
RASPT2).
Notons aussi la théorie de perturbation de l'état de valence àN électrons (NEVPT2)
qui est également basée sur un calcul CASSCF mais qui utilise une partition du hamil-
tonien électronique diérente, permettant de rendre la méthode moins sensible aux
divergences.
2.2.4.4 CIPSI
La méthode CIPSI (Conguration Interaction by Pertubative Selected Iterations)
[27] est une méthode d'interaction de conguration hybride utilisant un traitement
variationnel suivit d'un traitement de perturbation multi-référence d'ordre deux. Cette
méthode est basée sur la dénition d'une partition dans l'espace des congurations,
séparant les déterminants en deux classes. La première classe de déterminants est
traitée de manière variationnelle et la seconde classe, générée à partir de la première,
est traitée comme une perturbation. Lorsqu'on s'intéresse à p états d'intérêt spectro-
scopique, l'idée de base est de sélectionner les congurations qui ont un poids impor-
tant dans les fonctions d'onde représentant les p états. Ces congurations dénissent
un sous-espace restreint S de générateurs (de dimension n > p ) auquel on associe le
projecteur
Ps =
n∑
i∈S
|ϕi〉 〈ϕi| (2.6)
À partir de l'espace S, on génère tous les déterminants qui dièrent d'une ou de
deux spin-orbitales par rapport aux congurations appartenant à l'espace restreint S
formant ainsi la deuxième classe de déterminant Q. L'espace Q est ensuite traitée par
la théorie des perturbations (cette partition est illustrée dans la gure 2.2).
En pratique, l'espace S est construit de façon itérative. Dans un premier temps, les
premiers déterminants sont sélectionnés arbitrairement, soit par un CAS ou a priori
à partir de l'intuition physique. On obtient alors une fonction d'onde d'ordre zéro
Ψ
(0)
m pour l'état considéré m et une énergie E
(0)
m . La fonction d'onde Ψ
(0)
m est ensuite
perturbée au premier ordre et l'énergie E
(0)
m au deuxième ordre par les déterminants
α appartenant à la classe Q, générée à partir de la classe S. Les déterminant α qui
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contribuent à la fonction d'onde perturbée au premier ordre au-delà d'un seuil xé
sont inclus, de manière itérative, au sein du sous-espace variationnel S. La norme de
la correction au premier ordre de la fonction d'onde d'ordre zéro est une jauge de sa
qualité : elle est d'autant plus grande que l'inuence de la conguration perturbative
est importante. À chaque déterminant candidat à l'incorporation dans l'espace S, est
aecté un poids égal à sa contribution à la norme de la perturbation. Tout déterminant
dont le poids est supérieur au seuil précédemment évoqué sera inclus dans l'espace S
lors de l'itération suivante. Le sous-espace S s'enrichit de déterminants jusqu'à que la
fonction d'onde d'ordre zéro Ψ
(0)
m ait attirent le critère de convergence et par conséquent
l'espace Q augmente également.
Le choix du seuil est empirique. Il doit être susamment petit pour que tous les
états aient une norme de perturbation similaire lorsque la convergence du processus est
atteinte. Cependant, le choix d'un seuil trop petit provoque l'inclusion dans le calcul
d'un nombre très important de déterminants dans l'espace variationnel devenu trop
grand, ce qui peut rendre le calcul irréalisable dans la pratique.
La procédure classique consiste à utiliser la théorie des perturbations sur un simple
états
∣∣∣Ψ(0)m 〉 obtenue par la diagonalisation du sous-espace S. Le traitement variationnel
lève la dégénérescence des congurations incluses dans S et donne une description cor-
recte à l'ordre zéro des p états désirés. Le fait que les (n−p) vecteurs résiduels ne soient
pas perturbés et n'interviennent pas dans les termes perturbatifs des p premiers états
jusqu'au troisième ordre diminue fortement les problèmes de quasi-dégénérescence.
Dans le cas d'une partition en deux classes de déterminants, la première étape
consiste à diagonaliser le hamiltonien H dans le sous-espace restreint S
PsHPs
∣∣Ψ(o)m 〉 = ε(0)m ∣∣Ψ(0)m 〉∣∣Ψ(0)m 〉 = n∑
i∈S
Cmi |Φi〉
Cette interaction de congurations tronquée conduit à la description multi-congurationnelle
à l'ordre zéro comprenant les déterminants ayant de fortes interactions. Tous les autres
déterminants qui interagissent avec ceux de l'espace S et qui dénissent la classe Q
sont traités comme des perturbations (à l'ordre 2) des états à l'ordre zéro.
L'énergie a pour expression
E(2)m = E
(0)
m +
∑
α
|〈α|H |Ψm〉|2
Em − Eα
La contribution à la fonction d'onde à l'ordre 1 est :
Ψ(1)m =
∑
α/∈S
〈α |H|Ψ0m〉
E0m − E0α
|α〉
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Figure 2.2: Partition de la matrice IC multi-référence en deux classes.
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les déterminants |α〉 appartiennent à l'espace Q.
Lorsque dans le développement précédent les termes perturbatifs d'ordre 3 ou
supérieur sont importants, on peut considérer une partition de la matrice IC en 3
classes de déterminants. Une classe intermédiaireM comprenant les termes de moyenne
contribution est sélectionnée. La diagonalisation est eectuée dans l'espace de cong-
uration S +M , la troisième classe de déterminants Q comprenant les termes le plus
petits est traitée de manière perturbative. Seule la première classe de déterminants S
est utilisée pour générer les congurations de la troisième classe Q . La partition en
trois classes est illustrée dans la gure 2.3.
Cette triple partition permet de remplacer les contributions perturbatives des con-
gurations les plus importantes extérieures à l'espace S par leur contribution varia-
tionnelle, sans augmenter la taille du sous-espace Q.
Cependant, pour étudier avec précisions les états excités d'un système au voisinage
d'un croisement évité entre deux états de même symétrie, les formulations précédentes
ne sont pas toujours satisfaisantes. Dans le cas où la nature de la fonction d'onde de
deux états de même symétrie changent fortement autour d'un croisement évité (par
exemple, si un état est de nature covalente et si l'autre est ionique) alors le traitement
perturbatif peut être plus important sur un des états et conduire à des résultats non
physiques (croisement des courbes) . Pour dépasser cette diculté, on utilise le cadre
de la théorie des perturbations quasi-dégénérée (quasi-degenerate perturbation theory
QDPT ) [28]. De nombreuses et équivalentes versions de la QDPT ont été proposés par
plusieurs auteurs. Une présentation uniée de ces formalismes a été donné par Shavitt
et Redmon [29]. L'idée principale et ramener une partie de l'information exacte dans
un espace modèle limité.
H |Ψm〉 = λm |Ψm〉
Les fonctions modèles
∣∣∣Ψ˜m〉 sont dénies dans l'espace S à l'aide du projecteur Ps
dénit dans l'équation 2.6 ∣∣∣Ψ˜m〉 = Ps |Ψm〉
L'action de H est remplacée dans l'espace modèle S par l'action d'un hamiltonien
eectif Heff (gure 2.4) ayant
∣∣∣Ψ˜m〉 comme fonction propres et les valeurs propres
exactes
Heff
∣∣∣Ψ˜m〉 = λm ∣∣∣Ψ˜m〉
À la place de construire le hamiltonien dans le sous-espace des déterminants appar-
tenant à S, il est construit dans le sous espace des fonctions d'ondes multi-congurationnelles
d'ordre zéro résultant de la diagonalisation de la matrice IC de dimension n. S peut
être écrit comme :
Ps =
n∑
m=1
|Ψm〉 〈Ψm|
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Figure 2.3: Partition de la matrice IC multi-références en trois classes de déterminants. Les classes
S et M sont traitées variationnellement et les déterminants de la classe Q sont traités par la théorie
des perturbations. La classe S est l'unique générateur des déterminants constituant M et Q.
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Bien que de nombreux déterminants sont inclus dans S pour améliorer la description
d'ordre zéro des états Ψm, le hamiltonien eectif est limité à une dimension p bien plus
petite, puisque qu'il s'étend sur seulement p états d'intérêt Ψm avec p < n. On dénit
un nouveau sous-espace des p valeurs propres d'intérêt
Ps′ =
p∑
m=1
|Ψ〉 〈Ψ|
À la place d'utiliser une théorie de perturbation non-dégénérée pour chaque état,
les p états sont traités simultanément à travers la QDPT conduisant à un hamiltonien
eectif de dimension p ∗ p. Le second ordre des perturbations du hamiltonien eectif
construit dans S ′ a les mêmes corrections habituelles pour les éléments diagonaux et
introduit aussi des termes de corrections hors diagonaux :
H(2)mn = E
(0)δmn +
∑ 〈Ψm |H|α〉 〈α |H|Ψn〉
∆mnk
La diagonalisation de H
(2)
eff donne les vecteurs et valeurs propres dans l'espace mod-
èle. Notons que la construction du hamiltonien eectif dans une base d'états mon-
tre une meilleure convergence que la QDPT usuelle dans une base de congurations
puisque l'espace complémentaire S ′−S introduit un gap d'énergie entre l'espace mod-
èle S ′ et l'espace Q. Dans le chapitre suivant, le calcul de la spectroscopie des états
excités de Ca2 est réalisée avec la procédure hybride variationnel et perturbative CIPSI
dans sa version QDPT.
2.3 Pseudo-potentiel
Bien que les progrès en informatique permettent aujourd'hui de traiter des systèmes
complexes, le traitement explicite de tous les électrons d'un système reste très lourd,
voir inaccessible. La résolution du problème à N électrons reste dicile.
Par ailleurs, les propriétés physico-chimiques les plus couramment étudiées dans les
systèmes moléculaires ne font intervenir que les électrons de valence. On peut alors
distinguer dans les atomes, deux types d'électrons, les électrons de valence et les élec-
trons de coeur. On considère que les électrons de coeur sont fortement liés au noyau
atomique et qu'ils n'interviennent pas ou peu dans les propriétés chimiques de l'atome.
Par conséquent il n'est pas nécessaire d'en tenir compte explicitement mais il sut
de reproduire le plus exactement possible leur inuence sur les électrons de valence.
Il est donc raisonnable de ne pas traiter explicitement les électrons de coeur et de
remplacer leurs eets sur les autres électrons par un potentiel ctif, appelé pseudo-
potentiel [?]. Le but d'un pseudo-potentiel est de diminuer le nombre d'électrons par
atome. L'intérêt d'utiliser des pseudo-potentiels est directement lié à la dépendance
des méthodes au nombre d'électrons et d'orbitales présents dans le système. Les tech-
niques de pseudo-potentiels permettent donc de réduire le calcul aux seuls électrons
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Figure 2.4: Réduction du hamiltonien exact
de valence en simulant l'eet des électrons internes dans le cadre des calculs utilisant
les méthodes de chimie quantique (DFT, Hartree-Fock et post-Hartree-Fock).
Un pseudo-potentiel doit donc simuler l'eet des électrons de coeur sur les électrons
de valence. Il doit donc simuler l'attraction coulombienne à longue distance entre la
couche de valence et la charge positive de l'ion, écrantée par la charge négative des
électrons de coeur. À courte distance, il simule la répulsion entre les charges négatives
des électrons de coeur et celles des électrons de valence. Et enn, le principe de répul-
sion de Pauli doit être respecté.
Supposons qu'une approximation soit connue pour la partie coeur, on peut alors
écrire une équation pour la partie valence sous la forme
(Hˆc + Hˆv + Vˆcv)AΨcΨv = AEΨcΨv
où Ψc est la fonction d'onde du coeur, Ψv est la fonction d'onde de valence et A un
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antisymétriseur. Les diérents termes s'expriment comme :
Hˆc =
coeur∑
i
(
−4ri
2
− Z
ri
)
+
1
2
coeur∑
i6=j
1
rij
Hˆv =
valence∑
i
(
−4ri
2
− Z
ri
)
+
1
2
valence∑
i6=j
1
rij
Vˆcv =
coeur∑
i
valence∑
j
1
rij
En supposant que la partie coeur soit donnée, la partie de valence est solution du
hamiltonien
Hˆv =
valence∑
i
(
−4ri
2
− Z
ri
)
+
1
2
valence∑
i6=j
1
rij
+ Vcv
Le dernier terme introduit une contribution coulombienne et d'échange avec les élec-
trons de coeurs.
Dans un formalisme champ moyen mono-électronique, l'opérateur de champ moyen
atomique (Hartree-Fock ou Kon-Sham) s'écrit :
F = −4
2
− Z
r
+
occupe´s∑
v
(2J −K) +
occupe´s∑
c
(2J −K)
Pour un système à un seul électron[
−4i
2
− Z
r
+
l(l + 1)
2r2
+ Vc
]
ϕi = εiϕi
Supposons maintenant que l'on remplace Vc par un pseudo-potentielWl(r) et ϕi par
une pseudo-orbitale ϕ˜i, Z par z (écrantage lié aux électrons de coeurs) alors il devient
possible d'inverser l'équation mono-électronique et de déterminer un pseudo-potentiel
local en r pour un l donné
Wl(r) = εi +
4iϕ˜i
2ϕ˜i
+
Z
r
− l(l + 1)
2r2
Donc si ϕ˜i est connu, il existe un pseudo-potentiel local en r (non-local en l) dont ϕ˜iest
fonction propre avec la valeur propre exacte εi.
On peut étendre cette détermination au cas à plusieurs électrons de valence avec
l'équation mono-électronique[
−4i
2
− Z
r
+
l(l + 1)
2r2
+Wl +
∑
j
(2Jj −Kj)
]
ϕ˜i = εiϕ˜i
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où l'opérateur de coulomb et d'échange est calculé avec les pseudo-orbitales ϕ˜i
Wl = εi +
Z
r
− l(l + 1)
2r2
+
4iϕ˜i
2ϕ˜i
−
valence∑
j (2Jj −Kj)ϕ˜i
ϕ˜i
Pour un atome le hamiltonien s'écrit
H =
valence∑
i
(
−4i
2
− ZA
r
+Wl
)
+
1
2
valence∑
i6=j
1
rij
Pour une molécule, il s'écrit
H =
∑
A
valence∑
i
(
−4i
2
− ZA
r
+Wl
)
+
1
2
valence∑
i6=j
1
rij
+
1
2
∑
A 6=B
1
RAB
Les pseudo-potentiels doivent vérier certaines propriétés élémentaires :
 ils doivent interdire aux électrons de valence les zones de coeur atomique en raison
du principe d'exclusion de Pauli.
 Leur forme doit assurer un comportement coulombien à grande distance de l'ion
dont la charge est écranté par les électrons de coeur. En l'absence des autres
électrons de valence, le potentiel ressenti par un électron externe est
lim
r→∞
V (r) = −(Z −Nc)
r
= −z
r
 Ils mettent en place les fonctions ou les niveaux de valence atomique.
 Il faut également que les pseudo-potentiels atomiques soient transférables pour
traiter des systèmes polyatomiques et pour traiter les états excités.
Extraction de pseudo-potentiels
Il existe trois méthodes d'extraction de pseudo-potentiels.
Extraction orbitale-consistante
On appelle ces méthodes norm-conserving ou Shape-consistant. Elles sont basées
sur la résolution tout électron au niveau champ moyen (Hartree-Fock ou Kohn-Sham)
à partir de laquelle on dénit des pseudo-orbitales pour construire un pseudo-potentiel.
1. On calcule les niveaux d'énergie atomique et les orbitales avec tous les électrons
traités explicitement sur toutes les orbitales (coeur, valence et excitées).
Fϕi = εiϕi
On détermine les niveaux d'énergie et les orbitales exactes tout électron.
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2. Les orbitales de valence exactes ϕi sont remplacées par des pseudo-orbitales de
valence ϕ˜i avec la contrainte de la norme conservée 〈ϕ˜i |ϕ˜j 〉 = δij . Les pseudo-
orbitales ressemblent aux vraies orbitales au-delà d'un rayon de coupure Rc, mais
en-deçà, elles présentent un comportement régulier (sans noeuds) jusqu'à l'origine.
3. On détermine le pseudo-potentiel en inversant l'équation de champ moyen(
−4
2
− Z
rA
+
l(l + 1)
2r2
+
∑
(2J −K) +Wl
)
|ϕ˜i〉 = εi |ϕ˜i〉
Extraction énergie-consistance
On utilise dans ce cas un critère énergétique pour construire un pseudo-potentiel.
1. On calcule les énergies totales d'un ensemble d'états électroniques atomiques au
niveau SCF+CASSCF.
2. On écrit le hamiltonien électronique avec le pseudo-potentiel pour les électrons
de valence
Hv =
valence∑
i
(
−4i
2
+
zA
rA
+W
)
+
1
2
valence∑
i6=j
1
rij
(2.7)
et on minimise par la méthode des moindres carrés en fonction des paramètres
du pseudo-potentiel W .
min
{W}
=
∑∣∣ETEMCSCF − EvalMCSCF ∣∣2
où ETEMCSCF est l'énergie totale exacte calculée à l'étape 1 au niveau MCSCF et
EvalMCSCF est l'énergie calculée avec le hamiltonien de valence déni par l'équation
2.7.
Extractions empiriques
On peut aussi extraire un pseudo-potentiel pour un système atomique à partir de
données expérimentales, comme le spectre des états atomiques liés ou des déphasages
mesurés dans les expériences de collisions électrons-atomes [30].
Par ailleurs, pour les éléments relativement lourds, les eets relativistes sur les
couches électroniques internes sont très importants et doivent être pris en compte par
les pseudo-potentiels. Ces derniers sont alors extraits à partir de calculs relativistes à
une, deux ou quatre composantes.
Pseudo-potentiels coeur gelé.
L'approximation la plus sévère des pseudo-potentiels est l'approximation à coeur
gelé. En eet ils sont extraits d'une conguration atomique donnée, et sont ensuite
utilisés dans des calculs moléculaires où seuls les électrons de valence sont considérés
dans le champ de coeurs gés représentés par ces pseudo-potentiels.
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Pseudo-potentiels à petit coeur et à grand coeur
La limite entre les électrons de coeur et de valence n'est pas toujours évidente et
on distingue diérentes manières de partitionner le coeur et la valence.
Par exemple pour les alcalino-terreux comme le calcium (1s2....3p64s2) ou le baryum
(1s2....5s25p66s2) , on distingue plusieurs pseudo-potentiels comprenant plus ou moins
d'électrons de coeur. Dans le cas du calcium les pseudo-potentiels dits à petit coeur
contiennent 10 électrons (comprenant les couches 1s . . . 2p6), les 10 électrons restant
sont traités explicitement. Les pseudo-potentiels à grand coeur contiennent 18 élec-
trons de coeur (comprenant les couches 1s . . . 3p6) et il reste à traiter explicitement les
2 électrons de valence de la couche 4s.
On peut distinguer deux cas critiques :
Les éléments de transition : Lorsque deux congurations sont en compétition
elles doivent être traitées simultanément et sont donc intégrées dans la dénition de
la valence.
Par exemple : le cuivre Cu(Z=29). Les congurations (4s) et (3d4s) sont en com-
pétition et la couche 3d n'est pas intégrée dans la dénition du coeur pour les pseudo-
potentiels.
Les éléments à coeur mou : Par opposition aux éléments à coeur dur qui ont un
coeur peu polarisable et pour lesquelles l'approximation à coeur gelé est correcte (à
droite dans le tableau périodique), les éléments de la gauche du tableau périodique sont
dits à coeur mou car très polarisables. L'approximation à coeur gelé est discutable.
Par exemple, l'iode I (Z = 53) est un élément à coeur dur, il a une conguration
(5s25p5) et la sous-couche de valence (4s24p64d10) est très peu polarisable, elle est
intégrée dans la dénition du coeur.
En revanche le césium Cs (Z = 55) de conguration (6s1) a une sous-couche de
valence très polarisable (5s25p6), on peut alors dénir :
 un pseudo-potentiel à grand coeur où la région de valence est décrite par la couche
6s1avec un seul électron
 un pseudo-potentiel à petit coeur où la région de valence est dénie par 5s25p66s1
qui possède 9 électrons.
Pseudo-potentiels à zéro électrons
Pour traiter des systèmes en interaction avec des éléments chimiquement inertes
comme les gaz rares, on peut utiliser des pseudo-potentiels à très grand coeur, inclu-
ant tous les électrons des espèces inertes, dans ce cas particulier, il y a zéro électron
actif. Ces pseudo-potentiels où il y a zéro électron sont extraits à partir d'expériences
sur les sections ecaces de collision entre un électron et un atome de gaz rare.
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Potentiel de polarisation de coeur
L'approximation du coeur gelé peut être corrigée par l'ajout d'un potentiel de po-
larisation de coeur CPP (core polarisation potential) généralement ajusté sur des
données empiriques ou semi-empiriques.
Un calcul explicite des électrons de valence avec un pseudo-potentiel à grand coeur
ne permet pas de prendre en compte l'interaction coeur-valence. On utilise un CPP
pour restaurer cette interaction. Le potentiel de polarisation de coeur a pour expres-
sion :
Vcpp = −1
2
∑
A
αAf
2
A
où αA est la polarisabilité du coeur de l'atome A et fA est le champ électrique sur
le coeur de l'atome A généré par tous les autres coeurs et noyaux ainsi que par les
électrons de valence :
fA = −
∑
i
riA
r3iA
F +
∑
B
RBA
R3BA
zB
=
∑
i
e˜iA +
∑
B
EBA
avec F une fonction de coupure nécessaire, car le développement multi-polaire est
incorrecte aux courtes distances.
W = −1
2
αA
(∑
B
E2BA +
∑
i
e˜2iA +
∑
i
∑
B
e˜iA.EBA +
∑
i6=j
e˜iA.e˜jA
)
On distingue trois contributions énergétiques :
 un terme ne dépendant que des noyaux : la polarisation du coeur A par tous les
autres coeurs atomiques.
 un terme mono-électronique dépendant de noyaux et des électrons
 un terme bi-électronique
Les CPP sont particulièrement importants pour les éléments qui ont une grande po-
larisabilité comme ceux situés à gauche du tableau périodique (alcalins ou les alcalino-
terreux). Évidemment, moins il y a d'électrons actifs à traiter (grand coeur) et plus
l'approximation à coeur gelé est discutable et plus l'eet de la polarisation du coeur
est importante à prendre en compte.
Dans les calculs moléculaires utilisant plusieurs pseudo-potentiels à grand coeur, il
ne faut pas oublier le terme de répulsion coeur-coeur qui peut être important à courte
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distance. Finalement le hamiltonien moléculaire s'écrit :
H =
∑
A
valence∑
i
(
−4i
2
− ZA
r
+W +W cppA
)
+
1
2
valence∑
i6=j
1
rij
+
1
2
∑
A 6=B
1
RAB
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Chapitre 3
Application à Ca2
3.1 Introduction
Il existe un grand nombre de données spectroscopiques concernant la photo-excitation
et la photo-dissociation de molécules diatomiques. Cette abondance permet une con-
naissance des propriétés électroniques et spectrales des molécules qui est renforcée par
les calculs ab initio de plus en plus ecaces. L'étude croisée des résultats théoriques
et expérimentaux donne des moyens rigoureux pour interpréter et assigner la nature
des états. L'étude du dimère de calcium photo-excité solvaté par un agrégat d'argon
nécessite au préalable une étude ab initio précise des surfaces de potentiel électron-
ique du chromophore Ca2 isolé. L'objectif est d'analyser la nature des interactions qui
prédominent dans les liaisons inter-atomiques.
Les molécules alcalino-terreuses ont été l'objet de nombreuses recherches dans le
domaine de la spectroscopie expérimentale ainsi que dans le domaine du calcul de la
structure électronique. Depuis longtemps, la détermination théorique de leur liaison
est un dé pour les calculs ab initio : en eet, bien que pour les molécules diatomiques
homo-nucléaires on s'attende à ce que ces systèmes soient de type Van der Waals
construits à partir de l'association de deux couches atomiques fermées s2, l'énergie
de dissociation de leur état fondamental est souvent plus importante que pour les
systèmes purement Van der Waals, par exemple De = 945 cm
−1
pour Be2 (d'après
Roeggen et al. [31]) ou 1102 cm−1 pour Ca2 (d'après Allard et al. [32]). Ceci est dû à
la participation signicative de congurations doublement excitées impliquant chaque
atome dans la fonction d'onde de l'état fondamental, conduisant à un mélange de con-
gurations dans le fondamental au-delà de ce qui caractérise des systèmes Van der
Waals standards.
Évidemment, c'est surtout la compréhension de la structure des états électron-
iques excités qui nous intéresse ici. L'intérêt particulier d'étendre les contributions
théoriques à la connaissance de la structure des états excités a été stimulé récemment
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par les forts progrès réalisés dans les techniques expérimentales et la recherche de la
spectroscopie de molécules isolées. Premièrement, les expériences résolues en temps,
comme les expériences pump-probe (pompe-sonde) ou pump-dump (décharge) ont
rendu possible un accès expérimental bien plus important aux états excités et en par-
ticulier aux mécanismes réactionnels. Deuxièmement, l'enrobage de molécules dans
un environnement inerte est depuis plusieurs années un outil privilégié pour la spec-
troscopie expérimentale : les récentes avancées de la science des agrégats ont rendu
possible des recherches spectroscopiques d'atomes ou de chromophores moléculaires
adsorbés à la surface ou à l'intérieur d'agrégats inertes, comme dans les expériences
appelées Cluster Induced Chemical Reaction (CICR) [33, 34, 35]. Le cas du calcium
a par exemple motivé plusieurs études théoriques [36, 37, 38, 39] et expérimentales
[33, 11, 38] concernant la spectroscopie et la dynamique d'atomes ou de chromophores
diatomiques en interaction avec un agrégat inerte. De plus, la possibilité de piéger les
molécules dans des nano-gouttes d'hélium a ouvert une voie dans la spectroscopie à
basse température [40, 41, 42] qui est caractérisée par une grande sensibilité et une
haute résolution. En eet l'hélium fournit un environnement froid avec des interactions
moléculaires les plus faibles possibles. Finalement, un troisième champ d'investigation
a été ouvert par le piégeage laser de molécules ultra-froides, qui a été réalisé pour la pre-
mière fois dans le cas de dimères alcalins, mais qui se développe aujourd'hui aux autres
molécules diatomiques et même aux molécules triatomiques. Les molécules ultra-froides
sont généralement formées dans les états excités, via la photo-association, résonances
Fesbach ou d'autres processus, le point clé étant de trouver les molécules montrant
des situations électroniques favorables permettant de relaxer dans l'état vibrationnel
le plus bas de l'état électronique fondamental. Après les alcalins, les alcalino-terreux
sont souvent pressentis comme de bons candidats pour la formation de molécules ultra-
froides, et en particulier le calcium.
La spectroscopie du dimère de calcium a été l'objet de nombreuses investigations
théoriques dans le passé et récemment souvent dans le but de fournir un support à
la compréhension et au contrôle des mécanismes reliés à la formation de molécules
ultra-froides. D'un point de vue théorique, l'atome de calcium seul ore une situation
originale : la partie basse du spectre électronique est déjà compliquée dans le sens où
les diérents états électroniques du multiplet 4s3d sont inclus entre les états multiplets
4s4p, c'est-à-dire que les états 4s3d 3D et 1D sont situés énergétiquement entre les
états 4s4p 3P et 1P . D'un point de vue numérique, l'ordre correct de ces états excités
nécessite déjà une grande base atomique ainsi qu'une grande interaction de congura-
tions [4, 43].
La plupart des recherches expérimentales sur la spectroscopie de Ca2 libre ont per-
mis d'atteindre les états électroniques dans une fenêtre énergétique allant de 18000
cm
−1
à 22000 cm−1 au-dessus de l'état fondamental. Après les anciens travaux expéri-
mentaux conduits par Balfour et al. [44], 4 états, à savoir a
3Σ+u , A
1Σ+u , c
3Πu et B
1Σ+u ,
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ont été caractérisés expérimentalement [32, 45, 5, 46, 47, 6, 48]. Des expériences de
dissociation photo-induite [49] et de collision ont également été réalisées, lesquelles ont
permis de sonder les interactions entre un atome de calcium dans l'état fondamental
Ca(1S) et un atome de calcium excité dans diérents états [50, 51, 52, 53].
Du côté théorique, la partie basse du spectre des états électroniques a été assez large-
ment étudiée pour le dimère Ca2 [54, 55, 56, 3, 57, 4, 58, 59, 60, 61, 62, 63, 64, 65].
Parmi les travaux les plus complets, on peut citer les calculs réalisés par Czuchaj
et al. [4], et ceux de Bussery-Honvault et al. [3, 55, 56] qui déterminent tous les
états électroniques dissociant vers les états excités atomiques les plus bas, à savoir
Ca(4s2)1S+Ca(4s4p) 3P , Ca(4s3d) 3D, Ca(4s3d) 1D et Ca(4s4p 1P ). Plusieurs pro-
priétés de ces états électroniques ont été également déterminées, comme les moments de
transition, les moments magnétiques dipolaires, les coecients des potentiels asympto-
tiques et les éléments de couplage de l'opérateur spin-orbite. A la suite de ces résultats,
les déterminations non-adiabatiques des états vibrationnels et une interprétation assez
précise du spectre expérimental sont désormais permises.
De manière intéressante, une région plus élevée du spectre électronique a été ob-
servée par des expériences de dépôt d'atomes de calcium sur un agrégat inerte formant
la molécule Ca2. Récemment, nous avons mis en évidence des spectres d'absorption
dans la région de 27000 cm−1 [11], qui se sont révélés être des états excités de Ca2
plus hauts que ceux présentés dans les précédents travaux théoriques. De telles ex-
périences de photo-excitation peuvent maintenant être combinées avec des expériences
de femtochimie, an d'étudier la dynamique du système après l'excitation. Des spec-
tres de photo-électrons résolus en temps sont réalisables à l'aide d'expériences de type
pompe-sonde où une première impulsion photo-excite le chromophore et une seconde
l'ionise [66]. Plusieurs processus sont possibles après l'excitation et peuvent être en
compétition comme la dissociation du chromophore dans les états excités relativement
hauts, la relaxation non-adiabatique vers les états plus bas ou le transfert d'énergie
à l'agrégat à travers le couplage lié avec de nombreux degrés de liberté vibrationnels.
Fournir un modèle ecace de la structure électronique de tels systèmes et le combiner
à une simulation de dynamique non-adiabatique est un dé. Dans le cas de la molécule
Ca2, la première étape est évidemment de déterminer la structure électronique de cette
molécule dans la gamme 20000− 35000 cm−1 au-dessus de l'état fondamental.
La structure électronique de l'atome de calcium est également compliquée par
ailleurs, puisque les états doublement excités liés à la conguration 4p3d sont seule-
ment à 35000 cm−1 au-dessus du fondamental entre les congurations 4s5s et 4s5p et
présentent une situation quasi-dégénérée qui n'est pas simple à reproduire théorique-
ment. Les caractéristiques du spectre électronique de l'atome conduisent à d'autres
complications dans le spectre moléculaire dans la gamme d'énergie allant de 20000 à
35000 cm−1 au-dessus du fondamental. En eet, les états doublement excités résul-
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tant de la combinaison d'états simplement excités sur chaque atome qui correspon-
dent aux congurations atomiques 4s4p 3P + 4s4p 3P , sont situés sous les asymptotes
4s2 1S+4s5s 1S et 4s2 1S+4s5s 3S, elles-mêmes très proche d'une autre conguration
doublement excitée de nature diérente 4p3d où les électrons sont doublement excités
sur le même atome. Cela rend la spectroscopie du dimère de calcium particulièrement
riche, et donc compliquée à décrire puisque elle est caractérisée par des interactions d'é-
tats de valence simplement excités, d'états de Rydberg et d'états doublement excités
provenant d'une simple excitation sur chaque atome ou bien d'une double excitation
sur un seul atome. Dans ce chapitre, le but du travail est de fournir une description
des états électroniques excités du dimère Ca2 jusqu'à 30000 cm
−1
, et d'avoir une vi-
sion globale des caractéristiques qualitatives qui gouvernent la structure du spectre
électronique. Ceci permettra dans le chapitre 4 de déterminer des potentiels de Ca2
pour paramétrer un modèle Diatomics In Molecules pour la structure électronique.
3.2 Méthode
L'atome de Calcium, dont la structure électronique est :
Ca :
[
1s2
] [
2s2
] [
2p6
] [
3s2
] [
3p6
] [
4s2
]
possède 20 électrons dont 2 sur la couche de valence. Soit un total de 40 électrons
pour le dimère. Un traitement explicite de tous les électrons serait très lourd et con-
tribuerait peu à la description de la structure électronique puisque les électrons de
coeur sont proches du noyau et ne participent pas aux liaisons chimiques. Chaque
atome de calcium est décrit via un pseudo-potentiel à deux électrons actifs exprimé
dans la forme semi-locale de Durand et Barthelat [67]. Le pseudo-potentiel à grand
coeur est complété par un potentiel de polarisation de coeur (core polarisation pseudo-
potentiel CPP). Le CPP suit le schéma de Müller et al. [68] avec un unique rayon de
coupure pour toutes les diérentes valeurs du moment cinétique l, mais avec un rayon
de coupure abrupte comme dans les travaux de Foucrault [69]. Dans le but d'attein-
dre plus aisément la convergence lors du processus de la corrélation des électrons de
valence, nous avons utilisé les orbitales Hartree-Fock de la molécule ionisée Ca+2 . Une
telle approche donne en général une bonne approximation à l'ordre zéro pour les sim-
ples excitations, puisque les orbitales sont déterminées dans le champ moyen avec un
électron retiré du coeur moléculaire.
La base de type gaussienne est plus diuse que celle utilisée dans les précédents
travaux [43] avec 8s8p8d4f par atome, elle reste non contractée pour un total de 200
GTO sur les deux atomes. Une interaction de congurations complète peut facilement
être réalisée pour chaque atome. Cette base est aussi plus grande que celle utilisée par
Czuchaj et al. [4] qui est de type (7s7p6d3f1g) bien que nous avons pas inclus de fonc-
tion g . Dans le cas à quatre électrons, bien que mise en oeuvre par Bussery-Honvault
et al. [56] et Patkowski et al [70] , l'approche IC complète est en principe réalisable
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dans une telle base. Cependant, une telle approche reste dicile pour traiter de nom-
breuses racines simultanément. Nous avons utilisé une interaction de congurations
multi-références. Le calcul a été réalisé en utilisant le principe hybride variationnel et
perturbatif CIPSI [27], dans sa version hamiltonien eectif dérivé de la théorie des per-
turbations quasi-dégénérées (QDPT) [28]. Les racines variationnellesΨ0m sont obtenues
par la diagonalisation d'un sous-espace de congurations principales S dont la taille
est de l'ordre de 3500 déterminants par symétrie. Le sous-espace S est déterminé par
la procédure itérative décrite dans le chapitre 2 avec un seuil de sélection τ = 0.05.
Ces racines sont ensuite perturbées au deuxième ordre de la théorie des perturbations
quasi-dégénérées.
H(2)mn = E
(0) +
∑
K/∈S
〈
Ψ
(0)
m |H|K
〉〈
K |H|Ψ(0)n
〉
∆mnk
La diagonalisation du hamiltonien exprimé dans la base des racines d'ordre zéro les
plus pertinentes, fournit les énergies des états et les fonctions modèles Ψ˜m. L'utilisation
de la version QDPT est vraiment utile dans le cas présent puisque nous allons voir dans
la partie résultats, que la spectroscopie de Ca2 présente de nombreuses situations de
quasi-dégénérescence dans le cas de fort couplage entre états voisins ou entre états de
natures diérentes ressentant plus ou moins des croisements évités abrupts. La QDPT
permet un traitement cohérent de ces situations intriquées, en particulier une meilleure
description des croisements évités. Par conséquent, elle permet aussi une détermination
cohérente des moments dipolaires de transition en utilisant les fonctions modèles Ψ˜m.
Dmn =
〈
Ψ˜m |R| Ψ˜n
〉
La procédure QDPT a été utilisée dans sa version hermitique, en symétrisant les
éléments hors-diagonaux du hamiltonien eectif et avec la dénition de Möller-Plesset
des dénominateurs ∆mnk.
3.3 Résultats et discussions
Nous présentons dans un premier temps les résultats à la dissociation. Les résultats
sur les diérents états corrélés à une asymptote ne sont pas complètement convergés
à la distance maximale de notre calcul, à savoir 22.5 a0. À cette distance, l'écart én-
ergétique moyen entre les diérents états corrélés à une asymptote est de l'ordre de la
cinquantaine de cm
−1
. Les écarts les plus importants correspondent aux asymptotes
les plus hautes en énergie (les asymptotes doublements excitées). Dans le but de com-
parer nos résultats QDPT avec les énergies de dissociation expérimentales, nous avons
moyenné les énergies des diérents états corrélant à une limite de dissociation donnée
pour un séparation atomique de R = 22.5 a0. Cette moyenne est la valeur du calcul
QDPT reportée dans le tableau 3.1 pour chaque limite de dissociation. On peut voir
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Atomes séparés Energie Energie Etats moléculaires
QDPT exp
1S(4s2)+1S(4s2) 0 0 11Σ+g
1S(4s2)+3P (4s4p) 15372 15263 13Σ+g , 1
3Σ+u , 1
3Πg, 1
3Πu
1S(4s2)+3D(4s3d) 20290 20356 23Σ+g , 2
3Σ+u , 2
3Πg, 2
3Πu, 1
3∆g, 1
3∆u
1S(4s2)+1D(4s3d) 21386 21849 21Σ+g , 1
1Σ+u , 1
1Πg, 1
1Πu, 1
1∆g, 1
1∆u
1S(4s2)+1P (4s4p) 23330 23652 31Σ+g , 2
1Σ+u , 2
1Πg, 2
1Πu
3P (4s4p)+3P (4s4p) 30650 30526 4, 51Σ+g , 1
1Σ−u , 3
1Πg, 3
1Πu,2
1∆g
3, 43Σ+u , 1
3Σ−g , 3
3Πg, 3
3Πu, 2
3∆u
1, 25Σ+g , 1
5Σ−u , 1
5Πg, 1
5Πu, 1
5∆g
1S(4s2)+3S(4s5s) 31347 31539 33Σ+g , 5
3Σ+u
1S(4s2)+1S(4s5s) 33084 33317 61Σ+g , 3
1Σ+u
1S(4s2)+3F (4p3d) 34997 35830 43Σ+g , 6
3Σ+u , 4
3Πg, 4
3Πu, 2
3∆g, 3
3∆u, 1
3Φg, 1
3Φu
1S(4s2)+1D(4p3d) 35268 35835 11Σ−g , 2
1Σ−u , 4
1Πg, 4
1Πu, 3
1∆g, 2
1∆u
3P (4s4p) +3 D(4s3d) 35715 35619 7, 81Σ+g , 2
1Σ−g , 5, 6, 7
1Πg, 4, 5
1∆g, 1
1Φg
4, 51Σ+u , 2
1Σ−u , 5, 6, 7
1Πu, 3, 4
1∆u, 1
1Φu
5, 63Σ+g , 5
3Σ−g , 5, 6, 7
3Πg, 3, 4
3∆g, 2
3Φg
6, 73Σ+u , 1
3Σ−u , 5, 6, 7
3Πu, 4, 5
3∆u, 2
3Φu
3, 45Σ+g , 1
5Σ−g , 2, 3, 4
5Πg, 1, 2
5∆g, 1
5Φg
1, 25Σ+u , 2
5Σ−u , 2, 3, 4
5Πu, 1, 2
5∆u, 1
5Φu
1S(4s2)+3P (4s5p) 36360 36565 73Σ+g , 9
3Σ+u , 8
3Πg, 8
3Πu
1S(4s2)+1P (4s5p) 36739 36731 91Σ+g , 6
1Σ+u , 8
1Πg, 8
1Πu
Table 3.1: Asymptote de plus basse énergie (cm
−1
) et états moléculaires générés à partir de l'asso-
ciation Ca+Ca dans diérents états. Les valeurs expérimentales sont extraites des tables de données
atomiques de Moore [1]. La corrélation des états moléculaires avec la limite des atomes séparés est
prise de Herzberg [2]. La convention pour la numérotation des états adiabatiques est prise selon l'ordre
d'énergie croissante dans chaque symétrie.
que nos résultats théoriques sont en assez bon accord avec l'expérience en ce qui con-
cerne l'ordre des niveaux d'énergies, même dans les région où le spectre atomique est
assez dense (entre 25000 cm
−1
et 35000 cm
−1
). Sur l'ensemble des limites de dissocia-
tion du dimère de calcium allant jusqu'à l'asymptote (4s2 1S)+(4s5p 1P ), l'écart moyen
calculé avec les valeurs expérimentales données dans le tableau 3.1 est de 170 cm−1.
Même les plus hautes asymptotes calculées ici sont assez proches énergétiquement de
leur valeur obtenue expérimentalement. Les plus grands écarts avec l'expérience sont
observés pour la limite
1S(4s2) +1 P (4s4p), à savoir -429 cm−1, et particulièrement
pour la limite
1S(4s2) +3 F (4p3d), à savoir -833 cm−1. Notons que la région d'énergie
située entre 35600 cm
−1
et 35850 cm
−1
expérimentalement est extrêmement peuplée,
comprenant trois limites de dissociation.
Nous commentons dans ce paragraphe l'état fondamental de Ca2. Plusieurs recherches
expérimentales et théoriques ont été réalisées sur l'état fondamental de Ca2 [44, 48].
Les diérents résultats sont regroupés dans le tableau 3.2. Les constantes spectro-
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Method Re De ωe ωexe
a0 cm
−1 cm−1 cm−1
Ce travail 4e-QDPT 8.11 943 62.0 0.8
Mirick et al. [71] AE-DFT 8.07 1161 72.3
Czuchaj et al. [4] 4e-CCSD(T) 8.02 1035 62.4
Bussery-Honvault et al. [55] AE-SAPT 8.20 1113
Patkowski et al. [70] AE-CCSD(T)
∗
8.20 1115
Balfour et al. [44] exp. 8.09 1075±150 64.93 1.07
Vidal [48] exp. 8.08 1095±0.5 65.07
Allard et al. [32] exp. 8.083 1102.08±0.09 64.4
Table 3.2: Paramètres spectroscopiques de Ca2 X
1Σ+g . Les unités sont a0 pour Re, cm
−1
pour ωe,
ωexe et De.
scopiques du fondamental ont été déterminées précisément par Allard et al. [32], à
savoir De = 1102.060± 0.9 cm−1, Re = 8.083 a0, et ωe = 64.4 cm−1. Très récemment,
Le Roy et al. [72] ont proposé un nouveau potentiel empirique précis basé sur les
niveaux vibrationnels de Allard et al. avec De = 1102.076±0.08 cm−1 et Re = 4.27781
Å (8.0844 a0). Dans notre étude, les constantes spectroscopiques de l'état fondamental
sont De = 943 cm
−1
, Re = 8.11 a0, ωe = 61.7 cm
−1
. Ces résultats théoriques peuvent
être comparés aux résultats CCSD(T) avec pseudo-potentiel + CPP de Czuchaj et al.
[4] (De = 1035 cm
−1 Re = 8.02 a0 et ωe = 62.4 cm−1), et avec les résultats déter-
minés par Bussery-Honvault et al. [55] (De = 1113 cm
−1
, Re = 8.20 a0) obtenu avec
la méthode Symmetry Adapted Perturbation Theory(SAPT). Les derniers résultats
donnent une détermination théorique de l'état fondamental en très bon accord avec
l'expérience. Les récents travaux de Patkowski et al. [70] détaillent les contributions
à l'énergie d'interaction de Ca2. Ils donnent une valeur de l'énergie de dissociation
De = 983 cm
−1
au niveau CCSD(T) tous-électrons non relativiste, augmentée par les
corrections FCI à coeur gelé jusqu'à De = 1189 cm
−1
et nalement réduite àDe = 1152
cm
−1
en ajoutant les corrections relativistes, avec une incertitude nale estimée de 51
cm
−1
. Patkowski et al. suggèrent également que l'accord précis obtenu par SAPT avec
la valeur expérimentale dans les travaux de Bussery-Honvault et al. [55] pourrait être
dû à l'annulation d'erreur entre la surestimation de la SAPT et la sous-estimation
due à une erreur de base incomplète. L'étude de Patkowski et al. [70] démontre que
l'approximation CCSD(T) à coeur gelé sous-estime l'énergie de dissociation d'environ
80 cm−1. Notre détermination de l'énergie de dissociation par la QDPT est légèrement
sous-estimée par rapport à la détermination CCSD(T) de Czuchaj et al. [4], et de celle,
probablement plus précise, de Patkowski et al. [70]. Ceci est dû au fait que pour un
simple état, les méthodes MR/QDPT sont moins précises que les calculs CCSD(T) ou
FCI lorsqu'ils sont réalisables. Dans les calculs complémentaires de Patkowski et al.
[70], la méthode MP2 tous-électrons donnait 1028 cm−1, alors que la méthode MP2
avec un coeur gelé donne 858 cm−1. La sous-estimation de l'énergie de dissociation dans
nos résultats peut en partie provenir de l'absence de fonction g dans notre base. Mais
61
nos résultats sont surtout centrés autour des propriétés des états excités. Néanmoins,
dans la suite nous utilisons nos valeurs pour calculer les énergies de transition vers les
états excités pour rester cohérent avec les calculs réalisés avec la même méthode.
Les courbes d'énergie potentielle de Ca2 pour les diérentes symétries de spin et
d'espace sont illustrées dans la gure 3.2 (
1Σ+g ,
3Σ+g ,
5Σ+g , l'état fondamental n'est pas
tracé), la gure 3.3 (
1Σ+u ,
3Σ+u ,
5Σ+u ), la gure 3.4 (
1Πg,
3Πg,
5Πg), la gure 3.5 (
1Πu,
3Πu,
5Πu), la gure 3.6 (
1∆g,
3∆g,
5∆g), la gure 3.7 (
1∆u,
3∆u,
5∆u), la gure 3.8
(
1Σ−g ,
3Σ−g et
5Σ−g ) , la gure 3.9 (
1Σ−u ,
3Σ−u et
5Σ−u ), la gure 3.10 (
1Φg,
3Φg et
5Φg)
et la gure 3.11 (
1Φu,
3Φu et
5Φu).
Les données moléculaires correspondantes sont classées dans le tableau 3.5 pour les
états dissociant jusqu'à l'asymptote Ca(4s2 1S)+Ca(4s3d 3D), le tableau 3.6 pour les
états du dessus dissociant jusqu'à l'asymptote Ca(4s2 1S)+Ca(4s4p 1P ), le tableau 3.7
pour ceux dissociant vers l'asymptote Ca(4s4p 3P )+Ca(4s4p 3P ), le tableau 3.8 pour
ceux, plus haut, dissociant jusqu'à l'asymptote Ca(4s2 1S) + Ca(4p3d 1D), et enn le
tableau 3.9 pour les états dissociant jusqu'à l'asymptote Ca(4s2 1S) + Ca(4s5p 1P ).
Pour chaque limite de dissociation, les états sont donnés selon l'ordre croissant des
valeurs de leur constante spectroscopique Te (dénie pour chaque état comme étant la
diérence d'énergie entre le minimum de l'état fondamental et le minimum de l'état
excité).
En vue d'obtenir une meilleure compréhension du spectre de la molécule Ca2 neu-
tre, nous avons calculé l'état fondamental de Ca+2 qui est le coeur attendu des états
Rydberg (en vidant une fois l'orbitale moléculaire anti-liante σu4s) et celui de Ca
++
2
(en vidant deux fois l'orbital σu4s). L'énergie de dissociation de l'état fondamental
2Σ+u
de Ca+2 vaut De = 9530cm
−1
qui en bon accord avec la valeur calculée par Czuchaj et
al. [4] (De = 9817 cm
−1
). Une donnée importante est la distance d'équilibre : le calcul
donne Re = 7.17 a0 (7.13 a0 dans les travaux de Czuchaj). On s'attend en eet à ce
que cette distance soit proche des distances d'équilibre des états Rydberg. L'état fon-
damental du système Ca
++
2 corrélé à l'asymptote Ca
++Ca+ est métastable en raison
de la répulsion coulombienne. La courbe d'énergie potentielle de l'état fondamental
Ca
++
2 et quelques contributions énergétiques sont données dans la gure 3.1. La dis-
tance d'équilibre pour le puits est de Re = 6, 5 a0 avec une barrière de ≈ 8000 cm−1
au-dessus de l'asymptote et un puits de 2300 cm
−1
sous la barrière. Lorsque on enlève
la répulsion coulombienne, simulant un système covalent neutre avec deux électrons
dans l'orbitale moléculaire liante σg, la distance d'équilibre est Re = 6, 5 a0 et l'énergie
de dissociation est de 18000 cm−1. Cela apporte une limite supérieure pour les éner-
gies de dissociations des états doublement excités ayant le même coeur, en supposant
que les électrons externes écrantent complètement la répulsion coulombienne. Ce n'est
bien sûr pas totalement le cas, mais cette analyse fournit une intuition pour les ordres
de grandeurs attendus sur les caractéristiques de certains états doublements excités,
comme leur distance d'équilibre ainsi que leur stabilité.
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Figure 3.1: Courbe de l'état fondamental de Ca
2+
2 (trait plein). Contribution coulombienne répulsive
en
1/R provenant de Ca++ Ca+ et contribution de polarisation −2αCa/R4 de Ca++ + Ca (en pointillé).
État fondamental Ca
++
2 sans la contribution coulombienne en
1/R (tirets).
Avant d'analyser et de discuter les états moléculaires excités calculés de Ca2 en dé-
tail, nous présentons quelques tendances générales. Dans la suite, nous allons classer
les orbitales dans l'ordre adiabatique. Les orbitales 1σg et 1σu sont corrélées asymp-
totiquement avec les orbitales atomiques (OA) 4s, les orbitales 2σg, 2σu, 1pig et 1piu
avec les OA 4p, les orbitales 3σg, 3σu, 2pig, 2piu, 1δg et 1δu avec les OA 3d, les orbitales
4σg et 4σu avec les OA 5s et les orbitales 5σg, 5σu, 3pig et 3piu avec les OA 5p. Les
orbitales atomiques 4s, 4p, et 3d peuvent être considérées comme des orbitales de va-
lence, tandis que les OA 5s et 5p sont les premières présentant un caractère Rydberg.
Un fort mélange aecte les orbitales moléculaires (OM) générées à partir des OA 4p et
3d, déjà pour la région à moyennes et longues distances inter-atomiques. Ce mélange
est attendu puisque les conguration 4s3d sont situées entre les congurations 4s4p.
Les OM sont sujets à une importante transformation (ou promotion comme le dénit
Mulliken, qualiant la transformation des orbitales entre les atomes séparés et la limite
de l'atome unié). Dans le cas des orbitales Rydberg, très diuses, une telle promo-
tion peut aecter signicativement le caractère de l'orbitale dans la région de distance
inter-atomique moyenne, même autour de la distance d'équilibre de la molécule. L'-
analyse des états en terme d'orbitales moléculaires (OM) est donnée dans les tableaux
3.3 et 3.4.
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Comme attendu, les états asymptotiques de Ca2 présentent quelques caractéris-
tiques originales. En eet, comme nous l'avons déjà commenté, en plus des asymptotes
simplement excitées, à savoir Ca(4s2) + Ca(4s2, 4s4p, 4s3d, 4s5s . . .), l'asymptote des
congurations doublement excitées Ca(4s4p 3P ) + Ca(4s4p 3P ) où chaque atome de
calcium est simplement excité, est située à une très basse énergie dans le spectre
asymptotique. De plus, l'atome de calcium a déjà des états doublement excités situés
assez bas dans le spectre, comme Ca(4p3d 3F ) ou Ca(4p3d 1D) autour de 36000 cm−1
au-dessus de l'état fondamental. Cela signie que le spectre de la molécule sera car-
actérisé par l'interaction des états de valence simplement excités (4p, 3d) et des états
doublement excités corrélant soit aux congurations simplement excitées sur chaque
atome, soit aux congurations doublement excitées sur l'un des deux atomes.
Les courbes d'énergie potentielle de tous les états singulets et triplets montrent des
caractéristiques génériques. Le minimum de l'état fondamental est situé à Re = 8.11
a0, tandis que les états excités présentent clairement des minima à plusieurs distances.
Une distances d'équilibre caractéristique est Re ≈ 7 a0 qui est proche de la distance
d'équilibre de Ca
+
2 (Re = 7.17 a0). Pour certains états, la conguration moléculaire
peu facilement être considérée comme étant formée du coeur
2Σ+u avec une orbitale
moléculaire excitée, soit liante (σg, piu ou δg) ou soit antiliante (σu, pig ou δu). L'autre
conguration de coeur possible
2Σ+g est antiliante. Par analogie avec le cas très sim-
ple du dimère d'hélium, on peut considérer à première vue que le caractère liant ou
antiliant du coeur dominent celui des orbitales moléculaires excitées. Bien sûr, le cal-
cium n'est pas un gaz rare, et les orbitales 4p et 3d ne sont pas des orbitales Rydberg.
Cependant, ce simple schéma prédit que les états
1Σ+u ,
3Σ+u ,
1Πg et
3Πg qui résultent
de l'association d'un coeur liant avec une orbitale liante sont liés, alors que les états
1Σ+g ,
3Σ+g ,
1Πu et
3Πu possédant un coeur antiliant ou une orbitale externe antiliante,
sont moins liés ou même répulsifs.
Czuchaj et al. [4] et Bussery-Honvault et al. [3] ont déjà établi que les états
provenant des asymptotes simplement excitées les plus basses 4s4p et 4s3d de symétrie
1,3Σ+u ,
1,3Πg, et
1,3∆u sont liés, caractérisés par des énergies de dissociations dans la
gamme 1500−15000 cm−1. En eet , les états 11,3Σ+u , 11,3Πg ont des énergie de dissoci-
ation particulièrement grande dans la gamme 8000-15000 cm
−1
. La profondeur de ces
puits peut être expliquée par le schéma avec les orbitales de coeurs expliqué ci-dessus.
A l'inverse, les états analogues de symétrie
1,3Σ+g ,
1,3Πu et
1,3∆g qui résultent essen-
tiellement de la promotion d'un électron de l'OM antiliante 1σu vers les OM excitées
antiliantes, ont en moyenne une énergie de dissociation bien plus petite ou bien sont
essentiellement répulsifs comme par exemple l'état 2
1Πu.
On peut voir dans les tableaux que la distance d'équilibre de certains de ces états
qui appartiennent aux symétries présentant un fort caractère attractif est proche voir
même plus petite que celle de Ca+2 (à savoir, Re =6.44, 7.12, 6.53, 6.81, 6.65, 6.29,
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6.87 et 6.69 a0 pour les états 1
3Πg, 1
3Σ+u , 2
3Σ+u , 2
3Πg, 1
3∆u, 1
1Πg, 1
1Σ+u et 1
1∆u
respectivement). Ceci peut être attribué à l'augmentation du caractère attractif dû
à la nature liante des orbitales excitées. En principe, on devrait observer, dans une
situation classique, des états excités plus hauts ayant une nature Rydberg présentant
des caractéristiques spectroscopiques proche de celles de Ca+2 .
Cependant, la situation dans le dimère Ca2 dière de ce simple schéma, ou du moins,
peut être considérée comme étant fortement perturbée. Le premier écart provient de
la présence des états zwitterioniques. On peut noter que pour plusieurs symétries, des
anti-croisements multiples apparaissent entre une conguration fortement attractive de
type zwitterionique, débutant dans notre gamme d'énergie à la distance R = 22.5 a0,
et tous états les plus bas jusqu'à la distance caractéristique R = 6 − 7 a0. Ces anti-
croisements peuvent être considérés comme étant les responsables des minima des
états les plus bas autour de cette distance et aussi être la cause de croisements forte-
ment évités conduisant à des situations en cascade de double minima dans les états
supérieurs et des barrières dans les états plus bas. Ces états peuvent être associés à la
paire d'ions zwitterioniques Ca++Ca− avec l'électron de Ca− essentiellement présent
dans les orbitales de type 4p. L'atome de calcium a une anité électronique faible mais
positive [73, 74]. Les valeurs 24.55 meV et 19.73 meV pour j = 1/2 et j = 3/2 des com-
posantes de structure ne obtenues précisément par Petrunin et al. [74], qui placent la
valeur sans couplage spin-orbite à 22.9 mev (ou 185 cm−1), correspondent à un ion né-
gatif de calcium de conguration 4s24p (dans l'article de Petrium et al., l'observation
possible d'un état anionique de conguration 4s4p2 est écartée). Dans la molécule, la
paire zwitterionique est stabilisée par l'interaction coulombienne attractive. Les situ-
ations de croisements sont clairement caractérisées par le croisement entre une com-
posante attractive en −1/R et des états excités toujours plats dans la région 14-20 a0.
Dans cette région, une telle conguration zwitterionique peut facilement être générée
depuis les orbitales moléculaires délocalisées. Par exemple, l'excitation 1σu → 2σg
génère des congurations simplement excitées de type covalente 4sa → 4pza mais aussi
des congurations à transfert de charge 4sa → 4pzb (a et b représentent les deux atomes
de calcium). Notons que les composantes zwitterioniques Ca
+(4s) + Ca−(4s24p) peu-
vent interagir avec les états de symétrie
1,3Σg,u et
1,3Πg,u. À plus courte distance, ces
composantes zwitterioniques, interagissent assez fortement avec les états les plus bas
dans la région de distance moyenne R = 9 − 13 a0. Ceci est particulièrement évident
dans les symétries qui présentent des états qui sont modérément liés ou répulsifs. Par
exemple, une interaction impliquant trois états apparaît entre les états 2
1Σ+g , 3
1Σ+g
et 4
1Σ+g (attention, l'état fondamental 1
1Σ+g n'est pas tracé sur la gure 3.2) qui est
clairement responsable du puits de l'état 4
1Σ+g à Re = 10.7 a0, de la forme particulière
de l'état 3
1Σ+g avec une barrière à R = 12 a0 et un minimum à Re = 8.82 a0, et du
minimum de l'état 2
1Σ+g à Re = 7.22 a0. Des caractéristiques similaires apparaissent
également dans les symétries
1Πu. On peut voir une situation de faible couplage élec-
tronique (croisement fortement évité) entre les états 3
1Πu et 2
1Πu à R = 10 a0 et un
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croisement faiblement évité entre les états 2
1Πu et 1
1Πu immédiatement en dessous,
dans la région R = 8 − 10 a0. Un fort croisement évité est également observé dans la
multiplicité triplet entre les états 3
3Πu et 4
3Πu dans la région R = 6 − 8 a0. On peut
mentionner que dans le cas des états fortement liés corrélés aux congurations les plus
basses qui présentent à la fois un trou dans l'OM antiliante et une excitation dans une
OM excitée liante, une description en termes d'états zwitterioniques s'applique égale-
ment. Les états zwitterioniques sont ainsi clairement observés dans les symétries
1Σ+u
et
1Πg aectant directement les états 3
1Σ+u et 4
1Σ+u ou les états 3
1Πg et 4
1Πg. Dans une
tel schéma, l'augmentation de la liaison des états les plus bas est expliquée en termes
d'états covalents excités dont le caractère déjà attractif est augmenté par l'interaction
avec les états zwitterioniques. Notons que pour les régions correspondant aux distances
moyennes et courtes, le recouvrement entre les composantes covalentes et ioniques est
important, expliquant ainsi les cas de fort couplage électronique. Chaque description
(OM ou VB) nous permet de comprendre la forte liaison des états de symétrie
1,3Πg et
1,3Σ+u . Bien sûr, les états zwitterioniques n'apparaissent pas dans les symétries
1,3∆u
ce qui est cohérent avec leur liaison relativement plus faible par rapport aux autres
symétries. Notons également que l'attraction à longue distance est totalement absente
des états quintuplets qui ne peuvent pas être générés par de simples excitations et
donc n'ont pas de composantes à transfert de charge.
La seconde caractéristique assez importante pour la compréhension de la structure
électronique du spectre de Ca2 est celle des états doublement excités. Les plus bas
d'entre eux proviennent de la paire doublement excitée
3P (4s4p) +3 P (4s4p) où les
deux trous sont asymptotiquement localisés sur les deux atomes, tandis que les plus
hauts proviennent des asymptotes
1S(4s2)+3 F (4p3d) et 1S(4s2)+ 1D(4p3d)1D(4p3d)
avec une double excitation sur un seul atome de calcium. Encore au dessus, notons la
présence, proche énergétiquement des deux précédentes, de l'asymptote doublement
excitée
3P (4s4p) +3 D(4s3d) où chaque atome est simplement excité. Ces congura-
tions doublement excitées génèrent des états signicativement liés qui subissent des
interactions et des croisements évités avec les états du bas. Ces états sont responsables
par exemple des minima observés diabatiquement (c'est-à-dire, dans les potentiels qui
se croiseraient) à R ≈ 6 a0 dans chaque symétrie. Par exemple cette interaction est re-
sponsable de l'épaulement sur la partie interne (à gauche) de l'état 2
1Σ+g , du minimum
interne de l'état 5
3Πg, l'inexion dans la partie interne de l'état 3
3Πg, du croisement
évité autour de 21000 cm−1 et de R = 5.9 a0 entre les états 11Πu et 21Πu et entre les
états 1
3Πu 2
3Πu, et aussi de la série d'anti-croisements dans la même région entre les
états 1
3Σ+g , 2
3Σ+g et 3
3Σ+g . Des minima à courte distance apparaissent également dans
les états 1
1∆g et 1
3∆g, les états les plus bas des symétries
1,3Σ−g et
1,3Σ−u . L'état 1
3Φu
qui ne présente visiblement aucun croisement évité, fournit une illustration directe (di-
abatique) du caractère des états doublement excités avec une énergie de dissociation
De = 12722 cm
−1
à R = 6.01 a0.
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Finalement, on peut encore expliquer les diérences entre les forces des liaisons
de ces états doublement excités dans les diérentes symétries en considérant, en plus
de la nature du coeur, le comportement des orbitales excitées. Des liaisons plus forte
peuvent être observées avec des doubles excitations impliquant deux OM liantes du
type δgpiu, σgpiu ou pi
2
u. Ceci explique par exemple la valeur particulièrement basse de
Te obtenu pour les états 1
3Φu et 2
1∆g.
Pour résumer, la structure électronique de Ca2 dans la gamme d'énergie 0-30000
cm
−1
présente des cas assez complexes de couplages entre plusieurs états, impliquant
des états de valence simplement excités, des états Rydberg, des états doublement ex-
cités et des états zwitterioniques. Les états covalents simplement excités présentent un
caractère fortement attractif lorsqu'ils sont issus de la promotion d'un électron depuis
une OM antiliante 1σu vers une OM excitée liante, caractère attractif qui est augmenté
par les composantes zwitterioniques. A l'inverse, s'ils sont issus de la promotion vers
une OM excitée antiliante, ils présentent alors un caractère moins attractif voir répul-
sif. Dans ce cas les composantes zwitterioniques anti-croisent ces états, conduisant à
des situations de minima en cascades. Les états diexcités sont issus de la promotion
des OM antiliantes et présentent un caractère fortement attractif et sont responsables
des puits à courte distance.
Les constantes spectroscopiques pour les états excités sont dérivées à partir de
polynômes de Dunham d'ordre 6 ajustés sur sept points autour du minimum. Cer-
tains minima sont assez anguleux puisqu'ils résultent de croisements faiblement évités
et donc, une détermination de leur structure vibrationnelle ne peut pas être atteinte
dans l'approximation Born-Oppenheimer adiabatique. Les valeurs des constantes De
et ωe n'ont dans ce cas pas de sens physique et ne sont pas données. La plupart
des états dissociant adiabatiquement vers les asymptotes Ca(1S) + Ca(3P , 3D, 1D et
1P ) ont été étudiés théoriquement par Czuchaj et al. [4] et par Bussery-Honvault et
al.[3]. Les travaux de Bussery-Honvault et al . ont été réalisés dans le cadre de calculs
tous-électrons, en utilisant une base GTO 15s13p5d2f2g contractée en [9s7p5d2f2g]
essentiellement optimisée pour l'état fondamental de Ca2, les fonctions d étant opti-
misées pour reproduire l'énergie de transition entre l'état
1S et 1D. En ce qui concerne
la représentation des états électroniques excités, la base de Bussery-Honvault et al.
est plus petite que notre base non contractée 8s8p4d4f utilisée pour les électrons de
valence seulement, bien que leur base soit indubitablement meilleure pour l'état fon-
damental et particulièrement pour la détermination précise des coecients de Van der
Waals. Bussery-Honvault et al. ont utilisé une IC complète pour la valence avec un
coeur gelé, suivi de la théorie de la réponse linéaire coupled cluster avec des excitations
simples et doubles (LRCCSD) pour prendre en compte la corrélation coeur-valence.
Cette dernière procédure consiste à estimer la diérence entre la contribution LR-
CCSD à 20 électrons et les calculs LRCCSD à 4 électrons avec un coeur gelé. Comme
Bussery-Honvault le précise, cela doit conduire à des états triplets légèrement moins
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précis que les états singulets qui n'impliquent pas de retournement de spin.
La procédure de Czuchaj et al . est assez similaire à celle que nous avons utilisée,
la diérence étant l'utilisation de pseudo-potentiel de Stuttgart, un CPP légèrement
diérent avec une fonction de coupure de la forme exponentielle (dans notre cas, elle
est de la forme Heaviside), une base 9s7p6d2f1g contractée en [7s6p6d2f1g] et une
procédure MRCI basée sur un espace de référence CASSCF. Nous allons comparer
ci-après nos résultats avec les valeurs expérimentales disponibles et les récents travaux
théoriques, présentés dans le tableaux 3.5 et 3.6.
Pour la plupart des états dissociant vers les quatre états excités les plus bas, à
savoir
3P , 3D, 1D et 1P , l'accord avec les résultats de Bussery-Honvault et al. et ceux
de Czuchaj et al. est en général assez bon. Comme on peut le voir dans les tableaux
3.5 et 3.6, les diérences pour les Te sont généralement de 200 à 300 cm
−1
, avec toute-
fois quelques écarts plus importants de l'ordre de 600 cm−1pour les états 11∆g, 23Σ+g
et 1
3∆g. De façon similaire, l'accord pour les distances d'équilibre est souvent bon,
présentant des écarts maximums pour les états 1
3Σ+g et 1
3∆g. L'accord général entre
nos résultats et ceux publiés par Czuchaj et al. n'est bien sûr pas surprenant, du fait que
les méthodes utilisées sont similaires. Cependant, deux principaux écarts peuvent être
relevés, concernant les diérences observées pour les 1
1Σ+u et 1
1∆u. Dans nos travaux,
les données calculées pour ces 2 états sont Re = 6.68 a0 et Te = 13583 cm
−1
pour le
premier et Re = 6.70 a0 et Te = 17745 cm
−1
pour le dernier. Les valeurs obtenues
par Czuchaj sont Re = 6.74 a0, Te = 17710 cm
−1
et Re = 6.75 a0, Te = 13482 cm
−1
respectivement. Les distances d'équilibre sont comparables et ne permettent aucune
discrimination, mais l'assignation des deux états semble être inversée si on regarde les
valeurs respectives de Te. Allard et al. [5] ont proposé dans leurs récents travaux ex-
périmentaux que ces états, bien que correctement calculés par Czuchaj, aient été mal
assignés et inversés. La même situation apparaît pour les états 2
3Σ+u et 1
3∆g. Dans nos
résultats, les données calculées pour les deux états sont Re = 7.96 a0, Te = 18798 cm
−1
et Re = 7.77 a0, Te = 20040 cm
−1
respectivement. Les valeurs obtenues par Czuchaj
et al. sont Re = 7.75 a0, Te = 20205 cm
−1
pour le premier et Re = 7.48 a0, Te = 18575
cm
−1
pour le dernier. Encore une fois, l'accord entre les calculs serait considérable-
ment amélioré en permutant les résultats de Czuchaj et al.. La même situation est
vraie pour la paire 2
3Σ+u /1
3∆u. Pour la paire 1
1∆g/2
1Σ+g , les énergies de transition Te
des deux états sont comparables et ne sont pas un facteur discriminant. Cependant,
les distances d'équilibre, Re = 5.80 a0 et Re = 7.22 a0 de nos calculs contre celles
obtenues par Czuchaj et al, à savoir Re = 7.25 a0 et Re = 5.74 a0 semble indiquer un
échange dans leur assignation. Notons que dans la procédure CIPSI utilisée dans nos
calculs, une composantes de états de symétrie ∆ (x2 − y2) est calculée avec états de
symétrie Σ+, alors que la seconde composante (xy) apparaît avec la symétrie Σ−. Les
deux symétries ont été calculées et la dégénérescence des composantes des états ∆ a
été vériée, conrmant l'assignation donnée dans notre travail. Les résultats de nos
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travaux et ceux de Bussery-Honvault et al. vont dans le sens suggéré par Allard et al.
Après ces réassignation, l'accord avec les travaux de Czuchaj pour les états dissociant
vers les quatre états excités les plus bas, à savoir
3P , 3D, 1D et 1P , est en général
assez bon.
La comparaison avec les résultats de Bussery-Honvault et al. montre également un
bon accord général avec cependant quelque exceptions (peut-être dues à quelques er-
reurs dans les tableaux publiés). Un grand écart semble être observé sur les données
de l'état
3∆g présenté dans le tableau 2 de l'article [3]. Dans nos résultats , l'état
3∆g
présente deux minima. Celui à courte distance (b) caractérisé par Re = 5.96 a0 et
Te = 22006 cm
−1
, provient du croisement évité à courte distance avec l'état du dessus
2
34g et n'est pas reporté par Bussery-Honvault et al. Le second minimum (a) est situé
à plus longue distance, à savoir Re = 7.77 a0 avec Te = 20040 cm
−1
. Ce dernier devrait
correspondre à celui calculé par Bussery-Honvault et al. qui fournit pourtant des ré-
sulta très diérents, en contradiction avec le tracé de l'état 1
3∆g dans la gure 3 de leur
publication. Le tracé montre plutôt une valeur de Te estimée autour de ≈ 19500 cm−1
et Re ≈ 7.6 a0 à la place de Re = 6.06 a0 donné dans leur tableau 2 de l'article [3]. Ces
valeurs sont compatibles avec les résultats présentés ici et avec ceux de Czuchaj et al.
Une autre diérence concerne l'état 2
1Πu qui est essentiellement plat dans les travaux
de Bussery-Honvault et al. et est répulsif à partir de R > 10 a0, dans nos travaux,
ce résultat étant comparable à celui de Czuchaj et al. Notons que cet état a déjà été
observé expérimentalement dans le passé par les expériences conduites par Vigué et
al. [49]. Dans cette expérience, l'excitation depuis un niveau vibrationnel relativement
haut de l'état fondamental vers un état déterminé comme étant l'état 2
1Πu, conduit
à une dissociation adiabatique directe vers l'asymptote 4s2 1 + 4s4p 1P . Cela signie
que cet état 2
1Πu est supposé être répulsif dans la partie longue distance R > 12.5
a0. Si on utilise une formule de type résonances pour cet état, un comportement en
−C3/R3 est attendu, comme pour les autres états corrélant à la même asymptote, à
savoir 3
1Σ+g , 2
1Σ+u et 2
1Πg. L'ajustement simultané des quatre états sur cette formule
pour la partie à grande distance, donne un coecient C3 de 8.2 a0 qui est en assez
bon accord avec la valeur de Bussery-Honvault et al. (8.6 a0) évaluée à partir de leur
calcul utilisant une procédure diérente. Bussery-Honvault et al. mentionnent que la
procédure IC complète n'a pas convergé pour la racine 2
1Σ+u .
Les déterminations expérimentales des constantes spectroscopiques sont disponibles
pour les quatre états dissociant vers les asymptotes du bas, à savoir 1
3Σ+u (a), 1
3Πu(c),
1
1Σ+u (A) et 2
1Σ+u (B). Les tableaux 3.5 et 3.6 montrent que les distances d'équilibre ainsi
que les énergies de dissociations que nous avons calculées sont en assez bon accord avec
les valeurs expérimentales. L'énergie de dissociation de l'état
3Σ+u (De = 7134 cm
−1
)
est située entre les valeurs de Bussery-Honvault et al. (BH) et Czuchaj et al (CZ) (6853
cm
−1
et 7604 cm−1 respectivement), ces valeurs sont toutes inférieures à la valeur ex-
périmentale (De = 7889 cm
−1
), tandis que la constante vibrationnelle ωe semble être
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légèrement surestimée par rapport à la valeur expérimentale proposée par Homan et
al. [6]. L'énergie de dissociation de l'état A
1Σ+u (De = 8746 cm
−1
) se situe entre les deux
déterminations expérimentales de Allard et al. [5] et Hofmann et al. [6] (8845 cm
−1
et
8694 cm
−1
respectivement), et la constante vibrationnelle ωe (ωe = 129.5 cm
−1
) est
en excellent accord avec celle donnée par Hofmann et al. Finalement, les constantes
spectroscopiques de l'état B
1Σ+u que nous avons calculées (Re = 7.14 a0, De = 18801
cm
−1
) sont en assez bon accord avec l'expérience de Hofmann et al. (Re = 7.18 a0,
De = 18964 cm
−1
). Ainsi, il semble que pour ces quatre états où la comparaison avec
l'expérience est possible, nos résultats montrent un bon accord quantitatif comme ceux
de Czuchaj et al. ainsi que ceux de Bussery-Honvault et al.. Puisque les calculs sont
eectués dans les mêmes conditions pour tous les états, cette comparaison avec l'ex-
périence des états les plus bas, nous fournit un ordre de grandeur de la précision que
l'on peut attendre sur les états moléculaires dissociant vers les asymptotes plus élevées.
Les constantes pour les états du haut, à savoir ceux qui dissocient vers les asymp-
totes
3P (4s4p)+3P (4s4p), 1S(4s2)+3S(4s5s), 1S(4s2)+1S(4s5s), 1S(4s2)+3F (4p3d),
1S(4s2)+1D(4p3d), 3P (4s4p)+3D(4s3d) et 1S(4s2)+3 P (4s5p) sont données dans les
tableaux 3.7, 3.8 et 3.9.
Les espaces variationnels utilisés dans la méthode MRCI de CIPSI ont été construits
de façon itérative en tenant compte du changement de nature de la fonction d'onde des
états excités en fonction de la distance inter-atomique. De cette manière, on obtient
des descriptions de qualité constante quand on change la distance inter-atomique ou
la symétrie des états électroniques.
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Etat R (a0) Conguration
1
1Σ+g 8.00 1σ
2
g1σ
2
u
2
1Σ+g 7.00 1σu → 2σu
5.50 1σ2u → 1pi2u
3
1Σ+g 6.50 1σ
2
u → 1pi2u
9.00 1σg → 3σg ; 1σu → 2σu
4
1Σ+g 6.50 1σg → 3σg ; 1σu → 2σu
10.00 1σ2g → 2σ2g
14.00 1σ2u → 2σ2g ;1σ2g → 2σ2g
5
1Σ+g 6.50 1σ
2
u → 2pi2u
10.00 1σ2u → 1pi2g , 1pi2u
6
1Σ+g 10.00 1σu → 4σu
1
3Σ+g 12.00 1σg → 2σg ;1σu → 2σu
2
3Σ+g 8.00 1σu → 2σu
12.00 1σg → 3σg ;1σu → 2σu
3
3Σ+g 6.00 1σ
2
u → 2σg3σg, 1piu2piu
12.00 1σu → 3σu
1
5Σ+g 7.00 1σgσu → 1pig1piu
1
1Πg 6.50 1σu → 1piu
2
1Πg 7.00 1σu → 2piu
3
1Πg 6.50 1σ
2
u → 2σu1piu
9.00 1σg → 1pig
14.00 1σ2u → 2σg1pig
1
3Πg 6.50 1σu → 1piu
2
3Πg 7.00 1σu → 2piu
3
3Πg 7.75 1σg → 1pig
14.00 1σ2u → 2σg1pig
1
5Πg 7.00 1σg1σu → 2σg1piu
14.00 1σg1σu → 2σg1piu
1
1∆g 6.00 1σ
2
u → 1pi2u
2
1∆g 7.00 1σu → 1δu
1
3∆g 7.75 1σu → 1δu
6.00 1σ2u → 1piu2piu
1
5∆g 7.00 1σgσ
2
u → 3σg1pi2u
1
3Σ−g 5.50 1σ
2
u → 1pi2u
1
1Σ−g 6.00 1σ
2
u → 1pi2u
Table 3.3: Nature des congurations des états électroniques paires les plus bas de Ca2.
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Etat R (a0) Conguration
1
1Σ+u 6.50 1σu → 2σg
2
1Σ+u 7.00 1σu → 3σg
3
1Σ+u 6.50 1σu → 4σg
12.00 1σu → 4σg, 1σg → 4σu
1
3Σ+u 7.00 1σu → 2σg
2
3Σ+u 6.50 1σu → 3σg
3
3Σ+u 6.50 1σ
2
u → 1pig1piu
7.75 1σg → 2σu
14.00 1σ2g , 1σ
2
u → 2σg2σu, 2σ2g , 2σ2u
4
3Σ+u 7.50 1σu → 4σg
14.00 1σ2g , 1σ
2
u → 1pig1piu, 1σg1σu → 1pi2g , 1pi2u
5
3Σ+u 7.50 1σg → 2σu
14.00 1σu → 4σg
1
5Σ+u 6.50 1σg1σu → 1piu2piu
14.00 1σg1σu → 2σg3σg
1
1Πu 7.00 1σu → 1pig
2
1Πu 6.00 1σ
2
u → 3σg1piu
12.00 1σg → 1piu
3
1Πu 6.50 1σ
2
u → 2σg1piu
12.00 1σu → 1pig
4
1Πu 6.50 1σ
2
u → 1δg1piu
1
3Πu 7.75 1σu → 1pig
2
3Πu 7.00 1σu → 1pig
3
3Πu 6.00 1σ
2
u → 2σg1piu
12.00 1σ2u → 2σg1piu
1
5Πu 9.00 1σg1σu → 2σg1pig
12.00 1σg1σu → 2σg1pig
1
1∆u 6.50 1σu → 1δg, 1σg → 1δu
1
3∆u 6.50 1σu → 1δg
2
3∆u 6.50 1σ
2
u → 1pig1piu
14.00 1σ2u → 1pig1piu, 1σg1σu → 1pi2g , 1pi2u
1
5∆u 6.50 1σg1σu → 1pi2u
1
5Σ−u 6.00 1σg1σu → 1pi2u
1
1Σ−u 6.50 1σu → 1δg
Table 3.4: Nature des congurations des états électroniques les plus bas de Ca2
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Dissociation État Te Re ωe ωexe De
1S(4s2) +3 P (4s4p) 13Πg 7498 6.44 160.2 0.65 8816
BH 8543 6.44 7833
CZ 7094 6.52 9062
1
3Σ+u 9180 7.13 136.6 1.43 7134
BH 9523 6.99 6853
CZ 8552 7.00 7604
A 8467 7.08 7889
1
3Πu 14884 7.58 76.0 0.98 1431
BH 15379 7.92 997
CZ 14581 7.50 1575
A 14842 7.69 1470
H 15182.6 <8.03 67.7 ≥ 1170
1
3Σ+g 16120 11.77 19.9 0.67 195
BH 16193 11.90 183
CZ 15916 11.50 240
1S(4s2) +3 D(4s3d) 23Σ+u 15483 6.54 147.7 0.87 5750
BH 15906 6.84 5564
CZ 17035 6.74 6186
2
3Πu 16282 6.91 154.2 1.36 4950
BH 15903 6.97 5567
CZ 15923 6.76 5732
2
3Πg 16457 6.82 129.6 0.65 4775
BH 16528 6.93 4942
CZ 16385 6.75 5270
1
3∆u 17011 6.67 132.4 0.79 4221
BH 17588 6.87 3881
CZ 15469 6.52 6186
2
3Σ+g 18798 7.96 122.6 0.00 2435
BH 18778 7.95 2692
CZ 20205 7.75 1450
1
3∆g a 20040 7.77 73.6 1074
b 22006 5.96 170.9 -8.75 -773
BH 11697 6.06 9773
CZ 18575 7.48 3080
Table 3.5: Constantes spectroscopiques moléculaires calculées des états électroniques de Ca2 dis-
sociants vers les asymptotes
1S(4s2) +3 P (4s4p) et 1S(4s2) +3 D(4s3d) (Re en a0, Te, ωe, ωexe et
De en cm
−1
). La numérotation des états suit l'ordre des états adiabatiques dans le sens des énergies
croissantes dans chaque symétrie de groupe C∞v. BH : Bussery-Honvault-Honvault et al.[3] ; CZ :
Czuchaj et al.[4] ; A : Allard et al.[5] ; H : Hofmann et al.[6]. Les valeurs de Te données dans les
travaux de Czuchaj et al. ont été déterminées à partir de De et des termes atomiques
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Dissociation État Te Re ωe ωexe De
1S(4s2) +1 D(4s3d) 11Πg 7958 6.29 173.5 0.44 14371
BH 7837 6.38 15125
CZ 7690 6.24 15310
1
1Σ+u 13583 6.68 129.5 0.68 8746
BH 14042 6.93 8921
CZ 17710 6.74 5290
A 14107 6.79 8845
H 14251 6.86 126.7 8694± 2
1
1Πu 17260 6.86 141.5 0.55 5069
BH 16948 6.92 6015
CZ 16693 6.76 6307
1
1∆g 17709 5.80 182.4 1.81 4620
BH 18657 6.89 4306
CZ 17670 7.25 5330
1
1∆u 17745 6.70 135.9 0.61 4583
BH 18333 6.88 4629
CZ 13482 6.75 9518
2
1Σ+g 18059 7.22 114.6 2.95 4270
BH 17839 7.47 5123
CZ 17085 5.74 5915
1S(4s2) +1 P (4s4p) 21Πg 18222 6.87 136.0 0.32 6051
BH 19135 6.86 5630
CZ 18691 6.75 5778
2
1Σ+u 18801 7.14 133.5 1.23 5472
BH calcul non convergé
CZ 18659 7.02 5810
H 18964 7.18 5783
2
1Πu 20860 5.89 184.3 -2.14 3412
BH repulsif
CZ 20934 6.02 3535
3
1Σ+g 23195 6.37 229.5 2.53 1077
23662 8.82 59.0 -0.05 611
BH 23070 6.38 1696
CZ 22787 6.25 1682
Table 3.6: Constantes spectroscopiques moléculaires calculées des états électroniques de Ca2 dis-
sociants vers les asymptotes
1S(4s2) +3 P (4s4p) et 1S(4s2) +3 D(4s3d) (Re en a0, Te, ωe, ωexe et
De en cm
−1
). La numérotation des états suit l'ordre des états adiabatiques dans le sens des énergies
croissantes dans chaque symétrie de groupe C∞v. BH : Bussery-Honvault-Honvault et al.[3] ; CZ :
Czuchaj et al.[4] ; A : Allard et al.[5] ; H : Hofman et al.[6]. Les valeurs de Te données dans les travaux
de Czuchaj et al. ont été déterminées à partir de De et des termes atomiques
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Dissociation État Te Re ωe ωexe De
3P (4s4p) +3 P (4s4p) 13Σ−g 14944.1 5.65 202.51 0.46 16653.00
1
5Σ−u 19714.2 6.00 162.56 0.18 11892.62
3
3Πu 20882.0 5.81 - - 10670.69
1
5Πg 21536.6 7.01 131.68 0.24 10026.94
1
1Σ−u 22781.4 6.26 166.05 0.63 8817.83
2
1∆g 23456.9 6.84 151.30 13.84 8148.75
2
3∆u 23544.9 6.29 163.12 0.68 8065.41
3
1Πu 24213.1 6.59 127.98 0.36 7370.95
3
3Σ+u 24298.2 6.38 154.27 0.86 7300.63
26048.6 8.26 - - 5550.28
3
3Πg 24482.8 7.69 86.92 1.17 7114.43
4
1Σ+g 24605.5 7.01 - - 6949.13
28184.8 10.70 63.95 0.42 3369.83
3
1Πg 25675.7 6.51 154.38 0.97 5873.53
26222.2 8.71 71.09 0.25 5327.02
4
3Σ+u 26063.9 7.50 - - 5582.98
5
1Σ+g 26675.9 6.49 157.53 8.20 4952.29
1
5Πu 30266.4 9.08 53.3 0.40 1325.71
1
5∆g 30534.3 7.10 - - 1078.93
1
5Σg 31082.4 7.37 75.9 1.90 1078.93
2
5Σ+g repulsive
Table 3.7: Constantes spectroscopiques moléculaires calculées des états électroniques de Ca2 dis-
sociants vers les asymptotes
3P (4s2) +3 P (4s4p) et 1S(4s2) +3 D(4s3d) (Re en a0, Te, ωe, ωexe et
De en cm
−1
). La numérotation des états suit l'ordre des états adiabatiques dans le sens des énergies
croissantes dans chaque symétrie de groupe C∞v. Les constantes spectroscopiques ωe et ωexe des
minima correspondant à des croisements très faiblement évités ne sont pas données
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Dissociation État Te Re ωe ωexe De
1S(4s2) +3 S(4s5s) 33Σ+g 23046 6.47 299.0 16.68 9218
5
3Σ+u 28187 7.55 153.4 3.12 4130
1S(4s2) +1 S(4s5s) 31Σ+u 26037 6.32 161.6 0.37 7997
6
1Σ+g 28501 7.19 174.1 23.30 5518
33343 13.98 24.4 0.76 676
1S(4s2) +3 F (4p3d) 23∆g
4
3Πu 23187 6.72 12752
1
3Φu 23218 6.01 170.2 4.40 12722
4
3Πg 25820 6.75 10119
4
3Σ+g 26728 6.89 161.1 0.23 9212
1
3Φg 26882 6.54 145.0 0.63 9058
3
3∆u 27970 6.89 87.9 -0.09 7970
6
3Σ+u 29573 7.32 115.8 0.44 6367
1S(4s2) +1 D(4p3d) 11Σ−g 20976 5.89 177.7 1.10 15235
3
1∆g 24229 6.44 11982
2
1∆u 25073 6.28 161.2 0.78 11138
4
1Πu 26408 7.77 9903
4
1Πg 27550 7.43 216.7 10.76 8661
2
1Σ−u 29612 6.62 146.4 1.00 6599
Table 3.8: Constantes spectroscopiques moléculaires calculées des états électroniques de Ca2
dissociants vers les asymptotes
1S(4s2) +3 S(4s5s), 1S(4s2) +1 S(4s5s) ,1S(4s2) +3 F (4p3d) et
1S(4s2) +1 D(4p3d). (Re en a0, Te, ωe, ωexe et De en cm
−1
). La numérotation des états suit l'ordre
des états adiabatiques dans le sens des énergies croissantes dans chaque symétrie de groupe C∞v. Les
constantes spectroscopiques ωe et ωexe des minima correspondant à des croisements très faiblement
évités ne sont pas données
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Dissociation État Te Re ωe ωexe De
3P (4s4p) +3 D(4s3d) 13Σ−u 22453 6.11 162.9 0.30 14250
2
3Σ−g 23585 6.06 167.5 0.67 13074
5
3Πu 24543 6.05 12115
6
3Πu 26878 6.86 165.3 -2.70 9780
3
3∆g 27187 6.93 130.7 0.80 9471
4
1Σ+u 27434 7.10 9224
5
3Πg 27575 6.60 128.0 -3.06 9083
5
3Σ+g 27857 7.37 8801
1
1Φu 28188 6.41 138.4 2.54 8571
1
1Φg 28403 6.65 135.5 -1.75 8255
4
1∆g 28473 6.88 147.5 3.09 8189
5
1Πg 28610 7.02 8049
6
3Πg 28728 7.04 7930
7
3Πu 28806 7.55 7853
30084 6.22 6574
5
1Πu 28814 7.10 7844
30317 6.27 6342
7
1Σ+g 29111 7.53 7547
30462 6.43 71.3 0.00 6196
7
3Πg 29239 6.99 130.6 1.54 7419
5
1Σ+u 29548 7.86 7111
1
5Σ+u 29565 6.75 120.6 0.70 7093
1
5∆u 29629 6.56 129.3 0.46 7030
3
1∆u 29675 7.55 6984
4
3∆u 29857 6.65 135.5 2.67 6802
6
1Πu 29915 7.03 138.1 3.24 6744
6
1Πg 29936 7.12 143.3 0.84 6723
1
5Φg 30080 6.45 133.7 1.61 6578
4
3∆g 30204 5.97 6455
1
5Σ−g 30294 6.88 126.7 0.62 6364
1S(4s2) +3 P (4s5p) 83Πg 30094 6.56 158.5 0.86 7209
8
3Πu 30301 6.59 7002
Table 3.9: Constantes spectroscopiques moléculaires calculées des états électroniques de Ca2 dis-
sociants vers l'asympototes
3P (4s4p) +3 D(4s3d) (Re em a0, Te, ωe, ωexe and De en cm
−1
). La
numérotation des états suit l'ordre des états adiabatiques dans le sens des énergies croissantes dans
chaque symétrie de groupe C∞v. Les constantes spectroscopiques ωe et ωexe des minima correspon-
dant à des croisements très faiblement évités ne sont pas données.
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Figure 3.2: Courbes d'énergie potentielle de Ca2 :
1Σ+g ,
3Σ+g et
5Σ+g (l'état fondamental n'est pas
tracé).
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Figure 3.3: Courbes d'énergie potentielle de Ca2 :
1Σ+u ,
3Σ+u et
5Σ+u
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Figure 3.4: Courbes d'énergie potentielle de Ca2 :
1Πg,
3Πg et
5Πg
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Figure 3.5: Courbes d'énergie potentielle de Ca2 :
1Πu,
3Πu et
5Πu.
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Figure 3.6: Courbes d'énergie potentielle de Ca2 :
1∆g,
3∆g et
5∆g.
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Figure 3.7: Courbes d'énergie potentielle de Ca2 :
1∆u,
3∆u et
5∆u.
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Figure 3.8: Courbes d'énergie potentielle de Ca2 :
1Σ−g ,
3Σ−g et
5Σ−g .
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Figure 3.9: Courbes d'énergie potentielle de Ca2 :
1Σ−u ,
3Σ−u et
5Σ−u .
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Figure 3.10: Courbes d'énergie potentielle de Ca2 :
1Φg,
3Φg et
5Φg
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Figure 3.11: Courbes d'énergie potentielle de Ca2 :
1Φu,
3Φu et
5Φu
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3.4 Moments dipolaires de transition depuis l'état fondamental
Les moments de transitions dipolaires depuis l'état fondamental X 1Σ+g vers les
états
1Σ+u et
1Πu sont tracés dans les gures 3.12 et 3.13. Les moments de transitions
correspondant aux états 1, 2 1Σ+u et 1, 2
1Πu ont été calculés par Bussery-Honvault et al.
Nos résultats se comparent très bien avec les leurs. À la séparation asymptotique, seuls
les moments transitions vers 2 1Σ+u et 2
1Πu sont diérents de zéro. Nos résultats con-
vergent vers 3.55 a30, une valeur légèrement plus petite que celle de Bussery-Honvault
et al. Le moment dipolaire de l'état 2
1Σ+u diminue doucement à partir de R = 20 a0
jusqu'à un minimum à R = 13 a0 puis augmente de nouveau à plus courte distance.
Inversement, le moment dipolaire de transition vers l'état 1
1Σ+u , qui est nul à la sépa-
ration asymptotique, augmente vers un maximum dans la région R = 8− 10 a0. Cela
correspond au croisement évité des deux états autour de R = 13 a0 avec un assez fort
couplage électronique étendu sur une grande région. De la même façon, le moment de
transition vers l'état 2 1Πu qui diminue doucement avec la distance, présente un creux
dans la région R = 8−10 a0, tandis que celui vers l'état 1 1Πu augmente lorsque la dis-
tance inter-atomique diminue jusqu'à R = 11 a0. Un tel comportement est clairement
dû au mélange entre les états provenant des deux asymptotes singulets
1D et 1P qui
commence à très grande distance, comme le montrent les calculs de Bussery-Honvault
et al. réalisés à partir de l'IC complète. Bien que nous ayons réalisé une IC partielle, il
est remarquable que le comportement des moments de transitions dipolaires se com-
pare très bien avec ceux obtenus par Bussery-Honvault et al. Ce bon accord est dû à
l'utilisation des états propres du hamiltonien QDPT à la place des fonctions d'ondes
d'ordre zéro, qui s'avèrent fournir une description cohérente des mélanges impliquant
plusieurs états et des croisements évités. Les résultats de Bussery-Honvault et al. et
les nôtres sont qualitativement en accord avec ceux de Czuchaj et al., qui ont utilisé
des fonctions d'ondes CASSCF pour calculer les moments de transitions vers les états
2
1Πu et 2
1Σ+u . Les maxima et minima dans les travaux de Czuchaj et al. sont cepen-
dant quelques peu décalés par rapport aux nôtres.
La considération des états supérieurs donne une compréhension de l'évolution des
moments de transitions des états du bas. Par exemple, la chute brutale du moment de
transition du 2 1Σ+u à R = 5 a0 est directement compensée par l'augmentation de celui
de 3 1Σ+u , ce qui correspond au brusque croisement évité entre ces états comme on peut
le voir dans la gure 3.3. De même, la brusque diminution du moment de transition de
l'état 2
1Πu à R = 10.3 a0 est compensée par la forte augmentation du moment dipolaire
de l'état 3
1Πu. Le même scénario apparaît à R = 8 a0 avec le changement abrupt
de caractère des états 3
1Πu et 4
1Πu lié au brusque croisement évité entre ces deux
états. Les moment dipolaires de transitions des états du dessus, 4,5
1Σ+u et 5,6,7,8
1Πu
sont plus faibles. Le comportement du moment dipolaire de transition depuis l'état
fondamental, bien qu'il soit compliqué, peut être assez bien rationalisé à partir des
changements de nature des états et en particulier des croisements évités. On peut voir
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Figure 3.12: Moments dipolaires de transition depuis le fondamental vers les états
1Σ+u
que la force d'oscillateur, connée à l'asymptote aux états résonnant 2 1Σ+u et 2
1Πu,
s'étale nalement sur tous les états de symétrie impaire (ungerade) dans la gamme
d'énergie allant de 13000 à 28000 cm−1. La nature de l'échange entre les états 31Πu et
4
1Πu semble jouer un rôle crucial dans l'interprétation du spectre d'absorption observé
par Gaveau et al. [11] dans le cas où la molécule Ca2 est en interaction avec un agrégat
de gaz rare au voisinage de 27000 cm−1.
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Figure 3.13: Moments dipolaires de transition depuis le fondamental vers les états
1Πu
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3.5 Mise en évidence d'état moléculaire non Rydberg di-excité de Ca2
Il a été vu dans la partie précédente que le calcium réunit les conditions nécessaires
pour avoir des états doublements excités susamment liés dont l'énergie asympto-
tique est inférieure à l'énergie de l'ion moléculaire. L'énergie du premier état triplet
de Ca(4s4p 3P ) est de 15263cm−1 alors que l'énergie d'ionisation est 3 fois supérieure
(49306cm−1). Le prochain état triplet Ca(4s3d 3D) a une énergie également basse
(20357cm−1). Les états doublement excités qui corrèlent aux asymptotes Ca(4s4p 3P )+
Ca(4s4p 3P ) ou Ca(4s4p 3P ) + Ca(4s3d 3D) interagissent à courte distance avec les
états qui corrèlent vers l'asymptote simplement excité Ca(4s2 1S) + Ca(4s4p 1P ) à
23652cm−1. Cette situation fait que le dimère Ca2 est un bon candidat pour la mise
en évidence d'état doublement excités non-Rydberg. L'étude théorique de la spectro-
scopie de Ca2 réalisée dans ce chapitre nous permet ici de conrmer et d'interpréter
les résultats expérimentaux que nous avons obtenus avec l'équipe d'expérimentateurs
du CEA à Saclay [11] dans les expériences réalisées avec la méthode CICR [75, 35].
Tout d'abord, un agrégat d'argon ou d'hélium est généré par une détente superson-
ique, ensuite un nombre moyen contrôlé d'atomes de calcium est déposé sur l'agrégat.
Étant donné les très basses températures des agrégats (T = 0.4K pour les nanogouttes
d'hélium [76], T = 32K pour les agrégats d'argon [77]), les atomes de calcium migrent
sur la surface et s'associent. On induit alors le processus de photodissociation de la
molécules Ca2 qui conduit à la luminescence de l'état atomique Ca(4s4p
1P ).
Les agrégats d'argon sont produits dans un jet moléculaire de type Campargue. La
détente supersonique depuis une pression de 20 bar à température ambiante à travers
une douille de 0.2 mm, génère en moyenne des agrégats comprenant 2000 atomes.
Pour générer les gouttelettes d'hélium, la source utilisée est un jet supersonique de
type Campargue modié avec une pression de 7.5 bar et un détente à travers une
tuyère de 0.005 mm refroidie à 10K. La taille typique des gouttelettes est estimée à
quelques milliers d'atomes. Le faisceau d'agrégats entre dans la zone de piégeage col-
lisionnel longue de 30 mm et chauée à 520°C, où les atomes de calcium sont déposés.
Le nombre moyen d'atomes déposés par agrégat est contrôlable en variant la tempéra-
ture de la chambre et donc la pression de la vapeur de calcium. Ensuite, le faisceau
croise une région où sont réalisés l'excitation par laser et la détection de la uorescence.
Trois mesures sont eectuées : (i) l'émission lumineuse est analysée avec un monochro-
mateur, ce qui a conduit à conclure que l'émetteur est Ca(4s4p 1P ), (ii) sur agrégat
d'argon, la technique CICR a montré que l'origine de cette émission est Ca2, (iii)
l'émission lumineuse est alors étudiée en fonction de la longueur d'onde du laser qui
photodissocie le dimère. Le laser balaye une gamme d'énergie de 25640-27780 cm
−1
(360-390 nm) qui ne correspond à aucun état absorbant de l'atome seul. En eet, l'état
absorbant Ca(4s2 1S)+Ca(4s4p 1P ) se situe à 23652 cm−1 et les états atomiques les plus
proches qui se situent à 31539 cm
−1
et 33000 cm
−1
ne sont pas absorbants. Les spectres
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de luminescence correspondant à l'agrégat d'argon et à la gouttelette d'hélium sont
présentés dans la gure 3.14. Une bande intense est observée à coté d'une autre bande
décalée vers le bleu. La bande principale dans l'expérience avec l'hélium est située à
26495 cm
−1
. La bande latérale est décalée vers le bleu de 450 cm
−1
par rapport à
la bande principale. Les bandes correspondant aux expériences menées sur l'agrégat
d'argon sont décalées vers le rouge de 150 cm
−1
par rapport à l'expérience menée dans
les gouttelettes d'hélium. Parmi les états de Ca2 calculés, ceux de symétries
1Σ+u et
1Πu sont des états spectroscopiquement accessibles. La gure 3.15 montre les courbes
d'énergie potentielle des états
1Σ+u et
1Πu dans la région 20000-30000 cm
−1
. La ligne
verticale correspond à la distance d'équilibre de l'état fondamental de Ca2. A cette
distance, les états 2
1Σ+u et 3
1Σ+u se situent à 19673 cm
−1
et 27970 cm
−1
au dessus
du fondamental. L'état 3
1Σ+u dissociant vers l'asymptote Ca(4s
2 1S) + Ca(4s5s 1S), a
une transition assez décalée vers le bleu par rapport au spectre expérimental. De plus,
son moment dipolaire de transition calculé depuis l'état fondamental reste faible pour
R > 5 a0 (µ = 0.33 u.a. à R = 8.1 a0), ce qui est bien inférieur à ceux des états 3,4
1Πu
proche du croisement évité (µ = 2 u.a.). A partir de ces données obtenues par le cal-
cul des états de Ca2, les états
1Πu semblent être les uniques responsables du spectre
d'absorption observé expérimentalement.
Les trois états adiabatiques 2,3 et 4
1Πu présents dans la région comprise entre
20000 cm
−1
et 27000 cm
−1
sont pertinents pour l'analyse du spectre expérimental
présenté dans la gure 3.14. Comme nous l'avons discuté précédemment, ces états
résultent de multiples croisements évités. On peut distinguer trois composantes di-
abatiques principales. Un premier état diabatique répulsif et corrélé à l'asymptote
Ca(4s2 1S) + Ca(4s4p 1P ). Il correspond à l'état adiabatique 21Πu pour R > 10 a0. Il
contribue aux deux croisements évités à R = 10 a0 et R = 7.9 a0. Le deuxième état dia-
batique est corrélé à l'asymptote doublement excitée Ca(4s4p 3P )+Ca(4s4p 3P ). Il est
impliqué dans deux croisements évités, un croisement évité déjà évoqué à R = 10 a0 et
un à R ≈ 7 a0 avec un troisième état diabatique, caractérisé par un couplage assez fort
et délocalisé. Le dernier état diabatique a un caractère doublement excité 4p3d. Asymp-
totiquement, les deux états Ca(4s4p 3P ) + Ca(4s3d 3D) et Ca(4s2 1S) + Ca(4s3d 1D)
sont presque dégénérés. Pour les distances inférieures à R = 15 a0, les états se mélan-
gent et contribuent à la forte liaison de l'état diabatique essentiellement composé de
conguration σu(4s
2) → σgpiu où les deux orbitales σg et piu présentent un mélange
de caractères 4p et 3d. Comme nous l'avons vu dans la partie précédente, cette car-
actéristique où l'OM antiliante est vidée, rend l'état diabatique fortement attractif.
Ainsi, l'état diabatique est impliqué dans deux croisements évités avec les états du
bas, et il est responsable de la distance d'équilibre à R = 5.96 a0 de l'état adiabatique
2
1Πu. Le voisinage de la zone du croisement évité à R = 7.9 a0 est particulièrement
intéressant pour la comparaison avec les résultats de l'expérience. A R = 7.5 a0,
les états adiabatiques 3
1Πuet 4
1Πu sont dominés par les congurations σ
2
u → σgpiu et
σu → pig(4p) respectivement, alors que à R = 8.5 a0, les caractéristiques sont inversées.
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Le spectre d'absorption théorique pour les états 3
1Πu et 4
1Πu a été calculé par la
transformée de Fourier de la fonction d'autocorrélation calculée à partir de la prop-
agation de paquets d'ondes sur les deux courbes d'énergie potentielle adiabatiques.
La fonction d'autocorrélation est dénie par le recouvrement entre le paquet d'ondes
pris à l'instant initial et le paquet d'ondes au temps t. Les propagations de paquets
d'ondes sont eectuées en considérant les deux états 3
1Πu et 4
1Πu adiabatiques non
couplés et en prenant comme paquet d'ondes initial, sur chaque état, le niveau vi-
brationnel fondamental de l'état électronique fondamental multiplié par le moment
dipolaire de transition (dépendant de R) de l'état électronique considéré. Le principe
du calcul est donné dans l'annexe A. La structure vibrationnelle du spectre a été lis-
sée en appliquant une fonction exponentielle sur la fonction d'autocorrélation dans le
but de prendre en compte de manière phénoménologique à la fois le couplage élec-
tronique non-adiabatique entre les états et le couplage vibrationnel du dimère avec
l'agrégat. Le spectre d'absorption est montré dans la gure 3.16 (décalé vers le bleu
de 450 cm
−1
) avec le spectre expérimental obtenu dans les gouttelettes d'hélium. Le
spectre d'absorption théorique montre une structure bimodale qui résulte directement
du croisement évité entre les états simplement et doublement excités, proche de la
région de Franck Condon. On peut en particulier assigner la partie bleue du spectre
expérimental à l'observation d'un état non-Rydberg doublement excité, observé par
l'intermédiaire du couplage avec un état simplement excité fortement absorbant. La
gure 3.16 montre que le spectre d'absorption théorique et le spectre d'action expéri-
mental pour l'hélium présentent une structure bimodale similaire. Notons également
que la force d'oscillateurs de la transition autour de 26500 cm
−1
est plus grande que
celle du maximum de second pic dans les deux cas : un facteur 12.5 est trouvé pour
le signal expérimental et un facteur 6 pour le spectre théorique. Évidemment, puisque
l'anti-croisement se situe à la verticale de l'état fondamental, ce résultat peut être
sensible à la qualité du calcul et à la position précise du croisement évité au-dessus
du fondamental. Bien sûr, la comparaison entre le spectre d'action observé expérimen-
talement et le spectre d'absorption théorique est pertinente seulement si l'excitation
de la molécule sur les états 3
1Πu ou 4
1Πu proche du croisement évité à R = 7.9 a0
conduit au seul processus de la dissociation en Ca(4s21S) +Ca(4s4p1P ). On voit que
les courbes de potentiel montrées sur la gure 3.15 indiquent que cela pourrait être
approximativement le cas. Les deux croisements évités entre l'état 3
1Πu et le 2
1Πu ne
peuvent probablement pas empêcher de façon signicative la dissociation. Cependant,
il ne faut pas exclure la possibilité de relaxer vers les états au dessous, à savoir les états
2
1Πu et 1
1Πu. L'atténuation de la dissociation peut également être augmentée par la
présence de la gouttelette d'hélium ou d'un agrégat d'argon. Ces processus non pris
en compte pourraient expliquer l'écart de l'intensité de la bande bleue entre le spectre
expérimental et le spectre théorique. Des calculs de dynamique non-adiabatique inclu-
ant tous les états couplés et les interactions avec le gaz rare, permettrait de conrmer
cette hypothèse. Dans le prochain chapitre, nous présentons un hamiltonien DIM pour
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modéliser la structure électronique du système Ca2Arn qui permettra de mener ces
études de dynamique.
Figure 3.14: Spectre de uorescence de Ca(4s2 1S ← 4s4p 1P ), lorsque Ca2 est déposé sur une gout-
telette d'hélium (courbe pleine) et sur un agrégat d'argon (tirets). Les deux spectres sont normalisés
par rapport à leur intensité.
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1Σ+u les plus bas en énergie sont tracés en pointillés. Le zéro
d'énergie est pris au niveau du puits de l'état fondamental de Ca2. La ligne verticale indique la posi-
tion de la distance d'équilibre de l'état fondamental. Le spectre d'absorption théorique est représenté
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Figure 3.16: Spectre de uorescence expérimental dans l'hélium (courbe pleine) comparée au spectre
d'absorption théorique (pointillés) de Ca2. Les deux spectres sont normalisés par rapport à leur
intensité. Le spectre théorique est décalé de 450 cm
−1
vers le bleu.
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Chapitre 4
Un modèle électronique DIM pour
Ca2Arn
Une simulation théorique très précise impliquant une étude de la dynamique des
états excités est à priori compliquée à mettre en ÷uvre à cause notamment du grand
nombre d'électrons à traiter. En eet, malgré l'utilisation de pseudo-potentiels limi-
tant le nombre d'électrons du système, le traitement explicite des états électroniques
excités par les méthodes de la chimie quantique (théorie CAS-PT2, interaction de
congurations IC), converge d'autant plus lentement que la taille de la base atomique
utilisée augmente ou que la taille de l'espace des congurations d'interaction devient
grande. Leur utilisation devient donc rapidement compromise. Cependant la méth-
ode de la fonctionnelle de la densité est applicable aux grands systèmes, mais n'est
pas toujours ecace pour la description des états excités à cause de son caractère
mono-congurationnel (un unique déterminant de Slater), en particulier pour les états
diexcités. De plus, le problème fondamental reste entier : il manque encore à trou-
ver des fonctionnelles générales et plus précises pour le traitement de liaison faible et
spécialement les forces de dispersion, importantes dans les interactions entre gaz rares.
Dans un tel contexte et pour le système Ca2Arn, l'utilisation de modèles plus sim-
ples peut apporter une aide intéressante. La méthode Diatomics-In-Molecules (DIM)
a été introduite par Ellison dans les années 60 [78] pour étudier les énergies et les
structures de molécules polyatomiques telles que H2O, H3 et H
+
3 . Elle a ensuite été
largement utilisée pour l'étude des propriétés structurales et énergétiques des gaz rares
ionisés [79]. La méthode DIM présente également l'avantage de permettre un calcul
analytique simple du gradient et des couplages non-adiabatiques à moindre frais, ce
qui est utile dans l'optique d'une dynamique complète. Un avantage supplémentaire
de cette approche est de pouvoir caler les asymptotes aux bonnes énergies. Dans ce
chapitre nous présentons dans une première partie des généralités sur la méthode DIM,
puis dans une deuxième partie, nous appliquerons cette méthode au cas du système
Ca2Arn. Le modèle étant exprimé dans une base Valence Bond, nous avons mis en oeu-
99
vre une procédure de diabatisation pour exprimer les états moléculaires dans une base
d'états atomiques de Ca2 avec des excitations localisées, cette procédure est présentée
dans la troisième partie.
4.1 Généralités sur la méthode Diatomics-In-Molecules
La méthode DIM consiste à construire un hamiltonien d'interaction de congura-
tions réduite à partir de la connaissance des fragments di-atomiques. Pour une démon-
stration détaillée, nous renvoyons aux articles originaux [78, 80], mais nous donnons
dans la suite les principes généraux de la méthode. Suivant les notations utilisées aux
chapitres précédents, on désigne par r les coordonnées électroniques et par R les co-
ordonnées nucléaires. Le hamiltonien total décrivant le mouvement des noyaux et des
électrons peut s'écrire :
Hˆ = Hˆ(r;R) + TˆR (4.1)
où Hˆ et TˆR représentent respectivement le hamiltonien électronique pour des posi-
tions des noyaux données et l'opérateur d'énergie cinétique des noyaux atomiques.
Suivant la formulation de Kendrick et Hillier de la méthode DIM, les vecteurs
propres se décomposent sur une base complète Φk comme :
Ψm(R) =
∑
k
Ckm(R)Φk
où
Ckm(R) =< Φk|Ψm(R) >
L'équation électronique aux valeurs propres du système
H(R)Ψm(R) = Em(R)Ψm(R)
écrite sous une forme matricielle
HC = SCE
où E est diagonale, S est la matrice de recouvrement, C les coecients et H , les
éléments de matrice du hamiltonien H.
Ekl = δkl
Skl =< Φk|Φl >
Hkl =< Φk|H|Φl >
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La méthode Diatomics In Molecules (DIM) consiste à écrire le hamiltonien électron-
ique Hˆ à partir des énergies des atomes seuls et des fragments diatomiques. On écrit
l'opérateur hamiltonien électronique comme une somme de contributions de paires
HˆAB :
Hˆ =
N∑
A=1
N∑
B≥A
HˆAB − (N − 2)
N∑
A=1
HˆA (4.2)
où A et B représentent les atomes, N le nombre d'atomes, HˆAB le hamiltonien élec-
tronique de la molécule diatomique AB, et HˆAle hamiltonien de l'atome A. Le hamil-
tonien DIM ne contient explicitement aucun opérateur d'interaction mais uniquement
les hamiltoniens atomiques et ceux des molécules diatomiques. Pour la construction du
hamiltonien, l'énergie totale d'un système polyatomique est exprimé comme la somme
des énergies de tous les fragments diatomiques possibles à laquelle on retranche la
somme des énergies atomiques autant de fois que nécessaire pour ne pas compter ces
termes plusieurs fois. Par exemple, pour une molécule triatomique ABC, l'écriture du
hamiltonien électronique dans le formalisme DIM est :
Hˆ = HˆAB + HˆAC + HˆBC − HˆA − HˆB − HˆC
La base de vecteurs Φk est choisie dans une formulation de type valence-bond consti-
tuée par le produit anti-symétrisé de vecteurs de base atomique.
Φk = AN |φk >
= AN(|ΦAa > |ΦBb > |ΦCc > ...)
= AN
∏
A
|ΦAa >
Chaque ket ΦAa est une fonction d'onde anti-symétrisée de l'atome A sur la base a
associée. AN est l'anti-symétriseur inter-atomique. Puisque [H,AN ] = 0, les éléments
de matrice peuvent s'écrire comme
Hmn =< Φm|ANHˆ|φn >
et les éléments de matrice des fragments diatomique et atomique s'expriment comme :
HABmn =< Φm|ANHˆAB|φn >
HAmn =< Φm|ANHˆA|φn >
Lorsqu'on insère l'opérateur unité sous la forme de la relation de fermeture sur le
produit direct (la base n'est plus antisymétrisée)∑
p
|φp >< φp| = 1
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on peut alors ré-écrire les deux formules précédentes sous une forme matricielle comme
HAB = ShAB
HA = ShA
où hABet hA sont les éléments de matrice entre deux fonctions non anti-symétrisées
hABkl =< φk|HAB|φl >=< ΦAaΦBb|HAB|ΦAa′ΦBb′ >
hAkl =< φk|hA|φl >=< ΦAa|HA|ΦAa′ >
puisque les fonctions φk et φl sont des produits directs avec k = (. . . a. . . b . . .) et
l = (. . . a′. . . b′ . . .)
Supposons maintenant que l'on connaisse ΨABi un ensemble complet de vecteurs
propres de la molécule AB telle que :
HABΨABi = E
AB
i Ψ
AB
i
où les ΨABi sont décomposés sur la base des fonctions diatomiques antisymétriques.
ΨABi =
∑
ab
uiabAAB|ΦAa > |ΦBb >
en incluant deux fois la relation de fermeture on peut écrire
hABkl =
∑
ij
< ΦAaΦBb|ΨABi >< ΨABi |HAB|ΨABj >< ΨABj |ΦAa′ΦBb′ >
hAB = UAB†SABHABSABUAB
On peut choisir soit des congurations, des déterminants ou des états propres pour
décrire l'espace de Hilbert atomique ou moléculaire.
Il faut noter que la relation 4.2 du hamiltonien électronique est une expression
générale exacte, puisqu'il est toujours possible de regrouper les divers termes énergé-
tiques de manière à faire apparaître une somme de contributions de paires HˆAB.
En pratique, l'approche DIM repose essentiellement sur deux approximations :
1. On néglige les termes à trois corps dans le calcul des éléments de matrice
2. Le choix de la base tronquée
On fait une troisième approximation dans notre cas où on néglige les recouvrements
et on prend les matrices S et SAB égales à la matrice unité. La diagonalisation de la
matrice DIM permet la détermination des surfaces de potentiel adiabatiques multidi-
mensionnelles Vk(R) et des états propres associés Ψk(r;R). Nous allons caractériser
le système Ca2Arn à partir uniquement de la connaissance des termes d'interactions
de type Ca2, CaAr et Ar2.
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4.2 Applications du modèle DIM au système Ca2Arn.
Le système auquel on s'intéresse dans ce travail comprend un chromophore photo-
excité en interaction avec un agrégat d'argon. Dans cette situation, les énergies des
états excités mis en jeu présentent souvent le cas de gure suivant :
EChromophore  Eagrégat
Dans ce cas de gure, l'utilisation d'un modèle DIM pour le système chromophore
sur un agrégat de gaz rare est particulièrement adapté, car l'excitation électronique
reste localisée sur le chromophore. En eet, dans le cas de Ca2Arn, et pour les én-
ergies < 35000 cm−1, les atomes de gaz rare demeurent dans leur état fondamental
représenté par une fonction d'onde (approximation mono-congurationnelle à couche
fermée (HF) ou bien corrélée). Le potentiel d'ionisation et les états excités les plus
bas en énergie du gaz rare sont dans la gamme d'énergie UV, c'est-à-dire une énergie
supérieure à 80000 cm−1 (les plus basses excitations possibles pour un atome d'argon
sont de 93144 cm−1). Les états excités d'intérêt du dimère Ca2 sont compris dans une
gamme d'énergie allant de 15000 à 35000 cm−1. Les états excités du système peu-
vent donc être réduits aux excitations du dimère de calcium seul et la complexité du
problème est alors réduite uniquement à celle du chromophore perturbé par l'environ-
nement de gaz rare. La taille du hamiltonien DIM est xe indépendamment du nombre
d'argon constituant l'agrégat.
Dans une approche de type Valence Bond (VB), l'état fondamental du système Φ0
est décrit par le produit (avec antisymétrisation inter-système) des fonctions des états
fondamentaux de tous les atomes du système.
Φ0 = AN
[
ΦA0ΦB0
(
N∏
C=3
ΦC0
)]
où N = n + 2 est le nombre total d'atomes dans le système, AN est l'opérateur
d'antisymétrisation inter-atomique. Dans la suite, les lettres A et B désignent les deux
atomes de calcium et les lettres C ou D désignent les atomes d'argon.
Le hamiltonien du système Ca2Arn s'exprime dans le formalisme de Elison comme :
HDIM = HAB +
N−2∑
C
(
HCA +HCB
)
+
N−2∑
C<D
HCD − (N − 2)
(
HA +HB +
N−2∑
C
HC
)
où chaque hamiltonien moléculaire diatomiqueHPQ entre deux atomes P et Q peut
s'écrire dans sa forme Atomes-In-Molecules (AIM) comme :
HPQ = HP +HQ + V PQ
où HP , contient les opérateurs énergie cinétique et les termes d'énergie potentielle
intra-atomique qui dépendent exclusivement des coordonnées des électrons et du noyau
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de l'atome P . V PQ contient tous les termes d'interaction qui dépendent des coordon-
nées électroniques et nucléaires des deux atomes P et Q seulement.
On peut réécrire le hamiltonien DIM à partir des interactions diatomiques comme :
HDIM = HA +HB +
N∑
C=3
HC + V AB +
N∑
C=3
(
V AC + V BC
)
+
N∑
C=3<D
V CD
où HA et HB sont les hamiltoniens des atomes de calcium A et B, HC sont les hamil-
toniens des atomes d'argon, V AB est l'interaction entre les deux atomes de calcium,
V ACet V BC les interactions entre les atomes de calcium A et B et un atome d'argon,
V CD entre deux atomes d'argon.
Pour xer les idées, et si on utilise une description mono-déterminantale (HF)
couche fermée, la fonction d'onde de l'état fondamental de chaque atome s'écrit comme :
ΦA0 = A
[∏
σ
1sAσ 2s
A
σ 2p
A
xσ2p
A
yσ2p
A
zσ3s
A
σ 3p
A
xσ3p
A
yσ3p
A
zσ4s
A
σ
]
ΦB0 = A
[∏
σ
1sBσ 2s
B
σ 2p
B
xσ2p
B
yσ2p
B
zσ3s
B
σ 3p
B
xσ3p
B
yσ3p
B
zσ4s
B
σ
]
ΦC0 = A
[∏
σ
1sCσ 2s
C
σ 2p
C
xσ2p
C
yσ2p
C
zσ3s
C
σ 3p
C
xσ3p
C
yσ3p
C
zσ
]
où A est l'opérateur d'antisymétrisation qui assure que la fonction d'onde totale du
système soit impaire par rapport à la permutation de deux électrons et σ représente
l'état de spin de l'électron (σ ∈ {α = 1/2, β = −1/2}).
Depuis l'état fondamental, on peut générer les congurations des états excités du
dimère de calcium grâce aux opérateurs de création et d'annihilation.
Les congurations mono-excitées sont obtenues en appliquant un opérateur trou-
particule
Φmono = a†ΓvσaΓ′sσ′Φ0
et les congurations di-excitées, en appliquant deux opérateurs trou-particules
Φdi = a†ΓvσaΓ′sσ′a
†
Λv′ζaΛ′sζ′Φ0
où Γ et Λ désignent les atomes de calcium A ou B. Le label s représente les orbitales
4s des atomes de calcium. Les labels σ et ζ représentent les états de spin et prennent
les valeurs α ou β. Enn v correspond à une orbitale excitée d'un atome de calcium
(v ∈ {3d, 4p, 5s, pzw}).
L'opérateur a†Γvσ crée un électron dans une orbitale excitée v de spin σ d'un atome de
calcium, et aΓ′sσ′ crée un trou dans l'orbitale 4s de spin σ
′
de l'atome Γ′. Ces opérateurs
engendrent les congurations électroniques du dimère de calcium exprimées dans une
base locale.
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Excitations Déterminants Congurations singulets
mono-excitées covalent 4sA → 4pA 12 3
4sB → 4pB 12 3
4sA → 3dA 20 5
4sB → 3dB 20 5
4sA → 5sA 4 1
4sB → 5sB 4 1
mono-excitées zwitterioniques 4sA → 4pzwB 12 3
4sB → 4pzwA 12 3
di-excitées 4sA4sB → 4pA4pB 144 9
4sA4sB → 4pA3dB 240 15
4sB4sA → 4pB3dA 240 15
Table 4.2: Déterminants possibles obtenus par excitations simple et double de l'état fondamental.
4.2.1 Base des congurations atomiques pour la construction de la matrice
DIM
Nous devons choisir les orbitales atomiques nécessaires à la construction des cong-
urations atomiques qui engendrent la base de la matrice DIM. Nous avons vu dans le
chapitre précédent que les états di-excités sont importants même dans le bas du spec-
tre. A la dissociation, les asymptotes doublements excités sur deux atomes de calcium
Ca(4s4p 3P )+Ca(4s4p 3P ) (30649 cm−1) et Ca(4s4p 3P )+Ca(4s3d 3D) (35821 cm−1)
sont basses. La première s'intercale entre les états atomiques 4s4p 3P (15362 cm−1) et
4s5s 3S (31321 cm−1) et la seconde entre les états 4s5s 1S (33076 cm−1) et 4s5p 3P
(36396 cm
−1
)
L'analyse des états adiabatiques couplée à la diabatisation de ces derniers, obtenus
en les projetant sur les congurations atomiques asymptotiques, nous a permis de
déterminer les congurations essentielles nécessaires à leurs descriptions. Ainsi la présence
des congurations di-excitées dans le bas du spectre est accentuée par le caractère
fortement attractif des états di-excités dont les congurations principales sont issues
du dépeuplement de l'orbitale moléculaire anti-liante σu.
Les excitations possibles sont simples ou doubles, cependant les états doublement
excités sont limités dans notre cas, à une excitation sur chaque atome de calcium, et
ceci malgré la présence de l'asymptote di-excitée Ca(4s2) 1S + Ca(4p3d) 1D à 35268
cm
−1
qui est légèrement plus basse en énergie que l'asymptote doublement excitée
Ca(4s4p) 3P + Ca(4s3d) 3D (35715 cm−1) dans nos résultats théoriques (mais pas
dans l'expérience). En eet la nature des états du bas du spectre est essentiellement
identique à celles des asymptotes mono-excitées allant jusqu'à Ca(4s2) + Ca(4s5p) et
aux asymptotes di-excitées Ca(4s4p)+Ca(4s4p) et Ca(4s4p)+Ca(4s3d). Il n'y a donc
pas besoin de prendre dans le modèle les congurations di-excitées sur un atome, qui
corrèlent vers l'asymptote Ca(4s2) + Ca(4p3d).
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Le nombre de déterminants possibles dans l'espace des orbitales atomiques choisies
est donné dans le tableau 4.2. Au total il y a donc 720 déterminants possibles con-
struit à partir des excitations simples et doubles de la conguration fondamentale, les
congurations doublement excitées provenant uniquement de deux simples excitations
simultanées sur chaque atome.
Le couplage spin-orbite n'est pas pris en compte dans notre modèle, on se limite
donc aux congurations singulets. Pour les états covalents, les congurations singulets
sont données par les combinaisons de déterminants suivantes :
ΦmonoA =
1√
2
(
a†AvσaAsσ + a
†
AvζaAsζ
)
Φ0
ΦmonoB =
1√
2
(
a†BvσaBsσ + a
†
BvζaBsζ
)
Φ0
où v ∈ {4p, 3d, 5s} et σ, ζ ∈ {α, β} avec σ 6= ζ .
Pour les congurations de type zwitterionique (zw). Les congurations singulets
sont données par les combinaisons de déterminants suivantes :
ΦzwA =
1√
2
(
a†AvσaBsσ + a
†
AvζaBsζ
)
Φ0
ΦzwB =
1√
2
(
a†BvσaAsσ + a
†
BvζaAsζ
)
Φ0
où v ∈ {4pzw} et σ, ζ ∈ {α, β} avec σ 6= ζ .
Pour les états diexcités, les congurations singulets sont données par les combi-
naisons de déterminants suivantes :
ΦdiAB =
1√
2
(
a†AvσaAsσa
†
Bv′σ′aBsσ′ + a
†
AvζaAsζa
†
Bv′ζ′aBsζ′
)
Φ0
où v ∈ {4p, 3d} et σ, ζ ∈ {α, β} avec σ 6= ζ .
Ainsi, pour les états singulets, le nombre de congurations pour modéliser les in-
teractions électroniques du système est réduit à 64. Les congurations sont des com-
binaisons de déterminants singulets (de multiplicité de spin S = 0). 1 conguration
pour le fondamental, 26 congurations mono-excitées par rapport au fondamental et
39 di-excitées. La liste exhaustive des congurations singulets dénissant la base du
hamiltonien DIM est donnée dans l'annexe B.
Dans la suite, les labels a et b sont des notations condensées qui désignent respec-
tivement l'état des atomes A et B, c'est-à-dire l'orbitale atomique occupée par un
électron et son état de spin. La matrice DIM est don isomorphe à celle de Ca2 seul, et
est ensuite habillée par les interactions avec les atomes d'argon. Un avantage impor-
tant est que la taille du hamiltonien DIM ne dépend pas du nombre d'atome de gaz
rares. Un schéma de la matrice DIM est donnée dans la gure 4.1.
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Figure 4.1: Structure de la matrice DIM (64 ∗ 64) représentée par bloc de congurations atomiques.
Notons que dans la base diabatique atomique, les états de même symétrie sont couplés entre eux par
des termes qui peuvent être aussi bien à l'intérieur qu'à l'extérieur des blocs dans le schéma.
4.2.2 Éléments de la matrice DIM
Les éléments de la matrice DIM sont exprimés dans un système de coordonnées
cartésiennes attachées au repère xe du laboratoire. Pour une géométrie donnée, les
éléments de matrice du hamiltonien DIM s'expriment comme la somme des interactions
de fragments diatomiques et des contributions atomiques :
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〈
ΦAaBb
∣∣HDIM ∣∣ΦAa′Bb′〉 = 〈ΦAaBb ∣∣V AB∣∣ΦAa′Bb′〉
+
〈
ΦAaBb
∣∣HA∣∣ΦAa′Bb′〉+ 〈ΦAaBb ∣∣HB∣∣ΦAa′Bb〉
+
∑
C
(〈
ΦAaBb
∣∣V AC∣∣ΦAa′Bb′〉+ 〈ΦAaBb ∣∣V BC∣∣ΦAa′Bb〉)
+
∑
C<D
〈
ΦAaBb
∣∣V CD∣∣ΦAa′Bb〉
+
∑
C
〈
ΦAaBb
∣∣HC∣∣ΦAa′Bb〉
L'énergie atomique des atomes d'argon
〈
ΦAaBb
∣∣HC∣∣ΦAa′Bb〉 est prise nulle.
Ceci implique donc la connaissances des éléments de matrice diatomiques suivant :〈
ΦAaBb
∣∣V AB∣∣ΦAa′Bb′〉 = V Ca2aba′b′(RAB)〈
ΦAaBb
∣∣V AC∣∣ΦAa′Bb′〉 = V CaAraba′b′ (RAC)〈
ΦAaBb
∣∣V BC∣∣ΦAa′Bb′〉 = V CaAraba′b′ (RBC)〈
ΦAaBb
∣∣V CD∣∣ΦAa′Bb〉 = V Ar2aba′b′(RCD)
où V Ca2aba′b′ , V
CaAr
aba′b′ et V
Ar2
aba′b′ sont les potentiels d'interaction diatomique de Ca2, CaAr
et Ar2 entre les congurations dans les états ab et les états a
′b′, pris aux géométries
respectives des diérents fragments diatomiques.
4.2.3 Rotation des congurations
Dans ce qui précède, les congurations de base ΦAaBb sont dénies dans un repère
xe (x,y,z). Pour chaque fragment diatomique, la paramétrisation des éléments de
matrice associés est à priori accessible dans sa base propre (repère (X,Y,Z)). Pour
des systèmes de plus de deux atomes, il faut appliquer une rotation à la matrice de
chaque paire d'atomes pour dénir un axe de quantication commun. En eet, l'axe
de quantication déterminant les axes des symétries ”Σ”, ”Π” ou ”∆” ne peut pas
être déni simultanément suivant chaque liaison (sauf dans le cas particulier où tous
les atomes sont alignés). Pour passer du repère lié à la diatomique KL à un repère
xe il sut d'introduire seulement deux angles d'Euler θKL et ϕKL au lieu des trois
angles nécessaires au passage d'un repère xe à un repère quelconque. En eet, il sut
de seulement deux rotations pour faire coïncider l'axe ZKL du repère diatomique avec
l'axe z du repère xe, le troisième angle χKL est indéterminé et choisi nul. Le passage
du repère lié à une molécule diatomique au repère xe est illustré dans la gure 4.2.
On est ainsi conduit à appliquer pour chaque terme, une rotation de la base :
Φ˜AaBb =
∑
µ,ν
TKLµaνb(θKL, ϕKL)ΦAµBν
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Figure 4.2: Repères xe et diatomique
Ainsi chaque élément de matrice se transforme. Pour un élément de matrice générique
d'un fragment diatomique KL〈
Φ˜AaBb
∣∣V KL∣∣ Φ˜Aa′Bb′〉 =∑
µ,ν
∑
µ′,ν′
TKLµaνbT
KL
µ′a′ν′b′
〈
ΦAaBb
∣∣V KL∣∣ΦAa′Bb′〉
La matrice de rotation TKLµaνb(θKL, ϕKL) est dénie sur l'ensemble de la base DIM.
Les éléments de matrice des fragments diatomiques du hamiltonien DIM sont obtenues
à partir des potentiels d'interaction des molécules diatomiques V Ca2aba′b′, V
CaAr
aba′b′ auxquelles
on applique une rotation. On remarque cependant qu'elle est bloc diagonale (chaque
bloc couple un groupe d'excitations) et que les congurations fondamentales des atomes
d'argon et de calcium sont invariantes par rotation. La matrice V KL associée au dimère
KL se transforme sous l'eet de la rotation d'angle θKL et ϕKL en
TKL(θKL, ϕKL)V
KLTKL−1(θKL, ϕKL)
Les éléments de matrice
〈
ΦAaBb
∣∣V KL∣∣ΦAa′Bb′〉 sont maintenant exprimés dans la base
de chaque paire diatomique, et correspondent à des éléments de matrice diabatique
ou quasi-diabatique (analogue aux éléments de matrice Valence Bond de chaque
molécule diatomique). Les blocs de la matrice d'interaction de congurations s'obti-
ennent aisément à partir des rotations des orbitales (localisée sur chaque atome) qui
décrivent ces congurations.
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Dans l'exemple suivant, on choisit une conguration où l'atome A est dans un état
excité a :
On a ∣∣∣Φ˜Aa〉 = T−1(θPQ, ϕPQ) |ΦAa〉
où |ΦAa〉 est une conguration mono-excitée dans le repère xe du laboratoire et
∣∣∣Φ˜Aa〉
est la même conguration dans le repère de la molécule diatomique. On rappelle l'ex-
pression de la conguration mono-excitée de l'atome A dans l'état a :
|ΦAa〉 = 1√
2
(
a†AvσaAsσ + a
†
AvζaAsζ
)
|Φ0〉
avec v = lµ où l = 4p, 3d, avec µ = x, y, z pour l = 4p, ou bien µ = xz, yz,
3z2 − r2, xy, x2− y2 pour l = 3d. La rotation de cette conguration depuis l'axe de la
diatomique jusqu'à l'axe de repère xe fait intervenir des matrices de rotation sur les
opérateurs trou-particule suivant l'expression :
a†AlµσaAsσ =
∑
ν
R(l)νµa˜
†
Alνσa˜Asσ
où a†AlµσaAsσ est l'opérateur trou-particule dans le repère xe et a˜
†
Alνσa˜Asσ l'opéra-
teur dans le repère de la diatomique. R(l) sont des matrices de rotation élémentaire
correspondant aux matrices de rotation de dimension (3 ∗ 3) pour les orbitales de type
p et de dimension (5 ∗ 5) pour les orbitales de type d. De même, les congurations
mono-excitées de l'atome B, se transforment en appliquant une matrice de rotation
construite à partir des matrices de rotation élémentaire R(l).
Dans la cas de congurations di-excitées, où chaque atome de calcium est sim-
plement excité, l'expression générale pour la rotation d'une telle conguration fait
intervenir le produit des éléments de matrice de rotation R(l) :
a†AlµσaAsσa
†
Bl′µ′σ′aBsσ′ =
∑
ν
∑
ν′
R(l)νµR
(l′)
ν′µ′ a˜
†
Alνσa˜Asσa˜
†
Bl′ν′σ′ a˜Bsσ′
Les expressions des matrices élémentaires de rotation des orbitales p et d sont
données ci-après par les relations 4.3 et 4.4.
Matrice de rotation des orbitales p
Pour l = 4p ou pzw, la matrice de rotation Rp est une matrice de dimension (3 ∗ 3)
dénie par l'expression suivante :
Rp =
 cos θ cosϕ cos θ sinϕ − sin θ− sinϕ cosϕ 0
sin θ cosϕ sin θ sinϕ cos θ

(4.3)
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Matrice de rotation des orbitales d
Pour l = 3d , la matrice de rotation Rd de dimension (5 ∗ 5) est dénie par :
Rd =


cosϕ(cos2 θ − sin2 θ) sinϕ(cos2 θ − sin2 θ) −√3 cos θ sin θ 2 cosϕ cos θ sinϕ sin θ cos θ sin θ(cos2 ϕ− sin2 ϕ)
− sinϕ cos θ cos θ cosϕ 0 sin θ(cos2 ϕ− sin2 ϕ) −2 sin θ cosϕ sinϕ√
3 cosϕ cos θ sin θ
√
3 sinϕ cos θ sin θ 1
2
(3 cos2 θ − 1) √3 sinϕ cosϕ sin2 θ √3/2 sin2 θ(cos2 ϕ sin2 ϕ)
sinϕ sin θ − sin θ cosϕ 0 cos θ(cos2 ϕ− sin2 ϕ) 2 cos θ cosϕ sinϕ
− cosϕ cos θ sin θ − sinϕ cos θ sin θ √3/2(1− cos2 θ) (1 + cos2 θ) cosϕ sinϕ 1/2(1 + cos2 θ)(cos2 ϕ− sin2 ϕ)


(4.4)
4.3 Détermination des états quasi-diabatiques
Les potentiels de la molécule diatomique Ca2 utilisés sont des potentiels quasi-
diabatiques obtenus par la transformation simultanée des fonctions d'ondes des états
adiabatiques dans une symétrie donnée sur une base de fonctions de référence. Le
hamiltonien DIM étant exprimé dans une base VB, nous avons cherché à exprimer
les calculs ab initio dans une base similaire et nous avons appliqué une procédure de
diabatisation. Cette procédure consiste à maximiser le recouvrement des états quasi-
diabatiques
∣∣∣Ψ˜m〉 calculés avec des références asymptotiques |χm〉.
∣∣∣Ψ˜m〉 = N∑
n=1
Umn |χn〉
avec la condition que le recouvrement
∑N
n=1
∣∣∣〈Ψ˜n∣∣∣ χn〉∣∣∣2 soit maximum. Pour le dimère
Ca2, la base de fonctions d'onde de référence est dénie par le calcul d'IC pour les
atomes séparés à grande distance (R = 22.5 a0). Le caractère de chaque état quasi-
diabatique est alors dominé par la référence avec laquelle le recouvrement est le plus
important suivant la coordonnée inter-atomique. A courte distance, les références |χm〉
ne sont plus orthogonales et les états quasi-diabatique peuvent avoir un recouvrement
important avec plusieurs références simultanément lors de la procédure de diabatisa-
tion ou bien ne se recouvrent avec aucune référence. En eet, la complexité du bas
du spectre des états électroniques rend le choix des références délicat. Ainsi, pour
certaines symétries, nous n'avons pas réussi à rétablir les croisement évités, comme
celui entre les états 3
1Σ+u et 4
1Σ+u , et les croisements évités entre les états 3
1Πg et
4
1Πg, et les états 3
1Πu et 4
1Πu. Les références utilisées sont les fonctions d'onde des
états adiabatiques pris à la séparation atomique, à savoir les états 2, 3, 4, 5, 6, 7,
,8 et 9
1Σ+g , les états 1, 2, 3 ,4 ,5 et 6
1Σ+u , les états 1, 2, 3, 5, 6, 7 et 10
1Πg, les
états 1, 2, 3, 5, 6, 7 et 10
1Πu, les états 1, 2, 4, 5
1∆g, les états 1, 3, 4
1∆u, 2
1Σ−g
et les états 1, 3
1Σ−u . Les états de symétrie
1Φg,u ne sont pas inclus dans le modèle DIM.
Les diagonales qui sont les courbes de potentiels quasi-diabatiques ainsi que les cou-
plages sont ajustés par des fonctions numériques (polynômes d'ordre 3 par morceaux)
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obtenus par une procédure qui contraint la fonction à passer par les points calculés
des potentiels quasi-diabatiques. Les courbes de potentiels quasi-diabatiques sont il-
lustrées dans la gure 4.3 (symétries
1Σ+g et
1Σ+u ), la gure 4.4 (
1Πg et
1Πu), la gure
4.5 (
1∆g et
1∆u) ,et la gure 4.6 (
1Σ−g et
1Σ−u ). Les nombreux couplages entre les états
qui apparaissent lors de la diabatisation ne sont pas montrés.
Notons que ces potentiels sont issus d'un calcul eectué en symétrie C2v, ils présen-
tent donc une symétrie d'inversion paire ou impaire par rapport au centre de la di-
atomique. Avant d'inclure ces potentiels d'interaction diabatique dans le modèle DIM,
il faut les transformer pour les exprimer en fonction de congurations de type VB,
localisées sur les atomes de calcium. La transformation revient à exprimer chaque état
moléculaire de la symétrie C2v comme une combinaison linéaire des congurations
atomiques qui lui est associée.
Lmn =
1√
2
(ΦAa ± ΦBb)
avec L = Σ+, Σ−, Π, ∆ ou Φ, m = x,y,z pour les états dissociant vers les états
atomiques 4s4p ou m = xz, yz, 3z2− r2, xy, x2− y2 pour les états 4s3d et n désignent
la symétrie paire ou impaire g ou u. Certains états moléculaires diexcités dissociant
vers l'asymptote 4s3d 3D + 4s4p 3P s'expriment en fonction de quatre congurations
localisées :
Lmn =
1
2
(ΦAa ± ΦAa′ ± ΦBb ± ΦBb′)
Les relations de transformation pour passer de chaque état moléculaire exprimé sur
une base d'orbitales délocalisées sur la diatomique à une base de type Valence Bond
sont détaillées dans l'annexe C.
Les potentiels d'interactions quasi-diabatiques des systèmes CaAr et CaAr+ util-
isés ici sont issus des calculs réalisés par Spiegelman et al. [43], le problème électronique
étant réduit à un ou deux électrons via l'utilisation de pseudo-potentiels. On a utilisé,
un pseudo-potentiel l-dépendant selon l'expression donnée par Barthelat et Durand [67]
pour le coeur
[
Ca2+2
]
et un pseudo-potentiel à zéro électron pour le coeur [Ar] déter-
miné par Duplaa et Spiegelman [81, 82]. Ce traitement utilisant des pseudo-potentiels
est complété par l'utilisation de CPP comme introduit par Müller et al. [68, 83]. Le sys-
tème est alors réduit à un électron dans le cas de CaAr+ et deux électrons pour CaAr,
permettant de réaliser une IC totale. Les potentiels quasi-diabatiques sont obtenus de
la même façon que pour le dimère de calcium, c'est-à-dire en transformant les fonc-
tions d'onde des états adiabatiques sur des fonctions de référence dénies par la limite
asymptotique où les atomes sont séparés par une grande distance. Les états triplets ont
été également déterminés mais pas les états quasi-diabatiques correspondant puisque
ceux sont les états singulets qui sont absorbant et le couplage spin-orbite n'est pas
inclus dans notre modèle.
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Figure 4.3: Courbes de potentiel diabatiques de symétrie
1Σ+g (en haut) et
1Σ+u (en bas).
113
 15
 20
 25
 30
 35
 6  8  10  12  14  16  18  20  22
E 
(10
3  
cm
-
1 )
R (bohr)
1S(4s2)  + 1D(4s3d)
1S(4s2)  + 1P(4s4p)
3P(4s4p) + 3P(4s4p)
1S(4s2)   + 1S(4s5s)
3P(4s4p) + 3D(4s3d)
1S(4s2)   + 1P(4s5p)
 Ca2  
1Πg
 15
 20
 25
 30
 35
 6  8  10  12  14  16  18  20  22
E 
(10
3  
cm
-
1 )
R (bohr)
1S(4s2)  + 1D(4s3d)
1S(4s2)  + 1P(4s4p)
3P(4s4p) + 3P(4s4p)
1S(4s2)   + 1S(4s5s)
3P(4s4p) + 3D(4s3d)
1S(4s2)   + 1P(4s5p)
 Ca2  
1Πu
Figure 4.4: Courbes de potentiel diabatiques de symétrie
1Πg (en haut) et
1Πu (en bas).
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Figure 4.5: Courbes de potentiel diabatiques de symétrie
1∆g (en haut) et
1∆u (en bas)
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Figure 4.6: Courbes de potentiel diabatiques de symétrie
1Σ−g (en haut) et
1Σ−u (en bas).
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Pour le système CaAr, on s'intéresse en plus de l'état fondamental, aux états excités
dissociant vers les trois premiers états singulet mono-excités du calcium 4s3d 1D,
4s4p 1P et 4s5s 1S, à savoir l'état fondamental 11Σ+, les états 21Σ+, 11Π et 11∆
(asymptote
1D), les états 31Σ et 21Π (asymptote 1P ), et l'état 41Σ+(asymptote 1S).
Ce sont ces états qui sont pris comme fonction d'onde de référence pour le processus
de diabatisation.
La forme générale des potentiels quasi-diabatiques est assez régulière, on peut alors
les ajuster par des formes analytiques du type fonction de Morse. Les courbes de
potentiels quasi-diabatiques sont tracées dans la gure 4.7, les points correspondent
aux calculs ab initio.
La forme générale est la suivante :
V (r) = De (1− exp (−b (r − Re)))2 −De
où De est la profondeur du puits et Re est la distance d'équilibre.
1
1Σ+ 21Σ+ 31Σ+ 41Σ+ 11Π 21Π 11∆
De 94.92 39.72 43.46 704.52 95.69 169.76 89.55
Re 9.20 10.85 12.00 5.91 8.83 8.152 8.65
b 0.503839 0.42754 0.323503 0.8 0.474745 0.482802 0.479105
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Figure 4.7: Courbes de potentiel quasi-diabatiques du système CaAr en rouge pour les états de
symétrie
1Σ+, en bleu pour 1Π et en vert pour 1∆. Les points correspondent aux calculs ab initio des
états quasi-diabatiques.
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Figure 4.8: Courbe de potentiel quasi-diabatique de l'état fondamental de CaAr+. Les points
représentent les calculs ab initio.
Pour le système CaAr+ le potentiel tracé dans la gure 4.8 est ajusté par l'expres-
sion analytique suivante :
V (r) = A.exp(−br) − (1− exp(−cr2))2 ∗ (c4
r4
+
c6
r6
)
paramètre
A 1613.08
B 2.51728
c 0.0194287
c4 5.515
c6 633.479
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−
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Pour le système CaAr−, les courbes de potentiels des deux états 2Σ+ et 2Π sont
tracées dans la gure 4.9. Les deux potentiels adiabatiques
2Σ et 2Π du système ionique
CaAr− sont obtenus par une interaction de conguration complète sur une base assez
étendue (10s10p8d5f) avec 3 électrons actifs. Les courbes de potentiels sont ajustées
sur les calculs ab initio par les formes suivantes :
pour l'état
2Σ+
V (r) = A.exp(−br)− (1− exp(−cr
2))2
r3
pour l'état
2Π
V (r) = A.exp(−br) − (1− exp(−cr2))2 ∗ (c4
r4
+
c6
r6
)
avec F (r) une fonction de coupure dénie par
F (r) =
(
1− exp(−cr2))2
paramètre
2Σ+ 2Π
A 7 6
b 1 0.9
c 0.0105 0.1
c4 5.54
c6 750
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Figure 4.10: Courbe de potentiel du dimère Ar2.
Les atomes de gaz rare étant à couches fermées. Le dimère d'argon est représenté
par la forme HFD-B (Hartree Fock Dispersion) introduite par Aziz et Slaman [84],
présenté dans la gure 4.10. Ce potentiel a été ajusté sur un grand nombre de propriétés
physiques, et est donné par l'expression analytique :
VAr2(x) = ε. (Vs(x)− F (x).Vl(x))
avec
Vs(x) = A.exp
(−αx+ βx2)
Vl(x) =
c6
x6
+
c8
x8
+
c10
x10
F (x) =
{
exp
(
− (1− D
x
)2)
si x < D
1 sinon
où x = R/Re (avec Re la distance d'équilibre), Vs(x) est un terme répulsif à courte
distance, Vl(x) est un terme faiblement attractif et F (x) est une fonction de coupure
permettant la transition entre les formes à courte et à longue distance.
Paramètre Ar2
ε(cm−1) 99.54
Re(Å) 3.759
c6 1.0948575
c8 0.5917572
c10 0.370013
A 2.043626.105
α 10.540486
β 2
D 1.0914254
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Chapitre 5
Propriétés structurales de Ca2Arn
Nous allons étudier dans cette partie les propriétés du chromophore dans son état
fondamental environné par des atomes d'argon et présenter la méthode d'optimisa-
tion globale utilisée pour trouver les isomères les plus stables. Les isomères stables des
agrégats s'obtiennent en minimisant l'énergie de la surface de potentiel fondamentale
en fonction de la conformation (coordonnées) des noyaux. Il faut donc connaître la
forme de la surface de potentiel. Mais, même si cette surface est connue et calculable,
la recherche du minimum global d'une surface est un problème d'optimisation multi-
variables (3N −6) qui peut s'avérer dicile déjà lorsque le nombre d'atomes excède la
dizaine, et est a fortiori quasi impossible dans la gamme 100−1000. Par exemple, pour
un agrégat de 55 atomes en interaction par un potentiel de type Lennard-Jones (LJ),
le nombre de minima atteint au moins 1010 (sans compter les isomères équivalents).
Cependant on peut essayer de rationaliser qualitativement un certain type d'ar-
rangements géométriques possibles. Les petits agrégats (n < 101−4) ne respectent pas
nécessairement les règles de construction observées dans les systèmes cristallins par-
faits. Une manière d'estimer la stabilité des agrégats consiste à rechercher les structures
qui maximisent la compacité c'est-à-dire le nombre de liaisons entre plus proche voisins
(coordinance totale c) avec un critère de stabilité purement topologique
E = ε
∑
〈a,b〉
1 = εc
où ε représente l'énergie d'une seule liaison. Bien sûr, le nombre de coordination d'un
atome de surface est forcément plus faible que pour les atomes dans le volume. La
coordinance est lié à la structure détaillée de la surface de l'agrégat.
Selon le type de système étudié, on peut envisager diérentes stratégies pour trou-
ver le minimum global. Par exemple pour les systèmes biomoléculaires comme une pro-
téine, une recherche à partir d'une géométrie générée aléatoirement n'est pas raisonnable,
il faut partir d'une géométrie proche du minimum global. Pour les molécules de pe-
tite taille ou les petits systèmes, on a parfois une idée précise de la géométrie. Dans
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ce cas, une recherche du minimum local permet d'optimiser la géométrie du système
dans l'état qui nous intéresse. Contrairement aux molécules dont les propriétés sont
principalement dues à leur géométrie et qui possèdent peu d'isomères, les agrégats ont
un très grand nombre de minima et un grand nombre d'isomères. Des méthodes d'op-
timisation de géométrie globale permettent de trouver le minimum énergétique global
d'une structure. Il existe diérentes méthodes pour explorer l'espace des phases d'un
système dans le but de localiser le minimum global. Les méthodes Monte-Carlo basées
sur une approche statistique, les méthodes basées sur des algorithmes génétiques et
les méthodes de déformation de surfaces. Parmi les méthodes de type Monte-Carlo, on
peut distinguer plusieurs variantes comme le recuit simulé qui permet de passer des
barrières d'énergie potentielle. Les algorithmes génétiques sont inspirés de la théorie
de l'évolution des espèces, ils consistent à sélectionner un ensemble de tirage aléatoire
avec une probabilité de sélection proportionnelle à la performances de chaque tirage.
Les méthodes basées sur la déformation de la surface de potentiel consistent à mod-
ier au cours de l'exploration de l'espace des phases, la surface de potentielle selon
certaines transformations, la diculté étant de retrouver la surface originale après la
transformation. Nous allons voir dans la suite une méthode de déformation de surface
particulière appelée méthode de saut de bassin couplée à une simulation Monte-Carlo
qui donnent de bon résultats pour les systèmes de gaz rares [85].
5.1 Algorithme de Monte-Carlo
En pratique, l'algorithme de Monte-Carlo constitue une simulation d'un ensemble
d'atomes en équilibre à une température T . Le processus est décrit dans les étapes
suivantes :
1. A une étape k, on évalue l'énergie Ek du système pour une géométrie Rk.
2. À l'étape k + 1, on modie les cordonnées et on évalue la nouvelle énergie Ek+1.
La diérence d'énergie ∆E = Ek−Ek+1 sert de critère pour conserver la nouvelle
géométrie ou non :
 Si ∆E < 0 alors la nouvelle géométrie est acceptée,
 Si ∆E > 0 alors, l'acceptation de la nouvelle géométrie est traitée selon un
critère probabiliste. La probabilité d'acceptation est conditionnée par le facteur
de Boltzmann.
acc(∆E) = exp(−∆E/kBT )
Un nombre aléatoire η appartenant à l'intervalle {0, 1} est tiré au hasard :
 Si acc(∆E) > η alors la géométrie est acceptée
 Si acc(∆E) < η alors elle est refusée et on garde celle de l'étape précédente.
5.2 Méthode des sauts de bassin
L'approche de saut de bassin est une méthode particulière de déformation de surface
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d'énergie potentielle développée par Wales et al. [86]. Cette méthode a donné des
résultats probants pour les systèmes Lennard-Jones [85] et a montré son utilité aussi
bien pour le de type agrégats atomiques ou moléculaires que pour les biomolécules.
Cette méthode ecace présente en plus l'avantage d'être simple à mettre en oeuvre.
La transformation de la surface d'énergie potentielle n'aecte pas les énergies rel-
ative de chaque minimum. On considère dans cette approche l'énergie transformée E
dénie par :
E˜(R) = min{E(R)}
où R représente le vecteur de 3N dimensions correspondant aux coordonnées nu-
cléaires. L'opérateur min signie que l'énergie est minimisée à partir des coordonnées
R. Ainsi, l'énergie d'un point quelconque de l'espace des congurations est remplacée
par l'énergie du minimum local obtenue par une procédure d'optimisation de géométrie
locale. Chaque minimum local est alors entouré par un bassin d'énergie constante dont
la taille est constituée de toutes les géométries voisines depuis lesquelles ce minimum
particulier est obtenu. La méthode d'optimisation globale par sauts de bassin revient
à transformer les surfaces d'énergie potentielle en une collection de marches d'escalier
juxtaposées où la hauteur de chaque marche correspond au minimum local mais les
énergies des diérents minima ne sont pas modiées par la transformation. Un schéma
de la topographie en marche d'escalier de la nouvelle surface de potentiel est donné
dans la gure 5.1. En plus d'araser une partie des états de transitions de la surface,
la transformation accélère également l'exploration de la surface puisque les atomes
peuvent facilement passer d'un bassin à l'autre sans rencontrer des barrières d'énergie
trop importantes.
La nouvelle surface d'énergie potentielle E˜(R) est explorée en utilisant une simula-
tion Monte Carlo. Dans le cadre de la recherche du minimum global, la température
Monte-Carlo est utilisée comme un simple paramètre servant à explorer l'espace des
phases. Une autre caractéristique est l'utilisation d'un grand pas (environ 7 bohr au
départ de la procédure) dans la procédure Monte-Carlo pour explorer rapidement la
surface de potentiel.
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Figure 5.1: Schéma illustrant l'eet de la transformation de l'énergie dans un exemple à une dimen-
sion. La courbe en trait plein représente la surface d'énergie originale et celle en pointillé, la surface
d'énergie transformée.
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5.3 Structures des systèmes Ca2Arn
La surface d'énergie potentielle du système Ca2Arn est obtenue à partir des poten-
tiels adiabatiques de paires VCa2(r), VCaAr(r) et VAr2(r). La forme de ces potentiels est
ajustée sur des calculs ab initio du fondamental par des fonctions analytiques pour les
dimères Ca2 et CaAr (contrairement au chapitre 4, les potentiels sont ajustés sur les
états fondamentaux adiabatiques). Le dimère de gaz rare est représenté par le même
potentiel présenté dans le chapitre 4 [84].
La forme du potentiel VCa2(r) est donné par :
VCa2(r) = a ∗ exp(−b ∗ r)− F (r) ∗
c6
r6
F (r) =
{
exp
(
− (1− D
r
)2)
si r < D
1 si r > D
avec F (r) une fonction de coupure.
la forme du potentiel VCaAr est donné par
VCaAr(r) = a ∗ exp(−b ∗ r) + c12
r12
− c6
r6
Les paramètres de ces potentiels sont donnés dans le tableau suivant :
paramètres Ca2 CaAr
a 17.1949 14.6732
b 1.06087 1.09357
c6 3680 606.872
c12 640000
D 13.936
Les courbes de potentiel des états fondamentaux des paires atomiques Ca2, CaAr
et Ar2 sont représentées dans la gure 5.2. L'énergie de dissociation et la distance
d'équilibre des diérents dimères sont donnés dans le tableau 5.3. A partir des poten-
tiels, on peut rationaliser la forme générale des structures fondamentales en considérant
les énergies mises en jeu dans les états des diérents dimères constituant le système.
Le puits de Ca2 est le plus profond (De = 943 cm
−1
), ainsi les structures les plus
basses en énergie présentent dans tous les cas le dimère de calcium. Le puits de Ar2
est plus important que celui de CaAr (De = 100 cm
−1
pour Ar2 et De = 82 cm
−1
pour CaAr), cela se traduit par une maximisation des liaisons argon-argon dans les
structures fondamentales et la formation systématique du dimère de calcium.
127
De (cm
−1
) Re (bohr)
CaAr 100 9.20
Ar2 82 7.08
Ca2 943 8.10
Table 5.3: Énergie de dissociation et distance d'équilibre des diérentes paires d'atomes présents
dans le système Ca2Arn.
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Figure 5.2: Courbes de potentiel des états fondamentaux des fragments diatomiques impliqué dans
le système Ca2Arn.
128
Figure 5.3: Isomère le plus stable de Ar7
Figure 5.4: Isomère le plus stable de Ar13. Les deux gures montrent le même système vu sous deux
angles diérents.
Dans le cas d'un agrégat homo-nucléaire, les séquences les plus coordinées dans la
gamme n = 3− 13 ont été déterminées par Werfelmeier (1938). Les structures les plus
compactes sont construites à partir de de tétraèdres en tant que briques élémentaires.
Par exemple, pour 5 atomes la structure la plus coordinée s'obtient en accolant 2 té-
traèdres. Ainsi, on obtient une construction pour n = 7, résultant de l'assemblage de 5
tétraèdres avec un arrangement en forme de bi-pyramide (Les tétraèdres ne sont alors
pas strictement réguliers) (voir la gure 5.3). Cette structure qui possède une symétrie
d'ordre cinq dite pentagonale n'est jamais observée dans la phase cristalline. Si on
ajoute à cette structure 5 autres tétraèdres (pas parfaitement réguliers), on obtient
une structure encore plus symétrique, icosaèdre régulier de symétrie (Ih), présentant
13 atomes, 20 faces, 40 liaisons et une coordinance c = 52 avec une coordination de
l'atome central égale à 12. A partir du dodécaèdre (bi-pyramide pentagonales), c'est-à-
dire des tétraèdres en construction anti-Mackay, on obtient d'autres formes compactes
remarquables présentant plusieurs icosaèdres imbriqués, comme la structure de l'agré-
gat d'argon Ar19 illustrée dans la gure 5.5.
Les diérentes structures fondamentales pour les systèmes Ca2Arn pour 0 < n < 55
Figure 5.5: Isomère le plus stable de Ar19.
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et pour n = 145, 146 et 147, présentent la même caractéristique, à savoir la formation
de dimère de calcium à la surface de l'agrégat d'argon. Les isomères les plus stables
des systèmes Ca2Arn sont présentés dans les gures 5.11, 5.12, 5.13, 5.14, 5.15 et 5.16
, avec n allant de 0 à 55. Les isomères plus énergétiques se trouvent en annexe D.
Les structures avec 13 ou 55 atomes d'argon étant des structures icosaédriques remar-
quables (un icosaèdre de Mackay pour n = 55, voir la gure 5.6).
Les diérentes structures présentent dans le cas homo-nucléaire de l'argon, se retrou-
vent plus ou moins déformées dans les isomères fondamentaux des systèmes Ca2Arn.
Pour n = 1, il est clair que la structure la plus stable est un triangle isocèle, la
coordinance étant maximale dans cette conguration (c = 3). Pour plusieurs tailles
d'agrégats n = 7, 8, 9 on retrouve la structure commune composée de 7 atomes d'ar-
gon formant la bi-pyramide pentagonale construite autour d'un dimère d'argon. Pour
la taille n = 11, le nombre total d'atomes est de 13, ce qui correspond à la structure
icosaédrique de l'argon seul où deux pentagones sont imbriqués l'une dans l'autre en
mettant en commun un atome d'argon. Les deux atomes de calcium remplacent deux
atomes d'argon de la surface, entraînant une déformation de icosaèdre du coté du
dimère de calcium, la distance d'équilibre de Ca2 (peu modiée par l'agrégat) étant
plus importante que celle de Ar2. Pour n = 12, 13, 14 la structure principale est la
même que pour n = 11 où un atome, un dimère d'argon ou encore trois atomes d'ar-
gon sont déposés à la surface. Pour les tailles suivantes, n = 15, 16 et 17, le dimère de
calcium est exclu de la structure icosaédrique formée par 13 atomes d'argon et se place
à surface. De n = 18 à 24, il apparaît une structure caractéristique stable analogue au
cas homo-nucléaire, à savoir, deux icosaèdres imbriqués l'un dans l'autre (proche de
la structure de Ar19 (gure 5.5)). On peut également voir cette structure comme une
chaîne de 4 atomes d'argon sur laquelle sont enlés perpendiculairement à l'axe de la
chaîne, trois pentagones réguliers positionnés sur le centre de chaque dimère d'argon
formant la dite chaîne. Le dimère de calcium remplace deux atomes d'argon sur un des
pentagones extérieurs. Sur les tailles suivantes pour n = 25 à 28, le dimère de calcium
est à l'extérieur de la structure, sauf pour n = 27 où un atome de calcium se retrouve
aligné avec trois atomes d'argon. Entre 29 et 33, il n'y a pas de structure particulière
et à partir de 34 on commence à voir la structure d'un icosaèdre de Mackay (gure
5.6) : soit un atome de calcium prend la place d'un atome d'argon sur un axe où 5
atomes d'argon sont alignés dans le cas régulier homo-nucléaire, (pour n = 35, 37 et
de 39 à 44 et à 54), soit le dimère de calcium se place à la surface loin du sommet
complet (n = 36, 38 et de 45 à 55).
Le dimère de calcium se place dans la structure analogue à l'icosaèdre de Mackay
pour n = 53 où le nombre d'atomes total permet d'obtenir un icosaèdre complet.
Lorsqu'on rajoute un atome d'argon, le dimère reste dans la structure de icosaèdre
légèrement déformé et l'atome supplémentaire se place à la surface à côté de Ca2 avec
un atome de calcium aligné sur un des axes de 5 atomes. Pour la taille supérieure,
on obtient un icosaèdre de Mackay formé par les 55 atomes d'argon, très légèrement
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Figure 5.6: Isomère le plus stable de Ar55. Les deux gures montrent le même système vu sous deux
angles diérents.
déformés par le dimère Ca2 déposé à la surface de l'agrégat à la frontière entre deux
faces de icosaèdre.
On obtient pour 147 atomes d'argon l'icosaèdre suivant comprenant des axes avec
7 atomes d'argon alignés où chaque dimère de l'axe est entouré de pentagone formé
par 5 atomes, les 4 atomes du centre sont entourés par des pentagones de plus grand
diamètre comprenant 10 atomes et les 4 pentagones du centre sont entourés par des
pentagones encore plus grands comprenant 15 atomes.
Dans le cas où n = 145, le dimère de calcium se place également à la surface,
avec un calcium au sommet d'un des grands axes et un calcium appartenant à un petit
pentagone déformé de 5 atomes (voir la gure 5.7). Pour un des isomères, le calcium se
met à la place de deux atomes d'argon formant un des petits pentagones proches d'un
des sommets de icosaèdre. Cette isomère est plus haut en énergie que le fondamental
de 41 cm−1.
Pour n = 146, la structure de l'isomère fondamental correspond à un icosaèdre de
Mackay où il manque un atome d'argon sur un des sommets et où le dimère de calcium
se place à la surface d'une des faces opposées au sommet laissé vacant par l'argon. Les
faces de l'agrégat sont des triangles équilatéraux où le dimère se place au-dessus de
façon parallèle à une des ses hauteurs (voir gure 5.8).
Pour n = 147, les atomes d'argon forment un icosaèdre de Mackay très légèrement
déformé avec le dimère de calcium situé sur une des faces de icosaèdre de la même
façon que pour la structure fondamentale de la taille précédente. La structure fonda-
mentale est très proche en énergie, de l'isomère où le dimère se trouve également sur
une face de icosaèdre mais positionné de façon parallèle à un des côtés du triangle et
perpendiculaire à la hauteur associée à ce côté. La diérence d'énergie entre ces deux
structures est seulement de 2, 25 cm−1.
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(a) Fondamental
Figure 5.7: Sur la gure de gauche, la structure de l'isomère fondamental de Ca2Ar145 et sur la
gure de droite, la structure d'un autre isomère du même système. Dans les deux cas, on obtient un
icosaèdre de Mackay déformé, le fondamental est moins déformé que l'isomère.
Figure 5.8: Position du dimère de calcium sur une face d'un icosaèdre de Mackay pour les structures
fondamentales des systèmes Ca2Ar146 et Ca2Ar147.
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Intéressons nous maintenant à l'énergie de liaison du dimère de calcium sur un
agrégat d'argon en fonction de la taille de l'agrégat. Si le nombre moyen de coordination
des atomes d'argon évolue de manière assez régulière avec la taille du système, la
coordinance pour les atomes de calcium présente des variations irrégulières en fonction
de la taille de l'agrégat. En eet, si on considère l'énergie de liaisonmoyenne d'un atome
de gaz rare au reste du système, dénie par
E =
ECa2Arn −ECa2
n
on voit dans la gure 1.1 qu'elle augmente régulièrement avec la taille de l'agrégat. En
eet, le chromophore se situe systématiquement à la surface et ne perturbe pas aussi
fortement la construction de l'agrégat que s'il rentrait à l'intérieur de celui-ci pour
certaine taille. En revanche, pour l'énergie de liaison El du chromophore à l'agrégat
dénie par
El = ECa2Arn − EArn + 2ECa
on voit que l'évolution de cette quantité donnée dans la gure 5.10 présente un
comportement irrégulier avec la taille de l'agrégat, reétant une variation de l'en-
vironnement du dimère Ca2 en fonction de la taille de l'agrégat qui est reliée à la
coordinance des atomes de calcium.
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Figure 5.9: Énergie de liaison moyenne d'un atome d'argon en fonction de la taille du système
Ca2Arn
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Figure 5.10: Énergie de liaison de Ca2 sur un agrégat d'argon en fonction de sa taille.
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00 E = −0.0045656
d = 8.1043
01 E = −0.0053153
d = 8.1043
02 E = −0.0065186
d = 8.1043
03 E = −0.0078957
d = 8.0985
04 E = −0.0094846
d = 8.0905
05 E = −0.0112461
d = 8.1035
06 E = −0.0128573
d = 8.0736
07 E = −0.0147408
d = 8.1103
08 E = −0.0166609
d = 8.1052
09 E = −0.0187219
d = 8.1058
10 E = −0.0210851
d = 8.0974
11 E = −0.0237199
d = 8.1027
12 E = −0.0253154
d = 8.1038
13 E = −0.0273169
d = 8.1018
Figure 5.11: Isomère le plus bas en énergie pour le système Ca2Arn avec 0 < n < 13. L'énergie est
donnée en hartree et les distances en bohr.
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14 E = −0.0293419
d = 8.1015
15 E = −0.0313421
d = 8.1132
16 E = −0.0337393
d = 8.1109
17 E = −0.0363657
d = 8.1111
18 E = −0.0383826
d = 8.1081
19 E = −0.0404340
d = 8.1036
20 E = −.0428190
d = 8.1048
21 E = −.0454550
d = 8.1018
22 E = −.0474715
d = 8.1034
Figure 5.12: Isomère les plus bas en énergie pour le système Ca2Arn avec 14 < n < 22. L'énergie
est donnée en hartree et les distances en bohr.
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23 E = −0.0497674
d = 8.1035
24 E = −0.0521319
d = 8.0975
25 E = −.0541319
d = 8.1077
26 E = −0.0566227
d = 8.1065
(d) Ca2
27 E = −.0590070
d = 8.1051
(e) Ca2
28 E = −.0611585
d = 8.1172
(f) Ca2
29 E = −0.0634900
d = 8.1087
30 E = −0.0657689
d = 8.1108
31 E = −.0679239
d = 8.1167
Figure 5.13: Isomère le plus bas en énergie pour le système Ca2Arn avec 23 < n < 31. L'énergie est
donnée en hartree et les distances en bohr.
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32 E = −0.0702284
d = 8.1070
33 E = −0.0725369
d = 8.0959
34 E = −0.0749148
d = 8.1307
35 E = −0.0774261
d = 8.1140
36 E = −0.0798961
d = 8.0180
37 E = −0.0824249
d = 8.0680
38 E = −0.0845815
d = 8.0355
39 E = −0.0872654
d = 8.0916
40 E = −0.0896646
d = 8.0938
Figure 5.14: Isomère le plus bas en énergie pour le système Ca2Arn avec 32 < n < 40. L'énergie est
donnée en hartree et les distances en bohr.
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41 E = −0.0922620
d = 8.1013
42 E = −0.0948643
d = 8.1087
43 E = −0.0973056
d = 8.0147
44 E = −0.0997731
d = 8.0130
45 E = −0.1021450
d = 8.0967
46 E = −0.1048933
d = 8.0527
47 E = −0.1074590
d = 8.0016
48 E = −0.1102002
d = 8.1199
49 E = −0.1130906
d = 8.0443
Figure 5.15: Isomère le plus bas en énergie pour le système Ca2Arn avec 41 < n < 49. L'énergie est
donnée en hartree et les distances en bohr.
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50 E = −0.1159216
d = 8.0637
51 E = −0.1187706
d = 8.0461
52 E = −0.1215395
d = 8.0193
53 E = −0.1242264
d = 8.0603
54 E = −0.1262863
d = 8.0538
55 E = −0.1286521
d = 8.1634
Figure 5.16: Isomère le plus bas en énergie pour le système Ca2Arn avec 50 < n < 55. L'énergie est
donnée en hartree et les distances en bohr.
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Chapitre 6
Spectres d'absorption de Ca2 sur un
agrégat d'argon.
6.1 Inuence des agrégats d'argon sur le dimère Ca2
Nous allons présenter dans cette partie, l'inuence des agrégats d'argon sur les états
excités du dimère de calcium en fonction de la taille des agrégats. Un moyen de déter-
miner l'eet de l'environnement d'argon sur le dimère de calcium est de simuler la
spectroscopie d'absorption du système Ca2Arn. Nous avons déterminé dans le chapitre
4 un hamiltonien modèle DIM permettant de décrire la structure des états électron-
iques excités du dimère habillés par les atomes d'argon. L'utilisation de cet hamiltonien
DIM couplé à une simulation de type Monte-Carlo, nous permet de simuler le spectre
d'absorption d'un tel système. Nous avons calculé les spectres d'absorption des sys-
tèmes Ca2Arn (n = 0 − 55) à très basse température (T = 1K) et à T = 30K qui
représente la température typique dans les expériences CICR réalisées à Saclay.
Avant de discuter des résultats obtenus dans ce chapitre, nous pouvons conclure
à partir de l'étude structurale du système Ca2Arn réalisée dans le chapitre 5 que le
dimère de calcium se place systématiquement à la surface de l'agrégat et que les atomes
de gaz rares perturbent assez faiblement le chromophore Ca2. Ce résultat est cohérent
avec le spectre d'action de Ca2Arn observé par Gaveau et al., légèrement décalé vers
le rouge (150 cm
−1
) par rapport à celui obtenu dans les gouttelettes d'hélium (où le
chromophore est supposé proche de la situation libre). Cependant, l'environnement de
Ca2 peut varier sensiblement avec la taille du système Ca2Arn. En eet, comme nous
l'avons vu dans le chapitre 5, l'énergie de liaison entre le chromophore et un agrégat
d'argon varie de manière irrégulière avec la taille de l'agrégat. Cette caractéristique
traduit une certaine variation de la coordinance des atomes de calcium en fonction de
la taille des agrégats et donc de l'évolution de l'environnement du chromophore (même
pour une localisation de surface).
Notons que la levée de dégénérescence, due à la brisure de symétrie provoquée par
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Figure 6.1: Écart énergétique dû à la levée de dégénérescence entre les états correspondant aux états
2
1Πu (en rouge) et aux états 3
1Πu (en bleu).
la présence du gaz rare, des états de symétrie
1Πu est assez faible. Même à température
très basse (T = 1K), la largeur des pics d'absorption de certains états 1Πu, à savoir le
1, 4, 5 et 6 est relativement importante (environ 150 cm
−1
) pour masquer leur sépara-
tion énergétique. La largeur des pics est liée à la forme de la courbe de potentiel plus
ou moins plate ou abrupte dans la région de Franck Condon. En revanche, les états
2
1Πu et 3
1Πu sont assez plats dans la région R = 8.1 a0 et la levée de dégénérescence
entre ces états est visible dans les spectres réalisés à très basse température. Notons
que l'écartement énergétique varie peu avec la taille de l'agrégat comme le montre la
gure 6.1 (49 cm
−1
en moyenne pour les composantes de 2
1Πu et 120 cm
−1
pour les
3
1Πu à la distance d'équilibre du fondamental). La séparation énergétique des états
3
1Πu est donnée pour quelques systèmes à très basse température (T = 1K), à savoir
Ca2, Ca2Ar, Ca2Ar3 et Ca2Ar13 dans la gure 6.2. On observe que la séparation énergé-
tique des états 3
1Πu est pratiquement constante pour les diérentes tailles d'agrégat.
On observe dans le calcul théorique utilisant le modèle DIM, un décalage vers le bleu
croissant avec la taille de l'agrégat. Le décalage vers le bleu du spectre d'absorption
de Ca2Arn en fonction de la taille de l'agrégat est illustré dans la gure 6.5 (pour les
états 1
1Σ+u , 1
1Πu, 2
1Σ+u , 2
1Πu et 3
1Πu) et la gure 6.6 (pour les états 4
1Πu, 3
1Σ+u ,
4
1Σ+u , 5
1Σ+u et 5,6
1Πu). Les gures sont présentées de bas en haut dans l'ordre énergé-
tique croissant. Les couples de composantes des états 2
1Πu et 3
1Πu pour lesquelles la
séparation énergétique est visible, sont représentés par la valeur moyenne des énergies
de transitions des deux composantes.
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Figure 6.2: Séparation énergétique des états 3
1Πu pour diérents systèmes : Ca2 libre (en rouge),
Ca2Ar (en bleu), Ca2Ar3 (en rose) et Ca2Ar13 (en vert).
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Figure 6.3: Spectre d'absorption des états 3
1Πu et 4
1Πu pour le système Ça2Ars15 à T = 30K.
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Figure 6.4: Spectre d'absorption calculé de la molécule Ca2 (en rouge) et du système Ca2Ar13 (en
bleu) en utilisant le modèle DIM dans une simulation Monte-Carlo à basse température (T = 1K).
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Figure 6.5: Transitions correspondant aux raies d'absorption des états de Ca2Arn en fonction du
nombre d'atomes d'argon. Les spectres d'absorption sont calculés à partir d'une simulation Monte-
Carlo à basse température (T = 1K).
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Figure 6.6: Transitions correspondant aux raies d'absorption des états de Ca2Arn en fonction du
nombre d'atomes d'argon. Les spectres d'absorption sont calculés à partir d'une simulation Monte-
Carlo à basse température (T = 1K).
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A basse température et contrairement au comportement attendu caractérisé par
l'expérience (faite à T = 32K), à savoir un décalage vers le rouge du spectre d'ab-
sorption (environ 150 cm
−1
) le spectre d'absorption calculé dérive globalement vers
le bleu. An d'élucider cette diérence et de savoir si elle est issue du modèle ou des
conditions de simulation, nous avons donc mené des simulations à T = 32K. Nous
nous concentrons ici sur les états 3
1Πu et 4
1Πu, c'est-à-dire la zone 26000-27000 cm
−1
.
Le spectre d'absorption calculé à T = 32K pour le système Ca2Ar15 est donnée dans
la gure 6.3. On retrouve bien la structure bimodale observée, et qui avait déjà été
calculée pour le système Ca2 isolé. Par ailleurs, le décalage vers le bleu subsiste égale-
ment à cette température.
Nous avons essayé de caractériser la dérive générale de tout le spectre d'absorp-
tion théorique vers le bleu. La première raison invoquée, est la grande sensibilité liée
à la détermination des états fondamentaux et excités du système CaAr. En eet,
l'énergie de dissociation (De = 95 cm
−1
) du potentiel d'interaction utilisé dans notre
modèle est légèrement supérieure à la plupart des déterminations de l'énergie de dis-
sociation de l'état fondamental que l'on peut trouver dans la littérature [87] [88] .
Les puits des états excités absorbants
1Σ+ et 1Π dissociant à l'asymptote mono-excité
Ar(3s23p6 1S)+Ca(4s4p 1P ) sont De = 43 cm
−1
et De = 170 cm
−1
respectivement. La
position énergétique des états excités
1Σ+ et 1Π dans la zone de Franck Condon sont
de +20 cm
−1
et -170 cm
−1
respectivement, si on prend le zéro d'énergie à l'asymptote
3s2 1S + 4s4p 1P . Ainsi, la composante correspondant à l'état 1Σ+dans le dimère tend
à décaler le spectre d'absorption vers le bleu tandis que les composantes correspondant
aux états
1Π tendent à décaler le spectre d'absorption vers le rouge. La situation dans
les agrégats n'est pas évidente à rationaliser, et il n'est pas facile de déterminer a priori
quelle composante impose la tendance aux systèmes. Un puits un peu moins profond
de l'état fondamental et des puits plus profonds pour les états excités pourraient in-
verser la tendance.
Nous avons dans ce but eectué un calcul pour quelques tailles avec un puits pour
l'état fondamental un peu moins profond (De = 66 cm
−1
) en utilisant le potentiel
déterminé par Kirschner [88] mais sans parvenir à inverser la tendance, bien que le
décalage soit réduit d'environ 300 cm
−1
. Un exemple est donné dans la gure 6.7 pour
les états 2
1Πu du système Ca2Ar15 avec le même état fondamental diabatique de CaAr
que celui présenté dans le chapitre 4 (en bleu sur la gure) et avec l'état fondamental
déterminé par Kirschner (en vert). Le problème peut également provenir des courbes
de potentiels des états excités, mais les valeurs données par diérents auteurs dans la
littérature ne vont pas dans le bon sens puisqu'ils proposent des puits pour les états
excités moins profonds. Les états ioniques des systèmes inclus dans le modèle peuvent
également modier la position énergétique des états absorbants.
Une autre piste pouvant expliquer l'écart avec l'expérience est l'inclusion de termes
à trois corps dans le modèle qui seraient susamment importants pour modier la
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Figure 6.7: Décalage vers le bleu du spectre d'absorption des états 2
1Πu : Ca2 libre (en rouge),
Ca2Ar15 avec le potentiel fondamental de Ca2Ar déterminé par Kirschner (en vert), Ca2Ar15 avec
notre potentiel (en bleu).
tendance. Dans ce cas, cela marquerait une limitation du modèle DIM dans sa forme
actuelle.
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Chapitre 7
Conclusion générale
Les travaux présentés dans cette thèse constituent une première contribution de
l'étude du système Ca2Arn. Le calcul du spectre des états électroniques du dimère
de calcium est une étape essentielle à la compréhension du comportement et des car-
actéristiques qualitatives des états excités du système Ca2Arn. Les calculs réalisés
ont mis en lumière la richesse de la structure du spectre électronique de Ca2 dans
la gamme d'énergie 0-30000 cm
−1
. Ils conrment les résultats théoriques obtenus par
d'autres auteurs sur les états du bas du spectre et de manière générale nos résultats
et les résultats théoriques de la littérature sont en assez bon accord avec les données
expérimentales pour quatre états observés de la molécule. A ce propos, nos résultats,
particulièrement celui sur l'état 3
1Πu, ont été utiles pour interpréter le spectre expéri-
mental d'absorption autour de 27000 cm
−1
récemment observé par Gaveau et al. dans
les expériences CICR où le dimère de calcium est déposé sur un agrégat d'argon ou
sur une nano-goutte d'hélium. Ces calculs ont été essentiellement réalisés dans le but
de fournir un modèle de la structure électronique ecace pour la description des sys-
tèmes Ca2Arn. Une des spécicités du spectre des états électroniques est l'apparition
des états doublement excités dans la gamme d'énergie 15000-30000 cm
−1
. Cette car-
actéristique a rendu la modélisation de la structure électronique bien plus compliquée
que celle des systèmes CaArn dans lesquels les états
3P , 3D, 1D et 1P seuls susent
à décrire les états de basse énergie jusqu'à 23000 cm
−1
.
Dans une deuxième étape du travail, nous avons mis au point un modèle Diatomics-
in-Molecules pour modéliser quantiquement l'interaction de Ca2 électroniquement ex-
cité avec des atomes d'argon. Pour cela nous avons utilisé une base de congurations
Valence-Bond pour exprimer le hamiltonien de l'agrégat. Nous avons également, pour
eectuer la paramétisation de l'hamiltonien DIM dans cette base, mis en oeuvre un
procédure de diabatisation. La diabatisation peut s'avérer délicate lorsqu'elle concerne
de nombreux états, dans la mesure où une coupure doit nécessairement être mise en
oeuvre, mais sa dénition est toujours soumise à l'apparition d'états intrus, de plus en
plus probables lorsque l'on monte en énergie dans le spectre.
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Après avoir déterminé les propriétés structurales des agrégats Ca2Arn dans l'état
fondamental, nous avons également commencé à mettre en oeuvre des simulations
Monte Carlo des spectres d'absorption depuis l'état fondamental de certains agrégats
Ca2Arn (n=13) en particulier. Les conclusions font actuellement apparaître un dé-
calage vers le bleu, contraire aux observations expérimentales pour la bande observée
à 27000 cm
−1
. Ce désaccord pourrait, en partie, être dû à un potentiel CaAr dans l'état
fondamental légèrement trop attractif, et à une accumulation d'erreur provenant de
l'additivité des potentiels dans les éléments diagonaux de la matrice DIM. Si ce dé-
calage vers le bleu subsiste malgré des ajustements des potentiels, l'addition de termes
à trois corps diagonaux pourrait s'avérer indispensable.
Malgré cette diérence, nous pensons que le modèle proposé pourrait être util-
isé dans un contexte dynamique de type sauts de surfaces (méthode de Tully [89]).
L'hamiltonien 64x64, même s'il dépasse la taille des modèles DIM habituels, est mal-
gré tout un outil assez ecace pour être inséré dans des codes de dynamique intensifs.
Néanmoins, ce travail devra alors être complété par les calculs de gradient des états
excités et des couplages non-adiabatiques. L'étude théorique de la dynamique des pro-
cessus de relaxation électronique, de dissociation de Ca2, et de transfert d'énergie aux
degrés vibrationnels des agrégats inertes pourrait devenir accessible pour ce système
complexe.
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Annexe A
Calcul du spectre d'absorption théorique de Ca2
Nous présentons brièvement les principes du calcul de spectre d'absorption théorique
de Ca2 par l'utilisation de la propagation de paquet d'ondes sur les états adiabatiques
3
1Πu et 4
1Πu. A la place de résoudre l'équation de Schrödinger indépendante du temps
pour déterminer le mouvement nucléaire sur des états électronique excités, on peut tra-
vailler dans le domaine temporel et résoudre l'équation de Schrödinger dépendante du
temps pour un paquet d'ondes dépendant du temps. On considère le paquet d'ondes
initiale sur un état électronique excité
Φex(R, t = 0) = µ(R)Ψgr(R)
où µ est le moment dipolaire de transition entre l'état fondamental et l'état excité con-
sidéré et Ψgr est la fonction propre vibrationnelle fondamentale de l'état électronique
fondamental, solution de l'équation de Schrödinger indépendante du temps.
On peut montrer que la section ecace totale d'absorption est donnée par
σ(ω) = CEphoton
+∞∫
−∞
eiωtS(t)dt
avec la constante C = ρpi/(~ε0c) et ρ = (2pi~)−1
Le recouvrement du paquet d'ondes au temps t avec le paquet d'ondes initial à
t = 0
S(t) = 〈Φex(0)|Φex(t)〉
est appelé fonction d'auto-corrélation. En d'autre termes, le spectre absorption
dépendant de l'énergie est simplement la transformée de Fourier de la fonction d'auto-
corrélation.
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Annexe B
Nous donnons dans le tableau suivant la liste des 64 congurations atomiques de
multiplicité singulet, qui constituent le hamiltonien DIM. Les déterminants sont écrit
ci-après seulement à partir des orbitales atomiques des atomes de calcium a et b , à
savoir 4s, 3d, 4p, 5s et les composantes zwiterioniques 4pzw, dans une notation trou-
particule. Ainsi la conguration fondamentale est dénie par le déterminant suivant :
Φ0 = |sasasbsb|
Dissociation Conguration
1S(4s2) +1 P (4s4pzw) 1√
2
(|4sa → 4pzwxb |+ |4sa → 4pzwxb |)
(6 congurations) 1√
2
(|4sa → 4pzwyb |+ |4sa → 4pzwyb |)
1√
2
(|4sa → 4pzwzb |+ |4sa → 4pzwzb |)
1√
2
(|4sb → 4pzwxa |+ |4sb → 4pzwxa |)
1√
2
(|4sb → 4pzwya |+ |4sb → 4pzwya |)
1√
2
(|4sb → 4pzwza |+ |4sb → 4pzwza |)
3P (4s4p) +3 P (4s4p) 1√
2
(|4sa4sb → 4pxa4pxb|+ |4sa4sb → 4pxa4pxb|)
(9 congurations)
1√
2
(|4sa4sb → 4pxa4pyb|+ |4sa4sb → 4pxa4pyb|)
1√
2
(|4sa4sb → 4pxa4pzb|+ |4sa4sb → 4pxa4pzb|)
1√
2
(|4sa4sb → 4pya4pxb|+ |4sa4sb → 4pya4pxb|)
1√
2
(|4sa4sb → 4pya4pyb|+ |4sa4sb → 4pya4pyb|)
1√
2
(|4sa4sb → 4pya4pzb|+ |4sa4sb → 4pxa4pzb|)
1√
2
(|4sa4sb → 4pza4pxb|+ |4sa4sb → 4pxa4pxb|)
1√
2
(|4sa4sb → 4pza4pyb|+ |4sa4sb → 4pxa4pyb|)
1√
2
(|4sa4sb → 4pza4pzb|+ |4sa4sb → 4pxa4pzb|)
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Dissociation Conguration
1S(4s2) +1 D(4s3d) 1√
2
(|4sa → 3dxza|+ |4sa → 3dxza|)
(10 congurations) 1√
2
(|4sa → 3dyza|+ |4sa → 3dyza|)
1√
2
(|4sa → 3dz2a|+ |4sa → 3dz2a|)
1√
2
(|4sa → 3dxya|+ |4sa → 3dxya|)
1√
2
(|4sa → 3dx2−y2a|+ |4sa → 3dx2−y2a|)
1√
2
(|4sb → 3dxzb|+ |4sb → 3dxzb|)
1√
2
(|4sb → 3dyzb|+ |4sb → 3dyzb|)
1√
2
(|4sb → 3dz2b|+ |4sb → 3dz2b|)
1√
2
(|4sb → 3dxyb|+ |sb → dxyb|)
1√
2
(|4sb → 3dx2−y2b|+ |4sb → 3dx2−y2b|)
1S(4s2) +1 P (4s4p) 1√
2
(|4sa → 4pxa|+ |4sa → 4pxa|)
(6 congurations) 1√
2
(|4sa → 4pya|+ |4sa → 4pya|)
1√
2
(|4sa → 4pza|+ |4sa → 4pza|)
1√
2
(|4sb → 4pxb|+ |4sb → 4pxb|)
1√
2
(|4sb → 4pyb|+ |4sb → 4pyb|)
1√
2
(|4sb → 4pzb|+ |4sb → 4pzb|)
1S(4s2) +1 S(4s5s) 1√
2
(|4sa → 5sa|+ |4sa → 5sa|)
(2 congurations) 1√
2
(|4sb → 5sb|+ |4sb → 5sb|)
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Dissociation Conguration
3P (4s4p) +3 D(4s3d) 1√
2
(|4sa4sb → 4pxa3dxzb|+ |4sa4sb → 4pxa3dxzb|)
(30 congurations)
1√
2
(|4sa4sb → 4pxa3dyzb|+ |4sa4sb → 4pxa3dyzb|)
1√
2
(|4sa4sb → 4pxa3dz2b|+ |4sa4sb → 4pxa3dz2b|)
1√
2
(|4sa4sb → 4pxa3dxyb|+ |4sa4sb → 4pya3dxyb|)
1√
2
(|4sa4sb → 4pxa3dx2−y2b|+ |4sa4sb → 4pya3dx2−y2b|)
1√
2
(|4sa4sb → 4pya3dxzb|+ |4sa4sb → 4pya3dxzb|)
1√
2
(|4sa4sb → 4pya3dyzb|+ |4sa4sb → 4pya3dyzb|)
1√
2
(|4sa4sb → 4pya3dz2b|+ |4sa4sb → 4pya3dz2b|)
1√
2
(|4sa4sb → 4pya3dxyb|+ |4sa4sb → 4pya3dxyb|)
1√
2
(|4sa4sb → 4pya3dx2−y2b|+ |4sa4sb → 4pya3dx2−y2b|)
1√
2
(|4sa4sb → 4pza3dxzb|+ |4sa4sb → 4pza3dxzb|)
1√
2
(|4sa4sb → 4pza3dyzb|+ |4sa4sb → 4pxza3dyzb|)
1√
2
(|4sa4sb → 4pza3dz2b|+ |4sa4sb → 4pza3dz2b|)
1√
2
(|4sa4sb → 4pza3dxyb|+ |4sa4sb → 4pza3dxyb|)
1√
2
(|4sa4sb → 4pza3dx2−y2b|+ |4sa4sb → 4pza3dx2−y2b|)
1√
2
(|4sa4sb → 3dxza4pxb|+ |4sa4sb → 3dxza4pxb|)
1√
2
(|4sa4sb → 3dyza4pxb|+ |4sa4sb → 3dyza4pxb|)
1√
2
(|4sa4sb → 3dz2a4pxb|+ |4sa4sb → 3dz2a4pxb|)
1√
2
(|4sa4sb → 3dxya4pxb|+ |4sa4sb → 3dxya4pxb|)
1√
2
(|4sa4sb → 3dx2−y2a4pxb|+ |4sa4sb → 3dx2−y2a4pxb|)
1√
2
(|4sa4sb → 3dxza4pyb|+ |4sa4sb → 3dxza4pyb|)
1√
2
(|4sa4sb → 3dyza4pyb|+ |4sa4sb → 3dyza4pyb|)
1√
2
(|4sa4sb → 3dz2a4pyb|+ |4sa4sb → 3dz2a4pyb|)
1√
2
(|4sa4sb → 3dxya4pyb|+ |4sa4sb → 3dxya4pyb|)
1√
2
(|4sa4sb → 3dx2−y2a4pyb|+ |4sa4sb → 3dx2−y2a4pyb|)
1√
2
(|4sa4sb → 3dxza4pzb|+ |4sa4sb → 3dxza4pzb|)
1√
2
(|4sa4sb → 3dyza4pzb|+ |4sa4sb → 3dyza4pzb|)
1√
2
(|4sa4sb → 3dz2a4pzb|+ |4sa4sb → 3dz2a4pzb|)
1√
2
(|4sa4sb → 3dxya4pzb|+ |4sa4sb → 3dxya4pzb|)
1√
2
(|4sa4sb → 3dx2−y2a4pzb|+ |4sa4sb → 3dx2−y2a4pzb|)
Attention, les congurations atomiques données dans les tableaux ci-dessus ne
représentent que les congurations de multiplicité singulet et ne sont pas des con-
gurations d'espace. Les diérents états moléculaires de symétries d'espace Σ+,−u,g , Πu,g
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et ∆u,g sont construits à partir de combinaisons de ces congurations singulets explic-
itées dans l'annexe C.
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Annexe C
Matrices de transformation
Les états excités de Ca2 issus du calcul ab initio eectué avec CIPSI sont exprimés
sur une base moléculaire délocalisée sur le dimère appartenant au groupe de symétrie
D∞h qui possède un centre d'inversion comme opération de symétrie dénissant les
états pair (gerade g) et impair (ungerade u). Dans notre modèle DIM, nous travaillons
sur une base diabatique localisée sur chaque atome, il faut donc appliquer une matrice
unitaire de transformation pour exprimer ces états en termes de conguration d'or-
bitales atomiques modèles localisées sur chaque atome. Les matrices de localisation
des états moléculaires sur les orbitales atomiques sont écrites ci-après, pour chaque
groupe d'états corrélant à la même asymptote.
Mono-excités 4s4p et 4s4pzw (3 ∗ 2 congurations) :
Les 6 états moléculaires mono-excités qui corrèlent vers l'asymptote Ca(4s2 1S) +
Ca(4s4p 1P ) sont transformés dans une base de congurations diabatiques atomiques
de type valence-bond par la matrice unitaire suivante :

4pxa
4pya
4pza
4pxb
4pyb
4pzb
 =

1/
√
2 0 0 1/
√
2 0 0
0 1/
√
2 0 0 1/
√
2 0
0 0 1/
√
2 0 0 1/
√
2
1/
√
2 0 0 −1/√2 0 0
0 1/
√
2 0 0 −1/√2 0
0 0 1/
√
2 0 0 −1/√2


1Πxu
1Πyu
1Σ+u
1Πxg
1Πyg
1Σ+g

On applique la même transformation pour les 6 états ioniques qui corrèlent vers
Ca(4s2 1S) + Ca(4s4pzw 1P ).
Mono-excités 4s3d (5 ∗ 2 congurations) :
Pour les 10 états singulets qui corrèlent vers l'asymptote Ca(4s2 1S)+Ca(4s3d 1D).
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
3dxza
3dyza
3dZ2a
3dxya
3dx2−y2a
3dxzb
3dyzb
3dz2b
3dxyb
3dx2−y2b

=

1/
√
2 0 0 0 0 1/
√
2 0 0 0 0
0 1/
√
2 0 0 0 0 1/
√
2 0 0 0
0 0 1/
√
2 0 0 0 0 1/
√
2 0 0
0 0 0 1/
√
2 0 0 0 0 1/
√
2 0
0 0 0 0 1/
√
2 0 0 0 0 1/
√
2
1/
√
2 0 0 0 0 −1/√2 0 0 0 0
0 1/
√
2 0 0 0 0 −1/√2 0 0 0
0 0 1/
√
2 0 0 0 0 −1/√2 0 0
0 0 0 1/
√
2 0 0 0 0 −1/√2 0
0 0 0 0 1/
√
2 0 0 0 0 −1/√2


1Πxg
1Πyg
1Σ+g
1∆g
1∆g
1Πxu
1Πyu
1Σ+u
1∆u
1∆u

Mono-excités 4s5s (2 congurations) :
Les 2 états singulets exprimés avec des orbitales moléculaires qui corrèlent vers l'asymp-
tote Ca(4s2 1S) + Ca(4s5s 1S) s'écrivent dans la base localisée valence bond à l'aide
de la matrice de transformation suivante :(
5sa
5sb
)
=
(
1/
√
2 1/
√
2
1/
√
2 −1/√2
)(
1Σ+g
1Σ+u
)
Di-excités 4s4p+ 4s4p (9 congurations) :
Pour les 9 états singulets qui corrèlent vers l'asymptote Ca(4s4p 3P )+Ca(4s4p 3P ).

4pxa4pxb
4pxa4pyb
4pxa4pzb
4pya4pxb
4pya4pyb
4pya4pzb
4pza4pxb
4pza4pyb
4pza4pzb

=

1/
√
2 0 0 0 1/
√
2 0 0 0 0
0 1/
√
2 0 1/
√
2 0 0 0 0 0
0 0 1/
√
2 0 0 0 1/
√
2 0 0
0 1/
√
2 0 −1/√2 0 0 0 0 0
1/
√
2 0 0 0 −1/√2 0 0 0 0
0 0 0 0 0 1/
√
2 0 1/
√
2 0
0 0 1/
√
2 0 0 0 −1/√2 0 0
0 0 0 0 0 1/
√
2 0 −1/√2 0
0 0 0 0 0 0 0 0 1


1Σ+g
1∆g
1Πxg
1Σ−u
1∆g
1Πyg
1Πxu
1Πyu
1Σ+g

Di-excités 4s4p+ 4s3d (30 congurations) :
Pour les 30 états di-excités qui corrèlent vers l'asymptote Ca(4s4p 3P )+Ca(4s3d 3D)
les matrices de transformation sont présentées par bloc de congurations. Pour cer-
tains états, il faut une combinaison de deux déterminants pour les représenter dans les
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groupe de symétrie utilisé pour le calcul. Ainsi la localisation de ces derniers couplent
quatre congurations atomiques.
Pour les 4 états singulets di-excités par rapport au fondamental 1Σ+u
1∆u
1Σ+g et
1∆g.
Matrice de transformation :

4pxa3dxzb
4pya3dyzb
3dxza4pxb
3dyza4pyb
 =

1/2 1/2 1/2 1/2
1/2 −1/2 1/2 −1/2
1/2 1/2 −1/2 −1/2
1/2 −1/2 −1/2 1/2


1Σ+u
1∆u
1Σ+g
1∆g

Pour les 4 états singulets 1∆u
1Σ−u
1∆g et
1Σ−g .
Matrice de transformation :

4pxa3dyzb
4pya3dxzb
3dyza4pxb
3dxza4pyb
 =

1/2 1/2 1/2 1/2
1/2 −1/2 1/2 −1/2
1/2 1/2 −1/2 −1/2
1/2 −1/2 −1/2 1/2


1∆u
1Σ−u
1∆g
1Σ−g

Pour les 4 états singulets 1Πxu
1Φxu
1Πxg
1Φxg .
Matrice de transformation :

4pxxa3dx2−y2b
4pya3dxyb
3dx2−y2a4pxb
3dxya4pyb
 =

1/2 1/2 1/2 1/2
1/2 −1/2 1/2 −1/2
1/2 1/2 −1/2 −1/2
1/2 −1/2 −1/2 1/2


1Πxu
1Φxu
1Πxg
1Φxg

Pour les 4 états singulets 1Πyu
1Φyu
1Πyg et
1Φyg .
Matrice de transformation

4pya3dx2−y2b
4pxa3dxyb
3dx2−y2a4pyb
3dxya4pxb
 =

1/2 1/2 1/2 1/2
1/2 −1/2 1/2 −1/2
1/2 1/2 −1/2 −1/2
1/2 −1/2 −1/2 1/2


1Πyu
1Φyu
1Πyg
1Φyg

Il reste les états moléculaires singulets constitués de seulement deux déterminants
di-excités : les états de symétrie
1Π, 1Σ et les 1∆ .
Pour les 8 autres états singulets 1Π.
Matrice de transformation
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
4pxa3dz2b
3dz2a4pxb
4pya3dz2b
4dyza4pyb
4pza3dxzb
3dxza4pzb
4pza3dyzb
3dyza4pzb

=

1/
√
2 1/
√
2 0 0 0 0 0 0
1/
√
2 −1/√2 0 0 0 0 0 0
0 0 1/
√
2 1/
√
2 0 0 0 0
0 0 1/
√
2 −1/√2 0 0 0 0
0 0 0 0 1/
√
2 1/
√
2 0 0
0 0 0 0 1/
√
2 −1/√2 0 0
0 0 0 0 0 0 1/
√
2 1/
√
2
0 0 0 0 0 0 1/
√
2 −1/√2


1Πxu
1Πxg
1Πyu
1Πyg
1Πxu
1Πxg
1Πyu
1Πyg

Pour les états
1∆.
Matrice de transformation :
4pza3dx2−y2b
3dx2−y2a4pzb
4pza3dxyb
3dxya4pzb
 =

1/
√
2 1/
√
2 0 0
1/
√
2 −1/√2 0 0
0 0 1/
√
2 1/
√
2
0 0 1/
√
2 −1/√2


1∆u
1∆g
1∆u
1∆g

Pour les états
1Σ+.
Matrice de transformation :
(
4pza3dz2b
3dz2b4pzb
)
=
(
1/
√
2 1/
√
2
1/
√
2 −1/√2
)(
1Σ+u
1Σ+g
)
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Annexe D
Isomères des systèmes Ca2Arn
Nous présentons dans cette annexe les isomères des systèmes Ca2Arn, pour n allant
de 0 à 17. Pour chaque taille de système, le premier isomère est le plus stable, et
son énergie est donnée en u.a. Pour les autres isomères, nous indiquons la diérence
d'énergie en cm
−1
par rapport à la structure la plus stable.
00 −.001336
01 −.001315
02 −.006519
03 −0.007896 +34 cm−1 +903 cm−1
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04 −.007896 +75 cm−1 +115 cm−1 +933 cm−1
05 −.011246 +53 cm−1 +56 cm−1 +114 cm−1 +192 cm−1 +232 cm−1 +529 cm−1 +940 cm−1
06 −.012857 +17 cm−1 +37 cm−1 +43 cm−1 +68 cm−1 +93 cm−1 +925 cm−1
07 −.014740 +16 cm−1 +88 cm−1 +99 cm−1
08 −.016661 +23 cm−1 +50 cm−1 +63 cm−1 +88 cm−1 +174 cm−1 +186 cm−1
09 −.018721 +25 cm−1 +28 cm−1 +31 cm−1
10 −.021085 +31 cm−1 +126 cm−1 +264 cm−1
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11 −.023720 +278 cm−1 +534 cm−1 +565 cm−1
12 −.025315 +2 cm−1 +10 cm−1 +16 cm−1 +177 cm−1 +216 cm−1 +238 cm−1 +261 cm−1
13 −.027312 +6 cm−1 +90 cm−1 +101 cm−1 +103 cm−1
14 −.029342 +15 cm−1 +16 cm−1 +18 cm−1 +21 cm−1 +27 cm−1 +60 cm−1 +73 cm−1
15 −.031342 +7 cm−1 +9 cm−1 +12 cm−1 +48 cm−1 +74 cm−1 +115 cm−1 +129 cm−1
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TITLE : Modeling the electronic structure and spectroscopy of chromophores absorbed on a  
rare  gas cluster.
SUMMARY :
The work introduced in the present thesis is a first contribution to the investigation of the  
electronic structure of the Ca2Arn system. The first part reports the ab initio calculations of the  
electronics states of the calcium dimer. The calculations highlight the very rich nature of the  
electronic  spectrum  of  Ca2 :  interaction  between  singly  and  doubly  excited  states,  role  of  
zwitterionic states. More than 70 electronics states have been investigated and characterized via  
the  determination  of  their  spectroscopic  constants.  The  transition  dipole  moments  from  the  
ground state have also been determined. These calculations confirm   previous theoretical and  
experimental results available in the literature (electronic transitions below 20 000 cm -1) and 
extend the  spectral  knowledge up to  35 000 cm-1 above the ground state.  In  a second  step,  
Diatomics-In-Molecules model has been designed to describe the interaction between electronic  
excited Ca2 an argon atoms. This model is expressed in a basis of  Valence Bond configurations.  
The parameterization of the DIM Hamiltonian is achieved  by a diabatization of the electronic  
states of Ca2 and CaAr fragments. After determining the structural properties of Ca2Arn clusters  
in  their  ground state,  we have  achieved Monte-Carlo  simulations  to  investigate  their  visible  
absorption spectra from the ground state. 
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