Pulsed plasma microjets: a new tool for the investigation of plasma kinetics and molecular spectroscopy by Houlahan, Thomas
c© 2014 Thomas J. Houlahan, Jr.
PULSED PLASMA MICROJETS: A NEW TOOL FOR THE INVESTIGATION
OF PLASMA KINETICS AND MOLECULAR SPECTROSCOPY
BY
THOMAS J. HOULAHAN, JR.
DISSERTATION
Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Electrical and Computer Engineering
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2014
Urbana, Illinois
Doctoral Committee:
Professor J. Gary Eden, Chair
Associate Professor Paul Scott Carney
Professor Brian T. Cunningham
Professor Benjamin J. McCall
Professor Martin Gruebele
ABSTRACT
We report on the development of a new laboratory tool which is suitable
both for generating and quickly cooling short-lived molecules, and also for
studying the kinetics and dynamics that take place at the rotational level
during the expansion process. By integrating a microplasma device with a
supersonic nozzle, temperatures as low as 50 K were achieved for molecules
having lifetimes shorter than 40 ns and excitation (internal) energies & 11
eV. Additionally, final temperatures ranging from 90 K to 900 K for a set
of nested electronic states were observed in the He2 excimer, and a highly
non-equilibrium rotational distribution was recorded for the lowest of these
nested states. This rotational distribution was analyzed with a kinetic mode
and shown to be due primarily to collisional excitation transfer and rotational
relaxation. Since collisions are the means by which the supersonic expansion
process cools atoms/molecules, this result perhaps demonstrates a funda-
mental restriction on which molecular states can and cannot be effectively
cooled in a supersonic expansion. The rate constant for rotational relax-
ation within the He2(d
3Σ+u ) state was determined to be (9.4 ± 0.1) × 10−13
cm3s−1, while the rate constant for collisional excitation transfer between
rotational levels of the He2(e
3Πg) and He2(d
3Σ+u ) states was found to scale
as ((9.8± 5.9)× 10−14 cm3s−1) e−(6.4×10−3)∆EB .
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CHAPTER 1
INTRODUCTION
The cooling of a gas via supersonic expansion was first demonstrated in 1951,
with the theoretical framework for the process having been published earlier
that same year [1, 2]. Since then, supersonic jets have been used to investi-
gate a wide variety of molecules and chemical reactions, the vast majority of
which involve atoms/molecules that leave the nozzle of the jet in their ground
electronic state [3–7]. The rotationally cold, ground-state molecules resulting
from this expansion are then typically either (1) crossed with another gas jet
to observe a desired chemical reaction [6], or (2) excited to a higher-lying
state, either by a laser or an electron beam [5]. Given that the lowest-lying
excited states of many atoms/molecules are often 5–20 eV above the ground
state, and that they share little spatial overlap with the ground state, the
process of exciting these rotationally cold ground-state atoms/molecules can
present a large technical challenge. Even if one is willing to excite electronic
excited states from a cooled ground-state population with ultraviolet, VUV,
or XUV photons, Franck-Condon considerations often inhibit photoexcita-
tion of the portion of excited states that are of greatest chemical and struc-
tural interest. Therefore, it is desirable to cool the rotational distribution of
the excited electronic state directly.
In 1974, J. Q. Searcy used a corona discharge situated just behind a quartz
nozzle for the purpose of generating metastable species [8]. The corona-
assisted jet used by Searcy is pictured in Figure 1.1. Subsequent use of
this method during the 1980s and the 1990s was reported, with rotational
temperatures below 30 K being observed in states having lifetimes ≥ 690 ns
[9–13]. These studies have used the corona-assisted jet to generate metastable
molecules (i.e. OH(A2Σ+), ArXe+(B,C1,C2) and
14N2(C”
5Πu) in [9], [11]
and [12], respectively) and then observed the fluorescence from the afterglow
as a diagnostic tool.
The major drawbacks of the corona-assisted jet are threefold: (1) the re-
1
Figure 1.1: Experimental apparatus first used by Searcy. A thin tungsten
wire runs along the central axis of the jet. A corona discharge is produced
at the end of the wire, near the 150 µm nozzle. Image reproduced from
Ref. [8].
quired volume, (2) the electrode configuration, and (3) the pumping require-
ments. As shown in Figure 1.1, the skimmer serves as the grounded elec-
trode, and is located ∼ 1 cm away from the nozzle, which is itself situated
∼ 1.6 cm downstream from the tungsten needle. This represents a signif-
icant distance that molecules created by the corona discharge must travel
before being optically accessible. Thus, if the molecule’s lifetime is too short,
it will be deactivated collisionally or radiatively prior to passing through
the skimmer. The electrode configuration is also potentially problematic, as
corona discharges are known for their low power deposition [14]. In previ-
ously demonstrated corona-assisted jets, the discharge power has been < 15
W, which necessarily results in a low metastable flux. Although not a part of
Searcy’s work, later designs used a secondary electrode situated downstream
of, but very close to, the nozzle for the purpose of maintaining a secondary
discharge between the nozzle and the skimmer. While this has the benefit of
increasing the metastable flux, it has the negative effect of heating the gas
while it is undergoing expansion/cooling [13]. The low flux of metastable
molecules generated by these types of corona-assisted sources explains why
they have primarily been used for measurements of discharge fluorescence,
and not as sources of excited species for further optical excitation. The last
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major issue of the corona-assisted jet is that it cannot be implemented in a
pulsed configuration, and thereby places a significant burden on the vacuum
pumps and raises the background pressure of the system.
In the past 5–10 years, supersonic sources employing pulsed dielectric bar-
rier discharges as their excitation mechanism have been developed, with re-
cent designs based on an Even-Lavie valve being the most notable and techni-
cally impressive of the dielectric barrier discharge nozzles [15,16]. This type
of arrangement was shown to produce and cool metastable He(2s3S) atoms,
as well as clusters of charged molecular fragments produced by seeding a neon
expansion with 1% ammonia prior to excitation/expansion. The production
and dynamics of diatomic molecules in excited states were not investigated
in these experiments. Additionally, the geometry of this type of jet does not
allow immediate optical access to the plasma, and makes it difficult—if not
impossible—to reduce the nozzle diameter significantly below 0.5–1 mm.
By combining a microplasma device with a supersonic nozzle, the cooling
of rotational populations of diatomic electronic excited states having lifetimes
shorter than 60 ns to temperatures as low as ∼ 50 K has been demonstrated.
Additionally, the evolution of the expanding plasma allows for the study of
collisional excitation transfer not only between the rotational levels of nested
electronic states, but also of rotational relaxation within an electronic state
itself.
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CHAPTER 2
THEORETICAL BACKGROUND
2.1 Supersonic Expansion Physics
The dynamics of the adiabatic, isentropic expansion that occurs during a free-
jet supersonic expansion have been known for several decades, and while they
are presented in much greater detail elsewhere (notably, in Ref. [7]), they will
be briefly discussed here. In the limit that the nozzle diameter, D, is much
larger than the mean-free-path of the gas atoms/molecules, the expanding
gas molecules undergo many collisions during the expansion process. The
expansion of gas from a high-pressure environment, through such a nozzle
and into a vacuum, is then necessarily an adiabatic process and as such
requires that the sum of the kinetic energy and the enthalpy of the gas
remains constant. Mathematically, this is given as
H(x) +
1
2
mv2 = H (T0) , (2.1)
where H(x) is the enthalpy of the gas at a position x along the central axis
of the expansion, m is the mass of the gas atom/molecules, v is the velocity
of the gas molecules, and T0 is the initial gas temperature. From Equation
2.1 we can deduce that, in the limiting case that all of the enthalpy of the
gas is converted into kinetic energy (H(x) → 0), the maximum velocity of
the gas would then be given by
vmax =
√
2H (T0)
m
. (2.2)
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Table 2.1: Terminal velocities of the rare gases as predicted using Equation
2.3, with Cp =
5
2
R (an ideal, monatomic gas) and T0 = 298 K.
Rg vmax (m/s)
He 1,760
Ne 783
Ar 557
Kr 384
Xe 307
For an ideal gas, the constant-pressure heat capacity, Cp, does not vary with
temperature, leading to H(T ) = CpT and thus to
vmax =
√
2CpT0
m
. (2.3)
When molecular beams are produced in the rare-gases, Equation 2.3 is valid
(because ∂Cp/∂T ≈ 0 for the rare gases) and predicts terminal velocities as
listed in Table 2.1. When studying species other than the rare gases, the
molecules of interest are typically added to a rare-gas expansion as a dilute
impurity, forming what is known as a seeded beam [7, 17–19]. In the case
of a seeded beam, the dynamics of expansion behave as though the mixture
is a single gas, having a heat capacity and molecular weight that are both
weighted averages of the constituent gases. Thus, in the case of a pulsed
discharge such as the one used in this dissertation, which converts less than
1 part in 104 of the constituent gas atoms into excited molecules [20,21], the
newly created molecules would have a negligible effect on the molecular beam
as a whole, and would be accelerated to approximately the same terminal
velocity as the rest of the gas atoms in the beam, exhibiting only a slight lag
in terminal velocity.
2.1.1 Pressure, Density, and Temperature of the Expanding
Gas
Beyond merely being able to predict terminal gas velocities, it is important
to understand the process of cooling of the gas that occurs as the result of
the supersonic expansion. For an adiabatic process, the relationship between
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initial and final temperatures, T1 and T2, respectively, and the initial and
final pressures, P1 and P2, respectively, is given by:
T2
T1
=
(
P2
P1
) γ−1
γ
, (2.4)
where the subscripts “1” and “2” refer to initial and final values, γ = Cp/Cv,
and the bars over Cp and Cv indicate molar values. Similarly, it can be shown
that the gas density, ρ, is given by
ρ2
ρ1
=
(
P2
P1
) 1
γ
, (2.5)
or, equivalently, by
ρ2
ρ1
=
(
T2
T1
) 1
γ−1
. (2.6)
As an example, the experiments that will be discussed in Chapters 4 and
5 have initial pressures in the range of 0.5–4 bar and background pressures
that are no greater than 10−4 Torr. So, using γ = 5/3 (a monatomic gas) [7],
Equation 2.4 predicts that the gas in this particular jet (neglecting the effects
of gas heating caused by the discharge) cools to ∼ 1 K.
During this process of expansion, collisions between the gas atoms/molecules
effectively transfer energy (both internal energy, U , as well as energy stored
in the PV product) to motion, increasing the velocity of the gas subject to
the constraint imposed by Equation 2.1. Thus, as this expansion occurs,
there is a simultaneous reduction in gas temperature and an increase in gas
velocity. Since the speed of sound in a gas, given by a(T ) =
√
γRT/m,
decreases with decreasing temperature, there is a position at which the in-
creasing gas velocity overtakes the decreasing local speed of sound, and the
flow becomes supersonic. Often used in the literature is a term known as the
Mach number, M , which is defined as the ratio of the flow velocity of the
gas to the local speed of sound. That is, M(x) = v(x)/a(x). For M > 1, the
flow is supersonic.
Aside from initial and final conditions, the evolution of the temperature
and density of ground-state atoms and molecules as functions of axial position
has been previously investigated and is of critical importance. Borrowing the
6
Table 2.2: Constants x0 and A, from Equation 2.9. This table was
reproduced from Ref. [7].
γ x0/D A
1.66¯ 0.075 3.26
1.40 0.4 3.65
1.30 0.7 3.90
1.29 0.85 3.96
1.20 1.00 4.29
1.10 1.60 5.25
1.05 1.80 6.44
notation used in Ref. [7], it can be shown that [7, 22]:
T (x)
T1
= W−1;
P (x)
P1
= W−
γ
γ−1 ;
ρ(x)
ρ1
= W−
1
γ−1 , (2.7)
where
W ≡ 1 + γ − 1
2
M2(x). (2.8)
The Mach number, M , is accurately determined by the formula [22–24],
M = A
(
x− x0
D
)γ−1
, (2.9)
where D is the nozzle diameter, and the constants A and x0 are functions of
γ, and are listed in Table 2.2 [7]. Thus, it is evident from Equations 2.7, 2.8,
and 2.9 that gas cooling, as a function of axial position, scales with the nozzle
diameter. Smaller nozzle diameters result in cooling over shorter distances.
While Equations 2.7–2.9 suggest that the temperature would continue to
decrease monotonically as a function of x, in reality, there is a region over
which interactions with the background gas become increasingly significant,
and the expansion can no longer be considered isentropic. To understand
this, it is very important to consider that the cooling that occurs during a
supersonic expansion is unlike other forms of cooling where either (1) en-
ergy is removed from the gas via radiation (laser cooling) or (2) the more
energetic components of the gas are allowed to vaporize, thereby leaving
behind only the less energetic (colder) components. In either of these two
cases, energy is physically being removed from the gas. In the case of su-
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personic cooling, energy is not actually being removed from the gas, rather
it is being transferred from the various degrees of freedom available to the
gas (random translational motion, rotation, vibration, etc.) into directed
translational motion. This transference of energy is the direct result of colli-
sions occurring within the expansion. However, this process cannot continue
indefinitely, since the gas pressure falls monotonically as the gas expands.
When the pressure of the flowing expansion becomes sufficiently close to the
background gas pressure, collisions with the background gas re-randomize
the directed motion developed during the expansion process, and the energy
that was stored in uniform directed translation is transferred back into the
other degrees of freedom available to the gas. The region over which this
re-randomization occurs is known as the Mach disk, and its position, xM ,
along the axis of expansion is approximately given by the expression:
xM ≈ kMD
√
P1
P2
, (2.10)
where kM varies slightly among various publications, but is generally between
0.4 and 0.67 [7, 25, 26]. For the experiments described in Chapters 4 and 5,
P1/P2 ≈ 107, and so for a nozzle diameter of 200 µm, the Mach disk occurs at
xM ≈ 0.42 m. This means that up to a distance of 42 cm from the nozzle, the
gas is expanding adiabatically and isentropically, and any experimental work
requiring cold molecules must take place in the region bounded by the nozzle
and the Mach disk. This region, however, is greater than or approximately
equal to the total vacuum chamber size used in these experiments (described
later, in Chapter 3). Additionally, the size of the chamber (∼61 cm inner
diameter) and the duration of the gas pulse (∼300 µs) are such that it is
impossible for any reflected gas atoms to interfere with the experiment (∼670
µs round-trip time for He).
2.1.2 Cooling Metastable or Short-Lived Molecules
While in the region bounded by the nozzle and the Mach-disk, the expand-
ing gas is cooling via collisions between its constituent atom and molecules.
In their 1951 paper describing the theory behind the supersonic source,
Kantrowitz and Grey calculated the number of collisions that a gas atom
8
or molecule would undergo as it expands. This relation is given by
Ncol(x) =
∫ x
0
C
U
dx′
λ
=
2
λ0
(
2
piγ
)1/2 ∫ x
0
dx′
M
(
1 +
(
RM2
2Cv
))Cv/R , (2.11)
where λ0 is the mean free path of a gas atom inside the high-pressure reser-
voir (behind the nozzle) [1]. Kantrowitz and Grey go no further than this,
other than to evaluate it for a specific case and state that “the total number
of collisions in this interval is roughly 415. It will thus be seen that rotational
energy will be fully adjusted to the expansion and vibrational energy may or
may not be able to make the adjustment” [1]. No theoretical justification for
this claim is presented. The experiments discussed in this document were
conducted with a backing pressure and nozzle diameter of 2–4 bar and 210
µm, respectively. Figure 2.1 is a plot of the total number of collisions that
a gas atom will suffer in these experiments as it travels from the nozzle (D
= 210 µm, PHe = 4 bar) to the position indicated on the horizontal axis.
In these experiments, the excited states of interest are being populated not
only within the nozzle, but also via collisional and radiative processes oc-
curring within the expansion. Molecules created outside of the nozzle will
undergo fewer collisions and, therefore, cool less over their lifetime, as com-
pared to those created within the nozzle. It is important to note here that
Equation 2.11 only applies to atoms/molecules having an infinite lifetime (i.e.
atoms/molecules in their ground state). The molecular states studied in this
work have lifetimes . 60 ns, and will therefore decay before accumulating
the total number of collisions that an infinitely long-lived state would. Thus
cooling of excited states will not proceed exactly according to the theory
described in this section.
Using a supersonic jet to cool metastable or short-lived molecules would
seem to require that the cooling occur over a length of time that is less than,
or comparable to, the lifetime of the molecule. Table 2.3 lists several dif-
ferent molecules (and electronic configurations), as well as their excitation
energies and radiative lifetimes. The shorter-lived molecules (i.e. He2(d
3Σ+u ),
He2(e
3Πg), and Xe2(1u (
3P2)), with lifetimes of 25 ns, 57 ns, and 99 ns, respec-
tively) will exist in significant number densities only in a region that is less
than 1 mm from the nozzle. Figure 2.2 shows gas temperature as a function
of axial position for nozzles having diameters of 50, 100, and 200 µm, calcu-
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Figure 2.1: The total number of collisions suffered by a ground-state (i.e.
an infinitely long-lived state) gas atom as it travels from the nozzle to the
position indicated on the horizontal axis. These values were calculated for a
nozzle diameter of 210 µm and a backing pressure of 4 bar of helium.
lated using Equations 2.7–2.9. Also shown in Figure 2.2 are bars indicating
the distance that a metastable molecule would travel over the course of one
radiative lifetime. Figures 2.1 and 2.2 underscore the difficulty of studying
molecular states with sub-100 ns lifetimes; they simply do not survive suffi-
ciently long to benefit from the full effect of the cooling process. As a side
note, Figure 2.2 also underscores the benefit of seeding the molecular-state
of interest into a He expansion, as the markedly higher velocity results in a
significantly longer transit distance over the lifetime of the particular state
in question.
2.2 Energy Structure of Homonuclear Diatomics
Because of the use of rotationally resolved spectra of He2 in this dissertation,
it is beneficial here to review briefly the energy structure of homonuclear
diatomic molecules. For a complete treatment of the energy structure—and
10
Table 2.3: Selected molecular states and their associated radiative lifetimes.
Molecular State Excitation Energy (eV) Radiative Lifetime
He2(a
3Σ+u ) 21.5 [27] > 0.1 s [27]
He2(e
3Πg) 24.17 [28] 57 ns [29]
He2(d
3Σ+u ) 24.03 [30] 25 ns [29]
He2(f
3Σ+u ) 24.2 [30] 19 ns [29]
OH(A2Σ+) ∼ 4 [9] 690 ns [9]
Xe2(1u (
3P2)) ∼ 7.82–7.94 [31,32] 99 ns [33,34]
N2(A
3Σ+u ) 6.22 [35] 1.36 s Σ = 0, [36]
2.7 s Σ± 1
the resulting spectra—of diatomic molecules, refer to Refs. [37] and [38]. The
difference between the energy structures of heteronuclear and homonuclear
diatomic molecules results from the presence, in the case of homonuclear di-
atomics, of additional symmetry considerations arising from the fact that the
two atomic nuclei are indistinguishable from one another. These considera-
tions are reflected by the molecular term symbols, and affect the existence
of certain molecular states and the intensity distribution of the molecular
bands in emission/absorption spectra. In general, the wave function of a di-
atomic molecule can be expressed as the product of its electronic, vibrational,
rotational, and nuclear wave functions. Known as the Born-Oppenheimer ap-
proximation, this assumption is given by
Ψtotal = ΨeΨvΨrΨn, (2.12)
where the subscripts e, v, r, and n denote the electronic, vibrational, rota-
tional and nuclear portions of the wavefunction, respectively. These wave-
functions each introduce constraints with regard to the existence of indi-
vidual states, based on symmetry considerations. These constraints will be
discussed in the following subsections (Section 2.2.1–2.2.4), and their appear-
ance in the molecular-state nomenclature will be explained.
2.2.1 Molecular Orbitals
When considering the electronic structure of a homonuclear diatomic molecule—
or any diatomic molecule, for that matter—there are two limiting cases to
consider with regard to the nuclear separation, R [37, 38]. The first limiting
11
Figure 2.2: Gas temperature as a function of axial position for nozzle
diameters of 50, 100, and 200 µm. Lines are drawn for selected molecular
states (with the gas in which they are assumed to be seeded) to show how
far they travel over the course of one radiative lifetime.
case is that the nuclei are separated by an infinite distance (R→∞), while
the other limiting case is that there is zero separation (R→ 0). At an infinite
internuclear separation, the atoms are treated individually, and the molec-
ular orbitals arising in this limiting case are linear combinations of atomic
orbitals (often abbreviated as LCAO) [6, 38]. When there is no separation
between the two atoms, they are treated together as a single atom, having
a nuclear charge equal to the sum of the nuclear charges of the constituent
atoms. The molecular orbitals arising in this limiting case are known as
united atom molecular orbitals (often abbreviated as UAMO) [37].
In the case of UAMOs, even a small non-zero separation of the nuclei (rel-
ative to the nucleus-electron distance) will result in an electric field that is
not spherically symmetric. This lifts the degeneracy of the s, p, d, f, etc.
states inherent to a single-nucleus system, and results in these states having
molecular orbital characteristics. This is shown qualitatively in Figure 2.3
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for a 3s orbital. In general, an s-orbital (non-degenerate) can only exhibit
σ characteristics, a p-orbital (degeneracy of 2) can exhibit both σ and pi
characteristics, and so on. The “g” and “u” subscripts are indicators of the
inversion symmetry (through the molecule’s center of symmetry) of the elec-
tronic wave function and will be discussed in Section 2.2.3. For the purposes
of this discussion however, the inversion symmetry of each molecular orbital
is inherited from its parent state in the united atom. With the degeneracy
lifted by breaking the spherical symmetry of the electric field, the nlλ states
are typically found at energies that increase with increasing n, l, and λ [37].
This behavior is shown in Figure 2.4, which is an energy level diagram of a
nearly-united atom, where the internuclear separation is non-zero, but much
smaller than the distance to an electron.
Figure 2.3: Qualitative energy level splitting of a united atom, as the two
identical nuclei are pulled apart.
In the case of LCAOs, the linear combination of two atomic orbitals will
produce a state that itself exhibits molecular characteristics which depend on
the two atomic orbitals and the way in which the orbitals are combined [6].
Figure 2.5 is a diagram of the energy level splitting that arises in a homonu-
clear molecule as the result of the linear combination of atomic states. The
addition of two 2s orbitals (both non-degenerate) results in two σ-states,
while the addition of two 2p-orbitals (both having a degeneracy of 2) yields
four states, two of which are σ-states and two of which are pi-states [37].
In general, the number of molecular orbitals formed from a linear combina-
tion of atomic orbitals is equal to the total number of states in both of the
constituent atoms (taking into account degeneracy).
In reality, a molecule has an internuclear separation that is between these
two limiting cases, and so the electronic structure of that molecule also lies
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Figure 2.4: Energy levels of a nearly-united atom, having a fixed
internuclear separation which is non-zero, but much smaller than the
distance to an electron. Image reproduced from Ref. [37].
between what one would expect from either approach. Figure 2.6 is a di-
agram showing the qualitative behavior of the molecular orbitals over the
transition from UAMOs to LCAOs. The change in energy of the various
molecular orbitals are not by any means linear with respect to increasing
R, and Figure 2.6 is meant to serve only as a qualitative reference. As the
molecular orbitals transition from UAMOs to LCAOs, certain correlation
rules are followed. UAMOs and their corresponding LCAOs must have the
same inversion symmetry (either “g” or “u”, which will be discussed in Chap-
ter 2.2.3). The two corresponding orbitals must also have the same orbital
angular momentum. That is, an nlλ UAMO will always correlate to a λn′l′
LCAO. Avoided crossings, though they certainly exist, are beyond the scope
of this work, and are neither discussed here nor shown in Figure 2.6.
Although the specific order of molecular orbitals, with respect to increas-
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Figure 2.5: Qualitative energy level splitting due to a linear combination of
atomic orbitals, in which the two nuclei are identical.
ing energy, varies from molecule to molecule, the process by which they are
filled does not. Electrons can be added, one by one, to the orbital with the
lowest available energy, until all of the electrons for a given molecule are
placed [6]. This is known as the “building-up” or aufbau process. The exper-
imental work discussed in Chapters 4 and 5 focuses primarily on He2, N2, and
N+2 . Their ground-state electronic configurations are then given, according
to Figure 2.6, by:
He2: (1σg)
2(1σu)
2
N2: (1σg)
2(1σu)
2(2σg)
2(2σu)
2(3σg)
2(1piu)
2(1pig)
2
N+2 : (1σg)
2(1σu)
2(2σg)
2(2σu)
2(3σg)
2(1piu)
2(1pig)
1
2.2.2 Reflection Symmetry
The first of the symmetries extending to a homonuclear diatomic is reflection
symmetry. Any plane that includes both nuclei is technically a plane of sym-
metry. At first glance, it would seem that the orientation of this plane—so
long as it includes both nuclei—is of no importance, however, in practice
the rotation of the molecule creates a small magnetic field that breaks this
symmetry. The result of this is that the actual plane of symmetry not only
includes both nuclei, but is also oriented such that molecular rotation oc-
curs within the plane itself [37]. Having specified the plane of symmetry,
it is now important to define the behavior of a molecule’s electronic wave
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Figure 2.6: Qualitative energy level behavior as the molecular orbitals
transition from UAMOs to LCAOs. The vertical dotted lines indicate
where various homonuclear diatomic molecules fall along the transition. As
nuclear charge increases, molecular orbitals tend toward LCAOs. Image
adapted from Ref. [37].
function upon reflection through this plane. A state whose electronic wave
function’s sign changes upon reflection through this plane is specified with a
“-” superscript, while a state whose electronic wave function’s sign remains
unchanged upon reflection is specified with a “+” superscript [6, 37]. Since
the only non-degenerate electronic states are Σ states, they are the only
states uniquely specified as either Σ+ or Σ−. Degenerate states (Π, ∆, Φ,
etc.) have both “+” and “-” components, and so are not typically specified
as one or the other, unless the distinction between these degenerate states is
important (see Ref. [30] for one example).
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2.2.3 Inversion Symmetry
Another type of symmetry considered here is known as inversion symme-
try. For a diatomic molecule (not necessarily homonuclear) in which the
nuclei have the same charge (e.g., 16O16O, and also 16O18O), the total elec-
tric field resulting from the two nuclei has a center of symmetry located at
the midpoint of the line connecting the two nuclei. In such a molecule, states
are characterized by whether or not the electronic wave function undergoes
a sign-change upon reflection through this center of symmetry. States in
which the electronic wave function remains unchanged are said to be “even”
states and are specified by a subscript “g” (from the German word gerade).
By contrast, states in which the electronic wave function changes sign upon
reflection through the midpoint are said to be “odd” states and are specified
by a subscript “u” (from the German word ungerade).
2.2.4 Influence of Nuclear Spin
The last major consideration for homonuclear diatomics, in terms of their
emission/absorption spectra, concerns the effects of nuclear spin. Depending
on the spin (either integer or half-integer) of a molecule’s constituent atomic
nuclei, it will either follow Fermi or Bose statistics. In the case of He2,
which is the primary molecule studied in this dissertation, both nuclei have a
nuclear spin of 0, and so the He2 molecule follows Bose statistics. This means
that the total molecular wave function must remain unchanged when the two
nuclei are interchanged [37,38]. Since a rotation of the molecule by pi radians
effectively results in an interchange of nuclei, only those rotational states
that result in an identical total molecular wave function when rotated by pi
radians can exist. The practical result of this is that He2 spectra involving at
least one Σ-state are always observed as missing alternating lines in a given
branch. In the event of half-integer nuclear spin, the molecule obeys Fermi
statistics, and the only constraint to change is that the total molecular wave
function that results from an interchange of the two nuclei must be equal to
the original in magnitude, but opposite in sign. This has the practical result
of producing spectra with alternating line intensities, such as is characteristic
of the N2 and N
+
2 bands. For a more detailed explanation of the effects of
nuclear spin, see Refs. [37] and [38].
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2.2.5 Intensity Distribution of Diatomic Molecular Emission
Spectra
In this work, the emission spectra of He2, N2, and N
+
2 are used to infer the
rotational temperature of a given molecular state. In general, the intensity
distribution of a given vibrational band is proportional to the product of
a line-strength factor, S(N ′), and the relative population in that rotational
state, as shown in Equation 2.13:
I(N ′) = κS(N ′)e−
B′v
kT
N ′(N ′+1), (2.13)
where κ is simply a proportionality constant. The molecules investigated in
this work are all linear rotors, and so the Ho¨nl-London factors are used for
S(N ′) (chosen appropriately, depending on the branch type: P, Q, or R).
Taking the natural logarithm of both sides of Equation 2.13 results in the
useful relation:
ln
(
I(N ′)
S(N ′)
)
= ln(κ)− B
′
v
kT
N ′(N ′ + 1). (2.14)
Thus, for a given vibrational band and under thermal equilibrium, a plot
of ln(I(N ′)/S(N ′)) vs N ′(N ′ + 1), known as a Boltzmann plot, will yield a
line whose slope is inversely proportional to the temperature. As the rota-
tional distribution of the population shifts out of thermal equilibrium, the
relationship given in Equations 2.13 and 2.14 breaks down. In this case, it
may be necessary and sufficient to describe the population of molecules with
a two-temperature distribution, given by
I(N ′)
S(N ′)
= κ1e
− B
′
v
kT1
N ′(N ′+1)
+ κ2e
− B
′
v
kT2
N ′(N ′+1)
, (2.15)
where the subscripts “1” and “2” refer to the two constituent populations.
Taking the natural logarithm of both sides of Equation 2.15 results in
ln
(
I(N ′)
S(N ′)
)
= ln
(
κ1e
− B
′
v
kT1
N ′(N ′+1)
+ κ2e
− B
′
v
kT2
N ′(N ′+1)
)
, (2.16)
which unfortunately does not yield a simple linear relationship, but is readily
fit to data with nonlinear fitting techniques.
The effects of nuclear spin, as discussed earlier, will alter the intensity or
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Figure 2.7: A Boltzmann plot of the (0-0) band of the First Negative
system in N+2 , reproduced from Ref. [39]. The labeling on the ordinate axis
translates to “log(Intensity/p) or log(Intensity/(p+1))”. Also, the labeling
within the plot itself indicates that the values have been corrected for
doublet splitting.
even the existence of certain subsets of lines, but the trends in Equation
2.14 will still hold true (assuming thermal equilibrium). In the case of He2,
for example, every other line will be missing, and the lines that are present
will follow the trend described by Equation 2.14. Similarly, for the case of
N2 and N
+
2 , the effects of nuclear spin will cause alternating lines to appear
at half intensity, in which case the two separate series will form lines having
identical slopes, corresponding to identical temperatures. An example of this
is shown in Figure 2.7. Notice that alternating points fall along alternating
lines, and that both lines are parallel to one another, indicating identical
rotational temperatures.
2.2.6 Excited Electronic States of He2
The 3sσ3Σ+u , 3ppi
3Πg, and 3dσ
3Σ+u states (referred to as the d, e, and f states,
respectively) of He2 were monitored in this work. The ground rovibrational
level of the d state lies approximately 20,405 cm−1 above the ground rovibra-
tional level of the a3Σ+u state (the lowest lying state of the same multiplicity),
and has no nearby lower-lying states into which population may be collision-
ally transfered. The e and f states are located approximately 500 cm−1 above
the v = 0, N = 1 level of the d state, and have rotational levels that are nearly
resonant with several of the d state levels. Spectroscopic constants for these
states are shown in Table 2.4, and the rotational structure of the lowest
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Table 2.4: Spectroscopic constants of selected triplet states of He2. The T0
values are all referenced to the N = 0, v = 0 level of the a3Σ+u state, which
itself lies approximately 22.4 eV (180,700 cm1) above the ground state
(X1Σ+g ). There is very little variation in the vibrational and rotational
constants among these states. Unless otherwise indicated, values in this
table were obtained from Ref. [37].
Electronic State T0 (cm
−1) ωe (cm−1) B (cm−1) re (A˚) τr (ns)
a3Σ+u 0 1,811.2 7.66 1.048 >100 ms
[35]
b3Πg 4,768.1 1,697.7 7.45 1.063 unknown
d3Σ+u 20,392.1 1,654 7.34 1.071 25 [29]
e3Πg 21,507.3 1,724.6 7.32 1.073 57 [29]
f3Σ+u 21,551 1,549 7.12 1.08 19 [29]
vibrational level of each of these three states is shown in Figure 2.8. The
separation between the N = 11 level of the d3Σ+u state and the N = 1 level
of the e3Πg state is approximately 176 cm
−1. It is important to consider
here, that as the expanding background of atomic He cools, the temperature
rapidly drops below the critical value at which kT is no longer sufficient to
surmount this 176 cm−1 difference. This occurs at an axial position of ap-
proximately 25 µm (t = 65 ns), after which the background gas can no longer
promote population from the N = 11 level of the d3Σ+u state to any of the
lowest levels of the e3Πg and f
3Σ+u states. Thus, for an axial position of x &
25 µm, molecules in N ≤ 11 level of the d3Σ+u state are effectively trapped
in that electronic state, where they can be relaxed to lower-lying rotational
levels via collisions with the background gas until leaving via radiation.
2.2.7 Excited Electronic States of N2 and N
+
2
Also investigated in this work are the N2(C→B) and N+2 (B→X) transitions.
The spectroscopic constants for these states are listed in Table 2.5. Due to
its larger mass, the rotational constants of all of the N2 and N
+
2 states are
significantly smaller than those of He2, approximately by a factor of 4. The
result of this is that the energy levels are much more closely spaced and so
both the ground and excited states of N2 and N
+
2 cool more efficiently on
a per-collision basis. A side effect of this is that the rotational lines of N2
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Figure 2.8: Energy-level diagram showing the rotational structure of the
lowest vibrational level of the d, e, and f states of He2. These levels were
calculated based on the constants in M. L. Ginter’s work (Refs. [28,30,40]).
The values given for state energies are calculated relative to the v = 0, N =
0 level of the a3Σ+u state, which itself lies ∼22.4 eV (∼181,000 cm−1) above
the ground state (X1Σ+g ). Neither the nearby singlet states (D, E, and F)
nor the higher-lying triplet states (namely the f3Π and f3∆ states) are
shown here. Triplet-splitting of the individual rotational levels is also not
shown.
and N+2 are also more closely spaced than those of He2 and are therefore
more difficult to rotationally resolve. This is particularly true as one moves
from the red and yellow portions of the spectrum (He2(d→b) and He2(f→b)
at 640 nm and 596 nm, respectively) into the ultraviolet region of the spec-
trum. Since the spectral resolution (in wavelength), dλ, of a Czerny-Turner
monochromator is relatively constant over its working range [41], and since
dν˜/dλ = −1/λ2 (where ν˜ is given in cm−3), the spectral resolution (in en-
ergy) increases as λ decreases. Of interest to this work are the N2(C
3Π+u )
and N+2 (B
2Σ+u ) states. The former has an excitation energy, T0, of 11.05
eV and a lifetime of 39.2 ns, while the latter has a lifetime of 61.8 ns and
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Table 2.5: Spectroscopic constants of selected states of N2 and N
+
2 . The T0
values for N2 are referenced to the N2 ground state (X
1Σ+g ), while the T0
values for the N+2 states are referenced relative to the N
+
2 ground state
(X2Σ+g ), which lies approximately 15.5 eV (125,000 cm
−1) above the N2
ground state. Unless otherwise indicated, values in this table were obtained
from Ref. [37].
Electronic State T0 (cm
−1) ωe (cm−1) B (cm−1) re (A˚) τr (ns)
N2(C
3Π+u ) 89,147 2,035.1 1.826 1.148 39.2 [42]
N2(B
3Πg) 59,626 1,734.1 1.638 1.212 ∼5.4 µs
[43]
N+2 (B
2Σ+u ) 25,461.5 2,419.8 2.083 1.075 61.8 [44]
N+2 (X
2Σ+g ) 0 2,207.2 1.932 1.116 ∞
requires ∼18.66 eV (∼15.5 eV to ionize N2 and a further 3.15 eV to reach
the B state).
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CHAPTER 3
EXPERIMENTAL ARRANGEMENT AND
DATA ACQUISITION
This chapter describes in detail the microplasma/nozzle assembly that has
enabled the production of electronically excited diatomics that can be cooled
to temperatures below 50 K over a distance of ≤ 2 mm from the nozzle.
A schematic diagram of the experimental arrangement is shown in Figure
3.1. Briefly, the experiment consists of a monolithic plasma microjet mated
to a pulsed valve, both of which are submerged in a background vacuum
which, during operation, maintains a pressure of ∼ 10−5–10−4 Torr (the
vacuum system itself has an ultimate pressure of ∼ 5 × 10−7 Torr). Once
the valve is opened and enough time has elapsed to setup a supersonic flow
profile, a high-voltage pulse is sent to the plasma microjet to initiate plasma
breakdown. As the plasma expands into vacuum, it is imaged either onto
the entrance slit of a monochromator whose output is incident on a gated
ICCD camera, or directly onto the detector array of the gated ICCD camera
itself. A DG535 digital delay generator was used to supply timing signals
to all of the equipment in the experiment, and was controlled by computer
software. The important subsystems of this experiment will be discussed in
greater detail in the following sections.
3.1 Plasma Microjet
The monolithic discharge assembly used in these experiments is an Al/Al2O3
microplasma jet, similar to the devices described in Refs. [21, 45], that has
been mated to the output orifice of a pulsed valve. The monolithic micro-
jet discharge assembly (including the pulsed valve), is shown in Figure 3.2.
The Al/Al2O3 microjet is . 700 µm in total thickness, and is designed such
that excitation occurs within a region . 200 µm from the nozzle aperture.
Since both electrodes are entirely contained within the microjet, no exter-
23
Figure 3.1: Schematic diagram of the experimental setup used in this work.
A digital delay generator was used to supply all of the timing signals to the
experiment, and was set via computer software. Data from the gated ICCD
camera was collected via computer software. In some experiments, the
monochromator was not used, and so the expanding plasma was imaged
onto the CCD array directly, as opposed to being imaged onto the entrance
slit of the monochromator.
nal electrode/skimmer is needed, and optical access is allowed immediately
upon exiting the nozzle. The microjet nozzle was fabricated from two strips
of aluminum foil, having initial thicknesses of 250 µm. These strips were
anodized, using a technique that results in the formation of a nanoporous
alumina, until a ∼ 30 µm Al core remained. This process offers a higher
dielectric breakdown voltage than can be achieved via conventional anodiza-
tion. A cavity having a truncated paraboloid cross section was then etched
into the anodized strips, using a micropowder abrasion process (similar to
the one described in Ref. [46]). Once this was done, the nozzle was fastened
to a custom-modified high-speed pulsed valve via a mechanical clamp, which
compressed the device onto a rubber O-ring. The high-speed pulsed valve
itself (Parker Miniature High Speed High Vacuum Dispense Valve, product
number: 009-1670-900) was modified according to Figure 3.3. The purpose
of these modifications was twofold: (1) replacing the stainless steel edge
(into which the poppet would repeatedly strike) with a softer though still
chemically-inert impact-resistant plastic increased the poppet lifetime dras-
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tically, and (2) eliminating the need for an additional insulating spacer, which
would need to be aligned with the central axis of the flowing gas (between
the stainless steel valve and the microjet) reduced the complexity of device
alignment and therefore resulted in far easier and far superior alignment.
Figure 3.2: The prototypical device used in this work. It consists of two
strips of anodized aluminum, with a parabolic cavity etched into the stack.
Figure 3.3: Modifications to the high-speed pulsed valve used in this work.
The image on the left is the unmodified stainless-steel valve. The image on
the right is the same valve, after being modified to replace the stainless
steel exit channel with one made of an impact-resistant plastic.
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3.2 High-Voltage Pulse Generator
The microjet is driven by a custom-built, Blumlein high-voltage pulse genera-
tor. A generalized circuit diagram for this type of pulse generator is shown in
Figure 3.4. The design and construction of the pulse forming network, which
consists of three lengths of coaxial cable wound so as to decouple them from
ground and connected as shown in Figure 3.4, is discussed in Ref. [47]. A
photograph of the pulse forming network used in these experiments is shown
in Figure 3.5. It was constructed using size 6 PVC pipe, around which was
wound 40 m of RG-58 coaxial cable. The 40 m of cable were divided into
three segments, which were defined by severing the ground braid. The copper
core was never broken, and remained continuous for the full 40 m. Two dif-
Figure 3.4: Generalized circuit diagram for a Blumlein high-voltage pulse
generator. Closing the switch, S, thereby shorting the charged coaxial
shielding to the grounded core, initiates the high-voltage pulse, which
arrives at the load, ZL, after a time given by the length and signal
propagation velocity of cable 1 (labeled “Z1”).
ferent designs for a high-speed switch—labeled “S” in Figure 3.4—were used
in this work: (1) a modified trigger network for an excimer laser, relying on
a high-speed thyratron as the switching element, and (2) a solid-state trigger
relying on an IGBT as the switching element. The solid-state switch was
used for achieving lower pulse voltages, where the charging voltage would be
too low for triggering a thyratron (which has a minimum charging voltage of
1 kV). In either case, the timing jitter was .3 ns, and the rise times were ∼
20–30 ns.
Since the output impedance of the pulse forming network is 200 Ω, a
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Figure 3.5: Photograph of the pulse-forming network used in these
experiments. It consists of ∼ 40 m of RG-58 wound around a size 6 PVC
pipe.
matched load will also present a 200 Ω impedance. In order to roughly match
the microjet to the output of the pulse forming network, the circuit in Figure
3.6 was used. This circuit accomplishes three objectives: (1) it presents a
200 Ω load while the device is not discharging, (2) it prevents the appearance
of a short circuit when the device is discharging, and (3) it clamps down on
the ringing that typically occurs upon termination of a high-voltage pulse.
Figure 3.7 shows the voltage delivered by the Blumlein, as well as the
current through the microjet with and without a discharge occurring. From
Figure 3.7, it can asserted that the pulses delivered by the Blumlein high-
voltage pulse generator had rise-times of ∼20–30 ns and durations of ∼160
ns. It can also be seen in Figure 3.7 that breakdown does not occur until
about 70 ns after the onset of the high-voltage pulse, and that the majority
of the power delivery occurs over the following 80 ns.
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Figure 3.6: Circuit diagram of the load connected to the output of the
Blumlein pulse generator. This arrangement (1) presents a matched, 200 Ω
load while not discharging, (2) prevents the appearance of a short circuit
when breakdown occurs, and (3) prevents the voltage overshoot and ringing
that typically occurs upon termination of a high-voltage pulse.
Figure 3.7: Output voltage and current waveforms for the Blumlein
high-voltage pulse generator. Waveforms were recorded with 4 bar of He
(black), and with no gas (red) indicating that no discharge occurred. The
initial negative peak in device current at t ' 40 ns represents the current
required to overcome the capacitance between the two anodized aluminum
electrodes.
3.3 Vacuum System
The discharge assembly, discussed in Section 3.1, is housed inside a cylindrical
stainless steel vacuum chamber with an inner diameter of ∼ 2 ft and a height
of ∼ 1 ft. It is positioned such that the central axis of gas expansion leads
directly into a turbomolecular pump. This arrangement is shown in Figure
3.8. Labeled around the edge of the vacuum chamber are the various pieces of
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Figure 3.8: Layout of the vacuum chamber housing the experiment. The
chamber itself is a feedthrough collar measuring two feet in diameter and
one foot in height.
measurement equipment (a photomultiplier tube (PMT) and various pressure
gauges), a quartz window (for optical access to the nozzle) and feedthroughs
(fiber optic, gas and electrical). The mirror and quartz window allow the
expanding plasma to be imaged onto an ICCD array (or spectrometer slit),
such that it is viewed perpendicular to the central axis of the expansion.
It follows from Equations 2.4 and 2.10 that maintaining both a low chamber
pressure and a high reservoir pressure are critical to any experiment involving
supersonic expansion/cooling. Because of the large chamber and the low duty
cycle of the pulsed valve (∼ 0.25%), the chamber pressure is remarkably
stable. The plot on the left-hand side of Figure 3.9 shows the output of the
ion gauge for four gas pulses (1 Hz repetition rate). From pulse to pulse, the
variation in pressure is small, varying from roughly (1–2)× 10−5 Torr.
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Figure 3.9: Left: Ion gauge output for four consecutive gas pulses at a
repetition frequency of 1 Hz. Right: Ion gauge output for a single gas pulse,
sent into the vacuum chamber which was not being actively pumped.
While the left-hand plot in Figure 3.9 suggests that a single gas pulse re-
sults in an increase in the pressure of ∼ (4–5)× 10−6 Torr, the measurement
is, in fact, limited by the response of the ion gauge. In order to alleviate con-
cerns over both the ultimate temperature and the location of the Mach disk
during operation, it is important to verify that the instantaneous chamber
pressure does not rise sufficiently high such that it alters the results of Equa-
tions 2.4 and 2.10. The plot on the right-hand side of Figure 3.9 shows the
results of a single gas pulse into the chamber with no active pumping. The
overall upward slope is the leak-up rate of the system, and the small jump at
t = 0 is the result of the gas pulse, which shows that a single pulse raises the
chamber pressure by no more than ∼ 5 × 10−6 Torr. Concerning the high-
pressure side of the system, simple gas conductance calculations have shown
that—considering a worst-case estimate—for a reservoir pressure of 500 Torr,
the actual pressure inside the jet cavity is in the vicinity of 100–200 Torr.
This estimate considers only the tube through which the gas flows from the
high-pressure reservoir into the chamber, and neglects the existence of the ∼
200 µm nozzle (corresponding to an areal reduction by a factor of ∼ 6.25).
A more reasonable estimate, taking into account the small nozzle diameter
relative to the gas inlet, would suggest that the pressure is indeed closer to
the 500 Torr reservoir pressure. Based on these measurements and estimates,
it is entirely reasonable to assert that the ratio P1/P2 is approximately what
we expect (∼ 106–107).
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3.4 Fluorescence Imaging System
The optical imaging system consists of two main parts: a 0.75 m Czerny-
Turner monochromator (Acton SP2750) and a gated ICCD camera (Prince-
ton Instruments PI MAX-4). The ICCD camera contains a 1 Megapixel (1024
× 1024) array of detectors, each of which is square having a 12.8 µm edge
length. Fluorescence from the expanding plasma is imaged either directly
onto the ICCD detector array, or onto the entrance slit of the Czerny-Turner
monochromator which then focuses its output onto the ICCD detector array.
The spatial resolution of this optical system is . 20 µm. In addition to spa-
tial resolution, both spectral resolution and aberrations are also important
to characterize. The coma inherent to the Czerny-Turner geometry results
in a linear entrance slit being imaged onto the detector array with a slight
curve to it. However, the severity of this effect was measured to cause an
overall distortion of significantly less than one full-width-at-half-maximum
(FWHM) for a spectral line having an instrument-limited width (∼ 1.3 A˚).
Due to the sensitivity of the alignment of the optical imaging system, a stan-
dard reference lamp could not be used to calibrate the monochromator. As
such, calibration was achieved using the plasma microjet itself, discharging
in helium. Several of the brightest lines ranging from the 3p–2s transition at
388.86 nm to the 3s–2p transition at 706.52 were used in the calibration. The
uncertainty in line position resulting from this calibration, as measured by the
difference between the actual reference wavelength and the post-calibration
measured wavelength, is 0.02± 0.32 A˚ or 0.32± 0.88 cm−1.
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CHAPTER 4
EXPERIMENTAL RESULTS AND
ANALYSIS
4.1 Electron Density and Atomic Excitation
From the current-voltage (I-V) data recorded during device operation, the
energy delivered to the discharge by a single pulse has been calculated to
be 0.75 mJ. Ionization typically accounts for 1–10% of the energy deposited
into a discharge, which means that ∼ 7.5−−75 µJ per high-voltage pulse is
responsible for ionization. Given that helium has an ionization potential of
24.6 eV, the total number of electrons and ions produced by the discharge is
given by
Ne,0 = Nion,0 =
(1–10 %)Ein
Eiz
=
7.5–75 µJ
24.6 eV
' 0.2–1.9× 1012. (4.1)
Since the discharge cavity has a volume of 2×10−4 cm3, the initial electron
density of the plasma is
ne,0 = nion,0 =
Ne,0
Vcavity
=
0.19–1.9× 1012
2× 10−4 cm3 ' 1–9.5× 10
16 cm−3, (4.2)
which is a reasonable value given the magnitude and short duration of the
excitation pulse, and represents an ionization fraction of 10−5–10−4. Aside
from ionization, for which ∼ 1–10% of the total input energy is responsible,
there is also excitation to consider. If the remaining 90–99% of the input
energy is assumed to be responsible for excitation, then given that the lowest
excited state of He has an excitation threshold of 19.8 eV, the maximum
number of excited atoms produced by the discharge is
Nexc,0 .
(90–99 %)Ein
Eexc
=
6.75–7.42 µJ
19.8 eV
' 2× 1014, (4.3)
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Table 4.1: Estimated densities of electrons, ions, and excited-state atoms
created by the high-voltage excitation pulse.
Specie Initial Density (cm−3)
e− (0.95–9.5)×1016
He+ (0.95–9.5)×1016
He* (1.1–1.2)×1018
and the corresponding excited-state-atom density at t = 0 is
nexc,0 =
Nexc,0
Vcavity
. 2.1–2.3× 10
14
2× 10−4 cm3 ' 1× 10
18 cm−3. (4.4)
This value corresponds to an initial excitation fraction of approximately 1%.
These values are listed in Table 4.1.
4.2 Atomic Fluorescence
The microjets discussed in this work, when driven by the excitation scheme
described in Chapter 3, produce two distinct periods of fluorescence. Upon
the arrival of the high-voltage pulse at the jet, an initial burst of fluores-
cence is observed, and lasts only a few hundred ns. This initial pulse of
fluorescence propagates out from the nozzle with a velocity which, while
voltage-dependent, is in excess of a few tens of km/s. In the images shown in
Figure 4.1, propogation speed is calculated to be roughly 60 km/s. Due to
the unusually large velocity of this initial burst of fluorescence, as well as the
absence of any molecular spectral features, it is currently attributed primar-
ily to electron-impact excitation and ionization events, which are caused by
the energetic electrons liberated during the 140 ns high-voltage pulse. Figure
4.1 shows a series of images acquired during this period. These data were
taken in a helium expansion by an ICCD camera with a 20 ns wide gate. Fur-
thermore, the timescales over which this fluorescence decays (. 150 ns) are
consistent with the lifetimes of the first few excited states of atomic helium.
Within 100–300 ns of the disappearance of the initial burst of fluores-
cence (depending on the voltage and pressure), a second fluorescence packet
is ejected from the nozzle. This fluorescence packet moves with a veloc-
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Figure 4.1: False color images of the optical emission of the plasma
microjet over the first 100 ns. The temporal spacing between images in 20
ns, as is the gate width of the gated ICCD camera.
ity and spatial profile that are consistent with what would be expected of
atoms/molecules in a supersonic expansion. For this reason, and also due to
presence of complex spectra exhibiting molecular features, this second fea-
ture is currently attributed to expansion and cooling of plasma produced
within the jet itself. Figure 4.2 shows a series of images, acquired during this
period. These data were taken in a helium expansion by an ICCD camera
with a 20 ns wide gate.
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Figure 4.2: False color images of the optical emission of the plasma
microjet after the initial episode of fluorescence due to electron impact
events. The temporal spacing between images in 200 ns, and the gate width
of the gated ICCD camera is 20 ns. Barely visible on the right half of the
upper left image (at t = 220 ns) is the rapidly vanishing fluorescence due to
the initial episode of electron-impact excitation/ionization. As indicated in
the lower right corner, the intensity of the upper left image (t = 220 ns) has
been scaled to 40% of its actual value to allow it to be displayed alongside
the less intense images acquired at later times.
4.3 Molecular Spectra
In these experiments, the plasma microjet was backed with 2–4 bar of ei-
ther helium or nitrogen, and emission spectra from various molecular bands
of He2, N2 and N
+
2 were recorded. In the case of helium, three separate
bands—corresponding to the d, e, and f states—were monitored. These
three molecular bands originate from three separate but nested states, and
were chosen so as to allow the observation of collisional population transfer
during the expansion process (see Chapter 2 for an energy-level diagram and
description). Before imaging the expanding plasma onto the entrance slit of
a 0.75 m Czerny-Turner monochromator, it was first imaged directly onto the
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ICCD detector array, with a bandpass filter (640 nm center wavelength, 8 nm
FWHM) selecting the d3Σ+u →b3Πg transition, whose band origin is at ∼ 640
nm (15623.1 cm−1 [48]). Figure 4.3 shows the resulting false color image of
fluorescence from the d3Σ+u →b3Πg transition. From these data we can see
Figure 4.3: False color images of the optical emission over the approximate
wavelength range of 636–644 nm of the plasma microjet occurring at the
same time as the data in Figure 4.2. The temporal spacing between images
in 200 ns, and the gate width of the gated ICCD camera is 20 ns. As
indicated in the lower right corner, the intensity of the upper left image (t
= 220 ns) has been scaled to 10% of its actual value to allow it to be
displayed alongside the less intense images acquired at later times.
a spatial distribution of He2(d
3Σ+u ) which is in qualitative agreement with
the total fluorescence distribution (see Figure 4.2), which consists primarily
of fluorescence from atomic He. Of particular importance here is the stabil-
ity and symmetry of the emission from the expanding molecular population.
Whereas the emission intensity from excited atomic He is observed to fluc-
tuate (notice the difference between the spatial distribution of fluorescence
in the different frames of Figure 4.2), the spatial distribution of emission
from excited-states of molecular helium are remarkably stable from shot-to-
shot and symmetric about the central axis of the expansion. The molecular
emission is also observed to lag behind the atomic fluorescence. Figure 4.4
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is a lineout, taken along the axis of expansion, of the fluorescence shown in
Figure 4.2, along with a similar lineout taken from Figure 4.3. Both of these
lineouts were taken at t = 820 ns. It shows the difference that exists between
the spatial distribution of atomic and molecular He fluorescence, with ∼90
µm of separation between the maxima of the two lineouts. This phenomenon
is known as velocity slip, and is indicative of a heavier atom/molecule ex-
panding within a background of lighter atoms/molecules. Extending this
analysis to the rest of the captured frames, velocities of ∼ 2240 and ∼ 2120
m/s were extracted for the atomic and molecular fluorescence, respectively.
The atomic fluorescence is expected to proceed with the same velocity as the
atomic background of ground-state He, and suggests an initial temperature,
according to Equation 2.3, of approximately 480 K.
Figure 4.4: Lineouts taken from Figures 4.2 and 4.3, showing the difference
in the spatial distribution of fluorescence along the axis of expansion. There
is a 110 µm difference between the maxima of each of the two distributions,
with the emission from He2(d
3Σ+u ) lagging behind the emission from the
atomic He population.
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4.3.1 He2 Spectra
After determining the spatial and temporal characteristics of the distribution
of helium excimers within the expanding plasma afterglow, the central axis of
the distribution was then imaged onto the entrance slit of a 0.75 m Czerny-
Turner monochromator. This allowed the rotational structure of a selected
electronic transitions of He2 to be monitored continuously as the expanding
plasma cools over a region beginning at the nozzle orifice and extending
∼2 mm in the direction of expansion. Figure 4.5 shows the results of this
monitoring scheme, with the monochromator tuned to view the d3Σ+u →b3Πg
(0,0) band. These data were recorded for a jet backed by 4 bar of He and
driven by a 2.5 kV pulse. As shown in Figure 4.5, the first eight lines of the
Q-branch (N = 1, 3, 5, ..., 15) are clearly visible, with lines having N ≤ 5
being partially blended. Also shown are the first eight lines of the P-branch
(N = 2, 4, ..., 16) and the first seven lines of the R-branch (N = 2, 4, ...,
14), which are all clearly resolvable due to their much larger spacing, which
is on the order of 1.1 and 1.25 nm for the R- and P-branches, respectively.
The P-branch lines are approximately a factor of two greater in intensity
than the R-branch lines, which are also obscured by the presence of emission
from other molecular bands of He2 (F
1Σ+u →B1Πg and F1Πu →B1Πg). As a
result of this large spacing and the lack of other spectral features over the
same region, the P-branch lines have proven to be by far the most useful
in determining the rotational distribution of the d3Σ+u v = 0 population as
it expands outward from the nozzle. Additionally, two unidentified features
are observed. The spectral feature near 645.7 nm is suspected to be three
closely spaced O+ lines, arising from the gradual sputtering of the Al/Al2O3
microjet by the discharge. The second spectral feature near 648.5 nm is as of
yet unidentified. The line positions for the d3Σ+u →b3Πg (0,0) band, both as
measured in this work and as given by M. L. Ginter in Ref. [30], are listed in
Table 4.2. The disagreement between the two sets of lines is approximately
1.2 cm−1, corresponding to a 0.5 A˚ offset from Ginter’s values.
Similar data were also recorded (under identical operating conditions) for
the f3Σ+u →b3Πg (0,0) band, and the resulting spectrogram is shown (in false
color) in Figure 4.6. The data from the f3Σ+u →b3Πg (0,0) band show well-
resolved lines with peak-to-peak spacings that are, in most cases, significantly
larger than the FWHM of the spectral lines. Specifically, the first seven lines
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Table 4.2: Line positions for the (0,0) band of the d3Σ+u →b3Πg transition
both as measured in this work and as given by Ginter in Ref. [30]. Line
positions in both columns are given in vacuum wavenumbers.
Rotational Line Position (This work) Ref. [30]
P(2) 15593.5 15594.63
P(4) 15563.4 15564.60
P(6) 15533.1 15534.14
P(8) 15502.2 15503.33
P(10) 15471.0 15472.23
P(12) 15440.0 15440.92
P(14) 15408.5 15409.45
P(16) 15376.7 15377.90
Q(1) not resolveda 15623.87
Q(3) not resolveda 15622.75
Q(5) not resolveda 15617.95
Q(7) 15613.4 15614.25
Q(9) 15608.4 15609.67
Q(11) 15603.0 15604.19
Q(13) not resolvedb 15597.81
Q(15) not resolvedb 15590.52
R(2) 15665.9 15666.82
R(4) 15693.0 15694.31
R(6) 15719.8 15720.90
R(8) 15745.4 15746.59
R(10) 15769.9 15770.91
R(12) 15792.9 15794.04
R(14) 15814.9 15815.86
a The resolution of the optical system in this work is ∼ 1.3 A˚(∼ 3 cm−1). The first few
members of the Q branch are closely spaced, such that resolving their individual positions
is, at the very least, of no practical value. Peaks were unable to be assigned for these lines.
b Q(13) and Q(15) are both overlapped by the much stronger fluorescence from P(2).
Peaks were unable to be assigned for these lines.
39
Figure 4.5: False color spectrogram showing the relative emission intensity
of the d3Σ+u →b3Πg (v’,v”) = (0,0) transition as a function of wavelength
and axial position. These data were recorded in a 4 bar He expansion, with
an excitation voltage of 2 kV. An axial position of 0 µm, indicated by the
dotted white line, corresponds to the outer surface of the jet.
of the R-branch and the first five lines of the Q-branch have been identified;
however the P-branch was not observed. This is likely due to the fact that the
lines of the P-branch for this transition are weak as the result of l -uncoupling
that occurs in the f3Σ+u state, with the relative intensities of the P, Q, and
R branches being previously identified as R(N) > Q(N)  P(N) [30]. Q(1)
and R(4) show significant overlap, and the significantly larger intensity of
R(4) makes the relative intensity of Q(1) difficult to accurately determine.
As for the d→b (0,0) band, the line positions for the f3Σ+u →b3Πg (0,0) band,
both as measured in this work and as given by M. L. Ginter in Ref. [30], are
listed in Table 4.3. The disagreement between the two sets of lines is slightly
larger than that for the d→b (0,0) band, with an error as high as 2 cm−1,
corresponding to a 0.7 A˚ offset from Ginter’s values.
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Figure 4.6: False color spectrogram showing the relative emission intensity
of the f3Σ+u →b3Πg (v’,v”) = (0,0) transition as a function of wavelength
and axial position. As with Figure 4.5, these data were recorded in a 4 bar
He expansion, with an excitation voltage of 2.5 kV. An axial position of 0
µm, indicated by the dotted white line, corresponds to the outer surface of
the jet.
In contrast to the the emission from the f3Σ+u →b3Πg transition, all three
branches of the e3Πg →a3Σ+u (0,0) transition are clearly visible and are shown
in Figure 4.7. Unlike the rotational lines shown in the spectrograms recorded
for the d→b (0,0) and f→b (0,0) bands, the rotational lines in the spectro-
gram for the e→a (0,0) band do not exhibit as high of a signal-to-noise ratio,
which attains a maximum value of ∼ 10–15 for the most intense lines. Fur-
ther complicating the e→a (0,0) spectra is the presence of emission from the
other overlapping molecular bands, which complicates the determination of
individual line intensities and, therefore, diminishes usefulness of the e→a
(0,0) band in determining a rotational distribution and temperature for the
e3Πg v = 0 state. Also shown in Figure 4.7 are two spectral lines at 464.85
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Table 4.3: Line positions for the (0,0) band of the f3Σ+u →b3Πg transition
both as measured in this work and as given by Ginter in Ref. [30]. Line
positions in both columns are given in vacuum wavenumbers.
Rotational Line Position (This work) Ref. [30]
Q(1) not resolveda 16774.03
Q(3) 16744.6 16746.25
Q(5) 16702.3 16703.88
Q(7) 16650.9 16652.84
Q(9) 16593.6 16596.10
R(2) 16789.3 16790.3
R(4) 16776.5 16777.40
R(6) 16754.7 16755.84
R(8) 16727.1 16728.44
R(10) 16695.1 16696.64
R(12) 16659.4 16661.28
R(14) 16620.8 16622.85
a Q(1) was overlapped by the much stronger R(4). A line position was unable to be
assigned.
nm and 466.3 nm that have been identified as fluorescence from Al+. Both
Al+ (observed here in Figure 4.7) and O+ (observed in Figure 4.5) are created
in the discharge due to the sputtering of the alumina electrodes that occurs
over the lifetime of the jet. As was done for the d→b (0,0) and f→b (0,0)
bands, the line positions for the e3Πg →a3Σ+u (0,0) band, both as measured
in this work and as given by M. L. Ginter in Ref. [28], are listed in Table
4.4. The disagreement between the two sets of lines is as high as 1.5 cm−1,
corresponding to a 0.3 A˚ difference between Ginter’s values and the values
measured in this work.
4.3.2 N2 and N
+
2 Spectra
Data similar to those obtained in He were recorded while flowing N2. How-
ever, due to discharge instabilities occurring when operating near 4 bar of N2,
the majority of the data for N2 were recorded at a backing pressure of 2 bar.
Figure 4.8 is a false-color spectrogram of the data recorded while flowing N2,
and Figure 4.9 is a magnified view of the spectral region around 391, with
a rescaled color mapping to show more contrast than is able to be seen in
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Table 4.4: Line positions for the (0,0) band of the e3Πg →a3Σ+u transition
both as measured in this work and as given by Ginter in Ref. [28]. Line
positions in both columns are given in vacuum wavenumbers.
Rotational Line Position (This work) Ref. [28]
P(3) 21457.5 21458.86
P(5) 21420.2 21421.85
P(7) 21380.0 21381.34
P(9) 21335.4 21337.37
Q(1) not resolveda 21506.43
Q(3) not resolveda 21502.28
Q(5) 21493.8 21494.79
Q(7) 21483.0 21484.07
Q(9) 21468.5 21470.10
Q(11) 21451.9 21452.96
Q(13) not resolvedb 21432.77
Q(15) 21408.0 21409.55
R(1) 21533.5 21534.67
R(3) 21557.0 21558.10
R(5) 21576.3 21577.42
R(7) 21591.8 21592.60
R(9) 21602.9 21603.72
R(11) not resolvedc 21610.72
R(13) not resolvedc 21613.46
a Due to the close spacing of the first two members of the Q branch, peaks were unable
to be assigned for these lines.
b Q(13) is overlapped by the much stronger fluorescence from a nearby line of Al+. A
peak was unable to be assigned for this line.
c R(11) and R(13) were present, but unable to be individually resolved due to their
close spacing as the R branch wraps back on itself.
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Figure 4.8. The spatial and temporal evolution of the N+2 (B→X) (0,0) band
at 391 nm was recorded. Four rotational bands of the N2(C→B) transition
(∆v = -3, v’ = 0, 1, 2, and 3), occurring over the same region were recorded
as well. Unlike the fluorescence from the He2 emission, the fluorescence from
the N2 afterglow exhibits a much slower temporal decay, and has not yet
diminished to the background noise level by the time it reaches the edge of
the detector array. Notice in particular the build-up in the N+2 (B→X) emis-
sion intensity that occurs over the first ∼1300 µm of the expansion until it
reaches its peak around 1500 µm, which occurs approximately 650 µm after
the peak in N2(C→B) fluorescence.
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Figure 4.7: False color spectrogram showing the relative emission intensity
of the e3Πg →a3Σ+u (v’,v”) = (0,0) transition as a function of wavelength
and axial position. As with Figures 4.5 and 4.6, these data were recorded in
a 4 bar He expansion, with an excitation voltage of 2.5 kV. An axial
position of 0 µm, indicated by the dotted white line, corresponds to the
outer surface of the jet. The strong line at 466.3 nm, as well as the weak
line at 464.1 nm (between R(1) and Q(1)), have been identified as emission
from Al+.
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Figure 4.8: False color spectrogram showing the spatial and spectral
dependence of the relative emission intensity of the (0-0) band of the
N+2 (B→X) transition at 391.1 nm, along with four vibrational transitions
(∆v = -3) N2(C→B) electronic transition. The two lines at 394.4 nm and
396.15 nm have been identified as emission from atomic Al.
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Figure 4.9: False color spectrogram showing the relative emission intensity
of the (0-0) band of the N+2 (B→X) transition at 391.1 nm. The (3,6) band
of the N2(C→B) electronic transition is shown as well. The solid white
tick-marks indicate the band origins for each of the two bands shown.
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CHAPTER 5
ROTATIONAL ANALYSIS
5.1 Rotational Distribution of He2 States
5.1.1 He2(d
3Σ+u )
Typically, in experiments involving a supersonic expansion source it is as-
sumed that the rotational and translational temperatures are the last to fall
out of thermal equilibrium. This assumption is based on the small spacing
of energy levels in the case of rotation (typically much less than 10 cm−1),
and the continuum of energy levels available to translation. For metastable
or ground-state molecules in a typical expansion, thermal equilibrium is then
assumed. In the case of He2, however, the rotational constants for most of
the Rydberg states are around 6.9–7.4 cm−1 [30, 40, 49–51]. This leads to
energy level spacings, given by E(N) = BvN(N + 1), on the order of tens
to hundreds of cm−1. This spacing, combined with state lifetimes on the
order of tens of ns, leads to the breakdown of this assumption long before
the temperature of the gas has reached its minimum value. To examine this
behavior, an accurate diagnosis of line intensities in the recorded spectra is
required. Due to the large line spacing and the absence of other spectral
features that would otherwise obscure the lines of interest, the P-branch of
the d3Σ+u →b3Πg (0-0) transition (having an upper-state lifetime of 25 ns)
is particularly well-suited for analysis. Lineouts of Figure 4.5, taken along
the horizontal direction at axial positions of 50 and 250 µm, are shown in
Figure 5.1. From these lineouts, it can be concluded that the d3Σ+u popu-
lation is initially increasing within the expanding afterglow, as is evidenced
by the increasing emission intensity from the molecular band as a whole.
More importantly, the changing envelope of the rotational lines, which are
increasingly weighted toward lower N, indicates that the d3Σ+u population is
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cooling over this region of the expansion.
Figure 5.1: Lineouts taken from Figure 4.5 at axial positions of 50 and 250
µm. Not only is the overall intensity of the emission from this molecular
band increasing over this range—indicating an increasing d3Σ+u population
within the expanding afterglow—but the envelope of the rotational lines
indicates that the d3Σ+u population is cooling as well.
Due to the large variation in emission intensity as the plasma expands,
the signal-to-noise ratio takes on values from >50 to ∼1 (for the weakest
lines) over the range of axial positions over which the data was analyzed.
Numerical integration of the rotational lines to determine emission intensity
is very simple, both conceptually and in practice. However, it is susceptible to
random noise in the data, especially as the signal-to-noise ratio approaches
values .1. To overcome this susceptibility to noise, especially in the less
intense spectral lines, a Lorentzian profile, given by
L(λ) = a1 + a2
(
γ2
(λ− λc)2 + γ2
)
(5.1)
was fit to each of the first eight members of this P-branch, always subject to
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the constraint that a1 ≥ 0 (since a negative background intensity would be
unphysical). Due to the presence of a varying background signal, especially
during the first 50 µm of the expansion, both the magnitude (a2) and the
offset (a1) of the Lorentzian profile were adjusted to achieve an optimal fit.
Both λc (the center wavelength of the profile) and γ (half-width at half-
maximum (HWHM) of the profile) were fixed according to experimentally
measured values. Figure 5.2 shows two examples of the measured spectra (at
axial positions of 50 and 250 µm) along with the best-fit Lorentzian profiles
of each of the eight P-branch lines. In the case of the lineouts shown in
Figure 5.2, the best-fit profiles closely match the data. In general, the R2
values of the best-fit profiles for each of the P-branch lines are 0.93–0.98 near
the nozzle, and decrease as the plasma expands and its emission intensity
decreases. The fit-profiles for P(2)-P(12) retain R2 values ≥ 0.92 over the
first 600 µm of the expansion, while the R2 values for the fits to P(14) and
P(16) decrease from their initial values of ∼0.93 to 0.7–0.85 over the same 600
µm range. Perhaps a better indicator of the quality of this fitting procedure
is the estimated variance of the parameter of interest for the fitted function.
For a good fit, the standard deviation of the fitted amplitude, a2 (as given
in Equation 5.1), should be significantly less than the fitted amplitude itself.
Mathematically, one would quantify this figure-of-merit (FOM) as
FOM =
σ(a2)
a2
<< 1, (5.2)
where σ(a2) is the estimated standard deviation of the parameter a2. For
an ideal fit, Equation 5.2 would evaluate to zero, indicating that there is
no estimated uncertainty in the fit. Figure 5.3 is a histogram showing the
frequency of occurrence of various values of the figure of merit (FOM) for
each of the P-branch lines over the first 600 µm of the expansion. From
Figure 5.3, one can see that the estimated uncertainty in the fitting of P(2)–
P(12) is, on average, 2–3%. For P(14) and P(16), the estimated uncertainty
is somewhat larger, at 5–7% and 10–20%, respectively. This is primarily due
to the weak emission intensity of these lines, which have a signal-to-noise
ratio in the vicinity of 1–2.
The fitting procedure discussed above was performed for each lineout of
the data shown in Figure 4.5, with both a1 and a2 being recorded for each
of the eight lines, P(2)–P(16). From these extracted line intensities (the a2
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Figure 5.2: Lineouts taken from Figure 4.5 at axial positions of 50 and 250
µm, along with the best-fit Lorentzian profiles—fit according to Equation
5.1—for each of the eight resolvable lines of the P-branch.
values), a Boltzmann plot can then be constructed. As an example, Figure
5.4 is a Boltzmann plot of the two spectra shown in Figure 5.1, where the
solid circles represent values extracted from experimental data. It can be
seen in Figure 5.4 that the rotational distribution is not well described by a
single temperature, which would appear as a straight line having a negative
slope. In fact, the deviation from linearity is especially evident for the inten-
sities of P(8)–P(14), where the addition of a second population at a higher
temperature would account for the unexpectedly high intensities that are
observed. As the plasma expands away from the nozzle, the non-equilibrium
character of P(8)–P(14) becomes even more apparent, as the deviation from
linearity is even more pronounced. While only two lineouts are shown in
Figure 5.4, they say little about the overall spatial/temporal evolution of the
rotational distribution. Figure 5.5 shows the results of a two-temperature fit-
ting procedure (fit according to Equation 2.15 via a least-squared non-linear
fitting algorithm), performed over the first 600 µm of the expansion. Both
the upper and lower temperatures of the two-temperature fit as well as the
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Figure 5.3: Histogram showing the frequency of occurrence of various
values of the figure of merit (FOM) for each of the P-branch lines over the
first 600 µm of the expansion.
fraction of the population that is described by each of the two temperatures
are given. The upper panel of Figure 5.5 shows T1 and T2, while, math-
ematically speaking, the lower panel shows κ1/(κ1 + κ2) and κ2/(κ1 + κ2)
(see Equation 2.15). Initially, over the first 10–20 µm of the expansion, the
distribution is almost entirely described by a single temperature, with &95
% of the He2(d) population being characterized by a temperature of ∼310
K (hence, the comparatively larger uncertainty in T2). As the expansion
progresses and the collision rate decreases, the relaxation of individual rota-
tional states becomes less frequent to the point where cooling can no longer
occur over a single radiative lifetime (25 ns, for the He2 d state), and the
two-temperature distribution becomes valid. Over the first 160 µm, both the
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Figure 5.4: Boltzmann plot of the P branch of the d3Σ+u →b3Πg (0-0)
transition, whose lineouts shown in Figure 5.1. The solid circles represent
the magnitudes of the Lorentzian profiles fit to the experimentally
measured spectra.
upper and lower temperatures are decreasing. This is indicative of a non-
equilibrium distribution, expanding with a collision rate such that the entire
population is effectively cooling. Collisions transfer population into the d
state and are able to relax that population before it decays via fluorescence.
By the time the expansion reaches ∼ 160 µm, 75% of the d state population
is described by a rotational temperature of 110 K, a 25% of the population is
described by a rotational temperature of 600 K. It is at this point that, while
the lower temperature continues to cool monotonically, the upper tempera-
ture of the two-temperature fit (T2) ceases cooling and begins to heat up.
At this point in the expansion (x ' 150 µm), each d state molecule under-
goes approximately 100 collisions over its 25 ns radiative lifetime. After this
point, T2 increases at a rate of approximately 0.32 K/µm, while T1 decreases
monotonically until reaching a minimum value of ∼90 K. Over the range of
300–500 µm, T1 maintains an average temperature of 88.9 ± 10.8 K, while T2
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increases from 706 K to 770 K. Over this range, the percentage of the popu-
lation described by T1 and T2 shifts from 70%/30% to 54%/46%, leaving an
interval larger than 200 microns where at least 50% of the d3Σ+u population
exhibits a sub-100 K character. Pausing briefly to consider certainty here,
Figure 5.6 is a plot of the quality of this two-temperature fit, evaluated using
the same FOM given in Equation 5.2, replacing a2 with the appropriate pa-
rameter of interest (T1 or T2). Aside from a few instances occurring over the
first 100 µm of the expansion, the estimated uncertainty in T2 is less than
25% over the first 600 µm of the expansion. The majority of the T1 and T2
values extracted over the range of 150–500 µm have an estimated uncertainty
of ≤10%.
Figure 5.5: Results of the two temperature fitting procedure discussed in
this section. The upper plot is the spatial dependence of the upper and
lower temperatures of the two-temperature distribution, while the lower
plot gives the fraction of the population that is described by each of the
two temperatures. The two arrows on the upper plot indicate the positions
where T2 stops decreasing and begins to increase, and where T1 passes
through 100 K.
It is of paramount importance here to pause and examine the reasons be-
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Figure 5.6: Estimated quality-of-fit for the best-fit rotational temperatures
predicted in Figure 5.5. The quality of the resulting fit was evaluated using
the same figure-of-merit given in Equation 5.2.
hind the non-equilibrium distribution to which this two-temperature model
is applied. A multi-temperature model makes physical sense only if the re-
laxation rate is insufficient (compared to the state lifetime) to allow the
population relax/mix before fluorescing. Figure 5.7 is a plot of the spatial
evolution of the quantities κ1 and κ2, as described in Equation 2.15, where
κ1 corresponds to the absolute weighting of the population at a rotational
temperature T1, and κ2 corresponds to the absolute weighting of the pop-
ulation at a rotational temperature T2. Initially, the fluorescence from this
state is dominated by the lower-temperature subset of the population, which
peaks with a magnitude that is approximately three times greater than the
contribution from the higher-temperature subset of the population. These
two subsets of the d state population peak at approximately the same axial
position. However, their decay profiles are vastly different from one another,
with the emission from the lower-temperature subset of the d state popula-
tion decaying much faster than that of the higher-temperature population.
The time-constant that best describes the decay of the lower-temperature
population is 88.7 ns, which is approximately a factor of 3.5 greater than the
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d states’s own radiative lifetime (25 ns [29]). In contrast to this, the time-
constant for the higher-temperature population is 227 ns, which is greater
than the radiative lifetime of the d state by a factor of 9. While the overall
emission from the d state is initially dominated by the contribution from the
lower-temperature population, the contribution from the higher-temperature
population closely follows the e and f state populations, which exhibit total
fluorescence curves (summing over all rotational lines) as shown in Figure
5.8. This behavior is largely indicative of collisional excitation transfer from
the e and f states into the d state, and will be examined in Chapter 6.
Figure 5.7: Spatial and temporal evolution of the quantities κ1 and κ2, as
described in Equation 2.15. These values correspond to the absolute
weighting used in the two-temperature fitting procedure. The dashed lines
represent an exponential least-squares fit, and the extracted exponential
decay time-constants are indicated in the plot.
Since one of the benefits of this experimental arrangement and technique is
the insight it yields into the collisional processes that occur as the population
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Figure 5.8: The total fluorescence from the d, e, and f states. Emission
intensities were summed over all resolved rotational lines for each of the
three electronic states. Fluorescence from the e and f states closely match
one another, which is to be expected since they are so closely nested.
of excited-state molecules expand into vacuum, the effects of pressure on the
spatial and temporal evolution of the rotational distribution of population in
a given electronic state may offer further insight into the relevant processes
occurring here. Data for this transition were also taken at the lower pressure
of two bar. Lineouts for the d→b (0-0) band for a two bar expansion, taken at
the same axial positions as in Figure 5.1 (50 and 250 µm), are shown in Fig-
ure 5.9. It is immediately evident upon comparison with Figure 5.1 that the
magnitude of rotational cooling is significantly reduced. The intensity of the
background signal observed in the vicinity of P(2) and P(4) is significantly
stronger (by a factor of two in absolute terms) in the two bar expansion. This
background signal is emission from the d→b (1-1) band, and its increased
intensity relative to the (0-0) band at this pressure is indicative of elevated
vibrational temperatures in addition to the increased rotational temperature.
The spectral features near 645.5 and 648.5 nm, identified as O and O+ lines,
are stronger in the two bar expansion than in the four bar expansion, and in-
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dicate increased sputtering of the Al/Al2O3 microjet structure, which would
be expected since the reduced electric field, E/N, is twice as strong. Figure
Figure 5.9: Lineouts of the d→b (0-0) band, observed for a 2 bar He
expansion and taken at axial positions of 50 and 250 µm. Not only is the
overall intensity of the emission from this molecular band increasing over
this range (similar to the 4 bar expansion), but the envelope of the
rotational lines indicates that the d3Σ+u population is cooling as well,
although significantly less so than for the 4 bar expansion.
5.10 is a plot of the rotational temperatures, T1 and T2, of the d
3Σ+u state
for a backing pressure of two bar. These data were evaluated using the same
procedure discussed earlier in this section, and shows significantly higher
temperatures than are observed at four bar. The lower temperature portion
of the distribution leaves the nozzle at T1 ' 800 K (as opposed to the 310 K
initial temperature of the 4 bar expansion), and reaches a minimum temper-
ature of approximately 155 K (which is the average temperature maintained
over the range of 300–600 µm). The upper temperature, T2, follows a similar
trend, but at a much higher average temperature of ∼ 800 K. Absent from
the two bar expansion is the gradual, near-linear increase in T2 observed in
the four bar He expansion. The absence of this feature is likely due to the
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lower collision rate, and thus a lower collisional excitation transfer rate, from
the lowest levels of the e and f states into the N = 9, 11, and 13 levels of the
d state.
Figure 5.10: Results of the two-temperature fitting procedure discussed in
this section, applied to a 2 bar expansion. As in Figure 5.5, the upper plot
is the spatial dependence of the upper and lower temperatures of the
two-temperature distribution, while the lower plot gives the fraction of the
population that is described by each of the two temperatures.
5.1.2 He2(f
3Σ+u )
Unlike the distribution for the d3Σ+u population, the population in the f
3Σ+u
state conformed more closely to an equilibrium distribution. Figure 5.11 is
a Boltzmann plot of the R branch of the f3Σ+u fluorescence at axial positions
of 50 and 250 µm. While there is an excess of population observed in N’ =
13 and 15 (R(12) and R(14)), the non-equilibrium character amounts to less
than 2% of the population. The results of a single-temperature fit, according
to Equation 2.13, are shown in Figure 5.12. The f3Σ+u population exits the
nozzle at an initial rotational temperature of approximately 1300 K. The
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population in this state then cools over the first 200 µm of the expansion,
at which point further cooling is abruptly halted. The population in this
state, which has a radiative lifetime of 19 ns [29], then maintains a rotational
temperature of ∼ 900 K for the duration of the expansion.
Figure 5.11: Boltzmann plot of the R branch of the f3Σ+u →b3Πg (0-0)
transition. The solid circles represent the magnitudes of the Lorentzian
profiles fit to the experimentally measured spectra.
5.1.3 He2(e
3Πg)
Similar to the f3Σ+u population, the e
3Πg population exhibited less of a non-
equilibrium rotational distribution than did the d3Σ+u population. Unfortu-
nately, the e3Πg →a3Σ+u (0-0) spectra exhibit a lower signal-to-noise ratio
than the other He2 transitions that were monitored in this work, and di-
rect Lorentzian line-fitting (as was done for the d→b and f→b transitions) is
further complicated not only by the overlapping branches of this transition it-
self, but also by the presence of other overlapping, weaker transitions (such as
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Figure 5.12: Evolution of the rotational temperature of the f3Σ+u state as a
function of axial position. Rotational temperatures were extracted
according to Equation 2.13.
the e→a (1-1) and (2-2) bands). Because of this, the e→a (0-0) spectra were
fit using the contour-fitting functionality of the PGOPHER molecular sim-
ulation software package [52], as opposed to the fitting procedure discussed
previously and applied to the He2(d
3Σ+u ) and He2(f
3Σ+u ) states. Figure 5.13
is a plot of two lineouts taken from of Figure 4.7 at axial positions of 50 and
250 µm, along with the results of the contour-fitting process for each of the
lineouts. While disagreement between the observed and simulated spectra
in the N = 7–11 members of the Q and R branches is initially observed for
x . 50 µm, this non-equilibrium character diminishes over the range 50 µm
. x . 250 µm. As can be seen in the lower panel of Figure 5.13, there is
excellent agreement between the observed spectrum and the simulated spec-
trum (Tsim = 751 ± 38 K). Figure 5.14 is a plot of the best-fit rotational
temperature for the e3Πg state, which is approximately 1250 K at the exit
of the nozzle. The molecules in this state (having a radiative lifetime of 57
ns) cool monotonically upon leaving the nozzle until reaching a rotational
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temperature of approximately 700 K at x ' 300 µm. After this point, the
e3Πg state cools much more slowly over ∼ 100–150 µm, before reaching an
ultimate temperature of 630 K (the average temperature over the range of
400–600 µm).
Figure 5.13: Lineouts taken from Figure 4.7 at axial positions of 50 and 250
µm, along with simulated spectra, for which the rotational temperature was
optimized to achieve the best agreement. Spectra were simulated using the
PGOPHER molecular simulation software.
5.2 Rotational Distribution of N+2 (B
2Σ+u )
The assumption of thermal equilibrium, previously shown to be unjustified
for the He2 d state (τr = 25 ns [29], B
′
0 = 7.228 cm
−1 [30]), becomes more
justifiable in the case of a molecule with a longer lifetime and a lower rota-
tional constant, such as N2(C
3Πg) (τr = 39.2 ns [42], B
′ = 1.826 cm−1 [37])
and N+2 (B
2Σ+u ) (τr = 61.8 ns [44], B
′ = 2.083 cm−1 [37]). Figure 5.15 is
a graph of two lineouts taken from Figure 4.8 at axial positions of 335 µm
and 1950 µm. While the resolution is insufficient for resolving individual
rotational lines, the overall band envelope is observed to change significantly,
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Figure 5.14: Evolution of the rotational temperature of the e3Πg state as a
function of axial position. Rotational temperatures were extracted
according to a contour fitting process performed using the PGOPHER
molecular simulation software.
with the spectral distribution of fluorescence being increasingly weighted to-
ward the band origin at 391.1 nm. Also shown in Figure 5.15, are solid lines
representing a contour fit performed using the contour-fitting functionality of
the PGOPHER molecular simulation software package [52]. The agreement
between the recorded data and the simulation results indicate that, unlike
for the He2 data, the N
+
2 (B
2Σ+u ) population is nearly at thermal equilibrium.
Figure 5.16 is a plot of the results of the contour fitting simulation performed
for 0 ≤ x ≤ 2150 µm. The N+2 (B2Σ+u ) population exits the jet at an initial
rotational temperature of 1200 K and decreases monotonically until reaching
a rotational temperature of 110 K at the detector edge (x ≈ 2200 µm).
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Figure 5.15: Lineouts taken from Figure 4.8 at axial positions of 335 and
1950 µm, along with simulated spectra, for which the rotational
temperature was optimized to achieve the best agreement. Spectra were
simulated using the PGOPHER molecular simulation software.
5.3 Rotational Distribution of N2(C
3Πg)
Much like the N+2 (B
2Σ+u ) state, the N2(C
3Πg) state also maintains a rota-
tional distribution that is consistent with thermal equilibrium. Figure 5.17
is a plot of two lineouts taken from Figure 4.8 at axial positions of 390 µm
and 2 mm. As was the case for the N+2 B state, the resolution of the optical
system did not allow for the branches to be rotationally resolved, and so
the PGOPHER molecular simulation software was used to fit the recorded
spectra to a simulated spectrum [52]. The red curves in Figure 5.17 are the
best-fit simulation results, with the rotational temperature of the simulated
profile indicated. The agreement between the simulated and recorded spectra
indicate that, much like the N+2 B, and the He2 e and f states, the N2 C state
maintains a rotational distribution that is consistent with thermal equilib-
rium. Figure 5.18 is a plot of the evolution of the rotational temperature of
the N2 C state (as determined by the PGOPHER simulation software). This
state exits the nozzle at ∼ 130 K (much cooler than the N+2 B state), and
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Figure 5.16: Rotational temperature of the N+2 (B
2Σ+u ) population as a
function of axial position. The B state population, which almost entirely
conforms to a single-temperature distribution, cools monotonically from an
initial rotational temperature of ∼1220 K down to a temperature of ∼ 110
K at the edge of the detector (x ' 2150 µm).
continues to cool until reaching a rotational temperature of ∼ 45 K at the
detector edge.
5.4 Summary of Rotational Analyses
The data analyzed in this chapter correspond to selected molecular states
of homonuclear diatomic molecules. The ultimate temperature achieved for
each state, along with its rotational constant and radiative lifetime are given
in Table 5.1. While all of the molecular states had radiative lifetimes of < 100
ns, the N2(C) and N
+
2 (B) states, with their lower rotational constants, were
cooled to lower rotational temperatures than the He2 states. The possible
exception to this is the He2 d state, which exhibited a highly non-equilibrium
rotational distribution, such that approximately half of the total population
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Figure 5.17: Lineouts taken from Figure 4.8 at axial positions of 390 and 2
mm, shown along with simulated spectra, for which the rotational
temperature was optimized to achieve the best agreement. Spectra were
simulated using the PGOPHER molecular simulation software.
could be characterized as having a rotational temperature as low as ∼ 90 K.
The presence of nearby electronic states seems to have a large effect on the
cooling process, which much (if not all) of the He2 d state’s non-equilibrium
character being dependent upon collisional excitation transfer. The effect on
the cooling process of collisional excitation transfer between nearby electronic
states will be examined in Chapter 6.
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Figure 5.18: Rotational temperature of the N2(C
3Πu →B3Πg) population as
a function of axial position. The C state population, which almost entirely
conforms to a single-temperature distribution, cools monotonically from an
initial rotational temperature of only ∼140 K down to a temperature of ∼
45 K at the edge of the detector (x ' 2150 µm).
Table 5.1: Summary of the cooling of molecular states demonstrated in this
work.
Molecular State B (cm−1) τr (ns) Tmin(K)
He2d
3Σ+u 7.228 [30] 25 [29] 90, & 600 a
He2e
3Πg 7.137
b [28] 57 [29] 630
He2f
3Σ+u 6.954 [40] 19 [29] 900
N2(C
3Πg) 1.826 [37] 39.2 [42] 45
N+2 (B
2Σ+u ) 2.083 [37] 61.8 [44] 110
a The He2d
3Σ+u state exhibited significant non-equilibrium character. A 90 K tem-
perature was achieved for approximately half of the population, while the other half of the
population maintained a rotational temperature of & 600 K.
b This value (7.137 cm−1) is an average value. The Π+ and Π− components of the
e3Πg state were determined to have B values of 7.101 and 7.173 cm
−1, respectively.
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CHAPTER 6
KINETIC MODEL
6.1 Description of the Model
In order to better understand the non-equilibrium rotational distribution ob-
served in the He2(d
3Σ+u ) population as it expands and cools, a kinetic model
was constructed to take into account the collisional transfer of population,
both from the nearby e3Πg and f
3Σ+u states, as well as within the d
3Σ+u state
itself. Figure 6.1 is a diagram illustrating the processes that were taken into
account by this model. The processes that were considered can be divided
Figure 6.1: Diagram of the processes taken into account by the kinetic
model discussed in this chapter.
into three broad categories. The first set of processes that were considered
was the collisional transfer of population. This was considered not only from
the various rotational levels of the e and f states into any of the lower-lying
levels of the d state, but also within the d state itself, from higher-lying ro-
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tational levels to lower-lying, adjacent rotational levels. For all collisional
population transfer, rate constants were modeled to conform to a functional
form based on a modified form of the one first proposed by Polanyi et al. [53],
and then later modified by other researchers [54,55]. The functional form for
this rate constant used in this work is given by
kif = k
′
ifgfe
(
−c∆E(Ni,Nf )
B
)
, (6.1)
where the subscripts i and f correspond to initial and final states, respec-
tively, gf is the degeneracy of the final state, ∆E(Ni, Nf ) is the difference
between the initial and final state energies (E(Ni) − E(Nf )), c is a scaling
constant, and B is the mean of the upper- and lower-state rotational con-
stants. It is important to note here that in other works, rotational relaxation
within a single electronic state was was investigated [53–55], and so there
was no ambiguity in the value of B. In this work, however, the value is taken
simply as the mean of the initial and final state rotational constants. In
Equation 6.1, the scaling factor, k′if , is a constant weighting factor applied
to all transitions with the same initial and final electronic states. Thus,
the three weighting factors of interest to this work are k′ed, k
′
fd, and k
′
dd,
corresponding to collisional excitation transfer from the e, f, and d states,
respectively, into the d state. Radiation to the lower lying b3Πg and c
3Σ+g
states was accounted for via the radiative lifetime, τr. Transfer into the d
state via collisional-radiative and ternary recombination, as well as radiation
from higher-lying states, is accounted for in the term F (Nd, t). Using the
scheme in Figure 6.1 results in the generalized rate equation:
d
dt
(n(Nd, t)) =
∑
E(Ne)≥E(Nd)
(
k′ede
(
−c∆E(Ne,Nd)
B
)
n(Ne, t)ng(t)
)
+
∑
E(Nf )≥E(Nd)
(
k′fde
(
−c∆E(Nf ,Nd)
B
)
n(Nf , t)ng(t)
)
+k′dde
(
−c∆E(Nd+2,Nd)
B
)
n(Nd + 2, t)ng(t)
−k′dde
(
−c∆E(Nd,Nd−2)
B
)
n(Nd, t)ng(t)
−n(Nd, t)
τr
+ F (Nd, t),
(6.2)
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where N{d,e,f} is the rotational quantum number of the d, e, or f level,
n(N{d,e,f}, t) is the number density at time t of the rotational level speci-
fied by N{d,e,f}, and ng(t) is the background gas density given by Equations
2.7, 2.8, and 2.9. Since the band intensities were measured for the d, e, and f
states, a weighted ratio of intensities is equal to a ratio of populations, with
the weighting factor being present to correct for differences in radiative life-
time, photon energy, and detector response for each of the bands measured.
Mathematically, the intensity of light collected from a given level is given by
I{P,Q,R}(N) = GR(λ)hν
S{P,Q,R}(N)∑
m=P,Q,R (Sm(N))
n(N)
τr
, (6.3)
where G is a geometric factor (specific to the optical system, but common
to all wavelengths), R(λ) is the optical system response at a wavelength, λ,
n(N)/τr is the population in a rotational level, N, divided by the radiative
lifetime (giving the number of photons per second), hν is the photon energy,
and S{P,Q,R} are the line strength factors (the Ho¨nl-London factors). A ratio
of two intensities can then, according to Equation 6.3, be used to calculate
a ratio of densities. This is given by
I{P,Q,R}(N1)
I{P,Q,R}(N2)
=
(
R(λ1)
R(λ2)
)(
ν1
ν2
)(
S{P,Q,R}(N1)
S{P,Q,R}(N2)
)(∑
m=P,Q,R (Sm(N2))∑
m=P,Q,R (Sm(N1))
)
×
(
τr,2
τr,1
)(
n(N1)
n(N2)
)
,
(6.4)
where the subscripts 1 and 2 refer simply to two different rotational levels
which need not be in the same electronic state. Equation 6.4 enables the
calculation of population ratios, even though absolute intensities and absolute
populations are not known. This can be put to use by dividing by Equation
6.2 by n(Nd, t) which gives the general rate equation in terms of population
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ratios. This is expressed as
1
n(Nd, t)
d
dt
(n(Nd, t)) = k
′
edng(t)
∑
E(Ne)≥E(Nd)
(
n(Ne, t)
n(Nd, t)
e
(
−c∆E(Ne,Nd)
B
))
+k′fdng(t)
∑
E(Nf )≥E(Nd)
(
n(Nf , t)
n(Nd, t)
e
(
−c∆E(Nf ,Nd)
B
))
+k′ddng(t)
(
n(Nd + 2, t)
n(Nd, t)
e
(
−c∆E(Nd+2,Nd)
B
)
− e
(
−c∆E(Nd,Nd−2)
B
))
− 1
τr
+ F ′(Nd, t),
(6.5)
where F ′(Nd, t) = F (Nd, t)/n(Nd, t). Thus, the unknown quantities in Equa-
tion 6.5 are the rate-constant weighting factors (k′ed, k
′
fd, and k
′
dd) and the
F ′(Nd, t) term. These terms represent four degrees of freedom, which may be
adjusted to achieve an optimal fit spanning several hundreds of ns (hundreds
of data points) for each of the first six rotational levels (Nd =1–11; P(2)–
P(12)). While P(14) and P(16) were both recorded, the signal-to-noise ratio
of P(16) rendered it of little value for the kinetic model, and for a given Nd
the population of the Nd+2 level is required to compute the collisional excita-
tion transfer term (corresponding to k′dd). Thus, P(12) was the highest level
for which this model was applied, since it required P(14) in its computation.
To assist further analysis and discussion in proceeding smoothly, Table
6.1 is a list of definitions used in this document for the different parts of
Equation 6.5. Thus, Cab describes the collisional transfer of population from
initial state a to a final state b such that Equation 6.5 can be rewritten as:
1
n(Nd, t)
d
dt
(n(Nd, t)) = k
′
edCed + k
′
fdCfd + k
′
ddCdd −
1
τr
+ F ′(Nd, t), (6.6)
or, in a form more appropriate for optimization, as
f(Nd, t) =
1
n(Nd, t)
d
dt
(n(Nd, t))− k′edCed − k′fdCfd − k′ddCdd +
1
τr
−F ′(Nd, t),
(6.7)
where the the set of k′ed, k
′
fd, k
′
dd and F
′(Nd, t) that minimizes
∑
Nd,t
f 2(Nd, t)
is then the optimal set of rate constants for this system.
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Table 6.1: List of definitions for various parts of Equation 6.5,
corresponding to terms describing collisional excitation transfer.
Term Definition
Ced ng(t)
∑
E(Ne)≥E(Nd)
(
n(Ne,t)
n(Nd,t)
e
(
−c∆E(Ne,Nd)
B
))
Cfd ng(t)
∑
E(Nf )≥E(Nd)
(
n(Nf ,t)
n(Nd,t)
e
(
−c∆E(Nf ,Nd)
B
))
Cdd ng(t)
(
n(Nd+2,t)
n(Nd,t)
e
(
−c∆E(Nd+2,Nd)
B
)
− e
(
−c∆E(Nd,Nd−2)
B
))
6.1.1 Inputs to the Model
Due to its clearly resolved lines and high signal-to-noise ratio, the spectra
acquired of the P branch of the d3Σ+u →b3Πg (0,0) band were selected to
represent the d state population (after correcting, of course, for the line-
strength factors). Even with a signal to noise ratio that was in some places
as high as 50, a discrete derivative (as per Equation 6.5) is sensitive to noise
and prone to noise amplification. As such, the data were smoothed via a
moving average using a 10-pixel (∼ 30 µm) sampling window. The results of
this smoothing process are shown in Figure 6.2 for the fluorescence emission
waveforms observed from several P(N), where the red dots are the actual
data, and the blue lines are the result of the smoothing process. As can
be seen in Figure 6.2, all major features in the original data appear to be
preserved by the smoothing process.
Although the data for the e and f states exhibited lower signal-to-noise ra-
tios than that for the d state, they were observed to maintain a distribution
consistent with thermal equilibrium (see Figures 5.11 and 5.13, and associ-
ated text). Because of this, these two states were input to the kinetic model
with a distribution given by the ultimate temperatures extracted in Chapter
5, and with intensities scaled to match the recorded intensities, according to
Equation 6.3.
The kinetic model, as defined by Equation 6.5, is the sum of six individual
contributions. These contributions can be evaluated independently of the
others, and then combined and optimized through a least squares approach.
They are (1) the left-hand side of Equation 6.5, (2) the addition of popu-
lation via collisional excitation transfer from e to d (corresponding to k′ed),
(3) the addition of population via collisional excitation transfer from f to
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Figure 6.2: Intensity data recorded from the P branch of the d3Σ+u →b3Πg
(0,0). The red dots are the recorded data, and the blue lines are the
smoothed intensity profiles used in the kinetic model.
d (corresponding to k′fd), (4) the addition and loss of population via colli-
sional excitation transfer within the d state itself (corresponding to k′dd), (5)
the addition of population via collisional recombination and radiation from
higher-lying states (corresponding to F ′(Nd, t)), and (6) the loss of popula-
tion via radiation to the lower lying b and c states (corresponding to 1/τr).
The contributions from collisional excitation transfer from e to d and f to
d are shown in Figure 6.3, and the contribution from collisional excitation
transfer within the d state manifold is shown in Figure 6.4. The F (Nd, t)
term was modeled as a decaying exponential function with a time constant
set to 250 ns (F (Nd, t) = k
′
F e
−t/250 ns), which is approximately the decay
time-constant for the e and f state total fluorescence curves. Thus, the re-
sults presented in the next section represent the optimization of k′ed, k
′
fd, k
′
dd
and k′F . The optimization was performed for t ≥ 100 ns, since t = 100 ns is
the approximate time at which the d, e, and f populations peak and begin
decaying according to the time-constant that was used to describe F (Nd, t).
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Figure 6.3: Collisional contribution to the d state rotational levels from the
e and f states, shown in blue and red, respectively. These two sets of curves
are very similar, with Ced (blue) being slightly larger than Cfd (red) for a
given rotational level.
6.2 Model Results
In order to accurately extract the exponential scaling constant, c (given in
Equation 6.1), the least-squares fitting procedure was performed on Equation
6.7 for a wide range of c values while monitoring the relative quality of the fit
as described by the sum of the squares of the residuals. Figure 6.5 is a plot
of the sum of the squares of the residuals as a function of the exponential
scaling constant, c, and shows a minimum (best fit) at c = 6.4× 10−3. As c
is decreased from this best-fit value, the quality of the fit does not severely
degrade. However, as c is increased from its best-fit value, the quality of the
fit drastically decreases, as is indicated by a rapidly increasing sum of squared
residuals. The results of the kinetic model, with c set to 6.4×10−3, are shown
in Figure 6.6. The kinetic model accurately follows the behavior of the system
for t ≥ 100 µs, and the constants extracted from this model are listed in Table
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Figure 6.4: Net collisional population transfer within the d state rotational
manifold. States having Nd ≥ 5, tend to lose population overall, while the
Nd =1 and 3 states tend exhibit a net population gain, due largely to the
fact that there are no levels below them into which population can be
transfered.
6.2. The value of k′dd is approximately two orders of magnitude larger than
the values of k′ed, indicating stronger collisional population transfer between
rotational levels of the same electronic state than between rotational levels
of different electronic states. The value for k′fd is small enough that, due to
the similarities between the e and f state Cif values (shown in Figure 6.3),
the contribution of the f state could only be stated as being much less than
that of the e state. Thus, no meaningful value for k′fd was extracted here.
While no specific value for the rotational relaxation rate constant was
found for the v = 0 rotational manifold of the He2(d
3Σ+u ) state, the rotational
relaxation rate constant of the v = 0 rotational manifold of the He2(a
3Σ+u )
state was reported to be ∼ 1–6 × 10−15 cm3s−1 by Callear and Hedges [56].
The value for the rotational relaxation rate constant of the v = 0 rotational
manifold of the He2(d
3Σ+u ) state found in this work is larger by approximately
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Figure 6.5: Plot of the sum of the squares of the residuals of the
least-squares fit as a function of the exponential scaling factor, c. The curve
exhibits a minimum at c = 6.4× 10−3, indicating that this is the value for
which an optimum fit was achieved.
two orders of magnitude. Neeser et al. reported a value of > 3×10−10 cm3s−1
for the He2(e
3Πg) state, but this unusually high value was attributed to the
presence of the nested f states, which served as intermediate states in the
rotational relaxation process [29].
Collisional population transfer from the e and f states into the d state
was also investigated by Neeser et al., who reported values for the collisional
excitation transfer rate constant from the v = 0 rotational manifolds of the
e and f states of 2.5×10−11 cm3s−1 and 1.2×10−10 cm3s−1, respectively [29].
While the value of k′ed reported in this work is smaller by a factor of ∼ 20,
the value of k′fd reported in this work is at least three orders of magnitude
smaller than that which was reported by Neeser et al. [29].
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Figure 6.6: Plot of the left- and right-hand sides of Equation 6.6, showing
the agreement after optimizing k′ed, k
′
fd, k
′
dd, and F
′(Nd), t.
Table 6.2: Values extracted from the kinetic model discussed in this
chapter.
Parameter Value
k′ed (9.8± 5.9)× 10−14 cm3s−1
k′fd << k
′
ed
k′dd (9.4± 0.1)× 10−13 cm3s−1
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CHAPTER 7
CONCLUSIONS
The work described in this dissertation outlines the development of a new
laboratory tool for generating and quickly cooling short-lived molecules. Per-
haps more importantly, however, it demonstrates a new tool for studying the
kinetics and dynamics that take place at the rotational level during the ex-
pansion process. While ultimate temperatures as low as 50 K were achieved
for molecules having lifetimes shorter than 40 ns and internal energies & 11
eV, this cooling was not uniformly present for every short-lived molecular
state that was investigated. Ultimate temperatures ranging from 90 K to
900 K for a set of nearby electronic states were observed in the He2 ex-
cimer, and a highly non-equilibrium rotational distribution was inferred for
the d3Σ+u state of He2. This effect was demonstrated to be mediated by
collisional excitation transfer. Since collisions are the means by which the
supersonic expansion process cools atoms and molecules, this result perhaps
demonstrates a fundamental constraint on which molecular states can and
cannot be effectively cooled in a supersonic expansion.
Future work is needed to further investigate not only the molecular sys-
tems studied here, but also the myriad of molecular systems which can be
easily accessed by this new laboratory tool. Further investigation of the He2
and N2 systems would benefit tremendously by working at higher pressures.
However, this is not possible given the current size of the discharge assem-
bly. Reducing the size of the discharge assembly from 200 µm to 50 µm
would, according to pd -scaling [14, 57, 58], allow for operating pressures in
excess of 10 bar. This would in turn result in a higher conversion rate of He+
into He+2 and thus an increased signal to noise ratio for He
∗
2 fluorescence.
Concerning other easily accessed molecular systems: the use of CO2 as the
expansion/discharge gas would allow the cooling of both CO and C2 to be
investigated, while the use of ammonia would allow for the study of the NH
molecule as well as the amitogen radical (NH2). A mixture of any rare gas
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heavier than He with O2 would permit the study of the rare-gas oxides, and
even the heavier rare-gases themselves present an interesting case for study
if one moves away from the direct study of discharge fluorescence and com-
bines this approach with a high-resolution laser-induced-fluorescence scheme
and/or a time-of-flight mass spectrometer.
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