This appendix is organized as follows. Section A presents another example to show that adding expectational variables to the set of observables is informative for identifying news shocks. Section B provides the full description of the model of the paper. Section C shows the estimation results that are mentioned but not reported in the paper.
A Another Illustrative Example
This section provides another example to demonstrate that adding expectational variables to the set of observables is informative for identifying news shocks.
The example in Section 2 of the paper is simple enough to see the basic idea of our approach for identifying news shocks. In the empirical analysis presented in the subsequent sections of the paper, however, each exogenous disturbance is assumed to follow a more complicated stochastic process. Specifically, it is governed by a first-order autoregressive process incorporated with news shocks up to five quarters ahead. To analyze the role of observed expectational variables in the identification of news shocks with longer forecast horizon, the model presented in Section 2 is extended to y t = 1 θ E t y t+1 + ε t , (A.1) ε t = ρε t−1 + ν 0,t + ν 1,t−1 + ν 2,t−2 + ν 3,t−3 + ν 4,t−4 + ν 5,t−5 , (A.2) where ρ is the persistence parameter and ν n,t−n , n = 1, 2, . . . , 5 are news shocks that are anticipated in period t − n to materialize in period t. All the shocks ν n,t−n , n = 0, 1, . . . , 5 are assumed to be mutually and serially uncorrelated and be normally distributed with mean zero and standard deviation σ n . Because it is no longer easy to show analytically how these shocks can be identified, we conduct Monte Carlo experiments.
The experiments proceed as follows. First, artificial time series of the current and expectational variables, {y t , E t y t+1 , E t y t+2 , ..., E t y t+5 } T t=0 , are generated using the rational expectations solution to the model that consists of (A.1) and (A.2), given the parameter values: θ = 2, ρ = 0.5, and σ n = 1, n = 0, 1, . . . , 5. The sample size is set equal to T = 200 observations, which correspond to quarterly observations for 50 years.
1 Second, the model is estimated using the series of all the variables, {y t , E t y t+1 , E t y t+2 , ..., E t y t+5 } T t=0 and using only the series of the current variable, {y t } T t=0 . In the estimation, Bayesian methods are employed. The prior distributions for θ and ρ are set to be the normal distributions with, respectively, mean 2 and 0.5 and standard deviation 1 and 0.25, while those for σ n , n = 0, 1, . . . , 5 are chosen to be the inverse gamma distributions with mean 1 and standard deviation 0.5. Posterior modes are then obtained using a numerical optimization routine.
These steps are replicated for 500 times, and posterior modes and standard deviations at the modes are averaged over the replications. displays the averages of the posterior modes when the expectational variables E t y t+n , n = 1, 2, . . . , 5 are included in the set of observables in addition to the current variable y t . These two columns are almost the same, and the fourth column shows that the averages of the standard deviations at the posterior modes are very small. By contrast, the last two columns indicate that, in the absence of the expectational variables in the set of observables, the averages of the posterior modes are biased and that those of the standard deviations at the modes are substantially larger. These results suggest that adding expectational variables to
1 The simulation is carried out for 250 periods and the first 50 observations are discarded.
the set of observables is considerably helpful in identifying news shocks.
B Full Description of the Model
This section provides the full description of the model presented in Section 3 of the paper.
In the model economy, there are a continuum of households, a representative final-good firm, a continuum of intermediate-good firms, and a monetary authority.
Each household h ∈ [0, 1] consumes final goods C h,t , supplies labor l h,t , and purchases one-period riskless bonds B h,t so as to maximize the utility function
subject to the budget constraint
where E t is the expectation operator conditional on information available in period t, β ∈ (0, 1) is the subjective discount factor, b ∈ [0, 1] represents the degree of (external) habit persistence in consumption preferences, η > 0 is the inverse of the elasticity of labor supply, C t is aggregate consumption of final goods, z d t is a preference shock, P t is the price of final goods, W t is the real wage, r t is the (gross) interest rate, and T h,t is the sum of a lumpsum public transfer and profits received from firms. The first-order conditions for optimal decisions on consumption, labor supply, and bond-holding are identical among households and therefore become
where Λ t is the marginal utility of consumption, l t is aggregate labor (supply), and π t = P t /P t−1 denotes the (gross) inflation rate.
The representative final-good firm produces output Y t under perfect competition by choosing a combination of intermediate inputs {Y f,t } so as to maximize profit
subject to the CES production technology 
Then, the CES production technology leads to
Each intermediate-good firm f produces one kind of differentiated goods Y f,t under monopolistic competition by choosing a cost-minimizing labor input l f,t , given the real wage W t , subject to the production function
where A t represents the technology level and the log of A t follows the non-stationary stochastic process 
In the face of the final-good firm's demand curve and the marginal cost, intermediategood firms set prices of their products on a staggered basisà la Calvo (1983) . In each period, a fraction 1 − ξ ∈ (0, 1) of firms reoptimizes prices, while the remaining fraction ξ indexes prices to a weighted average of the past inflation rate π t−1 and the steady-state inflation rate π. Then, firms that reoptimize prices in the current period maximize related expected profit
subject to the final-good firm's demand curve
where ι ∈ [0, 1] denotes the weight of price indexation to past inflation relative to steady-state inflation. The first-order condition for the reoptimized price P o t is given by
Moreover, the final-good's price P t = 1 0
The final-good market clearing condition is (A.10) while the labor market clearing condition leads to
df represents relative price distortion. The staggered pricesetting then yields .12) Note that the relative price distortion is of second order and its steady-state value is unity.
The monetary authority adjusts the interest rate according to a Taylor (1993) type policy rule log r t = φ r log r t−1 + (1 − φ r ) log r + φ π log
where φ r ∈ [0, 1) is the degree of interest rate smoothing, r is the steady-state (gross) interest rate, and φ π , φ y ≥ 0 are the degrees of monetary policy responses to inflation and (detrended) output.
The equilibrium conditions are given by (A.3)-(A.13). These conditions are rewritten in terms of variables detrended by A t :
Log-linearizing the equilibrium conditions represented in terms of the detrended variables and rearranging the resulting equations yields (5)- (7) of the paper.
C Estimation Results that Are Mentioned But Not Reported in the Paper
This section presents the estimation results that are mentioned but not reported in the paper.
C.1 Baseline estimation
This subsection provides supplementary materials regarding the baseline estimation. Table 3 of the paper.
C.2 Estimation with gamma distributions for priors of standard deviations of shock innovations
This subsection reports the results of the estimation in which gamma distributions are employed for the priors of the standard deviations of all the shock innovations instead of the inverse gamma distributions used in the baseline estimation, following Schmitt-Grohé and
Uribe (2012), as mentioned in footnote 18 in Section 4.2 of the paper. Specifically, as presented in the second to fourth columns of Table A .6, the prior mean of each shock innovation's standard deviation is the same as in the baseline estimation but its prior standard deviation is set at the value of its prior mean. Then, each parameter's posterior mean and 90 percent credible interval are reported in the fifth and sixth columns of the table. They are very close to their counterparts in the baseline estimation shown in the last two columns of the table. As a consequence, the variance decompositions are also very close. The second to fourth columns of Table A .7 report the relative contribution of each shock innovation to the variances of the output growth rate ∆ log Y t , the inflation rate log π t , and the interest rate log r t at the business cycle frequency of 6-32 quarters, evaluated at the posterior mean of model parameters in the estimation with the gamma distributions. The results are very close to their counterparts in the fifth to seventh columns, that is, in the baseline estimation.
Therefore, the main results obtained in the baseline estimation still hold in the estimation with the gamma distributions.
C.3 Estimation with revised actual data and forecast data
This subsection presents the results of the estimation with the revised actual data as well as the forecast data mentioned in Section 5.1 of the paper. The second and third columns of Table A .8 report each parameter's posterior mean and 90 percent credible interval in the estimation, while the fourth and fifth columns show those in the baseline estimation (i.e., the estimation with the real-time actual data and the forecast data). As noted in the paper, the posterior mean of each parameter is similar and its credible interval overlaps between the estimation with the revised actual data and the baseline estimation.
Regarding the source of fluctuations in U.S. output growth, the third to last column of Table A .7 reports the variance decomposition of the output growth rate ∆ log Y t in the estimation with the revised actual data (and the forecast data). In line with the baseline estimation, the technology news shocks ν a n,t−n , n = 1, 2, ..., 5 are a major source of fluctuations of U.S. output growth; they explain nearly half of the fluctuations (42 percent). In particular, the one-quarter ahead one ν a 1,t−1 plays a crucial role in accounting for the fluctuations (28 percent). Note: This table shows the variance decompositions of the output growth rate ∆ log Y t , the inflation rate log π t , and the interest rate log r t at the business cycle frequency of 6-32 quarters, evaluated at the posterior mean of model parameters in the estimation with gamma distributions for priors of the standard deviations of all the shock innovations, in the baseline estimation, and in the estimation with the revised actual data and the forecast data. Notes: This table shows each parameter's posterior mean and 90 percent credible interval in the estimation with the revised actual data and the forecast data and in the baseline estimation. To compute the posterior distribution, 200,000 draws were generated using the Metropolis-Hastings algorithm, and the first half of the draws was discarded. Notes: This figure shows the MCMC univariate diagnostics for each estimated parameter of the model in the baseline estimation. For each of the model parameters, there are three panels in which the red and blue lines represent the following three measures of the parameter draws within and between chains: "interval", being constructed from an 80 percent confidence interval around the parameter mean; "m2", being a measure of the variance; and "m3", based on third moments.
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