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Abstract— Objectively recognizing emotions is a particularly
important task to ensure that patients with emotional symp-
toms are given the appropriate treatments. The aim of this
study was to develop an emotion recognition system using
Electroencephalogram (EEG) signals to identify four emotions
including happy, sad, angry, and relaxed. We approached this
objective by firstly investigating the relevant EEG frequency
band followed by deciding the appropriate feature extraction
method. Two features were considered namely: 1. Wavelet
Energy, and 2. Wavelet Entropy. EEG Channels reduction was
then implemented to reduce the complexity of the features.
The ground truth emotional states of each subject were inferred
using Russel’s circumplex model of emotion, that is, by mapping
the subjectively reported degrees of valence (pleasure) and
arousal to the appropriate emotions — for example, an emotion
with high valence and high arousal is equivalent to a ‘happy’
emotional state, while low valence and low arousal is equivalent
to a ‘sad’ emotional state. The Support Vector Machine (SVM)
classifier was then used for mapping each feature vector into
corresponding discrete emotions. The results presented in this
study indicated that Wavelet features extracted from alpha, beta
and gamma bands seem to provide the necessary information
for describing the aforementioned emotions. Using the DEAP
(Dataset for Emotion Analysis using electroencephalogram,
Physiological and Video Signals), our proposed method achieved
an average sensitivity and specificity of 77.4% ± 14.1% and
69.1% ± 12.8%, respectively.
I. INTRODUCTION
Emotions as a part of non-verbal communication play an
important role in interactions between individuals. Emotions
are directly related to the brain and are manifested in the
form of brain waves that affect the entire system of a person’s
body. This brain wave is known as electroencephalography
(EEG) which is a type of physiological signal that has been
implemented in various emotion recognition system schemes.
Psychologist James Russell proposed the circumplex
model of emotion in 1980 [1]. The circumplex model is a
conceptualized 2-dimensional continuous space where the
horizontal and vertical axes correspond to the degree of
valence (pleasure) and arousal, respectively. Discrete emo-
tional states such as ‘happy’, ‘sad’, ‘angry’, and ‘relaxed’
can be inferred from the degree of valence and arousal as
illustrated in Fig. 1. Using this model, the degree of any of
the aforementioned discrete emotional state can be measured.
It was further reported that the psychological condition of
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positive/negative arousal (activation/deactivation) and posi-
tive/negative valence (pleasant/unpleasant) can be identified
from Galvanic Skin Response (GSR) and EEG signal [2].
Fig. 1. Russell’s circumplex model of affect [1]. Horizontal axis represents
valence (pleasure); vertical axis represents arousal. Artwork is as seen in
Valenza et. al [3].
Studies have indicated that the reliability of most EEG-
based system can be improved by proper:
1) Feature selection To date, there is still no consensus
as to which features are most suitable for EEG emotion
recognition [4]. Two of the popular methods often
considered are Fast Fourier Transform (FFT) [5] and
Discrete Wavelet Transform (DWT) [6].
2) EEG subband selection: EEG waveforms are generally
subdivided into several bandwidths known as delta,
theta, alpha, beta, and gamma. These bands need to be
properly selected as not all of them carry the relevant
information for emotion recognition. For example, Zhu
et. al. discovered that EEG patterns in the Beta and
Gamma bands are generally stable across emotions and
subjects [7].
3) EEG channel selection: Jenke suggested that not all of
the electrode locations carries the appropriate informa-
tion for emotions [4].
In this paper, we propose an EEG emotion recognition
method to identify four discrete emotions namely: happy,
sad, angry, and relaxed using wavelet features including
energy and entropy. The classification algorithm used in this
paper is the Multi-class Support Vector Machine (SVM) [8].
We also investigated the effect of EEG channel and subband
selection.
On the DEAP (Dataset for Emotion Analysis using elec-
troencephalogram, Physiological and Video Signals) [9], our
method achieved the average sensitivity and specificity of
72.3% and 83.8% using the Wavelet Entropy features. We
observed an increase of specificity from 79.8% to 82.1%
using the alpha, beta, and gamma subbands. Further speci-
ficity increase to 83.8% was achieved using 18 EEG channels
namely: Fp1, Fp2, AF3, AF4, F3,F4, F7, F8, FC5, FC6,
T7, T8, P7, P8, P3, P4, O1, and O2. We did not observe
any substantial decrease in sensitivity which gives a positive
indication of the appropriateness of the selected channels and
subbands.
II. MATERIALS, METHOD, AND EXPERIMENTAL
OVERVIEW
A. Materials
Our experiment was conducted using the DEAP [9]. DEAP
recorded 32-channels EEG signals from 32 participants. This
dataset was created by asking each participant to watch 40
music videos (one minute duration each) with their EEG
recorded. As they watch, the participants subjectively rated
their degree of valence and arousal from the scale of 1 to 9.
We then map this subjective rating into four discrete
emotion class that can be inferred from the circumplex model
as shown in Fig. 1 as follows:
• Pleasant + Activation ⇒ Happy
• Pleasant + Deactivation ⇒ Relaxed
• Unpleasant + Activation ⇒ Angry
• Unpleasant + Deactivation ⇒ Sad
The training and test sets are each composed of those
signals from a group of 5 participants.
B. Method Overview
The block diagram of the method is shown in Fig. 2. The
detailed overview is as follows.
Fig. 2. Block diagram of the proposed system.
In order to map a raw EEG signal to the appropriate
emotion, we employ the following steps:
• Preprocess the raw EEG signal to remove artifacts
such as eye blinking and down-sampling the signal
to 128Hz. The preprocessed DEAP dataset is readily
available in the DEAP website [9].
• Compute the wavelet features using DWT from a
given EEG channel and take the wavelet energy and
wavelet entropy from the decomposition level that cor-
responds to the appropriate EEG subband.
• Train the SVM classifier:
– Generate the training and test sets:
∗ Perform signal preprocessing and DWT feature
extraction for each emotion for each subject
from a group of 5 participants and assign this
array of observations as the training set, so that
Xtrain = {X1,X2, . . . ,X5}
where Xn = {x1,n,x2,n, . . .} denote the obser-
vation vectors extracted from participant n.
∗ Similarly, the test set Xtest can then be con-
structed from another 5 participants so that
Xtest ∩ Xtrain = ∅.
– Optimize the support vector centroids and radius
for the RBF kernel from Xtrain using the Ensemble
Rapid Centroid Estimation (ERCE) [10].
– Train the multi-class SVM using Xtrain against the
class labels. We used Sequential Minimal Opti-
mization (SMO) algorithm for the SVM training
algorithm.
C. Experimental Overview
1) EEG subband selection: We investigated two exper-
imental settings which involved training the SVM using
wavelet features extracted from the:
SB5: 5 EEG frequency bands: delta, theta, alpha, beta,
and gamma: SB5 = {δ, θ, α, β, γ}, and
SB3: 3 EEG frequency bands: alpha, beta, and gamma:
SB3 = {α, β, γ}.
According to Tinguely et. al, [11] the delta and theta band
are more relevant to the sleep stage, thus has less relevance
to the emergence of emotion.
2) EEG channel selection: We also experimented on the
effect of channels selection as follows:
CH32: No channel selection, i.e. using all the 32 available
EEG channels.
CH18: The number of channels was reduced to the 18
channels commonly used in the EEG emotion recog-
nition literature according to Jenke et. al [4]. The 18
channels are: Fp1, Fp2, AF3, AF4, F3,F4, F7, F8,
FC5, FC6, T7, T8, P7, P8, P3, P4, O1, and O2.
III. METHOD
A. Discrete Wavelet Transform (DWT) Feature Extraction
The DWT is advantageous in a sense that it provides time-
frequency localization, multiscale zooming, and multirate
filtering for detecting and characterizing transients. These
advantages allow DWT to potentially extract the appropriate
information from non-stationary signals such as the EEG
signals [12].
Given any one dimensional time signal x(t), the DWT de-
composes x(t) based on dyadic scales and positions defined
as follows:












where 2an and 2a are the time localization and scale respec-
tively, while ψ(t) denotes the mother wavelet function.
The DWT can be interpreted as a filtering process using
a dyadically shifted and scaled mother wavelet. Given a
sampled signal x[n] = x(nTs) where Ts denotes the time
between samples, the DWT can then be computed recursively
for each level of decomposition by convolving x[n] with
a quadrature mirror filter with high-pass impulse response
g[n] and low-pass impulse response h[n] and downsampling
the resulting signals by a factor of 2. The resulting signals
xA = (x ∗ h)[n] and xD[n] = (x ∗ g)[n] are referred to
as the approximation and detail coefficients, respectively.
Programmatically, the DWT can be defined as a recursive
operation as follows:





x[k]g[2n− k], and (2)






where a denotes the level of decomposition, while ↓2 denotes
the downsampling operator by a factor of 2.
1) Wavelet Energy: The wavelet energy E(a) measures
the energy of the wavelet coefficient localized at the ath
level of decomposition computed as follows,




where Ca denotes the wavelet coefficients at the ath decom-
position level. Ca can be either xAa or xDa .
Normalizing the wavelet energy against the total wavelet





where K denotes the number of discrete wavelet decompo-
sitions, p(a) ∈ {0, 1} and
∑
a p(a) = 1. This normalized
measure is also known as the relative wavelet energy [13].
2) Wavelet Entropy: The wavelet entropy H(a) measures
the degree of ‘unpredictability’ in the energy distribution.
Given the probability mass function p(a) (refer to Eq. (5)),
the wavelet entropy is calculated as follows [14],
H(a) = −p(a) log p(a), (6)
where K denotes the number of DWT decompositions.
B. Optimizing the Multi-class SVM Classifier
The emotion classification is done using a multi-class
SVM with a Radial Basis Function (RBF) kernel as follows,






where k denotes the support vector index, σk denotes the
support vector radius, JS(x‖µk) denotes the Jensen-Shannon
(JS) divergence between a random vector x and the support
vector centroid µk.
The JS divergence is a symmetrized and smoothed version
of the Kullback-Leibler (KL) divergence [15]. Given two
discrete probability distributions P ∼ p(x) and Q ∼ q(x),













Here M = (P +Q)/2 denotes the central probability mass
function and KL denotes KL divergence.
Properly estimating the parameters for the RBF kernel
is particularly important in order to ensure proper learning
[8]. We used a particle swarm ensemble clustering algorithm
called the ERCE algorithm for this purpose [10]. It has been
argued that the algorithm can estimate the number of clusters
directly from the data using swarm intelligence and ensemble
aggregation [10], [16].
Using ERCE, the support vector centroids µk ∈
{µ1,µ2, . . .} as well as the kernel radius σk ∈ {σ1, σ2, . . .}
can be inferred from the training data. The steps are as
follows:
1) Execute ERCE [10] to cluster the training set Xtrain =
{x1,x2, . . .} to an arbitrary number of cluster based on
JS distance (i.e. the square root of JS divergence).
2) Aggregate the ensemble clustering results using average
linkage to get the final clustered sets {C1,C2, . . . ,CK},
where K is determined automatically by ERCE at
ensemble aggregation. The corresponding centroid vec-
tor µk ∈ {µ1, . . . ,µK} is computed as conditional
expectation as follows,






3) The RBF kernel radius for the kth support vector is
taken as the square root of conditional JS divergence as
follows,






4) Given the optimized RBF kernel parameters, the SVM
is then trained using the SMO algorithm.
IV. RESULTS AND DISCUSSION
Table I summarizes the results from from 30 repetitions of
SVM training and testing episodes using 5 subbands (SB5)
and 3 subbands (SB3), as well as 32 (CH32) and 18 (CH18)
EEG channels.
We used daubechies 5 (db5) as the mother wavelet. The
wavelet features are computed from the detail coefficients:
• 5th detail coefficients: xD5 ≈ Delta (3–4Hz);
• 4th detail coefficients: xD4 ≈ Theta (5–8Hz);
• 3rd detail coefficients: xD3 ≈ Alpha (9–16Hz);
• 2nd detail coefficients: xD2 ≈ Beta (17–32Hz); and
• 1st detail coefficients: xD1 ≈ Gamma (33–64Hz).
Table I shows that the emotion classification using wavelet
entropy generally have higher accuracy than relative wavelet
energy. Using only the alpha, beta, and gamma subbands
(SB3) seem to the overall accuracy. Wavelet entropy features
up achieved 61.8% accuracy under the CH32, SB3 setting.
When the number of channel is reduced to 18, we observed
a slight increase in sensitivity and a substantial drop in
specificity. The confusion matrix in Table II may help explain
this phenomenon. As observed in Table II, sad emotion was
classified up to 88.89% true positive rate, while the other
three emotions achieved lower than 80% true positive rate.
Fig. 4 indicates that these channels are lacking the informa-






Features: Relative Wavelet Energy
CH32, SB5 72.5% ± 10.6% 79.3% ± 7.0% 57.3% ± 2.8%
CH32, SB3 75.4% ± 11.1% 81.8% ± 5.9% 59.6% ± 1.9%
CH18, SB3 73.5% ± 14.8% 82.3% ± 6.2% 59.6% ± 2.6%
Features: Wavelet Entropy
CH32, SB5 74.6% ± 10.3% 79.8% ± 6.5% 59.0% ± 1.7%
CH32, SB3 75.7% ± 12.1% 83.7% ± 6.8% 61.8% ± 4.4%
CH18, SB3 77.4% ± 14.1% 69.1% ± 12.8% 60.9% ± 3.2%
——
* Sensitivity, specificity and accuracy are averaged over the four emotions
over 30 experiments.
TABLE II
CONFUSION MATRIX OF THE BEST TRAINED CLASSIFIER USING
WAVELET ENTROPY UNDER CH18 , SB3 SETTING.
Output class
Sad Relaxed Angry Happy
Target Class
Sad 88.89% 00.00% 00.00% 11.11%
Relaxed 28.57% 64.29% 00.00% 07.14%
Angry 09.09% 00.00% 72.73% 18.18%
Happy 09.09% 20.00% 18.18% 72.73%





























Fig. 3. Receiver Operating Characteristic (ROC) of an average case
scenario.



































Fig. 4. The Normalized Mutual Information between each channel and
each emotions. It can be seen that the wavelet entropy features were
predominantly biased towards characterizing sad emotion, whereas relaxed,
happy, and angry emotions were seemingly underrepresented.
V. CONCLUSION
The proposed EEG emotion recognition system has suc-
cessfully identified emotional states including happy, sad,
angry, and relaxed using wavelet analysis. Using the DEAP
[9] we discovered that the alpha, beta, and gamma EEG
subbands are particularly important for emotion recognition.
Our proposed approach achieved an average sensitivity and
specificity of 77.4% and 69.1%, respectively. The limitation
of our method is that transient patterns and quasi-stable states
that may exist in the EEG are overlooked in both energy and
entropy formulations. Having this in mind, potential research
directions that worth considering include incorporating EEG
microstates and/or brain connectivity features.
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