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Preface
Interactive multimedia traffic is usually a stream of packets containing voice, video a
combination of these. Because of the user interaction, there is a high vulnerability to
latency, jitter and packet loss. In this thesis, we have investigated TCP’s influence (FTP
and HTTP traffic) on interactive multimedia traffic through numerous simulations in
the network simulator NS-2. Our findings include what types and amounts of traffic
are required to disrupt an interactive multimedia stream. We have also done a thor-
ough investigation into what kind of changes to endpoint and network variables make
the greatest difference in TCP’s influence on this kind of traffic.
The changes made in the endpoints that affected TCP’s influence on the VoIP traffic
were the choice of transport protocol and the rate of the VoIP calls. Silence suppression
made a little effect for the worse, i.e., it reduced the VoIP bandwidth consumption, but
the received quality was reduced due to higher loss.
The change of queuing methods from tail-drop to RED made the packet loss for the
VoIP call drop to almost zero. The increase in queue length improved on the packet
loss, but it also introduced higher latency. The distance to the bottleneck proved to
have no effect at all. Our simulations in the 100Mbps version of our network shows
that our results are valid for higher bandwidth as well. Our results indicate that the
network has to be quite badly congested before serious disruption occurs for the VoIP
application.
xiii
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Chapter 1
Introduction
This thesis investigates the Transport Control Protocol’s (TCP) influence on interact-
ive multimedia traffic. For our investigation, we have chosen to focus on Voice over
Internet Protocol (VoIP) as an example of multimedia traffic.
1.1 Background
The Internet was originally constructed to be a fault-tolerant means of communication,
and although users and technology have changed, the goal is still the same. Today,
millions of users worldwide rely on the Internet for their communication needs. In the
last years multimedia traffic has become a more and more common part of the Internet
traffic. People expect to listen to music, watch video, place phone calls and play games
on the Internet. A lot of this traffic is to some degree based on the interaction of its
users.
More and more people use a VoIP system to place their daily phone calls either with
or without video. VoIP systems allow users to place calls to other VoIP users, as well
as regular phones, through their Internet connection. The continuing growth in the
number of VoIP users is mainly due to economics since the packet switched Internet
is a more cost efficient way of placing calls than the legacy circuit switched telephone
network. VoIP has become big business and there are many providers. Cisco systems
inc. [3], AT&T [2] and Telenor AS [9] are examples of such providers. The VoIP systems
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range from simple applications for your home computer, to fully functional phones
that are connected directly to your Internet connection.
Applications such as standardized VoIP and proprietary Skype [8] have grown quickly
and continue to do so. There are no indications that this trend will change, and why
should it? Humans like to communicate with each other, and for the first time in his-
tory distance is no longer the obstacle it used to be.
The motivation for this thesis is to show how vulnerable multimedia traffic in a
packet switched network can be, and hopefully to find some ways to improve this. We
also hope to stimulate further research in this field.
1.2 Problem Statement
There is now a wide variety of applications that make use of VoIP. In addition to VoIP
telephone systems, it is often integrated in Multi-player online games and used for
phone and video conferences. Few of these applications adapt to bandwidth prob-
lems, while some rely instead on resilient audio codecs and others rely only on the
robustness of transport protocols like User Datagram Protocol (UDP). These applica-
tions provide adequate quality of service (QoS) at the time being. However, with the
rapid growth of Internet traffic, this QoS might degrade in the future. Peer to peer
traffic (P2P) is growing steadily and is producing more traffic in the Internet than all
other applications combined [19]. With the introduction of HDTV, we expect the traffic
growth of P2P to continue in the future. The implication for the everyday users could
be a phone that does not work. Most people will consider this very inconvenient. In
the case of an emergency, it could be disastrous.
The questions we want to answer in this thesis are: What kind of traffic scenarios
will disrupt a VoIP call? How badly congested is the network before serious disrup-
tion occurs? What modifications to end-point and network variables will improve the
situation? In this thesis we will try to answer these questions.
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1.3 Contributions
We have created simulations to investigate TCP’s influence on interactive multimedia
traffic. In our simulations we have been able to identify scenarios where this traffic suf-
fers considerably due to TCP’s influence. We have identified some of the changes in the
network and in the end systems that make a difference in TCP’s influence. Hopefully
these findings will inspire more research in this field and contribute to the betterment
of multimedia traffic applications.
1.4 Structure
This thesis is divided into five chapters. In chapter 2 we will go into the background
for this thesis. We will describe the underlying technology which is the basis for VoIP
as well as the network and data stream properties relevant to our simulation.
Chapter 3 will give an overview of how our simulation is designed and what aspect
of the traffic we have considered interesting.
In chapter 4 we will present the results of our simulations together with thoughts
and comments to the cause of these results.
Finally, in chapter 5 we will present our conclusions and possibilities for further
research.
Chapter 2
Background
In this chapter, we give a short introduction to applications and protocols relevant to
this thesis.
2.1 Transport Protocols
The two main transport protocols used in the Internet today is Transport Control Pro-
tocol (TCP) [20] and User Datagram Protocol (UDP) [23]. How these protocols behave
and affect each other is a central part of this thesis, and in this section, we will give an
overall review of their behaviour.
2.1.1 User Datagram Protocol
UDP is a connection-less transport protocol designed to enable data transfer with a
minimum of protocol mechanisms. The header of a UDP packet contains little more
than what is strictly needed to get a packet to its destination. The only error control is a
checksum that can be used to verify that the packet has arrived correctly. Since UDP is
connection-less, missing and faulty packets are ignored in silence. It is generally used
in applications where speed is of more importance than correctness. It is often used
in multimedia traffic, since a lot of multimedia traffic is time sensitive and resilient to
moderate packet loss. UDP is often the preferred protocol for VoIP applications.
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2.1.2 Transport Control Protocol
TCP is a connection oriented transport protocol. As opposed to UDP, it offers reliable
data transfer. This is done by initiating a connection before transfer of data occurs. The
connection serves to synchronize the starting sequence number of packets. This is done
with a SYN packet. When data is transferred, the receiver can ask for retransmissions
of lost or damaged packets as well as inform the sender if it is ready to receive more
packets or not. All received data is confirmed by an acknowledgement (ACK) sent
from the receiver to the sender. This ACK contains the sequence number of the last
received byte. If an ACK is not received within a given time period, the transmitter
will resend the corresponding data due to a timeout.
Figure 2.1: Illustration of TCPs congestion control [15].
Congestion Control
The fact that TCP has a connection and a concept of whether or not a packet is re-
ceived is the basis for TCP congestion control [34]. TCP uses a congestion window
to determine how many packets can be sent at any time before waiting to receive an
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ACK. Normally an ACK will be received at the and of a round-trip-time (RTT). When
TCP starts to transmit data the congestion window is set to one maximum segment
size (MSS). TCP enters a phase called slow start where this congestion window is in-
creased with one MSS for each ACK it receives until a slow start threshold is reached.
When the slow start threshold is reached, TCP starts what is known as congestion
avoidance where it increases the congestion window with one MSS for each RTT. If the
receiver receives a packet out of order, it assumes this packet is lost and signals this to
the sender by sending a duplicate of the last sent ACK. When such a duplicate ACK
is received by the sender, the slow start threshold and the congestion window is set
to half the current congestion window. TCP then resumes the congestion avoidance
phase. This can be seen in figure 2.1. If a packet loss is discovered by timeout, the
slow start threshold is set to half the current congestion window and the congestion
window is set to one MSS. TCP then enters a new period of slow start. The TCP con-
gestion control described here is known as TCP Reno. There are other kinds with slight
variations to what is described here.
2.2 Interactive Multimedia Applications
Multimedia is defined as the combined use of several media, as sound and full-motion
video, in computer applications [7]. This covers everything from VoIP to video stream-
ing and multi-player online games. Interactive means acting one upon or with the
other [7] and is used to describe the traffic generated between one or more users and /
or a system. Most multimedia traffic in the Internet implies interactiveness to smaller
or larger degree and this interactiveness affects the traffic patterns.
2.2.1 VoIP
Voice over IP is the encoding and packetization of voice and / or video and the sub-
sequent transfer of this over the Internet. This enables users to use computers equipped
with a speaker, microphone and an Internet connection as an alternative to the circuit
switched phone system. It has become widely and wildly popular. In fact, Internet ser-
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vice providers (ISP), like Telenor AS, have successfully advised customers to replace or
compliment their legacy circuit switched phone line with a VoIP based system. Since
its introduction in the mid 90’s, VoIP has grown to be a billion dollar industry tak-
ing larger market shares from the legacy phone network every year [31]. AS more
and more people and businesses depended on this technology it sets high demands
on quality and reliability. In this thesis we have focused on voice traffic as generated
by VoIP. Although pure voice traffic is only a small part of the variety of multimedia
traffic in the Internet today, the characteristics of VoIP traffic is present in most of the
other forms of multimedia traffic.
VoIP uses, as the name implies, IP packets to place and maintain the calls. Since
IP inherently gives no guarantees the quality and reliability of Internet telephony are
subject to the moment to moment transitions of the traffic load in the various parts of
the Internet. Much has been done to overcome this weakness, however most of the
solutions used today involve resilient audio codecs.
The main transport protocol used for VoIP is UDP. VoIPs traffic pattern generally
consists of small packets, 20 to 160 bytes payload with 30 to 50 packets per second.
The UDP protocol, being connection-less in nature, does not adapt to bandwidth prob-
lems. When the UDP protocol encounters bandwidth problems, packets are dropped
by the intermediate systems if there are not enough resources left. Applications are
expected to silently ignore lost packets preferably in a graceful manner unnoticed by
the user. Table 2.1 shows a selection of VoIP codecs with their corresponding payload
size and bit rate. Bear in mind that many of these protocols have variations with al-
ternate payload sizes and Packets per second. There is a big difference in how well
these codecs perform when they experience packet loss. Users will notice packet loss
in ITU G.711 at 1 percent packet loss, while iLBC reports graceful degradation of qual-
ity as far as 30 percent packet loss. ITU-T has defined a set of latency thresholds for
VoIP traffic. Users begin to get dissatisfied if the one-way delay exceeds 150-200 ms
and that the maximum delay should not exceed 400 ms [18].
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Codec Bit Rate Payload Size Packets
(kbps) (Bytes) per second
ITU G.711 64 160 50
ITU G.729 8 20 50
ITU G.723.1 6.3 24 34
ITU G.723.1 5.3 20 34
ITU G.726 32 80 50
ITU G.726 24 60 50
ITU G.728 16 60 34
iLBC 13.33 50 33.33
iLBC 15.20 38 50
Table 2.1: Examples of VoIP codecs with bandwidth consumption, payload size and
packets per second [27] [17].
Most VoIP applications use a signalling protocol called Session Initiation protocol (SIP) [21]
to create, modify and terminate sessions. It is also used to locate users and carry ses-
sion descriptions to allow participants to agree on a set of compatible media types. The
Real Time Protocol (RTP) [25] and its sister protocol RTP Control Protocol (RTCP) [25]
are often used by VoIP applications to transport real-time data. Neither of these proto-
cols are part of our simulations since they address other parts of VoIP traffic than we
are focusing on in this thesis. Specially interested readers are referred to [21] and [25].
Silence suppression [30] is a technique to save bandwidth in VoIP calls. During
periods of silence the application simply does not transmit packet. Since there is no
speech there is no relevant data to transmit. This is of course an efficient way to save
bandwidth.
2.2.2 Multi-player Online Games
Multi-player online games refer to the vast number of games that allow people to
share a gaming experience through an Internet connection. These games include role-
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playing games, real-time strategy games and first-person shooter games. There are
several different games in each category, and they all have to exchange data with real-
time demands to guarantee a good gaming experience for the player.
The traffic generated by multi-player online games has a lot in common with VoIP.
In a typical first-person shooter game each player sends about 25 packet per second
for a total of 15.7 kbps [13]. The traffic for the server is proportional to the number of
clients with an average of 16 packets per second and 16.4 kbps per client connected.
When there is a pause in the game, all traffic is suspended. This has similarities with
silence suppression in VoIP, but it does not occur as frequently. The latency demands
for online games vary greatly. Users start getting annoyed at 100 ms for first-person
shooters, 500 ms for role-playing games and 1000 ms for real-time strategy games.
The results of this thesis may be somewhat applicable to this kind of traffic, how-
ever this will not be a direct part of our simulations.
2.2.3 Video on Demand
Video on demand (VoD) is the streaming of video at a user’s request. VoD presents
many of the same challenges as VoIP and some others as well. Although the main
kind of traffic is similar to the one used in VoIP, VoD users expect the same kind of
flexibility they get from their living room DVD player. This includes skipping forward
or backward, pausing, resuming and more. While there is more data to be transferred
the time restriction are not as stringent as in VoIP since it is easier to buffer data.
2.3 Other Applications
Since our thesis is a simulation of TCP’s influence on multimedia traffic, a short de-
scription of some applications that utilize TCP is in order.
2.3.1 File Transfer Protocol
File transfer protocol (FTP) [24] is designed to enable users to access remote file stor-
age systems and transfer data reliably and efficiently. Depending on the amount of
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data to be transferred, FTP may consume all available bandwidth. FTP uses TCP as
its transport protocol and will keep increasing its data-rate according to TCP conges-
tion control algorithm. This enables FTP to transfer as much data as the network can
handle. Because of TCP congestion control it will halve its transmission rate if a packet
is lost.
2.3.2 World Wide Web
The World Wide Web is the total of all the web pages stored on web servers in the
world. Its main basis is the Hypertext Transfer Protocol (HTTP) [22]. HTTP is an
application level protocol originally designed to manage requests and transfers of Hy-
pertext Markup Language (HTML) [11]. What makes the World Wide Web interesting
for our thesis is the fact that most HTTP requests sent to web pages around the world
are relatively small in size. This seriously affects the behaviour of the TCP congestion
control since most of the requests will be completed before the TCP timeout triggers a
reduction of the congestion window. This makes web traffic a lot more aggressive than
other forms of traffic like FTP.
2.3.3 BitTorrent
BitTorrent [33] is a P2P protocol with millions of users world wide. It is designed to
be a fast an efficient way to distribute files to many users. The general idea is that files
are split into many equal sized blocks, which are usually 32-256 kB. Users can then
download these blocks from multiple peers concurrently. This is done by sending a
request to a peer in possession of a block and requesting a transfer of the block. Due to
the size of the blocks TCP congestion control will have little time to react. This makes
BitTorrent traffic as aggressive as web traffic.
2.4 Summary
In this chapter we have presented the two main transport protocols used in the Inter-
net today. We have briefly described the main difference between them. The applica-
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tions relevant to our thesis have been introduced and we have described some of their
characteristics. We have seen that the demands on interactive multimedia traffic are
stringent, and the network and applications intended to support it must have equally
stringent demands.
To further investigate how these applications and protocols affect each other, we
need testing. In the next chapter we will look at how our simulation was designed.
Chapter 3
Design
In this chapter we will present an outline of the simulation setup.We will look at what
choices we have made and what we have chosen as a focus for the simulations.
3.1 Simulator Requirements
Designing a simulation required an understanding of what characteristics we needed
to simulate. We wanted the possibility to simulate several different traffic types, both
UDP based and TCP based. More than this, we wanted to be able to change network
characteristics to measure the influence this would have on VoIP call. To be able to
choose an adequate simulator we had to define what options we needed.
3.1.1 Traffic Types
First and foremost the simulator would need to be able to generate VoIP-similar traffic
and TCP cross traffic at various rates and packet sizes. This is of course something
most network simulators include. However with the simulations we had in mind, we
needed the ability to simulate both VoIP with UDP transport as well as VoIP with TCP
transport. We would also need to generate some TCP cross traffic for the VoIP calls.
Web traffic generation was of the highest importance since this kind of traffic is more
likely to pose serious interference with a VoIP call as discussed in 2.3.
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3.1.2 Network Options
No network simulator would be any good unless we could thoroughly manipulate the
aspects of the network. We needed to be able to model different kinds of networks to
see what would change TCP’s influence on the multimedia traffic. We wanted the abil-
ity to change queueing method and queue length as well as the latency in the network.
The network bandwidth would also have to be changed if we were to understand the
effects the network capacity had on our results and to show that our results are valid
for higher bandwidths.
3.2 Network Simulator 2
We considered both JavaSim [4] and Network Simulator 2 (NS-2) [6] for our simula-
tions. In the end we chose NS-2 because of its lower execution time, its wide array
of possibilities and its reputation for consistent results. Having its roots as far back
as 1989, the NS-2 simulator is constantly upgraded and improved. When we started
our simulations the latest version was 2.30. For consistency, all our simulations have
been run with this version although version 2.32 has been released by the time of this
writing.
NS-2 is an open source community developed software and this is in no small part
the reason that it is so extensive. Users can make their own extensions to the simu-
lator, should it be needed, and contribute these to later versions of the simulator. The
NS-2 manual thoroughly documents all the features of the program and is constantly
updated. We use but a fraction of these features. We will describe the features that are
most important to our simulations.
The interface of NS-2 is an object-oriented version of the Tool Command Language
called OTcl, while the simulator itself is programmed in C++. The OTcl language is
not considered to be a difficult language to learn. One of the main advantages to using
a scripting language to make network simulations is that it allows the user to design
simulations with an amount of freedomwhich no graphical user interface would allow.
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NS-2 also comes with a network animator tool called Nam [5] which allows users to
view their network layout and packet traversal through it.
3.2.1 Nodes and Links
Nodes and links are what make up a network in NS-2. The nodes correspond to real
world machines, acting as end points if only one link is connected and as routers if
more than one link is connected. The links correspond to cables. This is naturally
the first step in creating a simulation, the simplest form of which is two nodes bound
together by a link. When creating a link between two nodes we can choose between
a simplex link or duplex link. When creating a link we also set bandwidth, link delay
and queueing method. We can then assign a queue limit to the link.
3.2.2 Transport Protocols in an NS-2 Simulation
Transport protocols in NS-2 are modelled by transport agents. These correspond to real
world transport protocols and have to be attached to the nodes before anything can be
sent or received from them. The transport agent that interested us were of course the
UDP agent and the TCP agent which represent UDP and TCP in the real world.
The UDP Agent
A UDP flow is simulated by creating a UDP agent and attaching it to a node. A null
agent must also be created and attached to another node. Then the UDP agent is con-
nected to the sink. When a traffic generator is attached to the UDP agent the traffic
will flow from the corresponding node to the node with the attached null agent. UDP
agents like UDP itself are simple and there is only one implementation for UDP agents
in NS-2.
The TCP Agents
TCP traffic is simulated by TCP agents which come in a wide selection divided into
two main categories: One-way TCP and FullTCP.
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The first of these categories is, as the name says, a one-way sender and data flows
only one way. When created, this agent is attached to a node. Although it is called a
one-way TCP, we need an agent to respond with ACKs. Therefore we have to create a
TCP sink agent, and attach it to another node. The TCP sender agent is connected to the
TCP sink agent, and traffic will flow from the TCP sender agent to the sink agent, while
ACKs flow the other way. The one-way TCP sender was the first to be implemented in
NS-2, and consequentially, it has the widest range of congestion control options, while
the newer FullTCP is only implemented with Reno congestion control.
The FullTCP can serve as both source and receiver of data. Here we create two TCP
agents, and attach them to a node each. Then we connect the two agents, and instruct
one of them to listen for an incoming connection, while the other will be the sender
of the data. In our simulations we have used FullTCP, since the one-way TCP agent
seems to pad its payload up to max payload size, no matter what the actual payload
is. This resulted in TCP packets with 50 bytes payload having a total size of 1500 bytes,
making any attempts at simulating CBR over TCP futile.
3.2.3 Application-Level Traffic in NS-2
The traffic that concerned us were web traffic, VoIP traffic and FTP traffic. In NS-2
these are simulated by the constant bit rate (CBR) traffic generator, the FTP application
and the PackMime-HTTP traffic generator.
The CBR traffic generator is attached to an agent and produces packets at a constant
rate. It must be parametrized with packet size and sending rate. It also has the option
of randomness in the departure times of packets. With these options, we consider this
to be a sufficient basis for simulating VoIP.
The FTP application simulates an FTP server, and will generate packets of a size
as defined by the max TCP packet size defined in the TCP agents. It assumes there
is always more data to send, and is only hindered by network bandwidth and TCP
congestion control.
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The PackMime-HTTP traffic generator generates web traffic based on the PackMime
Internet traffic model [26], which is based on recent Internet traffic traces. Each instance
of the traffic generator controls two applications: A PackMime-HTTP server applica-
tion and a PackMime-HTTP client application. Each of these is attached to a FullTCP
agent, and each of them can simulate hundreds of HTTP servers and HTTP clients.
Since it is based on actual traces, the only variable is the rate at which new connections
are started per second. This rate is the basis for the random number generator (RNG)
making new connections. There are two more RNGs in the PackMimeHTTP, one for
request-size and one for response-size.
3.2.4 Tracing and Analysis
To understand the influence of TCP onVoIP calls, we needed to knowwhich VoIP pack-
ets were dropped andwhich VoIP packets arrived safely. We needed to knowwhen the
packets arrived to calculate jitter. For the cross traffic we needed to know the sequence
number of the TCP packets to calculate the throughput of the cross traffic. Knowing
where in the simulation events occured was also important. Lastly we needed to be
able to distinguish the traffic types from each other.
NS-2 allows tracing of its simulations at any and all places in the simulation net-
work. The simulator can be instructed to trace all packet data at all places in the net-
work, or just at a specific link. The traces from the simulation is then written to a log
file.
r 11.050447 0 1 ack 1500 ------- 272 10.272 11.272 78841 45087
r 11.051647 0 1 ack 1500 ------- 272 10.272 11.272 80301 45090
r 11.051679 0 1 ack 40 ------- 266 8.266 9.266 0 45096
d 11.05254 0 1 cbr 50 ------- 2 2.0 3.0 1 45915
r 11.052879 0 1 ack 1500 ------- 286 10.286 11.286 1 45091
d 11.053948 0 1 ack 385 ---A--- 259 18.259 19.259 1 45921
r 11.054079 0 1 ack 1500 ------- 316 4.316 5.316 1 45093
Figure 3.1: Excerpt from an NS-2 trace file.
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An excerpt form an NS-2 trace file can be seen in figure 3.1. The first field in this
excerpt indicates the kind of event that has been recorded. Here we see five receive
events indicated by r and two drop events indicated by d. The next field is the time
of the event measured to the microsecond. This is measured since the start of the
simulation and is referred to as the time index. Following this we have two numbers
that refer to nodes in the network. They indicate that these events happened at the link
between node 0 and node 1. Next is packet type and size. Then follows a series of flags
where the A means congestion window reduced. The next field is a flow identifier
followed by two fields indicating source and destination address. Then there is the
sequence number and finally a unique packet identifier.
The fields that interested us were the recieve / drop field, the time index, the nodes
describing which link it was, the packet type, packet size and the sequence number.
With this information we would be able to make some conclusions to our simulations.
Figure 3.2: General network topology
3.3 Our Simulations
Since we were planning to investigate TCP’s influence on VoIP traffic in our simu-
lations, we had to create a network where there would be contention between these
traffic types. To create real contention we needed a bottleneck that all the traffic would
have to go through. We sent all traffic in the same direction intersecting in one node
and consequently intersecting in the same queue before going through a single link to
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the next node. This single link would then be our bottleneck. All traffic sources had
the same bandwidth in their links as the bandwidth in the bottleneck.
The resulting topology of the experiments became generalized dumbbell network
as seen in figure 3.2. Even numbered nodes represent data sources and odd numbered
nodes represent data receivers. All sources and receivers are implemented as pairs
with sources numbered as n and receivers n+1 except for node 0 and node 1 which rep-
resent the bottleneck. Each of the node pairs can be configured as either a PackMime-
HTTP application, a CBR-sender and receiver using UDP or TCP or an FTP-server and
client. The OTcl script that we use parses the arguments given on the command line
and most of the parameters in the simulation can be modified this way. All our trace
data was gathered at the bottleneck between node 0 and node 1.
The PackMime-HTTPs are all scheduled to start at 0 seconds from simulation start.
The FTP-application increases its transmission rate according to TCP congestion con-
trol. To get variations in the cross-traffic generated by FTP-applications all of these
applications have a random start time between 0 and 3 seconds from simulation start.
10 seconds after simulation start TCP based CBR begins its transmissions and at 11
seconds after simulation start the UDP based CBR traffic starts. This gives the cross-
traffic about 10 seconds of warm-up time. The simulation ends after 31 seconds, which
gives us 21 seconds of trace data for the TCP based CBR and 20 seconds of trace data for
the UDP based CBR. The source code for our simulations can be found in appendix A.
3.4 Summary
In this section we have presented the network simulator used in our simulations. We
have explained which options in the network simulator interests us and how we were
going to collect the relevant data from our simulations. Finally we explained the gen-
eral topology of our simulations. In the next chapter we will present the values of the
variables we chose for our simulation and the results we got.
Chapter 4
Simulations and Results
In this chapter, we will present an overview of the various simulations we have run,
followed by the results themselves.
4.1 Simulation Overview
Our default simulation is a network as described in 3.3 with 10 PackMime-HTTP ap-
plications acting as cross traffic for one UDP-based CBR traffic generator which rep-
resents our VoIP call. All links in the network have the same bandwidth which we
have chosen to be 10 Mbps. The number of PackMime-HTTP applications was chosen
after a few initial simulations which determined that this was a reasonable number
to create a serious bottleneck, since lower numbers of PackMime-HTTP applications
produced less contention. There is a wide range of VoIP codecs, each with their own
combination of bandwidth and payload. We have chosen to try and make an amalgam
of the codecs shown in table 2.1. We chose to use 50 bytes packet size with a rate of
32 kbps for our CBR traffic. As a result of this, CBR produces one packet every 12.5 ms.
The end-to-end delay in the network is 120 ms, which is approximately the delay Oslo,
Norway to New York City, US 1. This delay is further split into three equal parts: 40 ms
delay before the bottleneck, 40 ms delay in the bottleneck and 40 ms delay after the
bottleneck. The queueing method used in the network is tail-drop. When choosing a
queue length we used what is now a considered a rule-of-thumb introduced in [35],
1Obtained with traceroute to www.nytimes.com
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which states that the buffer in routers should be the product of the bandwidth and the
average RTT of flows going through the router. In our case, this calculates to 300KB
and resulted in a queue length of 200 packets since our maximum transfer unit (MTU)
in the network is 1500 bytes. The MTU was chosen at 1500 because this is the MTU of
the Ethernet standard [1]. The rate of the HTTP connections was incremented in steps
of 100 until significant packet loss occurred and beyond. All simulations were run 50
times to get a statistical base, with the exception of the 100 Mbps network simulations.
All plots are made with the mean of our data. The 100 Mbps network simulations had
to be reduced to twenty runs due to the precessing time of these simulations. All data
is based on events after the warm-up phase which ends at time index 10 seconds into
the simulation. The simulation ends after 31 seconds.
From this default simulation, we created new simulations where one or more vari-
ables were changed in each. We experimented with changing a few endpoint variables
in our simulation. Keeping the packet size constant, we tried two identical simula-
tions except that a CBR rate of 13 kbps (one packet every 30.77 ms) was chosen in
one simulation and a 64 kbps (one packet every 6.25 ms) in the other. After these two
experiments, we tried to simulate silence suppression by stopping the CBR traffic at
certain intervals while changing none of the settings from the default simulation. We
then ran a simulation where we changed the transport protocol from UDP to TCP.
We also ran some experiments where we substituted the cross traffic generated by the
PackMime-HTTP applications with FTP applications. Furthermore, the network itself
presents a whole other set of variables to be modified. First off, we tried to increase
the queue length in the network from the default 200 packets to 1000 in one simulation
and 2000 in another. After this, we tried changing the distance to the bottleneck, while
keeping the end-to-end delay unchanged. We also ran a simulation where we changed
the queueingmethod from tail-drop to Random Early Detection (RED) [28]. Finally, we
considered a scalability test was in order. To do this, we increased the bandwidth in the
network to 100 Mbps, queue length to 2000 packets and number of PackMime-HTTP
applications to 100.
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Having decided what to do there was the question of processing power. While NS-
2 is an excellent simulator, the processing needs for the number of simulations we
needed to run to get a decent statistical significance were quite large. Fortunately, we
had access to a small cluster of computers configured with Condor [32], which allowed
us to submit our simulations in bulk for distributed processing.
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Figure 4.1: Packet loss plot for 32 kbps VoIP call with HTTP cross traffic in a 10 Mbps
network with queuing method tail-drop and a queue length 200 packets.
4.2 Default Simulation
The first of these simulations was to identify the amount of traffic necessary to create
significant packet loss for a single VoIP call. Figure 4.1 shows a plot of the packet
loss in relation to the number of HTTP connections per second. Given that the more
resilient codecs like iLBC [37] report graceful degradation of voice quality until the
packet loss exceeds 30 percent, this was what we considered the threshold value. As
we can see by the plot, this value is exceeded at just above 250 HTTP connections per
second in the default simulation scenario. Table 4.1 shows the statistical data from
this simulation. In table 4.2, the retransmission statistics for the HTTP connections are
shown. It is no surprise that the TCP retransmissions increase rapidly, nearly tripling,
from 200 connections per second to 250 connections per second as we see the same
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Connec- Average Standard Median Minimum Maximum Mini- Maxi- 95th 95th
tions packet deviation packet packet packet mum mum percentile percentile
per loss packet loss loss loss jitter jitter minimum maximum
second per call loss per per per jitter jitter
(HTTP) (percent) per call call call call (ms) (ms) (ms) (ms)
100 0.02 0.08 0.00 0.00 0.50 -12.460 22.135 -7.168 7.184
150 1.28 2.47 0.31 0.00 13.12 -12.460 24.952 -9.288 9.369
200 11.33 7.74 10.37 0.25 31.42 -12.460 26.613 -8.668 9.531
250 26.45 7.66 28.57 4.85 39.94 -12.428 21.236 -7.021 8.495
300 37.36 4.76 38.23 26.23 45.00 -11.832 21.226 -6.094 7.684
400 49.23 2.59 49.51 42.94 53.74 -10.410 20.518 -5.715 7.366
500 56.08 2.28 56.24 49.84 60.78 -11.000 21.909 -5.606 7.050
600 60.97 1.76 61.11 57.94 65.87 -11.860 18.170 -5.461 6.889
700 64.44 1.80 64.17 61.12 68.53 -11.425 18.112 -5.506 6.654
800 66.20 1.45 66.01 62.82 68.82 -10.485 20.654 -5.350 6.686
900 68.74 1.58 68.81 64.45 71.91 -10.702 20.496 -5.372 6.588
Table 4.1: Packet statistics for a 32 kbps VoIP call with bottleneck placed equidistantly
from sender and receiver in a network with 10 Mbps bandwidth, queueing method
tail-drop and 200 packets queue length.
Connections Average Standard Median Minimum Maximum
per retransmissions Deviation retrans- retrans- retrans-
second(HTTP) per packet Retransmissions missions missions missions
100 0.00 0.00 0.00 0.00 0.01
150 0.01 0.03 0.00 0.00 0.15
200 0.13 0.10 0.11 0.00 0.42
250 0.35 0.12 0.40 0.05 0.58
300 0.57 0.11 0.57 0.34 0.79
400 0.92 0.08 0.94 0.73 1.06
500 1.22 0.09 1.22 0.98 1.37
600 1.51 0.07 1.50 1.38 1.66
700 1.76 0.09 1.75 1.56 1.92
800 1.95 0.07 1.94 1.80 2.13
900 2.17 0.08 2.16 1.93 2.39
Table 4.2: Statistical data for TCP retransmissions in a network with 10 Mbps band-
width, queueing method tail-drop and 200 packets queue length.
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growth in packet loss for the VoIP call. In a 10 Mbps network, 250 HTTP connections
per second is not unlikely, and the same packet drop, up to 30 percent, could occur in
the Internet [29].
4.3 Endpoint Controlled Variables
In this section, we present the results we got from varying the endpoint controlled
variables. Having established a basis for comparison, we could now experiment with
some of the endpoint controlled variables to see whether these would affect the packet
loss of the VoIP call.
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Figure 4.2: Packet loss plot for a 32 kbps VoIP call with cross traffic generated from FTP
servers in a 10 Mbps network with queuing method tail-drop and a queue length 200
packets.
4.3.1 Changing the Cross Traffic to FTP
With the same network andVoIP specifications as in the default simulation, we changed
the cross-traffic from HTTP to FTP applications. Figure 4.2 shows a plot of the packet
loss experienced by the VoIP call in relation to the number of FTP servers. We see that
the threshold, for 30 percent loss in the VoIP call, for the FTP cross traffic is at about 700
servers. The bandwidth used in this experiment is only 10 Mbps and we consider 700
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Number Average Standard Median Minimum Maximum Mini- Maxi- 95th 95th
of packet deviation packet packet packet mum mum percentile percentile
FTP loss packet loss loss loss jitter jitter minimum maximum
servers per call loss per per per jitter jitter
(percent) per call call call call (ms) (ms) (ms) (ms)
50 6.33 0.7 6.33 4.98 8.68 -12.460 17.540 -6.460 4.340
100 9.28 0.44 9.3 8.37 10.23 -12.460 17.540 -5.260 5.540
150 12.82 0.66 12.9 11.31 14.38 -12.460 16.340 -5.260 5.540
200 16.19 0.68 16.25 14.65 17.53 -11.260 13.940 -5.260 5.540
250 19.42 0.81 19.39 17.85 21.44 -11.260 15.140 -5.260 5.540
300 21.16 1.15 21.54 17.93 22.63 -11.260 16.404 -5.260 4.340
350 23.41 0.59 23.38 21.65 24.95 -11.260 17.636 -4.060 4.340
400 24.84 0.66 24.8 23.44 26.45 -10.060 14.004 -4.060 4.340
450 25.92 0.61 25.89 24.65 27.3 -11.228 16.372 -4.060 3.140
500 26.63 0.67 26.49 25.57 28.24 -10.060 12.868 -4.060 3.140
600 28.77 0.71 28.65 27.47 30.21 -10.060 12.740 -4.028 3.140
700 30.18 0.8 30.11 28.49 32.49 -8.860 7.940 -2.860 3.140
800 31.36 0.74 31.52 29.52 33.08 -8.860 10.340 -2.860 2.5200
900 32.66 0.9 32.6 30.76 34.97 -9.996 7.940 -2.860 2.520
1000 33.88 0.87 33.78 31.84 35.88 -8.860 10.340 -2.860 1.940
Table 4.3: Statistical data for a 32 kbps VoIP call with bottleneck placed equidistantly
from sender and receiver in a network with 10 Mbps bandwidth, queueing method
tail-drop and 200 packets queue length.
FTP-servers on such a small link unlikely. Statistical data for the VoIP traffic is shown i
table 4.3. An interesting effect with the FTP cross-traffic is how small jitter experienced
by the VoIP traffic becomes when the FTP traffic increases. This is because the number
of FTP-servers competing with each other ensures that their TCP congestion windows
remain at or just above the minimum, which reduces the burstiness of the traffic. This
is also seen in table 4.4 which shows the retransmission data for the TCP packets gen-
erated by the FTP servers. When the number of FTP servers exceeds 800, about a third
of the packets are retransmissions.
4.3.2 Varying the Bandwidth used by the VoIP Call
The next simulations were one with a VoIP call rate of 13 kbps and one with a VoIP Call
rate of 64 kbps. Otherwise, the simulations were identical to our default simulation.
In figure 4.3, we see the VoIP packet loss for these simulations compared to the VoIP
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Number Average Standard Median Minimum Maximum
of FTP retransmissions Deviation retrans- retrans- retrans-
servers per packet Retransmissions missions missions missions
50 0.02 0.00 0.02 0.02 0.02
100 0.05 0.00 0.05 0.05 0.06
150 0.09 0.00 0.09 0.08 0.10
200 0.14 0.00 0.14 0.13 0.14
250 0.18 0.00 0.18 0.17 0.19
300 0.22 0.02 0.22 0.18 0.24
350 0.26 0.01 0.26 0.25 0.28
400 0.30 0.01 0.30 0.28 0.31
450 0.33 0.01 0.33 0.31 0.34
500 0.36 0.01 0.36 0.34 0.37
600 0.42 0.01 0.42 0.40 0.43
700 0.47 0.01 0.47 0.45 0.48
800 0.51 0.01 0.51 0.48 0.53
900 0.55 0.01 0.55 0.54 0.58
1000 0.60 0.01 0.59 0.58 0.61
Table 4.4: Statistical data for FTP retransmissions in a network with 10 Mbps band-
width, queueing method tail-drop and 200 packets queue length.
Connec- Average Standard Median Minimum Maximum Mini- Maxi- 95th 95th
tions packet deviation packet packet packet mum mum percentile percentile
per loss packet loss loss loss jitter jitter minimum maximum
second per call loss per per per jitter jitter
(HTTP) (percent) per call call call call (ms) (ms) (ms) (ms)
100 0.02 0.11 0.00 0.00 0.77 -27.936 31.862 -12.547 12.018
150 0.55 1.00 0.15 0.00 5.60 -29.505 37.339 -16.335 15.856
200 9.26 6.04 9.01 0.15 23.68 -29.092 37.462 -15.508 16.461
250 26.66 6.94 28.43 9.44 44.51 -25.103 34.420 -11.575 13.336
300 35.98 4.21 35.63 26.01 44.96 -19.850 27.890 -10.140 12.035
400 47.78 2.82 48.07 41.33 54.11 -18.256 31.791 -9.640 11.283
500 55.04 2.10 54.83 51.39 59.51 -17.555 28.751 -9.363 11.062
600 59.92 1.86 60.09 54.94 63.83 -18.496 22.613 -9.022 10.506
700 62.96 2.31 62.78 59.01 68.67 -17.541 27.051 -8.863 10.337
800 65.14 2.10 64.81 61.73 70.32 -17.313 32.448 -8.938 10.186
900 67.66 2.34 67.49 63.12 72.53 -18.239 22.393 -8.682 10.121
Table 4.5: Statistical data for a 13 kbps VoIP call with bottleneck placed equidistantly
from sender and receiver in a network with 10 Mbps bandwidth, queueing method
tail-drop and 200 packets queue length.
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Figure 4.3: Comparison between packet loss for three different VoIP calls with different
bandwidth requirements.
packet loss in our default simulation. Each call is placed alone in different simulations
subjected to the same cross traffic. The plot indicates small differences between the
packet loss of the different VoIP call rates. The 32 kbps VoIP call seems to have the
greatest packet loss, the 64 kbps VoIP call has the lowest packet loss and the 13 kbps
is in the middle between the two others. We see no clear pattern to explain this, but
it could be a statistical anomaly. The statistical data for this plot is shown in tables
4.1, 4.5 and 4.6. If we look at the jitter experienced by these calls, we see that the jitter
significantly decreases with higher VoIP call rate. This is, of course, a consequence
of using the same packet size for all the VoIP calls, which means the average time
difference between packets gets smaller when the rate is increased. Our network layout
also precludes the reordering of packets, which means the negative jitter can not go
below the time difference between packet transmissions.
4.3.3 Silence Suppression
A lot of VoIP systems today use silence suppression to save bandwidth. This made us
think it was prudent to investigate if this had any effect on the percentage of packets
dropped. We compared two streams, one with and one without silence suppression.
Both VoIP calls use a bandwidth of 32 kbps, are run in individual simulations and are
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Connec- Average Standard Median Minimum Maximum Mini- Maxi- 95th 95th
tions packet deviation packet packet packet mum mum percentile percentile
per loss packet loss loss loss jitter jitter minimum maximum
second per call loss per per per jitter jitter
(HTTP) (percent) per call call call call (ms) (ms) (ms) (ms)
100 0.02 0.07 0.00 0.00 0.38 -6.210 13.663 -4.978 4.686
150 1.22 2.13 0.46 0.00 10.62 -6.210 18.918 -5.670 5.982
200 9.61 7.07 7.10 0.38 26.66 -6.210 17.918 -5.263 6.130
250 21.58 6.14 23.24 3.97 31.60 -6.210 16.000 -4.753 5.886
300 33.79 3.70 34.37 24.53 43.61 -6.158 15.960 -4.125 5.507
400 46.54 2.49 46.60 38.40 51.66 -6.146 14.910 -3.860 5.380
500 53.34 1.89 52.91 49.61 58.24 -6.082 13.676 -3.737 5.337
600 58.14 1.49 58.20 54.81 61.50 -6.082 14.510 -3.700 5.129
700 61.48 1.20 61.61 58.68 64.29 -6.082 14.256 -3.703 5.090
800 63.87 1.23 63.93 60.95 66.35 -6.082 16.725 -3.682 5.023
900 66.26 1.04 66.21 64.18 68.61 -6.082 16.075 -3.650 5.007
Table 4.6: Statistical data for a 64 kbps VoIP call traffic with bottleneck placed
equidistantly from sender and receiver in a network with 10 Mbps bandwidth,
queueing method tail-drop and 200 packets queue length.
Connec- Average Standard Median Minimum Maximum Mini- Maxi- 95th 95th
tions packet deviation packet packet packet mum mum percentile percentile
per loss packet loss loss loss jitter jitter minimum maximum
second per call loss per per per jitter jitter
(HTTP) (percent) per call call call call (ms) (ms) (ms) (ms)
100 0.02 0.09 0.00 0.00 0.53 -12.460 20.295 -7.564 7.060
150 1.35 1.74 0.74 0.00 8.15 -12.428 23.572 -9.452 9.652
200 12.37 7.05 11.62 0.00 29.65 -12.396 22.876 -8.581 9.563
250 26.38 6.35 26.83 9.81 38.17 -12.300 18.294 -6.929 8.349
300 37.98 3.77 38.71 28.65 44.65 -12.268 19.795 -5.971 7.836
400 50.55 3.01 50.42 44.81 58.07 -11.448 20.606 -5.738 7.292
500 57.02 2.24 57.24 50.73 61.72 -10.543 18.359 -5.571 6.968
600 61.73 1.90 62.02 57.02 66.60 -12.014 19.180 -5.359 6.984
700 64.76 1.71 64.56 60.55 68.69 -11.309 16.589 -5.466 6.651
800 67.18 1.72 67.55 63.81 70.19 -10.625 19.773 -5.372 6.551
900 68.85 1.60 68.90 65.31 71.92 -11.597 19.405 -5.292 6.495
Table 4.7: Statistical data for a 32 kbps VoIP call using silence suppression and bottle-
neck placed equidistantly from sender and receiver in a network with 10 Mbps band-
width, queueing method tail-drop and 200 packets queue length.
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Figure 4.4: Comparison between packet loss for a 32 kbps VoIP call with and without
silence suppression.
subjected to the same cross traffic. The simulation details are the same as in our default
simulation, and the VoIP call without silence suppression is the same as in our default
simulation. The silence suppressed VoIP call transmits packets for two seconds, pauses
for two seconds, resumes for four seconds, pauses for six seconds and resumes for six
seconds. As seen in figure 4.4, there is very little clear difference between the packet
loss experienced by the two calls up to the threshold. The silence suppressed call is
has a slightly higher packet loss. This is probably because, the cross traffic take up
the available bandwidth left by the silenced VoIP call. This will result in additional
packet loss for the VoIP call when it resumes its transmissions. Statistical data for these
calls are shown in table 4.1 and table 4.7. As we can see in these tables, all the packet
loss statistics show the same slight increase in packet loss. This indicates that silence
suppression has a small disadvantage for VoIP communication, but there is of course
an advantage to the network itself as this results in decreased load.
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Figure 4.5: Comparison between silence suppressed 32 kbps and 64 kbps VoIP calls.
Connec- Average Standard Median Minimum Maximum Mini- Maxi- 95th 95th
tions packet deviation packet packet packet mum mum percentile percentile
per loss packet loss loss loss jitter jitter minimum maximum
second per call loss per per per jitter jitter
(HTTP) (percent) per call call call call (ms) (ms) (ms) (ms)
100 0.02 0.09 0.00 0.00 0.63 -6.210 14.190 -4.978 4.671
150 1.11 2.07 0.10 0.00 8.83 -6.210 16.974 -5.611 5.903
200 9.36 6.73 8.15 0.21 25.30 -6.210 17.463 -5.324 6.180
250 24.28 6.92 24.93 4.60 38.53 -6.210 14.362 -4.673 5.854
300 35.15 4.80 35.69 20.69 42.96 -6.210 13.198 -4.151 5.618
400 46.34 2.84 46.84 39.72 51.36 -6.114 15.827 -3.850 5.329
500 53.35 2.05 53.40 48.45 58.36 -6.114 13.567 -3.820 5.336
600 58.10 1.70 58.34 54.12 61.12 -6.082 14.550 -3.763 5.173
700 61.85 1.44 61.84 59.00 65.13 -6.082 13.150 -3.722 5.161
800 64.78 1.08 64.58 61.32 67.28 -6.082 13.614 -3.657 5.053
900 66.50 1.29 66.75 62.65 68.89 -6.050 16.815 -3.714 4.893
Table 4.8: Statistical data for a 64 kbps VoIP call using silence suppression and bottle-
neck placed equidistantly from sender and receiver in a network with 10 Mbps band-
width, queueing method tail-drop and 200 packets queue length.
4.3.4 Varying the Bandwidth used by the VoIP Call Using Silence
Suppression
In fig. 4.5 we see the packet loss for two different VoIP calls. Both using silence sup-
pression, one with a bandwidth of 32 kbps and one with a bandwidth of 64 kbps. Each
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call is placed alone in different simulations subjected to the same cross traffic. The
results indicate that the 64 kbps VoIP call performs better than the 32 kbps VoIP call,
which are the same results we got in 4.3.2 when we did not use silence suppression.
The data for this graph can be found in tables 4.7 and 4.8.
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Figure 4.6: Comparison between packet loss for a VoIP call with UDP transport and
VoIP call with TCP transport.
4.3.5 Alternative Transport
Although most VoIP applications use UDP as the main transport protocol there are
networks which disallow UDP packets. Some VoIP programs such as Skype [10] have
solved this by using the TCP transport protocol as a substitute in such networks. Figure
4.6 shows a comparison between a UDP-based VoIP call and a TCP-based VoIP call.
The UDP-based VoIP call is the same as the one in our default experiment. Due to
the fact that TCP does not loose packets, a packet loss plot would be meaningless in
this case. Instead, we have plotted the amount of data that was recieved for VoIP calls
in the duration of the simulation. Subsequently the threshold line is set at 70 percent
which means that 30 percent of the data did not come through before the simulation
ended. The TCP-based VoIP call retransmits lost packets. When such a retransmit is
received at the destination, this id counted as part of the total throughput. This is the
main reason TCP performs better up to the cross traffic level of 300 connections per
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Connections Average Standard Median Minimum Maximum
per throughput deviation throughput throughput throughput
second per call in through- per per per
(HTTP) percent of put call call call
optimum put
50 100.00 0.00 100.00 100 100
100 99.98 0.11 100.00 99.22 100
150 99.82 0.24 100.00 99.34 100
200 98.48 6.16 99.40 55.85 99.88
250 91.11 21.02 99.34 0.00 99.52
300 61.45 33.27 63.58 0.00 99.46
400 24.59 26.54 15.71 0.00 81.69
500 14.19 18.23 3.49 0.00 63.48
600 12.95 16.56 2.62 0.00 45.67
700 8.28 13.74 0.00 0.00 59.24
800 7.11 10.71 0.87 0.00 37.30
900 4.27 8.76 0.00 0.00 33.20
Table 4.9: Statistical data for a 32 kbps VoIP call using TCP transport with bottleneck
placed equidistantly from sender and receiver in a network with 10 Mbps bandwidth,
queueing method tail-drop and 200 packets queue length.
second. This must however be seen in relation with the fact that retransmission of
packets in TCP will lead to increased jitter, and arrive too late to be useful. The data
for the TCP-based VoIP call can be found in 4.9. The data used for the UDP-based call
is the same as in table 4.1. These tables show that in the minimum per-call throughput,
the TCP-based VoIP reaches 0 percent throughput at 250HTTP connections per second.
It is worth noting that the median throughput at this rate of cross traffic is 99.40, which
would indicate that most of the TCP VoIP calls still perform well. We would like to
emphasize that this test is not very fair towards TCP as a transport protocol. This is
due to the fact that we have no setup phase for the VoIP traffic, but NS-2 will send
SYN packets to initiate a TCP connection. This means that the TCP-based VoIP for all
intents and purposes is subjected to a setup phase, which the UDP-based VoIP does
not need. TCPs SYN packets have a long timeout. Due to the length of the simulation,
this means that three consecutively lost SYN packets will result in a 100 percent packet
loss for the VoIP call.
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Figure 4.7: Comparison between 32 kbps and 64 kbps TCP-based VoIP calls in a
10 Mbps network.
4.3.6 Varying the Bandwidth of the VoIP Call with TCP-based VoIP
In this simulation we wanted to find out if varying the rate of TCP-based the VoIP
call would have similar effect as varying the rate of the UDP-based VoIP call. The
simulation was done in a simulation identical to the one in 4.3.5, but with a VoIP rate
of 64 kbps. The comparison between this simulation an the one in 4.3.5, can be seen
in figure 4.7. The statistical data for these calls can be seen in tables 4.9 and 4.10. We
can clearly see that the 64 kbps VoIP call performs significantly worse than the 32 kbps
VoIP call. This is because of TCP congestion control. When the number of packets
increase, the probability for a lost packet increases and it takes only one lost packet for
multiplicative decrease to take place. This tells us that for TCP-based VoIP, larger and
fewer packets is a better alternative to many small packets. This is ,of course, only true
as long as the packet size is small enough that least four packets are sent per RTT to
give TCP congestion control the ability to use fast retransmit.
4.4 Network Variables
Having simulated the impact of end point administered variables, we proceeded to in-
vestigate how the network variables affect the packet loss percentage. These variables
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Connections Average Standard Median Minimum Maximum
per throughput deviation throughput throughput throughput
second per call in through- per per per
(HTTP) percent of put call call call
optimum put
50 100.00 0.00 100.00 100.00 100.00
100 99.99 0.06 100.00 99.55 100.00
150 99.70 0.34 99.81 98.39 100.00
200 93.37 14.17 99.34 35.75 100.00
250 62.67 29.47 57.88 4.36 99.46
300 31.39 16.42 33.42 0.00 62.95
400 11.68 14.38 6.97 0.00 56.55
500 7.71 10.01 3.05 0.00 32.48
600 4.88 7.44 1.71 0.00 25.31
700 3.84 6.60 0.87 0.00 26.08
800 2.91 4.01 1.69 0.00 17.63
900 1.88 3.81 0.00 0.00 19.27
Table 4.10: Statistical data for a 64 kbps TCP-based VoIP call with bottleneck placed
equidistantly from sender and receiver in a network with 10 Mbps bandwidth,
queueing method tail-drop and 200 packets queue length.
include queue length and queueingmethod at the routers, the distances in the network
and of course bandwidth available in the network. Some of the changes made in the
network itself yielded interesting results.
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Figure 4.8: Packet loss for a 32 kbps VoIP call with HTTP cross traffic and varying
distances to the bottleneck.
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Connec- Average Standard Median Minimum Maximum Mini- Maxi- 95th 95th
tions packet deviation packet packet packet mum mum percentile percentile
per loss packet loss loss loss jitter jitter minimum maximum
second per call loss per per per jitter jitter
(HTTP) (percent) per call call call call (ms) (ms) (ms) (ms)
100 0.03 0.12 0.00 0.00 0.69 -12.460 21.216 -7.564 7.044
150 0.98 2.06 0.28 0.00 11.35 -12.460 23.376 -9.295 9.376
200 11.47 7.96 11.96 0.00 34.84 -12.460 25.516 -8.605 9.609
250 26.03 7.80 28.36 7.43 38.49 -12.332 23.248 -6.927 8.424
300 37.19 4.60 37.23 26.08 46.24 -11.487 21.080 -6.056 7.864
400 49.57 2.40 49.95 45.02 55.21 -11.367 23.161 -5.688 7.362
500 56.18 1.53 56.19 53.17 59.18 -10.088 20.884 -5.602 7.096
600 61.29 1.48 61.43 57.59 63.83 -10.678 18.510 -5.461 6.868
700 64.48 1.72 64.42 61.40 68.71 -10.759 20.983 -5.436 6.659
800 66.50 1.42 66.64 63.73 69.40 -11.811 17.246 -5.302 6.622
900 68.66 1.35 68.59 65.62 71.50 -10.734 22.573 -5.366 6.376
Table 4.11: Statistical data for a 32 kbps VoIP call with bottleneck placed 5 ms from the
sender and 75 ms from the receiver in a network with 10 Mbps bandwidth, queueing
method tail-drop and 200 packets queue length.
4.4.1 Varying the Distance to the Bottleneck
This simulation was to determine if the placement of the bottleneck would have any
significant effect on the packet loss. Figure 4.8 shows a comparison between a 32kb
VoIP call in three different networks. One network is identical to our default simulation
with 40 ms delay before the bottleneck and 40 ms delay after it. The second network
has 5 ms delay before the bottleneck and 75 ms delay after it, while the third network
is the opposite of the second. Statistical data for these VoIP calls can be found in tables
4.1, 4.11 and 4.12. The results of these three simulations have no significant difference.
It is obvious that the distance to the bottleneck has little influence on the performance
of the VoIP calls. This is because the end-to-end delay in the network remains the
same and neither the cross traffic or the VoIP call is influenced by the distance to the
bottleneck.
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Connec- Average Standard Median Minimum Maximum Mini- Maxi- 95th 95th
tions packet deviation packet packet packet mum mum percentile percentile
per loss packet loss loss loss jitter jitter minimum maximum
second per call loss per per per jitter jitter
(HTTP) (percent) per call call call call (ms) (ms) (ms) (ms)
100 0.02 0.06 0.00 0.00 0.25 -12.460 20.036 -7.731 7.282
150 1.62 2.61 0.57 0.00 11.46 -12.460 22.582 -9.341 9.476
200 9.42 6.40 7.54 0.00 27.08 -12.428 26.761 -8.774 9.764
250 26.07 7.20 27.20 5.49 40.39 -12.364 19.348 -6.899 8.404
300 37.63 3.82 38.57 27.89 47.29 -11.667 18.841 -5.961 7.869
400 49.92 2.62 49.80 44.49 56.44 -11.616 19.038 -5.601 7.414
500 56.38 1.90 56.13 52.30 61.43 -10.813 23.490 -5.664 7.177
600 60.70 1.69 60.47 55.88 64.24 -11.945 19.711 -5.394 6.906
700 64.35 1.48 64.72 61.79 67.19 -11.703 19.255 -5.470 6.676
800 66.37 1.34 66.45 62.31 69.39 -11.473 17.845 -5.334 6.595
900 68.98 1.35 68.93 66.33 72.85 -11.454 20.246 -5.353 6.495
Table 4.12: Statistical data for a 32 kbps VoIP call with bottleneck placed 75 ms from the
sender and 5 ms from the receiver in a network with 10 Mbps bandwidth, queueing
method tail-drop and 200 packets queue length.
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Figure 4.9: Packet loss plot for a 32 kbps VoIP call with cross traffic generated from FTP
servers in a 10 Mbps varying distances to the bottleneck.
4.4.2 Varying the Distance to the Bottleneck with FTP cross traffic
Figure 4.9 shows a comparison between VoIP 32 kbps VoIP calls with varying distance
to the bottleneck. The only difference from 4.4.1 is that the HTTP cross traffic is sub-
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Number Average Standard Median Minimum Maximum Mini- Maxi- 95th 95th
of packet deviation packet packet packet mum mum percentile percentile
FTP loss packet loss loss loss jitter jitter minimum maximum
servers per call loss per per per jitter jitter
(percent) per call call call call (ms) (ms) (ms) (ms)
50 6.38 0.68 6.32 5.18 8.46 -12.460 24.740 -6.460 4.340
100 9.32 0.62 9.32 8.21 10.98 -12.460 18.740 -6.460 5.540
150 12.86 0.68 12.86 11.45 14.24 -12.460 12.740 -5.260 5.540
200 16.21 0.73 16.48 14.66 17.25 -11.260 15.140 -5.260 5.540
250 19.30 0.60 19.36 17.98 20.42 -11.260 14.004 -5.260 5.540
300 21.36 1.19 21.80 18.85 23.07 -11.260 18.836 -5.260 4.340
350 23.36 0.68 23.53 21.63 24.87 -11.260 16.340 -4.060 4.340
400 24.63 0.76 24.72 22.95 26.97 -11.260 14.004 -4.060 4.340
450 26.01 0.71 25.99 24.59 27.81 -10.060 13.972 -4.060 3.140
500 26.95 0.57 26.87 25.71 28.23 -10.060 12.804 -4.060 3.140
600 28.82 0.82 28.87 27.07 30.91 -11.260 10.372 -3.996 3.140
700 29.96 0.67 29.95 28.61 31.40 -8.860 9.172 -2.860 3.140
800 31.49 0.88 31.37 29.95 33.48 -7.660 9.140 -2.860 2.520
900 32.86 0.82 32.93 31.15 34.66 -7.660 10.340 -2.860 2.520
1000 33.78 0.87 33.84 32.05 35.81 -8.860 10.372 -2.860 1.940
Table 4.13: Statistical data for a 32 kbps VoIP call with bottleneck bottleneck placed 5ms
from the sender and 75 ms from the receiver in a network with 10 Mbps bandwidth,
queueing method tail-drop and 200 packets queue length.
stituted with FTP cross traffic. This graph clearly shows that there is no difference
between the packet loss for the VoIP calls with varying distance to the bottleneck and
we can conclude that the choice of cross traffic has no influence on the results from
varying the distance to the bottleneck. The statistical data for this plot can be found in
tables 4.3, 4.13 and 4.14.
4.4.3 Varying the Distance to the Bottleneck Using VoIP with Silence
Suppression
Fig. 4.10 shows a comparison between a bottleneck placed at equal distance from the
receivers and senders, a bottleneck placed close to the senders and a bottleneck placed
close to the receivers of the HTTP cross traffic and using silence suppression on the
VoIP calls. If we compare this figure to fig. 4.8 we see a strong correlation, as expected.
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Number Average Standard Median Minimum Maximum Mini- Maxi- 95th 95th
of packet deviation packet packet packet mum mum percentile percentile
FTP loss packet loss loss loss jitter jitter minimum maximum
servers per call loss per per per jitter jitter
(percent) per call call call call (ms) (ms) (ms) (ms)
50 6.47 0.77 6.39 5.01 8.80 -12.460 22.340 -6.460 4.340
100 9.20 0.56 9.17 7.88 10.41 -12.460 16.340 -6.460 5.540
150 12.78 0.71 12.89 10.82 14.14 -12.460 16.340 -5.260 5.540
200 16.24 0.71 16.23 15.06 18.29 -11.260 12.740 -5.260 5.540
250 19.16 0.54 19.16 18.07 20.46 -11.260 13.972 -5.260 5.540
300 21.24 1.32 21.50 18.35 24.00 -11.260 13.972 -5.260 4.340
350 23.49 0.80 23.42 21.74 25.16 -11.260 15.172 -4.060 4.340
400 24.69 0.72 24.57 23.38 26.16 -12.428 16.436 -4.060 4.340
450 25.93 0.56 25.85 24.95 27.42 -11.260 11.540 -4.060 3.140
500 26.75 0.59 26.72 25.70 28.18 -11.260 12.740 -4.060 3.140
600 28.72 0.57 28.75 27.08 29.83 -11.260 10.340 -4.028 3.140
700 30.17 0.84 30.04 28.52 32.09 -8.860 11.540 -2.860 3.140
800 31.44 0.67 31.51 29.58 32.68 -8.860 11.540 -2.860 3.120
900 32.93 0.86 32.86 30.93 34.96 -8.860 10.340 -2.860 1.972
1000 33.87 0.81 33.96 32.01 35.55 -7.660 7.972 -2.860 1.940
Table 4.14: Statistical data for a 32 kbps VoIP call with bottleneck placed 75 ms from the
sender and 5 ms from the receiver in a network with 10 Mbps bandwidth, queueing
method tail-drop and 200 packets queue length.
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Figure 4.10: Packet loss with HTTP cross traffic with varying distance to the bottleneck
using silence suppression.
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Connec- Average Standard Median Minimum Maximum Mini- Maxi- 95th 95th
tions packet deviation packet packet packet mum mum percentile percentile
per loss packet loss loss loss jitter jitter minimum maximum
second per call loss per per per jitter jitter
(HTTP) (percent) per call call call call (ms) (ms) (ms) (ms)
100 0.00 0.00 0.00 0.00 0.00 -12.460 22.924 -7.417 6.889
150 0.68 1.22 0.05 0.00 5.78 -12.460 26.304 -9.288 9.402
200 11.13 6.66 9.04 0.00 24.74 -12.460 23.621 -8.589 9.490
250 27.42 7.56 28.35 2.00 40.54 -12.364 21.154 -6.866 8.513
300 36.62 5.33 36.94 23.37 47.02 -12.007 19.523 -6.110 7.924
400 50.09 2.45 50.23 42.72 55.53 -10.907 19.283 -5.661 7.304
500 56.80 1.88 56.96 53.50 60.75 -10.652 17.190 -5.581 7.140
600 61.39 1.93 61.77 57.83 65.94 -11.918 21.023 -5.538 6.905
700 64.61 2.02 64.60 60.94 69.52 -10.876 18.804 -5.407 6.589
800 66.98 1.62 66.98 62.34 71.67 -10.720 16.600 -5.443 6.793
900 68.63 1.57 68.44 65.00 71.35 -11.034 17.661 -5.251 6.588
Table 4.15: Statistical data for a 32 kbps VoIP call using silence suppression and bot-
tleneck placed 5 ms from the sender and 75 ms from the receiver in a network with
10 Mbps bandwidth, queueing method tail-drop and 200 packets queue length.
Connec- Average Standard Median Minimum Maximum Mini- Maxi- 95th 95th
tions packet deviation packet packet packet mum mum percentile percentile
per loss packet loss loss loss jitter jitter minimum maximum
second per call loss per per per jitter jitter
(HTTP) (percent) per call call call call (ms) (ms) (ms) (ms)
100 0.03 0.14 0.00 0.00 0.95 -12.460 19.256 -7.824 7.338
150 1.23 1.75 0.32 0.00 7.30 -12.460 22.919 -9.452 9.559
200 10.89 6.29 10.09 0.84 23.63 -12.460 27.241 -8.676 9.691
250 24.50 6.19 24.91 13.67 35.83 -12.300 26.341 -7.100 8.568
300 37.28 5.34 37.86 21.45 47.41 -12.014 19.998 -6.140 7.862
400 50.03 3.06 49.74 42.12 55.94 -10.946 17.645 -5.655 7.166
500 57.04 2.04 57.18 51.74 61.03 -10.200 17.454 -5.635 7.154
600 61.32 1.86 61.17 57.26 65.55 -10.516 19.264 -5.563 6.642
700 64.31 2.24 64.20 59.22 70.99 -10.477 16.939 -5.500 6.838
800 66.65 1.23 66.70 63.97 69.35 -11.495 18.038 -5.377 6.667
900 69.42 1.49 69.52 65.09 72.09 -11.264 19.572 -5.331 6.458
Table 4.16: Statistical data for a 32 kbps VoIP call using silence suppression and bot-
tleneck placed 75 ms from the sender and 5 ms from the receiver in a network with
10 Mbps bandwidth, queueing method tail-drop and 200 packets queue length.
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It seems that the distance to the bottleneck still remains insignificant. The data for this
plot can be found in tables 4.7, 4.15 and 4.16.
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Figure 4.11: Comparison between 32 kbps TCP-based VoIP calls with varying distances
to the bottleneck in a 10 Mbps network.
4.4.4 Varying the Placement of the Bottleneck with TCP-based VoIP
In fig. 4.11 we see the throughput for three different TCP-based VoIP calls. Each call
is placed alone in different simulations subjected to the same cross traffic. The results
indicate a marked difference between the calls, but no clear pattern as the bandwidth
increases. This is probably because the loss of SYN packets makes such a significant
impact on the performance of the TCP-based VoIP call. Because one lost packet makes
such a big difference this simulation would have to be run several more times to get a
good statistical basis. The statistical data for this plot can be found in tables 4.17, 4.9
and 4.18.
4.4.5 Queue Length
In this simulation, we tried varying the queue length defined in the routers. The queue
length in our default simulation is 200. We have compared the packet drop in our
default network with two other simulations where the queue length in one is 1000
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Connections Average Standard Median Minimum Maximum
per throughput deviation throughput throughput throughput
second per call in through- per per per
(HTTP) percent of put call call call
(HTTP) optimum put
50 100.00 0.00 100.00 100.00 100.00
100 99.99 0.04 100.00 99.76 100.00
150 99.78 0.29 99.97 99.22 100.00
200 99.43 0.21 99.34 99.11 100.00
250 88.15 24.33 99.31 0.00 99.52
300 60.97 34.50 68.91 0.00 99.52
400 23.88 23.13 15.68 0.00 71.42
500 20.37 19.86 9.58 0.00 60.50
600 9.64 15.40 0.00 0.00 50.36
700 7.92 12.21 0.87 0.00 47.16
800 7.05 10.99 1.74 0.00 38.47
900 2.49 4.64 0.00 0.00 17.72
Table 4.17: Statistical data for 32 kbps TCP-based VoIP call with bottleneck placed 5 ms
from the sender and 75 ms from the receiver in a network with 10 Mbps bandwidth,
queueing method tail-drop and 200 packets queue length.
Connections Average Standard Median Minimum Maximum
per throughput deviation throughput throughput throughput
second per call in through- per per per
(HTTP) percent of put call call call
(HTTP) optimum put
50 100.00 0.00 100.00 100.00 100.00
100 100.00 0.03 100.00 99.82 100.00
150 99.82 0.25 100.00 99.22 100.00
200 98.40 5.56 99.37 61.20 99.64
250 79.86 29.93 99.01 0.00 99.52
300 64.64 28.17 70.96 1.75 99.52
400 34.57 27.55 37.26 0.00 89.51
500 18.34 18.72 12.24 0.00 61.92
600 4.95 9.63 0.00 0.00 35.39
700 11.69 14.62 2.62 0.00 50.90
800 10.02 12.36 3.50 0.00 39.52
900 4.86 9.62 0.00 0.00 39.58
Table 4.18: Statistical data for 32 kbps TCP-based VoIP call with bottleneck placed
75 ms from the sender and 5 ms from the receiver in a network with 10 Mbps band-
width, queueing method tail-drop and 200 packets queue length.
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Connec- Average Standard Median Minimum Maximum Mini- Maxi- 95th 95th
tions packet deviation packet packet packet mum mum percentile percentile
per loss packet loss loss loss jitter jitter minimum maximum
second per call loss per per per jitter jitter
(HTTP) (percent) per call call call call (ms) (ms) (ms) (ms)
100 0.00 0.00 0.00 0.00 0.00 -12.460 18.763 -7.544 7.008
150 0.05 0.19 0.00 0.00 1.23 -12.460 26.701 -9.571 10.044
200 3.49 4.43 2.13 0.00 18.26 -12.428 25.190 -9.577 10.713
250 14.32 7.16 13.28 2.45 26.86 -12.428 29.050 -8.566 10.135
300 26.21 5.13 26.35 14.33 35.40 -12.268 27.969 -7.316 9.071
400 42.64 3.23 42.36 33.82 48.51 -11.980 22.688 -6.093 8.015
500 50.72 2.25 50.51 46.38 57.08 -10.824 20.551 -5.875 7.772
600 56.32 1.97 56.24 52.19 60.08 -10.793 21.091 -5.674 7.513
700 59.80 1.64 60.11 53.23 62.71 -11.815 26.765 -5.606 7.355
800 63.08 1.37 63.13 60.44 65.57 -10.507 20.629 -5.564 7.105
900 65.34 1.37 65.35 62.85 69.58 -11.087 21.278 -5.529 6.992
Table 4.19: Statistical data for a 32 kbps VoIP call with bottleneck placed equidistantly
from sender and receiver in a network with 10 Mbps bandwidth, queueing method
tail-drop and 1000 packets queue length.
Connec- Average Standard Median Minimum Maximum Mini- Maxi- 95th 95th
tions packet deviation packet packet packet mum mum percentile percentile
per loss packet loss loss loss jitter jitter minimum maximum
second per call loss per per per jitter jitter
(HTTP) (percent) per call call call call (ms) (ms) (ms) (ms)
100 0.00 0.00 0.00 0.00 0.00 -12.460 23.144 -7.476 6.868
150 0.00 0.00 0.00 0.00 0.00 -12.460 23.846 -9.555 9.852
200 0.51 1.56 0.00 0.00 7.30 -12.460 30.542 -9.890 11.048
250 6.75 5.01 6.10 0.00 17.22 -12.460 30.472 -9.380 11.401
300 16.8 4.41 17.19 6.23 27.57 -12.396 30.863 -8.510 10.564
400 34.89 4.09 34.88 26.43 44.30 -12.396 25.303 -6.982 8.950
500 45.14 2.39 44.90 39.02 51.38 -11.372 21.141 -6.254 8.425
600 51.56 2.16 51.01 46.31 55.37 -11.671 19.476 -6.044 8.070
700 56.41 1.89 56.80 52.01 61.14 -11.883 20.317 -5.882 7.776
800 60.30 1.34 60.41 57.47 63.79 -11.191 20.068 -5.760 7.557
900 62.98 1.43 62.83 58.76 65.57 -11.606 19.489 -5.755 7.464
Table 4.20: Statistical data for a 32 kbps VoIP call with bottleneck placed equidistantly
from sender and receiver in a network with 10 Mbps bandwidth, queueing method
tail-drop and 2000 packets queue length.
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Connections Average
per retransmissions Standard
second(HTTP) per packet Deviation Median Minimum Maximum
100 0.00 0.00 0.00 0.00 0.00
150 0.00 0.00 0.00 0.00 0.01
200 0.04 0.05 0.02 0.00 0.21
250 0.17 0.09 0.15 0.03 0.34
300 0.35 0.09 0.35 0.16 0.50
400 0.70 0.08 0.70 0.49 0.90
500 0.96 0.07 0.94 0.83 1.16
600 1.22 0.09 1.23 1.05 1.41
700 1.42 0.07 1.42 1.15 1.55
800 1.65 0.07 1.65 1.44 1.79
900 1.84 0.08 1.84 1.62 2.01
Table 4.21: Statistical data for TCP retransmissions in a network with 10 Mbps band-
width, queueing method tail-drop and 1000 packets queue length.
Connections Average
per retransmissions Standard
second(HTTP) per packet Deviation Median Minimum Maximum
100 0.00 0.00 0.00 0.00 0.00
150 0.00 0.00 0.00 0.00 0.00
200 0.01 0.02 0.00 0.00 0.09
250 0.07 0.06 0.07 0.00 0.20
300 0.20 0.06 0.21 0.07 0.38
400 0.51 0.08 0.51 0.36 0.72
500 0.78 0.07 0.77 0.60 0.94
600 0.99 0.07 0.98 0.82 1.15
700 1.22 0.07 1.23 1.07 1.35
800 1.44 0.06 1.43 1.33 1.60
900 1.64 0.06 1.63 1.51 1.76
Table 4.22: Statistical data for TCP retransmissions in a network with 10 Mbps band-
width, queueing method tail-drop and 2000 packets queue length.
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Figure 4.12: Comparison of packet loss for a 32 kbps VoIP call in networks with queue
length 200, 1000 and 2000.
packets and the queue length is 2000 packets in the other. The resulting plot in figure
4.12 shows a comparison between the simulations with increased queue length and the
one from our default simulation (figure 4.1). This graph shows a significant difference
in favour of the networks with increased queue length. The statistical data for these
simulations can be found in 4.1, 4.19 and 4.20. There is no significant difference in jitter
for the different simulations, but the end-to-end delay for the packets will increase
proportionately with the queue length when there is a lot of traffic in the network.
If we compare the retransmission data table from our default experiment (table 4.2)
with the corresponding tables for the network with queue lengths of a 1000 packets
(table 4.21) and 2000 packets (table 4.22), we see that there is less contention between
the TCP flows. All data on retransmitted TCP packets are lower for the increased queue
lengths.
4.4.6 Queueing Method
The queueingmethod used in the simulation is as expected the most significant change
that can be made in the network with regards to favoring UDP packets. The basic
queueing method used in my simulations is tail-drop. While this can be considered
a fair queueing method, it tries to deal with congestion when it arises as opposed to
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Connec- Average Standard Median Minimum Maximum Mini- Maxi- 95th 95th
tions packet deviation packet packet packet mum mum percentile percentile
per loss packet loss loss loss jitter jitter minimum maximum
second per call loss per per per jitter jitter
(HTTP) (percent) per call call call call (ms) (ms) (ms) (ms)
100 0.01 0.03 0.00 0.00 0.19 -12.460 20.032 -7.276 6.865
150 0.09 0.08 0.06 0.00 0.31 -12.460 19.761 -7.587 7.664
200 0.22 0.11 0.19 0.00 0.44 -12.332 18.879 -6.437 7.060
250 0.25 0.10 0.25 0.06 0.44 -12.364 16.865 -5.943 6.672
300 0.15 0.10 0.13 0.00 0.44 -12.364 17.088 -7.104 6.409
400 0.14 0.08 0.13 0.00 0.38 -12.364 18.016 -10.459 7.804
500 0.10 0.08 0.06 0.00 0.31 -12.332 19.269 -10.574 9.866
600 0.12 0.09 0.13 0.00 0.38 -12.236 23.764 -10.465 11.483
700 0.11 0.08 0.13 0.00 0.31 -12.204 21.957 -10.349 12.773
800 0.10 0.08 0.06 0.00 0.31 -12.111 24.296 -10.169 13.901
900 0.12 0.08 0.13 0.00 0.31 -12.108 23.808 -9.999 14.539
Table 4.23: Statistical data for a 32 kbps VoIP call with bottleneck placed equidistantly
from sender and receiver in a network with 10 Mbps bandwidth, queueing method
RED and 200 packets queue length.
Connections Average
per retransmissions Standard
second(HTTP) per packet Deviation Median Minimum Maximum
100 0.01 0.01 0.00 0.00 0.03
150 0.04 0.03 0.03 0.00 0.18
200 0.14 0.06 0.14 0.03 0.26
250 0.29 0.06 0.30 0.13 0.39
300 0.40 0.05 0.39 0.25 0.49
400 0.55 0.03 0.55 0.50 0.62
500 0.63 0.02 0.63 0.58 0.68
600 0.68 0.02 0.69 0.62 0.72
700 0.73 0.02 0.73 0.69 0.75
800 0.76 0.02 0.76 0.72 0.80
900 0.78 0.02 0.78 0.75 0.81
Table 4.24: Statistical data for TCP retransmissions in a network with 10 Mbps band-
width, queueing method RED and 200 packets queue length.
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Figure 4.13: Packet loss for a 32 kbps VoIP call in a network with queueing method
RED.
Random Early Drop (RED) which tries to avoid it by dropping random packets as the
bandwidth consumption grows closer to the point of congestion. Figure 4.13 shows the
dropped packets in a network using the queueing method RED and the corresponding
statistical data can be found in table 4.23. If we compare this graph and table with
the ones in figure 4.1 and table 4.1, we see that the queuing method clearly favors
the UDP packets. Pay attention to the scales on the axis. Although we had expected
increased throughput for the VoIP call in the network using RED, the improvement
was a lot higher than expected. Although there are drawback. If we look at the jitter
data for these simulations, we see an increase in jitter for the VoIP call in the network
using RED. This is probably due to the fact that when RED drops packets, there is
still available bandwidth in the network which the TCP packets will contend for. This
causes the traffic in the network to fluctuate. If we compare the data tables for TCP
retransmissions in our default simulation (table 4.2) with the corresponding table for
the network using RED (table 4.24), we see a significant drop in retransmissions. This
is a result from the fact that RED keeps the TCP flows down and since packets are lost
randomly instead of in bursts, fewer retransmissions are required.
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Connec- Average Standard Median Minimum Maximum Mini- Maxi- 95th 95th
tions packet deviation packet packet packet mum mum percentile percentile
per loss packet loss loss loss jitter jitter minimum maximum
second per call loss per per per jitter jitter
(HTTP) (percent) per call call call call (ms) (ms) (ms) (ms)
1000 0.00 0.00 0.00 0.00 0.00 -7.077 6.417 -1.806 1.761
1500 0.03 0.08 0.00 0.00 0.31 -9.066 8.946 -3.655 3.567
2000 13.71 3.72 13.75 7.25 20.73 -7.935 8.280 -3.172 3.681
2500 32.56 1.83 32.36 28.90 36.36 -4.828 6.225 -2.328 2.753
3000 42.07 1.82 41.91 37.34 45.01 -4.570 6.354 -2.137 2.462
4000 52.11 1.36 52.28 49.40 54.60 -4.121 5.092 -2.074 2.287
5000 57.99 0.95 58.12 56.12 59.32 -4.104 5.012 -2.027 2.224
6000 62.12 1.26 62.07 60.01 64.47 -4.197 5.772 -1.976 2.215
7000 64.81 1.47 64.32 62.86 67.92 -4.228 5.184 -1.931 2.208
Table 4.25: Statistical data for a 32 kbps VoIP call with bottleneck placed equidistantly
from sender and receiver in a network with 100 Mbps bandwidth, queueing method
tail-drop and 2000 packets queue length.
Connections Average
per retransmissions Standard
second(HTTP) per packet Deviation Median Minimum Maximum
1000 0.00 0.00 0.00 0.00 0.00
1500 0.00 0.00 0.00 0.00 0.00
2000 0.10 0.03 0.09 0.04 0.16
2500 0.35 0.03 0.34 0.31 0.41
3000 0.57 0.03 0.56 0.50 0.63
4000 0.91 0.03 0.92 0.85 0.96
5000 1.18 0.02 1.18 1.14 1.21
6000 1.43 0.03 1.44 1.35 1.49
7000 1.67 0.02 1.67 1.63 1.72
Table 4.26: Statistical data for TCP retransmissions in a network with 100 Mbps band-
width, queueing method tail-drop and 2000 packets queue length.
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Figure 4.14: Packet loss for a 32 kbps VoIP call in a 10 Mbps network compared to
packet loss in a 100 Mbps network.
4.4.7 Bandwidth
This simulation is to demonstrate the scalability of the simulations in general. We have
increased the bandwidth to 100 Mbps, number of connections per second with a factor
of ten, number of PackMime-HTTP nodes to 100 and the queue length to 2000. The
VoIP bandwidth demand remains the same at 32 kbps. Figure 4.14 shows a compar-
ison between the packet loss in the default network and the packet loss in the 100Mbps
network just described. The cross traffic for the 10 Mbps network is indicated by the
lower x-axis and the cross traffic for the 100 Mbps network is indicated by the upper
x-axis. This simulation is, as mentioned in 4.1, the result of only 20 runs at each level
of cross traffic. As we can see the packet loss is almost identical in the up scaled sim-
ulation. It is in fact slightly higher in the 100 Mbps network. This is more due to the
fact that the up-scaling of the HTTP traffic results in even more contention between the
TCP flows and consequently utilize a higher percentage of the bandwidth in the net-
work. The statistical data for these simulations can be found in table 4.1 and table 4.25.
If we look at jitter here, we see a significant improvement in the 100 Mbps network.
This is most likely for the same reason as the increased packet loss. The network is
constantly utilized at a higher percentage and the thousand of TCP connections which
make the delays for the VoIP calls more constant. When we take a look at the retrans-
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Connec- Average Standard Median Minimum Maximum Mini- Maxi- 95th 95th
tions packet deviation packet packet packet mum mum percentile percentile
per loss packet loss loss loss jitter jitter minimum maximum
second per call loss per per per jitter jitter
(HTTP) (percent) per call call call call (ms) (ms) (ms) (ms)
1000 0.00 0.00 0.00 0.00 0.00 -5.252 4.564 -1.549 1.517
1500 0.06 0.25 0.00 0.00 1.11 -5.188 5.456 -2.511 2.427
2000 9.85 3.50 10.10 2.40 14.84 -5.086 5.977 -2.290 2.514
2500 27.86 3.14 28.30 21.06 34.30 -3.441 4.671 -1.621 1.923
3000 37.60 2.10 37.25 34.74 40.98 -3.039 4.492 -1.502 1.769
4000 48.57 1.16 48.37 46.78 51.62 -3.068 4.058 -1.428 1.632
5000 55.24 1.22 55.59 52.98 57.88 -3.245 4.788 -1.398 1.600
6000 59.47 1.12 59.35 57.54 61.14 -2.891 3.815 -1.408 1.608
7000 62.70 1.35 62.47 60.47 66.15 -3.382 4.030 -1.391 1.565
Table 4.27: Statistical data for a 64 kbps VoIP call with bottleneck placed equidistantly
from sender and receiver in a network with 100 Mbps bandwidth, queueing method
tail-drop and 2000 packets queue length.
mission data table for this simulation (table 4.25) and compare it to the one from our
default simulation (table 4.2), there is almost no difference. We think this indicates that
our simulation is valid for higher bandwidths, except for the data collected on jitter.
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Figure 4.15: Comparison between 32 kbps and 64 kbps VoIP calls in a 100 Mbps net-
work.
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4.4.8 Varying the Bandwidth Used by a VoIP Call in a 100 Mbps Net-
work
In this section we present a comparison between the packet loss of a 32 kbps VoIP call
and the packet loss of a 64 kbps VoIP call. Both calls have been placed in the higher
bandwith-scenario 100Mbps network presented in section 4.4.7. The results are seen in
fig. 4.15 and if we compare this figure with 4.3 we see that the higher bandwidth does
not make any significant change on the packet loss for the VoIP bandwidths except for
the slight increase in packet loss described in 4.4.7. The 64 kbps VoIP call still performs
better than the 32 kbps VoIP call. The data for this graph can be found in tables 4.25
and 4.27. Statistical data for this graph can be found in 4.25 and 4.27.
4.4.9 Repercussions of Network Changes
Changing variables in the network without looking at the repercussions on TCP traffic
would be shortsighted. We have therefore measured and compared the efficiency of
the bandwidth sharing of TCP traffic in the bottleneck in the networks using different
queueing methods, the networks with different bandwidth and the networks using
different queue lengths.
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Figure 4.16: Comparison between HTTP cumulative in a network with queuing
method RED and a network with queueing method tail-drop.
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Figure 4.17: Comparison between FTP cumulative in a network with queueingmethod
RED and a network with queueing method tail-drop.
We have done two cumulative comparisons between the network using queueing
method RED and the network using queueing method tail-drop. The first is a com-
parison between the cumulative for HTTP, which can be seen in figure 4.16, and the
second one is a comparison between the cumulative for FTP, which can be seen in fig-
ure 4.17. From both plots we see that the reduced packet loss for the VoIP call in the
network with queueing method RED comes at a small prize. The cumulative for both
traffic types is lower in the network with queueing method RED, but not by much.
In figure 4.18, we see a comparison of HTTP cumulative in a network with a queue
length of 200 packets, one with a queue length of 1000 packets and one with a queue
length of 2000 packets. This plot clearly show that there is no difference between the
cumulative for the three networks.
Finally we did a comparison between the HTTP cumulative of the 10 Mbps network
and the 100 Mbps network. The HTTP cumulative data for these networks can be seen
in table 4.28 for the 10 Mbps network and in table 4.29 for the 100 Mbps network. As
we can see the 100 Mbps network shows a slightly higher cumulative in percent of
network bandwidth, which accounts for the results discussed in 4.4.7.
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Connections Average Standard Median Minimum Maximum
per cumulative deviation cumulative cumulative cumulative
second in percent cumulative
(HTTP) (HTTP)
100 61.88 9.99 62.47 44.87 96.36
150 87.45 9.99 87.20 63.82 99.72
200 98.80 2.33 99.71 90.01 99.78
250 99.77 0.02 99.77 99.70 99.81
300 99.80 0.01 99.80 99.77 99.83
400 99.84 0.01 99.84 99.82 99.86
500 99.86 0.01 99.86 99.84 99.87
600 99.88 0.01 99.87 99.86 99.89
700 99.89 0.01 99.89 99.87 99.90
800 99.89 0.01 99.89 99.88 99.90
900 99.90 0.01 99.90 99.89 99.91
Table 4.28: Statistical data for HTTP cumulative in a network with 10Mbps bandwidth,
queueing method tail-drop and 200 packets queue length.
Connections Average Standard Median Minimum Maximum
per cumulative deviation cumulative cumulative cumulative
second in percent cumulative
(HTTP) (HTTP)
1000 60.74 5.91 60.48 48.62 70.44
1500 90.85 4.88 91.12 79.44 99.36
2000 99.97 0.00 99.97 99.97 99.97
2500 99.98 0.00 99.98 99.98 99.98
3000 99.98 0.00 99.98 99.98 99.98
4000 99.98 0.00 99.98 99.98 99.99
5000 99.99 0.00 99.99 99.99 99.99
6000 99.99 0.00 99.99 99.99 99.99
7000 99.99 0.00 99.99 99.99 99.99
Table 4.29: Statistical data for HTTP cumulative in a network with 100 Mbps band-
width, queueing method tail-drop and 2000 packets queue length.
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Figure 4.18: Comparison between HTTP cumulative in a network using a queue length
of 200, 1000 and 2000.
4.5 Summary
In this chapter, we have presented the results of our simulations. We found that the
threshold for significant packet loss was around 250 HTTP connections per second in
a 10 Mbps network and around 2500 HTTP connections per second in a 100 Mbps
network. The threshold in the 10 Mbps network with FTP cross traffic was around
800 FTP servers. The changes in the endpoints that changed TCP’s influence on the
VoIP call was the rate of the VoIP calls and the choice of Transport protocol. The use of
silence suppression had a small negative effect. The changes in the network that made
a positive difference to TCP’s influence on the VoIP call were the queue length and the
queuing method. Changing the bandwidth had a marginal effect, while the variations
in the distance to the bottleneck had no effect at all.
Chapter 5
Conclusions and Future Work
In this chapter, we will give a short summary, take another look at our problem state-
ment and see if we have found any answers. Finally, we will give some thoughts about
future research.
5.1 Summary
In this thesis, we have investigated the influence of TCP flows on interactive multi-
media traffic. This was done through a series of simulations in the network simulator
NS-2. The topology for the simulation network was a set of network links meeting at a
mutual bottleneck. The effects of TCP cross traffic on VoIP calls was thoroughly tested
with, many alternations in the endpoints and the network itself. We found a threshold
for extremely disruptive cross traffic based on iLBC at 30 percent packet loss. The
amount of web traffic required to reach this threshold was significantly lower than for
FTP traffic.seriously disrup a V We believe our findings are relevant for other kinds of
interactive multimedia traffic as well. Multi-player online games which we describe in
2.2.2, have the same traffic patterns as VoIP, but stricter demands on latency and jitter.
VoD described in 2.2.3 might be a little more robust depending on the buffer size and
codecs used.
The changes made in the endpoints that affected TCP’s influence on the VoIP traffic
were the choice of transport protocol and the rate of the VoIP calls. Silence suppression
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made a little effect for the worse, i.e., it reduced the VoIP bandwidth consumption, but
the received quality was reduced due to higher loss.
The change of queuing methods from tail-drop to RED made the packet loss for the
VoIP call drop to almost zero. The increase in queue length improved on the packet
loss, but it also introduced higher latency. The distance to the bottleneck proved to
have no effect at all. Our simulations in the 100Mbps version of our network shows
that our results are valid for higher bandwidth as well.
5.2 Conclusion
If we take a look at our problem statement and questions from 1.2, we theorized many
interactive multimedia applications that provide adequate QoS at the time might de-
grade in the future as more traffic is introduced in the Internet. Based on our finding,
we think this is very likely.
5.2.1 What kind of traffic scenarios did disrupt a VoIP call?
We have tried to disrupt a VoIP call with both FTP traffic and web traffic. Both traffic
types were able to disrupt a VoIP call. It is reasonable to assume that any kind of traffic
in sufficient amounts would be able to do this, but are all traffic scenarios plausible?
As we saw with the FTP cross traffic in section 4.3.1, the amount of FTP servers in a
10 Mbps network to get 30 percent packet loss, was 700. This traffic scenario is not
plausible at all. The results in section 4.2, which needed only 250 HTTP connections
per second, on the other hand is quite plausible. Based on our simulations with FTP
and HTTP cross traffic, it is obvious that web traffic is the most threatening traffic of
the two. This kind of traffic is unfortunately, and obviously, abundant in the Internet.
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5.2.2 How badly congested was the network before serious disrup-
tion occurs?
Our results from chapter 4 indicate that the network has to be quite badly congested
before serious disruption occurs for the VoIP application. UDP holds no special status
in a router and is subject to the same kind of packet loss as all other packets. This
means that for packet loss of 30 percent in a UDP stream to occur, all other streams
loose just as much. It is still worth considering that badly congested does not mean
unlikely congested. This means that unless the network technology is upgraded and
replaced to support the growing traffic in the Internet alternative technology for inter-
active multimedia traffic must be researched and implemented.
5.2.3 Whatmodifications to end-point and network variables improved
the situation?
From our simulation, we can draw the following conclusions: TCP may be a very
good alternative to UDP as a transport protocol if it is modified by late data choice [16]
or retransmission latency reduction [14] [12]. The most significant changes are the
queue length and queuing method. Increasing the queue length is quite effective in
reducing the packet loss in the network, although it introduces some extra delay in the
network. The main problems with increasing the queue length is the cost of computer
memory and the increased latency when the queues fill up. Routers require extremely
fast memory, and extremely fast is of course extremely expensive. The most effective
variation in the network was the introduction of the queueing method RED. Although
there was a slight decrease in network utilization. RED is an easy and cheap algorithm
to implement, and it would make a big difference.
5.3 Future Work
There are still a lot of alternatives to the modifications done in this thesis, andmany are
worth exploring. Simulations using other queueingmethods could provide interesting
results. Other types of cross-traffic could be just as devastating. There is a lot of P2P
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traffic in the Internet and BitTorrent shortly described in 2.3.3 shows many of the char-
acteristics of web traffic. It is also one of the most popular P2P programs today [19].
Finally, it is worth mentioning that although NS-2 is a powerful tool, it is still just a net-
work simulator, and it can not replace real life tests. Experiments with a real network
and real nodes should be performed to verify our results.
Appendix A
Simulation Source Code
A.1 VoIP-simulation.tcl
1 # S i m u l a t i o n s c r i p t
2
3 # u s e f u l c o n s t a n t s
4 se t CLIENT 0
5 se t SERVER 1
6
7 # : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
8 # Usage
9 # : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
10
11 proc usage { } {
12 puts s tde r r { usage : ns VoIP− s imula t ion . tc l [ variable value ]
13 de f a u l t s :
14 duration 30 − length of measured s imula t ion ( seconds )
15 warmup 10 − warmup in t e r v a l ( seconds )
16 r a t e 0 − number of new connect ions / second
17 packmime−count 0 − number of PackMime clouds
18 queue−method DropTail − DropTai l , RED, . . .
19 queue−length 200 − queue length ( packets )
20 pre−delay 40ms − propagation delay before bot t leneck
21 link−delay 40ms − propagation delay on network l ink s
22 post−delay 40ms − propagation delay a f t e r bot t leneck
23 link−bw 10Mb − bandwidth on network l ink s
24 voip−size 50 − payload s ize VoIP c a l l s
25 voip−rate 32kb − Bandwith r a t e VoIP c a l l s
26 tcp−voip 0 − number of TCP based VoIP c a l l s
27 udp−voip 0 − number of UDP based VoIP c a l l s
28 f tp− servers 0 − number of f tp server/ c l i e n t pa i r s
29 window 2000 − max TCP window s ize ( packets )
30 seg s iz e 1460 − defaul t TCP segment s ize ( bytes )
31 loss− ra te 0 − maximum packet lo s s r a t e
32 run 1 − experiment run number
33 debug 0 − debug l evel
34 quie t 0 − don ’ t output s t a tu s messages ?
35 datadir data − di r e c to ry to s to r e output
36 gzip 1 − gzip trace−queue
37 }
38 ex i t 1
39 }
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40
41 # : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
42 # Command−Line Opt ion D e f a u l t Va lu es
43 # : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
44
45 proc default_opt ions { } {
46 global opts opt_wants_arg
47
48 se t raw_opt_info {
49
50 duration 30
51 warmup 10
52
53 # r a t e −− t o t a l number o f c o n n e c t i o n s / s
54 # packmime−count −− number o f PackMime i n s t a n c e s
55 r a t e 0
56 packmime−count 0
57
58 # n et work t o p o
59 queue−method DropTail
60 queue−length 200
61 pre−delay 40ms
62 link−delay 40ms
63 post−delay 40ms
64 link−bw 10Mb
65 voip−size 50
66 voip−rate 32kb
67 tcp−voip 0
68 udp−voip 0
69 f tp− servers 0
70
71 # TCP
72 window 2000
73 seg s iz e 1460
74
75 # e x p e r i m e n t run number
76 run 1
77
78 # d a t a c o l l e c t i o n
79 datadir data
80 quie t 0
81 debug 0
82 gzip 1
83 }
84
85 # p a r s e s t h e defaul t o p t i o n s and c r e a t e s t h e $ o p t s array
86 while { $raw_opt_info ! = " " } {
87 i f { ! [ regexp " ^\[^\n\] *\n" $raw_opt_info l i n e ] } {
88 break
89 }
90 regsub " ^\[^\n\] *\n" $raw_opt_info { } raw_opt_info
91 se t l i n e [ s t r i ng trim $ l ine ]
92 i f { [ regexp " ^\[ \ t \] * # " $ l in e ] } {
93 continue
94 }
95 i f { $ l in e == " " } {
96 continue
97 } e l s e i f [ regexp { ^ ( [ ^ ]+ ) [ ] + ( [ ^ ]+ ) $ } $ l in e dummy key value ] {
98 se t opts ( $key ) $value
99 se t opt_wants_arg ( $key ) 1
100 } else {
101 se t opt_wants_arg ( $key ) 0
102 # d i e "unknown s t u f f in raw_opt_info\n"
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103 }
104 }
105 }
106
107 # : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
108 # P r o c e s s Command L in e Arguments
109 # : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
110
111 proc process_args { } {
112 global argc argv opts opt_wants_arg
113
114 default_opt ions
115 for { se t i 0 } { $ i < $argc } { incr i } {
116 se t key [ l index $argv $ i ]
117 i f { $key == "−? " || $key == "−−help" || $key == "−help " || $key == "−h" } {
118 usage
119 }
120 regsub {^−} $key { } key
121 i f { ! [ info ex i s t s opt_wants_arg ( $key ) ] } {
122 puts s tde r r "unknown option $key " ;
123 usage
124 }
125 i f { $opt_wants_arg ( $key ) } {
126 incr i
127 se t opts ( $key ) [ l index $argv $ i ]
128 } else {
129 se t opts ( $key ) [ expr ! opts ( $key ) ]
130 }
131 }
132 }
133
134 # : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
135 # S et u p S i m u l a t o r
136 # : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
137
138 remove−all−packet−headers ; # rem oves a l l p a c k e t h e a d e r s
139 add−packet−header IP TCP ; # adds TCP / IP h e a d e r s
140 se t ns [new Simulator ] ; # i n s t a n t i a t e t h e S i m u l a t o r
141 $ns use−scheduler Heap ; # u se t h e Heap s c h e d u l e r
142 se t node_count 2 ; # u sed for k e e p i n g t r a c k o f a s s i g n e d n odes
143
144 # : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
145 # S et u p Topo l ogy
146 # : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
147 # udp−v udp−v
148 # f t p− s \ | | / f t p− c
149 # web−s −− 0 −−−−− 1 −− web−c
150 # / | | \
151 # tcp−v tcp−v
152
153 proc crea te_ topology { link_bw link_de lay pre_delay post_delay queue_method queue_length } {
154 global ns n num_node node_count
155
156 # C r e a t i n g t h e r e q u i r e d number
157 for { se t i 0 } { $ i < $num_node} { incr i } {
158 se t n ( $ i ) [ $ns node ]
159 puts " node "
160 }
161
162 # EDGES ( from−node to−node length a b ) :
163 $ns duplex− link $n ( 0 ) $n ( 1 ) $link_bw $l ink_de lay $queue_method
164 $ns queue− limit $n ( 0 ) $n ( 1 ) $queue_length
165 $ns queue− limit $n ( 1 ) $n ( 0 ) $queue_length
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166 $ns duplex−link−op $n ( 0 ) $n ( 1 ) o r i en t r igh t
167
168 # Connect n odes and se t qu eu e− l im i t
169 for { se t i 2 } { $ i < $num_node} { incr i } {
170 $ns duplex− link $n ( $ i ) $n ( 0 ) $link_bw $pre_delay $queue_method
171 $ns queue− limit $n ( $ i ) $n ( 0 ) $queue_length
172 $ns queue− limit $n ( 0 ) $n ( $ i ) $queue_length
173 $ns duplex−link−op $n ( $ i ) $n ( 0 ) o r i en t r igh t
174 incr i
175 $ns duplex− link $n ( $ i ) $n ( 1 ) $link_bw $post_delay $queue_method
176 $ns queue− limit $n ( $ i ) $n ( 1 ) $queue_length
177 $ns queue− limit $n ( 1 ) $n ( $ i ) $queue_length
178 $ns duplex−link−op $n ( $ i ) $n ( 1 ) o r i en t l e f t
179 }
180 }
181 # end o f c r e a t e _ t o p o l o g y
182
183 proc setup−tcp−voip { tcp_voip voip_s ize voip_ra te } {
184 # S et u p a TCP−VoIP c o n n e c t i o n
185 global ns n node_count tcpvoip
186
187 for { se t i 0 } { $ i < $tcp_voip } { incr i } {
188 puts "One tcp−voip "
189 # S et u p a FullTCP c o n n e c t i o n
190 se t tcp ( $ i ) [new Agent/TCP/FullTcp ]
191 $ns attach−agent $n ( $node_count ) $tcp ( $ i )
192 se t t cps ink ( $ i ) [new Agent/TCP/FullTcp ]
193 incr node_count
194 $ns attach−agent $n ( $node_count ) $ tcps ink ( $ i )
195 $ns connect $tcp ( $ i ) $ tcps ink ( $ i )
196 incr node_count
197 $tcp ( $ i ) se t f id_ 1
198 $tcps ink ( $ i ) l i s t e n
199 $tcp ( $ i ) se t nodelay_ true
200
201 # S et u p a CBR o v e r TCP c o n n e c t i o n ?
202
203 se t tcpvoip ( $ i ) [new Applica t ion/T r a f f i c/CBR]
204 $tcpvoip ( $ i ) attach−agent $tcp ( $ i )
205 $tcpvoip ( $ i ) se t type_ CBR
206 $tcpvoip ( $ i ) se t packetS ize_ $voip_s ize
207 $tcpvoip ( $ i ) se t r a t e _ $voip_ra te
208 $tcpvoip ( $ i ) se t random_ f a l s e
209 }
210 }
211
212 proc setup−udp−voip { udp_voip voip_s ize voip_ra te } {
213 # S et u p a UDP−VoIP c o n n e c t i o n
214 global ns n node_count udpvoip
215 for { se t i 0 } { $ i < $udp_voip } { incr i } {
216 # S et u p a UDP c o n n e c t i o n
217 puts "One udp−voip "
218 se t udp ( $ i ) [new Agent/UDP]
219 $ns attach−agent $n ( $node_count ) $udp ( $ i )
220 se t udpsink ( $ i ) [new Agent/Null ]
221 incr node_count
222 $ns attach−agent $n ( $node_count ) $udpsink ( $ i )
223 $ns connect $udp ( $ i ) $udpsink ( $ i )
224 incr node_count
225 $udp ( $ i ) se t packetS ize_ 1500
226 $udp ( $ i ) se t f id_ 2
227
228 # S et u p a CBR o v e r UDP c o n n e c t i o n
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229 se t udpvoip ( $ i ) [new Applica t ion/T r a f f i c/CBR]
230 $udpvoip ( $ i ) attach−agent $udp ( $ i )
231 $udpvoip ( $ i ) se t type_ CBR
232 $udpvoip ( $ i ) se t packet_s ize_ $voip_s ize
233 $udpvoip ( $ i ) se t r a t e _ $voip_ra te
234 $udpvoip ( $ i ) se t random_ f a l s e
235 }
236 }
237
238 proc setup−pm {pm_count r a t e rn } {
239 global node_count n CLIENT SERVER pm defaultRNG rng_ f low_arr ive req_s ize r sp_ s iz e
240
241 # : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
242 # S et u p PackMime I . E . webserver− c l i e n t c l o u d s
243 # : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
244 $defaultRNG seed 0
245 # se t r a t e p e r PackMime
246 se t r a t e _ [ expr [ expr $ r a t e * 1 . 0 ] / $pm_count ]
247
248 for { se t i 0 } { $ i < $pm_count } { incr i } {
249 puts "One pack−mime"
250 se t pm( $ i ) [new PackMimeHTTP ]
251
252 $pm( $ i ) se t− server $n ( $node_count ) ; # name $n ( $n ode_cou n t ) as s e r v e r
253 incr node_count
254 $pm( $ i ) s e t− c l i en t $n ( $node_count ) ; # name $n ( $n ode_cou n t ) as c l i e n t
255 incr node_count
256
257 }
258 # : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
259 # S et u p PackMime Random V a r i a b l e s
260 # : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
261
262 # c r e a t e RNGs ( a p p r o p r i a t e RNG s e e d s w i l l b e a s s i g n e d a u t o m a t i c a l l y )
263 for { se t i 0 } { $ i < 3} { incr i } {
264 se t rng_ ( $ i ) [new RNG]
265 }
266
267 # c r e a t e Ran dom Var i ab l es
268 se t f low_arr ive [new RandomVariable/PackMimeHTTPFlowArrive $ra te_ ]
269 se t req_s ize [new RandomVariable/PackMimeHTTPFileSize $ra te_ $CLIENT ]
270 se t r sp_ s iz e [new RandomVariable/PackMimeHTTPFileSize $ra te_ $SERVER ]
271
272 # a s s i g n RNGs t o Ran dom Var i ab l es
273 $f low_arr ive use−rng $rng_ ( 0 )
274 $req_s ize use−rng $rng_ ( 1 )
275 $rsp_s ize use−rng $rng_ ( 2 )
276
277 # se t PackMime v a r i a b l e s
278 for { se t i 0 } { $ i < $pm_count } { incr i } {
279 $pm( $ i ) se t− f low_arr ive $f low_arr ive
280 $pm( $ i ) se t− req_s ize $req_s ize
281 $pm( $ i ) se t− r sp_s ize $rsp_s ize
282 $pm( $ i ) se t− ra te $ra te_ ; # new c o n n e c t i o n s p e r s e c o n d
283 $pm( $ i ) set−debug 1
284 }
285
286 }
287
288 proc setup− f tp { f tp_count } {
289 global ns n node_count f tp
290
291 for { se t i 0 } { $ i < $f tp_count } { incr i } {
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292 # S et u p a TCP c o n n e c t i o n
293 puts "One ftp−server "
294
295 se t t cp f ( $ i ) [new Agent/TCP/FullTcp ]
296 $ns attach−agent $n ( $node_count ) $ t cp f ( $ i )
297 se t t cp f s ink ( $ i ) [new Agent/TCP/FullTcp ]
298 incr node_count
299 $ns attach−agent $n ( $node_count ) $ t cp f s ink ( $ i )
300 $ns connect $ t cp f ( $ i ) $ t cp f s ink ( $ i )
301 incr node_count
302 $ t cp f ( $ i ) se t f id_ 3
303 $ t cp f s ink ( $ i ) l i s t e n
304 $ t cp f ( $ i ) se t nodelay_ true
305
306 # S et u p a FTP o v e r TCP c o n n e c t i o n
307 se t f tp ( $ i ) [new Applica t ion/FTP]
308 $f tp ( $ i ) attach−agent $ t cp f ( $ i )
309 $f tp ( $ i ) se t type_ FTP
310 }
311 }
312
313 global argv
314 process_args
315 # s e t u p TCP s p e c i f i c a t i o n s
316 Agent/TCP/FullTcp se t segs ize_ $opts ( s eg s iz e )
317 Agent/TCP/FullTcp se t window $opts (window )
318 Agent/TCP se t segs ize_ $opts ( s eg s iz e )
319 Agent/TCP se t window $opts (window )
320
321 # c a l c u l a t e t h e number o f n odes n eeded
322 se t num_node [ expr ( $opts ( packmime−count) + $opts ( tcp−voip ) + $opts ( udp−voip ) + $opts ( f tp− servers ) + 1) * 2 ]
323
324 # c a l l c r e a t e t o p o l o g y
325 crea te_ topology $opts ( link−bw) $opts ( link−delay ) $opts ( pre−delay ) $opts ( post−delay ) $opts ( queue−method) $opts ( queue−length )
326
327 # c r e a t e t r a c e f i l e and d e f i n e what i s t o be t r a c e d
328 se t datadir /hom/ben t j/Master/ns−project/
329 se t ou t f i l e res_bw ( $opts ( link−bw) ) _tcp ( $opts ( tcp−voip ) ) _udp ( $opts ( udp−voip ) ) _voipra te ( $opts ( voip−rate ) ) f tp ( $opts ( f tp− servers ) )
_pm( $opts ( packmime−count) ) _pmrate ( $opts ( r a t e ) ) _delays ( $opts ( pre−delay ) ) _ ( $opts ( link−delay ) ) _ ( $opts ( post−delay ) )_qm( $opts
( queue−method) ) _q l ( $opts ( queue−length ) ) _run ( $opts ( run ) ) . t r
330 i f { $opts ( gzip ) } {
331 $ns trace−queue $n ( 0 ) $n ( 1 ) [ open "| grep −v ^− | grep −v ^+ | gzip > $da tad i r $ou t f i l e . g z " w]
332 } else {
333 $ns t r a ce− a l l [open ou t . t r w]
334 }
335
336 # f u n c t i o n c a l l t o c r e a t e TCP b a s e d VoIP
337 i f { $opts ( tcp−voip ) } {
338 setup−tcp−voip $opts ( tcp−voip ) $opts ( voip−size ) $opts ( voip−rate )
339 }
340
341 # f u n c t i o n c a l l t o c r e a t e UDP b a s e d VoIP
342 i f { $opts ( udp−voip ) } {
343 setup−udp−voip $opts ( udp−voip ) $opts ( voip−size ) $opts ( voip−rate )
344 }
345
346 # f u n c t i o n c a l l t o c r e a t e FTP s e r v e r s
347 i f { $opts ( f tp− servers ) } {
348 setup− f tp $opts ( f tp− servers )
349 }
350
351 # f u n c t i o n c a l l t o c r e a t e PackMimeHTTP i n s t a n c e s
352 i f { $opts ( packmime−count) } {
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353 setup−pm $opts ( packmime−count) $opts ( r a t e ) $opts ( run )
354 }
355
356 proc temp { } {
357 }
358 # : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
359 # F lu sh t r a ce
360 # : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
361
362 proc f i n i s h { } {
363 global ns pm rng_ req_s ize r sp_ s iz e f low_arr ive opts
364 $ns f lush− t race
365 de le t e $ns
366 puts " don e . . . "
367 ex i t 0
368 }
369
370 # : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
371 # S i m u l a t i o n S c h e d u l e
372 # : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
373
374 # s t a r t PackMimeHTTP i n s t a n c e s
375 for { se t i 0 } { $ i < $opts ( packmime−count) } { incr i } {
376 $ns at 0 . 0 "$pm( $ i ) s t a r t "
377 }
378
379 # s t a r t f t p s e r v e r s a t random time i n d e x e s be t ween 0 and 3
380 for { se t i 0 } { $ i < $opts ( f tp− servers ) } { incr i } {
381 se t randomizeRNG [new RNG]
382 $randomizeRNG seed 0
383 se t randomize_ [new RandomVariable/Uniform ]
384 $randomize_ se t min_ 0
385 $randomize_ se t max_ 3
386 $randomize_ use−rng $randomizeRNG
387 $ns at [ $randomize_ value ] " $ f tp ( $ i ) s t a r t "
388 }
389
390 # s t a r t TCP b a s e d VoIP a t time index 10 . ( number o f TCP b a s e d VoIP )
391 for { se t i 0 } { $ i < $opts ( tcp−voip ) } { incr i } {
392 $ns at 10 . [ expr $ i /10] " $tcpvoip ( $ i ) s t a r t "
393 }
394
395 # s t a r t UDP b a s e d VoIP a t time index 11 . ( number o f UDP b a s e d VoIP )
396 for { se t i 0 } { $ i < $opts ( udp−voip ) } { incr i } {
397 $ns at 11 . [ expr $ i /10] " $udpvoip ( $ i ) s t a r t "
398 }
399
400 # end s i m u l a t i o n
401 $ns at [ expr $opts ( duration ) + 1] " f i n i s h "
402
403 # : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
404 # S t a r t t h e S i m u l a t i o n
405 # : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
406
407 $ns run
Source code based on [36].
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