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1. INTR~D~JCT~~N 
In recent years there has been some progress in the study of spike layer 
solutions for semilinear singular perturbation problems. Spike layer 
behavior can be described as nonuniform limiting behavior of a solution in 
which the solution has an interior maximum or minimum inside the layer. 
One of the first rigorous studies was made by O’Malley [lo], who used 
phase plane analysis for the autonomous semilinear Dirichlet problem and 
showed that solutions exist with increasing numbers of spikes as the small 
parameter approaches zero and that the spikes occur at equally spaced 
points in the interval. More recently, various results for nonautonomous 
ordinary differential equations with Dirichlet or Neumann boundary 
conditions have been obtained by Kath [4], Lange [7], Butuzov and 
Vasil’eva [ 11, and Kurland [6]. Spike layer solutions for semilinear elliptic 
partial differential equations have been treated by Lin, Ni, and Takagi [8] 
for Neumann boundary conditions and by Kelley and Ko [S] for Dirichlet 
boundary conditions. 
We consider in this paper the quasilinear problem 
w” +f(x, Y) Y’ + g(x, Y) = 0, (1) 
y(a) = 4 y(b) = B, (2) 
where E is a small positive parameter and f and g are continuously differen- 
tiable functions on an appropriate domain. In Section 2 we derive a 
necessary condition for the existence of a spike layer solution for (l), (2). 
A by-product of this calculation is a generalization of a uniqueness result 
due to Lorenz [9]. The third section contains a presentation of sufficient 
conditions for spike layer behavior together with estimates on the width 
and height of the spikes. 
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2. NECFSSARY CONDITIONS 
In order to obtain a necessary condition for the existence of solutions of 
(l), (2) having spikes, we establish a comparison principle. Let /I and u be 
upper and lower solutions, respectively, for (1 ), (2). Then z = tl - /I satisfies 
EZ” +f(x, z + j) z’ + &flu +f(x, z + j) fl’ + g(x, z + p) 2 0, 
(3) 
z(a) Q 0, z(b) < 0. 
Suppose that z > 0 on some subinterval of (a, b). Let (c, d) be a maximal 
subinterval in which z>O. Then z(c)=z(d) =O, z’(c)>O, z’(d) GO. For 
x E [c, d] define 
z(x, E) E z’ + A j=(-)f(x, s + j?(x, E)) ds. 
E 0 
We have Z(c, E) > 0, Z(d, E) < 0, and 
gz(x,s)=z”+.; f(x,z+/l)z’ 
i 
+ i ; cf,(x.~+B)+~~(x,~+B)B’lds) 
+j= [fx( x, s+B)+f,(x, s+B) B’l ds 
0 
from (3). 
Since 
I =f~(x,s+P)B'ds=(f(x,z+B)-f(x,B))B', 0 
s 'g,(x,s+B)ds=g(x,z+B)-s(x.B), 0 
we have 
fnX,E)>~ -#--f(& B)B'-dx, PI 
+(i Cfx( x,s+B)-s,bv+8W~ 1 
2: j; cf,(x,s+B)-s,(x,s+8)lds. 
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Thus if 
I acf~(x,s)-gy(x,s)lds~o B 
for c <x 6 d, then dZ/dx > 0 on [c, d]. Since Z(d, E) < Z(c, E), dZ/dx = 0 on 
[c, d], so Zr 0 on [c, d]. It follows from uniqueness of solutions of initial 
value problems that z s 0 on [c, d], contradicting the choice of [c, d]. We 
conclude that CL(X) < Z?(x) for c1 <x < b. We have proven: 
THEOREM 1. Zf fi and u are upper and lower solutions, respectively, for 
(1) (2) and ifu(x)> j?(x)for some XE (a, b), then 
I 
a(x) 
Cfx (x, 3) - g, b, s)l ds < 0 
B(x) 
for some x E {x: U(X) > j?(x)}. 
The following uniqueness result follows easily from Theorem 1: 
COROLLARY. Zfy,, y, are solutions of(l), (2) and 
(Yl(X) -Y*(X)) jyl;r)’ Cfx(x, s)-gyb, s)l ds20 
for a<x< b, then yl(x) z y2(x) on [a, b]. 
Corollary 1 is a generalization of a uniqueness result due to Lorenz [9 3 
who showed that if fX -gv > 0 in some subdomain of [a, b] x R, then the 
Dirichlet problem has at most one solution in the subdomain. 
Theorem 1 has important implications for the existence of solutions of 
(1) (2) with spikes. We illustrate with an example: 
EXAMPLE 1. sy” + cxy’ +g( y) = 0, y(a) = A < 0, y(b) = B < 0. 
Here c is a positive constant, and g(z) = 0 for some z > 0. Then z is an 
upper solution for the boundary value problem. Let y be a solution and 
consider 
s 
Y(X) 
cfx(x~4-ggy(x~ 811 ~=c(Y(x)--z)-g(Y(x))+g(z). z 
By Theorem 1, in order that y(x) > z for some x it is necessary that 
C(Y(X) -z) -dY(X)) +&) -= 0 
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c <dY(XN -g(z) 
Y(X) -z 
for some x where y(x) > z. Thus g must satisfy a slope condition to allow 
a solution to have a spike extending above z. 
In particular, iet c = 1 and g(y) = y* -y. The slope condition implies 
that any solution y(x) which is somewhere positive must have maximum 
value larger than two. This conclusion is in contradiction to Theorem 3.1 
and Example 5.1 of DeSanti [3], who claimed that this problem has a 
solution with a spike extending up to only y = 1.5. 
3. SUFFICIENT CONDITIONS 
We consider first the boundary value problem 
,y” + cx *” + ‘y’ + g(y) = 0, 
y(a) = Y(b) = 0, 
where E and c are positive constants, n is a non-negative integer, 
a < 0 < b. More general equations will be treated later in this section. 
For the continuously differentiable function g, we assume: 
(4) 
(5) 
and 
I>0 (A,) there are numbers O<z, <z2 so that g(zi)=g(z,)=O, g(y 
for z1 < y < z2, g changes sign at zi , and g(0) 2 0; 
(A*) l3g(v)dy>O for O<@<z,. 
Since we are interested only in solutions y satisfying 0 <y(x) < z2 for 
x E [a, b], we may assume that g(y) is bounded on R, g(y) < 0 for y > zz, 
g(y)=0 for y~(-co, -11, and s;g(y)dy>O for -1<8<z,. The 
following lemma is found in Clement and Sweers [2]. 
LEMMA 1. There is a p >0 so that the following problem has a C*, 
radially symmetric solution v(r): 
#0du+g(0)=0, XER= 
40) E (Zl? z2h 
u(l)= -1, 
v’(r) < 0, r > 0. 
We can now give sufficient conditions for the existence of a solution of 
(4), (5) exhibiting spike layer behavior near x = 0. Note that by the 
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discussion in the preceding section, it is necessary to assume that the 
constant c in (4) is not too large in the case n = 0. For positive values of 
n no such assumption is needed. 
THEOREM 2. Assume (A,), (A,), and, for the case n = 0, c < p (p is given 
by Lemma 1). For E sufficiently small, (4), (5) has a solution y(x, E) so that 
0 < y(x, E) < z2 for XE [a, b] and ~(0, E) > u(0) (v as in Lemma 1). Further- 
more, there is a C > 0 (independent of E) so that sup { 1 x I: y(x, E) > z1 } < 
&/(4n + 2) 
Proof: First, note that z2 is an upper solution and zero is a lower 
solution for (4), (5). In order to deduce the existence of a solution of the 
desired type, we will use Lemma 1 to construct a lower solution near x = 0 
with a spike at x = 0. 
Define 
where u and p are given by Lemma 1. Then 4 satisfies 
for x > 0, 4(x, E) < 0 for 1 x 1 2 ,/&, and #(O, E) = u(0) E (zi, z2). 
Now 
d24 Es+CX *PZ+14 z+&?(d) 
=cx2n+1d4 Ed4 -_-- 
dx x dx 
if 0 < 1 x 1 < (E/c)~‘(~“+*). Define 
@(x, E) = max {4(x, E), O}. 
Then @ is a lower solution for (4), (5) if E is sufficiently small since p 2 c 
in the case n = 0. Consequently, (4), (5) has a solution y(x, E) so that 
O<y(x,s)<z2, a<x<b, and y(O,s)>u(O). 
We will use Taylor’s formula to find the width of the spike layer. Let 
y>O be chosen so that g(y)<0 for z,-y<y<z,. We have 
409/170/2-20 
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where x1 <(f<x,<b. Choose x2 to be the largest value x so that 
y(x)=z, -y. Then y’(x,)<O. In fact, y’(x,)<O since if y’(xl)=O, then 
y”(x2) > 0 (from (4)), so y would have a minimum at x2, contradicting the 
choice of x2. 
We follow y(x) to the left from x2 until a first value of x is reached where 
Y(X) = Zl. Let this value of x be x, . We claim that y’(x) < 0 for x1 < x 6 x2. 
If not, then y has a maximum at some X in (xi, x,), so y’(X) = 0, y”(X) < 0. 
From (4), g(y(X)) 2 0, a contradiction which establishes the claim. 
We assume xi >O; otherwise the portion of the spike where y >zl 
lies to the left of the origin. It follows from (6) that there is an M> 0 
(indenendent of E) so that 
or 
2x,-x,. (7) 
By (4), y”(x)>0 on [xi, x2], so y’ is increasing on [x,, x2]. From (7), 
y’(x, ) < -N/d for some N > 0, independent of E. 
Let x0 be the largest value of x <x, where y”(x) =O. On the interval 
Lx,, x11, Y’(X) < -N/J, e so x,-x,dPJi for some P>O. If x,<O, we 
have immediately x2 = 0(d) (E -+ 0). If x0 > 0, then from (4) 
cxi?+ lY’h) + dY(Xo)) = 0, 
and the estimate y’(x,) < -N/G yields x,, = O(E”(~“+~)) (E + 0). We 
conclude 
sup {x: y(x, E) > z,} = CO(&“(4n+2)) (E + 0). 
A symmetric argument for x<O completes the proof. 1 
The method of proof of Theorem 2 yields more information about the 
solution y(x, E) if additional assumptions are made about g. For example, 
if g(y) < 0 for 0 < y < zl, then for any 6 > 0 there is a c > 0 so that 
sup{~x~:y(x,&)>6}<C&1’(4”+? 
Now we turn to the more general quasilinear problem 
&Y”+f(X,Y)Y’+g(x,Y)=0, (8) 
Y(U) =y(b) = 0, (9) 
where a c 0 < b and f and g are C’ functions. For simplicity, we consider 
in the next theorem only the case that f vanishes like x, as x goes to zero. 
SOLUTIONS WITH SPIKES 587 
THEOREM 3. Assume there is 6 > 0 so that: 
(a) for 1 x 1 -C 6 there are continuous functions 0 < z1 (x) < z2 (x) so that 
g(x,zl(x))=g(x,z2(x))=0, &,y)>Ofor zl(x)<~<z2(xh and g&y) 
changes sign at z1 (x), z2 (x); 
(b) g(x, 0) > 0 and 3u E (0, z1 (0)) so that g(x, u) < 0 on [a, b]; 
(c) ~~‘x’g(x,y)dy>O~8<z,(x), (xl ~6; 
(d) there are positive constants c, d so that c<f(x, y)/x<d for 
O<y<z,(x), o< 1x1 <s. 
Then there are positive constants d,, r, and y so that if E is sufficiently small 
and d<d,,, then (8), (9) has a non-negative solution y(x, E) with 
~(0, E) > z1 (0) + y and sup { 1 XI < 6: y(x, E) > z1 (x)} < re1’2. 
Proof: In place of the Taylor formula argument used in Theorem 2, we 
will define an upper solution which will confine the spike layer to an LO(E”~) 
region about x = 0. 
First, choose M so that M > z2 (x) and g(x, y) < 0 for z2(x) < y < A4 and 
1 x 1 < 6. (We can always make 6 smaller if necessary.) Choose N so that 
g(x, y) <O for u<y<N and 1x1 < 6. Finally, choose L>O so that 
g(x,y)<L(M-y)forN<y<Mand [xl<& 
Define $(x) = -(k/d) x + A4 + Z, wher k and 1 are positive constants to 
be chosen. Then for x > 0 and N G Ii/(x) < M, 
w’+f(xd)~‘+g(xd)=f(xd)( -$)+9(x,@) 
by hypothesis (d) and the choice of L. Now t,b(x) = N for x= 
((M-n+l)/k)&. Th us if L>c, then for O<x<((M-N-I)/k)&, 
= 0 
if l=(l/c)(M-N)(L-cc). On the other hand, if L<c, m,V’+f(x, J/)$‘+ 
g(x, II/) < 0 for any I > 0. We have shown that t,Q satisfies the required 
inequality for an upper solution as long as N < $(x) < M, x > 0. 
To complete the construction of an upper solution for x > 0, choose 
p>O so that g(x, )< -p’(N-u) for u<y<N and 
u + (Nmu) e-(Pi Jy 
xl<& Let T(x)= 
&)(X--f), where X= ((M- N-/)/k) (recall +(X)= N). 
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Then 
&r)l+f(x, ~)Tr+g(~,~)~(N-~)p*e-‘~‘~““~~)-p~(N-U) 
60 
for X <x < 6. Since g(x, U) < 0 for all 0 <x < 6, we can extend r so that it 
satisfies the required inequality on [X, b]. Finally, choose k <p(N- U) so 
that $‘(X) 2 T’(X). Then 
ul(x) = min {M $(x1, WI) 
is an upper solution on [O, b], and it is readily extended to be an upper 
solution on [a, b] by a symmetric onstruction for x < 0. 
Choose a C’ function g(y) so that g(y) 6 g(x, y) for 0 <y < z2 (x), 
1 x 1 < 6, and g satisfies (A,) and (A*). There exists a do and a y > 0 so that 
for 0 < d< d, there is a 4 with b(O) > z, (0) + y, 4 is symmetric with respect 
to the origin, 4’(x) < 0 for x > 0, {x: d(x) > O> = Lo(.s”*), and 
whenever d(x) > 0. (See the construction of 4 in the proof of Theorem 2.) 
Then 
@i(x) = max {4(x), 0) 
is a lower solution for (8), (9). By making the constant k in the definition 
of @ sufficiently small, we can conclude 
for a dx < b. Consequently, (8), (9) has a solution with the desired 
properties. 1 
In order to apply these results to specific boundary value problems, 
it is desirable to have a range of p values for which Lemma 1 is valid. 
Fortunately, the proof of Lemma 2.1 in [2] yields such a range. 
Let g(y) satisfy (A,), (A2) and the conditions specified for y values 
outside the interval [0, z2]. Define 
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Let D be the unit disk in R2 centered at the origin and D” = 
{x~R’:l-l<lxl<l}. Ch oose w E Cr (D) so that 0 < w(x) < z2 in D” 
and w(x) = z2 in D -D”. According to the proofs of Lemmas 2.1 and 2.2 in 
[2], if ID” I j? < (D I a (this is incorrect by a factor of two in [2]) and if p 
is small enough that 
;j IVw12dx+ID~IB-IDIa<0, 
D 
(10) 
then the conclusion of Lemma 1 holds. 
Let {wn} be a sequence in C: (0) having the prescribed properties so 
that 
in D” 
inD-D’ 
as )2 + 00. Then (10) is satisfied if 
p < 244(2 - A) -VI 
2 
z2 
Choose I= a/4/l (which is asymptotically optimal for small a/p). Then 
Lemma 1 holds for 
a2(8j3 + a) 
’ < 8z:j?(S/l- a)’ 
EXAMPLE 2. 
sy”+Ax(l +Y2)y’+x2--ysiny=O, 
y(-l)=y(l)=O. 
By the implicit function theorem, there is a 6 >O and smooth 
functions 0 c zI (x) c z2(x) so that z1 (0) = K, z2 (0) = 27r, g(x, z1 (x)) = 
g(x, z2(x)) = 0, g(x, y) > 0 for z1 (x) < y < z2(x), and g(x, JJ) changes ign at 
z1 (x), z2 (x) for Ix I < 6. Also, g(x, 0) = x2 2 0 and g(x, 7r/2) = x2 - n/2 < 0 
for - 1 <x < 1. To check hypothesis (c) of Theorem 3, note that 
for 0 6 8 < 275 and (c) follows by continuity. Finally, (d) holds for any 
c<A and any d>A(l +47z2). 
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Let g(y) = -y sin y d x2 - y sin y in the proof of Theorem 3. Note that g 
satisfies (A,) and (A,). We can apply the calculation preceding this 
example to g with u = 271, /? = 371. From (1 l), Lemma 1 holds for 
p < 13/264~ Thus we can apply Theorem 3 if A( 1 + 47~‘) < 13/264x. Under 
this condition we conclude that the boundary value problem has a positive 
solution y(x, E) with ~(0, E) > rc and ~(x, E) < n/2 outside an O(,,,&) interval 
about x = 0, if E is sufficiently small. 
Note that a similar analysis can be applied to the larger zeros of g(x, y) 
to produce any number of additional solutions with spikes. However, the 
upper bound on A decreases as the size of the spike increases. 
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