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La presente investigación tuvo como objetivo demostrar que DevOps influye positivamente 
en la Entrega Continua de la Oficina General de Estadística y Tecnología de la Información 
y Comunicaciones del Ministerio de Cultura. El estudio estuvo orientado a los problemas 
que aquejaban en los despliegues pases a producción de las aplicaciones web, en donde se 
pudo demostrar que DevOps aumenta la frecuencia de despliegue, disminuye en los cambios 
fallidos y aumenta los cambios sin errores. 
 
El tipo de estudio fue aplicada del diseño experimental de tipología pre experimental, 
para realizar el contraste de los objetivos y determinar si es aceptada o rechazada se analizo 
el antes y después de las variables luego de haber sido expuestas al estímulo, se realizo las 
pruebas de hipotesis mediante la prueba paramétrica de T de student. 
 
Con DevOps se logró aumentar la frecuencia de despliegue en un 49.26%, disminuir 
los cambios fallidos en un 57.42% y aumentar los cambios sin errores en un 25.6%. en la 
Entrega Continua de la Oficina General de Estadística y Tecnología de la Información y 
Comunicaciones del Ministerio de Cultura 
 

















This research aimed to demonstrate that DevOps positively influences the Continuous 
Delivery of the General Office of Statistics and Information Technology and 
Communications of the Ministry of Culture. The study was oriented to the problems that 
faced the deployment of production of web applications, where it was shown that DevOps 
increases the frequency of deployment, decreases in failed changes and increases changes 
without errors. 
 
The type of study was applied from the experimental design of pre-experimental 
typology, to perform the contrast of the objectives and determine if it is accepted or rejected, 
the before and after the variables were analyzed after being exposed to the stimulus, the tests 
of Hypothesis using the parametric test of student's T. 
 
With DevOps it was possible to increase the frequency of deployment by 49.26%, 
decrease the failed changes by 57.42% and increase the changes without errors by 25.6%. in 
the Continuous Delivery of the General Office of Statistics and Information Technology and 
Communications of the Ministry of Culture 
 
















Hoy en día hay una ola entorno a DevOps, al utilizarlo se vuelven simples los procesos para 
que se sean cada vez más programables y dinámicos, ello influye en una mayor frecuencia 
de pases a producción, acorta el tiempo de despliegues, menora los errores de lanzamientos 
y en caso surjan menora el tiempo de recuperación. Las empresas como IBM, Amazon AWS, 
Google Compute Cloud, Microsoft Azure, Google Apps Enginier, Jelastic entre otras como 
Flickr que desarrolló un enfoque DevOps para apoyar un requisito de negocio de diez 
despliegues por día.  
 
Es así como tenemos 3 ejemplos Relevantes: (1) Amazon: Se estima que en el 2011 
operaba a más de 137.000 usuarios por semana, moviendo beneficios anuales de una suma 
de 34.000 millones de dólares, lo increíble es que cada 11,6 segundos en promedio realiza 
despliegues versionados en producción, con el impacto de afectar a 30.000 servidores.  (2) 
Flickr: Aloja de los usuarios más de 3.000 millones de fotos, lo cual lo logra porque cada 
minuto cuenta en promedio 3.000 fotos subidas, con el gran movimiento de fotos puede 
realizar varios despliegues diarios. (3) Facebook:  Cuenta con más de 650 millones de 
usuarios activos en aumento, no es de sorprender que en el planeta por 13 personas 1 tiene 
facebook, al realizar cambios en el código al ser compilado se crea un archivo binario con 
el tamaño de 1,5Gb, el cual si es cambios menores se despliega en producción al menos con 
una frecuencia diaria, si son cambios grandes se realiza una vez a la semana. Entonces 
hablamos de empresas con lanzamientos muy frecuentes pueden requerir de sensibilización 
y orientación DevOps. 
 
En la presente investigación, donde la Realidad problemática, en el Ministerio de 
Cultura en su constante innovación para brindar mejores servicios a los ciudadanos se 
encuentra con problemas que aquejan entre entregar un producto final o en el momento de 
desplegar los proyectos de sistemas web, donde pueden surgir errores que retrasan el 
lanzamiento o pase a producción, hay eventos que suceden repetitivos impidiendo algunas 
funcionalidades del sistema, sucesos que requieren leer todo un manual de usuario, que se 
podrían optimizar para reducir el impacto hacia el ciudadano. En el Ministerio de Cultura, 
en la Oficina General de Estadística y Tecnología de la Información y Comunicaciones, en 
la Oficina de Desarrollo Tecnológico se plantea DevOps para resolver problemas y poder 
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desplegar rápidamente sistemas, aplicaciones app, consultas para mejorar el servicio a los 
ciudadanos. 
 
En Antecedentes Internacionales: (a) En el año 2018, Luis Alberto Iñiguez Sánchez 
en tesis de la maestría denominada “Arquitectura para la entrega continua de software con 
despliegue en contenedores”, en esta investigación, al carecer de una única arquitectura para 
que el software sea desarrollado, se ha visto generado que los despliegues de las versiones 
nuevas en las aplicaciones, son una tarea grande además de complicada, teniendo con 
facilidad errores en el software que se pone en el entorno de producción, con ello dificultando 
que la calidad sea asegurada. Por ende, a la necesidad se ha planteado la implementación de 
un pipeline de entrega continua de software, de esta manera el equipo de desarrollo será 
potenciado para mitigar los riesgos a cada despliegue de producto. 
 
(b) En el año 2015, López Aguilar, Francisco Josué en tesis de maestría denominada 
“Aprovisionamiento automático de infraestructura y de configuración de la infraestructura. 
El caso Adblock Plus”, en esta investigación, presenta una solución que involucra software 
de código abierto que permite utilizar las mejores prácticas del desarrollo de software 
aplicadas al mantenimiento, configuración y administración de la infraestructura.  
 
(c) En el año 2017,  Ebert, C., Gallardo, G., Hernantes, J., & Serrano, N. en DevOps. 
IEEE Software, menciona sobre la base de prácticas ágiles y ágiles, DevOps significa 
automatización de extremo a extremo en el desarrollo y la entrega de software. Casi nadie 
podrá abordarlo con un enfoque de estilo de libro de cocina, pero la mayoría de los 
desarrolladores se beneficiarán al conectar mejor los silos aislados de desarrollo y 
operaciones. Existen muchas herramientas DevOps que pueden ayudarles a hacer esto.  
 
(d) En el año 2016, Jabbari, R., bin Ali, N., Petersen, K., & Tanveer, B. en What is 
DevOps? In Proceedings of the Scientific Workshop Proceedings of XP2016 on - XP ’16 
Workshops menciona que DevOps, la combinación de Desarrollo y Operaciones, es una 
nueva forma de pensar en el dominio de la ingeniería de software que recientemente recibió 
mucha atención. Dado que DevOps es un término nuevo y un concepto novedoso 
recientemente introducido, aún no se ha logrado un entendimiento común de lo que implica.  
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En consecuencia, las definiciones de DevOps of-ten solo representan una parte que 
es relevante para el concepto. Objetivo: Este estudio pretende caracterizar DevOps mediante 
la exploración de los componentes centrales de las definiciones de DevOps reportadas en la 
literatura, especificando prácticas explícitamente propuestas para DevOps e investigando las 
similitudes y diferencias entre DevOps y otros métodos existentes en ingeniería de software.  
 
Método: Se realizó un estudio de mapeo sistemático que utilizó seis bases de datos 
electrónicas: IEEE, ACM, Inspec, Sco-pus, Wiley Online Library y Web of Science. 
Resultado: se seleccionaron 44 estudios que informan una definición de DevOps, 15 estudios 
que expresan explícitamente las prácticas de DevOps y 15 estudios que indican cómo 
DevOps está relacionado con otros métodos existentes. En algunos casos, los documentos 
establecieron una combinación de una definición, prácticas y relaciones con otros métodos, 
el número total de estudios primarios fue de 49.  
 
Conclusión: Propusimos una definición para DevOps que puede superar las 
inconsistencias en las diversas definiciones existentes. niciones de estudios de investigación 
individuales. Además, se han presentado las prácticas explícitamente propuestas para 
DevOps, así como la relación con otros métodos de desarrollo de software.  
 
(e) En el año 2016, Ravichandran, A., Taylor, K., & Waterhouse, P. en  DevOps for 
Digital Leaders. DevOps for Digital Leaders menciona que este libro proporciona a los 
líderes digitales responsables del desarrollo rápido de alta calidad de aplicaciones de 
software en una guía concisa para diseñar, implementar, medir y mejorar los programas 
DevOps que se adaptan a sus organizaciones. En DevOps para líderes digitales, una 
experiencia colectiva profunda en ambos. Los lados de la división de devops informan sobre 
el liderazgo de pensamiento global y los conocimientos penetrantes de los autores, los tres 
de los cuales son líderes de DevOps de cartera cruzada en CA Technologies. Aruna 
Ravichandran, Kieran Taylor y Peter Waterhouse analizan los beneficios organizativos, los 
costos, las libertades y las limitaciones de DevOps. Trazan la estrategia coordinada de 
cambio organizativo, métricas, pensamiento ágil e inversión que una empresa debe 
emprender para aprovechar todo el potencial de DevOps y alcanzar el punto óptimo donde 
las implementaciones de código aceleradas aumentan la satisfacción del cliente, los ingresos 
y la rentabilidad. 
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 Los líderes digitales tienen la obligación de salvar la desconexión entre 
desarrolladores y operadores si sus organizaciones quieren sobrevivir y prosperar en un 
mundo de negocios cada vez más diferenciado por el grado en que el desarrollo dinámico de 
software de aplicaciones armoniza con la resistencia y confiabilidad operativas. Este breve 
libro aplica la perspectiva de DevOps al desafío competitivo, al que se enfrenta cada 
organización de TI de alto rendimiento en la actualidad, de integrar y automatizar las 
herramientas, los procesos y las técnicas de código abierto, la nube y la empresa en la 
totalidad del ciclo de vida del desarrollo de software, desde los requisitos hasta el 
lanzamiento.  
 
(f) En el año 2016, Zhu, L., Bass, L., & Champlin-Scharff, G.  en DevOps and Its 
Practices. IEEE Software menciona que DevOps tiene como objetivo disminuir el tiempo 
entre realizar un cambio en el sistema y colocar el cambio en producción normal, al tiempo 
que garantiza una alta calidad. Los temas del artículo en este tema temático incluyen el uso 
de DevOps para migrar a microservicios, la adopción de DevOps y las herramientas de 
DevOps.  
 
(g) En el año 2015,  Lwakatare, L. E., Kuvaja, P., & Oivo, M. en Dimensions of 
devOps. In Lecture Notes in Business Information Processing menciona que DevOps ha sido 
identificado como un aspecto importante en el paradigma de despliegue continuo en 
comunidades de profesionales y círculos de investigación académica. Sin embargo, poco se 
ha presentado para describir y formalizar lo que constituye. La falta de tal comprensión 
significa que el fenómeno no se comunicará de manera efectiva y su impacto no se entenderá 
en esas dos comunidades. Este estudio investiga los elementos que caracterizan el fenómeno 
de DevOps mediante una encuesta bibliográfica y entrevistas con practicantes que participan 
activamente en el movimiento DevOps. Se identifican cuatro dimensiones principales de 
DevOps: colaboración, automatización, medición y monitoreo. Se desarrolla un marco 
conceptual inicial para comunicar el fenómeno a los profesionales y a la comunidad 
científica, así como para facilitar información para futuras investigaciones.  
 
(h) En el año 2017, Nielsen, P. A., Winkler, T. J., & Nørbjerg, J.  en Closing the IT 
development-operations gap: The devops knowledge sharing framework. In CEUR 
Workshop Proceedings menciona que aunque DevOps ha sido anunciado como un 
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paradigma novedoso para superar los límites tradicionales entre los equipos o grupos de 
Desarrollo de TI (Dev) y Operaciones de TI (Ops), muchas organizaciones de TI carecen de 
orientación sobre cómo implementar este paradigma en la práctica. Esta investigación de 
diseño proporciona un marco que puede ayudar a las organizaciones a evaluar no solo su 
estado en el cumplimiento de los principios, prácticas y uso de herramientas DevOps 
recomendados.  
 
Dado el papel central del intercambio de conocimientos en la entrega de software, 
nuestro marco también incluye la conversión de conocimientos requerida entre los equipos 
de desarrollo y operaciones. basándose en las dimensiones del modelo SECI ampliamente 
reconocido. Evaluamos el marco de intercambio de conocimientos de DevOps (DOKS) 
propuesto en el contexto de una pequeña empresa de servicios de TI y una gran empresa de 
servicios financieros. Nuestros hallazgos establecen que el marco DOKS puede ayudar a las 
organizaciones mediante la sensibilización de los dos equipos en cuanto a los elementos 
cruciales de DevOps. Además, discutimos cómo los enfoques de implementación de DevOps 
pueden diferir entre las organizaciones de TI más pequeñas y más grandes.  
 
(i) En el año 2017,  Shahin, M., Zahedi, M., Babar, M. A., & Zhu, L. en  Adopting 
Continuous Delivery and Deployment menciona que las prácticas de entrega e 
implementación continuas (CD) apuntan a entregar las características del software de manera 
más frecuente y confiable. Si bien se han realizado algunos esfuerzos para estudiar diferentes 
aspectos de las prácticas de los CD, se ha informado un poco de trabajo empírico sobre el 
impacto de los CD en las estructuras del equipo, la colaboración y las responsabilidades de 
los miembros del equipo. Objetivo: Nuestro objetivo es investigar empíricamente cómo se 
organizan los equipos de Desarrollo (Dev) y Operaciones (Ops) en la industria del software 
para adoptar prácticas de CD. Además, exploramos el impacto potencial de practicar CD en 
la colaboración y las responsabilidades de los miembros del equipo. Método: Realizamos un 
estudio empírico de métodos mixtos, que recopiló datos de 21 entrevistas semiestructuradas 
en profundidad en 19 organizaciones y una encuesta con 93 profesionales del software.  
 
Resultados: Hay cuatro tipos comunes de estructuras de equipo (es decir, (1) equipos 
de desarrollo y operaciones separados con mayor colaboración; (2) equipos de desarrollo y 
operaciones separados con facilitadores en el medio; (3) equipo de operaciones pequeño con 
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más responsabilidades para el equipo de desarrollo (4) (no hay un equipo de operaciones 
visible) para organizar los equipos de desarrollo y operaciones para iniciar y adoptar 
prácticas de CD de manera efectiva. Nuestro estudio también proporciona información sobre 
cómo las organizaciones de software realmente mejoran la colaboración entre los equipos y 
los miembros del equipo para practicar CD. Además, destacamos nuevas responsabilidades 
y habilidades (por ejemplo, habilidades de monitoreo y registro), que son necesarias a este 
respecto.  
 
(j) En el año 2014, Michelsen, J. en A Pragmatic Guide to Getting Started with 
DevOps menciona que DevOps no es un producto, ni siquiera una tecnología en particular. 
DevOps es una metodología, en donde las separadas desarrollo de software (Dev) y 
producción y operaciones (Ops) se unen en un proceso único, integrado y continuo. DevOps 
se trata de romper las barreras entre Dev y Ops. Aprovecha a las personas, los procesos y la 
tecnología para estimular la colaboración y la innovación en todo el proceso de desarrollo y 
lanzamiento de software. Dev y Ops deben actuar y sentir que son un solo equipo. Este 
documento actúa como una guía sobre DevOps, si es adecuado para usted, los 7 signos de 
un proceso disfuncional y donde usted también puede iniciar la transformación de sus 
devops.  
 
(k) En el año 2013, Onno Dijkstra en la Master Thesis denominada “La extensión de 
la Disciplina de Desarrollo Ágil de Despliegue, La necesidad de un enfoque holístico” 
desarrollada en la Utrecht University, Utrecht - Países Bajos, en esta investigación identifica 
los diferentes caminos que se pueden elegir para poner en práctica DevOps para las empresas 
que utilizan Scrum como su método de desarrollo actual y experimentan los mismos 
problemas. DevOps propone soluciones a los conductores en el interés de la empresa. La 
investigación muestra que la razón es de utilizar DevOps proporcionando una explicación 
en profundidad lo que los conductores provocan la empresa para implementar esta extensión. 
Además, los caminos implementaciones se proporcionan para ayudar a otras empresas que 
se enfrentan a los mismos problemas con su proceso de desarrollo. La declaración formal 
problema para este proyecto de investigación se formula de la siguiente manera: ¿Cómo 




 (l) En el año 2012, Gaute Borgenholt en la Master Thesis denominada “Audición: 
un marco de control y pruebas de calidad orientado a DevOps para entornos de nube” 
desarrollada en la University of Oslo, Oslo - Noruega, en esta investigación menciona que 
al centralizar el software, las interrupciones en el servicio afectan a todos los usuarios. 
Además, cualquier cambio en el software es extremadamente lento, con el cepillado, las 
pruebas en múltiples entornos, aplicación de prueba, a continuación, la aplicación de 
producción. Los usuarios esperan con frecuencia libera de nuevas características usuarios 
esperan nuevas características publicadas con regularidad y frecuencia, sin degradación de 
la calidad del servicio. Esta solicitud para la entrega continua de nuevas características, han 
llevado a la creación de DevOps. Un paradigma de desarrollo con un enfoque en la 
automatización y las entregas continuas. Con todo el sistema de la administración diaria 
tareas y todos los pasos en el mantenimiento de un servicio, el administrador del sistema, 
además de tener que liberar nuevas características con intervalos más cortos y más cortos 
para atraer nuevos usuarios y mantener la corriente.  
  
Para sustentar la presente investigación utilizamos los siguientes teóricos. En donde 
la variable (I) DevOps, "DevOps, un acrónimo de desarrollo y operaciones, medios para 
cerrar las brechas [entre el desarrollo y las operaciones] por alinear incentivos y compartir 
enfoques de procesos y herramientas" - DevOps para desarrolladores, Michael Hüttermann 
(2012). Por encima de todo, la aplicación del enfoque DevOps es un cambio de mentalidad. 
Es esencial para construir un equipo de Devs y Operaciones, que está alineado con incentivos 
compartidos. - Hüttermann (2012).  
 
DevOps es una respuesta puntual, a la conciencia creciente para realizar la 
desconexión entre lo que se considera tradicionalmente todas las actividades de desarrollo y 
todas las actividades de operaciones. Con la menuda desconexión conlleva a la 
manifestación de conflicto y la ineficiencia". -  Damon Edwards, "¿Qué es DevOps?". El 
enfoque DevOps es una capacidad empresarial esencial para la entrega continua de software, 
al permitir que las organizaciones aprovechen las oportunidades del mercado y tarden menos 





Payal Chakravarty. (2014). The DevOps Scorecard. mayo 5, 2019, de Devops Sitio 
web: https://devops.com/devops-scorecard/, menciona que en el cuadro de mando DevOps 
debe contener estos  9 métricas para rastrear el éxito del equipo DevOps: (1) Frecuencia de 
despliegue: ¿Con qué frecuencia se nos despliega código y obtener nuevo código en manos 
de nuestros clientes? Esta métrica debería tender hacia arriba o permanecer estables de 
semana en semana. Ejemplo: Dos veces a la semana, 50 veces al día. (2) Cambiar el 
volumen: Para cada despliegue cuántas historias de usuario y nuevas líneas de código se nos 
envío? Ejemplo: 3 nuevas características por día, promedio de 500 líneas de código nuevo 
por semana. Otro parámetro a considerar además de volumen es la complejidad del cambio.  
(3) Plazo de ejecución (de Dev implementar): ¿Cuánto tiempo se tarda en promedio para 
obtener el código de desarrollo integral a través de un ciclo de pruebas A / B a 100% de 
despliegue y actualización en la producción? El plazo de ejecución se debe reducir  en el 
equipo consigue una mejor sujeción del ciclo de vida.  
 
(4) Porcentaje de implementaciones fallidas: ¿Qué porcentaje de las 
implementaciones no causando un apagón o una reacción negativa al usuario? Esta métrica 
debería disminuir con el tiempo. Ejemplo: 9 despliegues% fracasó este mes frente a un 15% 
el mes pasado. Esta métrica debería revisarse en combinación con el cambio de volumen. Si 
el cambio de volumen es bajo o sigue siendo el mismo, pero el porcentaje de 
implementaciones fallidas aumentado, entonces tal vez una disfunción en alguna parte. (5) 
La media de tiempo de recuperación: Cuando hicimos fracasamos, ¿cuánto tiempo nos tarda 
en recuperar? Esto es un verdadero indicador de lo bien que estamos consiguiendo con la 
gestión del cambio y esto, lo ideal sería reducir el tiempo. Usted puede contar con algunos 
picos en este número debido a problemas complejos no encontrado antes. Ejemplo: En un 
promedio que tomó el equipo de 15 minutos para resolver cada uno la semana pasada a 14 
minutos esta semana.  
 
(6) Cliente volumen de entradas: El número de alertas generadas por los clientes 
indicar problemas en el servicio. Este es un indicador básico de la satisfacción del cliente. 
Ejemplo: 54 entradas se generaron esta semana en lugar de 38, mientras que el volumen de 
usuarios se mantuvo estable no es una buena cosa. (7) Porcentaje de cambio en el volumen 
de Usuario: Número de nuevos usuarios que se registran, interactuando con mi servicio y la 
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generación de tráfico. A medida que nuevos usuarios se registran es mi infraestructura capaz 
de manejar la demanda? Ejemplo: Esta semana, el número de clientes con púas en un 30% 
debido a un evento externo que causa volumen de solicitudes para subir.  
 
(8) Disponibilidad: ¿Cuál es el tiempo de actividad global de mi servicio y me violo 
ningún SLA? Ejemplo: 99.9% consistentemente durante los últimos 3 meses, incluso con el 
cambio en el volumen de usuarios. (9) Rendimiento (Tiempo de respuesta): ¿Mi servicio 
funcionando dentro de mis umbrales predeterminados? Esta métrica debería permanecer 
estable con independencia de cambio% en el volumen de usuario o de cualquier nueva 
implementación. Ejemplo: Sub 5 segundos el tiempo de respuesta de todas las geografías y 
dispositivos.  
 
Según Chris Riley. (2015). Metrics for DevOps. mayo 5, 2019, de Devops Sitio web: 
https://devops.com/metrics-devops/, menciona que la mayoría de las métricas DevOps se 
dividen en 3 categorías generales: (1) La gente: La gente es una parte intrínseca de cualquier 
proceso DevOps. Métricas orientadas a las personas miden cosas tales como el volumen de 
negocios, capacidad y tiempo de respuesta. Comience siempre con la gente. Son el elemento 
más difícil de cualquier elemento, y su influencia es a veces difícil de detectar. (2) Proceso: 
De alguna manera, DevOps es todo acerca de proceso - ciclo el despliegue continuo / 
operaciones / soporte es un conjunto continuo de procesos entrelazados. Pero algunas 
métricas son más claramente orientado al proceso que otros, en particular los que implican 
la entrega continua, respuesta y reparación. Tiempo de plomo-Development necesario para 
el despliegue, por ejemplo, es una respuesta en frecuencia y tiempo de despliegue en gran 
medida orientado al proceso métrica, como lo son. Métricas de proceso puede ser una medida 
de la velocidad (¿Dónde están los cuellos de botella, y es el proceso en sí mismo un cuello 
de botella?), Adecuación (¿Son todas las medidas pertinentes?), Efectividad (¿Consigue el 
trabajo hecho?), O eficiencia (¿Son los pasos en la secuencia óptima? ¿hay un flujo suave 
en el proceso?).  
 
(3) Tecnología: Métricas de tecnología también desempeñan un papel importante en 
DevOps, medir cosas tales como el tiempo de actividad (¿Qué porcentaje de las veces es el 
sistema que ejecuta? ¿Qué pasa con la red, y aplicaciones de apoyo?) y tasa de fracaso (¿Cuál 
es el porcentaje de implementaciones fallidas, cambios o unidades?).  
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Por supuesto, muchos DevOps métricas implican las tres categorías, en mayor o 
menor grado. Tal vez la forma más fácil de ver cómo las 4 métricas desempeñan en la 
práctica es buscar en las métricas clave utilizada por Puppet Labs (Puppet  no es un cliente 
mío, ni soy un cliente de ellos): (1) Despliegue (o cambiar) Frecuencia: DevOps prácticas 
hacen despliegue frecuente o continuo posible; grandes, los sitios web de alto tráfico y los 
servicios basados en la nube hacen que sea una necesidad. Con respuesta rápida y el 
desarrollo de lotes pequeños, software actualizado se puede implementar cada pocos días o 
incluso varias veces al día. En un entorno DevOps, frecuencia de despliegue puede ser una 
medida directa o indirecta de tiempo de respuesta, la cohesión del equipo, las capacidades 
de desarrollo, eficacia herramienta de desarrollo, y DevOps generales eficiencia del equipo.  
 
(2) Cambie Plazo de ejecución: El tiempo transcurrido desde el inicio de un ciclo de 
desarrollo (el primer código nuevo) para el despliegue es el momento de cambio de líder. Es 
una medida de la eficiencia del proceso de desarrollo, de la complejidad del código y de los 
sistemas de desarrollo, y también (como frecuencia de despliegue) de las capacidades del 
equipo y de desarrollador. Si el tiempo de cambio de plomo es demasiado largo, puede ser 
una indicación de que el proceso / despliegue desarrollo es ineficaz en ciertas etapas, o que 
incluye los cuellos de botella de rendimiento.  
 
(3) Cambio Porcentaje de averías: Uno de los principales objetivos de DevOps es 
convertir despliegues rápidos y frecuentes en un asunto cotidiano. Huelga decir que, para 
tales despliegues a tienen un valor, la tasa de fracaso debe ser bajo. Se debe, de hecho, 
disminuir con el tiempo, ya que la experiencia y las capacidades de los equipos DevOps 
aumentan. Una tasa de fracaso cada vez mayor, o uno que es alto y no baja con el tiempo, es 
una buena indicación de problemas en el proceso general DevOps.  
 
(4) Tiempo medio para recuperar (MTTR): Este es el momento de la falla en la 
recuperación de ese fracaso. Por lo general es una buena medida de la capacidad del equipo, 
y al igual que la tasa de fracaso, se debe mostrar una disminución general en el tiempo (lo 
que permite tiempos de recuperación más largos ocasionales cuando el equipo se encuentra 
con un problema técnico no familiar). MTTR también puede verse afectada por cosas tales 
como código (o plataforma) la complejidad, el número de nuevas características está 
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aplicando, y cambios en el entorno operativo (como la migración a un nuevo servidor de la 
nube). Sobre la base de estos indicadores, el equipo DevOps ideales produciría despliegues 
rápidos y frecuentes mínima (y decreciente) tasa de fracaso y una corta (y encogimiento) el 
tiempo de recuperación. En la práctica, por supuesto, puede haber factores que van en contra 
de estas tendencias - menos necesidad u oportunidad para los despliegues frecuentes, por 
ejemplo, o los frecuentes cambios en las condiciones de funcionamiento o requisitos.  
 
En donde la variable (II) La Entrega Continua, usa en conjunto los patrones de buenas 
prácticas en el desarrollo de software, en donde busca la manera de construcción enfocado 
para ser liberado de una forma ágil, segura y en cualquier momento en entornos productivos, 
volviéndose una disciplina, de esta manera el objetivo es conseguir una puesta en producción 
con las siguientes características: rápida, frecuente, reproducible y sobre todo asumiendo 
pocos riesgos. Eder Castro Lucas (2014).  
 
En donde la entrega continua cuenta con la dimensión eficacia y los 3 indicadores: 
(1) Frecuencia de despliegue: en donde la total flexibilidad, se adopta nuevos cambios con 
entregas más frecuentes, con ello se controla y maneja de mejor manera los entregables. (2) 
Cambios Fallidos: Cada cambio desde la primera línea de código, pasa por el mismo 
conjunto de pasos que nos garantizan la robustez de la entrega, con ello la entrega se 
convierte en un proceso transparente y predecible, de esta manera su frecuente utilización le 
otorga estabilidad y confiabilidad, finalmente evitando las largas e interminables puestas en 
producción; y, por lo tanto, evitando las sorpresas de última hora. (3) Cambios sin errores: 
En las fases tempranas los problemas que aparecen en un mismo proceso se abordan a tiempo 
para resolver, obteniéndose una mayor trazabilidad, por ende al detectar antes se solucionan 
antes, consiguiendo en producción menos errores. De donde se puede deducir que frecuencia 
de despliegue es el numero de despliegues solicitados entre los realizados, así mismo los 
cambios fallidos son el número de cambios fallidos entre el total de cambios cerrados, 
finalmente los cambios sin errores son el numero de cambios entre total de cambios cerrados. 
 
Con ello los cambios muy grandes y costosos son de Mayor incertidumbre en la entrega, a 
comparación de los cambios pequeños y controlados son de Menor incertidumbre en la 
entrega. Liberar las versiones de manera continuamente, permite la posibilidad de reaccionar 
rápidamente a los cambios de mercado como a las necesidades de clientes, así mismo de su 
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organización; de una manera ágil, y sin la necesidad de tener que invertir en diferentes 
departamentos con una enorme cantidad de tiempo. Puesto que es menor el tiempo en 
desplegar y entregar en producción, toda vez el proceso que tenemos es automatizado. Así 
mismo nos permite la obtención de feedback rápidamente de como estos cambios afectan al 
negocio por parte de los usuarios. 
 
De lo expuesto, se plantean la problemática siguiente: Problema principal: PA: ¿Cómo 
DevOps influye en la Entrega Continua de la Oficina General de Estadística y Tecnología 
de la Información y Comunicaciones del Ministerio de Cultura?. Problemas secundarios: P1: 
¿En qué medida el uso de DevOps influye en el Cambios Fallidos de la Entrega Continua de 
la Oficina General de Estadística y Tecnología de la Información y Comunicaciones del 
Ministerio de Cultura?. P2: ¿En qué medida el uso de DevOps influye en la Frecuencia de 
Despliegue de la Entrega Continua de la Oficina General de Estadística y Tecnología de la 
Información y Comunicaciones del Ministerio de Cultura?. 
 
Así mismo la Justificación de la presente investigación: Justificación Tecnológica: 
La situación actual de los requisitos nuevos de los usuarios y exigencias en pases a 
producción, con los dramáticos cambios tecnológicos en el tratamiento de información, son 
razones importantes, entre otras que sugieren la realización de nuevas formas de entrega 
continua. Justificación Económica: Al tener grandes pases a producción se encuentra con 
mayores riesgos que la fallar demanda tiempo y con ello sobre costos, al aplicar DevOps se 
minimizan los errores ahorrando significativamente costos. Justificación Institucional: 
Siendo de gran importancia brindar mejores servicios a los ciudadanos, desde el punto de 
vista Institucional, la OGETIC del Ministerio de Cultura busca mejoras continuas en los 
sistemas desplegados sin afectar su disponibilidad. Justificación Operativa: Los procesos 
actuales demuestran que si bien se hacen pases a producción se muestra una lentitud en el 
proceso y un alto riesgo, con DevOps se mitigara ello. 
 
 También la formulación del Objetivo, se plantean lo siguiente: Objetivo General: 
Determinar la influencia de DevOps en la Entrega Continua de la Oficina General de 
Estadística y Tecnología de la Información y Comunicaciones del Ministerio de Cultura. 
Objetivos Específicos: O1: Determinar la influencia de DevOps en la Frecuencia de 
Despliegue de la Entrega Continua de la Oficina General de Estadística y Tecnología de la 
13 
 
Información y Comunicaciones del Ministerio de Cultura. O2: Determinar la influencia de 
DevOps en los Cambios Fallidos de la Entrega Continua de la Oficina General de Estadística 
y Tecnología de la Información y Comunicaciones del Ministerio de Cultura. O3: 
Determinar la influencia de DevOps en  los Cambios sin Errores  de la Entrega Continua de 
la Oficina General de Estadística y Tecnología de la Información y Comunicaciones del 
Ministerio de Cultura.  
 
Finalmente la formulación de la hipótesis, de lo detallado anteriormente, se plantean 
lo siguiente: Hipótesis General: DevOps mejora la Entrega Continua de la Oficina General 
de Estadística y Tecnología de la Información y Comunicaciones del Ministerio de Cultura. 
Hipótesis Específicas: H1: DevOps aumenta la Frecuencia de Despliegue de la Entrega 
Continua de la Oficina General de Estadística y Tecnología de la Información y 
Comunicaciones del Ministerio de Cultura. H2: DevOps disminuye en los  Cambios Fallidos 
de la Entrega Continua de la Oficina General de Estadística y Tecnología de la Información 
y Comunicaciones del Ministerio de Cultura. H3: DevOps aumenta  los Cambios sin Errores 
de la Entrega Continua de la Oficina General de Estadística y Tecnología de la Información 


















2.1 Tipo y diseño de investigación 
 
Tipo de Investigación: Aplicada 
 
La presente investigación es aplicada, porque se va a evaluar, así mismo comparar, con ello 
a interpretar para establecer precedentes y determinar casualidad a fin de obtener sus 
implicaciones. 
 
Según Hernández, Fernández y Baptista (2014). La tipología aplicada es para lo que 
tiene adelantos como justificación así como los productos tecnológicos, generando las 




El diseño de la presente investigación es experimental, porque se influenciará 
intencionalmente la variable independiente (DevOps) para observar los efectos en la variable 
dependiente (Entrega Continua), para comprobar las hipótesis planteadas. 
 
Según Hernández, Fernández y Baptista (2014). Mantienen que el diseño 
experimental  viene hacer el estudio en donde intencionalmente se manipulan, ya sea una o 
más variables independientes las cuales son supuestas causas-antecedentes, con el fin de 
analizar la manipulación que genera consecuencias sobre ya sea una o más variables 
dependientes las cuales son los supuestos efectos-consecuentes, en ambos casos el 
investigador lo tiene dentro de una situación de control. 
 
Tipología de diseño: Pre Experimental 
 
La tipología de diseño de la presente investigación es pre experimental, la cual involucra la 
pre prueba que se denomina pre-test y la pos prueba que se denomina post-test, para 





Hernández, Fernández y Baptista (2014). El diseño pre experimental es un diseño de 
un solo grupo, al ser caracterizado por su grado de control es bajo. Principalmente se utiliza 
en el inicia para un acercamiento al problema de investigación. A partir de estos se deben 
realizar estudios más profundos. 
 
Para Hernández, Fernández y Baptista (2014), el diseño pre experimental tiene la 
clasificación de el diseño pre prueba post prueba, así como el estudio con una sola medición 
del caso, para la presente investigación utilizaremos el primer diseño, en donde se especifica 
que a un grupo se efectúa la medición de una pre prueba y post prueba.  
 
Su representación diagramática es la siguiente: 
 
G1 -> X -> G2 
 
Diseños de medición de Pre-Test y Post-Test 
 
G: La medición a los sujetos de un grupo (pre prueba, post prueba) 
G1: Antes de aplicar el DevOps 
G2: Después de aplicar el DevOps 
X: Es la aplicación (DevOps) 




El presente trabajo de investigación consta de dos variables, son las siguientes:  
 
Variable Independiente (VI): DevOps 
 
Michael Hüttermann (2012). DevOps, un acrónimo de desarrollo y operaciones, medios para 
cerrar las brechas entre el desarrollo y las operaciones, por alinear incentivos y compartir 




Variable Dependiente (VD): Entrega Continua de la Oficina General de Estadística y 
Tecnología de la Información y Comunicaciones del Ministerio de Cultura. 
 
Según Eder Castro Lucas (2014). La Entrega Continua viene a ser una disciplina del 
desarrollo de software, en donde el uso de un conjunto de patrones con las buenas prácticas, 
pueda lograr que el software se construya para ser rápida, frecuente, reproducible y 
asumiendo pocos riesgos en las puesta a producción. 
 
Tabla 1 
Identificación de variables 
Fuente: Elaboración propia 
 
Definición Operacional 
El presente trabajo de investigación consta de dos variables, son las siguientes:  
 
Variable Independiente (VI): DevOps 
 
DevOps, permitirá cerrar las brechas entre el desarrollo y las operaciones por alinear 
incentivos y compartir enfoques de procesos y herramientas. 
 
Variable Dependiente (VD): Entrega Continua de la Oficina General de Estadística y 
Tecnología de la Información y Comunicaciones del Ministerio de Cultura. 
 
La Oficina General de Estadística y Tecnología de la Información y Comunicaciones 
del Ministerio de Cultura empleara la Entrega Continua, en donde el uso de un conjunto de 
patrones con las buenas prácticas, pueda lograr que el software se construya para ser rápida, 
frecuente, reproducible y asumiendo pocos riesgos en las puesta a producción. 
 
 






Entrega Continua de la Oficina General de Estadística y Tecnología 

































































































































2.3 Población, muestra y muestreo 
2.3.1 Población 
 
Según Arias (2006). La población en donde con términos más precisos es el objetivo 
poblacional, se define como una agrupación finito o infinito de componentes en donde sus 
particularidades los cuales serán prolongado para las conclusiones de la investigación, la 
cual queda acotado por el problema y por los objetivos del estudio. 
 
De acuerdo con Hernández, Fernández y Baptista (2014). La población viene a ser el 
agrupamiento de todas las casualidades concordantes con las especificaciones de una serie, 
en donde pueden ser analizados a fin de generalizar los resultados. 
 
La población para la presente investigación es de 10 Proyectos. 
2.3.2 Muestra 
 
Para Castro (2003), la muestra está clasificada en probabilística, en donde cada uno de la 
totalidad de la población van a tener la misma posibilidad de conformarla, y en no 
probabilística, en donde no todos los miembros de la población van a tener la igualdad de 
posibildiad de conformarla. 
 
De acuerdo con Hernández, Fernández y Baptista (2014). Para los procesos 
cuantitativos un subgrupo es la muestra de la población, de la cual se recogerán los datos, y 
que debe limitarse con precisión, debe representar a la población. 
 
Según Castro (2003), Si la población viene a ser menor a 50, la muestra es igual a la 
población. En este sentido Ramírez (1997) establece que todas las unidades de la muestra de 
investigación viene a considerarse como muestra censal. 
 
La muestra para la presente investigación es de 10 Proyectos toda vez que la muestra 





2.4 Técnicas e instrumentos de recolección de datos, validez y confiabilidad 
 
Las técnicas de recolección de datos 
 
Según Hernández, Fernández y Baptista (2014) las técnicas de recolección de los datos 
tienen la posibilidad de ser múltiples, por ejemplo, los cuestionarios cerrados, registros de 
datos estadísticos vendrían ser en la investigación cuantitativa. 
 
De acuerdo con Chávez (2018) las técnicas de recolección de los datos son medios 
que se usan para recopilar la información en una investigación, en donde pueden ser directas 
que son las entrevistas y las observaciones; y las indirectas que son los cuestionarios, las 
escalas, los inventarios y los tests. 
 
Instrumento de recolección de datos. 
 
Según Hernández, Fernández y Baptista (2014). Un instrumento de recolección de datos es 
un recurso que es utilizado por el investigador a fin de registrar toda la información como 
datos sobre las variables. 
 
La ficha de registro también se le llama ficha o tarjeta de trabajo. 
 
Según Hernández, Fernández y Baptista (2014). Su función principal es la recolección de 
información que se consigue en el campo al efectuar las observaciones o entrevistas. Se 
desarrollan con el fin de detallar un individuo u objeto. Su contenido debe ser lo más objetivo 
que se pueda lograr. 
 
Validez y confiabilidad de los instrumentos. 
 
El instrumento fue validado mediante juicio de expertos. Los expertos validaron 
favorablemente el instrumento siguiendo criterios de pertinencia, relevancia y claridad. Las 





2.5 Procedimiento Método de análisis de datos 
 
En la presente investigación se procederá con analizar los datos toda vez que la recolección 
metodizada así mismo los datos analizados deben de ser elegidos en función de las preguntas 
clave de evaluación, así como los recursos disponibles de la evaluación. Los métodos de 
recolección y los de análisis de datos deben seleccionarse de forma sustancial que los puntos 
fuertes y débiles se complementen entre sí. 




En el presente trabajo de investigación, el método de análisis de datos es Cuantitativo, toda 
vez que es pre experimental y se obtienen valores que comprueben la hipótesis planteada 
 
Según Hernández, Fernández y Baptista (2014). El método de análisis de datos es 
cuantitativo, toda vez que es pre experimental y las estadísticas que se consiguen puedan 
permitir ayudar a verificar si la hipótesis es correcta. 
 
En esta investigación se contrasta los resultados del Pre-test que son los resultados del 





Según Hernández, Fernández y Baptista (2014). La observación se refiere a la recolección 
de datos, el cual consiste en el registro sistemático, así mismo validado para ser confiable de 
comportamientos y situaciones observables, a través de un conjunto de categorías y 
subcategorías 
2.7 Aspectos éticos  
 
El investigador se compromete a respetar la veracidad de los resultados, la confiabilidad de 






La presente investigación para la determinación de la hipótesis se realizó en dos etapas, de 
acuerdo al diseño de estudio Pre-Experimental. En donde la primera etapa es la aplicación 
de la prueba pre-test, es decir que se realizó la medición de cada indicador antes de la 
implementación del DevOps. En donde la segunda etapa es la aplicación de la prueba post-
test, es decir que se realizó nuevamente la medición de los indicadores con el DevOps 
implementado. De esta manera en base a los datos obtenidos en cada etapa de la 
investigación permite realizar las comparaciones. 
 
En el pretest se tomó en cuenta la información de las fichas de registros de los 10 
proyectos que comprende en el mes de Junio, para luego de aplicar DevOps en la Entrega 
Continua de la Oficina General de Estadística y Tecnología de la Información y 
Comunicaciones del Ministerio de Cultura, se procedió con el post-test que comprende los 
mismos 10 proyectos en el mes de Julio. Ver los Instrumentos. 
 
En la presente investigación los resultados descriptivos son:  
  
Tabla 3 
Estadísticos descriptivos de la Frecuencia de despliegue 




Pre Test de Frecuencia de 
Despliegue 
15 32,0100 11,83176 3,05494 
Post Test de Frecuencia de 
Despliegue 
15 81,2700 9,25048 2,38846 
 
 
En la tabla 3 denotamos que la frecuencia de despliegue de Pre test existe una media de 
32,0100 con una desv. desviación de 11,83176 y desv. error promedio de 3,05494 ,  mientras 
que en el Post test existe una media de 81,2700 con una desv. desviación de 9,25048 y desv. 











Estadísticos descriptivos de los Cambios Fallidos 




Pre Test de Cambios 
Fallidos 
15 84,4453 18,05614 4,66208 
Post Test de Cambios 
Fallidos 




En la tabla 4 denotamos que los cambios fallidos de Pre test existe una media de 84,4453 
con una desv. desviación de 18,05614 y desv. error promedio de 4,66208 ,  mientras que en 
el Post test existe una media de 27,0240 con una desv. desviación de 11,18910 y desv. error 
































Estadísticos descriptivos de los Cambios sin Errores  




Pre Test de Cambios 
sin Errores 
15 58,3327 24,60102 6,35196 
Post Test de Cambios 
sin Errores 
15 83,9273 10,57315 2,72998 
Fuente: Elaboración propia 
 
En la tabla 5 denotamos que los cambios sin errores de Pre test existe una media de 58,3327 
con una desv. desviación de 24,60102 y desv. error promedio de 6,35196 ,  mientras que en 
el Post test existe una media de 83,9273 con una desv. desviación de 10,57315 y desv. error 

























Figura 3: Media de Cambios sin Errores  
 
 
En la presente investigación los resultados de la normalidad son:  
 
Frecuencia de Despliegue: 
 
Como el tamaño de la muestra es de 15 días, se usó la prueba de Shapiro-Wilk. En la tabla 
6 se visualiza las pruebas de normalidad para el indicador Frecuencia de Despliegue en 
PreTest y PostTest 
 
Tabla 6 
Prueba de normalidad de la Frecuencia de despliegue 
Pruebas de normalidad  
Kolmogorov-Smirnova Shapiro-Wilk 
Estadístico gl Sig. Estadístico gl Sig. 
FD_PRE 0.143 15 ,200* 0.961 15 0.713 
FD_POST 0.218 15 0.054 0.915 15 0.160 
*. Esto es un límite inferior de la significación verdadera. 
a. Corrección de significación de Lilliefors 
 
 
Como se muestra en la tabla 6 el valor Sig para PreTest es de 0.713 y para el PostTest es de 




















Como el tamaño de la muestra es de 15 días, se usó la prueba de Shapiro-Wilk. En la tabla 




Prueba de normalidad de los Cambios Fallidos 
Pruebas de normalidad  
Kolmogorov-Smirnova Shapiro-Wilk 
Estadístico gl Sig. Estadístico gl Sig. 
CF_PRE 0.339 15 0.000 0.766 15 0.001 
CF_POST 0.156 15 ,200* 0.930 15 0.268 
*. Esto es un límite inferior de la significación verdadera. 
a. Corrección de significación de Lilliefors 
 
 
Como se muestra en la tabla 7 el valor Sig para PreTest es de 0.713 y para el PostTest es de 
0.160, debido a que el PreTest y PostTest son mayores a 0.05 por lo tanto es una distribución 
normal. 
 
Cambios sin Errores: 
 
Como el tamaño de la muestra es de 15 días, se usó la prueba de Shapiro-Wilk. En la tabla 




Prueba de normalidad de los Cambios sin Errores 
Pruebas de normalidad  
Kolmogorov-Smirnova Shapiro-Wilk 
Estadístico gl Sig. Estadístico gl Sig. 
CSE_PRE 0.299 15 0.001 0.815 15 0.006 
CSE_POST 0.211 15 0.072 0.893 15 0.075 





Como se muestra en la tabla 8 el valor Sig para PreTest es de 0.006 y para el PostTest es de 
0.075, debido a que el PreTest y PostTest son mayores a 0.05 por lo tanto es una distribución 
normal. 
 
En la presente investigación las Hipótesis Estadística es:  
 
Frecuencia de Despliegue: 
 
H1: DevOps influye en el aumento de la Frecuencia de Despliegue de la Entrega Continua 
del Ministerio de Cultura 
H0: DevOps no influye en el aumento de la Frecuencia de Despliegue de la Entrega Continua 
del Ministerio de Cultura 
 
Tabla 9  
Estadístico de Prueba T de Frecuencia de Despliegue 
Prueba para una muestra  
Valor de prueba = 0 




95% de intervalo de 
confianza de la 
diferencia 
Inferior Superior 
FD_PRE 10.478 14 0.000 32.01000 25.4578 38.5622 
FD_POST 34.026 14 0.000 81.27000 76.1473 86.3927 
 
 
Denotamos en la tabla 9 que la significancia es de 0.000 por lo que afirmamos que DevOps 





H1: DevOps influye en la disminución de los Cambios Fallidos de la Entrega Continua del 
Ministerio de Cultura 
H0: DevOps no influye en la disminución de los Cambios Fallidos de la Entrega Continua 
del Ministerio de Cultura 
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Tabla 10  
Estadístico de Prueba T de Frecuencia de Despliegue 
Prueba para una muestra  
Valor de prueba = 0 




95% de intervalo de 
confianza de la 
diferencia 
Inferior Superior 
CF_PRE 18.113 14 0.000 84.44533 74.4462 94.4445 
CF_POST 9.354 14 0.000 27.02400 20.8277 33.2203 
 
 
Denotamos en la tabla 10 que la significancia es de 0.000 por lo que afirmamos que DevOps 
influye en la disminución de los Cambios Fallidos de la Entrega Continua del Ministerio de 
Cultura 
 
Cambios sin Errores: 
 
H1: DevOps influye en el aumento de los Cambios sin Errores de la Entrega Continua del 
Ministerio de Cultura 
H0: DevOps no influye en el aumento de los Cambios sin Errores de la Entrega Continua 
del Ministerio de Cultura 
 
Tabla 11  
Estadístico de Prueba T de Frecuencia de Despliegue 
Prueba para una muestra  
Valor de prueba = 0 




95% de intervalo de 
confianza de la 
diferencia 
Inferior Superior 
CSE_PRE 9.183 14 0.000 58.33267 44.7091 71.9563 





Denotamos en la tabla 11 que la significancia es de 0.000 por lo que afirmamos que DevOps 
influye en el aumento de los Cambios sin Errores de la Entrega Continua del Ministerio de 
Cultura 
 
En la Hipótesis General  
 
H1: DevOps influye en la Entrega Continua de la Oficina General de Estadística y 
Tecnología de la Información y Comunicaciones del Ministerio de Cultura. 
H0: DevOps no influye en la Entrega Continua de la Oficina General de Estadística y 
Tecnología de la Información y Comunicaciones del Ministerio de Cultura. 
 
Tabla 12 
Hipotesis General  
Prueba para una muestra  
Valor de prueba = 0 




95% de intervalo de 
confianza de la 
diferencia 
Inferior Superior 
FD_PRE 10.478 14 0.000 32.01000 25.4578 38.5622 
FD_POST 34.026 14 0.000 81.27000 76.1473 86.3927 
CF_PRE 18.113 14 0.000 84.44533 74.4462 94.4445 
CF_POST 9.354 14 0.000 27.02400 20.8277 33.2203 
CSE_PRE 9.183 14 0.000 58.33267 44.7091 71.9563 
CSE_POST 30.743 14 0.000 83.92733 78.0721 89.7826 
 
 
Denotamos en la tabla 12 que la significancia es de 0.000 por lo que afirmamos que DevOps 
influye en la Entrega Continua de la Oficina General de Estadística y Tecnología de la 













IV. Discusión  
 
En el año 2018, Luis Alberto Iñiguez Sánchez en tesis de la maestría denominada 
“Arquitectura para la entrega continua de software con despliegue en contenedores”, 
propone una única arquitectura para el software a desarrollar, cada vez que los despliegues 
de versiones nuevas en las aplicaciones sean extensas las tareas además de complicadas, en 
donde se introduce los errores con facilidad de regresión en el software de producción, con 
ello dificultando que la calidad sea asegurada. Con ello implementa la entrega continua de 
software, de esta manera el equipo será potenciado para eliminar los riesgos inherentes a 
cada despliegue de producto. 
 
Comparando el aumento de la frecuencia de despliegue, la disminución en los 
cambios fallidos y aumentando los cambios sin errores de la entrega continua de la presente 
investigación con lo presentado por Luis Alberto Iñiguez Sánchez (2018), el cual logra 
influir positivamente con su  también  entrega continua permitiendo como resultado final 
obtener un modelo para la entrega continua que está basado en la tecnología que mitiga los 
riesgos inherentes en cada despliegue toda vez que cuenta con un soporte completo de stack 
tecnológico. 
 
La virtualización de recursos, es uno de los conceptos esenciales de la computación 
en la nube, refiriéndose a la creación de una versión de software en vez de una, incluyendo 
y no limitado a la plataforma de hardware, con su sistema operativo y su conjunto de 
almacenamiento o recursos de la red informática.  
 
La virtualización utiliza la capa intermedia en el software, que esta sobre un sistema 
el cual permite proporcionar abstracción de los recursos virtuales multiples. En la actualidad 
se pueden considerar dos grandes grupos en los modelos de virtualización, vendrían a ser las 
máquinas virtuales y los contenedores. 
 
Las maquinas virtuales en donde son conocidos como VM y son los recursos virtuales 
son componentes de software, que podrían ser detallados como ambientes de ejecución 




Según Singh & Singh (2016). La virtualización en el mercado existen diferentes 
técnicas, una de las más folclóricas es la basada en hypervisor, que necesita de un Virtual 
Machine Monitor (VMM) el cual se ejecuta sobre el anfitrión del sistema operativo, así 
proporciona una abstracción completa, permitiendo que en un solo anfitrión real se pueda 
ejecutar múltiples sistemas operativos, por ejemplo las herramientas como Xen26, KVM27, 
Virtual Box28 y WM-Ware29. 
 
Los contenedores, según Celesti, Mulfari, Fazio, Villari, & Puliafito, (2016), es la 
técnica de virtualización de sistema operativo, permitiendo la ejecución de diferentes 
máquinas virtuales sobre el kernel del anfitrión sistema operativo. 
 
Los contenedores en el sistema operativo comparten un solo kernel, por ende la 
virtualización basada en contenedores a comparación de la basada en hypervisor, tiene un 
aislamiento más frágil según Celesti, Mulfari, Fazio, Villari, & Puliafito (2016).  
 
Desde el punto de vista de los usuarios, es imperceptible porque se ve y ejecuta 
exactamente como un sistema operativo independiente cada contenedor.  En consecuencia, 
permite un mayor número de despliegues de contenedores que máquinas virtuales en un 
mismo anfitrión físico. 
 
 




La Figura 4 muestra la diferencia puntual entre las tecnologías de virtualización. En 
donde la virtualización basada en hypervisor permite la abstracción para sistemas operativos 
invitados completos que son uno por VM, la virtualización basada en contenedores funciona 
a nivel del sistema operativo proporcionando abstracciones directamente para los procesos 
de invitado según Li, Kihl, Lu, & Andersson (2017)  
 
En la presente investigación se implementó el contenedor Docker, porque toda vez 
que las soluciones de hypervisor funcionan como abstracción a nivel de hardware, en cambio 
la virtualización basada en contenedores opera a nivel de llamada del sistema 




Figura 5: Docker que es un contenedor 
 
 
Con ello en relación a lo indicado por Luis Alberto Iñiguez Sánchez (2018), se usa 
contendores en Docker en donde ofrece mejoras en la entrega continua al tener por 
aplicaciones un contenedor dedicado, así un mismo servidor físico puede albergar varios 





Así mismo se implementa el sistema de versión de controles. Según Just, Herzig, 
Czerwonka, & Murphy (2016). Los sistemas de control de versiones modernos vienen 
implementados mediante una arquitectura distribuida, de esta manera facilitando el uso de 
las metodologías ágiles en los equipos del desarrollo de software, mediante sus procesos de 
integración cada vez más rápidos, a si mismo mejora el aislamiento para garantizar la 
independencia de los cambios entre los desarrolladores. 
 
En la presente investigación se implementó el sistema de control de versiones GitLab, 
el cual cuenta con la fuente de los proyectos web, de esta manera los cambios realizados se 
pueden verificar que línea se ha cambiado, actualizado, eliminado, agregado. 
 
 
Figura 6: GitLab que es un sistema de versión de contenidos 
 
 
Con ello en relación a lo indicado por Luis Alberto Iñiguez Sánchez (2018), se usa 
el sistema de control de versiones GitLab en donde ofrece mejoras en la entrega continua al 
tener todo lso registros de los codigos y poder realizar los pases a producción de una manera 
transparente. 
 
Adicional se está usando a Composer, que es un administrador de paquetes del 
lenguaje de programación de PHP, el cual es a nivel de aplicación, donde proporciona un 
formato estándar el cual permite la administración de las dependencias del software PHP y 




Figura 7: Composer que es un administrador de paquetes 
 
 
Tambien se usa Drush que es una aplicación basada en shell de software de 
computadora utilizada para controlar, manipular y administrar sitios web de Drupal. En la 
superficie, drush es una herramienta para actualizar los módulos del sitio, sin embargo, 










Para los proyectos web se usa Drupal, que si bien es un sistema de gestión de 
contenidos o CMS libre, también calza como un Framework toda vez que es modular, 
multipropósito y muy configurable, lo cual  permite publicar artículos con imágenes y 
archivos, así también ofrece la posibilidad de otros servicios añadidos, entre los cuales son 
los blogs, foros, votaciones, encuestas, administración de usuarios y permisos, así mismo 
conectarse y operar con sistemas de información y aplicaciones móviles mediante servicios. 
 
 
Figura 9: Drupa que es un Framework toda vez que es modular, multipropósito y muy 
configurable 
 
En relación a lo adicional y a lo indicado por Luis Alberto Iñiguez Sánchez (2018) 
que si buen usa alternativas similares de acuerdo a su trabajo de investigación, estas son 
también efectivas para poder realizar la entrega continua. 
 
Finalmente, los resultados confirman la hipótesis planteada. Ya que se logró el 
aumento de la frecuencia de despliegue, la disminución en los cambios fallidos y 










V. Conclusiones  
 
La conclusión general es que DevOps influye positivamente en la Entrega Continua de la 
Oficina General de Estadística y Tecnología de la Información y Comunicaciones del 
Ministerio de Cultura, donde con DevOps se logró aumentar la frecuencia de despliegue en 
un 49.26%, disminuir los cambios fallidos en un 57.42% y aumentar los cambios sin errores 
en un 25.6%. en la Entrega Continua de la Oficina General de Estadística y Tecnología de 
la Información y Comunicaciones del Ministerio de Cultura 
 
En donde a detalle las conclusiones:  
 
Primera: DevOps aumenta en un 49.26% la Frecuencia de Despliegue de la Entrega Continua 
del Ministerio de Cultura 
 
Segunda: DevOps disminuye en un 57.42% los Cambios Fallidos de la Entrega Continua del 
Ministerio de Cultura 
  
Tercera: DevOps aumenta en un 25.6% los Cambios sin Errores de la Entrega Continua del 



















Toda vez que DevOps influye positivamente en la Entrega Continua de la Oficina General 
de Estadística y Tecnología de la Información y Comunicaciones del Ministerio de Cultura, 
se recomienda: 
 
Primera. Los proyectos web están beneficiados al usar DevOps, se recomienda abarcar a 
otros proyectos para poder obtener los beneficios demostrados. 
 
Segunda. Cuando se creen proyectos nuevos, se recomienda iniciar con DevOps asi el pase 
a producción tendera a ser transparente y sin dificultades. 
 
Tercera.  Los componentes usados se recomiendan mantener actualizados para no perder las 





















VII. Propuesta   
 
Para continuar con DevOps que influye positivamente en la Entrega Continua de la Oficina 
General de Estadística y Tecnología de la Información y Comunicaciones del Ministerio de 
Cultura, se propone: 
 
Primero. Automatizar las actualizaciones de los componentes usados para mantenerse al día 
con los cambios lanzados. 
 
Segundo. Integrar los componentes para un mejor desempeño en conjunto asi poder tener 
toda una línea de despliegues. 
 
Tercero. Seguir innovando en la estructura diseñada de acuerdo a los siguientes avances 
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𝑁𝑟𝑜. 𝑑𝑒 𝑑𝑒𝑠𝑝𝑙𝑖𝑒𝑔𝑢𝑒𝑠 𝑠𝑜𝑙𝑖𝑐𝑖𝑡𝑎𝑑𝑜𝑠















3/06/19 OGETIC 3 9 33.33 
4/06/19 OGETIC 1 7 14.29 
5/06/19 OGETIC 2 8 25.00 
6/06/19 OGETIC 3 7 42.86 
7/06/19 OGETIC 1 8 12.50 
10/06/19 OGETIC 2 7 28.57 
11/06/19 OGETIC 3 9 33.33 
12/06/19 OGETIC 2 8 25.00 
13/06/19 OGETIC 4 7 57.14 
14/06/19 OGETIC 3 8 37.50 
17/06/19 OGETIC 2 8 25.00 
18/06/19 OGETIC 2 6 33.33 
19/06/19 OGETIC 2 8 25.00 
20/06/19 OGETIC 3 7 42.86 















FICHA DE REGISTRO PARA EL INDICADOR:  
“CAMBIOS FALLIDOS” (PRE-TEST) 
 
 
INVESTIGADOR JHONNY PERALTA MORI 
EMPRESA MINISTERIO DE CULTURA 
AREA OFICINA GENERAL DE ESTADÍSTICA 
Y TECNOLOGÍA DE LA INFORMACIÓN 
Y COMUNICACIONES 
FECHA INICIO 03/06/2019 
FECHA FIN 21/06/2019 
 
 
𝐶𝐹 =  
𝑁𝑟𝑜. 𝑑𝑒 𝑐𝑎𝑚𝑏𝑖𝑜𝑠 𝑓𝑎𝑙𝑙𝑖𝑑𝑜𝑠













3/06/19 OGETIC 2 3 66.67 
4/06/19 OGETIC 1 1 100.00 
5/06/19 OGETIC 1 2 50.00 
6/06/19 OGETIC 2 3 66.67 
7/06/19 OGETIC 1 1 100.00 
10/06/19 OGETIC 2 2 100.00 
11/06/19 OGETIC 2 3 66.67 
12/06/19 OGETIC 2 2 100.00 
13/06/19 OGETIC 3 4 75.00 
14/06/19 OGETIC 2 3 66.67 
17/06/19 OGETIC 2 2 100.00 
18/06/19 OGETIC 2 2 100.00 
19/06/19 OGETIC 2 2 100.00 
20/06/19 OGETIC 3 3 100.00 
















FICHA DE REGISTRO PARA EL INDICADOR: 
“CAMBIOS SIN ERRORES” (PRE-TEST) 
 
 
INVESTIGADOR JHONNY PERALTA MORI 
EMPRESA MINISTERIO DE CULTURA 
AREA OFICINA GENERAL DE ESTADÍSTICA 
Y TECNOLOGÍA DE LA INFORMACIÓN 
Y COMUNICACIONES 
FECHA INICIO 01/07/2019 
FECHA FIN 19/07/2019 
 
 
𝐶𝑆𝐸 =  
𝑁𝑟𝑜. 𝑑𝑒 𝑐𝑎𝑚𝑏𝑖𝑜𝑠 sin 𝑒𝑟𝑟𝑜𝑟𝑒𝑠














3/06/19 OGETIC 1 3 33.33 
4/06/19 OGETIC 1 1 100.00 
5/06/19 OGETIC 1 2 50.00 
6/06/19 OGETIC 2 3 66.67 
7/06/19 OGETIC 1 1 100.00 
10/06/19 OGETIC 1 2 50.00 
11/06/19 OGETIC 1 3 33.33 
12/06/19 OGETIC 1 2 50.00 
13/06/19 OGETIC 2 4 50.00 
14/06/19 OGETIC 1 3 33.33 
17/06/19 OGETIC 2 2 100.00 
18/06/19 OGETIC 1 2 50.00 
19/06/19 OGETIC 1 2 50.00 
20/06/19 OGETIC 1 3 33.33 















FICHA DE REGISTRO PARA EL INDICADOR:  
“FRECUENCIA DE DESPLIEGUE” (POST-TEST)  
 
 
INVESTIGADOR JHONNY PERALTA MORI 
EMPRESA MINISTERIO DE CULTURA 
AREA OFICINA GENERAL DE ESTADÍSTICA Y 
TECNOLOGÍA DE LA INFORMACIÓN Y 
COMUNICACIONES 
FECHA INICIO 01/07/2019 
FECHA FIN 19/07/2019 
 
 
𝐹𝐷 =  
𝑁𝑟𝑜. 𝑑𝑒 𝑑𝑒𝑠𝑝𝑙𝑖𝑒𝑔𝑢𝑒𝑠 𝑠𝑜𝑙𝑖𝑐𝑖𝑡𝑎𝑑𝑜𝑠















1/07/19 OGETIC 7 8 87.50 
2/07/19 OGETIC 5 7 71.43 
3/07/19 OGETIC 6 7 85.71 
4/07/19 OGETIC 8 9 88.89 
5/07/19 OGETIC 5 7 71.43 
8/07/19 OGETIC 6 8 75.00 
9/07/19 OGETIC 7 8 87.50 
10/07/19 OGETIC 6 9 66.67 
11/07/19 OGETIC 7 7 100.00 
12/07/19 OGETIC 6 8 75.00 
15/07/19 OGETIC 5 7 71.43 
16/07/19 OGETIC 7 8 87.50 
17/07/19 OGETIC 6 7 85.71 
18/07/19 OGETIC 7 9 77.78 
















FICHA DE REGISTRO PARA EL INDICADOR:  
“CAMBIOS FALLIDOS” (POST-TEST) 
 
 
INVESTIGADOR JHONNY PERALTA MORI 
EMPRESA MINISTERIO DE CULTURA 
AREA OFICINA GENERAL DE ESTADÍSTICA 
Y TECNOLOGÍA DE LA INFORMACIÓN 
Y COMUNICACIONES 
FECHA INICIO 01/07/2019 
FECHA FIN 19/07/2019 
 
 
𝐶𝐹 =  
𝑁𝑟𝑜. 𝑑𝑒 𝑐𝑎𝑚𝑏𝑖𝑜𝑠 𝑓𝑎𝑙𝑙𝑖𝑑𝑜𝑠













1/07/19 OGETIC 1 7 14.29 
2/07/19 OGETIC 1 5 20.00 
3/07/19 OGETIC 1 6 16.67 
4/07/19 OGETIC 1 8 12.50 
5/07/19 OGETIC 2 5 40.00 
8/07/19 OGETIC 2 6 33.33 
9/07/19 OGETIC 1 7 14.29 
10/07/19 OGETIC 3 6 50.00 
11/07/19 OGETIC 2 7 28.57 
12/07/19 OGETIC 1 6 16.67 
15/07/19 OGETIC 2 5 40.00 
16/07/19 OGETIC 2 7 28.57 
17/07/19 OGETIC 2 6 33.33 
18/07/19 OGETIC 2 7 28.57 















FICHA DE REGISTRO PARA EL INDICADOR:  
“CAMBIOS SIN ERRORES” (POST-TEST) 
 
 
INVESTIGADOR JHONNY PERALTA MORI 
EMPRESA MINISTERIO DE CULTURA 
AREA OFICINA GENERAL DE ESTADÍSTICA 
Y TECNOLOGÍA DE LA INFORMACIÓN 
Y COMUNICACIONES 
FECHA INICIO 01/07/2019 
FECHA FIN 19/07/2019 
 
 
𝐶𝑆𝐸 =  
𝑁𝑟𝑜. 𝑑𝑒 𝑐𝑎𝑚𝑏𝑖𝑜𝑠 sin 𝑒𝑟𝑟𝑜𝑟𝑒𝑠














1/07/19 OGETIC 6 7 85.71 
2/07/19 OGETIC 5 5 100.00 
3/07/19 OGETIC 5 6 83.33 
4/07/19 OGETIC 7 8 87.50 
5/07/19 OGETIC 5 5 100.00 
8/07/19 OGETIC 5 6 83.33 
9/07/19 OGETIC 5 7 71.43 
10/07/19 OGETIC 4 6 66.67 
11/07/19 OGETIC 5 7 71.43 
12/07/19 OGETIC 5 6 83.33 
15/07/19 OGETIC 5 5 100.00 
16/07/19 OGETIC 6 7 85.71 
17/07/19 OGETIC 5 6 83.33 
18/07/19 OGETIC 5 7 71.43 





















Matriz de datos (Excel y/o spss) 
 
 






















1 3/06/2019 3 9 33.33 1 1/07/2019 7 8 87.50 
2 4/06/2019 1 7 14.29 2 2/07/2019 5 7 71.43 
3 5/06/2019 2 8 25.00 3 3/07/2019 6 7 85.71 
4 6/06/2019 3 7 42.86 4 4/07/2019 8 9 88.89 
5 7/06/2019 1 8 12.50 5 5/07/2019 5 7 71.43 
6 10/06/2019 2 7 28.57 6 8/07/2019 6 8 75.00 
7 11/06/2019 3 9 33.33 7 9/07/2019 7 8 87.50 
8 12/06/2019 2 8 25.00 8 10/07/2019 6 9 66.67 
9 13/06/2019 4 7 57.14 9 11/07/2019 7 7 100.00 
10 14/06/2019 3 8 37.50 10 12/07/2019 6 8 75.00 
11 17/06/2019 2 8 25.00 11 15/07/2019 5 7 71.43 
12 18/06/2019 2 6 33.33 12 16/07/2019 7 8 87.50 
13 19/06/2019 2 8 25.00 13 17/07/2019 6 7 85.71 
14 20/06/2019 3 7 42.86 14 18/07/2019 7 9 77.78 




































1 3/06/2019 2 3 66.67 1 1/07/2019 1 7 14.29 
2 4/06/2019 1 1 100.00 2 2/07/2019 1 5 20.00 
3 5/06/2019 1 2 50.00 3 3/07/2019 1 6 16.67 
4 6/06/2019 2 3 66.67 4 4/07/2019 1 8 12.50 
5 7/06/2019 1 1 100.00 5 5/07/2019 2 5 40.00 
6 10/06/2019 2 2 100.00 6 8/07/2019 2 6 33.33 
7 11/06/2019 2 3 66.67 7 9/07/2019 1 7 14.29 
8 12/06/2019 2 2 100.00 8 10/07/2019 3 6 50.00 
9 13/06/2019 3 4 75.00 9 11/07/2019 2 7 28.57 
10 14/06/2019 2 3 66.67 10 12/07/2019 1 6 16.67 
11 17/06/2019 2 2 100.00 11 15/07/2019 2 5 40.00 
12 18/06/2019 2 2 100.00 12 16/07/2019 2 7 28.57 
13 19/06/2019 2 2 100.00 13 17/07/2019 2 6 33.33 
14 20/06/2019 3 3 100.00 14 18/07/2019 2 7 28.57 





































1 3/06/2019 1 3 33.33 1 1/07/2019 6 7 85.71 
2 4/06/2019 1 1 100.00 2 2/07/2019 5 5 100.00 
3 5/06/2019 1 2 50.00 3 3/07/2019 5 6 83.33 
4 6/06/2019 2 3 66.67 4 4/07/2019 7 8 87.50 
5 7/06/2019 1 1 100.00 5 5/07/2019 5 5 100.00 
6 10/06/2019 1 2 50.00 6 8/07/2019 5 6 83.33 
7 11/06/2019 1 3 33.33 7 9/07/2019 5 7 71.43 
8 12/06/2019 1 2 50.00 8 10/07/2019 4 6 66.67 
9 13/06/2019 2 4 50.00 9 11/07/2019 5 7 71.43 
10 14/06/2019 1 3 33.33 10 12/07/2019 5 6 83.33 
11 17/06/2019 2 2 100.00 11 15/07/2019 5 5 100.00 
12 18/06/2019 1 2 50.00 12 16/07/2019 6 7 85.71 
13 19/06/2019 1 2 50.00 13 17/07/2019 5 6 83.33 
14 20/06/2019 1 3 33.33 14 18/07/2019 5 7 71.43 












Proyecto / intervención/ Aplicación 
 
En la presente investigación para el DevOps se ha implementado lo siguiente: 
 
La virtualización de recursos, que es uno de los conceptos clave de la computación en la 
nube y se refiere a la creación de una versión virtual (en lugar de la versión real) de algo, 
incluyendo, pero no limitado a una plataforma de hardware, un sistema operativo, un 
dispositivo de almacenamiento o recursos de una red informática.   
 
La virtualización hace uso de una capa intermedia de software sobre un sistema para 
proporcionar abstracción de múltiples recursos virtuales. Actualmente se pueden considerar 
dos grandes grupos de modelos de virtualización: las máquinas virtuales y los contenedores 
 
Las maquinas virtuales en donde son conocidos como VM y son os recursos virtuales son 
componentes de software, que podrían ser descritos como contextos de ejecución aislados.   
 
Según Singh & Singh ( 2016). Entre las técnicas de virtualización que existen en el mercado, 
una de las más populares es la virtualización basada en hypervisor, que requiere de un Virtual 
Machine Monitor (VMM) ejecutándose sobre un sistema operativo anfitrión para 
proporcionar una abstracción completa que permite ejecutar múltiples sistemas operativos 
en un solo anfitrión real.  Ejemplos de virtualización mediante hypervisor incluyen a 
herramientas como Xen26, KVM27, Virtual Box28 y WM-Ware29. 
 
Los contenedores, según Celesti, Mulfari, Fazio, Villari, & Puliafito, (2016), es la técnica de 
virtualización basada en contenedores (o virtualización de sistema operativo) permite la 









Los contenedores comparten un solo kernel del sistema operativo; entonces, la virtualización 
basada en contenedores se supone que tiene un aislamiento más débil comparado con la 
virtualización basada en hypervisor según Celesti, Mulfari, Fazio, Villari, & Puliafito 
(2016).  Desde el punto de vista de los usuarios, cada contenedor se ve y ejecuta exactamente 
como un sistema operativo independiente.  Como consecuencia, se pueden desplegar un 




Se muestra la diferencia clave entre las tecnologías de virtualización. Mientras que la 
virtualización basada en hypervisor proporciona abstracción para sistemas operativos 
invitados completos (uno por VM), la virtualización basada en contenedores funciona a nivel 
del sistema operativo proporcionando abstracciones directamente para los procesos de 
invitado según Li, Kihl, Lu, & Andersson (2017)  
 
En la presente investigación se implementó el contenedor Docker, porque toda vez que en 
esencia, las soluciones de hypervisor funcionan como abstracción a nivel de hardware 
mientras que la virtualización basada en contenedores opera a nivel de llamada del sistema 






Se usa contendores en Docker en donde ofrece mejoras en la entrega continua al tener por 
aplicaciones un contenedor dedicado, así un mismo servidor físico puede albergar varios 
contenedores con diferentes recursos. 
 
Tambien se puede obtener diferentes imágenes de Docker oficiales, entre ellos de modo 
grafico es Kitematic en donde diferentes empresas publican sus imágenes oficiales para la 












Así mismo se implementa el sistema de versión de controles. Según Just, Herzig, 
Czerwonka, & Murphy (2016). Los sistemas de control de versiones modernos están 
implementados con una arquitectura distribuida, facilitando la adopción de metodologías 
ágiles en los equipos de desarrollo a través de procesos de integración más rápidos, y 
mejorando el aislamiento entre los desarrolladores para garantizar la independencia de los 
cambios. 
 
En la presente investigación se implemento el sistema de control de versiones GitLab, el 
cual cuenta con la fuente de los proyectos web, de esta manera los cambios realizados se 




Se usa el sistema de control de versiones GitLab en donde ofrece mejoras en la entrega 
continua al tener todo lso registros de los codigos y poder realizar los pases a producción de 









Adicional se esta usando a Composer, que es un administrador de paquetes a nivel de 
aplicación para el lenguaje de programación PHP que proporciona un formato estándar para 










Tambien se usa Drush que es una aplicación basada en shell de software de computadora 
utilizada para controlar, manipular y administrar sitios web de Drupal. En la superficie, drush 
es una herramienta para actualizar los módulos del sitio, sin embargo, Drush tiene una lista 











Para los proyectos web se usa Drupal, que si bien es un sistema de gestión de contenidos o 
CMS libre, también calza como un Framework toda vez que es  modular, multipropósito y 
muy configurable que permite publicar artículos, imágenes, archivos y que también ofrece 
la posibilidad de otros servicios añadidos como foros, encuestas, votaciones, blogs, 
administración de usuarios y permisos, asi mismo conectarse y operar con sistemas de 
información y aplicaciones móviles mediante servicios. 
 
 
Ejemplo de ejecución de códigos: 
 
Despliegue de Aplicaciones: Actualización  
 
Paso 1 Ingresar a la terminal del servidor de producción  
Paso 2 Ubicarse en el directorio raiz del portal web 
Paso 3 Ingresar los siguientes comandos: 
 
mv vendor vendor_bk 





composer update drupal/core --with-dependencies 
 
drush updatedb 
drush cr 
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