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ABSTRACT
Bivariate luminosity functions (LFs) are computed for galaxies in the New York Value-Added
Galaxy Catalogue, based on the Sloan Digital Sky Survey Data Release 4. The galaxy properties
investigated are the morphological type, inverse concentration index, Se´rsic index, absolute
effective surface brightness (SB), reference frame colours, absolute radius, eClass spectral
type, stellar mass and galaxy environment. The morphological sample is flux limited to galaxies
with r < 15.9 and consists of 37 047 classifications to an rms accuracy of ± half a class in
the sequence E, S0, Sa, Sb, Sc, Sd, Im. These were assigned by an artificial neural network,
based on a training set of 645 eyeball classifications. The other samples use r < 17.77 with
a median redshift of z ∼ 0.08, and a limiting redshift of z < 0.15 to minimize the effects of
evolution. Other cuts, for example in axis ratio, are made to minimize biases. A wealth of detail
is seen, with clear variations between the LFs according to absolute magnitude and the second
parameter. They are consistent with an early-type, bright, concentrated, red population and a
late-type, faint, less concentrated, blue, star-forming population. This bimodality suggests two
major underlying physical processes, which in agreement with previous authors we hypothesize
to be merger and accretion, associated with the properties of bulges and discs, respectively.
The bivariate luminosity–SB distribution is fit with the Choloniewski function (a Schechter
function in absolute magnitude and Gaussian in SB). The fit is found to be poor, as might be
expected if there are two underlying processes.
Key words: methods: data analysis – methods: statistical – galaxies: fundamental parameters
– galaxies: luminosity function, mass function – galaxies: statistics – cosmology: observations.
1 I N T RO D U C T I O N
The galaxy luminosity function (LF) is well known as a fundamental
measurement of the properties of galaxies. It constrains theories
of their formation and evolution, such as biased galaxy forma-
tion (e.g. Benson et al. 2000) and is needed for many other mea-
surements. Examples are the luminosity density in the Universe
(e.g. Cross et al. 2001), the selection function in magnitude-limited
galaxy surveys (e.g. Norberg et al. 2002), the distances to vari-
ous types of object, the number of absorbing objects subdivided
by redshift and deprojecting the angular correlation function from
two dimensions to three (e.g. Limber 1953; Binggeli, Sandage &
Tammann 1988).
The general or universal LF, that is, that for all galaxies, is defined
as the comoving number density of galaxies from luminosity L to
E-mail: nball@astro.uiuc.edu
L + dL:
dN = φ(L) dL dV . (1)
Measurements of the universal form began with Hubble
(1936a,b,c), who claimed a Gaussian form. Various studies fol-
lowed, which included data on dwarf galaxies in clusters (e.g. Abell
1962) and the study of Holmberg (1974) of galaxies in the field.
Both of these argued for a power-law faint-end slope to the overall
LF, as opposed to a Gaussian form.
In the mid-1970s it was suggested (Schechter 1976) that the op-
tical LF can be approximated by the function
φ(L) dL = φ∗
(
L
L∗
)α
exp
(
− L
L∗
)
d
(
L
L∗
)
, (2)
where φ∗ is the normalization, L∗ is the characteristic luminosity
above which the function has an exponential cut-off and α is the
value of the power-law slope below L∗. The Schechter function, as
it is now known, has been used for most subsequent characteriza-
tions of the universal LF. The function is motivated by self-similar
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gravitational condensation of structures (Press & Schechter 1974),
except that α is not a fixed parameter.
Until recently the study of the LF, particularly for field galaxies
as opposed to those in clusters, has been hampered by the lack of
large samples. Few galaxies had redshifts and the photometry was
from photographic plates, resulting in a large variation in the mea-
sured LF between different surveys. In the past decade data from
large redshift surveys, such as the 2dF Galaxy Redshift Survey
(2dFGRS; Colless et al. 2001, 2003) and the Sloan Digital Sky
Survey (SDSS; York et al. 2000) have become available, greatly im-
proving the situation, although the LFs are still not in perfect agree-
ment – for example, Liske et al. (2003) gives revisions to the normal-
izations of the LF in various surveys based on the deeper wide-field
imaging obtained by the Millennium Galaxy Catalogue (MGC),
which they also describe, and recent comparisons of LFs such as
Driver (2004) conclude that the variations between surveys are dom-
inated by the systematic errors, particularly at the faint end. The
differences are most likely due to surface brightness (SB) selection
effects.
Whilst the universal LF is reasonably well constrained, it is well
known that the LF varies as a function of intrinsic galaxy properties.
Thus the universal LF needs to be augmented by a description of
this variation. As above, the lack of data until recently has hampered
such studies, but with the large sample sizes (2dFGRS and SDSS)
and five-band CCD photometry (SDSS) now available, detailed di-
visions of the galaxies into samples which are still statistically sig-
nificant is now possible. One can also apply fairly strict sample cuts
to minimize biases and still retain large samples.
Previous studies of non-universal LFs have included (1) those fo-
cusing on specific environments, particularly clusters as the galaxies
are all at approximately the same distance and in a narrow field of
view, (2) those focussing on specific types of galaxies, the large
number of studies which divide the general LF according to some
criterion and fit functions to each bin and (3) those which study the
LF bivariate with another parameter, either binned or as an analyt-
ical function. Recent examples, some of which are bivariate, are
Popesso et al. (2005) for clusters, Mercurio et al. (2006) for super-
clusters, Hoyle et al. (2005) for voids, de Jong & Lacey (2000) and
de Lapparent et al. (2004) for spirals, and Reda et al. (2004), Stocke
et al. (2004) and de Jong et al. (2004) for ellipticals.
Various theories and simulations exist pertaining to the origin
of the LF, tied in with the physics of galaxy formation. Examples
are Benson et al. (2003) who begin with the mass function of dark
matter haloes in the CDM cosmology and add gas cooling, pho-
toionization, feedback (e.g. from supernovae), galaxy merging and
thermal conduction. Mo et al. (2004) assume that the segregation of
the galaxy population by environment is due to that of halo prop-
erties and use the halo occupation distribution to give predicted
LFs by environment. Cooray & Milosavljevic´ (2005) reconstructs
the Schechter form of the LF using empirical relations between
the central galaxy luminosity and halo mass, and the total galaxy
luminosity and halo mass.
Further details of the LF are in various reviews, for example,
Binggeli et al. (1988) and subdivided by morphological type in de
Lapparent (2003).
In this paper the bivariate LF is studied in bins using the
non-parametric stepwise maximum likelihood (SWML) method of
Efstathiou, Ellis & Peterson (1988) and two-dimensional analytical
functions are fitted to the results. Previous studies that have done
this include Choloniewski (1985) subdivided by radius, Sodre´ &
Lahav (1993) subdivided by galaxy diameter and Cross et al. (2001),
Cross & Driver (2002) and Driver et al. (2005) subdivided by abso-
lute effective SB. The latter quantity is also known as the bivariate
brightness distribution (BBD).
Ball et al. (2004) showed that morphological types can be reliably
assigned to galaxies in the SDSS using artificial neural networks
(ANNs) provided a representative training set is available. Here
types are assigned to the resolution E, S0, Sa, Sb, Sc, Sd and Im for
37 047 galaxies. In Ball, Loveday & Brunner (2006, hereafter B06)
we use these types to study the variation of galaxy morphology with
environment and compare the results to those for colour.
The bivariate LFs are computed for galaxies in the New York
Value-Added Galaxy Catalogue (VAGC; Blanton et al. 2005a),
based on the SDSS Data Release 4 (DR4; Adelman-McCarthy et al.
2006, http://www.sdss.org/dr4) for a range of galaxy properties, in-
cluding the morphological type described, inverse concentration in-
dex, Se´rsic index, absolute effective SB, eClass spectral type, ref-
erence frame colours, absolute 90 per cent radius, stellar mass and
galaxy environment. The galaxy samples are flux limited to r <
17.77, with the exception of the morphological type, which is lim-
ited to r < 15.9.
Here the LF is only considered in the wavebands of the SDSS, but
there are many studies in other wavebands, including the ultraviolet
(e.g. Baldry et al. 2005; Budava´ri et al. 2005; Wyder et al. 2005),
near-infrared K band (e.g. Loveday 2000; Cole et al. 2001; Kochanek
et al. 2001; Eke et al. 2005; Jones et al. 2006), radio (e.g. Sadler et al.
2002) and X-ray (e.g. Miyaji, Hasinger & Schmidt 2000; Ranalli,
Comastri & Setti 2005).
Blanton et al. (2003c) and Loveday (2004) show that the LFs in
the SDSS DR1 (Abazajian et al. 2003) to z  0.3 are consistent with
evolution in the galaxy population over this redshift range. Loveday
(2004) shows that even to a redshift of 0.15 evolution in the number
density occurs, but that it is only marginally significant in DR1.
Here, because we are measuring and fitting many different bivariate
functions, we do not attempt to account for evolution, but restrict
the sample to z  0.15 to minimize its effect.
Throughout, the standard spatial geometry is assumed, with Eu-
clidean space, matter = 0.3 and  = 0.7. For compatibility
with previous studies, the dimensionless Hubble constant, h =
H0/100 km s−1 Mpc−1, is set to 1.
2 DATA
The SDSS is a project to map π sr of the northern galactic cap
in five bands (u, g, r, i and z) from 3500–8900 Å. This will pro-
vide photometry for of the order of 5 × 107 galaxies. A multifibre
spectrograph will provide redshifts and spectra for approximately
106 of these. A technical summary of the survey is given in York
et al. (2000). The telescope is described in Gunn et al. (2006). The
imaging camera is described in Gunn et al. (1998). The photometric
system and calibration are described in Fukugita et al. (1996), Hogg
et al. (2001), Smith et al. (2002), Ivezic´ et al. (2004) and Tucker et al.
(2006). The astrometric calibration is in Pier et al. (2003) and the data
pipelines are in Lupton et al. (2001), Lupton (2006) for the deblender
(Frieman et al., in preparation; Schlegel et al., in preparation).
The targeting pipeline chooses targets for spectroscopy from the
imaging. A tiling algorithm (Blanton et al. 2003a) then assigns the
spectroscopic fibres to the targets, the main source of incompleteness
being the minimum distance of 55 arcsec between the fibres. This
causes about 6 per cent of galaxies to be missed, and these will
be biased towards regions with a high surface density of galaxies.
The algorithm gives a more uniform completeness on the sky than a
uniform tiling by taking into account large-scale structure, but some
bias is still present.
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The SDSS galaxies with spectra consist of a ‘Main’, flux-limited
sample, with a median redshift of 0.104 (Strauss et al. 2002), a
luminous red galaxy sample (LRG), approximately volume-limited
to z ≈ 0.4 (Eisenstein et al. 2001) and a quasar sample (Richards
et al. 2002). The limiting magnitude for the Main spectra is r <
17.77, which is substantially brighter than that for the imaging so
the redshift completeness is almost 100 per cent. A typical signal-
to-noise ratio is >4 per pixel and the spectral resolution is 1800.
The redshifts have an rms accuracy of ±30 km s−1.
This paper uses galaxies from the DR4 version of the VAGC,
which is described at http://wassup.physics.nyu.edu/vagc/. Blanton
et al. (2005a) describes the DR2 (Abazajian et al. 2004) ver-
sion. The catalogue is a publicly available set of FITS files con-
taining the Princeton reductions (http://photo.astro.princeton.edu;
http://spectro.astro.princeton.edu) of the raw SDSS data with nu-
merous additional derived quantities and matches to other sur-
veys. The Princeton reductions are designed to improve on the
original SDSS pipeline reductions in the publicly available DR4
Catalogue Archive Server (CAS; http://cas.sdss.org/astro/en) and
are used throughout unless otherwise stated. The set of ob-
jects contained is designed to match the SDSS DR4 and con-
tains galaxies which either match a slightly more inclusive ver-
sion of the Main sample criteria, are within 2 arcsec of a Main,
LRG or quasar target from the version of the photometry used
for the targeting, or are within 2 arcsec of a hole drilled in an
SDSS spectroscopic plate. The catalogue provides 6851 deg2 of
imaging coverage and 4681 deg2 of spectroscopic coverage. The
raw catalogue contains 1223 536 objects, 722 866 of which have
spectra.
The VAGC units differ from the CAS data in some quantities:
the object brightnesses are given as fluxes in nanomaggies (where
1 maggie = 0 mag arcsec−2); the errors are inverse variance and the
Petrosian radii are in pixels. These are converted to the units used
in which the Main Galaxy Sample is defined, that is, magnitudes,
1σ errors and arcsec. The pixels are converted to arcsec using the
pixscale values given in the full VAGC calibObj photometry outputs.
These are all close to 0.396 arcsec pixel−1.
Table 1. Parameters and ranges used in the bivariate luminosity distributions. See text for further details on the parameters and data sources. All data are
based on the SDSS DR4, with the exception of the JPG catalogue, which is from the EDR. Ngal is the number of galaxies, to the flux limit, with spectra and
selected for the LF, respectively. The overall sampling rate is Ngalspectro /Ngalimaging . α, M∗ and φ∗ are the best-fitting faint-end slope, characteristic magnitude
and normalization, respectively, for the overall best-fitting Schechter function for each LF.
Parameter Symbol Min Max Ngalimaging Ngalspectro NgalLF α M∗ φ∗ Photometry Type Data source
Overall LF −24 −15 489 123 238 737 237 337 −1.37 −20.49 0.0159 Princeton Se´rsic NYU VAGC
Morphological T type TJPG −0.5 6.5 1150 1019 998 −1.30 −20.58 0.0098 CAS Petrosian JPG catalogue
ANN T type TANN −0.5 6.5 35 604 21 352 20 891 −0.95 −20.34 0.0117 CAS Petrosian ANN morphology
Inverse concentration index CI inv 0.1 0.7 489 102 238 737 237 337 −1.14 −20.46 0.0141 Princeton Se´rsic NYU VAGC
log(Se´rsic index) log n −0.6 0.75 448 788 223 700 222 458 −1.13 −20.44 0.0135 Princeton Se´rsic NYU VAGC
Absolute effective μR50 17 24.5 487 789 238 256 236 857 −1.24 −20.49 0.0136 Princeton Se´rsic NYU VAGC
SB (mag arcsec−2)
Reference frame u − r u − r 0 5.5 413 792 237 732 237 157 −1.23 −20.48 0.0118 Princeton Se´rsic NYU VAGC
Reference frame g − r g − r −0.25 1.5 414 398 237 881 237 265 −1.22 −20.48 0.0119 Princeton Se´rsic NYU VAGC
Reference frame r − i r − i −0.5 1 414 377 237 882 237 301 −1.23 −20.48 0.0118 Princeton Se´rsic NYU VAGC
Reference frame r − z r − z −1 1 414 273 237 875 237 175 −1.22 −20.48 0.0119 Princeton Se´rsic NYU VAGC
log(90 per cent radius) Rabs −0.3 1.6 487 780 238 256 236 851 −1.33 −20.55 0.0127 Princeton Se´rsic NYU VAGC
(h−1 kpc)
eClass eClass −0.6 1 273 582 219 171 218 000 −1.24 −20.73 0.0061 CAS Petrosian SDSS CAS
log(stellar mass) (M) Mstellar 6 13 288 354 231 613 230 246 −1.37 −20.80 0.0056 CAS Petrosian MPA/JHU
log(surface density) 5 0 1.2 213 343 25 440 8003 −2.11 −22.56 0.0002 CAS Petrosian Pitt/CMU VAC
(h270 Mpc−2)
From the catalogue, the main file containing the imaging data,
object sdss imaging.fits, was chosen as a base, and the rest of the
required parameters for each object were obtained by matching the
other data files to this one using a method appropriate for each
parameter and file in question. The matches are described further
below.
The magnitudes are corrected for galactic reddening using the
usual corrections derived from the maps of Schlegel, Finkbeiner
& Davis (1998). These are of the order of −0.1 mag, with a mean
value of −0.14 mag and 1σ variation of 0.11 mag. The minimum
and maximum values are −0.02 mag and −1.04 mag, respectively,
both in the u band.
K-corrections are applied using version 4.1.14 of the code de-
scribed in Blanton et al. (2003b). This provides a separate K-
correction for each individual galaxy, but does not take into ac-
count galaxy evolution or dust. The K-corrections were made to a
band-shift corresponding to a redshift of 0.1. Most of the data sets
have approximately this mean. One could attempt to K-correct to
the band-shift for the mean of each data set, however, this would
affect the data set chosen and so this is not attempted here.
2.1 Galaxy samples and properties
The SDSS DR4 imaging outputs were used directly as supplied in
the VAGC file object sdss imaging.fits and cross-matched from the
full outputs available in the calibObj files. The DR4 spectroscopic
outputs were used similarly from object sdss spectro.fits.
The absolute magnitude range used for each bivariate LF was
−24 < Mr − 5 log h < −15 in 18 bins of 0.5 mag, with two excep-
tions: the JPG morphological type (see below) was binned in 12 bins
of 0.5 mag for −24 < Mr − 5 log h < −18, and the environmental
density was in 22 bins for −24.03 < Mr − 5 log h < −19.63, due
to its restricted redshift range (see below). Details of each bivariate
LF are given in Table 1.
The upper limit of approximately 40 evenly spaced bins in the sec-
ond parameter was chosen to give a reasonable execution time. The
extent of the bins is based on visual inspection of the distributions
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of the input parameters, but the value of the LF in each bin is inde-
pendent of the others.
Our analysis allows for the sampling rate of the data set, which
is the ratio of the number of galaxies which have spectra taken to
those meeting the criteria for spectra to be taken. The completeness
maps as a function of imaging-only parameter pairs are given in
Section 4. The overall completeness is estimated to be 93 per cent.
6 per cent of galaxies are missed due to the minimum 55 arcsec
separation between adjacent spectroscopic fibres on a plate, and the
Main Galaxy Sample is about 99 per cent complete overall (Strauss
et al. 2002). However, this completeness is in terms of those objects
that are targeted for spectroscopy in the first place, and in particular
is subject to an explicit Petrosian 50 per cent light SB cut of μapp <
24.5 mag arcsec−2 for all objects. Blanton et al. (2005c) show that
the faint end is incomplete. We therefore calculate the sampling rate
for each bin in the bivariate LF and correct for this in the estimation
of the LF (see Section 3).
Because we calculate the sampling rate, the galaxies used in the
process of obtaining our results do not necessarily have spectra.
We therefore apply the set of recommended photometric flags de-
scribed at http://www.sdss.org/dr4 to generate a clean sample. We
also require the resolve status flag to be survey primary and the
vagc select flag to be main.
For spectra, as mentioned, the VAGC Main-like sample cuts are
slightly more inclusive than the SDSS Main sample, in particular
allowing in some binary stars by the removal of the cut for small
bright objects. Here we reapply the Main criteria as given in Strauss
et al. (2002). For objects with spectra we also require the specpri-
mary flag to be set, the primtarget flag to be set to either galaxy,
galaxy big, or galaxy bright core, the progname flag to be main,
the zwarning flag to be 0 and the platequality flag to be good. The
VAGC does not contain a redshift confidence parameter equivalent
to the zConf in the CAS, but bad spectra and redshifts are excluded
by zwarning.
In the optical, many spiral galaxies that are edge-on or near to
this suffer internal extinction and reddening due to dust. Here we
attempt to minimize this effect by restricting the sample to galax-
ies with an axis ratio of less than that for an E7 elliptical galaxy.
Galaxies with larger axis ratios than this are likely to be edge-on
or close to edge-on spirals. Because the radial light profiles avail-
able from the SDSS and VAGC are either axisymmetric or specific
to certain types of galaxies (de Vaucouleurs or exponential), we
use the 25 mag arcsec−2 isophotal major and minor axes isoA and
isoB in r and restrict the sample so that isoA/isoB < 10/3. This
excludes 30 407 (2.5 per cent) of the galaxies. Fig. 4 of Vincent &
Ryden (2005) shows that the vast majority of the bright galaxies
removed are those with an exponential or mixed exponential and de
Vaucouleurs profile. Very few galaxies with a pure de Vaucouleurs
profile are removed. At faint magnitudes similar numbers of galax-
ies are removed for both profile types, so many more faint ellipticals
are removed than bright. Here ‘bright’ depends on the profile type,
varying from Mr − 5 log h < −21.1 for de Vaucouleurs to Mr −
5 log h < −19.7 for exponential.
A potential alternative measure is the axis ratio derived from
the adaptive moments (Stoughton et al. 2002). However, Kuehn
& Ryden (2005) show that this would be affected by seeing for
most of the galaxies in our sample due to their small sizes and
consequent poor resolution. As our purpose is simply to exclude
very elongated objects we use the isophotal cut. A similar example
is Zibetti, White & Brinkmann (2004), who require isoB/isoA <
0.25 in g, r and i, and a > 10 arcsec for their sample of edge-on
galaxies.
The VAGC also contains eyeball quality checks of spectra for
17 422 objects, mostly bright (Mr −5 log h<−15) or of low redshift
(z < 0.01). The sample is not complete in any particular sense, but
it does exclude numerous spurious objects such as bad deblends of
large galaxies, H II regions, clearly incorrect classifications and so
on. We require that the quality flag be set to done with no other bit
set, unless use anyway is set. The requirement noticeably reduces
the numbers of objects in some of the sparsely populated outlying
bins of the LF.
Besides the VAGC, we use data from five other sources: (1)
the Japan Participation Group (JPG) catalogue of eyeball-classified
galaxy morphologies, based on the SDSS Early Data Release
(EDR, Stoughton et al. 2002), (2) the neural network morpho-
logical types of Ball et al. (2004), (3) the public SDSS DR4
CAS, (4) the Max Planck/Johns Hopkins (MPA/JHU) catalogues
for galaxies and AGN at http://www.mpa-garching.mpg.de/SDSS
and (5) the Pittsburgh-Carnegie Mellon Value-Added Catalogue
(VAC; http://nvogre.phyast.pitt.edu/dr value added) for galaxies.
The CAS gives the eClass spectral type, the MPA/JHU the stellar
mass and the VAC the environmental density.
2.2 Petrosian and Se´rsic magnitudes
Petrosian magnitudes measure a constant fraction of the total light,
in a model-independent manner. They are available in the SDSS
in a modified form from that introduced by Petrosian (1976). The
Petrosian flux is given by
FP ≡
∫ NPrP
0
2πr ′ dr ′ I (r ′), (3)
where rP is the Petrosian radius, which is the value at which the
Petrosian ratio of SBs
RP(r ) ≡
∫ 1.25r
0.8r 2πr
′ dr ′ I (r ′)/[π(1.252 − 0.82)]
∫ r
0 2πr
′ dr ′ I (r ′)/(πr 2) , (4)
has a certain value, chosen in the SDSS to be 0.2. The number NP of
Petrosian radii within which the flux is measured is equal to 2 in the
SDSS. Further details are given in Lupton, Gunn & Szalay (1999)
and Stoughton et al. (2002).
The Petrosian radii are not seeing corrected, which causes the SB
and concentration to be underestimated for objects of size compa-
rable to the point spread function (PSF). However the seeing effect
is not yet quantified, and there are other approximations such as
using a circular as opposed to elliptical aperture and not correcting
for dust obscuration. As described in Stoughton et al. (2002) the
Petrosian aperture is not missing much flux compared to an ideal
galaxy light profile, the amount missing being about 20 per cent
for a de Vaucouleurs profile and only 1 per cent for an exponential
profile. The effect of seeing, which would make the profiles tend
towards a PSF, for which 5 per cent of the light is lost, is also small
for galaxies in the Main sample. Blanton et al. (2003c) show that
the resulting luminosity density in r is very similar to that from the
Se´rsic profile, the difference being j0.1(Se´rsic) = j0.1(Petrosian) −
0.03. They suggest that the similarity shows that the true luminosity
density is also of a similar value.
The VAGC also contains Se´rsic fits to the galaxy light profiles.
The Se´rsic profile (Se´rsic 1968; Graham & Driver 2005) is obtained
by generalizing the de Vaucouleurs profile (de Vaucouleurs 1948)
to have index 1/n instead of 1/4, giving
I (r ) = I0 exp
{
−bn
[
(
r
re
)1/n
]}
, (5)
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where bn is such that half the total luminosity is within re. The fitting
procedure used in the VAGC is described in Blanton et al. (2005a)
and in more detail in the appendix of Blanton et al. (2005b). The
axisymmetric Se´rsic profile is fitted to the azimuthally averaged
galaxy light profile available from the SDSS data base. The profiles
are corrected for seeing, which is modelled using three axisymmetric
Gaussians. The de Vaucouleurs and exponential profiles correspond
to n = 4 and 1, respectively.
Graham et al. (2005) show the discrepancy between the Petrosian
and Se´rsic magnitudes. In particular, the difference depends on the
shape of the galaxy light profile. Their table 1 for the SDSS Pet-
rosian aperture shows that for inverse concentration index (CI inv;
Section 2.4), the difference is negligible above CI inv = 0.35, but be-
low this increases to, where μe is the total effective half light SB, μe
−μapp = 0.52, 1.09 and 1.74 mag arcsec−2 for CI inv = 0.30, 0.28 and
0.27, respectively for mean half-light SB, and mPetrosian − mSe´rsic =
0.22, 0.38 and 0.54 mag in magnitude over the same range. Thus only
a few per cent of our galaxies are affected significantly. Their fig.
6 shows that the VAGC Se´rsic fits are consistent with the expected
differences. The CI inv of 0.28 corresponds to a Se´rsic index of 6.
Although the Se´rsic index is an improvement in that it fits a more
accurate radial light profile to a galaxy and is seeing corrected, there
are still some biases present. In their fig. 9, Blanton et al. (2005a)
show the residuals of their Se´rsic fits for 1200 simulated galaxies.
As a function of n, the value of nout − nin, where nout is the fitted
value of n, decreases monotonically from less than −0.05 at n =
1 to −0.1, −0.25, −0.5 and −0.65 at n = 2, 3, 4 and 4.5, respec-
tively. Thus a de Vaucouleurs galaxy (n = 4) is assigned an index of
n ∼ 3.5 and the indices are all systematically underestimated. The
error of 0.5 is comparable to the bin size in the same area of our bi-
variate luminosity–Se´rsic index distribution. The range of the error
as shown by the quartiles also broadens from around 0.1 to 0.5 over
the same range. The fitted 50 per cent light radius and flux decrease
similarly over their range to around 0.8 and 0.9 of their true values.
Also, the fitted radius and flux decrease with n, the fitted flux with
radius and the fitted radius with flux. However, the fitted n does
not decrease with radius and flux. The overall performance for n is
characterized as good because the bias is similar to the uncertainty
and comparable but opposite to that from the assumption of axial
symmetry. The overall fits are thought to be approximately correct
for Se´rsic-shaped galaxies and supply a seeing-corrected estimate
of size and concentration for the others.
Here we investigated the LFs for both Petrosian and Se´rsic pro-
files. The LFs are generally similar and because the samples used
are based on the SDSS Main Galaxy Sample, which is based on
Petrosian magnitudes, we present the results based on those magni-
tudes. The derivation of a fully Se´rsic-based sample is beyond the
scope of this paper.
2.3 Neural network morphological types
1875 SDSS galaxies to r < 15.9 in the SDSS EDR have been clas-
sified into morphological types by Nakamura et al. (2003), forming
the JPG catalogue. The system used was a modified version of the
T-type system (de Vaucouleurs 1959), with the types being assigned
in steps of 0.5. The corresponding Hubble types are E = 0, S0 = 1,
Sa = 2, Sb = 3, Sc = 4, Sd = 5 and Im = 6.
We have previously shown (Ball et al. 2004) that ANNs
(e.g. Bishop 1995; Lahav et al. 1996) are able to assign types to
galaxies in the SDSS with an rms accuracy of 0.5 on this scale, us-
ing the JPG catalogue as a training set. This is the same as the spread
between the human-classified types by the members of the JPG team.
We used the same procedures here, updated for DR4 over DR1
and with some modifications. The DR4 CAS was matched to the
JPG catalogue using a tolerance of 2 arcsec and a flux limit of
r < 15.9. Unassigned types (−1) and galaxies flagged as being
likely to have bad photometry were removed as before. The clean
photometry flags described above were also applied here. After these
cuts 1290 galaxies remained, 1131 with spectroscopic redshifts. The
training and test sets were 645 each with no overlap, from which,
as before, galaxies with severely outlying parameters and targets
(>10σ from the mean value for the parameter, generally indicative
of a measurement error) were iteratively removed for each parameter
in turn. The network trained on the 645 was applied to the DR4
sample using the CAS photometry. One could also retrain on all
1290 for the final network to be applied to the sample, but it would
make very little difference.
It was also found that when trained on the full set of 29 parameters
in Ball et al. (2004) the types were biased towards early-type with
increasing redshift to a greater extent than in the JPG catalogue.
However, when one trains on the purely morphological subset of
the parameters (all those except the magnitudes and colours), the
bias is similar to the JPG, reflecting the flux-limited nature of the
sample, but the rms variation between network type and target type
is not significantly larger. Hence the latter set is used as the training
set here.
The network also has a tendency to ‘avoid the ends of the scale’,
resulting in few very late-type galaxies and a slight bias away from
early-type galaxies. This is shown in fig. 1 of Ball et al. (2004). This
is likely due to the severe lack of galaxies in our training set of type
T = 5 or later compared to the earlier types, and the importance
of the concentration index in the morphological training set, which
shows a similar deviation away from the ends of the scale for both
early- and late-types.
We restrict the absolute magnitude range of the morphologies
presented to Mr − 5 log h < −18. This is due to a lack of galaxies
in the training data at fainter magnitudes than this. Thus the neural
network types are not extrapolated from the training set in apparent
or absolute magnitude.
2.4 SDSS DR4 VAGC data
The bivariate LF parameters described in this section are the inverse
concentration index, Se´rsic index, absolute effective SB, reference-
frame colours and absolute radius. The morphological parame-
ters are measured in the r band, since this band is used to define
the aperture through which Petrosian flux is measured for all five
bands.
The inverse concentration index CI inv is R50/R90 where R50 and
R90 are the radii within which 50 and 90 per cent of the Petrosian
flux is received. The inverse is used because it has the range 0–1.
The Se´rsic index n is monotonically related to the concentration
(e.g. Graham et al. 2005), if the latter is measured using Se´rsic radii.
Here we use Petrosian circular radii and for the bivariate luminosity–
Se´rsic index distribution we use log n, as the index is in the exponent
in the equation defining the Se´rsic profile (equation 5).
The absolute effective SB used here is given by
μR50 = mr + 2.5log (2πR250) − 10log(1 + z) − K , (6)
where mr is the r-band magnitude and K is the K-correction. The
evolutionary correction term is set to zero.
The reference frame colours are taken from the K-corrected val-
ues described above. All 10 colours from u, g, r, i and z were inves-
tigated.
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The absolute radius of a galaxy at redshift zgal is calculated from
the apparent Petrosian radius using the matter = 0.3,  = 0.7, h =
1 cosmology. It is also shown logarithmically and is given by
Rabs = R90 d(z)1 + z , (7)
where d is the relativistic coordinate distance
d = c
H0
∫ zgal
0
[
(1 − )(1 + z)3 + 
]−0.5
. (8)
2.5 Outputs from additional SDSS catalogues
The additional catalogues used are all based on SDSS DR4 and use
the same Euclidean space, matter = 0.3,  = 0.7, as used here.
The quantities all require spectra to be calculated and are therefore
matched using the unique spectroscopic identification, both in object
and time of observation, provided by the quantities plate, mjd and
fiberid.
The eClass (Connolly et al. 1995; Connolly & Szalay 1999; Yip
et al. 2004) is a continuous one-parameter type assigned from the
projection of the first three principal components (PCs) of the en-
semble of SDSS galaxy spectra. The locus of points forms an ap-
proximately one-dimensional curve in the volume of PC1, PC2 and
PC3. This is a generalization of the mixing angle φ in PC1 and PC2
φ = tan−1
(
a2
a1
)
, (9)
where a1 and a2 are the eigencoefficients of PC1 and PC2. The range
is from approximately −0.6, corresponding to early-type galaxies,
to 1, late-type. The eClass is also robust to missing data in the spectra
used for its derivation, and is almost independent of redshift. The
quantity is not given in the VAGC and so was matched to the public
SDSS DR4 data from the CAS.
The MPA/JHU value-added catalogues at http://www.mpa-
garching.mpg.de/SDSS include the quantity rml50, the logarithm
of the median dust-corrected stellar mass in solar units. It is cal-
culated from the stellar mass to light ratio predicted by a large li-
brary of models of star formation history and is described further in
Kauffmann et al. (2003).
The VAC contains a measure of galaxy environment as the pa-
rameter density z005095. This is the distance to the Nth nearest
neighbour within ±1000 km s−1 in redshift for 0.053 < z < 0.093.
The ±1000 km s−1 is used to minimize contamination from inter-
lopers. Galaxies for which the survey edge is reached before the
Nth nearest neighbour are excluded to avoid downward bias in the
estimated densities near the survey edges. Here the value of N used
is 5, following Balogh et al. (2004) who choose this value to ap-
proximate Dressler (1980) who uses N = 10 before correction for
superimposed galaxies. The surface density of galaxies is then given
by N = N/πd2N . The nearest neighbour must be of magnitude r <
17.7 at z = 0.093, which corresponds to Mr − 5 log h < −19.63.
This cut ensures a uniform density measurement over the redshift
range of the sample rather than the density decreasing with redshift
due to missing faint galaxies. The value of h used in preparing this
catalogue was h = 0.7 so the densities are given here in units of
h270 Mpc−2.
3 B I VA R I AT E L U M I N O S I T Y F U N C T I O N S
Unlike the monovariate LF in which the Schechter function is often
used, there is no common functional form for the bivariate LF, so
a non-parametric estimator is chosen. We use the popular SWML
method of Efstathiou et al. (1988), following the extension to a bi-
variate distribution by Sodre´ & Lahav (1993). The maximum like-
lihood method has well defined error properties (Kendall & Stuart
1961) and in the comparison between LF estimators of Takeuchi,
Yoshikawa & Ishii (2000) the SWML was shown to be a good esti-
mator.
The SWML gains independence of inhomogeneities in the galaxy
distribution by assuming that this is the case via the universal form
n(L, x) = φ(L)ρ(x). This means that the φ(L) shape is independent
of its normalization, which then has to be found separately. The data
must also be binned over the ranges of the parameters considered.
Here the bivariate LF is given by ψ(L, X) or ψ(M, X) where X is
the second parameter.
For a galaxy which is observable if its luminosity L lies in the
range Lmin − Lmax and X lies in the range Xmin − Xmax (these limits
in general being redshift dependent), the probability of seeing that
galaxy with luminosity Li and X = Xi at redshift zi is
pi ∝ ψ(Li , Xi ) f (Li , Xi )∫ Lmax(zi )
Lmin(zi )
∫ Xmax(zi )
Xmin(zi ) ψ(L, X ) f (L, X ) dL dX
, (10)
where f is the completeness function, calculated for each bin in
the bivariate LF. This automatically takes into account both the
6 per cent sampling incompleteness resulting from galaxies more
closely spaced than the spectroscopic fibres, and the further
1 per cent from objects missed in the Main Galaxy Sample (see
Section 2.1). It does not take into account any incompleteness in the
imaging itself, which is discussed further in Appendix A below. The
X limits are a function of z if the sample is explicitly or implicitly
selected on X. The samples are not explicitly selected on X if the
quantity requires a spectrum.
The likelihoodL = ∏ pi is then maximized with respect to ψ(L,
X). In practice, one maximizes the log-likelihood ln L = ∑ ln pi .
For the SWML method, the discrete version of this is used. ψ(M,
X) is parametrized as the number density of galaxies
ψ(M, X ) = ψ jk ( j = 1, . . . , NM ; k = 1, . . . , NX ) (11)
in NM and NX evenly spaced bins in absolute magnitude M−j < Mj <
M+j and X−k < Xk < X+k , where
M±j = M j ±
M
2
(12)
and
X±k = Xk ±
X
2
. (13)
Magnitude bins are preferred to luminosity bins as the distribution
is more evenly spread.
The likelihood is then given using the discrete equivalent of equa-
tion (10):
ln L =
Ng
∑
i=1
NM
∑
j=1
NX
∑
k=1
Wi jk ln [ψ jk f (Mi , Xi )]
−
Ng
∑
i=1
ln
(
NM
∑
j=1
NX
∑
k=1
Hi jk ψ jk
)
+ constant, (14)
where
Wi jk =
⎧
⎨
⎩
1 if − M/2  Mi − M j < M/2
and − X/2  Xi − Xk < X/2,
0 otherwise
(15)
and
Hi jk = 1
MX
∫ M ′
M−
∫ X ′
X−
f (M, X ) dM dX , (16)
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where M′ = max [M−, min (M+, Mi lim)] and X′ = max [X−, min
(X+, Xi lim)].
The constant in equation (14) is fixed by using a Lagrangian
multiplier λ: the constraint
g =
∑
j
∑
k
ψ jkMX − 1 = 0 (17)
is applied and the new likelihood lnL′ = lnL + λg(ψ jk) is maxi-
mized with respect to ψ jk and λ, requiring λ = 0.
The maximum likelihood estimate ∂lnL′/∂ψ jk = 0 is then
ψ jk =
∑Ng
i=1 Wi jk
∑Ng
i=1
(
Hi jk/
∑NM
l=1
∑NX
m=1 ψlm Hilm
) , (18)
where ψ lm is from the previous iteration.
Following Efstathiou et al. (1988) the errors on the parameters
are estimated using the fact that the MLM estimates ψ jk are asymp-
totically normally distributed with the covariance matrix
cov(ψ jk) = I−1(ψ jk), (19)
where I is the information matrix (their equation 2.13b).
For the normalization, the estimator of the space density n of
galaxies is
f n =
∑Ngal
i=1 w(zi )
∫ zmax
zmin
S(z)w(z) dV . (20)
The selection function S from L1 to L2 is
S(z) =
∑L ′2
L ′1
∑X ′2
X ′1
ψ(L, X )
∑L2
L1
∑X2
X1
ψ(L, X )
, (21)
where L′1 = max (Lmin(z), L1), L′2 = min (Lmax(z), L2) and simi-
larly for X. The limits on the sums in the numerator depend on the
K-correction, which is determined using the average SED for the
sample. These limits will in general include partial bins with appro-
priate weighting due to the summation limits not falling at the edge
of a bin.
We use the weighting function
w(z) = 1
1 + 4π f n J3(rc)S(z) , (22)
where
J3(rc) =
∫ rc
0
r 2ξ (r ) dr , (23)
r is the distance and ξ (r) the real space galaxy two-point correlation
function.
The variance in the correlation function can be estimated using
a complex formula which minimizes the variance in the function
and involves the three- and four-point correlation functions. These
are more difficult to measure than the two point and require a large
sample such as the SDSS. The weight function in equation (22)
was found to be a good approximation by Hamilton (1993) and is
widely used. The function minimizes the variance in the estimate
of the number density so long as rc is much less than the survey
depth. Here 4πJ3 = 32 000 h−3 Mpc3, using the ξ (r) from Zehavi
et al. (2002) which is given as ξ (r) = (r/6.1 ± 0.2 h−1 Mpc)−1.75±0.03
for 0.1 h−1 Mpc  r  16 h−1 Mpc. The effect of using an incorrect
value would be to change the normalization but not the shape of the
LF. For example, Loveday (2004) uses the same values of J3 and ξ
as here and finds that halving J3 reduces the estimated density by
7 per cent. An update to Zehavi et al. (2002, 2004b), has a similar
ξ value to that used here.
Equation (20) is solved iteratively as it contains w, which con-
tains n. The minimum-variance w(z) is described further in Davis
& Huchra (1982) and Hamilton (1993).
4 R E S U LT S
4.1 Morphological type
The LF bivariate with the JPG catalogue morphological type TJPG
obtained here is shown in Fig. 1 and that with the ANN morpho-
logical type TANN in Fig. 2. The corresponding completeness maps
(number of galaxies with spectra/number of galaxies, in each bin)
are shown in Figs A1 and A2. There are no obvious biases within
the regime for which galaxies are present, the completeness being
consistent with 90 per cent for the full range of apparent magnitude
for TJPG and 60 per cent for TANN, the latter being expected from
the use of the whole survey area which is only about 70 per cent
complete in spectroscopy (Appendix A). Fig. A2 again shows the
lack of types later than 4.5 assigned by the ANN (see Section 2.3). If
the training set without the clean photometry flags were used, hence
leaving in more late-type galaxies, the ψ grey-scale would extend
further towards the right-hand side by approximately the width of
one of the bins, so the LF for very late-types would still not seen.
The bivariate luminosity–morphology distribution was computed
for the same JPG catalogue and classification scheme by Nakamura
et al. (2003). However, whilst being drawn from the same catalogue
there are some differences in the method, leading to an altered final
sample for the LF. A different subset of the EDR galaxies is used
here, with 1150 instead of 1482; the sample is divided into smaller
bins and the normalization is without the explicit redshift cut used
in Nakamura et al. (2003). The smaller value is 1150 due to the
masking applied to the data sets here. Of these, 1019 have redshifts
and 998 are selected for the LF.
Nakamura et al. (2003) show that the overall LF is well fit by
a Schechter function with parameters α = −1.10, M∗ = −20.65
and φ∗ = 0.0143. We obtain α = −1.30, M∗ = −20.58 and φ∗ =
0.0098. Their LF is divided into the ranges 0 < TJPG < 1.5, 1.5 <
TJPG < 3, 3.5 < TJPG < 5 and 5.5 < TJPG < 6. For 0–1 and 3.5–
5 the faint-end slope is shallower, at α = −0.83 and α = −0.71.
1.5–3 is steeper, at α = − 1.15. The early-types are also brighter, as
expected, being M∗ = −20.75 compared to M∗ = −20.30 for types
later than 1. In our LFs there is no clear trend between the types,
although the binning is narrower and the earliest type bin appears
brighter and with a shallower faint-end slope as expected.
In the LF split by Mr , the main trend is for higher normalization
at fainter magnitudes, as expected for increased numbers of fainter
galaxies. For bright galaxies, the normalization with TJPG increases
from φ ∼ 10−4 to φ ∼ 5 × 10−3 between types 1 and 0 but otherwise
is consistent with a flat distribution across the range in TJPG at all
magnitudes, with a possible decrease at types later than TJPG = 4.
The neural network types enable the LF sample to be enlarged
from 998 to 20 891 galaxies. This is the first time the LF with mor-
phology assigned in this way to the resolution of individual Hubble
types has been calculated for a sample of galaxies of this size. The
trends hinted at in Fig. 1 become clearer, with the types earlier than
TANN = 0.5 now showing a declining faint-end slope. The 0.5 <
TANN < 1.5 are as bright but more abundant at fainter magnitudes.
The spirals from TANN = 1.5 to TANN = 3.5, corresponding to S0a to
Sbc, then show no difference in their LFs. The late-types to 4.5 are
then slightly fainter again, with a slightly steeper faint-end slope.
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Figure 1. LF bivariate with JPG catalogue morphological type TJPG for
998 galaxies. The contours show the value of log 10 ψ(M, X), the bivariate
luminosity–X distribution in each bin. The second panel shows vertical slices
of ψ(M, X) subdivided by X for the ranges given and the lower panel shows
the horizontal slices ψ(M, X) subdivided by Mr . Although the contours
show all galaxies, a point appears for the slice only if created by five or more
galaxies, as below this threshold Poisson fluctuations dominate. In the rest
of the LF plots (Figs 2–13) this is increased to twenty (see text). Here X is
TJPG. The errors are from the inverse of the information matrix (see text).
Note that for clarity the axes in this figure and that for TANN differ from
subsequent figures due to the brighter cut-off in absolute magnitude.
Each slice appears consistent with a Schechter function. For the LF
split by Mr , the galaxies brighter than Mr − 5 log h = −21 are now
clearly more abundant at TANN < 1, with a weaker trend seen for
−21 < Mr − 5 log h < −20. The rest to Mr − 5 log h = −18 are still
consistent with a flat distribution, except at TANN < 0.5 where they
decline. The changes at the early-type end are at least as strong as
those indicated, as the ANN bias here is, as mentioned, away from
early-types and not towards. There are very few galaxies later than
TANN = 2.5 and brighter than Mr − 5 log h = −22.
Figure 2. As Fig. 1 but for the neural network morphological type. The
trends in Fig. 1 become clearer due to the sample size of 20 891 compared
to 998.
In de Lapparent (2003), it is suggested that cross-contamination
between Hubble types will make the LFs tend towards Schechter
functions even if the underlying LFs for the giant (as opposed to
dwarf) galaxies are Gaussian. Here the −0.5 < TANN < 0.5 bin in
particular could be suffering from this effect if the true distribution
were Gaussian brighter than Mr − 5 log h = −20 and the fainter
magnitudes were contaminated by dwarfs. Nakamura et al. (2003)
do not find this to be a significant effect in their results as their fainter
galaxies do not have the softer cores of later type dwarfs. However,
the Gaussian LF is supported by fig. 1 of Bernardi et al. (2003), who
show LFs for ellipticals with a turnover at Mr − 5 log h ∼ −20.5.
The LFs for the later types will similarly contain dwarf and giant
galaxies and will therefore also appear Schechter-like.
Several recent papers discuss blue dwarf spheroidal galaxies.
These have the same concentrations and smooth appearance as dwarf
ellipticals, but are much bluer in colour. Whilst much more prevalent
at higher redshifts (e.g. Ilbert et al. 2006), for local galaxies these
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objects are discussed by Driver et al. (2006). In their fig. 6, they show
that when the blue spheroids are removed, the E/S0 LF gains a much
more rapidly declining faint-end slope, with α changing from −0.9
to −0.4. This could be addressed in our work by adding colour as
a classification criterion, moving towards a spectromorphological
classification.
It may also be the case that the morphological types are not well
defined below a resolution of about 0.5 T types and will therefore
inevitably be cross-contaminated. However with the large sample
here the LF differences are significant, as indicated by the sizes of
the error bars.
Another recent determination of the LF bivariate with Hubble type
is presented in Read & Trentham (2005). This shows LFs following
the same trends as seen here, and with only those for types Sa and
Sb being similar.
4.2 Inverse concentration index
Various papers (e.g. Shimasaku et al. 2001) have shown that the
inverse concentration index R50/R90(CI inv) is correlated with the
morphological type, and indeed can be used as a simple classifier.
Here we show the LF bivariate with concentration index in Petrosian
radii, using the same R50/R90 ratio.
Shimasaku et al. (2001) show that, whereas the CI inv does cor-
relate with morphology, the correlation is not perfect. In particular,
for types E and S0, the index varies from around 0.3–0.35, whereas
it increases to almost 0.5 to type Sc. It then stays in this range for
even later types.
The bivariate luminosity–CI inv distribution is shown in Fig. 3 and
the completeness map in Fig. A3. The expected broad trend of fainter
galaxies being less concentrated is seen. Subdivided by CI inv the LF
resembles a Schechter function with a steeper faint-end slope for less
concentrated galaxies. For the bins outside 0.3 < CI inv < 0.6 the
normalization is lowered due to lack of galaxies. The completeness
similarly becomes very low and noisy outside this range. For 0.3 <
CI inv < 0.4 the LF shows an upturn at magnitudes fainter than
Mr − 5 log h = −18. This may be related to the prevalence of dwarf
ellipticals in clusters and is discussed further below.
Subdivided by Mr , at the bright end, −24 < Mr − 5 log h <
−21, the CI inv shows a peak at CI inv ≈ 0.31. A pure de Vaucouleurs
profile corresponds to CI inv = 0.3, therefore this peak corresponds
to the population of ellipticals. The slight offset above 0.31 may be
due to the bias towards the CI inv for a PSF, which is 0.5 (Gaussian),
due to many of the galaxies in the sample being poorly resolved, in
the sense that their isophotal axis ratio rather than their shape mea-
sure is used (Section 2.1). However, this region is also populated
by S0 galaxies. At −21 < Mr − 5 log h < −19.5, the peak at low
CI inv becomes broader and less pronounced, increasing to CI inv ≈
0.33. At −19.5 < Mr − 5 log h < − 18 the distribution becomes
more symmetrical, peaking around CI inv ≈ 0.38. At −18 < Mr −
5 log h < −16.5 the distribution is approximately symmetrical
around CI inv = 0.43, which corresponds to an exponential profile.
Besides the bright peak, the distributions are not otherwise obvi-
ously bimodal, just broad.
The completeness increases from ∼40 to 50 per cent over the
range 0.3 < CI inv < 0.4 and remains at this level until CI inv ∼
0.55. This may reflect the bias due to the closest possible spacing of
55 arcsec for SDSS spectroscopic fibres (Section 2): more galaxies
in environmentally dense regions, which tend to be early-type and
therefore of CI inv in this range, will be missed. If this is the case
then the peak in low CI inv seen should be slightly more pronounced
than shown.
Figure 3. LF bivariate with R50/R90 inverse concentration index. The ex-
pected trend of fainter galaxies being less concentrated is seen, but since
the result is based on 251 744 galaxies (see Table 1), much further detail is
visible (see text).
Blanton et al. (2001) present the LF bivariate with the Petrosian
CI inv for the SDSS EDR. The same broads trends as seen here are
present: a peak near CI inv = 0.3 corresponding to galaxies with a de
Vaucouleurs profile, particularly evident for the brightest galaxies
at −23.5 < Mr − 5 log h < −22, then becoming less prominent as
the distribution broadens to spread as far as CI inv ∼ 0.5 at −20.5 <
Mr − 5 log h < −19.0 and becoming symmetrical about CI inv ∼
0.43, the exponential profile, at Mr − 5 log h < −17.5. The de
Vaucouleurs peak is offset slightly above 0.3 in a similar way to
our results. Unlike our LF, the normalization split by Mr increases
then decreases, whereas ours increases monotonically from bright
to faint, presumably due to a different method of normalization.
Subdivided by CI inv, the LFs show the usual trend of bright and
shallow faint-end to dim and steep faint-end. Compared to our results
which cut in axis ratio, there is no obvious difference in the widths
of the distributions in CI inv.
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Figure 4. LF bivariate with seeing-corrected Se´rsic index n. The Gaussian-
like LF for the galaxies of high, n, corresponding to early morphological
type, is clearly seen.
Nakamura et al. (2003) also present the bivariate luminosity–
CI inv distribution for their JPG sample described in Section 4.1,
dividing the sample at CI inv = 0.35 into early- and late-types. As
with our results above CI inv = 0.3, the LF does not show a marked
decline at the faint end. They show that their sample is not dominated
at the faint end (Mr  −19) by dwarf ellipticals, which have softer
cores.
4.3 Se´rsic index
The seeing-corrected Se´rsic index is monotonically related to the
Se´rsic-radius-based concentration index (Graham et al. 2005) and
as such should show similar trends to those for the Petrosian-based
CI inv presented in Section 4.2. However, unlike our concentration
index, the Se´rsic index is seeing corrected. We plot the index loga-
rithmically as explained in Section 2.4. The bivariate LF is shown
in Fig. 4 and the completeness map in Fig. A4. The indices again
correspond to profile types, with log n = 0 (n = 1) being exponential
and log n = 0.6 (n = 4) de Vaucouleurs. The completeness decreases
from around 55 per cent at log n ∼ −0.2 to 40 per cent at log n =
0.65. Again this could be due to bias against early-types due to fibre
spacing.
Subdivided by Mr , the distribution is clearly bimodal to fainter
magnitudes than seen for CI inv, down to Mr − 5 log h = −18. The
high-n peak is around log n = 0.65 for −24 < Mr − 5 log h < −21,
higher than de Vaucouleurs galaxies. For −21 < Mr − 5 log h <
−19.5 the peak shifts lower, to log n ∼ 0.575. Below Mr − 5 log h =
−19.5, the low-n peak becomes prominent and is centred at log n ∼
0.15. Again this is higher than the exponential profile of log n = 0.
At this value, the number of galaxies has dropped sharply, although
the completeness remains flat until log n ∼ −0.2.
Subdivided by n, the LFs are again Schechter-like and go from
bright and shallow faint-end to dim and steep faint-end. As with
CI inv, the faint end of the LF for high n, whilst decreasing, does not
resemble a Gaussian. Thus if contamination by dwarfs affects the
faint-end LF for morphology and CI inv, it is also at work for n. The
LF turn-up at Mr − 5 log h  −18 seen for CI inv is less prominent
here, merely hinted at for 0.3 < log n < 0.8.
As described in Section 2.4, the indices are systematically offset,
so that a true de Vaucouleurs galaxy with log n = 0.6 is here assigned
log n ∼ 0.55. However, the value of log n for a PSF is −0.3 (n = 0.5),
so this effect may again be at work, although the PSF is convolved
in the Se´rsic model fitting so this seems unlikely.
The bivariate luminosity–log n distribution is also presented by
Driver et al. (2006) for the MGC. There it is subdivided into n 
2 and n < 2 (log n = 0.3) and fitted with a Schechter function.
The respective parameters change from α = −1.25 to α = −0.66,
M∗ = −19.48 to M∗ = − 19.35 and φ∗ = 0.0129 to φ∗ = 0.0087.
The high-n LF again is Schechter-like. The less obvious distinction
in their two distributions than those seen in their LFs for the MGC
continuum measure and colour is ascribed at least in part to dwarf
ellipticals, which spread across the log n = 0.3 boundary. As with
our results from Section 4.1, colours are needed, which they go on
to consider, finding a clear bimodality in the bivariate distribution of
core u − r colour and n. This and their spread in Sabc morphologies
between the two peaks is argued as evidence for bulges and discs
being the fundamental components and is discussed further in the
context of our results below.
4.4 Surface brightness
The bivariate luminosity–SB distribution has been investigated by
several previous authors and is also known as the BBD. It is impor-
tant as it allows one to better quantify selection effects in a survey.
Here we compare our results to those of Blanton et al. (2001), Shen
et al. (2003) and Blanton et al. (2005c) from the SDSS and Driver
et al. (2005) from the MGC. Further recent studies at low redshift
in the optical are de Jong & Lacey (2000), Cross et al. (2001) and
Cross & Driver (2002). The former studies a more local sample
of spirals in more detail and the latter two contain slightly earlier
results than the MGC, from the 2dFGRS. The SDSS studies use
similar data and the same passbands as our data. The MGC repre-
sents the current state of the art in the optical by probing to a deeper
limiting SB of 26 mag arcsec−2 in the B band over smaller but still
substantial (37.5 deg2) area of sky. The broad trends here and in
other recent work are in agreement with earlier work (e.g. Freeman
1970; Phillipps & Disney 1986), but are seen at higher signal-to-
noise ratio.
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Bivariate galaxy LFs in the SDSS 855
Figure 5. LF bivariate with absolute effective Petrosian 50 per cent light
radius SB. The Petrosian radii are not seeing corrected. The distribution
lacks bimodality and confirms the trend of fainter galaxies having lower SB.
The data set contains an explicit SB cut at μR50 = 24.5. The axis limits for
the top panel are extended and the thick contours show the regions inside
which volumes of 102–107 h−3 Mpc3 were probed.
In the SDSS, the Petrosian and Se´rsic radii are derived from ax-
isymmetric profiles. As neither the Petrosian (Section 2.4; Blanton
et al. 2003c) nor the Se´rsic apertures are missing much flux for most
galaxies, the SBs will therefore be systematically overestimated as
the semimajor axis of a half-light elliptical aperture is always at
least as large. The MGC study uses elliptical apertures.
The bivariate LF is shown in Fig. 5 and the completeness map for
apparent SB is shown in Fig. A5. Also shown are contours at 102–
107 h−3 Mpc3 which show the regions inside which these volumes
were probed by the survey. Note that the axes of the top panel are
extended relative to the LF slices shown in the lower two panels. This
shows that normalization of LF drops before the volume becomes
small due to limiting SB and that the volume at Mr − 5 log h < −15,
for which the LF is quoted, is at least of the order of 105 h−3 Mpc3.
As a function of μapp, the completeness varies between 45 and 60 per
cent for 19  μapp  23 and outside this range becomes noisy and
drops to being consistent with zero at μapp ≈ 17 and μapp ≈ 24. As
a function of apparent magnitude, the completeness is between 55
and 60 per cent in the range 12  r  16.5 and drops outside this to
40 per cent at r = 17.77, and low values at the bright end, consistent
with zero brighter than r ≈ 11.5. There is a clear lack of faint high-
SB or bright low-SB galaxies. Fig. A5 shows the incompleteness
for spectra and, as described in Appendix A, Blanton et al. (2005c)
estimate the incompleteness for the photometry. Their ranges at
which the completeness dropped below 90 per cent were μapp > 22,
when both μapp < 19 and r > 17, and μapp  18.7. They show that the
SDSS galaxy distribution drops off well inside these completeness
limits. Therefore, our distribution will similarly and the overall LF
is unaffected away from the bright and faint end.
In the LF subdivided by Mr , we see the same overall distribution
and trends as the previous studies. The μR50 is a lognormal distri-
bution with a roughly constant peak at bright magnitudes. This then
broadens and dims at fainter magnitudes. The peaks are μR50 ≈ 20.1,
20.5, 21.0, 21.5 and ∼21.75 in steps of 1.5 mag for −22.5 < Mr −
5 log h < −15. No bimodality is evident, meaning that if the galax-
ies are divided into one or more populations, as suggested by some
of the other measures here such as colour, the SB LF is insensitive
to it, or the distributions overlap to such an extent that there is no
central dip, with perhaps just a broadening.
Subdivided by μR50 , the LFs appear Schechter-like, with a fainter
M∗ and steeper faint-end slope towards fainter SB, as expected,
although the brightest bins lack galaxies. This is also consistent
with previous results.
Blanton et al. (2001) present the BBD for the SDSS EDR. Al-
though the overall luminosity density found by them has been super-
seded by Blanton et al. (2003c), their BBD is consistent with ours.
Petrosian magnitudes are used. They also use the EDR calibrations
of the passbands u∗, g∗, etc. but the difference here is small. They
find for −23.5 < Mr∗ < −20.5 that the peak is at μR50 ∼ 20, the same
as ours for −22.5 < Mr − 5 log h < −19.5. The distribution then
broadens and the peak dims to μR50 ≈ 20.5,21.5 and 22 over the steps
of 1.5 mag to Mr − 5 log h < −16.0. Given the slightly different
binning and the broadness of the peaks these are consistent with our
values. At the bright end (Mr∗ < −19) the distribution drops off well
above the EDR SB cut of μR50 < 23.5 but at the faint end this may
be an issue, as they are not able to show the upturn in the faint-end
LF later reported by Blanton et al. (2005c). We see similar results
relative to the μR50 < 24.5 cut. Blanton et al. (2001) also plot the
LF versus SB, finding as we do that the LF appears Schechter-like,
with a fainter M∗ and steeper faint-end slope towards fainter SB. We
see a clearer downturn in the LF in the range 18.2 < μR50 < 19.5.
Shen et al. (2003) use data from a sample similar to the SDSS
DR1. In their fig. 14, they show the SB distributions for early- and
late-type galaxies, defined by concentration index less than and
greater than 2.86, respectively. The measures use Se´rsic magni-
tudes and h = 0.7, which we convert to h = 1 here. Late-types show
mean SBs of around 20.2 mag arcsec−2 for −21.2 < Mr − 5 log h <
20.2. This then drops to 20.5 mag arcsec−2 for Mr − 5 log h = −18.2
and more rapidly to 21.5 mag arcsec−2 for Mr − 5 log h = −15.2,
the faintest level. The early-types are around 20 mag arcsec−2 for
Mr − 5 log h = −21.2, 19.5 mag arcsec−2 for Mr − 5 log h =
−20.2 to 19 mag arcsec−2 for Mr − 5 log h = −18.2, the faintest.
The distributions again broaden at fainter magnitudes. These are
approximately consistent with our results.
Blanton et al. (2005c) use the SDSS DR2 and show the over-
all Petrosian SB distributions for −20.5 < Mr < −12.5. Over the
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range −20.5 < Mr < −15 their peak varies from 20.6 mag arcsec−2
to 22.6 mag arcsec−2. This compares to our 20.5 mag arcsec−2 and
around 21.75 mag arcsec−2 over the same range.
Driver et al. (2005) study the BBD in the MGC, using an improved
SB definition involving elliptical isophotes and the deeper μapp limit
mentioned of 26 mag arcsec−2 in B. Due to the overestimation in the
SDSS mentioned above, they find a systematic offset of 0.4 mag to
fainter values of the SB compared to Shen et al. (2003). They also
see the more constant SB values at bright Mr but are otherwise
consistent with Blanton et al. (2005c).
An improvement to the study here would be to correct for the
effects of internal extinction due to dust. This is particularly strong
in highly inclined spiral discs. In this paper we attempted to reduce
this effect by excluding galaxies with an axis ratio greater than an
E7 elliptical using the axis ratio cut described in Section 2.1. A
recent study which does apply a dust correction is de Jong & Lacey
(2000). They use a more local sample of galaxies from Mathewson,
Ford & Buchhorn (1992) and Mathewson & Ford (1996), consisting
of approximately 1000 spirals of types Sb–Sdm. A detailed set of
criteria that might be followed by future analysis are given by Boyce
& Phillipps (1995).
4.5 Colours
The colours are computed using the Se´rsic magnitudes K-corrected
to z = 0.1, the approximate mean of the sample. The r band shifted
to z = 0.1 has λeff ∼ 5600 Å, similar to the V band. They are
preferable to the observed frame colours as the galaxies over the
whole redshift range are then more directly comparable. The LF
fit implicitly assumes no evolution in the sample. One could take
this into account by dividing the sample into redshift bins. All 10
colours from ugriz were investigated and Figs 6–9 show the LF
bivariate with u − r, g − r, r − i and r − z, a representative sample
of the results.
For the colours, the completeness (not shown) varies between 60
and 70 per cent for 13  r  16, dropping to 50 per cent by r =
17.77 at the faint end and to consistent with zero at r ∼ 11.5.
In the LF split by colour, the expected trends of a fainter M∗
and steeper α for bluer colours are seen. There is a clear lack of
faint galaxies with redder colours in all four plots. The panels split
by colour show that the LFs are Schechter-like, with a steepening
faint-end slope with bluer colour and possible upturns fainter than
Mr − 5 log h = −18, apart from in the bluest bins where the slope
is already steep.
In u − r we see a constant peak around u − r = 1.5 for −18 <
Mr − 5 log h < −15. This then brightens to u − r ≈ 1.75 by Mr −
5 log h = −21 and disappears at brighter magnitudes. A red peak
around u − r = 2.5 becomes evident at about the same magnitude
and brightens to u − r ∼ 2.75 by Mr − 5 log h = −22.5.
The bimodality is clearer in g − r, with the blue peak showing
similar behaviour to that in u − r, moving from g − r ≈ 0.35 to
g − r ≈ 0.6 from Mr − 5 log h = −15 to Mr − 5 log h = −21. The
red peak is visible much fainter than in u − r, moving from g −
r ≈ 0.8 through 0.9 to g − r ∼ 1 by Mr − 5 log h = −24.
In r − i, bimodality is no longer evident, with a single peak mono-
tonically moving from r − i ≈ 0.3 to r − i ≈ 0.4 from Mr − 5 log h =
−15 to Mr − 5 log h = −21. The peak is then approximately con-
stant at r − i ∼ 0.4 at brighter magnitudes. There is therefore either
no bimodality in this colour, or the peaks due to the populations
causing the peaks in u − r and g − r are indistinguishable, either
intrinsically or at the colour resolution probed. The constant colour
brighter than Mr − 5 log h = −19.5 suggests that this could still
Figure 6. LF bivariate with u − r colour, extinction and K-corrected to z =
0.1. The expected trends of a fainter M∗ and steeper α for bluer colours are
seen.
correspond to the early-type bulge-dominated population. The lack
of an obvious blue peak is consistent with those peaks from u − r
and g − r being due to star formation.
r − z shows similar behaviour to r − i, with the peak moving
from r − z ≈ 0.1 to ≈ 0.3, again constant brighter than Mr −
5 log h = −19.5.
The plots for u − g, u − i and u − z are qualitatively similar
to u − r, those for g − i and g − z to g − r and i − z to r −
z, which suggests no obvious physical process apparent in these
colours which has been missed by the four shown.
The bivariate luminosity–colour distribution is also presented by
Blanton et al. (2001) and Driver et al. (2006). Blanton et al. (2001)
subdivide the SDSS EDR by Petrosian g∗ − r∗ and see red and blue
peaks at g∗ − r∗ ∼ 0.3 and g∗ − r∗ ∼ 0.75, respectively, with the
same trends in the LF by colour. Our blue peak is the same but the red
peak is at g − r ∼ 0.9 in both Petrosian and Se´rsic magnitudes.
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Figure 7. As Fig. 6 but for g − r colour. The results are qualitatively similar
to u − r with the red galaxy peak gaining strength.
Driver et al. (2006) show the u − r colour, divided at u − r = 2.1.
They show the Petrosian value and that from the DR1 PSF mag-
nitudes, which are superior at separating the bimodal population.
For the core colours the Schechter parameters are M∗ = −19.15,
−19.25, φ∗ = 0.0111, 0.0136 and α = −0.15, −1.28 for the two
populations, respectively, thus showing a clear downward-turning
but not Gaussian LF for the red galaxies.
The prominence of the bluer population in u and g suggests that
this peak in the LF is associated with star formation. This is sup-
ported by the GALEX LFs of Wyder et al. (2005), Treyer et al.
(2005) and Budava´ri et al. (2005).
The u − r colour is used in other investigations such as Balogh
et al. (2004) and Baldry et al. (2004) where the galaxies are clearly
divided into two populations using counts in colour and morphology
bins, which are fit by Gaussians. This is also done in B06 where
u − r is compared to the neural network morphological type.
Overall, the LFs subdivided by colour are consistent with a bi-
modal population of red bulges and star-forming discs.
Figure 8. As Fig. 6 but for r − i colour. The blue of star formation is less
pronounced.
4.6 Absolute Petrosian 90 per cent radius
The bivariate LF is shown in Fig. 10. The completeness is 50–60
per cent for 13  r  16, zero at r ≈ 11 and 40 per cent at r = 17.77.
The expected pattern of fainter magnitude and higher normaliza-
tion due to larger numbers of galaxies with decreasing radius is seen.
There is a clear cut-off with magnitude for a given radius, giving
a declining faint-end slope at large galaxy sizes, which turns into
a rising faint-end slope at small sizes. This suggests that the rising
faint-ends in the Schechter LFs seen in other plots here are due to
the smaller galaxies in a sample. As with SB, the regions in which
very small volumes are probed do not cut off the LF contours.
4.7 eClass spectral type
Fig. 11 shows the bivariate luminosity–eClass distribution. The
eClass is not measured in the absence of a spectrum so there is
no completeness map (although Ball et al. (2004) show that the
eClass can be predicted to a rms accuracy of ±0.06 using ANNs).
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Figure 9. As Fig. 6 but for r − z colour.
The range −0.6  eClass  1.0 corresponds to early- and late-type
galaxies.
Subdivided by eClass, the LF shows the expected bright–shallow,
dim–steep faint-end slope corresponding to early- and late-type
galaxies. For −0.2 < eClass < 0.0 the faint end LF is decreasing
but not towards being consistent with a Gaussian LF.
Subdivided by Mr , there is a clear peak at eClass ≈ − 0.15 for
galaxies brighter than Mr −5 log h = −18 which becomes less
distinct at fainter magnitudes. There is a second much broader peak
for Mr − 5 log h = −19.5 and fainter, moving from eClass ≈ 0.15
to eClass ≈ 0.25.
The two peaks are thought, as with the colours above, to corre-
spond to the passive bulges of bright ellipticals and star-forming
discs.
The LF has not been presented bivariate with eClass previously
in the literature. However, two recent studies use the similar PCA-
based 2dFGRS η class. This covers the range −5  η  10, with
low–high values corresponding to early- and late-types, in the same
way as the eClass. Madgwick et al. (2002) show LFs for η < −1.4,
Figure 10. LF bivariate with absolute Petrosian 90 per cent radius in kpc.
The LF has a steeply declining faint-end slope at large galaxy sizes, turn-
ing into a rising faint-end slope at small sizes, suggesting that the steeper
Schechter faint-end slopes seen in other plots are due to the small galaxies
in the respective samples. As in Fig. 5, the axis limits in the top panel are
extended and the thick contours show the regions inside which volumes of
102–107 h−3 Mpc3 were probed.
−1.4  η < 1.1, 1.1  η < 3.5 and η  3.5. For the first bin, the
LF shows a pronounced increase in normalization fainter than Mr −
5 log h = −16, and appears Schechter-like in the other bins, with
the usual dimming and steepening of the faint-end slope, although
the Schechter function is always a poor fit. The η < −1.4 class is
better fit by a Schechter + power-law function.
Driver et al. (2006) shows the LF in the MGC for the classes η =
1, η = 2 and η = 3, 4, showing a similar pattern to Madgwick et
al. but without the faint-end upturns as the LFs are shown to Mr −
5 log h < −16. Their MGC continuum type separates their LFs more
clearly.
Kochanek, Pahre & Falco (2000) discusses possible biases in
spectral LFs due to the use of spectroscopic fibres for the latter.
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Figure 11. LF bivariate with eClass PCA spectral type. There is a clear
population of bright galaxies with low eClass which probably correspond to
bright ellipticals. Some bimodality is evident.
The spectroscopic fibres will result in earlier spectral types for large
galaxies due to bias towards their central regions. This bias is not
quantified here, but their fig. 4 suggests that it is likely to be present
even though most of our galaxies are poorly resolved (Section 2.1).
However, it is unlikely to change the broad behaviour of the LF split
by Mr , that is, a roughly constant low eClass peak and a higher peak
which increases in value for fainter galaxies. Also, various studies
(e.g. Glazebrook et al. 2003) find that the effect is not large for star
formation rate, which is a dominant constituent of the eClass and
the η type via emission lines.
4.8 Other measures
Two further parameters were investigated: the galaxy stellar mass
and the N surface density of galaxies. These are shown in Figs 12
and 13, again with no completeness maps as these measures require
spectra.
Figure 12. LF bivariate with galaxy stellar mass. Although the z-band ab-
solute magnitude is likely to correlate with stellar mass slightly more tightly
than r, the r band is shown for consistency with the other LFs. The correla-
tion is expected as the galaxy luminosity is used in the estimation of stellar
mass.
The stellar mass is useful as a physical parameter which could be
directly compared with simulations. A tight correlation is seen be-
tween the LF and the stellar mass, with the LF in each bin showing
a symmetrical shape of similar Gaussian form to that in absolute
effective SB. However, these results are expected because the lumi-
nosity is used in the calculation of the stellar mass in the first place,
as part of the mass to light ratio calculated from the models of star
formation history (see Kauffmann et al. 2003). For consistency with
the other LFs, the r band is shown, although the correlation would
be expected to be slightly tighter in i and z, due to these being less
dominated by short-lived bright stars than the bluer bands. In the
LF subdivided by stellar mass, the galaxies with a stellar mass of
Mstellar < 109 M have distributions that are clearly truncated by
the faint cut-off in absolute magnitude. This is evidence that there
are further less massive galaxies not seen in this study.
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Figure 13. LF bivariate with 5 surface density of galaxies. Unlike the
other bivariate LFs here, the normalization is arbitrary as it depends on the
binning of the galaxies in density.
The N surface density of galaxies from the VAC is used in
the morphology–density relation in B06. The bivariate LF appears
to be of very similar form across all surface densities, with a
power-law form, differing only in normalization, which increases
for both fainter magnitudes and lower densities. The faint luminos-
ity cut-off due to the z > 0.053 limit on the density in the VAC is
Mr − 5 log h = −19.63, the top edge of the figure. The
z < 0.093 limit does not have a strong effect on the bright luminosity
galaxies.
The variation in the LF with density and galaxy spectral type
is investigated by Croton et al. (2005), who find that the LF is
fitted by a Schechter function over all densities, that the φ∗ and
M∗ vary smoothly over the density range but that the faint-end slope
does not change much. Their normalization takes into account the
volume in which galaxies are present in the density bin used. Our
normalization here is just the overall value for the bivariate LF, so
the relative normalizations of the bins are essentially arbitrary. This
is also seen in the LF divided by Mr , in which one expects fewer
galaxies at low density with normalization weighted by volume.
It is also possible that the broad lack of change in the shape
of the LF with density is related to the similar lack of change in
slope in the correlation function divided by luminosity seen by, for
example, Connolly et al. (2002) and Zehavi et al. (2002), but this
would require further investigation, especially now that Zehavi et al.
(2004a) describes departures from the power law.
5 F U N C T I O N F I T T I N G TO T H E B I VA R I AT E
L F
The Schechter function (equation 2) can, by taking L/L∗ =
100.4(M∗−M), be written as
φ(M) dM = 0.4 ln(10) φ∗
×exp [−100.4(M∗−M)][−100.4(M∗−M)]α+1 dM . (24)
If one then applies Bayes’ theorem to the bivariate function then it
can be written as
ψ(M, X ) dM dX = φ(M) ϕ(X |M) dM dX , (25)
which gives two-dimensional functions to fit to the SWML estimate.
In general any well-behaved function can be fitted, expressed using
either side of equation (25).
One choice is to use a Schechter function for φ(M) and a Gaussian
with mean A(M − M∗) + B and standard deviation σX , where A and
B are constants for ϕ(X|M). This was first used by Choloniewski
(1985) and is known as the Choloniewski function:
ϕ(X |M) dM dX = 1√
2πσ 2X
× exp
[−(X − A(M − M∗) − B)2
2σ 2X
]
dM dX .
(26)
This gives a six-parameter fit. Choloniewski (1985) actually used
M rather than M − M∗ but the latter scales better with our data.
Due to this greater dimensionality than the monovariate LF, a
simple maximum likelihood fit is impractical, as the parameter space
to explore is large. The method adopted here is the simplex search,
which, while not of the greatest accuracy near the minimum, is
robust to starting conditions and finds the minimum rapidly.
Here the Matlab implementation, known as fminsearch, is used. It
implements the Nelder–Mead simplex algorithm (Nelder & Mead
1965) using the method of Lagarias et al. (1998) as described at
http://www.mathworks.com. Options used were the Matlab default
tolerance of 10−4 and a maximum number of iterations of 10 000.
The search can sometimes become stuck, for example, if the simplex
decays to a lower number of dimensions due to the new point being
too close to the centroid. However, if the search converged it did so
in less than this number of iterations.
The measure of goodness of fit, the error function, is the standard
χ 2, given by
χ 2 =
(
ψobs − ψfit
ψ err
)2
. (27)
The fit is done to log 10 ψ rather than ψ so the error is estimated
using
ψ err =
1
2
[
log10(ψobs + ψerr) − log10(ψobs − ψerr)
]
, (28)
with ψ err from the information matrix determined as described
above.
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Figure 14. SWML estimate in grey-scale and fitted Choloniewski function
as contours for absolute effective Petrosian SB. The right-hand panel gives
the LF log 10 ψ value represented by the grey-scale. The contours were fitted
over the bins which contained five or more galaxies to minimize the effects
of shot noise. The function provides a poor fit for bright galaxies.
Figure 15. χ2 values showing that the fit is generally poor, particularly for
galaxies around Mr − 5 log h = −22 and μR50 = 20. The right-hand panel
shows the χ2 values represented by the contours.
6 F U N C T I O N F I T T I N G R E S U LT S
It was generally found that the functions are a poor fit to the data, as
the deviation of the data from a smooth function is large compared
to the size of the error bars, giving a large χ2. Fig. 14 shows the fit of
the Choloniewski function to the BBD and Fig. 15 the χ 2 values. The
fit is particularly poor for bright galaxies around Mr − 5 log h ∼
−21.25 and μR50 ∼ 19.25 as the distribution narrows. The best-
fitting parameters are φ∗ = 0.0018, M∗ = −20.6, α = −1.19,
σμR50 = 0.71, A = 0.30, B = 26.5.
Driver et al. (2005) also find a poor fit, but for faint galaxies. They
suggest that this is due to the assumption of a constant width for
the Gaussian in absolute effective SB whereas in fact the distribu-
tion broadens at fainter values. The assumption of a linear relation
between the mean of the Gaussian and M may also be a factor. It
is unlikely that the simplex is always getting stuck in a local mini-
mum far from the global minimum as the fit is poor from a variety
of starting points but the minimum reached is the same. One could
add further parameters but six is already a fair number. The results
here are consistent with the constant Gaussian width approximation
also being the problem. We confirm the suggestion of Driver et al.
(2005) that bulge-to-disc decomposition is needed.
It is possible that no simple function will provide a good fit, as the
superposition of underlying processes generating the bivariate LF
may be too complex at the level of precision now available from the
data. Or it may be the case that a single function will not fit, but the
sum of two or more, each of which describes a different population,
for example the red and blue or bulge and disc indicated above, may
provide a better fit. The population might be subdivided using an
optimal colour-separation criterion, for example that used by Baldry
et al. (2004), then fitting, for example, a Choloniewski function to
each half. The difficulty is that the two distributions overlap, which
would distort the two halves, and the sum of two Choloniewski
functions involves a large number of parameters, especially if the
relation is non-linear between the mean of the Gaussian and M, the
Gaussians vary in width, or skew-Gaussians are required.
Other bivariate LFs such as that with eClass were investigated
with Schechter–Gaussian and Gaussian–Gaussian for earlier SDSS
date releases but the fit was also found to be poor. A skew-Gaussian
was also tried using an available Matlab port of the software de-
scribed at http://azzalini.stat.unipd.it/SN. The skew-Gaussian is
given by
f (x) = 2φ(x)(αx), (29)
where φ(x) is the ordinary Gaussian and (αx) adds the skewness
α
φ(x) = exp (−x
2/2)√
2π
(αx) =
∫ αx
−∞
φ(t) dt . (30)
A skewness of α = 0 corresponds to the ordinary Gaussian, and a
negative α gives the same shape as the positive but reflected about
the vertical at x = 0. The fits obtained were very similar to those for
the ordinary Gaussian, with the skewness tending to low values of
the order of 0.01.
7 D I S C U S S I O N
A major question raised by these results and other bivariate LF stud-
ies is whether a theory or simulation can be constructed which will
correctly predict the distributions over the different second LF pa-
rameters presented. Two major themes in the LFs are the bimodality
of the galaxy population and whether the underlying LFs per galaxy
type are Schechter, Gaussian or some other form.
Here we fitted a Choloniewski function to the bivariate
luminosity–SB distribution, and for earlier SDSS data releases
experimented with it on other bivariate distributions and fitted
Schechter, Gaussian, dual power-law Schechter and a sum of two
Schechters to some of the individual LF slices. In all cases, the for-
mal fits were found to be poor, with χ 2/ν values of 10 or more. It is
thus difficult to tell when a fit is the best that one can do and quote
the numbers or if the fit really is poor and should be improved. We
therefore have not quoted function fit parameters for individual LF
slices in this paper, although with more work one could attempt to
do so.
Concerning a bimodal population, the bivariate distributions are
consistent with an early-type, bright, concentrated, red population
and a late-type, faint, less concentrated, blue, star-forming popu-
lation. This idea of bimodality has been explored by others as it
suggests two major underlying physical processes. These processes
are thought to be connected to the formation of the bulge of the
galaxy via mergers and the disc by accretion. Thus simulations of
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galaxy formation could be compared to the bivariate LFs presented.
This is discussed further below.
Several results support the idea that the underlying LFs of the gi-
ant galaxies, that is, the usual E, S0 and spirals are Gaussian, whereas
those for the dwarfs are Schechter. Sandage, Binggeli & Tammann
(1985) and Jerjen & Tammann (1997) study the cores of nearby
clusters; de Lapparent (2003) reviews the LFs subdivided by mor-
phology in various surveys and de Lapparent et al. (2003) focuses
on the ESO–Sculptor survey. A physical model supporting the idea
is given in Schaeffer & Silk (1988) in which the maximum galaxy
mass is limited by baryonic cooling within a dynamical time-scale
and a minimum mass is given by the minimum virial temperature
required for cooling to occur. This gives the Gaussian LF for giants
and gas stripping then gives the Schechter function for dwarfs.
Driver et al. (2006) find that the morphological classes E/S0,
Sabc and Sd/Irr have distinct distributions relative to the bimodal
population defined in the space of core u − r colour and Se´rsic
index n. The E/S0 and Sd/Irr correspond to the red and blue peaks,
respectively, whereas the Sabc spread across the two peaks. This
is argued to be strong evidence that the bulges and discs are the
fundamental two components to the bimodal population, not two
separate galaxy types. Our ANN types contain few Sd/Irr due to
the lack of these types in the training set, but our morphological
LF supports this idea in the sense that the LFs for T types 1.5
through 3.5 (Sa through Sc corresponds to types 2–4) are essentially
indistinguishable, in contrast to the E/S0 LFs which are distinctly
brighter.
The bimodality in colour compared to that in morphology is also
considered by B06 in the context of galaxy colour and ANN T-type
morphology. There we find that whilst the distributions in colour
are clearly bimodal and well fit by a sum of two Gaussians, those in
morphology are less so, with galaxies bridging the gap. This supports
the non-fundamental nature of the Sabc types in this context.
Also discussed by, most recently, Driver et al. (2006) and Ilbert
et al. (2006) are blue spheroidal galaxies. These mimic faint ellip-
ticals in morphology but are indistinguishable from blue galaxies
by spectra. These galaxies could cause type contamination in the
LFs, for example causing a steeper faint-end slope in the LF sub-
divided by u − r, as shown by Driver et al.. Again this agrees with
the trends seen in our LFs and therefore requires spectroscopic and
morphological information to resolve.
Numerous studies (e.g. Popesso et al. 2005; Gonza´lez et al. 2006)
find that cluster LFs are better fit by a sum of a Gaussian at bright
magnitudes and a Schechter at faint magnitudes, rather than a single
Schechter function. The functions have a dip at Mr − 5 log h ∼ −
17, caused by the flattening of the Gaussian before the power-law
faint end kicks in. Field galaxies are consistent with a Schechter
function. A hint of a similar dip is seen here, as might be expected
as the sample encompasses all galaxy environments. The faint end
slope is thought to be caused by numerous faint red galaxies which
are present in clusters but not in the field. Our LFs do not probe deep
enough to say anything definitive.
For the more Schechter-like results such as ours, the question
is whether the LFs are as they appear, or whether the underlying
types are Gaussian, appearing Schechter because type mixing makes
the functions tend towards the overall LF, which is Schechter, or a
superposition of Gaussian at the bright end and Schechter or power
law at the faint end. The idea has previously been discussed in
terms of the Hubble morphological types and the effects can be
seen here, particularly in Fig. 2. The LF for the early-types could be
either Schechter or Gaussian with a faint-end slope contaminated
by dwarfs. In their sample which is essentially a subset of the one
used here, Nakamura et al. (2003) use the concentration index to
show that the sample is not contaminated with faint galaxies with
soft cores, which will be dwarfs. Their concentration index LF is
similar to their Hubble type LF. The same is seen here.
The bimodality supports the idea that concentrated, early spectral
type, red, high Se´rsic index galaxies correspond to the early mor-
phological types. If this is the case then the Gaussian LF idea is
also consistent with the LF plots bivariate with concentration index,
eClass, reference frame colours and Se´rsic index. These all show
LFs for the early-types which could be Gaussian with a rise at faint
magnitudes, rising to a Schechter function for later types. The idea
is also supported by the LF bivariate with absolute Petrosian radius,
which shows steeply declining faint-end slopes which become less
steep for galaxies smaller than ∼2.5 h−1 kpc.
Whatever processes cause the bimodality do not, however, show
up in the LF subdivided by absolute effective SB. However, it may
well be the case that the sum of two bivariate distributions is still
required and that, unlike the Choloniewski function, the relation
between the mean of the distribution on the SB axis must be a
non-linear function of absolute magnitude to fit the lack of varia-
tion in the peak SB at bright magnitudes followed by dimming at
fainter levels. At fainter levels the two distributions could diverge
and thus reproduce the broadening seen. It may even be the case
though that to get a formally good fit in the χ2 sense requires the
distribution to be able to change width in the SB axis as a function
of absolute magnitude. If the Schechter function is also required
to be a dual power law or Schechter plus Gaussian the number of
parameters to fit rises to around 20. This may be impractical, at
which point one would want to consider summing perhaps a greater
number of simpler physically motivated functions, becoming more
akin to semi-analytic models. These functions might be based on
the Kormendy relation for bulges (Kormendy 1977), Freeman’s law
for discs (Freeman 1970), or the more recent relation of de Jong
& Lacey (2000), and a relation for dwarf spheroids such as that in
Mateo (1998). Another possibility is that central SB may better dis-
tinguish between spirals and ellipticals than the absolute effective
SB used here.
A useful way to connect observations to simulations is the con-
ditional LF, that is, the luminosity distribution of galaxies in a dark
matter halo. Cooray & Milosavljevic´ (2005) construct the Schechter
form of the galaxy LF using a model in which the central massive
galaxies in haloes are distributed with a lognormal scatter and the
satellite galaxies, where the total galaxy luminosity is greater than
the central galaxy, are a power law. This predicts that the faint end
of the LF is determined by the galaxies in low mass haloes and
should have a slope independent of colour selection or band. If this
was combined with a prescription for predicting SB then one might
be able to predict the bivariate LFs presented here. This could be
done by relating the absolute half-light radius to the dimensionless
spin parameter of the dark matter halo (Peebles 1969), as done by
several studies (e.g. Fall & Efstathiou 1980; Dalcanton, Spergel &
Summers 1997). If the same dark matter haloes are used for both
models then one could predict the BBD, at least for discs. Relations
of the haloes to other galaxy properties could similarly predict the
other bivariate LFs, perhaps along the lines of, for example, Mo
et al. (2004). However, our results show an LF faint end that does
depend on the colour, so further comparison of observations and
theory is clearly important.
The conclusion from various studies is that the two physical pro-
cesses are likely to be merger to form spheroids and accretion on
to discs to give the star formation. In the sense that we see the bi-
modal early-red versus late-blue population, our results support this
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conclusion. To test the ideas further requires bulge-to-disc decompo-
sition and quantitative comparison with simulations incorporating
the ideas discussed above, as well as the future work detailed below.
However, there is likely to be more to the story than simply merg-
ers and accretion. For example, pseudo-bulges (e.g. Kormendy &
Kennicutt 2004) resemble bulges in disc galaxies but are formed
due to internal (secular) evolutionary processes. Thus the relative
importance of secular evolution on the observables discussed here
is a further avenue of investigation. Also, for example, none of the
morphologies here take into account the presence of bars, which are
important in a secular evolution sense, if not in larger scale environ-
ment (e.g. van den Bergh 2002). There is then the question of more
complex light profiles such as the core–Se´rsic model of Graham
et al. (2003), types that do not fit the classifications used here such
as cD galaxies, higher redshifts and so on.
Important follow-up work to the work presented in this paper is
to more rigourously separate the dwarf and giant galaxies in the LF,
to apply reliable bulge-to-disc decomposition and to fit functional
forms to the two underlying distributions. More refined structural
parameters than those used to generate the Main Galaxy Sample
such as fully Se´rsic-based measurements using elliptical isophotes
should be used. Here dust-obscuration is addressed by simply re-
quiring that the axis ratio is less than that for an E7 elliptical galaxy,
therefore excluding edge-on spiral discs that are highly reddened
by internal extinction. Multiwavelength data could improve this,
for example matches to SWIRE (Lonsdale et al. 2003) data would
be less affected. One could also match to GALEX (Martin et al.
2005) data to extend to the UV for the star formation.
8 C O N C L U S I O N S
The conclusions of this paper are as follows.
The LF is measured bivariate with various galaxy properties from
the SDSS and its associated value-added catalogues. The properties
are eyeball morphological type, neural network morphological type,
inverse concentration index CI inv, the Se´rsic index of the light pro-
file, absolute effective SB, the reference frame colours u − r, g −
r, r − i and r − z, the absolute Petrosian 90 per cent radius of the
galaxy, eClass PCA spectral type, the stellar mass and the 5 surface
density of galaxies. Some of the parameters plotted here are new in
the context of a bivariate LF, and for those that have previously been
studied, the trends seen are confirmed at high signal-to-noise ratio.
This is the largest number of parameters studied in one framework
for a bivariate LF.
The SDSS is one of the best data sets currently available for
this work, and the large sample combined with CCD photometry
is ideal for precision bivariate LFs, enabling division of the galaxy
population into numerous smaller samples, each of which is still
highly statistically significant. In addition, the SWML estimator
used is well known and has been shown to be a good estimator.
The magnitudes are K-corrected for each individual galaxy using
the well-tested K-corrected code written for the SDSS by Blanton
et al. (2003b).
The K-corrections do not take into account galaxy evolution or
the effects of reddening due to dust, however we restrict the sam-
ple to galaxies at z < 0.15 and those with an isophotal axis ratio
less than 10/3 to minimize these effects. Near-infrared data sets of
comparable size to the SDSS should improve the situation.
The variation of the LF with all of the parameters is highly sig-
nificant, both in shape and normalization, except for 5 where the
LF does not change significantly in shape and the normalization is
arbitrary.
The bivariate LFs are consistent with an early-type, bright, con-
centrated, red population and a late-type, faint, less concentrated,
blue, star-forming population. This idea of bimodality has been ex-
plored by others as it suggests two major underlying physical pro-
cesses, which in agreement with other studies we conclude are likely
to be mergers leading to bulges and accretion on to discs. The bi-
modality is considered further in B06 in the context of galaxy colour
and morphology as a function of environment.
The various morphological measures are consistent, with the
Se´rsic index showing the same broad trends as the CI inv, eyeball
and neural network morphological type.
The overall patterns of the LFs in the four colours u − r, g − r,
r − i and r − z are similar, as are those for the other six from the
SDSS ugriz bands. The main change is the increased star formation
in the bluer bands and the corresponding lack of bimodality in the
redder bands.
The LF bivariate with absolute galactic radius shows a steeply
declining faint-end slope which becomes flat then rising for the
smallest galaxies, supporting the idea that it is the small galaxies
which cause the LF to be shaped like a Schechter function.
The LF bivariate with galaxy stellar mass shows a tight correla-
tion of higher mass for brighter magnitude, with Gaussian LFs, as
expected as the luminosity is used in the calculation of the stellar
mass.
The LF bivariate with 5 surface density of galaxies shows little
variation in shape over a large range in density from that in a cluster
core to the field, being of power-law form throughout. Further work
would be needed to quantify the variation that is seen.
No definitive conclusion is reached as to whether the underlying
LFs for individual types are Gaussian or Schechter, due to the pos-
sibility of type mixing. This is particularly prominent in the LFs
bivariate with eyeball morphological type assigned by the neural
network, as those for the normal galaxies E, S0, and spirals might
be expected to be Gaussian but if type mixing is present this causes
them to tend towards the overall LF, which is well fit by a Schechter
function. The idea is supported by the LFs bivariate with absolute
galactic radius and to a lesser extent by Se´rsic index, concentration
index, spectral type and colours (the bimodality suggests that these
correspond to similar galaxy populations). However, the plots are
also consistent with Schechter functions with more or less steeply
declining faint-end slopes. Further work would be required to inves-
tigate the effect of blue spheroidals, which mimic faint red galaxies
in morphology but have bluer colours.
It may be that the morphology of whole galaxies, particularly Sa–
Sc spirals, is an intrinsically ‘fuzzy’ measure, so that the Gaussian
LFs will not be seen. However, the contamination may be from dwarf
galaxies so an important step is to separate these from the normal
galaxies and determine their LF separately. The LF by absolute
galactic radius is a step towards this but the next step should be using
the azimuthally averaged light profiles available for all galaxies
in the SDSS. Similarly, further work would be required to see to
what extent the faint-end upturns seen in some of the LF slices are
real.
Some of the LFs are fitted with analytical functions, which are
generally poor fits, probably due to this detail being beyond that
reproducible by a simple function. An example is the fit of the
Choloniewski function to the BBD in which the fit may need to also
allow for a variation in the width of the Gaussian with SB, and a
possibly non-linear relation between mean absolute magnitude and
mean SB, which results in the addition of two parameters to the
six already present. The poor fit is also seen in Driver et al. (2005),
where it is interpreted in terms of the diverging trends of bulges and
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discs with decreasing SB. The fitting method used is easily extended
to any of the other bivariate LFs presented here.
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A P P E N D I X A : C O M P L E T E N E S S M A P S
For each result in which the second LF parameter does not require
spectroscopy, that is, TJPG, TANN, CI inv, and n, the completeness
maps for the bins used in the LF SWML estimate are shown in
Figs A1–A4. The parameters are therefore selected with the explicit
cuts implied by the extent of their axes on these maps. For μR50
we show the completeness as a function of apparent SB in Fig. A5.
Maps for the other parameters are shown as a function of apparent
magnitude. With the exception of TJPG, which is selected from a
smaller area with much higher spectroscopic coverage, the overall
completeness will generally not exceed the ratio of the spectroscopic
areal coverage to that of the imaging over the whole survey. This is
about 70 per cent, from 4783 or 4681 deg2 versus 6851 or 6670 deg2
for the VAGC and the CAS, respectively. In general, the complete-
ness will be lower, due to further objects being masked out for the
various reasons described above. The maps give an indication of
the possible extent of biases in the LFs due to incompleteness in
spectroscopy.
Whilst these maps show the completeness in spectroscopy com-
pared to selected targets, they do not show incompletenesses in the
imaging compared to the true galaxy distribution. These will arise
if either the object is not detected, or it is masked out from the
photometry that is compared to the spectroscopy in the maps.
The photometric incompleteness due to SB selection effects is
investigated by Blanton et al. (2005c) for the ranges in apparent
SB and magnitude 18 < μapp < 24.5 and 14 < r < 17.5. They
process simulated galaxies with the same software used to process
the real DR2 imaging data. The effects of seeing, noise and sky
subtraction are included. At low SB, they find that the overall com-
pleteness drops below 90 per cent around μapp > 22, reaching 50
per cent at μapp = 23.4 and 0 at μapp = 24.3. This drop is fairly
uniform over the whole range in r. At the bright end, there is slight
incompleteness (90 per cent) for dim high-SB objects (μapp < 19
and r > 17), ascribed to the star/galaxy separator misclassifying the
objects as stars in marginal seeing. There is more substantial in-
completeness for bright high-SB objects, the overall completeness
dropping to 80 per cent for μapp > 18.5 and 64 per cent for μapp =
18.2. This is ascribed to the explicit SB cut in the Main Galaxy Sam-
ple to eliminate binary stars (Section 2.1). The overall fraction of
galaxies affected by incompleteness at the faint end is small because
the numbers observed drop well before the completeness drops.
At the bright end, objects will be missed either through being
shredded into smaller objects by the deblender or, as mentioned,
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by being misclassified as an object other than a galaxy. Besides the
marginal seeing example mentioned, in recent years evidence has
also emerged for a class of galaxies, ultracompact dwarfs (UCDs,
e.g. Phillipps et al. 2001), which are affected by this. Again any
effect on the overall LF for the apparent magnitude range in-
vestigated in this paper is unlikely to be significant because, as
Figure A1. Completeness values for the bivariate luminosity–TJPG distribution. The top left-hand panel shows the function in a similar manner to the upper
panels of Figs 1–13. The top right-hand panel and bottom left-hand panel show the completeness as a function of apparent magnitude and TJPG, respectively.
The bottom right-hand panel shows the V/Vmax statistic. The selection boundaries are the edges of the plot on both axes.
Figure A2. As Fig. A1 but for TANN.
shown by Blanton et al. (2005c), few objects are observed in this
regime.
The VAGC quality flag rejects objects which are bad deblends in
the ranges z < 0.01 and Mr − 5 log h > −15. Most bad deblends
are likely to be fragments of large galaxies and would therefore be
within this range, being both nearby due to the apparent size of the
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Figure A3. As Fig. A1 but for CI inv.
Figure A4. As Fig. A1 but for Se´rsic index n.
galaxy in which they are contained and intrinsically faint due to
their small mass and therefore light compared to a galaxy. Objects
without a spectrum will not be in the range but will also not be
shown in the LF.
Strauss et al. (2002) show that in the range −23 < μapp <
−24.5, 35 per cent of the objects are bad deblends after applying their
local versus global sky value cut. Therefore objects that are in this
35 per cent but not in the range rejected by the quality flag may re-
main in the LFs presented here. Accurately quantifying the number
of objects for which this is the case would require detailed inspection
of images in large numbers of LF bins, which is beyond the scope of
this paper. Here we inspect the images for some of the outlying bins
C© 2006 The Authors. Journal compilation C© 2006 RAS, MNRAS 373, 845–868
 at U
niversity of Sussex on June 9, 2014
http://m
nras.oxfordjournals.org/
D
ow
nloaded from
 
868 N. M. Ball et al.
Figure A5. As Fig. A1 but for μR50 .
and plot the LF slices (but not the grey-scale) only for bins contain-
ing more than 20 galaxies, for which any contamination is small.
Bad deblends are therefore unlikely to cause any significant biases
in the overall LFs. An exception is again made for TJPG, where the
cut is five galaxies per bin, because these were manually inspected
for outliers by the JPG and so the shot noise becomes the limiting
factor.Objects missed altogether by the survey will mean that we are
not measuring the true LF. However, studies (e.g. Hayward, Irwin &
Bregman 2005) have shown that low-SB galaxies do not contribute
significantly to the luminosity density of the Universe, particularly
in the range of brightness we study here. Similarly, UCDs have
absolute magnitudes of −13  MB  −11 (Drinkwater et al. 2000)
and so would not enter into our LFs.
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