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Введение 
На текущий момент в задачах классификации, детектирования, локализации объектов 
на изображениях или видео сформировался стандарт в основе которого лежит сверточная 
нейронная сеть. Архитектура искусственных нейронных сетей, была предложена Яном Ле-
куном для эффективного распознавания изображений. В ее основа имеет биологически прав-
доподобную структуру, использующую некоторые особенности зрительной коры, в которой 
были открыты так называемые простые клетки, реагирующие на прямые линии под разными 
углами, и сложные клетки, реакция которых связана с активацией определенного набора 
простых клеток. Фактически, идея сверточных сетей заключается в чередовании сверточных 
слоев и слоев подвыборки.  
Название архитектура сети получила из-за наличия операции свертки, суть которой в 
том, что каждый фрагмент изображения умножается на ядро свертки поэлементно, а резуль-
тат суммируется и записывается в аналогичную позицию выходного изображения. 
На сегодняшний день существует достаточно большое количество алгоритмов, успено ре-
шающих задачи семантической сегментации и использующие сверточную архитектуру [1, 2].  
Однако большинство моделей достаточно тяжелы с точки зрения использования их в 
системах реального времени и для обработки видеопотока. 
Исходя из представленного выше, была поставлена задача разработать и реализовать 
алгоритм, позволяющий распознавать и сегментировать объекты на изображении с приемле-
мым качеством и эффективностью. 
 
 
Рис. 1. Пример архитектуры сети (SegNet)[1] 
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Рис. 2. Пример архитектуры сети (DecoupledNet) [2] 
В данной работе представлен алгоритм сегментации использующего в основе компакт-
ную сверточную сеть(Fully convolutional network) в сочетании c CRF. С целью повышения 
качества работы алгоритма решено использовать несколько сверточных сетей объединённых 
в композицию. В качестве активационной функции была использована параметризованная 
ReLU. Особенностью реализации алгоритма также является ее исполнение в формате с поло-
винной точностью без существенной потери в качестве по сравнению с оригинальным (с 
одиночной точностью) исполнением.  
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