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Abstract
In this paper the approach via time-map is used to investigate the existence of periodic solutions for
second order equation with time-dependent potential. Our theorem generalized the results obtained
by Ding, Habets, Omari and Zanolin which are for time-independent potential and relate the behavior
of the primitive of the nonlinearity with respect to the Fucˇik spectrum of the periodic problem.
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1. Introduction, statement of the main result
In this paper, we consider the existence of T -periodic solutions for second order equa-
tion
x ′′ + g(t, x) = 0, (1.1)
where g : [0, T ] × R → R is a continuous function.
Periodic solution for Eq. (1.1) has been widely studied in the literature for its signif-
icance with respect to various models arising from applied sciences. The classical works
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The crucial assumption in these works is the following nonresonant condition:(
2π
T
)2
(n− 1)2 <p  lim inf|x|→∞
g(t, x)
x
 lim sup
|x|→∞
g(t, x)
x
 q <
(
2π
T
)2
n2 (1.2)
for n ∈ N, which related the spectrum of the linear operator
L :x → −(x ′′ + λx)
with T -periodic boundary condition.
In [3–6], T. Ding and F. Zanolin developed a nonlinear method based on phase–plane
analysis. They deal with the equation with time-independent potential
x ′′ + g(x) = p(t) (1.3)
as a forced perturbation of the nonlinear autonomous equation
x ′′ + g(x) = 0. (1.4)
Denote by x− < 0 < x+ the two zeros of G(x) = ∫ x0 g(s) ds. Then
τ (h) = τ (x−, x+) = √2
∣∣∣∣∣
x+∫
x−
ds√
G(x)−G(s)
∣∣∣∣∣ (1.5)
is the minimal period of the periodic solution x(t) of autonomous equation (1.4) with
periodic orbit y2/2 +G(x) = h, where y = x ′ and h = G(x±). There are many interesting
and sharp results by using the properties of the time map τ (·) as (1.5) (see [2–6,11,12,14]
and references therein). These results used nonresonance condition for time map instead
of (1.2) and permit g(x)/x cross resonant points (2π/T )2n, n ∈ N, or even asymmetric
nonlinearity.
Our goal in this paper is to investigate the periodic solution for second order equation
with time-dependent potential via time map. Our main result shows that time map plays
crucial role for existence of periodic solutions at resonance both in forced second order
equation and second order equation with time-dependent potential.
Recall that in [3] Ding and Zanolin proved the existence of T -periodic solution of (1.3)
provided that a kind of nonresonance condition for time map
[τ− + τ+, τ− + τ+] ∩
{
T
n
: n ∈ N
}
= ∅, (1.6)
where
τ± = lim inf
x→±∞ τ (0, x), τ
± = lim sup
x→±∞
τ (0, x).
We will generalize above result for Eq. (1.3) to the equations with time-dependent po-
tential. In [10] and [7], Habets, Omari and Zanolin introduced a nonresonance condition
related the behavior of the primitive of the nonlinearity with respect to the Fucˇik spectrum
of the periodic problem for Eq. (1.3). We will show later that these nonresonance condition
on the primitive of the nonlinearity implies our nonresonance condition in Theorem 1.1.
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other approach.
Consider auxiliary equations
x ′′ + gm(x)= 0, (1.7)
x ′′ + gM(x) = 0, (1.8)
where gm,gM are continuous. Their time map is denoted by τm(0, x) and τM(0, x), respec-
tively. Moreover, we denote
(τm)
± = lim sup
x→±∞
τm(0, x), (τM)± = lim inf
x→±∞τM(0, x),
and suppose that
0 < (τM)±  (τm)± < +∞,
respectively.
We have the following
Theorem 1.1. Suppose that
(1) lim|x|→∞ sgn(x)gm(x) = +∞;
(2) lim inf|x|→∞(g(t, x)/gm(x))  1, lim sup|x|→∞(g(t, x)/gM(x))  1, uniformly for
t ∈ [0, T ];
(3) T/(n + 1) (τM)− + (τM)+  (τm)− + (τm)+  T/n for some n ∈ N;
(4) There is a sequence {x+l } with x+l → +∞ as n → ∞, such that
T
n + 1 + δ  (τM)− + τM
(
0, x+l
)
 (τm)− + τm
(
0, x+l
)
 T
n
− δ, (1.9)
or there is a sequence {x−l } with x−l → −∞ as n → ∞, such that
T
n + 1 + δ  (τM)+ + τM
(
0, x−l
)
 (τm)+ + τm
(
0, x−l
)
 T
n
− δ (1.10)
for some δ > 0.
Then Eq. (1.1) possesses at least one T -periodic solution.
Remark 1. As in [2], our result is valid for the Caratheodory assumptions by using some
modifications, that is we can suppose that g : [0, T ] × R → R satisfy the Caratheodory
condition, namely g(·, x) measurable, g(t, ·) continuous for a.e. t ∈ [0, T ], and for every
r > 0, there is a measurable function hr , such that∣∣g(t, x)∣∣ hr(t) for |x| r and a.e. t ∈ [0, T ].
Remark 2. As the consequences of our result, we can check following examples.
• If g(t, x) = g(x) − p(t), where p(t) is continuous and T -periodic. Let gm(x) =
gM(x)= g(x). Then Theorem 1.1 is a generalization of the main theorem in [3].
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(f1) n
2  lim inf
x→±∞
g(x)
x
 lim sup
x→±∞
g(x)
x
 (n+ 1)2,
(F1) n
2 < lim sup
x→+∞
2G(x)
x2
and lim inf
x→+∞
2G(x)
x2
< (n+ 1)2.
(f1) implies (3) in Theorem 1.1 and (F1) implies that there is δ1 > 0 and two se-
quences {al} and {bl} such that
2
(
G(al)−G(s)
)

(
(n+ 1)2 − δ1
)(
a2l − s2
)
for 0 s  al,
2
(
G(bl)−G(s)
)
 (n2 + δ1)
(
b2l − s2
)
for 0 s  bl,
from which it follows that
τ (0, al)
T
n + 1 − δ1 and τ (0, bl)
T
n + δ1
by the analysis in [6]. Moreover τ (·) is continuous, thus there is a constant δ and a
sequence {x+l } such that
T
n + 1 + δ  τ
(
0, x+l
)
 T
n
− δ.
Therefore, (F1) implies (4) in Theorem 1.1. The argument for asymmetric potential is
similar. Hence, our theorem is the generalization of the main result in [10] and [7].
• Assume g0(x) satisfy that
lim sup
x→±∞
∣∣∣∣g0(x)x
∣∣∣∣ n + 12 and lim infx→+∞
G0(x)
x2
 n
4
.
Then there is a sequence {x+l } such that
G0
(
x+l
)−G0(s) n3
((
x+l
)2 − s2) for 0 s  x+l .
Let
g+(x) =
(
n2 + n+ 1
2
)
x + g0(x), g−(x) =
(
n2 + n+ 1
2
)
x − g0(x).
Then we can get that for Eq. (1.1) with g−(x)  g(t, x)  g+(x) for all t, x that the
assumptions of Theorem 1.1 are satisfied. This is an example with time-dependent
potential which are not suitable for above quoted results.
Remark 3. Our approach is more geometric compare with that in [10] and [7]. We use
some analysis for time map and the proof base on a continuation lemma developed by
Capietto et al. [1]. Moreover, our approach can be used to discuss the equation with other
kind of potential like superquadratic potential.
The rest of the paper is organized as follows. In Section 2, we will state and prove
some lemmas which are about the elastic property of solution and the estimation of the
time between two consecutive zeros of T -periodic solution. Then, we give the proof of
Theorem 1.1 in Section 3.
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Consider equation
(Eλ)
{
x ′ = y,
y ′ = −(λg(t, x)+ (1 − λ)(gm(x)+ η(y))),
where 0 λ 1, η(y) is a continuous function with yη(y) > 0 and |η(y)| 1 for y 	= 0.
We have following elastic property for the solutions of above equation.
Lemma 2.1. Suppose that
(1) lim|x|→∞ sgn(x)gm(x) = +∞;
(2) There is d > 0, such that∣∣gm(x)∣∣+ 1 sgn(x)g(t, x) for |x| d and all t ∈ [0, T ].
Then for any n ∈ N and ρ > 0, there exists r > 0, such that for any solution xλ(t) of
Eq. (Eλ) with∣∣x ′λ(t0)∣∣+ ∣∣xλ(t0)∣∣ r,
we have that
(1) Either∣∣x ′λ(t)∣∣+ ∣∣xλ(t)∣∣ ρ for t ∈ [t0, t0 + T ]
or there exists t˜ ∈ (t0, t0 + T ), such that∣∣x ′λ(t)∣∣+ ∣∣xλ(t)∣∣ ρ for t ∈ [t0, t˜ ]
and xλ(t) has at least 2n zeros in [t0, t˜ ].
(2) For |x ′λ(t)| + |xλ(t)| ρ, we have
θ ′λ(t) < 0,
where θλ(t) = arg(x ′λ(t)/xλ(t)).
Proof. Let
rλ(t) =
((
x ′λ(t)
)2 + (xλ(t))2)1/2.
From Eq. (Eλ), we have
θ ′λ(t) =
1
r2λ(t)
(−x ′λ(t)yλ(t) + y ′λ(t)xλ(t))
= 1
r2λ(t)
(−(x ′λ(t))2 − (λg(t, xλ(t))+ (1 − λ)(gm(xλ(t))+ η(x ′λ(t))))xλ(t)).
Thus, we can choose ρ0 > 0, such that (2) holds for ρ  ρ0.
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parameter y0, meeting y-axis again at (0, y∗0 ), such that
y0 → +∞ ⇔ y∗0 → −∞, (2.1)
and
min
(x,y)∈Γ (y0)
√
x2 + y2 → +∞ ⇔ max
(x,y)∈Γ (y0)
√
x2 + y2 → +∞. (2.2)
Moreover, Γ (y0) divides x-positive half plane into two parts. We denote I (Γ (y0)) by the
one which contains origin O , and O(Γ (y0)) another one. Then any solution (xλ(t), x ′λ(t))
of (Eλ) starting from O(Γ (y0)) cannot meet I (Γ (y0)) before it meets y-axis.
We construct Γ by connecting four curves Γi , i = 1,2,3,4, which will be described
later. Without losing the generality, we suppose
sgn(x)gm(x)+ 1 sgn(x)g(t, x) sgn(x)gM(x)
for |x| d and all t ∈ [0, T ]. Let
M = max{λ∣∣g(t, x)∣∣+ (1 − λ)(∣∣gm(x)∣∣+ 1) | 0 t  T , 0 x  d, 0 λ 1}.
Then ∣∣∣∣dydx
∣∣∣∣
(Eλ)
∣∣∣∣ My
for those xλ(t) satisfying 0 xλ(t) d . Now let
Γ1: y2 − y20 = −3Mx, 0 x  d.
Then ∣∣∣∣dydx
∣∣∣∣
(Eλ)
∣∣∣∣< 3M2y =
∣∣∣∣dydx
∣∣∣∣
Γ1
∣∣∣∣
which implies that any solution (xλ(t), x ′λ(t)) cannot cross Γ1 from above to underside.
Let y1 be such that y21 − y20 = −3Md and denote by
Γ2: 12y
2 +G+(x) = y
2
1
2
, d  x G−1+
(
y21
2
)
, y  0,
where G+(x)=
∫ x
d g+(s) ds, g+(x) sup0t2π |g(t, x)|. It is easy to see that
dΓ2
dt
∣∣∣∣
(Eλ)
= yy ′ + g+(x)x ′
= y(λ(g+(x)− g(t, x))+ (1 − λ)(g+(x)− gm(x)− η(y)))> 0,
which means any solution (xλ(t), x ′λ(t)) cannot cross Γ2 from right side to left side.
Next let
Γ3: 1y2 +Gm(x) = Gm
(
G−1+
(
y21
))
, d  x G−1+
(
y21
)
, y  0,2 2 2
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∫ x
d (gm(s)− 1) ds. Then
dΓ3
dt
∣∣∣∣
(Eλ)
> 0,
thus any solution (xλ(t), x ′λ(t)) cannot cross Γ3 from right side to left side.
Finally, let
Γ4: y2 −
(
y∗0
)2 = 3Mx, 0 x  d,
where y∗0 is chosen such that (y∗0 )2 + 3Mx = 2Gm(G−1+ (y21/2)). Then Γ (y0) =
⋃4
i=1 Γi
has the property as described above.
Choose y0 so large such that
min
(x,y)∈Γ (y0)
√
x2 + y2 > r,
then for
ρ > max
(x,y)∈Γ (y0)
√
x2 + y2,
any solution xλ(t) of (Eλ) with |x ′λ(t0)| + |xλ(t0)| ρ has one zero before it meet Br :={(x, y): x2 + y2  r}.
By repeating above argument, we have proved the lemma. 
Lemma 2.2. Given equation
x ′′ + (g(x)+ φ(x))= 0. (2.3)
Denote by τφ(0, x) it’s time map. Suppose that
lim|x|→∞
φ(x)
g(x)
= 0.
Then
∀ε > 0, ∃xε > 0, such that
∣∣τφ(0, x)− τ (0, x)∣∣< ε for |x| xε.
Proof. We just prove the lemma in the case of x → +∞. The discussion for x → −∞ is
similar. Choose ε1 be satisfied that∣∣(√1 ± ε1 )−1 − 1∣∣< ε/4.
For this ε1, we have x1 > 0, such that
φ(x) ε1g(x) for x  x1. (2.4)
Let x2  x1 be large enough such that∣∣∣∣∣
x1∫
0
ds√
G(x)+Φ(x)−G(s)−Φ(s)
∣∣∣∣∣+
∣∣∣∣∣
x1∫
0
ds√
G(x)−G(s)
∣∣∣∣∣<
ε
4
for x  x2, (2.5)
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(1 − ε1)
(
G(x)−G(s))G(x)+Φ(x)−G(s)−Φ(s) (1 + ε1)(G(x)−G(s))
for x  s  x1. Then
x∫
x1
ds√
(1 + ε1)(G(x)−G(s)) 
x∫
x1
ds√
G(x)+Φ(x)−G(s)−Φ(s)

x∫
x1
ds√
(1 − ε1)(G(x)−G(s)) ,
which combined with (2.5) shows that
τ (0, x)− 3ε
4
<
1√
1 + ε1 τ (0, x)−
ε
2
 τφ(0, x)
1√
1 − ε1 τ (0, x)+
ε
2
 τ (0, x)+ 3ε
4
for x  x2.
The lemma is thus proved. 
In the following we will prove that |t1 − t2| (τM)±/2 for any two consecutive zeros
t1, t2 of T -periodic solution xλ(t) of (Eλ) with |xλ(t)| + |x ′λ(t)| ρ, ρ  1 for t ∈ [t1, t2].
Thus any T -periodic solution xλ(t) of (Eλ) with |xλ(t0)| + |x ′λ(t0)|  r , r  1 has only
finite simple zeros in [0, T ) by using Lemma 2.1. Moreover, we can assume, without losing
the generality, that
gm(x)+ 1 g(t, x) gM(x)− 1 for t ∈ [0, T ] and all x  0
when estimating |t1 − t2| for those xλ(t) with xλ  0, |xλ(t)| + |x ′λ(t)|  ρ, ρ  1 for
t ∈ [t1, t2] and assume that
gM(x)+ 1 g(t, x) gm(x)− 1 for t ∈ [0, T ] and all x  0
when estimating |t1 − t2| for those xλ(t) with xλ  0, |xλ(t)| + |x ′λ(t)|  ρ, ρ  1 for
t ∈ [t1, t2] by using Lemma 2.2.
Lemma 2.3. For any small positive number ε, there exists u∗ > 0 independent of λ, such
that for any T-periodic solution xλ(t) of (Eλ), we have
(τM)+ − ε < t2 − t1 < (τm)+ + ε for xλ(t) > 0, t ∈ [t1, t2], (2.6)
(τM)− − ε < t2 − t1 < (τm)− + ε for xλ(t) < 0, t ∈ [t1, t2], (2.7)
where t1, t2 are two consecutive zeros of xλ(t) with∣∣x ′λ(ti )∣∣> u∗, i = 1,2.
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(τM)+ − ε2  τm(0, x) (τm)
+ + ε
2
for x  x3. (2.8)
From Lemma 2.2 we can choose u∗ > 0 so large such that for any T -periodic solution
xλ(t) of (Eλ) with
x ′λ(t1) > u∗, x ′λ(t2) < −u∗, xλ(t1) = x(t2) = 0,
and
xλ(t) > 0 for t ∈ (t1, t2),
we have xλ(t∗) = maxt1tt2 xλ(t) x3, then t∗ is the zero of x ′λ(t) in (t1, t2), moreover
x ′λ(t) > 0 for t ∈ (t1, t∗) and x ′λ(t) < 0 for t ∈ (t∗, t2).
Consider Hm(t) = Gm(xλ(t))+ (yλ(t))2/2 with Gm(x) =
∫ x
0 (gm(s)− 1) ds. We have
H ′m(t) =
(
gm
(
xλ(t)
)− 1)x ′λ(t)+ yλ(t)y ′λ(t)
= (gm(xλ(t))− 1)yλ(t)+ yλ(t)(−λg(t, xλ(t)))
− (1 − λ)(gm(xλ(t))+ η(yλ(t)))
= yλ(t)
(−λg(t, xλ(t))+ λgm(xλ(t))+ λη(yλ(t))− 1 − η(yλ(t))) 0
for t ∈ [t1, t∗]. Thus
Gm
(
xλ(t)
)+ 1
2
(
yλ(t)
)2 Gm(xλ(t∗)),
which means
x ′λ(t) = yλ(t)
√
2
(
Gm
(
xλ(t
∗)
)−Gm(xλ(t)))1/2.
Therefore
x ′λ(t)√
2(Gm(xλ(t∗))−Gm(xλ(t)))1/2
 1 for t ∈ [t1, t∗].
Integrating on [t1, t∗], we have
t∗ − t1 
xλ(t
∗)∫
0
ds√
2(Gm(xλ(t∗))−Gm(xλ(t))) =
1
2
τm
(
0, xλ(t∗)
)+ o(1). (2.9)
A similar argument shows that
x ′λ(t)√
2(Gm(xλ(t∗))−Gm(xλ(t)))
−1 for t ∈ [t∗, t2].
Then
t2 − t∗ 
xλ(t
∗)∫
ds√
2(Gm(xλ(t∗))−Gm(xλ(t)))1/2
= 1
2
τm
(
0, xλ(t∗)
)+ o(1). (2.10)
0
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t2 − t1  τm
(
0, xλ(t∗)
)+ o(1) (τm)+ + ε
for |xλ(t)|  1 which follows from u∗  1 by using Lemma 2.2. Using similar discussion
for HM(t) = GM(xλ(t)) + (yλ(t))1/2/2 with GM(x) =
∫ x
0 (gM(s) + 1) ds we can obtain
that
t2 − t1  τM
(
0, xλ(t∗)
)
 (τM)+ − ε.
(2.6) is thus proved. the proof of (2.7) is similar to that for (2.6). 
Now consider T -periodic solution xλ(t) with max0tT xλ(t) = x+l or min0tT xλ(t)
= x−l under the assumption (4) in Theorem 1.1. As in the proof of Lemma 2.3, we have
Lemma 2.4. Suppose that (1.9) hold. Then
τM
(
0, x+l
)− δ
2
< t2 − t1 < τm
(
0, x+l
)+ δ
2
, (2.11)
where t1, t2 are two consecutive zeros of T -periodic solution xλ(t) with
xλ(t
∗) = max
0tT
xλ(t) = x+l , t1 < t∗ < t2, l large enough.
If (1.10) hold, then
τM
(
0, x−l
)− δ
2
< t2 − t1 < τm
(
0, x−l
)+ δ
2
(2.12)
for two consecutive zeros t1, t2 of T -periodic solution xλ(t) with
xλ(t
∗) = min
0tT
xλ(t) = x−l , t1 < t∗ < t2, l large enough.
3. The proof of Theorem 1.1
Now we are in position to prove Theorem 1.1. The proof of Theorem 1.1 is based on
the following continuation lemma (see [2, Theorem 2 and its proof]).
Lemma 3.1. Consider one-parameter family of the equations
u′′ + f (t, u,u′;λ) = 0, λ ∈ [0,1], (3.1)
where f : R × R2 ×[0,1]→ R is continuous and T -periodic in t such that f (t, u,u′;0)=
f0(u,u′). Denote by n(u) := card(Zu) and Zu := u−1(0)∩ [0, T ). Let d > 0 be such that
f (t, u,0;λ)u > 0, ∀t ∈ [0, T ], λ ∈ [0,1] and |u| d,
and suppose that
(j0) ∃R0 > 0: ‖x‖∞ R0 for each T -periodic solution of u′′ + f0(u,u′) = 0;
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min
t∈[0,T ]
{∣∣u(t)∣∣+ ∣∣u′(t)∣∣} r1 ⇒ ‖u‖∞  r2; (3.2)
(j2) ∀k ∈ Z+, ∃{c(k)l } with liml→∞ c(k)l = +∞ and there is an index l∗k such that
max
t∈[0,T ]
u(t) 	= c(k)l , l  l∗k ,
for every T -periodic solution u of (3.1) with n(u) = 2k, or
min
t∈[0,T ]u(t) 	= −c
(k)
l , l  l
∗
k ,
for every T -periodic solution u of (3.1) with n(u) = 2k.
Then equation u′′ + f (t, u,u′;1)= 0 has at least one T -periodic solution.
Assume g(t, x) is continuous, if necessary, we can use the compact argument as in [4]
to obtain the uniqueness of the solution for the Cauchy problem.
Let xλ(t) be the solution of (Eλ). By using Lemma 2.1, we have ρ > 0, such that
θ ′λ(t) < 0 for those t with |x ′λ(t)| + |xλ(t)|  ρ. Moreover, there exists r > 0, such that
if xλ(t) starts from t = t0 with |x ′λ(t0)| + |xλ(t0)|  r , then |x ′λ(t)| + |xλ(t)|  ρ for t ∈[t0, t0 + T ] or xλ(t) has at least 2n+ 4 zeros in [t0, t0 + t˜ ], where t˜ ∈ (t0, t0 + T ) satisfies
|x ′λ(t)| + |xλ(t)| ρ for t ∈ [t0, t˜ ].
Suppose xλ(t) is a T -periodic solution starts from t = t0 with |x ′λ(t0)| + |xλ(t0)|  r ,
such that ρ  u∗ as showed in Lemma 2.3. Then Lemmas 2.3 and 2.1 implies∣∣x ′λ(t)∣∣+ ∣∣xλ(t)∣∣ ρ for t ∈ [t0, t0 + T ].
Moreover, xλ(t) moves clock-wise turn in outside of disc Bρ := {|x| + |y| ρ}. Thus the
number of it’s zeros in [t0, t0 + T ) must be even.
Let t1, t2, . . . , t2l , t2l+1 = t1 + T be 2l + 1 zeros of xλ(t), x ′λ(t1) > 0. Then Lemma 2.3
shows that
(τM)+ − ε < t2 − t1 < (τm)+ + ε,
(τM)− − ε < t3 − t2 < (τm)− + ε,
...
(τM)− − ε < t2l − t2l−1 < (τm)+ + ε,
(τM)+ − ε < t2l+1 − t2l < (τm)− + ε,
from which it follows that
l
(
(τM)+ + (τM)− − 2ε
)
< t2l+1 − t1 = T < l
(
(τm)
+ + (τm)− + 2ε
)
.
From (3) in Theorem 1.1, we have
l
(
T − 2ε
)
< T < l
(
T + 2ε
)
.n + 1 n
372 D. Qian / J. Math. Anal. Appl. 294 (2004) 361–372Thus l = n+1 or l = n if ε small enough. Moreover, if xλ(t) is the T -periodic solution with
max0tT xλ(t) = x+l and t1, t2 are two consecutive zeros with t1 < t∗ < t2, xλ(t∗) = x+l ,
then Lemma 2.4 shows that
τM
(
0, x+l
)− δ
2
< t2 − t1 < τm
(
0, x+l
)+ δ
2
for l large enough.
Thus
l
T
n + 1 −
(2l − 1)ε
n+ 1 +
δ
2
< T < l
T
n
+ (2l − 1)ε
n
− δ
2
.
This is a contradiction if we let ε < δ/8.
Let u = x , f (t, u,u′;λ) = −(λg(t, u) + (1 − λ)(gm(u) + η(u′))). Then f0(u,u′) =
−gm(u) − η(u′) and equation u′′ + gm(u) + η(u′) = 0 has no T -periodic solution except
constant solution. Moreover, for any k ∈ N, let c(k)l = x+l or −c(k)l = x−l . Then all condi-
tions in Lemma 3.1 are satisfied. Hence the proof for the existence of T -periodic solution
for (1.1) is completed by using Lemma 3.1. 
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