The fact that the first variation of a variational functional must vanish along an extremizer is the base of most effective solution schemes to solve problems of the calculus of variations. We generalize the method to variational problems involving fractional order derivatives. First order splines are used as variations, for which fractional derivatives are known. The Grünwald-Letnikov definition of fractional derivative is used, because of its intrinsic discrete nature that leads to straightforward approximations. 
Introduction
Fractional calculus of variations and fractional optimal control deal with dynamic optimization problems that may depend on some fractional differential equations or involve some fractional operators, e.g., Riemann-Liouville fractional integrals and derivatives and Caputo fractional derivatives [1] . The most common approach to solve such problems consists in using indirect methods: instead of working directly with the functional, one seeks necessary or sufficient conditions that extremizers must fulfill. These conditions are often expressed by Euler-Lagrange type equations [1] [2] [3] . By solving such fractional differential equations, one obtains possible solutions for the optimiza-tion problem. The main disadvantage that rises from such approach, as it is frequently noted, is that solving analytically those equations is, in many situations, impossible [4] . To overcome the problem, numerical methods are applied [5] [6] [7] . The most common procedure is to apply numerical techniques to the fractional differential equations and find an approximation to the extremals. For example, one can approximate the fractional differential equations by an ordinary system and apply known techniques from numerical analysis to solve such systems. In this paper we follow a different approach by neglecting the necessary optimality conditions, and working directly with the functional.
If is an extremizer of a given variational functional J, the first variation of J evaluated at , along any variation η, must vanish. With a discretization on time, we write a system of equations, being able to solve the initial problem. The advantage of this procedure, when compared with a discretization method directly on the functional, is that for different variation functions, one deduce different systems.
We deal with the Riemann-Liouville fractional derivative of order α ∈ (0 1) of an integrable function : [ ] → R, which is defined (see e.g. [8] ) by the integral
where Γ(·) is the Gamma function, that is,
but similar techniques can be applied successfully to functionals depending on other types of fractional derivatives. For instance, using the relation between the RiemannLiouville and the Caputo fractional derivatives,
a similar method can be applied to solve fractional variational problems in the Caputo sense. A regular discretization = + , = 0 , over time, with a fixed parameter > 0 sufficiently small, is considered, and we approximate D α by the following finite sum, which is a first order approximation for the Riemann-Liouville derivative [9] :
where
Throughout the text, the accuracy of each approximation is measured using the maximum norm. Suppose that is an approximation for ( ) on mesh points , = 0 . The error caused by the approximation is indicated by E and is computed by
A numerical method to the fractional calculus of variations
The problem under consideration is stated in the following way: find the extremizers of ] → R is a variation function, i.e., η( ) = η( ) = 0, then the first variation of J at , with the variation η, whatever choice of η is taken, must vanish:
Using an integration by parts formula for fractional derivatives and the Dubois-Reymond lemma, Riewe [10] proved that if is an extremizer of (2), then
(see also [11] ). This fractional differential equation is called an Euler-Lagrange equation. For the state of the art on the subject we refer the reader to the recent book [1] . Here, instead of solving such Euler-Lagrange equation, we apply a discretization over time and solve a system of algebraic equations. The procedure has proven to be a successful tool for classical variational problems [12, 13] .
The discretization method is the following. Let ∈ N be a fixed parameter and = − . If we define = + , = ( ), and η = η( ) for = 0 , the integral (3) can be approximated by the sum
To compute the fractional derivative, we replace it by the sum as in (1), and to find an approximation for on mesh points one must solve the equation
For different choices of η, one obtains different equations.
Here we use simple variations. More precisely, we use first order splines as the set of variation functions:
for = 1 − 1. We remark that conditions η ( ) = η ( ) = 0 are fulfilled for all , and that η ( ) = 0 for = and η ( ) = 1. The fractional derivative of η at any point is also computed using approximation (1):
Using η , = 1 − 1, and equation (4), we establish the following system of − 1 algebraic equations with − 1 unknown variables
The solution to (6), if exists, gives an approximation to the values of the unknown function on mesh points . We have considered so far the so called fundamental or basic problem of the fractional calculus of variations [1] . However, other types of problems can be solved applying similar techniques. Let us show how to solve numerically the isoperimetric problem, that is, when in the initial problem the set of admissible functions must satisfy some integral constraint that involves a fractional derivative. We state the fractional isoperimetric problem as follows. Assume that the set of admissible functions are subject not only to some prescribed boundary conditions, but to some integral constraint, say 
for some constants λ 0 and λ to be determined later. Next, it can be proven that F satisfies the fractional EulerLagrange equation and that in case the extremizer does not satisfies the Euler-Lagrange associated to , then we can take λ 0 = 1 (cf. [14] ). In conclusion, the first variation of F evaluated along an extremal must vanish, and so we obtain a system similar to (6) , replacing L by F . Also, from the integral constraint, we obtain another equation derived by discretization that is used to obtain λ:
Illustrative examples
We show the usefulness of our approximate method with three problems of the fractional calculus of variations.
Basic fractional variational problems

Example 1.
Consider the following variational problem: to minimize the functional 2 5) 1 5 2 subject to the boundary conditions (0) = 0 and (1) = 1. It is an easy exercise to verify that the solution is the function ( ) = 2 . We apply our method to this problem, for the variation (5). The functional J does not depend on and is quadratic with respect to the fractional term. Therefore, the first variation is linear. The resulting algebraic system from (6) is also linear and easy to solve: Discretizing the first variation as discussed above, leads to a nonlinear system of algebraic equations. Its solution, using different step sizes, is depicted in Figure 2 . F . An extra unknown, λ, is present in the new setting, that is obtained by discretizing the integral constraint, as explained in Section 2. The solutions to the resulting algebraic system, with different step sizes, are given in Figure 3 
An isoperimetric fractional variational problem
