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ASSEMBLING LIE ALGEBRAS FROM LIEONS.
1
A.M.Vinogradov
1 Levi-Civita Institute, 83050 Santo Stefano del Sole (AV), Italia.
Abstract. If a Lie algebra structures g on a vector space is the sum of a family of
mutually compatible Lie algebra structures gi, we say that g is simply assembled
from gs’s. By repeating this procedure several times one gets a family of Lie
algebras assembled from gs’s. The central result of this paper is that any finite
dimensional Lie algebra over R or C can be assembled from two constituents, called
≬- and ⋔-lieons. A lieon is the direct sum of an abelian Lie algebra with a 2-
dmensional nonabelian Lie algebra or with the 3-dimensional Heisenberg algebra.
Some techniques of disassembling Lie algebras are introduced and various results
concerning assembling-disassembling procedures are obtained. In particular, it is
shown how classical Lie algebras are assembled from lieons and is obtained the
complete list of Lie algebras, which can be simply assembled from lieons.
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1. Introduction
According to the modern view, matter is of a compound nature. The con-
stituents, elementary particles, are characterized by their symmetry properties.
Since these properties are formalized in terms of Lie algebras, one may hypothe-
size that the compound nature of matter is somehow mirrored in the structure of
symmetry algebras. This and some other similar considerations lead to a suspicion
that Lie algebras possess, in a sense, compound structure. The study, some results
of which are presented in this paper, was motivated by this question. The main
result we have found is that finite dimensional Lie algebras over R and C are made
from two ”elementary particles”, which we call lieons.
Obviously, prior to approaching “elementary particle theory” of “Lie matter” the
exact meaning of “made from” in the context of Lie algebras should be established.
A suggestion of how it could be done comes from Poisson geometry. Namely, from
the one hand, a Lie algebra is naturally interpreted as a linear Poisson structure on
its dual. On the other hand, it is natural to think that a Poisson structure/bivector
P is “made from” Poisson structures P1 and P2, if P = P1 + P2. In such a case P1
and P2 are called compatible. So, by translating this idea into the language of Lie
algebras we get the following.
Lie algebra structures [·, ·]1 and [·, ·]2 on a vector space V are compatible, if
[·, ·]1 + [·, ·]2 is a Lie algebra structure as well. If a Lie algebra structure [·, ·] is
presented in the form
[·, ·] = [·, ·]1 + · · ·+ [·, ·]m
with mutually compatible structures [·, ·]i’s, we speak of a disassembling of [·, ·],
i.e., that [·, ·] is “made from” [·, ·]i’s. Note that compatibility is not a transitive
notion. Hence it has sense to go ahead by disassembling all compounds [·, ·]i. This
way we get a 2-step disassembling of [·, ·], and so on. The central result of this
paper states that any n-dimensional Lie algebras can be in this sense disassembled
up to lieons ≬n and ⋔n, called ≬- and ⋔-lieons, respectively. Here ≬n=≬ ⊕γn−2 and
⋔n=⋔ ⊕γn−3 with γm standing for the m-dimensional abelian Lie algebra, ≬ for
a non-abelian 2-dimensional algebra (all such algebras are isomorphic) and ⋔ for
the 3-dimensional Heisenberg algebra. For instance, the algebra u(2) = so(3) can
be disassembled into 3 pieces each of which is equivalent to ⋔. Speculatively, one
4might interpret this fact by saying that u(2), the symmetry algebra of nucleons,
is composed of 3 ⋔-lieons, each of them is the symmetry algebra of a hypothetical
particle called, say, “quark”, etc. We, however, do not discuss eventual physical
applications in this paper by concentrating only on purely mathematical questions.
The concept of compatible Poisson structures originates in F.Magri’s work [11]
on bihamitonian systems, and was subsequently developed and exploited by many
authors in the context of integrable systems and Poisson geometry. However, as
far as we know, it was not systematically studied in theory of Lie algebras. Also,
it worth mentioning that translation of techniques and constructions of Poisson
geometry into context of Lie algebras is very useful, and we exploit this possibility
at full scale. This is why some parts of this paper are dedicated to necessary
elements of Poisson geometry.
The contents, results and organization of the paper are as follows. Generalities
concerning differential forms, multivector fields and Schouten bracket formalism we
need are collected in section 2. Here we recall notions of compatibility of Poisson
and Lie algebra structures and discuss their simplest properties.
Modularity properties of Poisson and Lie algebra structures are considered in
section 3. Here we specify the general compatibility conditions for unimodular
Poisson structures and as a result prove that the Lie rank of an unimodular Lie
algebra is strictly lesser than its dimension. Then we show that a Poisson structure
P can be disassembled into unimodular and completely non-unimodular parts. The
Poisson bivector corresponding to the non-unimodular part is Pν ∧ Ξ = [[P, νΞ]]
where Ξ is the modular vector field of P and Ξ(ν) = 1, ν ∈ C∞(M). This bivector
is of rank two (if nontrivial) and characterized by the property that its unimodular
part is trivial.
The second part of section 3 is dedicated to the matching problem: what are
different (up to equivalence) ways to assemble Poisson structures from given ones.
This problem in full generality seems to be very difficult. By this reason, we restrict
ourself to a particular case of two completely non-unimodular structures. It turns
out that even in this case equivalent classes of matchings are labeled by functional
parameters (proposition 3.13).
The result and constructions concerning modular disassembling of Poisson struc-
tures are then adopted to Lie algebras in section 4. In particular, we call modular
Lie algebras whose Poisson bivector is completely non-unimodular and show that by
subtracting from a Lie algebra a suitable modular algebra one gets an unimodular
algebra. The structure of modular Lie algebras is very simple. So, in this sense this
result reduces the study of general Lie algebras to unimodular ones. Here we also
discuss compatibility conditions for modular and unimodular Lie algebras, and, in
particular, show that semisimple and modular Lie algebras are incompatible. In the
second part of this section the matching problem for modular Lie algebras is solved.
In contrast with general Poisson structures, this problem admits a complete solu-
tion. Essentially, matchings of modular Lie algebras are labeled by representations
of 2-dimensional algebras (see theorem4.1).
Section 5 is central in the paper. Here we prove that any finite dimensional
Lie algebra over an algebraically closed ground field of zero characteristic, or over
R can be assembled from lieons (theorems 5.1 and 5.2). The proof of this result
naturally splits into “solvable” and “semisimple” parts, and we show that any
solvable algebra over arbitrary ground field of characteristic zero can be assembled
5from lieons (proposition 5.2). This part of the proof is rather simple. On the
contrary, the “semisimple” one is more delicate. As a preliminary step, we reduce
this part to the problem of disassembling abelian extensions of simple algebras.
The last problem is, essentially, a question on representations of simple Lie al-
gebras, and as such could be analyzed on the basis of the well-known description
of them. However, such an approach would be rather cumbersome and hardly in-
structive, if not to say “amoral”. Moreover, the fact of compound structure of Lie
algebras seems to be more fundamental than classification of simple Lie algebras
and their representations and, by this reason, must logically precede it. By all
these reasons we have chosen another approach. It is based on the stripping proce-
dure (see subsection 5.3), which reduces the problem to representations of simplest
algebras, i.e., simple algebras without proper nonabelian subalgebras. Simplest al-
gebras do not exists over an algebraically closed ground field of zero characteristic.
The only simplest algebra over R is so(3). This is, at the end, why the assembling-
from-lieons theorem was proven in these two cases. In this connection it is worth
mentioning that the reduction to representations of simplest algebras is based on
representations of sl(2).
Besides the proof of these two main theorems, some useful disassembling tech-
niques are also developed in section 5. Being mostly interested to some applications
to differential geometry and theoretical physics we have been initially restricted in
this paper to ground fields R and C. But it turned out that many of developed here
constructions and techniques works well for arbitrary ground fields too. In partic-
ular, they indicate possible approaches to the assembling-from-lieons problem for
arbitrary fields. They are briefly discussed at the end of this section.
In section 6 we study first level Lie algebras, i.e., the algebras that can be assem-
bled from lieons in one step. With this purpose, we analyze compatibility conditions
of two lieons and show that these can be expressed in a purely geometrical manner,
namely, in terms of the relative position of subspaces carrying centers and derived
algebras of lieons in question. One of consequences of this fact is that the structure
of first level algebras does not depend on the ground field in the sense that it is
described exclusively in terms of the above-mentioned subspaces. The results of
this sections are used in section 8 where we study the “chemistry” of a special class
of Lie algebras, called coaxial.
How to assemble classical Lie algebras from ⋔-lieons over arbitrary ground fields
of characteristic zero is shown in section 7. A remarkable fact is that this can
done in no more than 4 steps. More exactly, all simple 3-dimensional Lie algebras
can be directly assembled from 3 ⋔-lieons, i.e., in one step. Simple algebras of
higher dimensions require at least 2 steps. For instance, orthogonal algebras can
be assembled from ⋔-lieons in 2 steps.
Sections 8 and 9 are dedicated to a natural question: what are all possible com-
binations of mutually compatible lieons. Informally speaking, we ask what are sim-
ple “molecules”, which can be synthesized from lieons. Essentially, this question
is equivalent to the classification problem: what are maximal families of mutually
compatible lieons. We solve a simplified version of this problem, when only coaxial,
i.e., naturally related with a chosen base lieons are considered. This version is not
only interested by itself but also gives useful hints toward the general “chemistry”
of Lie algebras. The result we have obtained looks encouraging. Namely, it turned
out that maximal families of mutually compatible coaxial lieons, called clusters, are
6composed of structural groups surrounded by casings and connected by connectives
like in the usual chemistry.
The distribution of the material in these two sections is such that in the first
of them we introduce basic techniques and necessary terminology, and solve the
problem for clusters composed only of ⋔-lions, or only of ≬-lieons. In the second
one we describe general clusters and on this basis describe the structure of coaxial
Lie algebras. In particular, it turns out that the semisimple part of a coaxial algebra
consists of 3-dimensional simple algebras, and the derived series of its solvable part
is of length ≤ 3. Here we also give some examples of infinite-dimensional Lie
algebras assembled from lions.
In conclusive section 10 we briefly discuss some problems and perspectives of the
theory we have started in this paper.
2. Preliminaries
In this section we collect necessary for the sequel facts concerning the calculus of
multivectors and differential forms, Poisson geometry, compatibility of Poisson and
Lie algebra structures, etc, and fix the notation. More details concerning material
reported in this section the reader will find in [2, 15]. Everything in this article is
assumed to be smooth.
2.1. Multivectors and differential forms. We use M for an n–dimensional
manifold and
(1) D∗(M) =
⊕
k≥0Dk(M) for the exterior algebra of multivectors on M ,
D(M) = D1(M) for the C
∞(M)–module of vector fields on M , and “ ∧ ”
for the wedge product in D∗(M);
(2) [[·, ·]] for the Schouten bracket in D∗(M);
(3) Λ∗(M) =
⊕
k≥0 Λ
∗(M) for the exterior algebra of differential forms on M
and “ ∧ ” for the wedge product in it;
If S is a Z-graded object, say, a multivector, then we use (−1)...S... (resp.,
(−1)...S¯...) for (−1)...degS... (resp., (−1)...(degS−1)...). For instance, if P ∈ Dk(M)
and Q ∈ Dl(M), then (−1)PQ¯ = (−1)k(l−1) and (−1)P+Q¯ = (−1)k+l−1. This nota-
tion makes the formulas that involve signs of Z-graded objects, more readable. In
particular, graded anticommutativity and Jacobi identity for the Schouten bracket
reads
[[P,Q]] = −(−1)P¯ Q¯[[Q,P ]] (1)
(−1)P¯ R¯[[P, [[Q,R]]]] + (−1)R¯Q¯[[R, [[P,Q]]]] + (−1)Q¯R¯[[Q, [[R,P ]]]] = 0 (2)
Denote by Hgr Λ∗(M) the totality of graded R–linear operators acting on the
graded space Λ∗(M) and by [·, ·]gr the graded commutator of such operators. An
operator ∆ ∈ Hgr Λ∗(M) is a (graded) differential operator over Λ∗(M) if
[ω0, [ω1, . . . , [ωk,∆]
gr, . . . , ]gr]gr = 0, ∀ωo, ω1, . . . , ωk ∈ Λ∗(M),
where ω′is are understood to be left multiplication operators.
Insertion of a multivector Q ∈ Dk(M) into a differential form ω ∈ Λl we denote
by Q⌋ω ∈ Λl−k, and by iQ : Λ∗(M)→ Λ∗(M) the operator ω 7→ Q⌋ω, i.e., iQ(ω) =
Q⌋ω. Obviously,
iP ◦ iQ = iP∧Q and [iP , iQ]gr = 0, P,Q ∈ D∗(M).
7The correspondence Q ⇔ iQ identifies the algebra D∗(M) with the algebra of
C∞(M)–linear differential operators over Λ∗(M). More exactly, these operators
of order k correspond to k–vectors. In terms of this identification the Schouten
bracket is described by the formula
i[[P,Q]] = [[iP , d]
gr , iQ]
gr = −(−1)degQ[iP , [iQ, d]gr ]gr, P,Q ∈ D∗(M). (3)
The Lie derivative operator along a multivector Q is defined as
LQ = [iQ, d]
gr : Λ∗(M)→ Λ∗(M) (4)
and (3) reads
i[[P,Q]] = [LP , iQ]
gr = −(−1)Q[iP , LQ]gr. (5)
Here the following useful formula should be mentioned:
[iQ, LX ]
gr = iLX(Q), X ∈ D(M), Q ∈ D∗(M), (6)
where LX(Q) = [[Q,X ]].
The liezation operation L : Q 7→ LQ is a (graded right) derivation of the algebra
D∗(M):
LP∧Q = iP ◦ LQ + (−1)QLP ◦ iQ. (7)
Another useful interpretation of the Schouten bracket is easily derived from (5) and
(7):
i[[P,Q]] = (−1)QLP∧Q − (−1)QiP ◦ LQ − (−1)P¯QiQ ◦ LP . (8)
A convenient coordinate-wise descriptions of the above operations is as follows.
Let x = (x1, . . . , xn) be a local chart onM . Instead of the standard local expression
Q =
∑
1≤i1<···<ik≤n
ai1,...,ik(x)
∂
∂xi1
∧ · · · ∧ ∂
∂xin
, Q ∈ Dk(M),
we shall use
Q =
∑
1≤i1<···<ik≤n
ai1,...,ik(x)ξi1 . . . ξin (9)
assuming that the variables ξi’s anticommute, i.e., ξiξj = −ξjξi. This allows one to
introduce “partial derivatives” ∂∂xi and
∂
∂ξi
acting on skew-commutative polynomi-
als (9) in ξi’s. Namely, the first of them just acts on coefficients ai1,...,ik(x), while
the second is C∞(M)-linear and commutes with the multiplication by ξj operator
by the rule ∂∂ξi ◦ ξj + ξj ◦ ∂∂ξi = δij . In these terms the Schouten bracket reads
[[P,Q]] = −
∑
i
(
∂P
∂xi
∂Q
∂ξi
+ (−1)P ∂P
∂ξi
∂Q
∂xi
)
. (10)
In particular, by introducing the operator XP : D∗(M) → D∗(M), XP (Q) =
[[P,Q]], we have
XP = −
∑
i
(
∂P
∂xi
∂
∂ξi
+ (−1)P ∂P
∂ξi
∂
∂xi
)
. (11)
82.2. Poisson manifolds. Recall that Poisson structure on a manifold M is a Lie
algebra structure on the R– vector space C∞(M)
(f, g) 7→ {f, g} ∈ C∞(M), f, g ∈ C∞(M),
which at the same time is a biderivation, i.e.,
{fg, h} = f{g, h}+ g{f, h} and {f, gh} = g{f, h}+ h{f, g}.
P ∈ D2(M) is a Poisson bivector if [[P, P ]] = 0. The formula
{f, g} = P (df, dg), f, g ∈ C∞(M).
establishes one-to-one correspondence between Poisson bivectors and Poisson struc-
tures on M . The Poisson bracket associated this way with the Poisson bivector P
will be denoted by {·, ·}P .
A Poisson manifold is nondegenerate, if the corresponding Poisson bivector is
nondegenerate, i.e., the correspondence
γP : Λ
1(M)→ D(M), ω 7→ P (ω, ·),
is an isomorphism of C∞(M)–modules. γP naturally extends to an homomorphism
of exterior algebras still denoted
γP : Λ
∗(M)→ D∗(M).
It is an isomorphism if P is nondegenerate. In this case γP (P ) ∈ Λ2(M) is a
symplectic form on M . This way the class of nondegenerate Poisson manifolds is
identified with the class of symplectic manifolds.
The Poisson differential
∂P : D∗(M)→ D∗+1(M), ∂P (Q) = [[P,Q]],
associated with a Poisson bivector P supplies D∗(M) with a cochain complex struc-
ture. The vector field
Pf
def
= ∂P (f) = [[P, f ]] = −γP (df) = −df⌋P (12)
is called P–Hamiltonian corresponding to the Hamiltonian function f.
The following definition is central for this paper.
Definition 2.1. Poisson structures P1 and P2 on a manifold M are called com-
patible if P1 + P2 is a Poisson structure as well.
Proposition 2.1. Poisson structures P1 and P2 are compatible if one of the fol-
lowing equivalent conditions holds:
(1) [[P1, P2]] = 0;
(2) sP1 + tP2, s, t ∈ R, is a Poisson structure ∀s, t;
(3) the bracket {·, ·} = s{·, ·}P1 + t{·, ·}P2 , s, t ∈ R, is a Lie algebras structure
on C∞(M);
(4) ∂P1 +∂P2 is a differential in D∗(M), or, equivalently, ∂P1∂P2 +∂P2∂P1 = 0.
Proof. The first assertion directly follows from [[P1+P2, P1+P2]] = 2[[P1, P2]], while
(2) - (4) are obvious consequences of it. 
92.3. Lie algebras. In the literature the term ”Lie algebra” is commonly used in
two different meanings, namely, either as a concrete Lie algebra structure on a
vector space, or as an isomorphism class of such structures. In various situations
in this paper this distinction is essential and we will use ”Lie algebra structure”
instead of ”Lie algebra” in an ambiguous in this sense context.
Lie algebra structures will be denoted by bold Fraktur characters, say, g,h, etc.
The symbol |g| refers to the supporting g vector space. We use square brackets, if
necessary with various indexes, for Lie product operations.
Let g be a Lie algebra over a ground field k and V = |g|. A Lie algebra structure
is naturally defined in the algebra k(V ∗) of polynomials on V ∗ = Homk(V,k).
Namely, denoting by fv the linear function on V
∗ corresponding to v ∈ V , we
define the “Poisson bracket” {·, ·} on linear functions by putting
{fv, fw} def= f[v,w], v, w,∈ V,
and extend it onto the whole algebra as a biderivation. This construction remains
valid for any larger algebra A ⊃ k(V ∗) with the property that any derivation of
k(V ∗) uniquely extends to A. For instance, C∞(V ∗) is such an algebra if k = R.
We shall refer to the so-defined Lie algebra as the Poisson structure on the dual to
the Lie algebra g. The corresponding Poisson bivector on V ∗ will be denoted Pg.
Let {ei} be a basis in V . Put xi = fei . Then
{f, g} =
∑
i,j,k
ckijxk
∂f
∂xi
∂g
∂xj
(13)
where ckij are structure constant of g in the considered basis, and
Pg =
∑
i,j,k
ckijxkξiξj . (14)
Poisson structures of the form Pg have linear coefficients in any cartesian chart on
V ∗ and vice versa. By this reason they are also called linear. If Q ∈ D∗(W ) is
a linear, i.e., with linear in a cartesian chart coefficients, multivector on a vector
space W , then
Qθ = [[Xθ, Q]], θ ∈W,
where Qθ is the value of Q at θ and Xθ is the corresponding to θ constant vector
field on W . This observation is useful when dealing with linear Poisson structures.
Let g1 and g2 be Lie algebra structures on a k-vector space V and [·, ·]1, [·, ·]2
the corresponding Lie products. The following is the analogue of definition 2.1 for
Lie algebras.
Definition 2.2. Lie algebra structures g1 and g2 are called compatible if [·, ·] def=
[·, ·]1,+[·, ·]2 is a Lie product in V .
The Lie algebra structure on V defined by the Lie product [·, ·]1,+[·, ·]2 will be
denoted by g1 + g2 . Obviously, we have
Proposition 2.2. Lie algebra structures g1 and g2 on V are compatible if and only
if the corresponding Poisson structures on V ∗ are compatible. 
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2.4. Lie rank of Poisson manifolds and Lie Algebras. Recall that a bivector
field Q ∈ D2(M) generates a distribution (with singularities) on M . This distri-
bution is defined as a C∞(M)–submodule DQ(M) of D(M) generated by vector
fields Qf = df⌋Q, f ∈ C∞(M).
Geometrically, DQ(M) may be viewed as a family of vector spaces M ∋ x 7→
△Q(x) ⊂ TxM on M where the subspace △Q(x) ⊂ TxM is generated by vectors of
the form Qf,x ∈ TxM, ∀f ∈ C∞(M). The function
M ∋ x 7→ rankQ(x) def= dim△Q(x)
is, obviousely, lower semicontinous with values in even integers. In particular,
rankQ(x) is is locally constant except a thin closed subset in M and reaches its
maximum valiue, say 2k, in an open domain of M . The number k is uniquely
characterized as the number such that Qk 6= 0 and Qk+1 = 0 (here Qi stands
for i-th wedge power of Q). Alternatively, 2k is equal to a maximal number of
independent vector fields of the form Qf . Below we shall also deal with polinomial
(Poisson) bivectors on a k–linear space V, and the above-said remains valid in this
context as well. In particular, in this case bivectors have the same rank almost
everywhere except an algebraic subveraiety of V.
Definition 2.3. 1) A bivector field Q is said to be of rank 2k if
Qk 6= 0, Qk+1 = 0
2) A Lie algebra is said to be of Lie rank 2k if the associated linear Poisson bivector
on its dual is of rank 2k.
Example 2.1. If n = 2k+ ǫ, ǫ = 0, 1, then the direct sum of k copies of the non-
commutative 2-dimensional Lie algebra and the 1-dimensional algebra, if ǫ = 1, is
an n-dimensional Lie algebra of maximal Lie rank 2k.
If Q is a Poisson bivector, then [Qf , Qg] = Q{f,g}, i.e., the distribution DQ(M)
is a Frobenius one. Locally maximal integral submanifolds of DQ(M) constitute
the canonical symplectic foliation of M associated with Q (see [14, 18]). If Q = Pg,
then the leaves of this foliation are orbits of the coadjoint representation of g.
3. Modularity of Poisson and Lie algebra structures
In this section we introduce and study a splitting of a Poisson or a Lie algebra
structure into unimodular and non-unimodular parts. This splitting is canonical up
to a gauge transformation and reduces, in a sense, the study of general Poisson or
Lie algebras structures to unimodular ones. The central in this construction are
notion of modular vector field and modular class introduced by J.-L. Koszul [8]. In
survey [9] the reader will find an extensive bibliography about.
3.1. Unimodular Poisson structures. If ω ∈ Λn(M) is a volume from, then the
map
Q 7→ Q ⌋ω, Q ∈ D∗(M),
which we shall call ω-duality, is an isomorphism between C∞(M)–modules D∗(M)
and Λ∗(M). In particular, the (n−2)–form α = αP,ω = P ⌋ω, ω-dual to the Poisson
bivector P , completely characterizes this bivector.
Proposition 3.1. P ∈ D2(M) is a Poisson bivector on M if and only if
d(P ⌋α) = 2P ⌋dα with α = P ⌋ω. (15)
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Proof. Formula (5) for P = P1 = P2 can be rewritten as
LP∧P − 2iP ◦ LP = i[[P,P ]]
and hence
LP∧P (ω)− 2P ⌋LP (ω) = [[P, P ]] ⌋(ω) (16)
On the other hand, by (4), we have
LP (ω) = −d(P ⌋ω) = −dα (17)
and
LP∧P (ω) = −d((iP∧P )(ω)) = −d(P ⌋(P ⌋ω)) = −d(P ⌋α)
With these substitutions (16) takes the form
d(P ⌋α)− 2P ⌋ dα = −[[P, P ]] ⌋ω
Finally, observe that Q = 0⇔ Q ⌋ω = 0 for any Q ∈ D∗(M). 
Definition 3.1. A Poisson structure on M is called unimodular with respect to ω
(shortly, ω–unimodular) if LP (ω) = 0.
Proposition 3.2. A Poisson structure P is unimodular if and only if one of the
following relations holds
(1) dα = 0 with α = P ⌋ω;
(2) LPf (ω) = 0, ∀ f ∈ C∞(M), i.e. Lie derivatives of ω along all P–
hamiltonian fields vanish.
Proof. In view of (17) the first assertion is obvious. Then, by applying (4), we
have
LPf (ω) = d(Pf ⌋ω) = −d((df ⌋P ) ⌋ω) = −d(df ∧ (P ⌋ω)) =
df ∧ d(P ⌋ω) = −df ∧ LP (ω)
i.e.
LPf (ω) = −df ∧ LP (ω) (18)
Since df ∧ ρ = 0, ∀ f ∈ C∞(M), implies ρ = 0 for a from ρ ∈ Λk(M), k < n, we
see that
LPf (ω) = 0, ∀ f ⇐⇒ df ∧ LP (ω) = 0, ∀ f ⇐⇒ LP (ω) = 0. 
Remark 3.1. In fact, formula (18) shows that unimodularity of P is guaranteed
by LPxi (ω) = 0, i = 1, . . . , n, for a local chart (x1, . . . , xn) on M.
Compatibility conditions for unimodular Poisson structures are simplified as fol-
lows.
Proposition 3.3. Let P1, P2, be ω-unimodular Poisson structures on M . They are
compatible if and only if LP1∧P2(ω) = 0.
Proof. Since LP1∧P2(ω) = 0 formula (8) applied to ω gives:
P1⌋LP2(ω) + P2⌋LP1(ω) + [[P1, P2]] ⌋ω = 0
Due to unimodularity of P1 and P2 this formula reduces to [[P1, P2]] ⌋ω = 0. which
is equivalent to [[P1, P2]] = 0. 
Corollary 3.1. Two ω–unimodular Poisson structures P1 and P2 are compatible
if P1 ∧ P2 = 0. 
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Corollary 3.2. Any two ω–unimodular Poisson structures on a 3-dimensional M
are compatible.
Remark 3.2. Condition LP1∧P2 = 0 implying, obviously, compatibility of P1 and
P2 is not, in fact, weaker than the condition P1∧P2 = 0, since LQ = 0 is equivalent
to Q = 0 for any Q ∈ D∗(M).
3.2. Lie rank of unimodular Lie algebras. The following example shows ex-
istence of unimodular odd-dimensional Lie algebras of maximal possible Lie rank,
i.e., of rank 2k if n = 2k + 1.
Example 3.1. Let (x1, x2, . . . , x2k+1) be a cartesian chart on V
∗, dim V = 2k+1.
The bivector
P = x2k+1(ξ1 ∧ ξ2 + · · ·+ ξ2k−1 ∧ ξ2k)
is a Poisson one as well as bivectors Ps = x2k+1(ξ2s−1 ∧ ξ2s, s = 1, . . . , k, of rank
one. Obviously, the rank of P is 2k, Ps’s are mutually compatible and P = P1 +
· · ·+Pk. So, Lie algebra structures g,g1, . . . ,gk on V corresponding P, P1, . . . , Pk,
respectively, are mutually compatible, g = g1+ · · ·+gk and the Lie rank of g is 2k.
Now we will show that the Lie rank of an unimodular Lie aldgebra can not
coincide with its dimension.
Proposition 3.4. If Q is an ω-modular Poisson structure on M of rank Q and
n = 2k, then Qk⌋ω = const 6= 0.
Proof. Since Q is a Poisson structure, then, according to (8), LQ2 = 2iQ ◦ LQ.
Inductively, one easily finds that
LQs = siQs−1 ◦ LQ, ∀s ≥ 2
If Qk 6= 0, then the function f = Qk⌋ω = (Qk, ω) is different from zero.
On the other hand, due to ω-unimodularity of Q, LQ(ω) = 0 and hence
df = d(Qk⌋ω) = LQk(ω) = kQk−1⌋LQ(ω) = 0. 
Corollary 3.3. The Lie rank of an unimodular Lie algebra is strictly lesser than
its dimension.
Proof. Let P be the associated linear Poisson bivector on V and dimV = 2k.
If k is the rank of P , then f = P k⌋ω = const 6= 0 where ω is a cartesian volume
form on V. This contradicts the fact that f is a homogeneous polynomial of order
k. 
3.3. Modular vector fields. Let ω be a volume form and P a Poisson vector on
M .
Definition 3.2. The vector field Ξ = ΞP,ω is uniquely defined by the relation
Ξ ⌋ω = d(P ⌋ω) (19)
and is called the modular vector field of P with respect to ω (shortly, ω–modular).
It follows from (17) and (18) that
LPf (ω) = df ∧ (Ξ ⌋ω)
On the other hand, 0 = Ξ ⌋(df ∧ ω) = Ξ(f)ω − df ∧ (Ξ ⌋ω). So,
LPf (ω) = Ξ(f)ω (20)
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i.e. Ξ(f) = divω(Pf ). In other words, ΞP,ω mesures divergence of P -hamiltonian
vector fields with respect to the volume from ω. This property was the original
definition of modular fields.
Proposition 3.5. The following relations hold for the modular field Ξ = ΞP,ω of
a Poisson structure P and its dual form α = αP,ω = P ⌋ω :
(i) LΞ(α) = 0
(ii) LP (dα) = 0
(iii) LP (α) = −Ξ ⌋α
(iv) LΞ(ω) = 0
(v) LΞ(P ) = [[P,Ξ]] = ∂P (Ξ) = 0
(vi) Pf ⌋ω = −df ∧ α;
(vii) [Ξ, Pf ] = PΞ(f).
Proof. First, we have LΞ(α) = d(Ξ ⌋α) + Ξ ⌋ dα. Since
Ξ ⌋α = Ξ ⌋(P ⌋ω) = P ⌋(Ξ ⌋ω) = P ⌋ dα
then, by (15),
d(Ξ ⌋α) = d(P ⌋ dα) = 1
2
d2(P ⌋α) = 0
On the other hand, Ξ ⌋ dα = Ξ ⌋(Ξ ⌋ω) = 0 This proves (i).
Similarly,
LP (dα) = [iP , d]
gr(dα) = −d(P ⌋ dα) = 0
This proves (ii).
In its turn (iii) directly results from (15):
LP (α) = [iP , d](α) = P ⌋ dα− d(P ⌋α) = −P ⌋ dα = −Ξ ⌋α
Concerning (iv) we have:
LΞ(ω) = d(Ξ ⌋α) = d2α = 0
To prove (v) it suffices to show that LΞ(P ) ⌋ω = 0. But according to (i) and (6)
we have
0 = LΞ(α) = LΞ(P ⌋ω) = −LΞ(P ) ⌋ω + P ⌋LΞ(ω) = −LΞ(P ) ⌋ω.
Now, a particular case of (3) is i[[f,P ]] = [[f, d]
gr, iP ]
gr = −[df, iP ], and one gets
(vi) by applying this relation to ω.
Finally, recall the general formula
LX(ρ ⌋Q) = −LX(ρ) ⌋Q+ ρ ⌋LX(Q)
with X ∈ D(M), Q ∈ Di(M), ρ ∈ Λj(M). By specifying it to X = Ξ, Q = P
and ω = dν one finds that
[Ξ, Pf ] = −LΞ(Pf ) = LΞ(df⌋P ) = −LΞ(df)⌋P + df⌋LΞ(P ).
Now the desired result follows from assertion (v) by observing that LΞ(df) = dΞ(f).

Additivity is an important property of ω–modular fields.
Proposition 3.6. If Poisson structure P1 and P2 are compatible and Ξ1,Ξ2 are
their ω–modular fields, respectively, then Ξ1+Ξ2 is the ω–modular field of P1+P2.
Proof. Straightforwardly from (20). 
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Corollary 3.4. If Pi, Ξi, i = 1, 2, are as above, then
LΞ1(P2) + LΞ2(P1) = 0 (21)
Proof. Directly from LΞ1(P1) = LΞ2(P2) = LΞ+Ξ2(P1 + P2) = 0 (proposi-
tion 3.5,(v)). 
3.4. ω–modular class. The following well-known fact describes dependence of the
ω–modular field on ω. For completeness we report a short proof of it.
Proposition 3.7. If ω′ = fω is another volume form on M , then
ΞP,fω = ΞP,ω − Pln |f | (22)
Proof. The vector field ΞP,fω is determined as solution of
ΞP,fω ⌋(fω) = dαP,fω (23)
By putting ΞP,fω = ΞP,ω + Y and noticing that αP,fω = P ⌋(fω) = fα where
α = αP,ω one may rewrite (23) in the form
fY ⌋ω = df ∧ α⇐⇒ Y ⌋ω = d(ln |f |) ∧ α
(f is nowhere zero, since fω is a volume form). Now proposition 3.5, (vi), shows
that Y = −Pln |f |. 
This result has the following cohomological interpretation. First, observe that
(proposition (3.5,(v))
∂P (Ξ) = [[P,Ξ]] = LΞ(P ) = 0,
i.e., Ξ is a 1-cocycle of the complex {D∗(M), ∂P }. Moreover, P–hamiltonian fields
are coboundaries of this complex, namely, Pg = ∂P (g). Hence proposition 3.7
yields:
Corollary 3.5. The cohomology class of the ω–modular field ΞP,ω in {D∗(M), ∂P }
does not depend on ω and, therefore, is well-defined by P . 
Definition 3.3. The ∂P -cohomology class of the ω-modular field is called the mod-
ular class of P .
Corollary 3.6. A Poisson structure P is ω–unimodular with respect to a volume
form ω if and only if its modular class vanishes. 
If P is nondegenerate, then (M,γP (P )) is a symplectic manifold. In this case
the isomorphism γP : D∗(M) → Λ∗(M) is also an isomorphism of complexes
{Λ∗(M), d} and {D∗(M), dP }. Therefore, if H1(M) = 0, then any nondegener-
ate Poisson structure on M is ω–unimodular with respect to a suitable volume
form ω.
3.5. Modular disassembling of a Poisson structure. Now we shall show that
the ω–modular vector field of a Poisson structure P allows one to disassemble this
structure, at least, locally, into two parts, one of which is ω–unimodular, while all
“ω–non– unimodularity” of P is concentrated the second part.
Proposition 3.8. Let Ξ be the ω–modular vector field of a Poisson structure P
and ν ∈ C∞(M) be such that Ξ(ν) = 1. Then
(1) Ξ ∧ Pν is a Poisson structure compatible with P ;
(2) LΞ∧Pν (ω) = −LP (ω);
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(3) P +Ξ ∧ Pν is an ω-unimodular compatible with P Poisson structure and ν
is a Casimir function of it;
(4) Pν ∧ Ξ = [[P, νΞ]] = ∂P (νΞ).
Proof. First, from proposition 3.5,(vii), we see that
[[Ξ, Pν ]] = [Ξ, Pν ] = −LΞ(dν⌋P ) = PΞ(ν) = P1 = 0.
Since the Schouten bracket is a graded biderivation of the exterior algebra D∗(M),
this implies
[[Ξ ∧ Pν ,Ξ ∧ Pν ]] = 0
i.e. Ξ ∧ Pν is a Poisson structure. By the same reason we have
[[P,Ξ ∧ Pν ]] = [[P,Ξ]] ∧ Pν − Ξ ∧ [[P, Pν ]]
The right hand side of this equality vanishes by proposition 3.5,(v), and the fact
that Pν ia a P–hamiltonian field. So, Ξ ∧ Pν is compatible with P.
To prove the second assertion we specify (7) to P = Ξ, Q = Pν and then apply
the result to ω:
LΞ∧Pν (ω) = Ξ ⌋LPν (ω)− LΞ(Pν ⌋ω)
Similarly, formula (6), specified to X = Ξ, Q = Pν and then applied to ω, gives
LΞ(Pν ⌋ω) = −LΞ(Pν) ⌋ω + Pν ⌋LΞ(ω)
By proposition 3.5,(v), (vii), LΞ(ω) = 0 and LΞ(Pν) = 0. Hence
LΞ∧Pν (ω) = Ξ ⌋LPν (ω)
On the other hand, according to (20), LPν (ω) = Ξ(ν)ω = ω and hence
LΞ∧Pν (ω) = Ξ⌋ω = dα = −LP (ω).
Next, ω–unimodularity of P + Ξ ∧ Pν directly follows from assertion (2), while
dν ⌋(P + Ξ ∧ Pν) = dν ⌋P + Ξ(ν)Pν = 0
proves that ν is a Casimir function of this structure.
The fact that ∂P is a graded derivation of the exterior algebra D∗(M) together
with Pν = [[P, ν]], [[P,Ξ]] = 0 (proposition 3.5, (v)) proves the last assertion. 
Thus P is presented as the sum
P = (P − Pν ∧ Ξ) + Pν ∧ Ξ (24)
of two compatible Poisson structures, one of which is ω-unimodular and another ω-
non-unimodular (if different from zero). Pν ∧Ξ is an ω-modular bivector associated
with P . Note that Pν ∧ Ξ is of rank 2 (if different from zero), i.e., is a smallest
possible ω–non–unimodular part of P . This may be interpreted as a canonical
disassembling of P into ω-unimodular and ω-non-unimodular parts.
Obviously, all ω-modular bivectors associated with P form an affine subspace in
D2(M) modelled on the subspace {Pf ∧ Ξ | Ξ(f) = 0}.
All ω-modular bivectors associated with P are compatible each other. Indeed,
by proposition 3.5, (viii), [Pf ,Ξ] = 0 if Ξ(f) = const. Since the Schouten bracket
is a graded biderivation of D∗(M), this implies
[[Pν ∧ Ξ, Pµ ∧ Ξ]] = 0 if Ξ(ν) = Ξ(µ) = 1.
It is remarkable that an ω-modular bivector coincides with its ω-non-unimodular
part, i.e., is completely ω-non-modular.
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Proposition 3.9. If P, ω,Ξ and ν are as above, then
(1) the ω–modular field of the Poisson structure Pν ∧ Ξ coincides with Ξ;
(2) if Ξ(µ) = 1, then (Pν ∧ Ξ)µ ∧ Ξ = Pν ∧ Ξ.
Proof. By definition (19), the first assertion is just an interpretation of proposi-
tion 3.8, (2). The second one follows from:
(Pν ∧ Ξ)µ = −dµ ⌋(Pν ∧ Ξ) = Ξ(µ)Pν − {µ, ν}Ξ 
So, in contrast to general Poison structures, the non-unimodular part of an ω–
modular bivector is unique, i.e. does not depend on the choice of a normalizing
function ν.
Denote by {·, ·}non (resp., {·, ·}uni) the Poisson bracket corresponding to the
ω-non-uni-modular (resp., ω-unimodular) part of P according to (24).Then
{f, g}non = {f, ν}Ξ(g)− {g, ν}Ξ(f).
If P–hamiltonian fields Pf and Pg are ω–divergenceless i.e., Ξ(f) = Ξ(g) = 0 (see
(20), then
{f, g}non = 0⇐⇒ {f, g}uni = {f, g}.
This shows that restriction of the bracket {·, ·}uni to the ω–divergenceless part of
the original Poisson structure does not depend on the choice of the normalizing
function ν (see (24)).
An abstract description of ω–modular bivectors is as follows.
Proposition 3.10. Let X,Ξ ∈ D(M) and the volume form ω ∈ Λn(M) be such
that
[X,Ξ] = 0, LΞ(ω) = 0, LX(ω) = ω (25)
Then P = X∧Ξ is a Poisson structure, which coincides with its ω–non–unimodular
part, and Ξ is the ω–modular field of it.
Proof. First, observe that conditions (25) implies independence of vector fields
X and Ξ. Since [[X ∧Ξ, X ∧Ξ]] = 2[X,Ξ]∧X ∧Ξ, the condition [X,Ξ] = 0 implies
that P is a Poisson structure. On the other hand, in view of (6), (7) and (25) we
have
LP (ω) = X ⌋LΞ(ω)− LX(Ξ ⌋ω) = LX(Ξ) ⌋ω − Ξ ⌋LX(ω) = −Ξ ⌋ω
This shows (see (17) and (19)) that Ξ is the ω–modular vector field of P .
Since X and Ξ commute, there exists, at least, locally, a function ν such that
Ξ(ν) = 1, X(ν) = 0. For such a function Pν = −dν⌋(X ∧ Ξ) = X, i.e., locally,
P = Pν ∧ Ξ and, therefore, P coincides with its ω–non–unimodular part. 
Definition 3.4. A Poisson bivector described in proposition (3.10) is called an
ω–modular bivector.
In what follows we shall assume satsified conditions of proposition 3.10 when
referring to an ω–modular bivector presented in the form X ∧ Ξ.
3.6. Compatibility of ω–modular bivectors. Now we shall discuss compatibil-
ity conditions involving ω–modular bivectors. First, we consider the inverse to the
ω–modular splitting procedure.
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Proposition 3.11. An ω–modular bivector X ∧ Ξ and an unimodular structure Q
are compatible if and only if
 LΞ(Q) = 0, Ξ ∧ LX(Q) = 0.
Proof. First, observe that Ξ is the ω–modular field of the Poisson structure
X ∧Ξ+Q (proposition 3.6). Therefore, in view of proposition3.5, (v), 0 = LΞ(X ∧
Ξ+Q) = LΞ(Q). On the other hand, the compatibility condition of X ∧Ξ and Q is
0 = [[X ∧ Ξ, Q]] = X ∧ [[Ξ, Q]]− [[X,Q]] ∧ Ξ =  LΞ(Q) ∧X + LX(Q) ∧ Ξ
Since  LΞ(Q) = 0, this gives the desired result. 
Remark 3.3. Generally, X ∧Ξ is not an ω–modular bivector associated with P =
X ∧ Ξ + Q. For example, if M = R2, ω = dx1 ∧ dx2, X = x1ξ1, Ξ = ξ2 and
Q = ξ1ξ2, then X ∧ Ξ is an ω–modular bivector compatible with the unimodular
Poisson bivector Q. But in this case P is another ω–modular bivector, i.e., the
unimodular part of P is trivial.
Now we shall discuss compatibility of two ω-modular bivectors. Assume Xi,Ξi ∈
D(M), i = 1, 2, to be as in proposition (3.10). By developing the compatibility
condition [[P1, P2]] = 0 of ω-modular bivectors P1 = X1 ∧ Ξ1 and P2 = X2 ∧ Ξ¯2 we
obtain
[[X1, X2]] ∧ Ξ1 ∧ Ξ2 + [[Ξ1,Ξ2]] ∧X1 ∧X2 =
[[X1,Ξ2]] ∧ Ξ1 ∧X2 + [[Ξ1, X2]] ∧X1 ∧ Ξ2. (26)
However, formula (26) does not reflect modularity properties of P1 and P2, and
these are to be added. Since (26) guarantees that P = P1+P2 is a Poisson bivector
with the modular field Ξ = Ξ1 + Ξ2, proposition 3.5 and its consequences are valid
for P,Ξ.
For instance, formula (21) in the considered case can be rewritten as
[[X2,Ξ1]] ∧ Ξ2 + [[X1,Ξ2]] ∧ Ξ1 + (X1 −X2) ∧ [[Ξ1,Ξ2]] = 0 (27)
Note that (27) is a formal conseguence of (26) and modularity property of Pi’s.
Moreover, by multiplying (27) by X2, we can bring formula (26) to the form
[[X1, X2]] ∧ Ξ1 ∧ Ξ2 = [[Ξ1, X2]] ∧ (X1 −X2) ∧ Ξ2 (28)
or, similarly, to
[[X1, X2]] ∧ Ξ1 ∧ Ξ2 = [[X1,Ξ2]] ∧ (X1 −X2) ∧ Ξ1 (29)
Hence we have
Proposition 3.12. ω-modular bivectors X1∧Ξ1 and X2∧Ξ2 are compatible if and
only if (27) and one of formulae (28) or (29) holds. 
Remark 3.4. Condition (21) is manifestly satisfied if Ξ1 = λΞ2, 0 6= λ ∈
C∞(M), i.e., two ω-modular bivectors are compatible if their ω-modular fields are
proprtional.
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3.7. On complexity of the matching problem. Let Pi (resp., Gi), i = 1, . . . ,m,
be diffeomorphism (resp., isomorphism) classes of Poisson (resp., Lie algebras)
structures of the same dimension. The matching problem is to classify various
realizations of Pi’s (resp., gi’s) of these structures on the same manifold (resp.,
vector space) for which Pi and Pj (resp., gi and gj) are compatible for all i and
j. Such a realization will be called a matching. An equivalence of two matchings
is defined in an obvious manner, and the matching problem is : what are different,
i.e., nonequivalent, matchings of given Poisson (resp., Lie algebra) structures?
This problem seems to be rather difficult. Below we shall discuss it for two
ω–modular bivectors in order to show its complexity. Namely, we shall solve com-
patibility conditions for ω–modular bivectors P1 = X1 ∧ Ξ1 and P2 = X2 ∧ Ξ2
assuming that Ξ1 and Ξ2are independent and [Ξ1,Ξ2] = 0. The last assumption is
automatically satisfied for Lie algebras.
With these assummptions (27) becomes
[[X2,Ξ1]] ∧ Ξ2 + [[X1,Ξ2]] ∧ Ξ1 = 0,
or, equivalently,
[[X1,Ξ2]] = f1Ξ1 + λΞ2, [[X2,Ξ1]] = λΞ1 + f2Ξ2 (30)
for some f1, f2, λ ∈ C∞(M). Now each of formulae (28) and (29) can be brought
to the form
([[X1, X2]]− λ(X1 −X2)) ∧ Ξ1 ∧ Ξ2 = 0
The last relation is equivalent to
[[X1, X2]] = λ(X1 −X2) + µ1Ξ1 − µ2Ξ2 (31)
for some µ1, µ2 ∈ C∞(M).
Lemma 3.1. If X1, X2,Ξ1,Ξ2 are as above, then functions f1, f2, λ, µ1, µ2 occuring
in (30) and (31) satisfy relations
Ξ1(λ) = Ξ2(λ) = Ξ1(f1) = Ξ2(f2) = 0
Ξ1(µ2) = 2f2λ+X1(f2)
Ξ2(µ1) = 2f1λ+X2(f1)
λ2 + f1f2 = −Ξ1(µ1)−X1(λ) = −Ξ2(µ2)−X2(λ). (32)
Proof. These are consequences of relations (30), (31) and Jacobi identities in-
volving vector fields X1, X2,Ξ1,Ξ2. For instance, Jacobi identity for X1,Ξ1,Ξ2
gives Ξ1(α) = Ξ1(λ) = 0. 
The gauge Xi 7→ Xi + giΞi with Ξi(gi) = 0 annihilates fi, i = 1, 2, if Ξ1(g2) =
−f2, Ξ2(g1) = −f1. Due to relations Ξi(fi) = 0 from the above lemma such
functions gi exist, at least, locally and relations (32) are simplified to
Ξ1(λ) = Ξ2(λ) = Ξ1(µ2) = Ξ2(µ1) = 0,
Ξ1(µ1) +X1(λ) = Ξ2(µ2) +X2(λ) = −λ2. (33)
Note that the so-normalized vectors Xi’s are uniquely defined up to a transforma-
tion Xi 7→ Xi + φiΞi with Ξj(φi) = 0, i, j,= 1, 2. Such a transformation induces
a transformation µi 7→ µi + ψi, i = 1, 2, with Ξj(ψi) = 0, i, j,= 1, 2. Here ψ1, ψ2
arbitrary satisfying the last conditions functions.
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Now It is convenient to pass to vectors Z = X1 −X2 and W = X1 +X2 instead
of X1 and X2 which will be assumed normalized as above. In these terms relations
(30) and (31) become
[[Z,Ξ1]] = −λΞ1, [[Z,Ξ2]] = −λΞ2, [[W,Ξi]] = λΞi,
[[Z,W ]] = 2λZ + 2µ1Ξ1 − 2µ2Ξ2 (34)
with (see (32))
Z(λ) = Ξ2(µ2)− Ξ1(µ1), W (λ) = −(2λ2 + Ξ1(µ1) + Ξ2(µ2)). (35)
Now suppose that the bidimensional foliation generated by Ξ1 and Ξ2 is a fibra-
tion π : M → N . This takes place, at least, locally. Then formula (34) tells that
vector fields Z and W are π-projectable. Moreover, it follows from (34) and (35)
that Ξi(µi) = 0, i = 1, 2, and hence
λ = π∗(z), Ξi(µi) = π
∗(νi), i = 1, 2, for some z, ν1, ν2 ∈ C∞(N).
Let Z¯ = π(Z), W¯ = π(W ), u = ν2 − ν1 and v = ν1 + ν2. Then
Z¯(z) = u, W¯ (z) = −(2z2 + u), [Z¯, W¯ ] = 2zZ¯. (36)
We shall explicitly solve these relations assuming that functions z, u and v are
functionally independent (the generic case). To this end note that there is a local
chart (z, u, v, y1, . . . , yn−5) on N such that Z¯(yi) = W¯ (yi) = 0, ∀ i, and in this chart
Z¯ = u∂z + α∂u + β∂v, W¯ = −(2z2 + v)∂z + a∂u + b∂v (37)
with α, β, a and b being some functions of z, u, and v. By using first two relations
in (36) and (37) one finds that [Z¯, W¯ ](z) = −(4zu + a + β). On the other hand,
the third relation in (36) gives [Z¯, W¯ ](z) = 2zu. Hence
a = −(β + 6zu) (38)
Next, by substituting fields (37) to [Z¯, W¯ ] = 2zZ¯ and taking into account (38) one
obtains
Z¯(a)− W¯ (α) = 2zα, Z¯(b)− W¯ (β) = 2zβ (39)
The first of these equations can be resolved with respect to b:
b =
1
αv
ψ(z, u, v, α, β, αz, . . . , βv) (40)
with ψ being a polynomial of variables z, u, v, functions α and β and their first
order derivatives. So, coefficients a and b of W¯ are completely determined by α
and β.
Now, in view of (38) and (40), the second of equations (39) becomes a relation
of the form
Φ(z, u, v, α, β, αz, . . . , βv) = 0 (41)
with Φ being a rational function of all involved arguments. The interested reader
will easily find explicit expressions for φ and Φ which are not so instructive to be
reported here.
Proposition 3.13. Functions
λ = π∗(z), Ξ1(µ1) = −1
2
π∗(u+ v), Ξ2(µ2) =
1
2
π∗(u + v)
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are differential invariants of matchings of generic ω–modular bivectors with respect
to diffeomorphisms preserving the volume form ω as well as functions π∗α and π∗β
of variables π∗(z), π∗(u), π∗(v) which are subject to differential relation (41).
Proof. The first assertion of this proposition is obvious from the above discussion.
Also, vector fields Z¯ and W¯ are differential invariants of the problem. Hence their
components α and β in the invariant chart (z, u, v) are differential invariants as well
assuming that all vector fields Z¯, W¯ resolving relations (36) can be lifted to vector
fields Z,W on M that resolve relations (34) and (35).
To prove the last assertion consider a local chart (x1, x2, z, u, v, ...) in which
Ξi = ∂xi i = 1, 2. Then vector fields Z¯, W¯ can be lifted to vector fields Z˜, W˜ on
M such that Z˜(xi) = W˜ (xi) = 0, i = 1, 2. Vector fields Z,W on M are of the form
Z = Z˜+λ(x1∂x1−x2∂x2)+φ1∂x1+φ2∂x2 , W = W˜−λ(x1∂x1+x2∂x2)+ψ1∂x1+ψ2∂x2
with Ξi(φj) = Ξi(ψj) = 0, i, j = 1, 2. By using the gauge X1 7→ X1 + φ1Ξ1, X2 7→
X2−φ2Ξ2 we eliminate functions φ1 and φ2. Now all relations in (34) are satisfied
except the last one, which is satisfied if
Z˜(ψ1)− λψ1 = µ1 − Ξ1(µ1)x1 and Z˜(ψ2) + λψ2 = Ξ2(µ2)x2 − µ2.
Obviuosly, these equations admit (local) solutions in a neighborhood of a regular
point of Z˜. 
Remark 3.5. Proposition 3.13 tells that matchings of two modular Poisson struc-
tures depend on functional parameters even when their modular vectors commute.
If these do not commute the situation becomes much more complicated.
4. Modular structure of Lie algebras.
Now we shall specify results of the preceding section to linear Poisson structures,
i.e.., to Lie algebras. In this caseM is replaced by the dual V ∗ of an n-dimensional
vector space V over a ground field k. Being algebraically formal the results of the
preceding section remain valid in the differential calculus over the algebra k[V ∗] of
polynomials on V ∗.
4.1. Modular disassembling of Lie algebras. The cartesian volume from ω =
dx1 ∧ · · · ∧ dxn associated with a standard cartesian chart (x1, . . . , xn) on V ∗ is
well-defined up to a scalar factor. Obviously, the concept of ω–modulatity does not
change when passing from ω to λω, 0 6= λ ∈ k. So, the cartesian modularity, i.e.,
ω–modularity with respect to a cartesian volume form ω, is well–defined on V ∗ and
will be simply referred to as modularity. In this section we shall only deal with
polynomial tensor fields on V ∗ and use adjectives constant, linear, etc, by referring
to coefficients of these fields.
Below P stands for a linear Poisson structure on V ∗ which is identified with a
Lie algebra structure on V (see n. 2.3). The differential form α = αP = P ⌋ω is
linear, while dα is constant as well as the modular vector field Ξ = ΞP . It is easy
to see that Ξ does not depend on the choice of a cartesian volume form. Being
constant the field Ξ is identified with a vector θ = θP ∈ V ∗ called the modular
vector of P or of the corresponding Lie algebra.
Since Ξ is constant, a function ν such that Ξ(ν) = 1 can be chosen linear and,
therefore, identified with a vector v ∈ V such that θ(v) = 1. The Poisson bivector
Pν ∧Ξ is linear and hence corresponds to a Lie algebra structure on V . Obviously,
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it is well–defined by P . Therefore, the disassembling (24) defines a disassembling
of the Lie algebra associated with P into unimodular and non-unimodular parts.
Namely,
g = guni + gnon with P = Pg, Pguni = P + Pν ∧ Ξ, Pgnon = Pν ∧ X. (42)
A direct description of this disassembling in terms of the Lie algebra g is as
follows. First, recall that with a linear vector field X on V ∗ a linear operator
A : V → V is naturally associated. Namely, by identifying vectors of V with linear
functions on V ∗, this becomes a tautology, namely, A(u) = X(u). In particular, for
X = Pν we have
A(u)
def
= [[u, ν]] = P (du, dν), u ∈ V∗.
i.e., A = −adgν. Now the characteristic property (20) of Ξ is translated as
θ(u) = −tr(adgu) (43)
This formula may be considered as a direct definition of θ. It also tells that uni-
modular Lie algebras are those for which operators of the adjoint representation
are traceless.
In these terms, the Lie algebra structure gnon corresponding to Pν ∧ Ξ reads
[u, v]non = θ(u)A(v) − θ(v)A(u), u, v ∈ V, A = adgν, (44)
or, alternatively, [u, v]non = θ(u)[ν, v]− θ(v)[ν, u].
Proposition 4.1. The operator A = adν and θ ∈ V ∗ satisfy relations:
A∗(θ) = 0, trA = −1, A(ν) = 0, θ(ν) = 1 (45)
Conversely, if θ ∈ V ∗, ν ∈ V and A : V → V satisfy the above relations, then
formula (44) defines a Lie algebra, which coincides with its non–unimodular part.
Proof. The relations to prove are just translations of relations (25) for X = Pν
and Pν(ν) = 0 (see proposition 3.10).
If, conversely, A∗(θ) = 0, i.e., θ(Au) = 0, ∀u ∈ V , then (44) defines a Lie algebra
structure h on V . Relations A(ν) = 0, θ(ν) = 1 imply that A = adhν. Finally,
definition (43) shows that the modular vector of h coincides with θ, since the trace
of the operator u 7−→ θ(u)z, z ∈ V , is equal to θ(z). 
Relations (45) except trA = −1 mean that V splits into the direct sum of two
subspacesW0 = ker θ andW1 = {λν |λ ∈ R} of dimensions n−1 and 1, respectively.
They are invariant with respect to A and W1 ⊂ kerA. This shows that a Lie
algebra defined by (44) with A and θ satisfying (45) is uniquely up to isomorphism
determined by the operator A0 = A|W0 : W0 → W0, tr A0 = 1. Indeed, let W0
and W1 be vector spaces, dimW0 = n − 1, dimW1 = 1, and 0 6= e ∈ W1. Then
with any linear operator A0 : W0 → W0 one can associate a Lie algebra structure
on W =W0 ⊕W1 given by the relations
[u, v] = 0 for u, v ∈W0 and [u, e] = A0(u) (46)
This structure is isomorphic to that given by (44) and (45) if trA0 6= 0.
Definition 4.1. A Lie algebra defined by (46) with tr A0 6= 0 is called modular.
Observe that the product in a modular Lie algebra is of the form (44) with θ
and A satisfying relations (45) for some ν ∈ V . Denote this algebra by lA,θ,ν.
Thus any Lie algebra structure is the sum of a modular Lie algebra and a com-
patible with it unimodular one.
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4.2. Compatibility of modular and unimodular Lie algebras. Now we shall
discuss compatibility conditions of a modular Lie algebra and an unimodular one.
A modular Lie algebra is of the form gX∧Ξ where X and Ξ are commuting linear
and constant vector fields, respectively, satisfying relations (25). The product in
this algebra is given by (44) where A : V → V is corresponding to X operator.
Proposition 4.2. An unimodular Lie algebra algebra g is compatible with the
algebra lA,θ,ν if and only if
θ([g,g]) = 0 and θ(u)([Av,w] + [v,Aw] −A[v, w]) + cycle = 0, ∀u, v, w ∈ V, (47)
where [·, ·] is the product in g.
Proof. Let Y ∈ D(M), Q ∈ D2(M), ω, ρ ∈ Λ1(M). Recall the general formula
LY (Q)(ω, ρ) = Q(LY (ω), ρ) +Q(ω,LY (ρ)) − Y (Q(ω, ρ))
By specifying it to M = V ∗, Y = Ξ, Q = Pg, ω = du, ρ = dv we find
LΞ(Pg)(du, dv) = Pg(d(θ(u)), dv) + Pg(du, d(θ(v))) − θ([u, v]) = −θ([u, v]),
since θ(u) and θ(v) are constant. Hence the condition LΞ(P ) = 0 of proposition3.5
specifies to θ([g,g]) = 0. Similarly, for Y = X we obtain
LX(Pg)(du, dv) = [Au, v] + [u,Av]−A([u, v])
Now it is easy to see that the second relation we have to prove is identical to the
relation Ξ ∧ LX(P ) = 0 of proposition 3.11. 
Corollary 4.1. If g is unimodular and g = [g,g], then no modular Lie algebra is
compatible with g. In particular, a semi-simple Lie algebra can not be compatible
with a modular Lie algebra.
4.3. Matching modular Lie algebras. Let X1 ∧ Ξ1, X2 ∧ Ξ2 be linear Poisson
bivectors on V ∗ with Xi and Ξi as in sec. 3.7. Being the modular field of Xi ∧ Ξi
Ξi is a constant vector field on V and, therefore, [Ξ1,Ξ2] = 0. By this reason
X1, X2,Ξ1,Ξ2 are subject to relations (30) and (31) and as a consequence, to lemma
(3.1). Since X1, X2 are linear vector fields on V
∗ functions f1, f2 and λ in (30) are
constant while µ1, µ2 in (31) are linear. By a suitable gaugeXi 7→ Xi+giΞi, i = 1, 2,
with linear gi’s functions f1 and f2 can be eliminated. In this case relations in
lemma (3.1) reduce to
Ξ1(µ2) = Ξ2(µ1) = 0, Ξ1(µ1) = Ξ2(µ2) = −λ2. (48)
Let V¯ ∗ be the quotient by the 2-dimensional subspace span(Ξ1,Ξ2) space of V
∗.
Then relations (30) and (31) show that vector fields X1 and X2 project to some
vector fields X¯1, X¯2 on V¯
∗, respectively, and [X¯1, X¯2] = λ(X¯1 − X¯2). So, X¯1 and
X¯2 generates a 2-dimensional Lie algebra on V¯
∗.
Let V ∗1 be a complement of V
∗
0 = span(θ1, θ2) in V
∗ and πi : V
∗ → V ∗i , i = 0, 1,
be the corresponding projections. A projectable on V¯ ∗ vector field X ∈ D(V ∗) can
be presented in the form
X = X0 + a1Ξ1 + a2Ξ2, a1, a2 ∈ C∞(V ∗)
where X0 is parallel to V
∗
1 . If X is linear, then X0, a1 and a2 are linear too. So,
vector fields Z = X1 −X2 and W = X1 +X2 can be presented as
Z = Z0 + α1Ξ1 + α2Ξ2, W =W0 + β1Ξ1 + β2Ξ2. (49)
23
In these terms relations (34) are equivalent to
−Ξ1(α1) = Ξ1(β1) = Ξ2(α2) = Ξ2(β2) = −λ,
Ξ1(α2) = Ξ1(β2) = Ξ2(α1) = Ξ2(β1) = 0. (50)
Z0(β1)−W0(α1)− λ(3α1 + β1) = 2µ1,
Z0(β2)−W0(α2) + λ(β2 − 3α2) = −2µ2. (51)
Point out that linear functions αi’s and βi’s depend on the choice of the complement
V ∗1 .
To proceed on we need the following lemma
Lemma 4.1. Let ω be a cartesian volume form on V ∗1 and ω = π
∗
0(ω0) ∧ π∗1(ω1)
with ωi being a cartesian volume form on V
∗
i . Then
LX(ω) = (divω0 X¯0 + Ξ1(α1) + Ξ2(α2))ω
where X¯0 is the restriction of X0 to V
∗
1 .
Proof. Since X0⌋π∗0(ω0) = Ξ0⌋ω = Ξ1⌋ω = 0, we have
LX0(π
∗
0(ω0)) = 0 and LαiΞi(ω) = dα ∧ (Ξi⌋ω) = Ξi(αi)ω
It remains to note that
LX0(ω) = π
∗
0(ω0) ∧ LX0(π∗1(ω1)) = π∗0(ω0) ∧ π∗1(LX¯0ω1) = divω0 X¯0 · ω.

A linear function ϕ on V ∗ can be decomposed into the sum ϕ = ϕ0+ϕ1 where ϕi
is linear and vanishes on V ∗i , i = 1, 2. Accordingly, relations (50) and (51) split into
two parts. First of them explicitly describes functions α1i , β
1
i , i = 1, 2, while the
second one, in view of (48), put no additional restrictions on these functions. We
can assume that α01 = α
0
2 = 0 by making use of the gauge X1 7→ X1+α01Ξ1, X2 7→
X2−α02Ξ2, which is still at our disposal. In this normalization relations (51) become
Z0(β
0
1)− λβ01 = 2µ01, Z0(β02) + λβ02 = −2µ02. (52)
Now we are ready to describe matchings of two modular Lie algebras. If λ 6= 0
they are characterized by ordered quadruples (V , A,B, λ) where V is a vector space,
A,B : V → V are linear operators such that [A,B] = 2λA and trB = 2(1 + λ). If
λ = 0, then the matching is characterized by the quintuple (V , A,B, ν1, ν2) with
commuting A,B : V → V such that trA = 0, trB = 2, and ν1, ν2 ∈ Ker A. Quadru-
ples (V , A,B, λ) and (V ′, A′, B′, λ′) are equivalent if λ = λ′ and there exists an iso-
morphism Φ : V → V ′ such that A′ = ΦBΦ−1, B′ = ΦBΦ−1. Similarly, quintuples
(V , A,B, ν1, ν2) and (V ′, A′, B′, ν′1, ν′2) are equivalent if, additionally, ν′i = Φ−1 ◦ νi.
In particular, the group gl(V) naturally acts on quadruples and quintuples defined
on V and their equivalence classes are labeled by orbits of this action.
The quadruple (resp., quintuple) associated with a compatible pairX1∧Ξ1, X2∧
Ξ2 is constructed on V = V¯ = V ∗/span(θ1, θ2) with A and B being restrictions of
Z¯ = X¯1 − X¯2 and W¯ = X¯1 + X¯2 to linear functions on V (resp., with νi = β0i for a
suitable choice of V ∗1 ), respectively.
Theorem 4.1. Matchings of n–dimensional modular Lie algebras are classified by
equivalence classes of quadruples (V , A,B, λ) (resp., quintuples (V , A,B, ν1, ν2)), if
λ 6= 0 (resp., if λ = 0).
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Proof. Choose the complement V ∗1 so that µ
0
1 = µ
0
2 = 0. It is not difficult to see
that such V ∗1 exists and is unique. Then functions µi = µ
1
i are uniquely defined by
relations (48), and (52) simplifies to
A(β01)− λβ01 = 0, A(β02) + λβ02 = 0. (53)
The commutation relation [Z¯, W¯ ] = 2λZ¯ implies [A,B] = 2λA. Hence A is nilpo-
tent if λ 6= 0 ⇒ A ± λ id is nondegenerate ⇒ the only solution of (53) is β01 =
β02 = 0. Moreover, Lemma 4.1 shows that trB = divω0 X¯0 = 2(1 + λ). So, in this
case the matching is completely characterized by the quadruple (V ∗1 ≈ V¯ , A,B, λ).
If λ = 0, then (53) just tells that β01 , β
0
2 ∈ KerA and we have no other restrictions
on these functions. In this case the matching is completely characterized by the
quintuple (V ∗1 ≈ V¯ , A,B, β01 , β02).
Conversely, by starting from an abstract quadruple (resp., quintuple) one can
construct a pair of compatible modular Lie algebras, which is characterized by
an equivalent to it quadruple (resp., quintuple). Indeed, let ι : V → V ∗ be an
imbedding. Put V ∗1 = Im ι and choose a complement V
∗
0 of V
∗
1 together with two
independent vectors θ1, θ2 ∈ V ∗0 . Then Ξi is defined as the corresponding to θi
constant vector field.
Next, if H : V → V is an operator, then the operator H˜ : V ∗1 → V ∗1 is defined as
the direct sum of the operator ι◦H◦ι−1 on V ∗1 and the zero operator on V ∗0 . Denote
by YH the corresponding to H˜ linear vector field on V
∗ and put Z0 = YA, W0 = YB.
Finally, define functions αi, βi and µi by putting
α0i = µ
0
i = 0, α
1
1 = λϕ1, α
1
2 = −λϕ2, β1i = −λϕi, µ1i = −λ2ϕi
with ϕi being the linear function on V
∗ vanishing on V ∗1 and such that ϕi(θj) = δij ,
and β0i = 0 (resp., β
0
i = π
∗
1(νi) if λ 6= 0 (resp., if λ = 0).
Vector fields Z and W (and, therefore, X1 =
1
2 (Z +W ), X2 =
1
2 (W − Z)) are
defined by formula (49) with αi’s and βi’s as above. Now a direct check shows that
the so-constructed linear bivectors Xi ∧ Ξi are compatible and modular with Xi’s
and Ξi’s as in sec. 3.7. 
Remark 4.1. Since representations of bidimensional Lie algebras are well-known,
theorem 4.1 gives an exhaustive description of matchings of modular Lie algebras.
Also, it is worth stressing that for a given representation the trace relation trB =
2(1 + λ) describes the spectrum of the parameter λ.
Remark 4.2. It is easy see that matchings with proportional Ξ1 and Ξ2 are com-
pletely characterized by quadruples (V , A1, A2, ν) such that dim V = n− 1, trA1 =
trA2 = 1 and 0 6= ν ∈ k. Namely, V = V ∗/span(θ1),Ξ2 = νΞ1 and Ai is the
restriction of the projected on V vector field Xi to linear functions on V.
5. The disassembling problem
This section is central in this paper. Here we discuss how a Lie algebra can be
gradually disassembled into some other Lie algebras. Here we introduce some basic
disassembling techniques and then prove (theorems 5.1 and 5.2) that any finite-
dimensional Lie algebra over an algebraically closed field of zero characteristic or
over R can be assembled in few steps from lions (see below).
In this section “Lie algebra” refers to a finite dimensional Lie algebra over a
ground field k. We start with necessary terminology in order to properly state the
disassembling problem .
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5.1. Statement of the problem. Simple disassemblings and lieons.
Definition 5.1. A simple disassembling of a Lie algebra structure g on a vector
space V is a representation of it as the sum
g = g1 + · · ·+ gk (54)
of mutually compatible Lie algebra structures gi’s on V . Lie algebras gi’s figuring
in (54) are called primary constituents of g.
In such a situation we speak, slightly abusing the language, on a (simple) dis-
assembling of the Lie algebra g into algebras g1, ...,gk or, alternatively, that g is
assembled from g1, ...,gk. Accordingly, we write
g1 + · · ·+ gk = h1 + · · ·+ hl, (55)
in order to express one of the following two facts:
• a Lie algebra structure on a vector space V admits two (different) disas-
semblings into Lie algebras structures gi’s and hi’s, respectively;
• Lie algebras assembled from Lie algebras gi’s and hi’s, respectively, are
isomorphic.
Having disassembled a Lie algebra g into constituents g1, . . . ,gk it is natural
to look for further disassembling of gi’s and so on. This way one gets secondary,
ternary, etc, constituents. The procedure, which is inverse to such a multi-step
disassembling one, will be called an assembling procedure. A natural questions
arising in this connection is:
What are “finest” (“simplest”) constituents of which any Lie alge-
bra over a given ground field can be assembled?
It will be refereed to as the disassembling problem.
It is not difficult to come to the conclusion that the following Lie algebras must
be in the list of these “finest” algebras:
• the 1-dimensional Lie algebra γ,
• the unique non-abelian 2-dimensional Lie algebra ≬,
• the 3-dimensional Heisenberg (over k) algebra ⋔.
In terms of generators algebras ≬ and ⋔ are described as follows:
≬ = {e1, e2 | [e1, e2] = e2}
⋔ = {ε1, ε2, ε3 | [ε1, ε2] = ε3, [ε1, ε3] = [ε2, ε3] = 0}
They are “simplest” in any reasonable sense of this word. In particular, ≬ is the
“simplest” non-unimodular algebra, while ⋔ is the “simplest” nontrivial unimodular
one.
Denote by ≬n, n > 2, (resp., ⋔n, n > 3) the direct sum of ≬ (resp., of ⋔) and the
(n − 2)-dimensional (resp., (n − 3)-dimensional) abelian Lie algebra. We will also
use γn for n-dimensional abelian Lie algebra.
Definition 5.2. Lie algebras ⋔n and ≬n are called n-dimensional ⋔- and ≬-lieons,
respectively.
Solution of the disassembling problem for 3-dimensional Lie algebras is not dif-
ficult (see [12]) and is as follows.
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Example 5.1. Any unimodular 3-dimensional Lie algebra can be simply assembled
from l copies of ⋔, l ≤ 3. Any non-unimodular 3-dimensional Lie algebra can be
simply assembled from l copies of ⋔, l ≤ 2, and one copy of ≬3 . In this sense one
can say that all 3-dimensional Lie algebras are assembled from ≬’s and ⋔’s with
help of γ (in order to construct ≬3 from ≬).
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Fig. 1. An a-scheme
of length 3.
In this connection see also [13] for an explicit description of
the algebraic variety Lie(3) of all Lie algebra structures on a
3-dimensiona vector space.
Sometimes it is more expressive to use ”chemical” formulas
like
2 ⋔= 2 ≬ +2γ. (56)
This formula, which will be proven below, is synonymous to
⋔ + ⋔=≬3 + ≬3 . It should be stressed that formulas like (56)
tell only that a Lie algebra can be in a way assembled both
from algebras indicated in its left-hand side and from those
in its right-hand side.
Assemblage schemas.
Now we pass to a necessary bureaucracy. An assembling scheme (shortly, an a-
scheme) S is a finite graph, whose set of vertices vertS is a disjoint union of
nonempty subsets vertsS, s = 0, . . . ,m, called levels, such that
(1) vert0S consists of only one vertex oS, called the origin of S.
(2) Edges of S connect vertices of consecutive levels only. If v0 ∈ vertsS and
v1 ∈ verts+1S are ends of an edge, then they are called
the origin and the end of this edge, respectively.
(3) Any vertex v ∈ vertsS, s > 0, is the end of only one edge.
(4) None of vertices v ∈ vertsS, s < m, is the origin of only one edge. A vertex
which is not the origin of an edge is called an end of S;
The number m is called the length of S and denoted by |S|. Obviously, S is a
connected graph and there exists at most one edge connecting two given vertices of
it. All vertices in vertmS are ends. A-schemes S and S
′ are equivalent if they
are equivalent as graphs.
Multi-step disassemblings.
Definition 5.3. Let g be a Lie algebra structure on a vector space V and S be an
a-scheme. A system {gv}, v ∈ vertS, of Lie algebra structures on V is called an
m-step (m = |S|) disassembling of g if
(1) g = goS ;
(2) If v1, . . . , vp ∈ vertS are ends of edges having the common origin v, then
structures gv1 , . . . ,gvp are mutually compatible and gv = gv1 + · · ·+ gvp .
S is the scheme of this assembling and we shall speak on a S-disassembling in
order to stress an instance of that. The structure gv, v ∈ vertsS, is called an (s-
level) term of the S-disassembling It is an end term of it if v is an end point of S.
We say that g is assembled from Lie algebras g1, . . . ,gr if these are in one-to-one
correspondence with end terms of a disassembling of g.
It is worth stressing that if v and w are not ends of two edges of a common
origin, then gv and gw are not, generally, compatible.
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Definition 5.4. (1) A disassembling of g is called complete if all its end terms
are isomorphic either to ≬n, or to ⋔n.
(2) Disassemblings of isomorphic Lie algebras g and h are called equivalent
if there exist an equivalence σ : vertS → vertS′ of the corresponding
a-schemes and an isomorphism ϕ : g→ h which is also an isomorphism of
gv onto hσ(v), ∀v ∈ vertS.
Obviously, nonequivalent disassemblings can have equivalent a-schemes. The
above-mentioned mentioned formula ⋔ + ⋔=≬3 + ≬3 is a simple example of that.
The disassembling problem.
The disassembling problem is the question:
Whether a given Lie algebra can be completely disassembled?
Below we shall develop some disassembling techniques and prove that any Lie al-
gebra over an algebraically closed field or over R can be completely disassembled.
This result confirms that lieons are elementary constituents of which all Lie alge-
bras are made. By mimicking physical terminology one may say that γ creates the
necessary “vacuum”, which makes possible interactions between constituents ≬ and
⋔ of “Lie matter”.
In this connection it should be mentioned that the number of elementary con-
stituents for Lie algebras can not be reduced to one. Indeed, according to proposi-
tion 3.6, by assembling unimodular Lie algebras one can only get unimodular ones.
So, only unimodular Lie algebras can be assembled from ⋔-lieons. On the other
hand, it is not difficult to show (see [12]) that ⋔ can not be assembled only from
≬-lieons (compare with (56) !). Hence the algebra ⋔ can not be excluded from the
list of “finest” Lie algebras.
Now we pass to some basic techniques and constructions that will be used in our
analysis of the disassembling problem.
5.2. Reduction to Solvable and Semisimple Algebras. First of all, we shall
show that the problem naturally splits into “solvable” and “semisimple” parts.
The semidirect sum of a Lie algebra a and of the abelian Lie algebra structure on a
vector space V , which is defined by a representation ρ : a→ EndV will be denoted
by a⊕ρ V .
Proposition 5.1. Let algebra g be the semidirect sum of an its subalgebra g0 and
an ideal h. Identifying |g| and |g0| ⊕ |h| we have the simple disassembling
g = (g0 ⊕ρ |h|) + (γm ⊕ h), (57)
with ρ being the canonical representation of g0 in |h| and γm, m = dim g0, the
abelian structure on |g0|.
Proof. By construction. 
Now, apply proposition 5.1 to the Levi-Malcev decomposition g = h ⊕ρ r of a
Lie algebra g. Here r is the radical of g and h ⊂ g a complementing r semisimple
subalgebra.
Corollary 5.1. The disassembling problem for Lie algebras over a field k of charac-
teristic zero reduces to that for solvable algebras (over k) and for abelian extensions
of semisimle algebras, i.e., algebras of the form h⊕ρ W with ρ : h→ EndW being
a finite-dimensional representation of a semisimple algebra h (over k).
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Solvable Algebras.
The first of these two problems admits a simple solution.
Proposition 5.2. Any solvable Lie algebra over a field k can be completely disas-
sembled.
Proof. Let g be a solvable algebra. Then any subspace of |g| containing the derived
algebra [g,g] is, obviously, an ideal of g. Consider such an ideal s of codimension
one and a complementing it one-dimensional subspace, which is automatically a
subalgebra of g. This makes evident that g is a semidirect product γ ⊕ρ s. By
applying to it proposition 5.1 we see that g can be disassembled into two structures,
one of which is γ ⊕ s with s being a solvable algebra, while the other one is of the
form γ ⊕ρ V with ρ being a representation of γ in the vector space V = |s|. Now
obvious induction arguments reduce the problem to disassembling of algebras of
the latter type. This can be done as follows.
Fix a base element ν ∈ γ and put A = ρ(ν) : V → V, 0 6= ν ∈ γ. The product
in the algebra γ ⊕ρ V is given by
[ν, v] = Av, [v1, v2] = 0, ν ∈ γ, v1, v2 ∈ V.
i.e., is completely determined by the operator A. Denote the so-defined algebra
by ΓA. Since the operator A in this construction is defined up to a scalar factor,
algebras ΓA and ΓλA, λ ∈ k, are isomorphic. So, it remains to show that algebras
ΓA’s can be completely disassembled.
First, note that ≬= ΓA if A is the identity operator on an 1-dimensional vector
space V and ⋔= ΓA if A is a nontrivial nilpotent operator on a 2-dimensional vector
space V .
Second, if ‖aij‖ is the matrix of A in a basis {ei} of V , then A =
∑
aijEij ,
where the operator Eij : V → V is defined by Eij(ei) = ej and Eij(ek) = 0, k 6= i.
Now it is easy to see that the structure ΓEij is isomorphic to ⋔n, if i 6= j, and to
≬n, if i = j. Finally, since ΓaijEij = ΓEij , if aij 6= 0, then
ΓA =
∑
i,j, aij 6=0
ΓEij , (58)
which is the desired disassembling. 
Disassembling (58) depends on the choice of a base in V . This fact can be
used to illustrate nonuniqueness of complete disassemblings of a given algebra. For
instance, let dim V = 2 and A : V → V be an operator, with eigenvalues ±1. Then
in the basis of eigenvectors e1 and e2 disassembling (58) is ΓA = ΓE11 + ΓE22 , i.e.,
symbolically, ΓA = 2 ≬3. On the other hand, in the basis {e1+e2, e1−e2} we have
ΓA = ΓE12 + ΓE21 ⇔ ΓA = 2 ⋔. This proves formula (56).
The d-scheme of the complete disassembling procedure for a solvable algebra
described above is as in fig. 2.
From Semisimple to Simple Algebras.
The disassembling problem for algebras g⊕ρ V with semisimple g is easily reduced
to that for simple g. Indeed, observe that the direct sum of Lie algebras g =
g1 ⊕ · · · ⊕ gk is a natural assemblage g = g¯1 + · · ·+ g¯k, where the structure g¯i on
|g| = |g1| ⊕ . . . |gk| is the direct sum of abelian structures on |gj |’s for j 6= i and
the structure gi on |gi|. If ρ is a representation of g in V , then the representation
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Fig. 2. A-scheme of a complete disassembling of a solvable Lie algebra.
ρi of g¯i in V is defined to be trivial on |gj |, j 6= i, and coinciding with ρ on gi.
Then we have
Proposition 5.3.
g⊕ρ V = g¯1 ⊕ρ1 V + · · ·+ g¯k ⊕ρk V, (59)
is a simple disassembling of g⊕ρ V .
Proof. By construction. 
Corollary 5.2. Let g be a semisimple Lie algebra and g = g1 ⊕ · · · ⊕ gk its
decomposition into a sum of simple algebras. If ρ is a representation of g in V ,
then
g⊕ρ V = (g1 ⊕ γl1)⊕ρ1 V + · · ·+ (gk ⊕ γlk)⊕ρk V, (60)
where li = dim g− dim gi, i = 1, . . . , k, is a simple disassembling of (gi ⊕ρ V ).
Proof. Just to observe that in the considered case the algebra g¯i in (59) is isomor-
phic to gi ⊕ γli , i = 1, . . . , k. 
Thus, proposition 5.2 and corollary 5.2 reduce the disassembling problem to
abelian extensions of of simple algebras, i.e., Lie algebras of the form g⊕ρ V with
simple g. The stripping procedure we are passing to describe will be our main tool
in disassembling algebras of this kind.
5.3. The stripping procedure. First, we shall introduce some special algebras
which are used in this procedure.
Dressing algebras.
A dressing algebra is defined on the direct sum W0 ⊕W of two vector spaces W0
and W by means of a bilinear skew-symmetric W0-valued form β :W ×W → W0.
The product in this algebra is defined by formula
[(w0, w), (w
′
0, w
′)] = (β(w,w′), 0), w0, w
′
0 ∈W0, w, w′ ∈W. (61)
Denote the so-defined algebra by aβ . If dim W = 2, dim W0 = 1 and β 6= 0, then
aβ is isomorphic to ⋔.
A Lie algebra a is isomorphic to a dressing one iff the derived subalgebra [a,a]
belongs to its center. Indeed, in such a case one can take the center for W and any
complementary to the center subspace for W0.
Proposition 5.4. Let β and β′ be W0-valued skew-symmetric bilinear forms on
W . Then Lie algebras aβ and aβ′ are compatible. Moreover, any dressing algebra
can be simply disassembled into a number of ⋔-lieons.
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Proof. Obviously,
aβ+β′ = aβ + aβ′ . (62)
Hence aβ and aβ′ are compatible.
Choose a base e1, . . . , em in W0 and a base ε1 . . . , εn−m in W . Then
β =
∑
i,j,k
βkijεk
for some k-valued skew-symmetric bilinear forms βkij onW such that β
k
ij(ep, eq) = 0
if (p, q) differs from (i, j) and (j, i). If βkij 6= 0, then the algebra aβij|k with βij|k =
βkijεk is isomorphic to ⋔n. Hence,
aβ =
∑
i,j,k
′
aβij|k , (63)
where the summation
∑′
i,j,k is extended on all triples i, j, k for which β
k
ij 6= 0. 
D-pairs and involutions.
Let now g be a Lie algebra, s an its subalgebra and W be a complement of |s| in
|g|. If [W,W ] ⊂ s and [s,W ] ⊂ W the pair (s,W ) is called a d − pair in g. A
d-pair (s,W ) is trivial if W is an abelian subalgebra.
The dressing algebra aβ defined on |g| with W0 = |s| and β(w1, w2) = [w1, w2],
w1, w2 ∈W will be called associated with (s,W ).
Example 5.2. Let V be a vector space and V1, V2 be its subspaces complementary
one to another. Consider the subalgebra s = s(V1, V2) of the Lie algebra gl(V )
composed of operators, leaving V1 and V2 invariant. The linear subspace W =
W (V1, V2) formed by operators, sending V1 to V2 and conversely, is a complement
of s(V1, V2) in gl(V ). Then (s,W ) is a d-pair in gl(V ).
Remark 5.1. A d-pair (s,W ) in g supplies g with a structure of a graded F2-
algebra (F2 = Z/2Z) and vise versa. Namely, if g=g0 ⊕ g1, then s = g0, W = g1.
The involution I : |g| → |g|, I2 = id|g| with |s| and W being eigenspaces cor-
responding to eigenvalues 1 and −1, respectively, is naturally associated with a
d-pair (s,W ). Obviuosly, I is an automorphism of g. Conversely, ±1-eigenspaces
of an involutive automorphism I of g form a d-pair in g. So, there is a one-to-one
correspondence between d-pairs and involutions of g. It depends on the context,
which of these points of view is more convenient.
Example 5.3. The matrix transposition T : M 7→ M t, M ∈ gl(n,k) is an anti-
automorphism of gl(n,k), i.e., [M,N ]t = [N t,M t]. So, t = −T is an involu-
tion of gl(n,k). The 1-eigenspace of t is formed by skew-symmetric matrices and
is identified with the special orthogonal subalgebra so(n,k) ⊂ gl(n,k), while the
(−1)-eigenspace S(n,k) consists of symmetric matrices. So, (so(n,k), S(n,k)) is
a d-pair in gl(n,k). The subalgebra sl(n,k) ⊂ gl(n,k) of traceless matrices is t-
invariant. Hence t0 = t|sl(n,k) is an involution in sl(n,k) and (so(n,k), S0(n,k))
with S0(n,k)) being the space of symmetric traceless matrices is the corresponding
d-pair.
The stripping procedure.
The following evident fact is, nevertheless, one of most efficient in disassembling
techniques.
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Lemma 5.1 (The Stripping Lemma). Let g be a Lie algebra, (s,W ) be a d-pair in
it and aβ be the associated dressing algebra. Then
g = (s ⊕ρ W ) + aβ , (64)
with ρ being the restriction of the adjoint representation of g to s is a simple
disassembling of g.
Proof. By construction. 
Remark 5.2. The dressing algebra aβ may be viewed as a “mantle” that covers
“shoulders” s of s ⊕ρ W . This motivates the terminology. According to proposi-
tion 5.4, aβ can be completely disassembled. This reduces the disassembling problem
for g to a simpler algebra, namely, s⊕ρ W .
The stripping procedure consists of consecutive applications of the Stripping
Lemma which gradually simplify appearing in its course algebras. In order to
give due rigor to the term ”simplification”, we define the complexity l(g) of a Lie
algebra g as the dimension of its ”semi-simple part”, i.e., of an its Levi subalgebra.
Algebras of complexity zero are solvable and, according to proposition 5.2, can be
completely disassembled. Therefore, we see that
all Lie algebras over a given ground field k can be completely dis-
assembled if any algebra of the form g ⊕ρ V with simple g admits
a d-pair (s,W ) such that l(s) < l(g).
Indeed, the dressing algebra aβ in the corresponding disassembling g⊕ρ V = s⊕ρ′
W +aβ (see (64)) can be completely disassembled (proposition (63)). On the other
hand, l(s⊕ρ′ W ) = l(s) < l(g). So, by applying proposition 5.1 to the Levi-Malcev
decomposition of the algebra s ⊕ρ′ W we reduce the problem to an algebra of the
form g¯⊕ρ¯ V¯ with g¯ being the semisimple part of s, since l(g¯⊕ρ¯ V¯ ) = l(g¯) = l(s) <
l(g). Finally, according to Proposition 5.3, the algebra g¯ ⊕ρ¯ V¯ disassembles into
algebras of the form h⊕τ U with l(h) ≤ l(g¯) and simple h.
We shall call a d-pair (s,W ) in a Lie algebra g as well as the corresponding to it
d-involution simplifying if the complexity of s is lesser than that of g. In the rest of
this section we shall concentrate on existence of simplifying d-pairs for Lie algebras
of the form g⊕ρ V with simple g.
Multi-involution disassembling.
Keeping in mind that the disassembling problem is reduced to abelian extensions
of simple Lie algebras we shall adopt the Stripping Lemma to semidirect products
g = h⊕ρ V . It is convenient to put the question in a more general context.
Let P1, . . . , Pl be commuting involutions of a Lie algebra g. Denote by F
l
2
the algebra of F2-valued l-vectors with coordinate-wise multiplication. Let ς =
(ς1, . . . , ςl) ∈ Fl2. The common eigenspace of involutions P1, . . . , Pl, which corre-
spond to their eigenvalues λi = (−1)ςi , i = 1, . . . , l, will be denoted by |g|ς . Then
|g| =
⊕
ς∈Fl
2
|g|ς (65)
Obviously, [|g|ς , |g|σ] = |g|ς+σ. Associate with any ς ∈ Fl2 a skew-symmetric alge-
bra structure denoted by gς on |g| with the product [·, ·]ς defined on homogenous
elements by the formula
[u, v]ς = [u, v], if ξ · τ = ς, u ∈ |g|ξ, v ∈ |g|τ , and zero otherwise. (66)
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Proposition 5.5. gς is a Lie algebra structure on |g|.
Proof. First, we have to check the Jacobi identity for the bracket [·, ·]ς . As it
directly follows from the definition, the double bracket [u, [v, w]ς ]ς with u ∈ gµ, v ∈
gν , w ∈ gξ, can be different from zero only if ς = 0 and µν = νξ = ξµ = 0. In
this case [·, ·]ς = [u, [v, w]] and [u, [v, w]ς ]ς + cycle = [u, [v, w]] + cycle = 0. On the
other hand, if ς, µ, ν, ξ do not satisfy the above condition, all double commutators
of elements u, v and w with respect to [·, ·]ς vanish. 
Generally, Lie algebras gς ’s are not mutually compatible. Nevertheless, some
their combinations implicitly appear in themulti-involution disassembling procedure
which is described below.
Let I0 be the involution of g = h ⊕ρ V whose proper subspaces corresponding
to eigenvalues 1 and −1 are |h| and V , respectively. An involution I (or the cor-
responding d-pair) of g, which commutes with I0, will be called adopted (to the
semidirect sum structure of g). Obviously, both |h| and V are I-invariant. Let
h = h0 ⊕ h1, V = V0 ⊕ V1 be the splittings into proper subspaces correspond-
ing to eigenvalues 1 and −1 of I, respectively. The associated with I d-pair is
(h0 ⊕ρ0 V0, |h1 ⊕ρ1 V1|) where ρi stands for the restriction of ρ to hi and Vi. By
removing, according to the Stripping Lemma, the associated dressing algebra we
get the Lie algebra
(h0 ⊕ρ0 V0)⊕̺ (|h1| ⊕ V1) (67)
with the representation ̺ defined by formulas
̺(h0)(h1) = [h0, h1], ̺(h0)(v1) = ρ(h0)(v1), ̺(v0)(h1) = −ρ(h1)(v0), ̺(v0)(v1) = 0
where hi ∈ hi, vi ∈ Vi, i = 0, 1. On the other hand, algebra (67) may be viewed as
the semidirect product of h0 and the ideal I whose support is V0 ⊕ |h1| ⊕ V1. The
product [·, ·]′ in this ideal is such that [V0, |h1|]′ ⊂ V1, [V0, V1]′ = [|h1|, V1]′ = 0. So,
I is nilpotent and as such can be completely disassembled. Since
(h0 ⊕ρ0 V0)⊕̺ (|h1| ⊕ V1) = h0 ⊕̺0 |I|+ γm ⊕ I, m = dim h0,
with ̺0 being the direct sum of natural actions of h0 on |h1|, V0 and V1 the disas-
sembling problem for the algebra (67) and, therefore, for g is reduced to that for
h0 ⊕̺0 |I|. The passage from h ⊕ρ V to h0 ⊕̺0 |I| will be called the stripping of
the semidirect product h⊕ρ V by I.
Proposition 5.6. Let P1, . . . , Pl be commuting involutions of a Lie algebra g. Then
g can be assembled from lieons and the algebra g(0,...,0) ⊕ρW where W = ⊕06=ζ |gζ |
and ρ is the direct sum of natural actions of g(0,...,0) on gζ ’s.
Proof. This is an inductive procedure. First, we use the involution I1 to show
(by the Stripping Lemma) that g can be assembled from lions and the algebra
g0⊕̺0 W0, W0 = |g1|, where |g0| and |g1| are proper subspaces of I1 corresponding
to eigenvalues 1 and −1, respectively, and ̺0 is a natural action of g0 on |g1|.
Since the involution I2 commute with I1, it leaves invariant both |g0| and |g1|
and, therefore, induces an adopted involution I of the algebra g0 ⊕̺0 W0. Now,
by stripping the semidirect product g0 ⊕̺0 W0 by I, we see that g is assembled
from lions and g(0,0)⊕̺1 W1 where W1 = ⊕06=ζ|gζ | with ζ ∈ F22. By continuing this
process we get the desired result. 
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Complete disassembling of classical Lie algebras.
One simple application of proposition 5.6 is the following.
Proposition 5.7. Lie algebras sl(n,k), o(n,k), so(n,k), u, su can be completely
disassembled.
Proof. Let {e1, . . . , en} be a basis in a k-vector space V . We shall identify oper-
ators from EndV and their matrices in this basis. Consider the d-pair (sj ,Wj)
in g = gl(V ) associated, by the construction of example 5.2, with subspaces
V1 = span{ej} and V2 = span{e1, . . . , eˆj, . . . , en}, and denote by Ij the correspond-
ing to it involution of gl(V ). Then involutions I1, . . . , In commute each other.
It is easy to see that the common proper subspace |gζ |, ζ ∈ Fn2 , of involutions
I1, . . . , In, is different from zero iff the unit occurs in ζ either zero, or 2 times. In the
first case the subspace |g(0,...,0)| is composed of operators for which e1, . . . , en are
eigenvectors, i.e., it consists of diagonal matrices. In the second case, let ζ = (ij) ∈
Fn2 , i 6= j, be the F2–vector with two nonzero components on the i-th and j-th places.
Then the subspace |g(ij)| consists of operators λεij + µεji, λ, µ ∈ k, with εij being
the operator sending ej to ei and annihilating ek’s for k 6= j. So, in the considered
situation the algebra g(0,...,0) is abelian. Therefore, the algebra g(0,...,0) ⊕ρ W , is
solvable and as such can be completely disassembled. Now it directly follows from
proposition5.6 that the algebra gl(n,k) = gl(V ) can be completely disassembled
too.
Algebras sl(n,k), o(n,k), so(n,k) are invariant with respect to the above con-
structed involutions Ij ’s. Obviously, for each of them the subspace |gζ | is a subspace
of the corresponding subspace for the algebra gl(n, k). In particular, this shows that
the algebra g(0,...,0) ⊕W is solvable, and proposition 5.6 gives the desired result.
In order to completely disassemble the symplectic algebra sp(n,k) the preced-
ing procedure must be slightly modified. Let σ(u, v) be a symplectic form on
V, dim V = 2n. We interpret the algebra sp(n,k) as the algebra
sp(σ) = {A ∈ End V | σ(Au, v) + σ(u,Av) = 0, ∀u, v ∈ V }.
Let V = V1 ⊕ · · · ⊕ Vn, dim Vi = 2, ∀i, be a σ–orthogonal decomposition of V and
Pi : V → V the associated projector on Vi. Then Ii = idV −2Pi is an involution
of gl(V ). It is easy to see that involutions Ii’s commute and their common proper
subspace, on which they all are the identity, is sp(σ1)⊕, . . . , sp(σn) with σi = σ|Vi
(=g(0....,0) in the notation of proposition 5.6). Note that sp(σi) is isomorphic to
sp(2,k). So, in the considered case, in the contrast with the preceding case the
algebra g(0....,0)⊕W of proposition 5.6 is not solvable. So, it can not be completely
disassembled on the basis of our previous results. This small difficulty can be
resolved by introducing an additional involution.
Namely, let Ji : Vi → Vi be a complex structure on Vi compatible with σi, i.e.,
J2i = − idVi and σi(Jiu, v)+σi(u, Jiv) = 0, and J = J1⊕· · ·⊕Jn. Then σ(Ju, v)+
σ(u, Jv) = 0 and I0 : End V → End V, A 7→ −JAJ is an involution which leaves
invariant the subalgebra sp(σ). Moreover, I0 commutes with involutions I1, . . . , In,
and their common proper subspace on which they act as identity is the abelian
subalgebra h composed of elements λ1J1 ⊕ · · · ⊕ λnJn, λ1, . . . , λn ∈ k. Now, by
applying proposition5.6 to involutions I0, I1, . . . , In and taking into account that
in this case the algebra g(0....,0) ⊕W = h ⊕W is solvable, we see that sp(σ) can
be completely disassembled.
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Similar arguments shows that u(n) and su(n) can be assembled from lions. To
this end, interpret an n–dimensional vector space as a 2n–dimensional R–vector
space V supplied with a complex structure J, J2 = − idV and split V into a direct
sum of 2-dimensional J-invariant subspaces. Then consider, as above, the corre-
sponding involutions I1, . . . , In. In this case the algebra g(0....,0) is abelian. Namely,
it consists, exactly as before, of elements λ1J1 ⊕ · · · ⊕ λnJn, λ1, . . . , λn ∈ k, where
Ji = J |Vi . Hence proposition 5.6 gives the desired result. 
This proof of proposition 5.6 is not very constructive in the sense that the corre-
sponding a–scheme is rather complicated to efficiently work with. We reported it
here with the aim to illustrate the Stripping Lemma at work. A short and construc-
tive procedure of complete disassembling of classical Lie algebras will be described
in section 7.
In fact, any simple Lie algebra g over a ground field k possesses a nontrivial
involution. So, the next natural question is wether it can be extended to the
algebra g⊕ρ V .
5.4. Extensions of d-pairs/involutions. An extension of a d-pair in a Lie al-
gebras g to an adopted d-pair in g ⊕ρ V is described as follows. Let ρ be a rep-
resentation of g in a vector space V and (s,W ) a d-pair in g. A decomposition
V = V0 ⊕ V1 will be called an ρ-extension of (s,W ) if
(1) Vi is invariant with respect to operators ρ(s), s ∈ s, i = 0, 1;
(2) ρ(w)(V0) ⊂ V1, ρ(w)(V1) ⊂ V0, if w ∈W .
Lemma 5.2. If V = V0 ⊕ V1 is a ρ–extension of (s,W ), then (s⊕ρ|s V0, W ⊕ V1)
is a d-pair in the Lie algebra g⊕ρ V .
Proof. Obviously, (s⊕ρ|s V0) is a subalgebra of g⊕ρ V . Denoting by [·, ·]ρ the Lie
product in g⊕ρ V we have
[(s, v0), (w, v1)]ρ = ([s, w], ρ(s)(v1)− ρ(w)(v0)) ∈ W ⊕ V1
[(w, v1), (w
′, v′1)]ρ = ([w,w
′], ρ(w)(v′1)− ρ(w′)(v1)) ∈ s⊕ρ|s V0,
i.e., that
[(s⊕ρ|s V0, W ⊕ V1]ρ ⊂W ⊕ V1, [W ⊕ V1,W ⊕ V1]ρ ⊂ s⊕ρ|s V0.

Let (s,W ) and ρ be as above. A linear operator A : V → V is called splitting
(with respect to (s,W ) and ρ) if
ρ(s) ◦A−A ◦ ρ(s) = 0, ρ(w) ◦A+A ◦ ρ(w) = 0, s ∈ s, w ∈ W. (68)
In particular, A is an endomorphism of the s-module (V, ρ|
s
). A splitting operator
A is called a splitting involution if, in addition, A2 = idV . The splitting involution
idV1 ⊕ (−idV2) is naturally associated with a ρ-extension V = V0 ⊕ V1 and vice
versa. Note also that splitting operators with respect to (s,W ) and ρ form a
vector space which will be denoted by S1 = S1(s,W, ρ), and that the product of
two splitting operators is an endomorphism of the g-module (V, ρ). So, denoting
by S0(ρ) the algebra of these endomorphisms we see that
S(s,W, ρ) = S0(ρ)⊕ S1(s,W, ρ)
is an associative F2–graded algebra
Denote by V(λ) the root space of A, corresponding to an eigenvalue λ ∈ k of A.
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Lemma 5.3. Let A be a splitting operator. Then
ρ(s)(V(λ)) ⊂ V(λ), ρ(w)(V(λ)) ⊂ V(−λ), if s ∈ s, w ∈W.
Proof. Let I = idV . Then, obviously,
(λI −A) ◦ ρ(s) = ρ(s) ◦ (λI −A), (λI +A) ◦ ρ(w) = ρ(w) ◦ (λI −A)
for any s ∈ s, w ∈ W . Since V(λ) = ker(λI − A)k for a suitable k, the assertion
directly follows from the above relations. 
Corollary 5.3. Assume that eigenvalues of a nondegenerate splitting operator A
belong to k and divide them into two parts Λ0 and Λ1, in such a way that opposite
eigenvalues λ and −λ do not belong to the same part. Then the pair
V0 =
∑
λ∈Λ0
V(λ), V1 =
∑
λ∈Λ1
V(λ)
is an extension of (s,W ). In particular, if A is a splitting involution, then the pair
(V(1), V(−1)) is an extension of (s,W ).
Proof. Straightforwardly from the above lemma. 
Remark 5.3. Let A, V0 and V1 be as in the above corollary. Then one gets a split-
ting involution just by declaring V0 and V1 to be its proper subspaces corresponding
to eigenvalues 1 and −1, respectively.
The following fact helps in searching for non-trivial splitting operators.
Proposition 5.8. Let k¯ be an extension of the ground field k and s¯, W¯ , ρ¯ be the
corresponding extensions of s,W and ρ, respectively. Then
(1) S0(ρ¯) = S0(ρ)⊗k k¯, S1(s¯, W¯ , ρ¯) = S1(s,W, ρ)⊗k k¯;
(2) If S1(s¯, W¯ , ρ¯) contains a nondegenerate operator, then S1(s,W, ρ) also
contains a such one.
Proof. Obviously, S1(s,W, ρ) ⊗k k¯ ⊂ S1(s¯, W¯ , ρ¯). But S1(s¯, W¯ , ρ¯) is the solution
space of linear system (68) interpreted as a system over k¯. So, its dimension over k¯
coincides with that of the solution space of (68) over k, i.e., with S1(s,W, ρ). Hence
S1(s,W, ρ)⊗k k¯ = S1(s¯, W¯ , ρ¯). Similar arguments prove that S0(ρ¯) = S0(ρ)⊗k k¯.
To prove the second assertion consider the polynomial P (t) = det (t1A1 + · · ·+
tmAm) in variables ti’s with A1 . . . Am being a base of S1(s,W, ρ). Zeros t =
(t1, . . . , tm) of P (t) with ti ∈ k correspond to degenerate operators in S1(s,W, ρ).
Since A1 . . . Am is also a base of S0(s¯, W¯ , ρ¯), zeros of P (t) with ti’s in k¯ gives
degenerate operators in S1(s¯, W¯ , ρ¯). So, since S1(s¯, W¯ , ρ¯) contains non-degenerate
operators the polynomial P (t) is nonzero. But being of zero characteristic k is
infinite. Hence P (t) is a nonzero function on km. 
Since the structure of representations of simple algebras over algebraically closed
fields is well-known, this proposition is of help when looking for d-pairs for abelian
extensions of simple algebras over arbitrary ground fields.
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5.5. Some properties of the algebra S(s,W, ρ). In this subsection we keep the
notation of the previous one.
Lemma 5.4. Let 0 6= A ∈ S1(s,W, ρ) and ρ is irreducible. If one of eigenvalues λ
of A belongs to k, then
(1) V = Ker(A2 − λ2I) and λ 6= 0;
(2) V0 = Ker(A− λI, V1 = Ker(A+ λI) is a ρ–extension of (s,W ).
Proof. First, we have 0 6= Ker(A− λI) ⊂ Ker(A2 − λ2I). On the other hand,
Ker(A− λI) ρ(w)←→ Ker(A+ λI), ∀w ∈W.
Therefore Ker(A2−λ2I) is ρ–invariant, and V = Ker(A2−λ2), since ρ is irreducible.
If λ = 0, then, obviously, Ker A is ρ–invariant and hence Ker A = V , i.e., A = 0 in
contradiction with the assumption.
The second assertion is obvious in view of corollary5.3. 
An immediate consequence of this lemma is
Corollary 5.4. Let k be algebraically closed and ρ irreducible. If S1(s,W, ρ) is
nontrivial, then there is a ρ–extension of (s,W ).
Proposition 5.9. Let g be simple and ρ irriducible. Then
(1) S0(ρ) is a division algebra (over k).
(2) If S(s,W, ρ) is not a division algebra, then the d-pair (s,W ) admits a ρ–
extension.
Proof. The first assertion is the classical Schur lemma. Next, let A = A0 + A1 ∈
S(s,W, ρ) with A0 ∈ S0(ρ), A1 ∈ S1(s,W, ρ) be a degenerate operator. The first
assertion of the proposition implies that A1 6= 0 and A−10 ∈ S0(ρ), if A0 6= 0. In
this case the operator B = AA−10 = I + A1A
−1
0 is degenerate too, and hence one
of eigenvalues of B1 = A1A
−1
0 ∈ S1(s,W, ρ) is −1. Now lemma 5.4 proves the
assertion. Moreover, this lemma shows that the assumption A0 6= 0 takes place.
Indeed, assuming the contrary we see that A1 is degenerate and, therefore, one of
its eigenvalues is 0 in contradiction with the lemma. 
Now we shall specify the above results to the case k = R.
Proposition 5.10. Let the g be a simple Lie algebra over R, ρ : g → End V
an irreducible representation of g, and (s,W ) a d-pair in g. If S1(s,W, ρ) is not
trivial, then (s,W ) admits a ρ–extension except, possibly, the case when S(s,W, ρ)
is isomorphic to C.
Proof. Proposition 5.9 allows us to restrict to the case when S(s,W, ρ) is a division
algebra. Since S1(s,W, ρ) is nontrivial, the dimension of this algebra is greater than
1. So, by the classical Frobenius theorem, this algebra is isomorphic either to C, or
to Q, and we have to analyze only the second alternative.
In this case, as it is easy to see, S0(ρ) is isomorphic to C, and V acquires a
structure of a vector space over C by means of the operator J ∈ End V that
corresponds to
√−1 via this isomorphism. Denote by VC this complex vector space.
The representation ρ naturally extends to a representation ρC : g
C → EndC VC of
the complexification gC = g⊗R C of g in VC:
ρC(x⊗
√−1) def= J(ρ(x)), x ∈ g.
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By corollary 5.4, the d-pair (s ⊗R C,W ⊗R C) in gC admits a ρC–extension whose
restriction to ρ is, obviously, an ρ–extension of (s,W ). 
5.6. D-pairs associated with 3-dimensional simple subalgebras. Here we
shall construct simplifying d-pairs for abelian extensions of Lie algebras possessing
a simple 3–dimensional subalgebra.
First, we shall collect some necessary facts about simple 3-dimensional algebras
(see, for instance, [3]). Let h be a such one and h ∈ h a regular element of it.
Then there exists a base (e1, e2, e3 = h) in |h| such that [e1, e2] = h, [h, e1] =
αe2, [h, e2] = βe1, , α, β ∈ k (the ground field), αβ 6= 0. Put κ = αβ. So,
the characteristic polynomial of adh is t(t2 − κ). If κ = λ2, λ ∈ k, then h
splits and there exists a base (h′ = 2λ−1h, x, y) of h, called a sl2-triple, such that
[h′, x] = 2x, [h′, y] = −2y, [x, y] = h′. If κ is not a square in k, i.e., the polynomial
t2 − κ is irreducible, consider the extension k¯ of k by adding to k the roots of
t2 − κ. We still denote these roots by ±λ ∈ k¯. The extended algebra h¯ = h ⊗k k¯
splits over k¯ and, as before, one can find an sl2-triple (h
′ = 2λ−1h, x, y) in it.
Recall also, that if ̺ is a representation of h, or of h¯, then eigenvalues of ̺(h′) are
integer and multiplicities of opposite eigenvalues are equal. So, eigenvalues of h are
of the form ±(m/2)λ with λ2 = −κ, m ∈ Z. Since the element h is semisimple
the operator ̺(h) is semisimple as well (see [6]). Therefore the representation
space U of ̺ splits into a direct sum of 1-dimensional and 2-dimensional ̺(h)-
invariant subspaces in such a way that 1-dimensional subspaces belong to ker ̺(h)
while each of 2-dimensional ones is annihilated by the operator ̺(h)2 − (1/4)m2κ
for a suitable integer m 6= 0. We shall call them eigenlines and m-eigenplanes,
respectively. Obviously, if h splits, then any eigenplane splits into two eigenlines
generated by eigenvectors of eigenvalues±(m/2)λ. In the non-split case eigenplanes
are irreducible with respect to ̺(h).
Now we shall associate a d–pair with a simple 3-dimensional subalgebra h of a
Lie algebra g. First, we recall the following elementary fact. Let a be a Lie algebra,
x ∈ a and aµ the root space of the operator adx corresponding to the eigenvalue
µ. Then
[aµ,aν ] ⊂ aµ+ν . (69)
Let h ∈ h be as above and A = adgh. Put
g0 = ker A, gm = ker(A
2 − (m2/4)κ idg)
Then g =
⊕
m≥0 gm and commutation relations
[gk,gl] ⊂ gk+l ⊕ gk−l. (70)
take place. If h splits, this directly follows from (69). Indeed, in this case gm, m >
0, splits into a direct sum of root spaces corresponding to eigenvalues ±(m/2)λ
(notice that gk = g−k). If h does not split one obtains the result by extending
scalars from k to k¯. In fact, the extended subalgebra h¯ of the extended algebra g¯
splits and hence the extended analogues g¯m’s of subspaces gm’s commute according
to (70), while gm ⊂ g¯m.
Relations (70) show that
s =
⊕
m≥0
g2m, W =
⊕
m≥0
g2m+1 (71)
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is a d–pair in g, which will be called the first d-pair associated with h if W 6= {0}.
Since h ⊂ s, this d–pair is trivial iff g = s⊕ρW . In particular, it is nontrivial and
simplifying if g is semisimple.
If W = {0}, i.e., g = ⊕m≥0g2m, then
s =
⊕
m≥0
g4m, W =
⊕
m≥0
g4m+2 (72)
is the second d-pair associated with h. Since h ∈ g0 ⊂ s and x, y ∈ g2 ⊂ W , this
d–pair is nontrivial and, obviously, simplifying if g is simple.
5.7. Solution of the disassembling problem for algebraically closed fields.
D–pairs (71) and (72) allow us to solve the disassembling problem for Lie algebras
over algebraically closed fields. In this subsection we keep the notation of the
previous one and assume the ground field k to be algebraically closed.
Proposition 5.11. Let g be a Lie algebra possessing a simple 3-dimensional subal-
gebra and ρ a representation of g in V . Then a nontrivial associated with h d–pair
admits a ρ–extension.
Proof. We identify g (resp., V ) with subalgebra g⊕ρ {0} (resp., {0} ⊕ρ V ) in the
algebra g⊕ρ V . Put
B = ρ(h), V0 = ker B, Vm = ker(B
2 − (m2/4)κ idV ).
Obviously, V = ⊕m≥0Vm. Since g is simple, the first d–pair (s,W ) associated with
h is nontrivial if W 6= {0}. Then
sρ
def
= s⊕ (⊕m≥0V2m) , Wρ def= W ⊕m≥ V2m+1 (73)
is the required extension. Indeed, this directly follows from commutation relations
[gk, Vl] ⊂ Vk+l ⊕ Vk−l, (74)
which can be proved by the same arguments as for (70). Note that this part of the
proof does not require algebraic closure of k.
If the first d–pair associated with h is trivial, we consider finer decompositions
of g and V using the fact that h splits if k is algebraically closed. Namely, put
g′m = ker (A−
m
2
λ idg), V
′
m = ker (B −
m
2
λ idV ). (75)
Then, obviously, gm = g
′
m ⊕ g′−m, Vm = V ′m ⊕ V ′−m and (see 69)
[Lk, Ll] ⊂ Lk+l. (76)
where Ls stands for one of subspaces g
′
s, V
′
s . Now it immediately follows from
relations (76) that subspaces
V0 =
⊕
k∈Z
(V ′4k ⊕ V ′4k+1), V1 =
⊕
k∈Z
(V ′4k+2 ⊕ V ′4k+3). (77)
provides a ρ-extension of the second d–pair associated with h. 
An important consequence of proposition5.11 is
Corollary 5.5. Let h be a simple 3-dimensional subalgebra of an algebra Lie g over
an arbitrary ground field and (s,W ) the associated with h d-pair. Then S1(s,W, ρ)
is nontrivial.
Proof. Immediately from proposition5.8, (1). 
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Theorem 5.1. Any finite-dimensional Lie algebra over an algebraically closed field
of characteristic zero can be completely disassembled.
Proof. By Morozov lemma, any simple Lie algebra g over an algebraically closed
field k of characteristic zero possesses a 3-dimensional subalgebra h isomorphic to
sl(2,k) (see [3], [6]). If the algebra g in proposition 5.11 is simple, then the ρ–
extension of one of the d–pairs (s,W ) associated with h is simplifying. Indeed, the
Stripping Lemma applied to this extended d–pair leads to an algebra of the form
s ⊕ρ′ V ′ (see the proof of proposition 5.11) whose semisimple part coincides with
that of s. Hence l(s) < l(g), since s is a proper subalgebra of g. 
5.8. Simplest algebras. Simple Lie algebras, which can not be directly disassem-
bled by the above methods, will be discussed in this section.
Definition 5.5. A simple Lie algebra is called simplest if all its proper subalgebras
are abelian.
This definition is justified by the following
Proposition 5.12. A simple Lie algebra g over a field k of characteristic zero
contains either a simplest subalgebra, or an subalgebra isomorphic to sl(2,k).
Proof. If g is not simplest, then it contains a proper non-abelian subalgebra h. If
the semisimple part h is nontrivial, then h contains a proper simple subalgebra, and
one gets the desired result by obvious induction arguments. If, on the contrary, the
semisimple part is trivial, then h is a nonabelian solvable algebra and, therefore,
contains a nontrivial nilpotent element g. Hence the endomorphism adgg of |g|
has a nontrivial nilpotent part. In other words, g, considered as an element of g,
has a nontrivial nilpotent part gn which, according to a well-known property of
semisimple algebras, belongs to g. Thus g possesses a nontrivial nilpotent element.
By Morozov’s lemma, such an element is contained in a 3-dimensional subalgebra
of g isomorphic to sl(2,k). 
Corollary 5.6. All elements of a simplest algebra are semisimple.
Proof. Assume that g has a nonsemisimple element. Then the nilpotent part of
such an element is nontrivial and, by a well-known property of semisimple Lie
algebras, belongs to g. Hence g has a nontrivial nilpotent element. In its turn
this element is contained in a 3-dimensional subalgebra of g which is isomorphic
to sl(2, k) (see the proof of the above proposition). But sl(2, k) and, therefore, g
contains 2-dimensional nonabelian subalgebras in contradiction with the fact that
g is a simplest algebra. 
Existence and diversity of simplest algebras depend exclusively on arithmetic
properties of the ground field k. For instance, there are no simplest algebras over
algebraically closed fields. Indeed, any simple algebra over such a field k contains a
3-dimensional simple subalgebra isomorphic to sl(2,k), which, in its turn, contain
proper 2-dimensional non-abelian subalgebras. On the contrary, there is only one
(up to isomorphism) simplest algebra over R, namely, so(3,R) (see proposition 5.15
below).
Now we shall collect some elementary properties of simplest algebras. Denote
by Cx the centralizer of an element x ∈ g. .
Proposition 5.13. Let g be a simplest Lie algebra and 0 6= x ∈ g. Then
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(1) Cx is abelian;
(2) if y, z ∈ g, y 6= 0, and [x, y] = [z, y] = 0, then [x, z] = 0;
(3) if 0 6= y ∈ g, then either Cx = Cy, or Cx ∩ Cy = {0};
(4) Cx is a Cartan subalgebra of g, i.e., y ∈ Cx if [x, y] ∈ Cx;
(5) all nonzero elements of g are regular;
(6) [g, Cx] ∩ Cx = {0}.
Proof. (1) Since 0 6= x ∈ Cx, the center of Cx is nontrivial. But the center of g is
trivial. Hence Cx does not coincide with g, i.e., is a proper subalgebra of g. As
such it is abelian.
(2) Obviously, x and z belong to Cy, which, by (1), is abelian.
(3) If 0 6= y ∈ Cx, then, according to (2), any z ∈ Cy belongs to Cx.
(4) Cx is an ideal in its normalizer Nx. Since g is simple Nx is a proper subalgebra
of g and, as such, must be abelian. So, Nx ⊂ Cx and hence Nx = Cx.
(5) Directly from (4).
(6) We have to prove that [y, Cx] ∩ Cx = {0}, ∀y ∈ g. Assuming the contrary
consider an element z ∈ Cx such that 0 6= [y, z] ∈ Cx. In view of (3) Cx =
Cz ⇒ [y, z] ∈ Cz . By (4), this implies that y ∈ Cz and, therefore, [y, z] = 0 in
contradiction with the assumption. 
To proceed on we need some information about operators of the adjoint repre-
sentation of a simplest algebra.
5.9. On the adjoint representation of simplest algebras. First, we mention
without proof the following elementary facts.
Lemma 5.5. Let V be a finite-dimensional vector space and b(·, ·) a nondegenerate,
symmetric bilinear form on V . If A : V → V is a linear, skew-symmetric with
respect to b operator, i.e., b(Au, v) + b(u,Av) = 0, u, v ∈ V , then the minimal
polynomial of A is of the form trϕ(t2), ϕ(0) 6= 0, r ≥ 0. If A is semisimple and
ϕ = ϕn11 ·, . . . , ·ϕnmm is the canonical factorization of the polynomial ϕ into irreducible
and relatively prime factors, then r = 0, 1 and n1 = · · · = nm = 1.
Corollary 5.7. The assertion of the above lemma is valid for operators of the
adjoint representation of a simplest algebra and in this case r = 1.
Proof. Recall that operators of the adjoint representation of a Lie algebra g are
skew-symmetric with respect to the Killing form, which is nondegenerate for a
semisimple g. Moreover, according to corollary 5.6, these operators are semisimple.
So, it suffices to take the Killing form for b and to observe that the kernel of an
adjoint representation operator is nontrivial. 
It is not difficult to see that if g(τ) is an irreducible polynomial, then the poly-
nomial h(t) = g(t2) is either irreducible, or h(t) = ψ(t)ψ(−t) with irreducible and
relatively prime ψ(t) and ψ(−t). Hence, by lemma 5.6, the minimal polynomial
f(t) of a semisimple skew-adjoint operator A is of the form
F (t) = tǫf1(t
2) · · · · · fk(t2)ψ1(t)ψ1(−t) · · ·ψl(t)ψl(−t), ǫ = 0, 1, (78)
with relatively prime and irreducible factors. Under the hypothesis of lemma 5.6
with ǫ = 1 we have the following direct sum decomposition
V = ker A⊕ ker f1(A2)⊕ . . .⊕ ker fk(A2)⊕ ker g1(A2)⊕ . . .⊕ ker gl(A2) (79)
with gi(t
2) = ψi(t)ψi(−t).
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Lemma 5.6. Subspaces in decomposition (79) are mutually orthogonal with respect
to the form b.
Proof. This is a direct consequence of the fact that b(ker ϕ(A2), ker φ(A)) = 0, if
polynomials ϕ(t2) and φ(t) are relatively prime. To prove this assertion, consider
the identity
ϕ(t2)α(t) + φ(t)β(t) = 1
with α(t), β(t) being some polynomials . Let u ∈ ker ϕ(A2), v ∈ ker φ(A) and
α(t) = α0(t
2) + tα1(t
2). Then
0 = b([(α0(A
2)−Aα1(A2))ϕ(A2)]u, v) = b(u, [(α0(A2) +Aα1(A2))ϕ(A2)]v) =
b(u, [α(A)ϕ(A2)]v) = b(u, v − φ(A)β(A)v) = b(u, v).

Finally, we shall fix some properties of operators of the adjoint representation of
a simplest Lie algebra g (over k). Below (·, ·) stands for the Killing form on g and
kf for the splitting field of a polynomial f ∈ k[t].
Proposition 5.14. Let g be a simplest Lie algebra, 0 6= x ∈ g and A = ad x. Then
(1) the minimal polynomial F (t) of A has the form (78) with ǫ = 1 and decom-
position (79) with Killing orthogonal summands for V = |g| holds;
(2) Cx = ker A;
(3) nonzero roots of F (t) do not belong to k;
(4) the lattice (in kF ) generated by roots of F (t) coincides with that of fi(t)
and with that of ϕj(t), i = 1, . . . , k, j = 1, . . . , l;
(5) kF = kfi = kϕj , i = 1, . . . , k, j = 1, . . . , l;
Proof. (1) Directly from corollary 5.7 and lemma 5.6.
(2) Directly from proposition 5.13.
(3) Assuming the contrary we observe that x and an eigenvector y ∈ g corre-
sponding to a nonzero eigenvalue of A span a 2-dimensional nonabelian subalgebra
of g. Being simplest g must coincide with this subalgebra in contradiction with
simplicity of g.
(4) Let h(t) be one of polynomials fi’s, ϕj ’s and λ1, . . . , λm ∈ kh be its roots.
Consider the subalgebra hh of g generated by W = ker h(A) and Cx. Obviously, h
is nonabelian and hence g = hh. On the other hand, in view of (69) applied to the
kF -extension of g, eigenvalues of A ||h| belong to the lattice Lh in kF generated
by λ1, . . . , λm. Lattices Lfi ’s and Lϕj ’s must coincide, since, otherwise, one of the
subalgebras would be proper in g.
(5) Directly from (4). 
5.10. Complete disassembling of real Lie algebras. Now we are ready to
prove that any Lie algebra over R can be completely disassembled. The stripping
procedure in this case is based on the following fact.
Proposition 5.15. Simplest Lie algebras over R are isomorphic to so(3,R).
Proof. Let g be a simplest real Lie algebra. Note that the minimal polynomial
F (t) of A = adx, x ∈ g, is of the form F (t) = t(t2 + λ21) . . . (t2 + λ2k), λ1, . . . , λk ∈
R, k ≥ 1. Indeed, according to proposition 5.14 (3), all nonzero roots of A do not
belong to R. Let C be a Cartan subalgebra of g. Then, according to proposition
5.13, {ady}y∈C is a family of commuting semisimple operators. Recall that such a
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family possesses a primitive element, i.e., a such one that any its invariant subspace
is also invariant with respect to all operators of the family. Let A = adx, x ∈ C, be
primitive for the family {ady}y∈C and f(t) = t2 + λ2 be one of irreducible factors
of its minimal polynomial F (t). If 0 6= y ∈ ker f(A), then P = span < y,Ay >
is, obviously, A-invariant and hence adz-invariant for any z ∈ C. Equivalently,
[C,P ] ⊂ P . Obviously, dim P = 2. Moreover, A([y,Ay]) = [Ay,Ay] + [y,A2y] = 0,
since A2y = −λ2y. But, according to proposition 5.13, C = Cx = ker A. This
shows that [y,Ay] ∈ C ⇔ [P, P ] ⊂ C. Hence h = C +P is a nonabelian subalgebra
of g.
Observe now that [P, P ] 6= 0. Indeed, otherwise, elements x, y and Ay would span
a 3-dimensional subalgebra of g, which is nonabelian, since 0 6= Ay = [x, y], and
solvable. But being simplest g must coincide with this subalgebra in contradiction
with simplicity of g. Moreover, dim [P, P ] = 1, since [P, P ] = span [y,Ay] 6= 0.
Therefore [P, P ] and P span a nonabelian 3-dimensional subalgebra h0 of h. So,
g = h0, since g is simplest. But any 3-dimensional simple Lie algebra over R is
isomorphic either to so(3,R), or to sl(2,R) (Bianchi’s classification), and the latter
is not simplest one. 
Theorem 5.2. Any finite-dimensional Lie algebra over R can be completely disas-
sembled.
Proof. As we have seen earlier the problem reduces to existence of simplifying d–
pairs for algebras g ⊕ρ V with a simple g and an irreducible ρ : g → EndV . We
shall construct such a pair with help of a simple 3-dimensional subalgebra h of
g. By propositions 5.12 and 5.15, g contains either a subalgebra isomorphic to
sl(2,R) or a subalgebra isomorphic to so(3,R). In the first case proposition 5.11
proves existence of a simplifying d–pair. Hence we have to analyze the situation
when h is isomorphic to so(3,R). If in this case the first d-pair associated with h
is nontrivial, then d-pair (73) in the proof of proposition 5.11 solves the problem.
So, we shall assume that the d-pair (s,W ) associated with h is of the second
type. In particular, in the notation of proposition5.11, we have g = ⊕k≥0g2k. Put
also
Veven =
⊕
k≥0
V2k and Vodd =
⊕
k≥0
V2k+1.
Commutation relations (74) show that subspaces Veven and Vodd are ρ-invariant.
Since ρ is irreducible, one of these subspaces is trivial.
First, assume that Vodd is trivial. Once again, relations (74) show that
V 0 =
⊕
k≥0
V4k, V 1 =
⊕
k≥0
V4k+2
is a ρ–extension of (s,W ).
Finally, assume that Veven is trivial. First of all, we note that, by corollary5.5,
S1(s,W, ρ) is nontrivial. Moreover, proposition5.10 reduces the problem to the case
when the F2-graded algebra S(s,W, ρ) is isomorphic to C. In this case S1(s,W, ρ)
is 1-dimensional and contains an operator J such that J2 = −1. So, J supplies V
with a C-vector space structure which will be denoted by VC.
Below we shall adopt the notation used in the proof of proposition 5.11. By
construction, operators ρ(z), z ∈ s, commute with J , i.e., they are C-linear in VC.
In particular, B = ρ(h) is such an operator , since h ∈ s. Obviously, eigenvalues of
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B are m2
√−1, m ∈ Z, and
VC = ⊕m∈ZVm, Vm = ker(B − m
2
√−1 idV ) = ker(B − m
2
J) (80)
(Vm’s are subspaces of VC). Also, observe that in the considered case Vm may be
nontrivial only for odd m and consider subspaces
W 1 =
⊕
m∈Z
V4m+1 and W 2 =
⊕
m∈Z
V4m−1
of VC. Then VC =W 1 ⊕W 2 and dimW 1 = dimW 2, since Vm = Vm ⊕ V−m. We
shall prove thatW 1 andW 2 are ρ–invariant. If so, one of these subspaces must be
trivial, since ρ is irreducible. But dimW 1 = dimW 2 and hence the other subspace
must be trivial too. This, however, is impossible, since V is nontrivial.
Let v ∈ Vm and w ∈ g4k+2 ⊂W . Then
Bv =
m
2
√−1 v = m
2
Jv, [h,w] ∈ W, [h, [h,w]] = −(2k + 1)2w,
and, therefore,
ρ(w)J + Jρ(w) = 0 = ρ([h,w])J + Jρ([h,w]).
Now we have
B(ρ(w)v) = ρ(w)(Bv) + [B, ρ(w)]v =
m
2
ρ(w)(Jv) + [ρ(h), ρ(w)]v =
−m
2
J(ρ(w)v) + ρ([h,w])v = −m
2
√−1 ρ(w)v + ρ([h,w])v (81)
and
B(ρ([h,w])v) = ρ([h,w])(Bv) + [B, ρ([h,w])]v =
m
2
ρ([h,w])(Jv) +
+[ρ(h), ρ([h,w])]v = −m
2
J(ρ([h,w])v) + ρ([h, [h,w]])v =
−m
2
√−1 ρ([h,w])v − (2k + 1)2ρ(w)v (82)
It follows from (81) and (82) that vectors ρ(w)v and ρ([h,w])v span a 2-dimensional
subspace Π in VC, which is invariant with respect to B. As it is easy to see, eigen-
values of B |Π are −m±(4k+2)2
√−1. This shows that Π is spanned by eigenvectors
of B |Π corresponding to these eigenvalues, i.e., that vectors ρ(w)v and ρ([h,w])v
belong to V−m+4k+2 ⊕ V−(m+4k+2). Since m = 4s± 1, the residue of m mod 4 co-
incides with that of −m± (4k+2). Therefore, vectors ρ(w)v and ρ([h,w])v belong
to the same subspace W i as v.
If z ∈ g4k ⊂ s, then [h, z] ∈ s, [h, [h, z]] = −4k2z and operators ρ(z) and
ρ([h, z]) commute with J . The same arguments as above show that vectors ρ(z)v
and ρ([h, z])v belong to Vm+4k⊕V(m−4k), i.e., to the same subspaceW i as v. This
proves that subspaces W i’s are ρ–invariant. 
Remark 5.4. The final part of the proof of proposition 5.2 shows that S(s,W, ρ)
can not be a division algebra, if S0(ρ) is isomorphic to R and Veven is trivial.
On the disassembling problem for arbitrary fields.
It seems rather plausible that any finite-dimensional Lie algebra over a field of
characteristic zero can be completely disassembled. In view of proposition 5.12 the
disassembling problem is reduced to simplest algebras and their finite-dimensional
representations. This approach presumes a description of simplest algebras over
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arbitrary ground fields k and involutions of them. This problem doesn’t appear to
be extremely challenging not to attemp to resolve it. Probably, the circle of ideas
that one can find in the last chapter of [3] would be sufficient for the solution.
Derived algebras [ALie,ALie] of Lie algebras ALie associated with division alge-
bras A over k give examples of simplest algebras. In this connection it should be
also stressed that simplest Lie algebras and their representations have all merits to
be studied in its own right. For instance, they appear to be natural substitutes for
sl2-triples in the perspective of developing analogues of root space decompositions
for simple Lie algebras over arbitrary fields.
An alternative approach to the disassembling problem could be a direct descrip-
tion of suitable d–pairs in simple algebras over a given field based in its turn on a
description of these algebras as, for instance, it is done in [3]. However, in order
to become practical such a description must be duly extended to representations of
these algebras. Moreover, a serious deficiency of this approach is that it, apart of
being rather boring, does not reveal the true nature of the phenomenon.
The conjecture that all Lie algebras can be assembled from lions and the fact
that lions are, in fact, Lie algebras over Z lead to suspect that Lie algebras over a
field k are obtained as specifications to k of some universal assemblage schemes. In
the rest of this paper some facts supporting and clarifying this idea will be given.
6. Matching lieons and first level Lie algebras
A Lie algebra is of the first level if it can be completely disassembled in one
step. In other words, first level Lie algebras are ones that can be assembled from a
number of mutually compatible lieons. In this section we geometrically characterize
compatible pairs of lieons and, on this basis, construct examples of first level Lie
algebras.
6.1. Compatible ⋔-lieons. Let g be a an n-dimensional ⋔-lieon and V = |g|.
Denote by C = Cg the center of g and put l = lg = [g,g]. Then dimC =
n − 2, dim l = 1 and l ⊂ C. A basis e1, . . . , en of V such that e3 ∈ l and ei ∈ C,
if i > 2, will be called normal for g. The only nontrivial product in this basis is
[e1, e2] = αe3, α 6= 0. The associated Poisson bivector on V ∗ in the corresponding
coordinates is P = Pg = αx3ξ1ξ2. This shows that, up to proportionality, g is
uniquely defined by the pair (C, l).
Consider now two ⋔-lieons g1 and g2 on V , i.e., |g1| = |g2| = V , and put Ci =
Cgi , li = lgi , Pi = Pgi i = 1, 2, C12 = C1∩C2. Obviously, n− 4 ≤ dimC12 ≤ n− 2.
Below we use formula (10) for computations of the occurring Schouten brackets.
Lemma 6.1. If dimC12 = n− 4, then g1 and g2 are compatible iff li ⊂ C12, i =
1, 2.
Proof. We have to examine the following four cases.
A1 : li does not belong to C12, i = 1, 2. In this case a basis e5, . . . , en in C12 can
be completed by some vectors e1 ∈ l1, e2 ∈ C1, e3 ∈ l2, e4 ∈ C2 up to a basis in V .
The only nonzero product [ei, ej ]1 in g1 is [e3, e4]1 = α1e1, and [e1, e2]2 = α2e3 in
g2 with some α1, α2 ∈ k. Hence P1 = α1x1ξ3ξ4 and P2 = α2x3ξ1ξ2 and a direct
computation by using formula shows that [[P1, P2]] 6= 0, i.e., that g1 and g2 are not
compatible.
A2 : One of subspaces li’s, say, l1, belongs to C12 and the other, l2, does not.
In this case we complete a basis e5 ∈ l1, e6, . . . , en in C12 by some vectors e1, e2 ∈
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C1, e3 ∈ l2, e4 ∈ C2 up to a basis in V . By similar reasons as above, P1 =
α1x5ξ3ξ4, P2 = α2x3ξ1ξ2 in the corresponding coordinates. Since [[P1, P2]] 6= 0, g1
and g2 are not compatible.
A3 : li ⊂ C12, i = 1, 2, and l1 6= l2. In this case we consider a basis e5 ∈
l1, e6 ∈ l2, . . . , en in C12 and complete it by independent modC12 vectors e1, e2 ∈
C1, e3, e4 ∈ C2 up to a basis in V . In such a basis P1 = α1x5ξ3ξ4, P2 = α2x6ξ1ξ2
and [[P1, P2]] = 0. So, g1 and g2 are compatible and it is easy to see that g1 + g2
is isomorphic to ⋔ ⊕ ⋔ ⊕γn−6.
A4 : l1 = l2 ⊂ C12. A basis e5 ∈ l1 = l2, e6, . . . , en in C12 can be completed
by independent modC12 vectors e1, e2 ∈ C1, e3, e4 ∈ C2 up to a basis in V . Then
P1 = α1x5ξ3ξ4, P2 = α2x5ξ1ξ2 and [[P1, P2]] = 0, i.e., g1 and g2 are compatible.
The Poisson bivector corresponding to g1+g2 is proportional to x5(ξ1ξ2+ξ3ξ4). 
Lemma 6.2. If dimC12 = n− 3, then g1 and g2 are compatible.
Proof. Put C = C1+C2. Then dimC = n− 1. We have four qualitatively different
situations as before.
B1 : l1 and l2 do not belong to C12 ⇔ C = l1 ⊕ l2 ⊕ C12. Consider a basis
e1, . . . , en in V with ei ∈ li, i = 1, 2, ei ∈ C12, i > 3. Then, in the corresponding
coordinates, P1 = α1x1ξ2ξ3, P2 = α2x2ξ1ξ3.
B2 : One of subspaces li’s, say, l1, belongs to C12 and the other, l2, does not.
Then V = 〈v〉 ⊕ C, if v ∈ V \ C, and C = 〈w〉 ⊕ C12, if w ∈ C \ C12. So,
vectors e1 = w, 0 ≤ e2 ∈ l1, 0 ≤ e3 ∈ l2, e4 = v, e5, . . . , en form a basis in V
assuming that e2, e5 . . . , en is a basis in C12. In the corresponding coordinates we
have P1 = α1x2ξ3ξ4, P2 = α2x3ξ1ξ4.
B3 : li ∈ C12, i = 1, 2, and l1 6= l2. In this case there is a basis e1 . . . , en in V
such that ei ∈ Ci \C12, ei+2 ∈ li, i = 1, 2, e5 ∈ V \C and ei ∈ C12 for i > 5. Then,
in the corresponding coordinates, P1 = α1x3ξ2ξ5, P2 = α2x4ξ1ξ5.
B4 : li ∈ C12, i = 1, 2, and l1 = l2. Similarly to the preceding case there is a basis
e1 . . . , en in V such that ei ∈ Ci \C12, i = 1, 2, e3 ∈ l1 = l2, e4 ∈ V \C and ei ∈ C12
for i > 4. Then, in the corresponding coordinates, P1 = α1x3ξ2ξ4, P2 = α2x3ξ1ξ4.
Now a simple computation shows that [[P1, P2]] = 0 in any of these cases. 
Lemma 6.3. If dimC12 = n− 2, then g1 and g2 are compatible.
Proof. In this case C1 = C2 = C12 and V = 〈v1〉 ⊕ 〈v2〉 ⊕ C12 for any independent
modC12 vectors v1, v2. Here we have two possibilities:
D1 : l1 6= l2. Consider a basis e1, . . . , en in V with ei ∈ li, ei+2 = vi, i =
1, 2, ej ∈ C12 for j > 4. Then, as above, P1 = α1x1ξ3ξ4, P2 = α2x2ξ3ξ4 and
[[P1, P2]] = 0.
D2 : l1 = l2. In this case lieons g1 and g2 are proportional. 
Using lemmas 6.1, 6.2 and 6.3 it is not difficult to construct various families of
mutually compatible ⋔n-structures on a vector space V . Two such constructions
are described below.
A (finite) family {Ci} of (n− 2)-dimensional subspaces of V will be called tight
if dimCi ∩ Cj > n− 4. Tight families are easily described.
Lemma 6.4. A family {Ci} of (n−2)-dimensional subspaces of V is tight if either
all Ci’s are contained in a common (n− 1)-dimensional subspace (“co-pencil”), or
all Ci’s have a common (n− 3)-dimensional subspace (“pencil”). 
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A finite family {gi} of ⋔-lieons on V will be called tight if the family {Ci} of
their centers is tight. It follows from lemmas 6.2 and 6.3 that ⋔-lieons belonging to
a tight family are mutually compatible. This observation together with lemma 6.4
prove
Proposition 6.1. Let {Ci} be a co-pencil (resp., pencil) of (n − 2)-dimensional
subspaces of V . Assign to each Ci a 1-dimensional subspace li ⊂ Ci. Then ⋔-
lieons characterized by pairs (Ci, li) are mutually compatible so that their linear
combinations are first level Lie algebras. 
Also we have.
Proposition 6.2. Let {g1, . . . ,gm} be a family of ⋔-lieons characterized by pairs
(C1, l1), . . . , (Cm, lm). If span (l1, . . . , lm) ⊂
⋂m
i=1 Ci, then gi’s are mutually com-
patible so that their linear combinations are first level Lie algebras. 
Proof. If dimCi ∩ Cj > n − 4, then gi and gj are compatible by lemmas 6.2 and
6.3. Otherwise, they are compatible by lemma 6.1. 
These constructions illustrate the diversity of combinations of ⋔-lieons that pro-
duce first level Lie algebras.
6.2. Compatible ⋔- and ≬- lieons. A ≬-lieon g on V is up to proportionality
characterized by its center C = Cg and the derived algebra ∆ = ∆g = [g,g]. Since
both ∆ and C are abelian, we identify them with the supporting them subspaces
of V . Obviously, dimC = n− 2, dim∆ = 1, C ∩∆ = {0}. So, up to a scalar factor
g is completely determined by the pair (C,∆) of subspaces of V and vice-versa.
Consider now a ⋔-lieon g⋔ and a ≬-lieon g≬ on V and the characterizing them
pairs (C≬,∆) and (C⋔, l). Put C12 = C≬ ∩ C⋔. Then n− 4 ≤ dimC12 ≤ n− 2.
Lemma 6.5. If dimC12 = n− 4, then g≬ and g⋔ are incompatible.
Proof. First, note that g≬ and g⋔ are compatible iff the factorized lieons g≬/C12 and
g⋔/C12 are compatible. So, we can assume that n = 4 and C12 = 0⇔ V = C≬⊕C⋔
with dimC≬ = dimC⋔ = 2. Projections defined by this splitting of V send the line
∆ to subspaces ∆≬ ⊂ C≬ and ∆⋔ ⊂ C⋔, respectively. Since ∆ does not belong to
C≬, dim∆
⋔ = 1. There may occur one of the following three cases.
I1 : dim∆
≬ = 1 and C⋔ = l ⊕∆⋔. Let e1 ∈ ∆≬, , e2 ∈ ∆⋔ be such that e1 + e2
generates ∆. If e3 generates l and e1, e4 generate C≬, then e1, . . . , e4 is a basis in
V and, in the corresponding coordinates, Poisson bivectors associated with g≬ and
g⋔ are proportional to P1 = (x1 + x2)ξ2ξ3 and P2 = x3ξ1ξ4, respectively. Now a
computation shows that [[P1, P2]] 6= 0.
I2 : dim∆
≬ = 0 and C⋔ = l ⊕ ∆⋔. Consider a basis e1, . . . , e4 in V with
e1, e2 ∈ C≬, e3 ∈ l, e4 ∈ ∆⋔. In the corresponding coordinates P1 and P2 are
proportional to x4ξ3ξ4 and x3ξ1ξ2, respectively, and one finds that [[P1, P2]] 6= 0.
I3 : dim∆
≬ = 0 and l = ∆⋔. Similarly, in a basis e1, . . . , e4 in V with e1, e2 ∈
C≬, e3 ∈ l, e4 ∈ C⋔ P1 and P2 are proportional to x3ξ3ξ4 and x3ξ1ξ2, respectively,
and a computation show that [[P1, P2]] 6= 0. 
Put C = C≬ +C⋔ and note that dimC = n− 1 iff dimC12 = n− 3. In this case
there are two possibilities : ∆ ∩ C = {0} and ∆ ⊂ C.
Lemma 6.6. If dimC12 = n−3 and ∆∩C = {0}, then g≬ and g⋔ are incompatible.
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Proof. In this case V = ∆ ⊕ C. If l does not belong to C12, then, as in the
preceding lemma, the factorization by C12 reduces the problem to n = 3. If n = 3,
then dimC≬ = dimC⋔ = 1, l = C⋔ and V = ∆ ⊕ C≬ ⊕ l. In a basis e1, e2, e3 of
V with e1 ∈ l, e2 ∈ C⋔, e3 ∈ ∆ we have P1 ∼ x3ξ1ξ3, P2 ∼ x1ξ2ξ3 and find that
[[P1, P2]] 6= 0.
If l ⊂ C12, then C12 = l ⊕ C′, dimC′ = n − 4, and the factorization by C′
reduces the situation to n = 4. In this particular case dimC≬ = dimC⋔ = 2 and
C≬ ∩ C⋔ = l. In a basis e1, . . . , e4 such that e1 ∈ C⋔, e2 ∈ C≬, e3 ∈ ∆, e4 ∈ l we
have P1 ∼ x3ξ1ξ3, P2 ∼ x4ξ2ξ3 with [[P1, P2]] 6= 0. 
Lemma 6.7. If dimC12 = n− 3 and ∆ ⊂ C, then g≬ and g⋔ are compatible.
Proof. In this case C = ∆⊕C≬ and V =W ⊕C for a 1-dimensional subspaceW of
V . If l does not belong to C12, the factorization of V by C12 reduces the situation
to a 3-dimensional one in which C = C⋔ ⊕ C≬, dimC≬ = dimC⋔ = 1, l = C⋔ and
V = C⋔ ⊕C≬ ⊕W . Consider a basis e1, e2, e3 in V with e1 ∈ C⋔, e2 ∈ C≬, e3 ∈W .
Since ∆ ⊂ C⋔ ⊕ C≬ and ∆ ∩ C≬ = {0}, ∆ is generated by a vector of the form
e1 + λe2, λ ∈ k,. In the corresponding to such a basis coordinates we have P1 ∼
x1ξ2ξ3, P2 ∼ (x1 + λx2)ξ1ξ3 with [[P1, P2]] = 0.
If l ⊂ C12, then C12 = l ⊕ C′, dimC′ = n − 4, and the factorization of V
by C′ reduces the situation to n = 4. In this case dimC≬ = dimC⋔ = 2 and
dimC≬ ∩ dimC⋔ = l. Consider a basis e1 . . . , e4 in V such that e1 ∈ C⋔, e2 ∈
C≬, e3 ∈ l, e4 ∈ W . Since ∆ ∩ C≬ = {0}, ∆ ⊂ C = C≬ + C⋔ is generated by
a vector of the form e1 + λe2 + µe3. In the corresponding coordinates, we have
P1 ∼ x3ξ2ξ4, P2 ∼ (x1 + λx2 + µx3)ξ1ξ4 and [[P1, P2]] = 0. 
Lemma 6.8. If dimC12 = n− 2, then g≬ and g⋔ are compatible.
Proof. In this case C≬ = C⋔ = C and V = ∆ ⊕W ⊕ C, dimW = 1. In a basis
e1 . . . , en in V such that e1 ∈ ∆, e2 ∈ W, e3 ∈ l ⊂ C, e4, . . . , en ∈ C, we have
P1 ∼ x3ξ1ξ2, P2 ∼ x1ξ1ξ2 and see that [[P1, P2]] = 0. 
A summary of the above lemmas is
Proposition 6.3. A ≬-lieon and a ⋔-lieon on V are compatible iff the intersection
of their centers is not generic, i.e., of dimension grater than n− 4.
The following assertion immediately results from propositions 6.1 and 6.3
Corollary 6.1. Let g1, . . . ,gm be ⋔-lieons and g a ≬-lieon. If centers of all
these lieons are contained in a common hyperplane in V , then g + α1g1 + · · · +
αmgm, α1, . . . , αm ∈ k, is a non-unimodular first level Lie algebra.
6.3. Compatible ≬-lieons. Consider two ≬-lieons gi, i = 1, 2, on a vector space
V and the characterizing them pairs (∆i, Ci), i = 1, 2. Recall that dim∆i =
1, dimCi = n − 2 and ∆i ∩ Ci = {0}. Put C12 = C1 ∩ C2. Obviously, n − 4 ≤
dimC12 ≤ n−2 and compatibility of gi’s is equivalent to that of factorized ≬-lieons
gi/C12’s.
Lemma 6.9. If dimC12 = n− 4, then g1 and g2 are compatible iff ∆1 ⊂ C2 and
∆2 ⊂ C1.
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Proof. Passing to the factorized structures gi/C12’s we can assume that dimV = 4.
In this particular case dimC1 = dimC2 = 2 and V = C1 ⊕ C2. Let pi : V → Ci be
a natural projection and L =< ∆1,∆2 > be the span of ∆1 and ∆2. Examine now
various situations occurring in this context.
K1 : dimL = 2 and L∩Ci = {0}, i = 1, 2. Then pi|L : L→ Ci is an isomorphism,
i = 1, 2, and hence there is a basis e1 . . . , e4 in V such that e1, e2 ∈ C1, e3, e4 ∈ C2
and e1 + e3 ∈ ∆1, e2 + e4 ∈ ∆2. In the corresponding coordinates we have P1 ∼
(x1 + x3)ξ3ξ4, P2 ∼ (x2 + x4)ξ1ξ2 and a computation shows that [[P1, P2]] 6= 0.
K2 : dimL = 2, dimL∩C1 = 1 and L∩C2 = {0}. Then p1|L is an isomorphism.
So, if 0 6= εi ∈ ∆i, i = 1, 2, then e1 = p1(ε1), e2 = p1(ε2) is a basis in C1. Also
e3 = p2(ε1) 6= 0, since ∆1 ∩ C1 = {0}, and p2(ε1) and p2(ε2) are proportional. If
e4 ∈ C2 is not proportional to e3, then e1, . . . , e4 is a basis in V . By construction
ε1 = e1 + e3 and ε2 = e2 + λe3. So, in the corresponding coordinates, P1 ∼
(x1 + x3)ξ3ξ4, P2 ∼ (x2 + λx3)ξ1ξ2 and we can see that [[P1, P2]] 6= 0.
K3 : dimL = 2, dimL ∩ Ci = 1, i = 1, 2. If ε1, ε2 are as above, then e3 =
p2(ε1) 6= 0, e1 = p1(ε2) 6= 0 and p2(ε2) = λe3, p1(ε1) = µe1 for some λ, µ ∈ k. By
construction ε1 = µe1 + e3, ε2 = e1 + λe3. Complete vectors e1, e3 to a basis in V
by vectors e2 ∈ C1, e4 ∈ C2. Then P1 ∼ (µx1 + x3)ξ3ξ4, P2 ∼ (x1 + λx3)ξ1ξ2 in the
corresponding coordinates, and [[P1, P2]] ∼ −λ(µx1+x3)ξ1ξ2ξ4−µ(x1+λx3)ξ2ξ3ξ4.
Now a computation shows that [[P1, P2]] = 0 iff µ = λ = 0. Geometrically, this
condition tells that ∆1 ⊂ C2, ∆2 ⊂ C1, or, equivalently, that g1 +g2 is isomorphic
to ≬ ⊕ ≬ for n = 4 and to ≬ ⊕ ≬ ⊕γn−4 in the general case.
K4 : dimL = 1⇔ ∆1 = ∆2. In this case one easily constructs a basis e1, . . . , e4
in V with e1, e2 ∈ C1 and e3, e4 ∈ C2 and e1 + e3 ∈ ∆1 = ∆2. As earlier we see
that P1 ∼ (x1 + x3)ξ3ξ4, P2 ∼ (x1 + x3)ξ1ξ2 and [[P1, P2]] 6= 0. 
Lemma 6.10. If dimC12 = n − 3, then g1 and g2 are compatible either if ∆1 =
∆2modC12, or if ∆i ⊂ C1 + C2, i = 1, 2.
Proof. The factorization modC12 reduces the problem, as above, to n = 3. In this
case dimC1 = dimC2 = 1 and C1 ∩ C2 = {0}. Equivalently, if C = C1 + C2, then
dimC = 2. Here two possibilities occur:
J1 : One of ∆i’s, say, ∆1, does not belong to C. In a basis e1, e2, e3 in V
with ei ∈ Ci, e3 ∈ ∆1 we have P1 ∼ x3ξ2ξ3, P2 ∼
∑3
i=1 αixiξ1ξ3 and [[P1, P2]] ∼
(α1x1 + α2x2)ξ1ξ2ξ3. Now a computation shows that [[P1, P2]] = 0 iff α1 = α2 =
0⇔ ∆1 = ∆2. For arbitrary n the last condition means that ∆1 ⊂ ∆2 ⊕ C12.
J2 : ∆i ⊂ C, i = 1, 2. Let 0 6= ei ∈ Ci, i = 1, 2. Then e1 + λe2 ∈ ∆2 and
µe1 + e2 ∈ ∆1 for some λ, µ ∈ k. Complete e1, e2 to a basis in V by a vector e3.
Then P2 ∼ (x1 + λx2)ξ1ξ3, P1 ∼ (µx1 + x2)ξ2ξ3 and [[P1, P2]] = 0. 
Remark 6.1. The results of this section show that compatible configurations of
lieons can be described in a manner which does not refer explicitly to a concrete
ground field k. Namely, this description operates with the characterizing pairs and
the relative position of composing them elements. Concreteness of k is exclusively
confined to coefficients of linear combinations of basic “abstract” lions from which
first level Lie algebras over k are made.
It is not difficult to extract from the proof of theorems 5.1 and 5.2 that there
is a number ν(n) such that any n-dimensional Lie algebra can be assembled from
not more than ν(n) lieons. On the other hand, the results of this section show that
even first level Lie algebras can be assembled from an unlimited number of ⋔- and
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≬-lieons intertwined one another in a chaotic manner. This makes nontrivial the
problem of recognizing isomorphic Lie algebras on the basis of their a-schemes. By
this reason more regular assembling procedures are of interest. One of them, in a
sense simplest, will be discussed the sections dedicated to coaxial algebras.
7. Canonical disassemblings of classical Lie algebras
In this section we shall describe canonical, in a sense, complete disassemblings
of classical Lie algebras. This will be done in a way which simultaneously covers
Lie algebras over R and C. More exactly, classical Lie algebras are among sym-
metry algebras of some bilinear and volume forms, and this interpretation make it
possible to completely disassemble them over an arbitrary ground field k of charac-
teristic zero. The techniques we use here are mainly based on the Schouten bracket
formalism and the stripping procedure.
7.1. Disassembling of g-orthogonal algebras. Let g =
∑n
1 aix
2
i , 0 6= ai ∈ k,
be a nondegenerate quadratic form on a k-vector space V . The Lie algebra so(g)
of (infinitesimal) symmetries of g is composed of linear vector fields X on V such
that X(g) = 0. Obviously, eij = aixi∂j − ajxj∂i ∈ so(g) and [eij , ejk] = ajeik.
Moreover, fields {eij}i<j form a base of so(g). For instance, this is a standard base
of so(p, q), q = n− p, if k = R and a1 = · · · ap = 1, ap+1 = · · · = an = −1.
Let xij be the linear function on |so(g)|∗ corresponding to eij . Obviously, xij =
−xji and {xij}i<j is a cartesian chart on |so(g)|∗. The only nonzero Poisson
brackets, which involve functions xij ’s, are {xij , xjk} = ajxik. The Poisson bivector
P =
∑
i<j,α
aαxijξiα ∧ ξαj with ξij = ∂
∂xij
represents the associated with so(g) Poisson structure on |so(g)|∗ in terms of co-
ordinates {xij}. Observe that
P =
∑
α
aαPα with Pα =
∑
i<j
xijξiα ∧ ξαj (83)
Since P is a Poisson bivector for arbitrary aα’s, this shows that P1, . . . , Pn are
mutually compatible Poisson bivectors.
The same result may be obtained by observing that
2Pα = [[P,Xα]] = [[Pα, Xα]] with Xα =
∑
s
xαsξαs, and [[Pα, Xβ ]] = 0, ∀α 6= β.
Indeed, [[P, Pα]] =
1
2∂
2
P (Xα) = 0 and
[[Pα, Pβ ]] =
1
2
[[Pα, [[P,Xβ ]]]] = ±1
2
[[[[Pα, P ]], Xβ]]± 1
2
[[P, [[Pα, Xβ]]]] = 0.
So, finally, we have
Pα =
∑
i<j
Pα,ij with Pα,ij = xijξiα ∧ ξαj .
For a fixed α Poisson bivectors Pα,ij ’s are, obviously, compatible each other. Each
of them is associated with an algebra isomorphic to ⋔m, m = n(n − 1)/2. This
shows that the algebra so(g) can be assembled in two steps from n(n− 1)(n− 2)/2
⋔-lieons.
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By translating the above results in terms of Lie brackets one easily finds that
[·, ·] = [·, ·]1 + · · ·+ [·, ·]n
where [·, ·] stands for the Lie bracket in so(g) and the structure [·, ·]α is defined by
relations
[eiα, eαj]α = aαeij and [eij , ekl]α = 0, if α /∈ {i, j} ∩ {k, l}.
In its turn, [·, ·]α =
∑
i<j [·, ·]α,ij where the only nontrivial product [·, ·]α,ij involving
base vectors ekl’s is [eiα, eαj ]α,ij = aαeij .
Remark 7.1. The Poisson bivectors Pα =
∑
i<j xijξiα ∧ ξαj may be interpreted
as bivectors over the ring Z[xij ]1≤i<j≤n. Any formal linear combination of these
bivectors with coefficients in a field k is naturally interpreted as a linear bivector
over the polinomial algebra k[xij ]1≤i<j≤n, i.e., as a Lie algebra over k. In this
sense Pα’s are universal building blocks for g-orthogonal algebras. Fir instance, if
k = R, then
P1 + · · ·+ Ps − Ps+1 − · · · − Pn, s = n− r.
is the Poisson bivector associated with so(r, s).
7.2. Disassembling of symplectic Lie algebras sp(2n). Let β(v, w) be a non-
degenerate skew- symmetric form on a k–vector space V . Then the dimension of
V is even, say, 2n, and there exists a (canonical) basis {e1, . . . , en, e′1, . . . , e′n} in V
such that
β(ei, e
′
j) = δij , β(ei, ej) = β(e
′
i, e
′
j) = 0, i, j = 1, . . . , n.
The symplectic Lie algebra sp(β) consists of operators A ∈ EndV such that
β(Av,w) + β(v,Aw) = 0, v, w ∈ V.
The algebra sp(β) can be completely disassembled essentially by the same method
as for orthogonal algebras. It will be described below in a form, which is better
adapted to the symplectic situation.
Let (p1, . . . , pn, q1, . . . , qn) be coordinates in V with respect to the above basis
and ω =
∑
i dpi ∧ dqi. Then the algebra sp(β) may be interpreted as the algebra
of linear vector fields X on V such that LX(ω) = 0. They are hamiltonian (with
respect to ω) fields Xf corresponding to quadratic in p’s and q’s hamiltonians f =
f(p, q). So, in this interpretation hamiltonian fields corresponding to monomials
pipj , qiqj , piqj , i, j = 1, . . . , n, form a base of sp(β) and the Lie product in sp(β)
is interpreted as commutator of vector fields. Alternatively, the identification f ↔
Xf , {f, g} ↔ [Xf , Xg] = X{f,g} allows us to interpret sp(β) as the Lie algebra of
quadratic polynomials k2[p, q] = k2[p1, . . . pn, q1, . . . , qn] in p’s and q’s with respect
to the Poisson bracket {·, ·} determined by the Poisson bivector Π =∑i ∂pi ∧ ∂qi .
In other words, we model the algebra sp(2n,k) as the vector space k2[p, q] supplied
with the bracket [·, ·] = {·, ·}|k2[p,q]. Observe that Π = Π1 + . . . + Πn with Πi =
∂pi ∧ ∂qi and denote by {·, ·}i the bracket associated with the Poisson bivector Πi.
Then [·, ·] = [·, ·]1 + · · · + [·, ·]n with [·, ·]i = {·, ·}i|k2[p,q]. Since bivectors Πi’s are
compatible each other, the brackets [·, ·]i’s are mutually compatible as too and we
get the disassembling
(k2[p, q], [·, ·]) = (k2[p, q], [·, ·]1) + . . .+ (k2[p, q], [·, ·]n).
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Obviously, Lie algebras spi(2n,k) = (k2[p, q], [·, ·]i), i = 1, . . . , n, are isomor-
phic one to another. So, it suffices to completely disassemble one of them, say,
sp1(2n,k). To this end, observe that the Levi-Malcev decomposition of sp1(2n,k)
is
sp1(2n,k) = 〈p21, p1q1, q21〉 ⊕ 〈p1pi, p1qi, q1pi, q1qi, pipj , piqj , qiqj〉1<i,j≤n
where 〈a, . . . , b〉 denotes the subalgebra of sp1(2n,k) spanned by a, . . . , b.
The semisimple part s = 〈p21, p1q1, q21〉 of sp1(2n,k) is isomorphic to sl(2,k).
The radical r of it is
r = 〈p1pi, p1qi, q1pi, q1qi, pipj , piqj , qiqj〉1<i,j≤n
and
c = 〈pipj , piqj , qiqj〉1<i,j≤n
is the center of r. Note that [r, r] ⊂ c.
According to proposition 5.1, the algebra sp1(2n,k) is assembled from s ⊕ρ |r|
and γm⊕ r for a suitable m where ρ stands for a natural representation of s in the
vector space |r| supporting the ideal r. So, it remains to disassemble each of these
two algebras.
The algebra r contains the following Heisenberg subalgebras:
h
pp
ij = 〈p1pi, q1pj , pipj〉, hpqij = 〈p1pi, q1qj , piqj〉 (84)
h
qp
ij = 〈p1qi, q1pj, pjqi〉, hqqij = 〈p1qi, q1qj , qiqj〉 (85)
Each subalgebra habij from this list naturally extends to the unique ⋔–lieon r–
dumennsional ⋔abij on |r|, r = dim r, whose center contains all quadratic monomials,
which do not figure in the definition of habij . It is easy to check (see subsection 6.1)
that lieons ⋔abij ’s are compatible each other and hence completely disassemble r.
Aiming to disassemble the algebra s⊕ρ |r| consider the following d-pair in it:
( 〈p1q1, Vp〉, 〈p21, q21 , Vq, c〉 ) with Vp = 〈p1pi, p1qi〉1<i≤n, Vq = 〈q1pi, q1qi〉1<i≤n (86)
Easily verified inclusions
[Vp, Vp]1 = [Vq, Vq]1 = 0, [Vp, Vq]1 ⊂ c, [〈p21〉, Vp]1 = [〈q21〉, Vq]1 = 0,
[〈p21〉, Vq ]1 ⊂ Vp, [〈q21〉, Vp]1 ⊂ Vq, [〈p21, q21〉, 〈p21, q21〉]1 ⊂ 〈p1q1〉,
[〈p21, q21〉, Vp]1 ⊂ Vq, [〈p21, q21〉, Vq]1 ⊂ Vp,
prove that (86) is a d-pair.
Nontrivial relations among quadratic monomials in the dressing algebra of this
d-pair are [p21, q
2
1 ]1 = 4p1q1, [p
2
1, q1pi]1 = 2p1pi, [p
2
1, q1qi]1 = 2p1qi, 1 < i ≤ n,. So,
the triples (p21, q
2
1 , p1q1), (p
2
1, q1pi, p1pi), (p
2
1, q1qi, p1qi), 1 < i ≤ n, span subalgebras
of the dressing algebra, which are isomorphic to ⋔. As in the case of subalgebras
habij , these subalgebras naturally extend to some ⋔-lieons. These extensions are
mutually compatible and, therefore, disassemble the dressing algebra.
Now it remains to disassemble the algebra
( 〈p1q1, Vp〉 ⊕̺ 〈p21, q21 , Vq, c〉
where ̺ is a natural representation of the subalgebra 〈p1q1, Vp〉 in the vector space
〈p21, q21 , Vq, c〉. This algebras is, in fact, the semidirect product
a = 〈p1q1〉 ⊕ς (Vp ⊕ρ 〈p21, q21 , Vq, c〉)
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where the action ς of 〈p1q1〉 on Vp and 〈p21, q21 , Vq, c〉 is induced by the bracket [·, ·]1.
It is easy to see that nontrivial relations among elements of the basis of the ideal
i = Vp ⊕ρ 〈p21, q21 , Vq, c〉 ⊂ a are
[q21 , p1r]1 = 2q1r ∈ Vq, [p1r, q1s]1 = rs ∈ c with r, s = pi, qj , 0 < i, j ≤ n.
Now we see that the triples (q21 , p1r, 2q1r), (p1r, q1s, rs) span Heisenberg subalgebras
in i. By the same arguments as before, their natural extensions disassemble the
algebra i into a number of ⋔–lieons.
The final step is to disassemble the algebra
〈p1q1〉 ⊕̺ |i| = 〈p1q1〉 ⊕̺ 〈p21, q21 , Vp, Vq, c〉.
Observe that |i| is the direct sum of ̺-invariant subspaces
〈p21, q21〉, 〈p1r, q1r〉 with r = pi, qi, 0 < i ≤ n, and |c|.
The action ̺ on |c| is trivial and each of subalgebras 〈p1q1〉⊕̺(〈p21, q21〉⊕|c|), 〈p1q1〉⊕̺
(〈p1r, q1r〉⊕|c|) is isomorphic to 2 ≬m= 2 ⋔m for a suitable m (see formula (56) and
subsection 5.2). This disassembles the algebra 〈p1q1〉 ⊕̺ |i| into 2n− 1 ⋔–lieons.
7.3. Disassembling of gl(n,k), sl(n,k),u(n) and su(n). First, we shall con-
struct a 3-step disassembling of gl(n,k). It is convenient to interpret this algebra
as the algebra of linear vector fields on an n–dimensional vector space V . Vector
fields eij = xi
∂
∂xj
, 1 ≤ i, j ≤ n, form a natural basis of it. The nontrivial Lie
products in this algebra are
[eiα, eαj ] = eij , if i 6= j, and [eiα, eαi] = eii − eαα, if i 6= α.
Let zij ’s be the corresponding to eij ’s coordinates on |gl(n,k)|∗. Then the associ-
ated with gl(n,k) Poisson bivector is
P =
∑
1≤i,j,α≤n
zijξiαξαj with ξij =
∂
∂xij
. (87)
In the basis
{etij = titjeij}, 0 6= ti ∈ k, i = 1, . . . , n,
we, obviously, have P =
∑
t2αz
t
ijξ
t
iαξ
t
αj where z
t
ij and ξ
t
ij stand for coordinates
and partial derivatives with respect to this basis. The isomorphism identifying the
second basis with the first one transforms P into the Poisson bivector
Pt =
∑
1≤α≤n
t2αPα with Pα =
∑
(i,j) 6=(α,α)
zijξiαξαj , t = (t1, . . . , tn). (88)
This implies that Pα’s are mutually compatible Poisson bivectors, and, in particular,
that P = P1 + · · ·+ Pn. In its turn, Pα disassembles as
Pα =
∑
i,i6=α
(ziαξiαξαα + zαiξααξαi) +
∑
i,j,i6=α,j 6=α
(zijξiαξαj) (89)
The first of Poisson bivectors in the left hand side of (89) corresponds to an algebra
of the form ΓA, while the second to a dressing algebra. They both can be simply
disassembled into a number of n2–dimensional ⋔-lieons (see (58)).
However, Poisson bivectors Pα’s in (88) do not restrict to the subalgebra sl(n,k)
of gl(n,k) and hence can not be used to disassemble it. With this purpose we
consider another basis in gl(n,k):
e0ij = eij − eji, 1 ≤ i < j ≤ n, e1ij = eij + eji, 1 ≤ i ≤ j ≤ n, (90)
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which respects the matrix transposition. We also put e0ij = −e0ji, e1ij = e1ji. The
nontrivial Lie products of elements of basis (90) are
[eσij , e
τ
jk] = e
σ+τ
ik , if i 6= k, i 6= j, i 6= k;
[eσij , e
τ
ji] = 2(e
1
ii − e1jj), if i 6= j, σ 6= τ ; [eσij , e1jj ] = 2eσ+1ij , if i 6= j. (91)
Here we interpret upper indices of vectors eǫij as elements of F2. The corresponding
d–pair in gl(k, n) is (s = 〈e0ij〉,W = 〈e1ij〉). Obviously, s is isomorphic to so(g) for
g =
∑n
i=1 x
2
i , s ⊂ sl(n,k) ⊂ gl(n,k) and
W0
def
= W ∩ sl(n,k) = 〈e1ij , e1ii − e1jj〉1≤i6=j≤n.
In particular, (s,W0) is a d–pair in sl(n,k). Denote by aβ (resp., aβ0) the dressing
algebra (see subsection 5.3) corresponding to the d–pair (s,W ) (resp., in (s,W0)),
and by ρ (resp., ρ0) the corresponding representation of s in W (resp., W0). So, by
construction, we have
gl(n,k) = s⊕ρ W + aβ , sl(n,k) = s⊕ρ0 W0 + aβ0 . (92)
Moreover, we have
Lemma 7.1. For k = R the algebras
u(n,k) = s⊕ρ W + a−β , su(n,k) = s⊕ρ0 W0 + a−β0 .
are isomorphic to the unitary and special unitary Lie algebras, respectively.
Proof. A direct check on the basis of relations (91). 
Remark 7.2. The isomorphism class of algebras glλ(n,k)
def
= s ⊕ρ W + aλβ and
slλ(n,k)
def
= s⊕ρ0 W0 + aλβ0 λ ∈ k, depend on the quadratic residue of λ. Namely,
glλ and glλ′ (resp., slλ and slλ′) are isomorphic iff λ
′ = λµ2, µ ∈ k.
Since a dressing algebra can be simply disassembled into a number of ⋔–lieons,
we shall focus on the algebras s⊕ρW and s⊕ρ0W0. In virtue of (92) and lemma7.1 a
complete disassembling of this algebra automatically gives complete disassemblings
of algebras gl(n,k), sl(n,k), u(n,k) and su(n,k).
Denote by zij (resp., wpq) linear functions on |s| (resp., |W |) corresponding to
e0ij (resp., e
1
pq). They together form a cartesian chart on |s ⊕ρ W | = |s| ⊕ |W |. In
this chart the Poisson bivector of the algebra s⊕ρ W reads
Q =
∑
α,i<j
zijξiαξαj +
∑
p6=α6=q
wpqξpαηαq + 2
∑
p6=q
wpqξpqηqq (93)
with ξij =
∂
∂zij
, ηpq =
∂
∂wpq
. By the same arguments as in subsection 7.1, we see
that if
Qα =
∑
i<j
zijξiαξαj +
∑
p,q,q 6=α
wpqξpαηαq + 2
∑
p
wpαξpαηαα,
then Q = Q1 + · · ·+Qn is a simple disassembling of Q.
In order to disassemble Qα note that single summand in the left hand side of
(93) are n2–dimensional ⋔–lieons, and the only incompatible pairs of the are
wpqξpαηαq and wqαξqαηαα, p 6= q, p 6= α, q 6= α.
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This shows that
Q1α =
∑
i<j
zijξiαξαj , Q
2
α =
∑
p,q,q 6=α
wpqξpαηαq, Q
3
α =
∑
p
wpαξpαηαα (94)
are Poisson bivectors and [[Q1α, Q
2
α]] = [[Q
1
α, Q
3
α]] = 0. Moreover, by using formula
(10) we easily find that [[Q2α, Q
3
α]] = 0. Hence Qα = Q
1
α + Q
2
α + Q
3
α is a simple
disassembling of Qα. Finally, it follows from formula (94) that Poisson bivectors
Qiα are assembled from mutually compatible ⋔–lieons. This way we get a complete
common disassembling of gl(n,k) and u(n,k) in 4 steps.
In order to apply a similar aproach to the algebra s⊕ρ0 W0 we have to choose a
base in W0. A such one is
e1ij , 1 ≤ i < j ≤ n, ei =
1
2
(eii − e11) = xi∂i − x1∂1, 1 < i ≤ n.
Denote by wij and wi the corresponding linear functions on W
∗
0 , respectively. To-
gether with functions zij ’s they form a cartesian chart on |s⊕ρ0W0|∗ = |s|∗⊕|W0|∗.
Also, put ηij =
∂
∂wij
, ηi =
∂
∂wi
. As it follows from (91), in this chart the Poisson
bivector of s⊕ρ0 W0 reads
Q0 =
∑
j,i<k
zikξijξjk +
∑
ι 6=j,j 6=k,k 6=i
wikξijηjk + 2
∑
1<i,1<j,i<j
(wi − wj)ξijηji
−2
∑
1<i
wiξ1iηi1 +
∑
1<j,1<j,ι 6=j
wijξijηj + 2
∑
1<i
w1iξ1iηi +
∑
1<i,1<j,i6=j
w1iξ1iηj . (95)
Now apply the trick we have used in subsection 7.1 to Q0.
The expression of Q0 in the basis
titje
0
ij , 1 ≤ i < j ≤ n, titje1ij , 1 ≤ i < j ≤ n, t2i ei, 1 < i ≤ n.
of s⊕ρ0 W0 is of the form Q0 = t21Q01 + · · ·+ t2nQ0n with Q0j non depending on ti’s.
This proves that Q0j ’s are mutually compatible Poisson bivectors. In particular,
Q0 = Q01+ · · ·+Q0n is a simple disassembling of Q0. Exact expressions of bivectors
Q0j ’s are easily obtained from (95). Namely, we have
Q01 =
∑
i<k
zikξi1ξ1k +
∑
i6=1,k 6=1
wikξi1η1k − 2
∑
1<i
wiξ1iηi1 (96)
and for j > 1
Q0j =
∑
i<k,j /∈{i,k}
zikξijξjk +
∑
i6=k,j /∈{i,k}
wikξijηjk + 2
∑
i,1<i6=j
wiξijηji +
∑
i,1<i6=j
wijξijηj + 2w1jξ1jηj +
∑
i,1<i6=j
w1iξ1iηj . (97)
Each single term of summations (96) and (97) is an (n2 − 1)–dimensional ⋔–lieon.
It is easy to verify by a direct check or by using lemmas 6.1, 6.2 and 6.3 that
• all ⋔–lieons in (96) are mutually compatible;
• incompatible pairs of ⋔–lieons in (97) are
z1kξ1jξjk and w1kξ1kηj , k > 1; w1kξ1jηjk and wkjξkjηj , k > 1;
w1kξkjηj1 and w1jξ1jηj , k > 1; (98)
This shows that
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• Q01 is simply disassembled into a number of ⋔–lieons;
• Q0j , j > 1, is simply disassembled into a number of ⋔–lieons and structures
Q′j =
∑
k>1,k 6=j
z1kξ1jξjk +
∑
k>1,k 6=j
w1kξ1jηjk + 2w1jξ1jηj (99)
Q′′j =
∑
k>1,k 6=j
w1kξ1kηj +
∑
k>1,k 6=j
wkjξkjηj +
∑
k>1,k 6=j
w1kξkjηj1 (100)
Indeed, by (98), Q′j and Q
′′
j are composed of mutually compatible ⋔–lieons and,
therefore, are Poisson bivectors. Moreover, a direct computation by using formula
(10) proves that [[Q′j, Q
′′
j ]] = 0.
Finally, by the above said both Q′j and Q
′′
j can be simply disassembled into a
number of ⋔–lieons. Thus we have explicitly described a 4-step complete disassem-
bling of considered simple Lie algebras.
Remark 7.3. Identify the algebra so(n,k) with so(g), g being the standard ‘scalar’
product on V = kn. Then the above discussed representation ρ of the algebra
so(n,k) is identified with the canonical representation of this algebra in S2V ∗. It
is easy to see that the disassembling procedure discussed in this subsection can be
applied to all canonical representations of so(n,k) in tensor powers of V .
By concluding this section we note that the discussed in it simple algebras be-
longing to the same series are assembled from the same ‘universal elements’ with
coefficients belonging to a given ground field (see remarks 7.1 and 7.2). The same
can be said about their representations (see remark7.3). These observations lead to
a natural conjecture. To state it we, first, recall that the type of a central simple Lie
algebra g over a field is the type of a splitting simple algebra obtained from g by an
extension of scalars. Second, we say that two Lie algebras are assembled from the
same elements if the corresponding a–schemas are equivalent and the corresponding
terms of them are proportional.
Conjecture. All central simple Lie algebras of the same type can be assembled
from the same “universal” elements which are Lie algebras structures over Z.
An approach, which appear more boring than difficult, is to apply the techniques
of this section to the known description of simple Lie algebras over arbitrary fields
of characteristic zero (see, for instance, chapterX of Jacobson’s book [3]).
8. Coaxial Lie algebras
Coaxial Lie algebras form a natural subclass of first level Lie algebras, which
is, in a sense, attached to a chosen basis of the supporting vector space V (see
below). Informally speaking, these are “molecules” which can be directly, i.e., in
one step, “synthesized” from lions which play the role of ”atoms” in this context.
Description of these “molecules” is a combinatorial problem which is solved in this
and the subsequent sections. Coaxial algebras provide us with necessary ingredients
for synthesis of more complicated “molecules”. For instance, such ones have already
appeared in the procedure of disassembling of classical Lie algebras in the previous
section.
The central point in this section is a description of some “maximal” families of
mutually compatible lions, called clusters. It is rather instructive to see how lions
in clusters are self-organized in structural groups, surrounded by casings and tied
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one another by means of connectives. All this looks like a kind of chemistry, and
from this point of view the study of coaxial algebras may be thought as the first
step toward the general “chemistry” of Lie algebras.
Another interesting aspect of coaxial Lie algebras is that they are easily de-
formable. As such they furnish the deformation theory with numerous examples,
which, in particular, may serve as an useful “experimental” material. Finally, it
should be mentioned that infinite-dimensional version of coaxial Lie algebras brings
in light a new class of Lie algebras, which will be illustrated by some examples.
8.1. Coaxial algebras: definitions. Fix a basis B = {e1, . . . , em} in V . Suppose
that numbers 1 ≤ i, j, k ≤ n differ each other and denote by ⌊i, j|k⌉ (resp., by ⌊i|j⌉)
the n–dimensional ⋔–lieon (resp., the ≬–lieon) for which [ei, ej] = −[ej, ei] = ek
(resp., [ei, ej] = −[ej , ei] = ej) are the only nontrivial of Lie products involving
base vectors. Call them B-base, or, simply, base ⋔- and ≬-lieonss, respectively. We
also shall use the notation like ⌊A,B|C⌉ or ⌊A|B⌉ instead of ⌊i, j|k⌉ and ⌊i|j⌉,
respectively, if A = ei, B = ej and C = ek.
Definition 8.1. A linear combination (over k) of some mutually compatible B-
base lieons is called a B-coaxial, or, simply, coaxial (Lie algebra) structure. Such
a structure will be called ⋔-coaxial (resp., ≬-coaxial) if it is composed only of base
⋔–lieons (resp., of base ≬–lieons).
A coaxial Lie algebra g may be presented in the form
g =
∑
α(i,j|k)⌊i, j|k⌉ +
∑
β(p|q)⌊p|q⌉, α(i,j|k), β(p|q) ∈ g, (101)
where figuring in it base structures with nonzero coefficients are compatible each
other. Vectors ei, ej and ek (resp., ei, ej) are called vertices of ⌊i, j|k⌉ (resp., of
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Fig. 3. Base lieons.
⌊i|j⌉). Vectors ei, ej are ends of ⌊i, j|k⌉, while ek is its center. The origin and the
end of ⌊i|j⌉ are ei and ej , respectively. In the sequel we do not distinguish between
⌊i, j|k⌉ and ⌊i, j|k⌉ = −⌊j, i|k⌉, since they have identical compatibility properties.
Poisson bivectors on V ∗ corresponding to ⌊i, j|k⌉ and ⌊i|j⌉ are 〈i, j|k〉 = xkξiξj
and 〈i|j〉 = xjξiξj , respectively. They will be called base bivectors. Obviously,
the coordinate expression of the Poisson bivector Pg associated with a Lie algebra
structure g on V is a linear combination of base bivectors:
Pg =
∑
α(i,j|k)〈i, j|k〉 +
∑
β(p|q)〈p|q〉, α(i,j|k), β(p|q) ∈ k. (102)
These bivectors are not generally mutually compatible. For instance, such are
base bivectors occuring in coordinate expressions of Poisson bivectors of classical
Lie algebras which were discussed in section 7. The Poisson bivector associated
with a ⋔ −, ≬–coaxial algebra will be also called ⋔ −, ≬–coaxial, respectively.
Base lieons are conveniently, up to proportionality, represented as diagrams in
Fig. 3. In the sequel such diagrams will be systematically used in construction of
families of mutually compatible base lieons.
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Compatibility of base structures.
We shall say that two base lieons are trivially compatible if they either coincide up
to the sign, or have no common vertices at all.
Proposition 8.1. 1) Two base ⋔-lieons are nontrivially compatible if and only if
they have either a common center vertex, or a common end vertex at least.
2) Two base ≬-lieons are incompatible if and only if the origin of one of them is the
end of the other one and they have no other common vertices.
3) A ≬-lieon is nontrivially compatible with a ⋔-lieon if and only if its origin coin-
cides with one of the ends of this ⋔-lieon.
Proof. A direct consequence of lemmas 6.1-6.10. 
A graphical interpretation of proposition 8.1 is given in Fig. 4.
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Fig. 4. Incompatible configurations of 2 base lieons
Example 8.1. Poisson bivectors Pα’s that disassemble the algebra so(g) (see sub-
section 7.1) are coaxial with respect to the base {eij}. The corresponding to Pα
coaxial Lie algebra is isomorphic to the direct sum of (n− 1)(n− 2)/2 copies of the
Heisenberg algebra and an abelian one. This algebra is, obviously, coaxial. So, so(g)
is assembled from n coaxial Lie algebras of this kind. Poisson bivectors Q′j and Q
′′
j
which appear in the disassembling procedure in subsection 7.3 are also ⋔–coaxial.
8.2. Clusters. Lie algebra structures (resp., Poisson bivectors), which are com-
patible with two proportional ones, are, obviously, the same. So, it is convenient to
work with classes of proportional base lieons or correspomding Poisson bivectors.
A class of proportional base ⋔-lieons (resp., ≬-lieons) will be called a tee (resp., a
dee). We shall use keep the notation ⌊i, j|k⌉ (resp., ⌊i|j⌉) for the corresponding
tee (resp., dee). The ends and center of a tee are those of the corresponding base
⋔-lieon, and similarly, for the end and origin of a dee.
A family of tees (resp., dees) will be called a tee (resp., dee) family. Union of a tee
and of a dee families will be called a base family. A graph ΥΦ is naturally associated
with a base family Φ. Namely, let S(Φ) = {ei1 , . . . , eim} ⊂ {e1, . . . , en} be the to-
tality of vertices of all tees and dees composing Φ and I(Φ) = {i1, . . . , im}. Vertices
v1, . . . , vm of ΥΦ are in one-to-one correspondence with base vectors ei1 , . . . , eim .
Vertices vk and vl of ΥΦ are connected by an unique edge iff eik , eil are either
vertices of a dee, or the center and one of the ends of a tee belonging to Φ. For
example, the graph corresponding to Φ = (⌊i, j|k⌉, ⌊i|k⌉, ⌊l, k|j⌉) has four vertices
and three edges. Base vectors belonging to S(Φ) will be called vertices of Φ. Obvi-
ously, Φ = Φ≬∪Φ⋔ where Φ≬ (resp., Φ⋔) is the set of all dees (resp., tees) belonging
to Φ.
Base families Φ and Φ′ are equivalent if there exists a one-to-one correspondence
S(Φ) ↔ S(Φ′) which induces a one-to-one correspondence between tees and dees
belonging to Φ and those belonging to Φ′.
A base family will be called compatible if composing it lieons are mutually com-
patible. A compatible family, denoted by Φg, is naturally associated with a coaxial
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Lie algebra g. Namely, it consists of tees and dees corressponding to nonzero terms
in expression (101) for g. Denote by Φ
≬
g (resp.,Φ
⋔
g) the ≬-family (resp., ⋔–family)
composed of dees (resp., tees) belonging to Φg. Finally, two compatible families
will be called compatible if composing them tees and dees are mutually compatible.
A Lie algebra g will be called associated with a base family Φ if Φ = Φg.
The associated with Φg graph will be denoted by Υg, i.e., Υg = ΥΦg . Let Υ be
a connected component of Υg, { ei1, . . . , eis} the vertices of Υ and I = {i1, . . . , is}.
A Lie algebra structure on the subspace of V generated by ei1 , . . . , eis is defined as
the linear combination
gI =
∑
i,j,k∈I
α(i,j|k)⌊i, j|k⌉ +
∑
p,q,∈I
β(p|q)⌊p|q⌉, α(i,j|k), β(p|q) ∈ k, (103)
assuming that g is given by (101). Obviously,
g = gI1 ⊕ · · · ⊕ gIm ⊕ γl, l = n− (dim gI1 + · · ·+ dimgIm). (104)
where Ij ’s are sets of indices corresponding to connected components of Υg.
A compatible base family is maximal if it is not contained in a larger compatible
one, which have the same set of vertices. A maximal compatible family will be called
a cluster if the corresponding to it graph is connected. The number of vertices of
the graph associated with a cluster is called the dimension of it. Obviously, a
compatible family with the connected graph is contained in a cluster. So, in view
of decomposition (104), the problem of description of coaxial algebras is reduced
to description of clusters. Similarly are defined maximal compatible tee– and dee–
families and, accordingly, tee-clusters and dee-clusters. It should be stressed that
a tee-cluster, or a dee-cluster is not necessarily a cluster (see below).
According to the above said we see that
the problem of description of coaxial Lie algebras
is reduced to description of clusters.
By this reason in the sequel we shall concentrate on study of clusters.
The following terminology will be useful in our further analysis of the structure
of clusters. We shall say that a tee/dee ϑ blocks (alternatively, is blocking) a tee/dee
θ if it is incompatible with θ. So, we have the following
Blocking rule: Let Φ be a (tee/dee-)cluster and vertices of θ belong to S(Φ).
Then θ belongs to Φ, if Φ does not contain tees/dees that block θ.
Base families are conveniently represented by means of their diagrams (see, for
instance, Fig. 4). The use of such diagrams makes much more clear proofs of
various assertions about compatibility of base families appearing in the forthcoming
analysis of the structure of clusters. It turned out impossible to accompany these
proofs, due to their numerosity, by the corresponding pictures. So, the reader is
strongly suggested to do that on his own.
8.3. Structure of dee-clusters. Dee-clusters are easily classified. With this pur-
pose we shall introduce the following compatible dee-families.
Double. This is a compatible dee-family of the form {⌊p|q⌉, ⌊q|p⌉}.
Basic property of doubles : If a base lieon is compatible with a double D, then it is
a ⋔–lieon whose ends are vertices of D (proposition 8.1).
In particular, if D belongs to a compatible dee-family Φ, then a dee ϑ ∈ Φ \D
has no common vertices with D. Vertices of D will be called double vertices of Φ.
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Therefore if ν is not a double vertex of Φ, then ν is either the common origin, or
the common end of all dees ϑ ∈ Φ that have ν as one of its vertices. Accordingly,
vertices of a compatible dee-family are subdivided into double, initial and end
vertices, respectively.
Spider. Let I0 = {i1, . . . , ik} and I1 = {j1, . . . , jl} be nonempty subsets of
{1, . . . , n} such that I0 ∩ I1 = ∅. The dee-familly
Sp(I0, I1)
def
= {⌊p|q⌉ | p ∈ I0, q ∈ I1}
will be called a (k, l)-spider. Vertices ei1 , . . . , eik (resp., ej1 , . . . , ejl) will be called
initial (resp., end) vertices of the spider Sp(I0, I1). Obviously, all (k, l)-spiders are
equivalent. We shall use the notation Splk when referring to a (k, l)-spider.
Proposition 8.2. (1) If a double D is contained in a dee-cluster Φ, then n = 2
and D = Φ.
(2) If n > 2, then a dee-cluster is a (m,n-m)–spider, 1 ≤ m < n.
Proof. (1) If a dee δ has a common vertex with a double D and δ /∈ D, then,
according to proposition 8.1, 2), δ is incompatible with D.
(2) Let Φ be a dee-cluster and ⌊pi|qi⌉ ∈ Φ, i = 1, 2. By assertion (1), Φ does
not contain doubles. So, by proposition8.1, 2), pi (resp., qi) is not the end (resp.,
the origin) of a dee belonging to Φ. Therefore the dees ⌊p1|q2⌉ and ⌊p2|q1⌉ are
compatible with all dees from Φ, and, by maximality property of Φ, they must
belong to Φ. 
Put
C≬m,n = Sp(I0, I1) with I0 = {1, . . . ,m}, I1 = {m+ 1, . . . , n}, 1 ≤ m < n.
Proposition 8.3. (1) C
≬
1,2 = {⌊1|2⌉, ⌊2|1⌉} is the unique 2-dimensional dee–
cluster and, at the same time, the unique 2-dimensional cluster.
(2) For n > 2 there exists an unique n-dimensional cluster Cm,n containing
C
≬
m,n. Namely,
C1,n = C
≬
1,n ∪ {⌊1, k|l⌉ | 2 ≤ k, l ≤ n};
C2,n = C
≬
2,n ∪ {⌊1, 2|k⌉| 3 ≤ k ≤ n};
Cm,n = C
≬
m,n, m ≥ 3.
Proof. The first assertion is obvious.
If n > 2, then, as it follows from proposition 8.1, 2), Cm,n contains all tees
that are compatible with C
≬
m,n. In particular, there are no such ones, if m ≥ 3.
Moreover, by proposition 8.1, 1), these tees are mutually compatible. 
As it is easy to see, a ≬-coaxial Lie algebra g, which is associated with C
≬
m,n, n >
2, is of the form g = a ⊕ρ W with ρ being a representation of an m-dimensional
abelian algebra a in W whose operators have a common diagonalizing basis. The
corresponding Poisson bivector is
P ≬m,n(α) =
∑
1≤i≤m,m<j≤n
αijxjξiξj , α = {αij}, αij ∈ k. (105)
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Poisson bivectors representing coaxial Lie algebras associated with clusters Cm,n
are
P1,n(α, β) = P
≬
1,n(α) +
∑
2≤k,l≤n
βklxlξ1ξk, β = {βkl}2≤k,l≤n; (106)
P2,n(α, τ) = P
≬
2,n(α) +
∑
3≤k≤n
τkxkξ1ξ2, τ = {τk}3≤k≤n; (107)
Pm,n(α) = P
≬
m,n(α), m ≥ 3. (108)
The Lie algebra corresponding to Poisson bivector (106) is isomorphic to an
algebra ΓA, A :W →W, A = ad e1, (see subsection 5.2). Here the operator A can
be arbitrary.
The Lie algebra g corresponding to Poisson bivector (107) has an abelian ideal
I, |I| = 〈e3, . . . , en〉, of codimension 2 such that [g,g] ⊂ I. In particular, g is
solvable and its derived series consists of two nontrivial terms.
8.4. Structural groups of tee-clusters. Tee–clusters, unlike dee–clusters, are
much more diversified and have a quite complex structure. Their description is a
specific combinatorial problem whose solution requires, like in chemistry, determi-
nation of basic structural elements.
First of all, it is useful to distinguish vertices of a compatible tee-family Φ.
Namely, a vertex ν ∈ S(Φ) will be called an end (resp., a center) vertex of Φ if it
is an end (resp., the center) vertex of any tee ϑ ∈ Φ such that ν is one of vertices
of ϑ. Otherwise, ν will be called a mixing vertex. Vertices of the graph ΥΦ will be
called accordingly.
The role of various type vertices is illustrated by the following proposition.
Proposition 8.4. Let g be a coaxial Lie algebra such that Φg = Φ
⋔
g . Then
(1) The subspace of |g| generated by all center vertices of Φg supports a central
ideal I of g.
(2) Let g =
∑
ϑ∈Φg
aϑϑ and Ψ ⊂ Φg be the family formed by the tees ϑ ∈ Φg
whose centers are not centers of Φg. Then for a suitable m the algebra
g/I ⊕ γm is isomorphic to the algebra
∑
ϑ∈Ψ aϑϑ;
(3) |[g,g]| belongs to the subspace generated by all mixing and center vertices
of Φ.
Proof. Straightforwardly from proposition 8.1 and the definitions. 
Now we pass to describe structural groups, which are some special compatible
tee-families. They are building blocks of which tee-clusters are made. This de-
scription is accompanied by basic properties of structural groups. They are direct
consequences of proposition8.1 and by this reason the proofs are omitted.
Triangle. A compatible tee-family of the form
∆ijk = {⌊i, j|k⌉, ⌊j, k|l⌉, ⌊k, l|i⌉}, 1 ≤ i, k, l,≤ n.
will be called a triangle. It is easy to see (proposition 8.1) that triangles are 3-
dimensional clusters and vice versa. Lie algebras associated with a triangle are of
the form so(g) with g being a 3-dimensional nondegenerate quadratic form, and
hence are simple.
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Basic property of triangles : The ends of a tee nontrivially compatible with a tri-
angle are vertices of this triangle. All such tees structures are compatible each other.
Hedgehog. Consider a disjoint, i.e., without common vertices, family of trian-
gles N1, . . . ,Np and base vectors ε1 = ei(1), . . . , εq = ei(q) which are not vertices
of these triangles. Enlarge the family N1 ∪ · · · ∪ Np by adding to it all tees whose
centers are in (ε1 . . . , εq) and ends in one of triangles Ni’s. The so-obtained family
is compatible and is called a hedgehog of type (p, q), or a (p, q)-hedgehog. Vertices
εi’s of the hedgehog are its thorns and Ni’s are its base triangles. A triangle can
be viewed as a (1, 0)-hedgehog.
A (p, q)-hedgehog is a (3p + q)-dimensional cluster. A Lie algebras associated
with a (p, q)–hedgehog is a central extension of the direct sum of p, 3-dimensional
simple algebras (see proposition 8.4).
Basic property of hedgehogs : If a tee ϑ /∈ Φ is nontrivially compatible with a
hedgehog Φ, then either its center is one of thorns of Φ, while its ends do not
belong to S(Φ), or its ends belong to one of triangles Ni’s, while its center is not a
thorn of Φ. In particular, if Φ is contained in a compatible tee family Ψ, then the
thorns of Φ are center points of Ψ.
Twain. A family of the form ∧kij = {⌊i, k|j, ⌉, ⌊j, k|i⌉} will be called a twain.
The vertex ek is the top of ∧kij , while ei and ej form its bottom. The unique triangle
containing ∧kij is ∆ijk .
Basic property of twains : If a tee ϑ is compatible with a twain ∧ and the center
of ϑ is the top of ∧, then the ends of ϑ belong to the bottom of ∧, i.e., ∧∪ {ϑ} is a
triangle. Consequently, if a twain ∧ belongs to a compatible family Φ, then either
its top is an end vertex of Φ, or ∧ ⊂ ∆ ⊂ Φ where ∆ is the unique triangle which
contains ∧.
An associated with a twain Lie algebra is the algebra of infinitesimal symmetries
of a plain ”metric” adx2 + bdy2, a, b,∈ k, or, in other words, the Killing algebra of
this metric.
Trey. An m-trey is a family equivalent to
⊤m = {∧12,3, ⌊2, 3|4⌉, . . . , ⌊2, 3|m+ 4⌉}, m > 0.
Note that ∧12,3 is the unique twain contained in ⊤m and e4, . . . , em+4 are center
vertices of ⊤m. Bottom vertices of this twain will be called side vertices of this
m-trey. Center vertices of an m-trey are a center vertices of any containing it
compatible tee-family. A 1-trey will be called simply a trey.
Basic property of treys : If a tee ϑ is compatible with an m-trey ⊤m and the
center of ϑ is a side vertex of ⊤m , then ϑ belongs to the twain contained in ⊤m.
A Lie algebra associated with an m-trey is an m-dimensional central extension
of a Lie algebra associated with the contained in it twain.
Pyramid. An m-dimensional pyramid, or, shortly, m-pyramid, is a tee-family
equivalent to
▽m1 =
⋃
2≤i,j≤m+1
∧1i,j
The common end of all composing a pyramid tees is the top of it, while other
vertices form its bottom. A 2-pyramid is a twain.
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Notice that a pyramid is a tee-cluster if m > 2, but not a cluster. Indeed,
{⌊1 | i⌉, 2 ≤ i ≤ m + 1} are all compatible with ▽m1 dees. They are also mutually
compatible. Hence
Cm1 = ▽m1
⋃
C
≬
1,m+1
is the unique containing▽m1 cluster of the same dimension called a dressed pyramid.
Multiplex. An m-plex is a family composed of m tees, which have one common
end and one common center vertex. For instance,
⊥m =
⋃
3≤i≤m+2
⌊2, i|1⌉.
is a such one. The common end (resp., center) of these tees will be called the origin
(resp., center) of the m-plex. All other vertices of it are its ends.
Basic property of m-plexes : If a family Φ contains an m-plex, m ≥ 3, then the
origin of this m-plex is an end vertex of Φ.
Multiped. An (p, q)-ped, p ≥ 2, is a family equivalent to
⊓qp =
⋃
1≤i,j≤p,p+1≤k≤p+q
⌊i, j|k⌉. (109)
A (p, q)-multiped has p+ q vertices q of which are center and p end vertices of it.
Multipeds with one center and m ends will be called m-peds. Among them tripods
(=3-peds) are of a special interest. A (p, q)-multiped is the union of q p-peds which
have common ends. All tees composing an m-ped that have a common end vertex
form an (m− 1)-plex. Multipeds with more than three ends are clusters.
Basic property of multipeds : If a compatible tee-family Φ contains a (p, q)-ped
⊓, p ≥ 3, then any center vertex of ⊓ is a center vertex of Φ.
Hybrid. A (p, q|r)-hybrid is union of a (p, r)-multiped and a (q, r)-hedgehog, which
have common center vertices and no other common ones. Here p ≥ 2, q ≥ 1, r ≥ 1.
A (p, q|r)-hybrid is a cluster and hence a tee-cluster iff p > 3. This directly follows
from the basic property of hedgehogs and proposition 8.1, 3).
Cross. Two tees with the common center and mutually different end vertices
form a cross. For instance, (⌊2, 3|1⌉, ⌊4, 5|1⌉) is a cross. The common center of
these tees is called the center of the cross.
Basic property of crosses : The center of a cross belonging to a compatible tee-
family Φ is a center vertex of Φ.
Catena. An open m-catena is a family equivalent to
≀m =
⋃
2≤l≤m+1
⌊1, l + 1|l⌉, m ≥ 2. (110)
An open m-catena has two end and one center vertices. The common end of tees
belonging to a catena is the initial vertex of it (e1 for catena (110). The other
end vertex of it is its final vertex (em+1 for catena (110). There is only one tee
belonging to an open catena whose end vertices coincide with end vertices of this
catena.
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A closed (m,k)-catena is a tee-family equivalent to
≀km = ≀m−1 ∪ ⌊1,m | k − 1⌉, m ≥ 2, 3 ≤ k ≤ m. (111)
For instance, ≀12 is a twain. If k ≥ 2 a closed catena has only one end vertex and
one center vertex. For catena (111) these vertices are e1 and e2, respectively.
Diagrams of described above structural groups together with their icons are
presented in Fig. 5.
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Fig. 5. Structural groups and their icons.
8.5. Types of vertices of a compatible tee-familiy and casings. The follow-
ing terminology will be useful in our further analysis of tee-clusters. We shall say
that a tee/dee ϑ blocks (alternatively, is blocking) a tee/dee θ if it is incompatible
with θ. So, we have the following
Blocking rule: If Φ is a (tee/dee-)cluster and vertices of θ belong to S(Φ), then
θ belongs to Φ, if there are no blocking θ elements in Φ.
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Tees of a compatible tee-family Φ are naturally subdivided into six classes:
ece−, ee−, ec−, e−, c− and 0− tees
according to their vertices which are mixing (in Φ). For instance, a tee θ ∈ Φ
is an ec-tee if one of its end vertices and the center vertex are mixing, while the
remaining third one is another end vertex. End vertices of an ee–tee are mixing
but the center is not. All vertices of a 0-tee are not mixing, etc.
In what follows we shall determine the structure of tee-clusters by analyzing
”neighborhoods” of tees of each of these types. Schematically, a tee-cluster consists
of ”neighborhoods”, called casings, of the above described structural groups which
are tied together by means of tees called connectives. Exact meaning of these terms
is explained below.
Hedgehogs and ece-tees.
First, we have
Lemma 8.1. Let Φ be a compatible tee-family. Then any ece-structure in Φ belongs
to an unique contained in Φ triangle.
Proof. Let θ = ⌊i, j|k⌉ ∈ Φ be an ece-structure. Since ei (resp., ej) is mixing, there
is a tee θ1 ∈ Φ (resp., θ2 ∈ Φ) whose center vertex is ei (resp., ej). Since θ1 (resp.,
θ2) is compatible with θ, it must be of the form θ1 = ⌊j, l|i⌉ (resp., θ2 = ⌊i,m|j⌉).
Moreover, compatibility of θ1 and θ2 implies l = m. If l = m 6= k, then θ1, θ2 and θ
form a trey contained in Φ. In this case the center vertex ek of this trey is a center
vertex of Φ by one of basic properties of treys in contradiction with the hypothesis
of the lemma. Hence l = m = k and θ1, θ2 together with θ form a triangle. 
Corollary 8.1. If all vertices of a compatible tee-family Φ are mixing, then Φ is
a disjoint, i.e., without common vertices, union of triangles. In particular, if all
vertices of a tee-cluster are mixing, then it is a triangle.
Proof. If all vertices of a compatible tee-family Φ are mixing, then all belonging
to it tees are ece–tees. Therefore, Φ is a union of triangles. On the other hand,
if two triangles have one or two common vertices, then, obviously, they contain
incompatible tees. 
Let ∆ ⊂ Φ be a triangle. It is easy to see that any nontrivially compatible with
∆ tee, whose center is a center vertex of Φ, is also compatible with all tees belonging
to Φ. Moreover, all such tees are, obviously, compatible each other. They all form
the casing of ∆ (in Φ). So, if Φ is a tee-cluster this casing belongs to Φ. Hence all
triangles in a tee-cluster Φ together with their casings form a hedgehog contained
in Φ. Denote it by Φh. Emhasize that the thorns of Φh are center vertices of Φ
and vice versa, and the tees forming this casing are ee-tees.
By summing up these observations and lemma 8.1 we get
Proposition 8.5. Let Φ be a tee-cluster. Then Φh is not empty if and only if Φ
has at least one center vertex and at least one ece-tee.
Pendent twains and ee-tees.
Let Φ be a compatible tee-family. A twain ∧ ⊂ Φ will be called pendent, or, shortly,
p-twain, if it belongs to a trey ⊤ ⊂ Φ and the top of ∧ is an end vertex of Φ.
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Lemma 8.2. (1) The ends of an ee-tee are either side vertices of a p–twain,
or vertices of a triangle belonging to Φ. The center of such a tee is a center
vertex of Φ.
(2) If the ends of a tee θ are bottom vertices of a pendent twain ∧ ⊂ Φ and the
center of θ is a center vertex of Φ, then θ is compatible with Φ.
(3) Let ⊤1 6= ⊤2 be two treys such that S(⊤1) ∩ S(⊤2) 6= ∅. If belonging to
them tees are compatible each other, then either ⊤1 ∩ ⊤2 is a twain, or
⊤1 ∩ ⊤2 = ∅. In the last case ⊤1 and ⊤2 have a common center, or a
common end vertex, or both.
Proof. (1) The proof literally repeats that of lemma8.1 with the exception that in
this case k may differ from l = m. If l = m 6= k, then tees θ, θ1 and θ2 (see the
proof of lemma 8.1) form a contained in Φ trey. The second alternative takes place
if the triangle containing the twain {θ1, θ2} belongs to Φ.
(2)A tee ϑ ∈ Φ might be incompatible with θ only if its center is one of end
vertices of θ. Therefore, the center of ϑ is a side point of a trey ⊤ ⊂ Φ, which
contains ∧. Then, by basic property of treys, ϑ ∈ ∧ . Hence ϑ and θ have a
common end vertex and as such are compatible.
(3) A direct check by paying attention to the basic property of treys. 
All tees described in assertion (2) of the above lemma constitute the ee-casing of
the pendent twain ∧. By this assertion, this casing belongs to Φ if Φ is a tee-cluster.
Now consider a tee such that its end vertices are end and bottom vertices of a
p-twain ∧ ⊂ Φ, while its center is a center vertex of Φ. All such tees form the
e-casing of ∧. We shall see below (lemma 8.9) that the e-casing of a p-twain ∧
is compatible with Φ and hence belongs to Φ if Φ is a tee-cluster. Obviously, all
tees composing an e-casing (resp., an ee-casing) are e-tees (resp., ee-tees). A trey
together with its e-casing will be called completed. A completed trey is obtained
from an (1,q)-hedgehog by removing one tee from its base triangle. So, it is not a
tee-cluster.
Example 8.2. 1-trey cluster. Let E,C,B1, B2 be the end, center and side ver-
tices of a trey ⊤, respectively. Add to them a new vertex D and consider tees
⌊E,Bi|D⌉, ⌊E,Bi|C⌉, i = 1, 2, and ⌊E,D|C⌉. These 5 tees together with ⊤ form
a tee-cluster, called 1-trey cluster and denoted 1⊤. By adding to it the dee ⌊E|D⌉
one gets a cluster.
Standing twains, ec-tees and pyramids.
A twain ∧ ⊂ Φ which does belong neither to a triangle, nor to a trey contained in
Φ will be called standing, or, shortly, an s-twain. Obviously, the top of an s-twain
is an end vertex of Φ. Standing twains can be characterized as those which have no
common vertices with ee-tees. They naturally appear in connection with ec-tees.
To proceed on we need the following terminology. A tee θ ∈ Φ (resp., a twain,
or a pyramid belonging to Φ) one end of which (resp., the top) is an end vertex E
of Φ will be called rooted at E. Let ∧ ⊂ Φ be a twain. A tee θ ∈ Φ, θ /∈ ∧, which
is rooted at the same vertex as ∧, will be called a side (resp., lateral) tee for ∧ if
the center (resp., the second end) of θ is one of bottom vertices of ∧.
Lemma 8.3. Let Φ be a tee-cluster and ∧ ⊂ Φ be rooted at E s-twain. Then
(1) if Φ possesses a center vertex, then at least one of side tees of ∧ belongs to
Φ;
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(2) all nontrivially compatible with ∧ tees are rooted at E and hence are com-
patible each other;
(3) if θ ∈ Φ is a lateral tee of ∧ and the center of θ is not a center vertex of Φ,
then θ belongs to an s-twain ∧′ ⊂ Φ.
(4) the set of bottom vertices of all rooted at E s-twains form the bottom of a
rooted at E pyramid P ⊂ Φ. The pyramid P contains any belonging to Φ
pyramid, which is rooted at E, and any lateral tee of it does not belong to
Φ;
(5) two compatible pyramids rooted at different vertices have no common ver-
tices.
Proof. (1) Let B1, B2 be bottom vertices of ∧ and C a center vertex of Φ. The tee
ϑ = ⌊B1, B2|C⌉ does not belong to Φ, since ∧ is an s-twain. On the other hand,
since Φ is a tee-cluster, there is a tee θ ∈ Φ which is incompatible with ϑ. Since C
is a center vertex of Φ, the center of θ is either B1, or B2. But being compatible
with ∧ the tee θ is rooted at E and hence is a side tee for ∧.
(2) It can be easily checked that a tee which is nontrivially compatible with a
twain ∧ and not rooted at its top vertex is of the form ϑ = ⌊B1, B2|C⌉ with B1, B2
being bottom vertices of ∧. Obviously, this is impossible for an s-twain.
(3) Let B1, B2 ∈ S(Φ) be bottom vertices of ∧ and θ = ⌊E,B2|C⌉. It suffices
to show that ϑ = ⌊E,C|B2⌉ belongs to Φ, i.e. there is no incompatible with ϑ tee
̺ ∈ Φ. Such a tee must have either its center at C, or one of its ends at B2. In the
first case one of the ends of ̺ must be either B2, or E. Indeed, otherwise, ̺ and
ϑ would form a cross whose center C will be, by the basic property of crosses, a
center vertex of Φ. But a tee of the form ̺ = ⌊D,B2|C⌉, C 6= E, is compatible with
θ′ = ⌊E,B1|B2⌉ ∈ ∧ iff D = B1. This is impossible, since ̺ = ⌊B1, B2|C⌉ together
with ∧ form a trey in contradiction with the hypothesis that ∧ is an s-twain. On
the other hand, ̺ can not have an end at E, since any rooted at E tee is compatible
with ϑ.
Finally, if one end of ̺ is B2, then B1 is its second end, since ̺ is compatible
with ∧ but not compatible with θ. But we have already seen that this is impossible.
(4) Let ∧1, . . . ,∧m be rooted at E s-twains that belong to Φ and P the mentioned
in the statement pyramid. If θ ∈ P , then θ is either a lateral tee for one of twains
∧i’s, or belongs to one of them. In the first case θ belongs to Φ in virtu os assertion
(3). This proves that P ⊂ Φ.
The remaining part of (4) also directly follows from assertion (3).
(5) Directly from proposition 8.1. 
The pyramid figuring in assertion (4) of the above lemma will be denoted by
PE = PE(Φ). Its casing is composed of all tees of the form ⌊E,B|C⌉ with B being
a bottom vertex of PE and C a center vertex of Φ. It will be shown that the casing
of PE belongs to Φ (see lemma8.9 below).
As in the case of twains we shall call a rooted at E tee a side (resp., lateral)
tee of PE if its center (resp., second end) belongs to the bottom of PE , while the
remaining third vertex of it is not a vertex of PE .
8.6. Connectives and nec-tees. Now we shall describe the situations when ec-
tees appear in a non-subbordinate manner, i.e., not as elements of p-, or s-twains.
Such a tee will be called a nec-tee.
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Lemma 8.4. Let Φ be a tee-cluster and θ = ⌊E,A|C⌉ ∈ Φ a rooted at E nec-tee.
Then it holds:
(1) θ is included into a 3-catena of the form
≀ = {θor = ⌊E,C|B⌉, θ, θend = ⌊E,D|A⌉} with A 6= B and C 6= D;
(2) D 6= B;
(3) If PE 6= ∅, then any ̺ = ⌊E,C|B′⌉ with B′ ∈ S(PE) belongs to Φ. In
particular, any such a tee can be taken for θor.
(4) If PE 6= ∅, then θ is a side tee of PE.
(5) Φ contains a tee of the form ̺ = ⌊A,D|Q⌉ with Q 6= C, i.e., θ is contained
in the compatible family Ψ(θ) = {̺} ∪ ≀ ⊂ Φ. If Q = B, then B is a center
vertex.
(6) If D is a mixing vertex, then A is a bottom vertex of a p-twain, and, there-
fore, θ is a lateral tee of it.
(7) If PE = ∅, then the center B of θor is a center vertex of Φ.
(8) If C is a vertex of a tee ϑ, which is compatible with ≀, then ϑ is rooted at
E.
(9) Let C′ be the center of a nec-tee ϑ, which is rooted at E. If C 6= C′, then
{⌊E,C|C′⌉, ⌊E,C′|C⌉} is an s-twain in Φ. In particular, PE 6= ∅.
(10) If A is the center vertex of a tee, which is compatible with Ψ(θ) (see asser-
tion (5)), then this tee coincides with θend.
Proof. (1) Since C is a mixing vertex, there is a compatible with θ tee ϑ one of
whose ends is C. Another end vertex of such a ϑ must be either A, or E. The first
of these alternative is impossible. Indeed, since A is a mixing vertex there is a tee
̺ ∈ Φ with the center at A. The only such tee, which is compatible with θ and ϑ,
is ̺ = ⌊E,C|A⌉}. But {θ, ̺} ⊂ Φ is a containing θ twain in contradiction with the
hypothesis that θ is a nec-tee. So, we may take ϑ = ⌊E,C|A⌉ for θor.
Next, since C is a mixing vertex, there is a compatible with θ tee ϑ′ whose center
is A. Any such tee is of the form ⌊E,D|A⌉. Finally, any of equalities A = B, or
C = D implies that θ belongs to a twain contained in Φ. But this is impossible,
since ϑ′ is a nec-tee.
(2) Assume that B = D. In this case any tee, which is nontrivially compatible
with the family {θor, θ, θend} ⊂ Φ, is rooted at E. By this reason, such a tee and,
in particular, any ̺ ∈ Φ is compatible with the tee ϑ = ⌊E,C|A⌉. This tee forms a
twain together with θ and belongs to Φ, since Φ is a cluster. But this contradicts
the hypothesis that θ is a nec-tee.
(3) A tee ̺, which is incompatible with ϑ = ⌊E,C|B′⌉, must have either its
center at C, or one of its ends at B′. If, additionally, ̺ ∈ Φ, then ̺ is compatible
with PE ∩ ≀. But all such tees are rooted at E and hence are compatible with ϑ.
This proves that all tees belonging to Φ are compatible with ϑ and hence ϑ ∈ Φ.
(4) According to (3) we can assume that B is a bottom vertex of PE . It ifollows
that a tee, which has the center (resp., one of its ends) at B (resp., at C) and is com-
patible with ≀ and PE , is rooted at E. As previously, this shows that ϑ = ⌊E,B|C⌉
is compatible with Φ and hence belongs to Φ. So, the twain {⌊E,C|B⌉, ⌊E,B|C⌉})
belongs to Φ and, therefore, to PE (lemma 8.3, (3)). This proves that C is a bottom
vertex of PE ,
(5) Since θ is a nec-tee, the tee ϑ = ⌊E,C|A⌉, which forms a twain with θ,
does not belong to Φ. Therefore, Φ, being a tee-cluster, contains a tee ̺, which is
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incompatible with ϑ. But any tee, which is incompatible with ϑ and at the same
time is compatible with the catena ≀ ⊂ Φ, is of the form ⌊A,D|Q⌉. Moreover,
Q 6= C, since, otherwise, ̺ and θor would be incompatible. Finally, if Q = B, then,
in view of assertion (1), ̺ and θor form a cross. So, B is a center vertex of Φ by
the basic property of crosses.
(6) In this case the tee ⌊A,D|Q⌉ from (5) is an ee-tee. So, by lemma8.2, A and
D are bottom vertices of a rooted at E p-twain.
(7) The tee ϑ = ⌊E,C|B⌉ does not belong to Φ. Indeed, otherwise, the twain
{⌊E,C|B⌉, ⌊E,B|C⌉}) would belong to Φ in contradiction with the hypothesis that
PE = ∅. Hence there is a tee ϑ¯ ∈ Φ which is incompatible with ϑ. On the other
hand, ϑ¯, as a tee from Φ, is compatible with ≀. It remain to observe that any tee
which satisfies these conditions has its center at B and form a cross with θor. Hence
B is a center vertex of Φ by the basic property of crosses.
(8) Immediately from assertion (1).
(9) A tee from Φ, which is incompatible with one of tees ⌊E,C|C′⌉, ⌊E,C′|C⌉},
has one of its vertices either at C, or at C′. But this is impossible, since, according
to assertion (8), any such tee is rooted at E.
(10) Obvious. 
The fact that any nec-structure θ is included in a family of the form Ψ(θ) (as-
sertion (5) of the preceding lemma) will be often used in the sequel. It is worth
noticing that Ψ(θ) is not unique and tees composing Ψ(θ) have different center
vertices except, possibly, B and Q which may coincide.
Pendent nec-tees
Below we shall keep the notation of lemma 8.4 for vertices of Ψ(θ). A nec-tee will
be called pendent if it is not a side tee of a contained in Φ pyramid.
Corollary 8.2. Let Φ be a tee-cluster, E ∈ S(Φ) an end vertex of it and θ a rooted
at E nec-tee. Then
(1) θ is pendent if and only if PE = ∅.
(2) θ is a side tee of PE , if PE 6= ∅ or a pendent one, if PE = ∅. In both cases
it may at the same time be a lateral tee of a p-twain.
(3) If a side tee of PE is also lateral for a p-twain in Φ, then it belongs to Φ.
(4) If θ is pendent, then the center of any other rooted at E pendent tee coin-
cides with the center of θ.
(5) Any tee ⌊E,C|B′⌉, which is lateral for a p-twain in Φ, belongs to Φ.
(6) If the center vertex of θ is a vertex of ϑ ∈ Φ, then ϑ is rooted at E.
Proof. (1) Directly from the definition and lemma8.4, (4).
(2) Obviously from assertion (1) and lemma8.4, (6).
(3) Let ϑ = ⌊E,Q|R⌉ be lateral for a p-twain ∧ ⊂ Φ. It could be blocked either
by a tee with the center at Q, or by a tee with an end at R. In the first case Q is a
side vertex of the trey, which contains ∧. But, by the basic property of treys, ϑ ∈ ∧
and hence does not block ϑ. In the second case R ∈ S(PE). Since any nontrivially
compatible with PE tee is rooted at E, it does not block ϑ. So, by the blocking
rule, ϑ belongs to Φ.
(4) Let θ = ⌊E,A|C⌉ and θ′ = ⌊E,A′|C′⌉ be pendent tees and C 6= C′. If one of
vertices of a tee ϑ is the center C of θ and ϑ is compatible with Ψ(θ), then, as it is
easy to see, ϑ is rooted at E and similarly for θ′. By this reason, tees forming the
rooted at E twain ∧ with bottom vertices C and C′ can not be blocked by a tee
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from Φ. So, by the blocking rule ∧ ⊂ Φ. Obviously, ∧ is an s-twain. This shows
that PE 6= ∅ in contradiction with the made assumption.
(5) To prove this assertion it suffices to substitute Ψ(θ) for PE in the proof of
assertion (3).
(6) Immediately from assertions (1) and (8) of lemma 8.4. 
According to assertion (4) of this corollary, all pendent nec-tees rooted at E have
the common center vertex. Denote it by CpnE and consider the multiplex ⊥ptE with
the origin E and the center CpnE whose ends are bottom vertices of all rooted at
E p-twains. It will be called the twain multiplex at E. Assertions (4) and (5) of
the corollary8.2 show that ⊥ptE belongs to Φ. When Φ does not have rooted at E
s-twains, i.e., PE = ∅, then the“rod” with ends E and CpnE may be viewed as the
“collapsed” PE . The casing of ⊥ptE is composed of all tees with ends at E and CpnE
and whose centers are center vertices of Φ. If Φ is a tee-cluster, then this casing
belongs to Φ (see lemma 8.9 below).
A nec-tee will be called a pyt-connective (resp., pt-connective) at E if it is lateral
for a rooted at E p-twain and simultaneously a side tee for PE (resp., a rooted at E
nec–pendent tee if PE = ∅). Informally speaking, these connectives “consolidate”
the system of rooted at E p-twains around the “central pillar” PE (resp., the “rod”
ECpnE ) into a “rigid structure”. Both pyt - and pt -connectives are internal in the
sense that they join p- and s-twains rooted at the same vertex. External connectives
will be discussed below.
8.7. C- and e-tees. Let Φ be a compatible tee-family. Denote by ΦE the set of
all rooted at E ec-tees. A c-tee with end vertices E and D connects families ΦE
and ΦD. The following lemma allow us to subdivide c-tees into two classes.
Lemma 8.5. Let C,D ∈ S(Φ) be end vertices of Φ and
≀2 = {⌊E,D|C⌉, ⌊E,C|B⌉} ⊂ Φ.
Then it holds:
(1) θ = ⌊E,D|C⌉ ∈ ≀2 is a c-tee and, conversely, any c-tee is contained in a
2-catena ≀2 ⊂ Φ.
(2) If C is a vertex of a tee ̺ which is nontrivially compatible with ≀2, then ̺
is of one of the following types: ⌊E,A|C⌉ (type I at E), or ⌊D,C|Q⌉ (type
II at E), or ⌊E,C|B′⌉ (type III at E). Tees of type I and II at E are
incompatible.
(3) If Φ is a tee-cluster and ̺ ∈ Φ is of type I at E, then any θ′ = ⌊E,E′|C⌉
with E′ being an end vertex belongs to Φ.
(4) Let ̺ ∈ Φ be of type I at E and C be a vertex of a tee ϑ ∈ Φ. Then ϑ is
rooted at E.
Proof. (1)-(2) Obviously.
(3) A tee ϑ ∈ Φ which could block θ′ must have one of its ends at C. But being
compatible with ≀2 ϑ is either of type II, or of type III at E. The first alternative
is impossible, since tees of types I and II are incompatible. On the other hand, a
tee of type III does not block θ′.
(4) An obvious consequence of compatibility of ϑ with (≀2 ∪ {̺}). 
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Let θ ∈ (≀2 ∪ {̺}) ⊂ Φ be as in lemma 8.5. The c-tee θ will be called a hook at
E (resp., a bridge) if ̺ is of type I at E (resp., of type II). We shall say that the
bridge ⌊E,D|Z⌉ connects vertices E and D.
Hooks.
Now we shall describe “environments” of hooks.
Lemma 8.6. Let Φ be a tee-cluster. Then it holds:
(1) Let θ = ⌊E,D|C⌉ ∈ Φ be a hook at E and C a vertex of ϑ ∈ Φ. Then ϑ is
rooted at E.
(2) Let θi = ⌊E,Ei|Ci⌉ ∈ Φ, i = 1, 2, be hooks at E. Then either C1 = C2, or
∧ = {⌊E,C1|C2⌉}, {⌊E,C2|C1⌉} is an s-twain.
(3) Let θ1 = ⌊E,E1|C1⌉ be a hook at E and θ2 = ⌊E,E2|C2⌉ be a pending
nec–tee at E. Then either C1 = C2 or ∧ = {⌊E,C1|C2⌉}, {⌊E,C2|C1⌉} is
an s-twain.
(4) Let E and E′ be end vertices and C be a bottom vertex of PE, or the center
vertex of a pending nec–tee rooted at E, or the center vertex of a hook.
Then θ = ⌊E,E′|C⌉ is a hook at E.
(5) Let ⌊E,E′|C⌉ be a hook at E and S1, S2 be bottom vertices of a rooted at
E p-twain ∧. Then θi = ⌊E, Si|C⌉ ∈ Φ, i = 1, 2.
Proof. (1) A particular case of lemma 8.5, (4).
(2) Assume that C1 6= C2. If Ci, i = 1, 2, is a vertex of a tee ϑ, then, in virtue of
assertion (1), ϑ is rooted at Ei and, therefore, does not block tees that compose ∧.
i.e., ∧ belongs to Φ. Moreover, tees of the form ⌊C1, C2|Q⌉ are incompatible with
θ1 and θ2 and hence do not belong to Φ, i.e., ∧ is an s-twain.
(3) Observe that one of vertices of a tee ϑ ∈ Φ which could block a belonging to
∧ tee must be either C1 or C2. But any such structure is rooted at E (corollary8.2,
(6), and lemma 8.5, (4)) and hence can not block them.
(4) Observe that if a tee ϑ ∈ Φ blocks θ, then C must be one of its vertices. But
all such tees are rooted at E (corollary 8.2, (6), and lemma 8.5, (4)) and hence can
not block θ.
(5) By the basic property of treys and lemma8.5, (4), Φ does not contain blocking
θi tees. 
According to assertion (2) of lemma 8.6 all hooks at E have a common center
vertex if PE = ∅. Denote it by ChkE . Denote also by ⊥hkE the multiplex constituted
by all tees ⌊E,E′|ChkE ⌉ with E′ running all different from E end vertices of Φ. It
will be called the hook multiplex at E.
Corollary 8.3. Let Φ be a tee-cluster and E an end vertex of it. Then
(1) all hooks at E are side tees of PE if PE 6= ∅.
(2) If Φ contains at least one pendent tee and one hook at E, then CpnE = C
hk
E .
(3) ⊥hkE ⊂ Φ.
Proof. Assertion (1) directly follows from assertions (2) and (4) of lemma 8.6, and
assertion (2) from corollary8.2, (1) and lemma 8.6 (2), (3). Assertion (3) is a
particular case of assertion (4) of this lemma. 
In view of corollary8.3, (2), there would be no confusion to use the common
notation CE for centers C
hk
E and C
pn
E .
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The casing of ⊥hkE is composed of all tees ⌊E,ChkE |C⌉ with C running all center
vertices of Φ. Obviously, it coincides with the casing of ⊥pnE assuming that ⊥ptE 6= ∅.
Bridges.
Bridges join different families ΦE ’s and in this sense are external connectives. On
the other hand, they are naturally combined with internal connectives as will be
shown below. First, we need the following
Lemma 8.7. Let Φ be a tee-cluster and θ = ⌊E,A|C⌉ ∈ Φ be a nec-tee rooted at
E. Then A is either a bottom vertex of a rooted at E p-twain, or the center vertex
of a bridge one end vertex of which is E.
Proof. Recall that θ ∈ Ψ(θ) (see lemma 8.4, (5)). If, in the notation of lemma8.4,
the vertex D is mixing, then the first alternative occurs. If D is an end vertex,
then the c-tee ⌊E,D|A⌉ ∈ Ψ(θ) is a bridge, since the unique tee with the center at
A which is compatible with Ψ(θ) is, obviously, θ. 
The following lemma shows the role of bridges in the structure of tee-clusters.
Lemma 8.8. Let Φ be a tee-cluster and ̺ = ⌊E,D|Z⌉ ∈ Φ be a bridge. Then it
holds:
(1) If ϑ ∈ Φ, ̺ 6= ϑ, and Z is a vertex of ϑ, then Z is an end vertex of ϑ.
(2) If one of end vertices of a side structure θ of PE is Z, then θ belongs to Φ.
(3) The tee θ = ⌊E,Z|CE⌉ belongs to Φ.
Proof. (1) Directly from the definition of a bridge.
(2)-(3). Let θ = ⌊E,Z|B⌉ where B is either a bottom vertex of PE , or B = CE .
θ can be blocked by a tee ϑ ∈ Φ, which either has the center at Z or one one of
its ends at B. Assertion (1) of this lemma excludes the first of these possibilities.
Next, B is either the center of a nec-structure, or the center of a hook rooted at E.
In each of these cases a tee one of whose vertices is B is rooted at E (corollary8.2,
(6), and lemma 8.6, (1)). But such a tee does not block θ. 
A pyb-connective (resp., pb-connective) at an end vertex E is a side structure of
PE (resp., ⌊E,Z|CE⌉), one of whose ends is the center Z of a bridge connecting
E with another end vertex. All pb-connectives at E form a multiplex, denoted
by ⊥pbE . If Φ is a tee-cluster, then, by lemma 8.8,(3), this multiplex belongs to Φ.
Also, denote by ⊥pytE (resp., ⊥pybE ) the family of all pyt -connectives (resp., pyb-
connectives) at E. If Φ is a tee-cluster, then both ⊥pytE and ⊥pybE belong to Φ. Each
of these families is the union of multiplexes with common origin and ends whose
centers run bottom vertices of PE . The casing of a bridge ⌊E1, E2|Z⌉ is composed
of all tees of the form ⌊Ei, Z|C⌉, i = 1, 2, with C being a center vertex of Φ. In
contrast to all previously introduced casings, it is naturally subdivided into two
parts that are composed of rooted at E1 and of rooted at E2 tees, respectively.
Lemma8.9 below tells that this casing belongs to Φ as well.
Casings and e-tees.
Now we shall describe e-structures.
Lemma 8.9. Let Φ be a tee-cluster and E an end vertex of it. Then θ = ⌊E,Z|C⌉ ∈
Φ is a (rooted at E) e-tee if and only if Z is the center either of an ec-, or of an
c-tee rooted at E.
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Proof. First, note that if θ is an e-tee, then Z is the center vertex of a tee ̺ ∈ Φ.
Being compatible with θ the tee ̺ is rooted at E. Moreover, θ and ̺ form an open
2-catena ≀2 whose initial vertex is E. This shows that ̺ is either an ec-, or an c-tee
rooted at E.
Conversely, assume that Z is the center vertex of an ec-, or of an c-tee ̺ ∈ Φ
which is rooted at E. Since C is a center vertex of Φ, θ can be blocked only by a
tee ϑ ∈ Φ whose center vertex is Z. But from the previous description of rooted at
E ec-, and c-tees we see that all such tees are rooted at E too. Hence they can not
block θ. 
Now we can state that if Φ is a tee-cluster, then all previously considered casings
belong to Φ and any e-tee belongs to one of these casings.
0-tees.
These are tees whose end and center vertices are end and center vertices of Φ,
respectively. If Φ is tee-cluster, then they, obviously, belongs to it and constitute
a multiped Φmp ⊂ Φ. If Φ has at least two ends vertices and one ece-structure,
then both Φh and Φmp are not empty. In this case they form the hybrid Φhyb =
(Φh ∪ Φmp) ⊂ Φ.
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Fig. 6. Casings and connectives.
A graphical summary of various kinds of casings and connectives is given in Fig. 6.
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8.8. The card of a tee-cluster. The above analysis revealed basic structural
units of which all tee-clusters are made. On this ground we can now describe all
tee-clusters.
First of all, observe that a tee-cluster Φ is naturally divided into two parts, Φh
and Φend. The family Φend is composed of all tees θ ∈ Φ one of whose vertices is
an end vertex of Φ. It is easy to see that Φend = Φ \ Φh and Φmp ⊂ Φend. So,
Φ = Φh ∪ Φend, Φh ∩ Φend = ∅ and S(Φh) ∩ S(Φend) consists of all center vertices
of Φ. As motivated by proposition 8.8 below, Φh (resp., Φend) will be called the
semi-simple (resp., solvable) part of Φ.
The data characterizing a compatible tee-family Φ are: nc=(the number of center
vertices), ne=(the number of end vertices), ntr=(the number of triangles), tE=(the
number of p-twains rooted at the end vertex E), pE=(the dimension of PE) and
bE,D=(the number of bridges connecting end vertices E and D). The numbers
tE and pE will be called the twain and pyramid numbers at E, respectively, and
bE,D the bridge number at (E,D). Each of these numbers is a nonnegative integer.
Since the dimension of a true pyramid is greater then 1, the value pE = 1 requires
a comment. Namely, it is interpreted as existence of the vertex CE ∈ S(Φ), the
common center of all connectives and hooks rooted at E. Informally speaking,
pE = 1 refers to the ”collapsed” pyramid PE , that is the “rod” E CE .
All above numbers forms the card of Φ, which will be denoted by C(Φ). More
precisely, numerate end vertices of Φ and put ti = tE , pi = pE if E is the i-th end
vertex and, similarly, bij = bE,D if D is the j-th end vertex. Thereby we have the
twain vector t = (t1, ..., tne), the pyramid vector p = (p1, ..., pne) and the bridge
matrix B = ‖bij‖. A renumbering of end vertices corresponds to a simultaneous
permutation of components of these vectors and the matrix. So, the triple (t,p,B)
will be considered as a representative of the corresponding equivalence class [t,p,B]
modulo these permutations. Thus
C(Φ) = (nc, ne, ntr, [t,p,B]). (112)
Proposition 8.6. Two tee-clusters are equivalent if and only if their cards are
equal.
Proof. First, observe that if the layout of center and end vertices, triangles, p-
twains, pyramids and bridges of a tee-cluster Φ is known, then Φ is automatically
and uniquely restored just by adding to these data all possible connectives, hooks
and the casing.
So, it suffices to show that if Φ and Φ′ are tee-clusters with equal cards, then there
exists a one-to-one correspondence ζ : S(Φ) → S(Φ′) which identifies center and
end vertices of these clusters as well as their triangles, p-twains, pyramids (including
“collapsed”) and bridges. We shall construct such a map gradually by starting from
a map ζ1 : S(Φh)→ S(Φ′h) which establishes an equivalence of (ntr, nc)-hedgehogs
Φh and Φ
′
h. After that we shall extend ζ1 to a biunique correspondence ζ2 of end
vertices of Φ and Φ′ in such a way that tE(Φ) = tζ2(E)(Φ
′), pE(Φ) = pζ2(E)(Φ
′) and
bE,D(Φ) = Bζ2(E),ζ2(D)(Φ
′) for all end vertices of Φ. This is , obviously, possible.
Since pE = pζ2(E), there is a bijection between bottom vertices of PE and Pζ2(E).
This way ζ2 is extended to pyramid, and we shall proceed on similarly for p-twains
and bridges. 
Abstract cards.
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Proposition8.6 reduces the classification of tee-clusters to description of their cards.
Namely, an abstract card is an ordered set of the form (k, l,m, [t,p,B]) where
k, l,m ∈ N0, t, p ∈ Nl0 and B is a symmetric l × l-matrix with entries in N0 and
zero diagonal elements. As earlier, [t,p,B] stands for the orbit of the triple (t,p,B)
under a natural action of the symmetric group Sl. The number
cardJ = k + l + 3m+
l∑
i=1
pi + 2
l∑
i=1
ti +
∑
1≤i<j≤l
bij
will be called the dimension of J . If J = C(Φ), then cardJ = dimΦ.
Obviously, the card of a tee-cluster is an abstract card but the converse is not
true. So, the problem is to find exact conditions that distinguish cards of tee-
clusters among other abstract cards. To this end the notion of a realization of
an abstract card will be useful. Namely, choose among base vectors the following
disjoint groups:
{C1, . . . , Ck}, {E1, . . . , El}, {Ti1, Ti2, Ti3}, 1 ≤ i ≤ m,
{W ij1,W ij2}, 1 ≤ i ≤ l, 1 ≤ j ≤ ti, {Pir}, 1 ≤ i ≤ l, 1 ≤ r ≤ pi, (113)
{Csij}, 1 ≤ i < j ≤ l, 1 ≤ s ≤ bij
Vectors Ci’s (resp., Ei’s) will be called declared center (resp., end) vertices.
Similarly, Tiq, 1 ≤ q ≤ 3, are vertices of the i-th declared triangle, {W ij1,W ij2}
are bottom vertices of the j-th declared p-twain rooted at Ei, Pir , 1 ≤ r ≤ pi,
are bottom vertices of the declared pyramid rooted at Ei and C
s
ij is the center
vertex of the s-th declared bridge connecting Ei and Ej . Then we shall consider
the corresponding declared triangles, p-twains, pyramids and bridges by adding to
them all possible declared connectives and the casing. For instance, an declared
pyb-connective rooted at an declared end vertex Ei is of the form ⌊Ei,W ijq |Pir⌉,
etc. The so-constructed family, which is, obviously, compatible, will be called a
realization of J and denoted ΦJ . Two realizations of a given abstract card are,
obviously, equivalent. Also, if J = C(Φ), then, as it is easy to see, ΦJ = Φ. Hence
the above problem can be reformulated as:
what are abstract cards J such that ΦJ a tee-cluster.
The following necessary conditions are on the surface. First, the graph of ΦJ
must be connected and, second, J must be equal to C(ΦJ ), i.e., that the declared
parameters must coincide with actual ones. For instance, if the declared parameters
are k = 0, l = m = p1 = t1 = 1, i.e., J = (0, 1, 1, [(1), (1), (0)]), then ΦJ consists
of two rooted at the same vertex twains and one disjoint from them triangle. So,
the graph of ΦJ is disconnected and, moreover, none of these two twains can be
distinguished as a p-twain, i.e., the declared value t1 = 1 differs from the actual. If
the declared parameters are k = 0, l = m = 1, p1 = t1 = 0, then ΦJ is a triangle.
So, in this case, the realization does not have the declared end vertex E1.
These necessary conditions (resp., an satisfying them abstract card) will be called
consistency conditions (resp., a consistent card).
In subsections 8.5 - 8.7 we have established the role of various kinds of tees in the
construction of a tee-cluster. Now it is convenient to bring together the obtained
results in order to ease further discussion of consistency conditions.
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DISTRIBUTION OF TEES IN A TEE-CLUSTER
type
ece- belongs to a triangle
ec- belongs to a p-, or s-twain, or is a connective
ee- belongs to a hedgehog but not to a traingle,
or to the ee–casing of a p-twain
c- is a bridge
e- belongs to a casing different from ee–type
0 - belongs to a multiped
This table will be referred as the DT-table.
Join operations.
In order to explicitly describe consistent cards we need the following four operations
with tee-clusters. Below Φ stands for a tee-cluster.
Joining a triangle. Assumption: nc 6= 0. Include the (ntr, nc)-hedgehog Φh into
an (ntr + 1, nc)-hedgehog Φ¯h by adding three new vertices to S(Φ). The new tee-
cluster is Φ¯h ∪ Φend.
Joining a p-twain. Assumption: nc 6= 0, ne 6= 0. Let E be an end vertex of Φ
and B1, B2 /∈ S(Φ). First, add to Φ the twain
∧
= {⌊E,B1|B2⌉, ⌊E,D2|B1⌉} and
all tees of the form ⌊B1, B2|C⌉ with C being a center vertex of Φ. Then add all
the connectives and casings to the so-obtained family. The resulting compatible
tee-family will be denoted by Φ∧,E , or, simply, Φ
∧.
Joining a pyramid. Assumption: pE 6= 0. Let E be an end vertex of Φ and
B1 . . . , Br base vectors not belonging to S(Φ). We assume that r ≥ 1, if at least
one of families PE , ⊥pnE , ⊥ptE is nonempty (equivalently, pE > 0), and r > 1 other-
wise. Consider the pyramid ∇ whose top vertex is E and bottom vertices are that
of PE , if PE 6= ∅, or CE , if PE = ∅ and CE exists, and B1 . . . , Br. Now we get
a new compatible tee-family by adding all new connectives, hooks and casings to
Φ ∪ ∇.
If pE = 0, then the “collapsed pyramid”, i.e., a new vertex interpreted as CE ,
can be created, assuming that nc > 0 and Φ contains either or both a rooted at E
trey and a bridge with one end at E. Namely, first, we add the tees ⌈E,A|CE⌉ and
⌈E,CE |E′⌉ to Φ where A is the center of a bridge, or a side vertex of a rooted at R
trey, and E′ is a center vertex of Φ. Then we complete the so-obtained tee-family
by adding to it all possible new connectives, hooks and casings.
Joining a bridge. Assumption: ne ≥ 2. First, add to Φ the tee θ = ⌊E1, E2|C⌉
where E1 and E2 are end vertices of Φ and C /∈ S(Φ). Then add to Φ ∪ {θ} all
tees of the form ⌊Ei, C|A⌉ where A is a bottom vertex of PEi , or CEi , or a center
vertex of Φ.
Observe that these join operations commute, preserve both end and center ver-
tices of the original tee-cluster and do not create new ones.
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An end (resp., center) vertex of a compatible tee-family Ψ remaining be such in
any containing Ψ compatible tee-family will be called stable. The following assertion
is obvious.
Lemma 8.10. We have:
(1) An end vertex E of Ψ is stable if there are at least three rooted at E tees
with mutually different second ends.
(2) The center of a cross or a tripod belonging to Ψ is a stable center vertex of
Ψ. 
Proposition 8.7. If the ends of a tee-cluster Φ are stable, then the result of any
of the above joining procedures is a tee-cluster.
Proof. For triangles the assertion is obvious. In order to prove that Φ∧ is a tee-
cluster we have to show that any compatible with Φ∧ tee θ at least one of whose
vertices is Bi, i = 1, 2, and others are in S(Φ∧) belongs to Φ∧. But such a tee,
due to stability of end vertices of Φ, is either of the form ⌊B1, B2|C⌉ with C being
a center vertex of Φ or of the form ⌊E,Bi|Z⌉ where E is the top of ∧ and Z is a
center/mixing vertex of Φ. In the first case θ belongs to Φ∧ by construction as well
as in the case when Z is a center vertex Φ. If Z is mixing, then it may be a bottom
vertex of a p-twain, or of a pyramid PD, or CD, or the center of a bridge in Φ as
it follows from the description of mixing vertices of a tee-cluster.The first and the
fourth of these possibilities are manifestly impossible. For the rest, compatibility
with Φ conditions imply that θ must be rooted at D and, therefore, that E = D.
In other words, Z is a bottom vertex of PE , or CE and hence, by construction,
⌊E,Bi|Z⌉ ∈ Φ.
Similar arguments together with DT-table prove the remaining two assertions.

Corollary 8.4. Let J = (k, l,m, [t,p,B]) be an abstract card. If k ≥ 1 and l ≥ 4,
then ΦJ is a tee-cluster.
Proof. Consider the contained in ΦJ (m, l|k)-hybrid Ψ. It is a tee-cluster. Since
k ≥ 1, any center vertex of Ψ contains a tripod and hence is stable. Also, since
l ≥ 4, at least three 0-tees rooted at an end vertex of Ψ have different second
end vertices. By this reason end vertices of Ψ are stable too. Now it remains
to observe that ΦJ is obtained from Ψ by a series of join operations and apply
proposition8.7 
8.9. Exceptional cards. Corollary 8.4 shows that nontrivial consistency condi-
tions may occur only if k = 0 (case I), or if k > 0, l < 4 (case II). Consider them
separately by anticipating the following evident facts (see subsection 8.7 for the
notation):
Lemma 8.11. Let Ψ be a compatible tee-family, E, E′ end vertices of Ψ and θ ∈ Ψ.
Then
(1) if the center of θ is in S(ΨE), then θ is rooted in E;
(2) if the ends of θ are in S(ΨE) and S(ΨE′), respectively, then they coincide
with E and E′.
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Case I: k = 0. If Φ is a tee-cluster, then nc = 0 implies that ntr ≤ 1, t =
0, , pi 6= 1, ∀i. Indeed, all triangles of Φ belong to the hedgehog Φh which has at
least one thorn, if ntr ≥ 2. Also, existence of p-twains and “collapsed pyramids”
in Φ presumes (see lemma 8.4, (6), (7) existence of center vertices in Φ. So, the
consistency conditions in this case are: k = 0⇒ m ≤ 1, t = 0, pi 6= 1, ∀i.
If, moreover, ntr = 1, then Φend = ∅, since S(Φh) ∩ S(Φend) consists of center
vertices of Φ. In other words, nc = 0⇒ ne = 0 and the corresponding consistency
condition is: k = 0, m = 1 ⇒ l = 0 and hence t = p = 0, B = 0, i.e., J =
(0, 0, 1, [0,0,0]) and ΦJ is a triangle.
If, on the contrary, ntr = 0, then ne 6= 0 (see DT-table). To analyze this case
denote by ne,0 (resp., l0) the number of end vertices E of Φ for which PE = ∅ (resp.,
the number of components pi of p in an abstract card, which are equal to zero).
Consider cases ne,0 = 0 and ne,0 6= 0 separately.
If ne,0 = 0 and ne = 1, then, obviously, Φ = PE where E is the unique end
vertex of Φ. But PE is a tee-cluster iff its dimension is greater than 2. So, the
corresponding card is (0, 1, 0, [(0), (p),0]) with p ≥ 3.
If l > 1, then the family Stl = ΦJ for J = (0, l, 0, [(0), (2, . . . , 2),0) is a tee-
cluster. Indeed, by definition, Stl consists of mutually disjoint s-twains ∧1, . . . ,∧l
rooted at some vertices E1, . . . , El, and all hooks of the form ⌊Ei, Ej |Bi⌉ ∈ Φ, i 6= j,
with Bi being a bottom vertex of ∧i (see also DT-table). E1, . . . , El are end vertices
of Stl. By lemma 8.10, they are stable if l > 1. So, if a tee θ is compatible with Stl
and its vertices belong to S(Stl), then the center of θ is a bottom vertex a twain
∧i. It implies that θ is a rooted at Ei hook and hence belong to Stl.
Now, by appropriately joining pyramids and bridges to the tee-cluster Stl, we can
construct a tee-cluster with arbitrary card of the form (0, l, 0, [(0), (p1, . . . , pl),B),
l > 1, pi ≥ 2, ∀i (see proposition 8.7).
Assume now that l0 6= 0, J = (0, l, 0, [(0), (p1, . . . , pl),B]) and the end vertices
E1, . . . , El of ΦJ are numbered in such a way that pi = 0, if i ≤ l0, and pi ≥ 2, if
i > l0. If l − l0 = 1, then θ = ⌊B,El, |E1⌉ with B being a bottom vertex of PEl
is compatible with ΦJ but does not belong to ΦJ . So, ΦJ is not a tee-cluster. If
l − l0 = 2, then l ≥ 3 and ⌊El−1, El|E1⌉ /∈ ΦJ is compatible with ΦJ . So, ΦJ is
not a tee-cluster in this case too. On the contrary, all end vertices of ΦJ are stable
if l − l0 ≥ 3. Moreover, similar arguments as above show that in this case ΦJ a
tee-cluster. In other words, l− l0 ≥ 3 is the consistency condition in the case when
k = m = 0, l0 6= 0.
Thus cards of tee-clusters without center vertices are:
(0, 0, 1, [(0), (0),0]) (triangle),
(0, 1, 0, [(0), (p),0]), p ≥ 3 (p− pyramid)
(0, l, 0, [(0), (p1 . . . , pl),B]), l > 1, pi ≥ 2, 1 ≤ i ≤ l; (114)
(0, l, 0, [(0), (0, . . . , 0, pl0+1, . . . , pl),B]), l − l0 ≥ 3, pi ≥ 2, i ≥ l0.
Denote byOsStr a tee-cluster whose card is (0, r+s, 0, [(0), (0, . . . , 0, 2 . . . , 2),0])
with l = r + s and l0 = s and by Prk the k-dimensional pyramid. Then all tee-
clusters from the above list, except the triangle, are obtained from Pr3, Stl, l > 1,
and OsStr, s > 0, r > 2, by joining to them pyramids and bridges.
Case II: k > 0, 0 ≤ l ≤ 3. This case is subdivided into four subcases, II0, ..., II3,
according to the value of l.
78
II0. If l = 0⇔ Φend = ∅, then Φ = Φh is an (m, k)-hedgehog.
II1. If J = (k, 1, 0, [(1), (1),0]), then ΦJ is a tee-cluster. This is easily verified
by a direct check using basic properties of treys. Denote the class of equivalent to
it tee-clusters by Pr1Pt
k. Ends and center vertices of such a cluster are stable.
Realizations of cards (k, 1, 0, [(r), (s),0]), r ≥ 1, s ≥ 1, are obtained by joining
p-twains and pyramids to Pr1Pt
k. By proposition8.7 they are tee-clusters. So,
within the considered case it remains to check consistence of abstract cards with
(t) = (0) and with (p) = (0).
In the first of these cases J = (k, 1,m, [(0), (p),0]) and (ΦJ )end is the p-pyramid
together with tees of the form ⌊E,B|Ci⌉, i = 1, . . . , k, where E = E1 and B is a
bottom vertex of PE (see (113)). If m = 0, then ΦJ = (ΦJ )end belongs to the
rooted at E pyramid whose bottom vertices are those of PE and also declared center
vertices Ci. Hence it is not a tee-cluster. Also, ΦJ is not a cluster if m > 0, p = 2.
Indeed, in this case the tee ⌊B1, B2|E⌉ /∈ ΦJ with Bi’s being the bottom vertices
of the twain PE is compatible with ΦJ . On the contrary, if m > 0, p ≥ 2, then end
and center vertices of ΦJ are stable and it is a tee-cluster.
In the second case J = (k, 1,m, [(t), (0),0]) and ΦJ is a tee-cluster iff t ≥ 2. It
is easily follows from the basic property of treys.
Thus the list of cards of tee-clusters in the considered case is:
(k, 1,m, [(t), (p),0]), k > 0, m ≥ 0, t ≥ 1, p ≥ 1;
(k, 1,m, [(0), (p),0]), k > 0, m > 0, p ≥ 3; (115)
(k, 1,m, [(t), (0),0]), k > 0, m ≥ 0, t ≥ 2.
II2. Let J = (k, 2, 0, [(0), (0),B]) with the 2×2 bridge matrix B = ‖bij‖, b12 = 2.
Put Brk = ΦJ . By definition, Brk contains a (2, k)−multiped. The casing of each
of two bridges that are contained in Brk consists of 2k tees. By using lemmas 8.11
and 8.10, it is not difficult to verify that Brk is a tee-cluster with stable end and
center vertices. Now, by using the join operations and proposition 8.7, we see that
realizations of abstract cards of the form (k, 2,m, [(t1, t2), (p1, p2),B] with b12 ≥ 2
are tee-clusters.
Similarly, a direct check shows that a realization of (k, 2, 0, [(1, 1), (0, 0),0]) is a
tee-cluster with stable end and center vertices. Hence, by proposition8.7, realiza-
tions of absrtact cards of the form (k, 2,m|[(t1, t2), (p1, p2),B]) such that t1t2 ≥ 1
are tee-clusters. So, within the considered case we have to analyze abstract cards
with b12 ≤ 1, t1t2 = 0.
First, assume that t = (t1, 0), t1 ≥ 1. If J = (k, 2, 0, [(t1, 0), (p1, p2),B]) with
p2 < 2, b12 ≤ 1, then ΦJ is not a tee-cluster. Indeed, observe that in this case CE2
does not exist so that p2 6= 1 and hence p2 = 0. If b12 = 0, then the tee ⌊E1, B|E2⌉
with B being a bottom vertex of a rooted at E1 p-twain in ΦJ is compatible with
ΦJ but does not belong to it. If b12 = 1, then such is the tee ⌊E1, C|E2⌉ with C
being the center of the unique connecting E1 and E2 bridge in ΦJ . This proves
that p2 ≥ 2.
On the other hand, if J = (k, 2, 0, [(1, 0), (0, 2),B]), b12 ≤ 1,, then ΦJ is a
tee-cluster with stable end and center vertices. Now proposition8.7 shows that
realizations of abstract cards (k, 2,m, [(t1, 0), (p1, p2),B]) with k ≥ 1, t1 ≥ 1, p2 ≥ 2
are tee-clusters.
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Now it remains to examine abstract cards with t = (0, 0), b12 ≤ 1. First of
all, observe that a realization of the abstract card (k, 2, 0, [(0, 0), (2, 2),0]) is a tee-
cluster with stable end and center vertices. By the same arguments as earlier this
implies that realizations of cards (k, 2,m, [(0, 0), (p1, p2),B]) with pi ≥ 2, i = 1, 2,
are tee-clusters too. So, the next step is to examine realization of abstract cards
J = (k, 2,m, [(0, 0), (p1, p2),B]) with p1 ≥ 2, p2 ≤ 1. Since t2 = 0, equality p2 = 1,
i.e., existence of the vertex CE2 in ΦJ , is possible, iff b12 = 1. But, as earlier,
the tee ⌊E1, C|E2⌉ /∈ ΦJ with C being the center of the unique bridge in ΦJ is
compatible with ΦJ . So, in this case ΦJ is not a tee-cluster. If p2 = 0, then the
tee ⌊E1, B|E2⌉ /∈ ΦJ with B being a bottom vertex of PE1 is compatible with ΦJ ,
so that ΦJ is not a tee-cluster in this case too.
The same arguments show that realizations of abstract cards with pi ≤ 1, i =
1, 2, and b12 = 1 are not tee-clusters. If b12 = 0, then p1 = p2 = 0, as we have
observed earlier. In this casem = 0 is, obviously, impossible, while realization of the
abstract card (k, 2,m, [(0, 0), (0, 0),0]), m > 0, is a (2, k|m)-hybrid. A peculiarity
of this cluster is that its ends are not stable.
Thus cards of tee-clusters in the considered case are:
(k, 2,m, [(t1, t2), (p1, p2),B]), b12 ≥ 2;
(k, 2,m, [(t1, t2), (p1, p2),B]), t1t2 6= 0;
(k, 2,m, [(t1, 0), (p1, p2),B]), t1 ≥ 1, p2 ≥ 2, b12 ≤ 1; (116)
(k, 2,m, [(0, 0), (p1, p2),B]), p1 ≥ 2, p2 ≥ 2, b12 ≤ 1;
(k, 2,m, [(0, 0), (0, 0),0]), m > 0.
II3. The (k, 3)-ped Φmp contained in a tee-cluster Φ with nc = k > 0, ne = 3 is not
a tee-cluster. Center vertices of Φmp are, obviously, stable, while the end ones are
not. Indeed, if Ei, i = 1, 2, 3, are end vertices of Φ and, therefore, of Φmp, then tees
θrs|t = ⌊Er, Es|Et⌉, {r, s, t} = {1, 2, 3}, being compatible with Φmp do not belong
to it. Moreover, they do not belong to Φ, since, otherwise, Ei’s the would not be end
vertices. So, Φ must contain tees that block θrs|t’s. But a tee blocking θrs|t must be
rooted at Et and have a mixing second end. According to DT-table this happens
iff Φ contains at least one of the following structure group rooted at Et: a pyramid
(possibly ”collapsed”), a p-twain, a bridge. Moreover, a bridge connecting Es and
Et simultaneously blocks θrs|t and θrt|s. The following abstract cards describe all
minimal combinations of these groups, which simultaneously block all θrs|t’s:
(k, 3, 0, [(0, 0, 0), (0, 0, 0),B]), b12 = b13 = 1, b23 = 0;
(k, 3, 0, [(ε, 0, 0, ), (1− ε, 0, 0),B]), b12 = b13 = 0, b23 = 1, ε = 0, 1;
(k, 3, 0, [(ε1, ε2, ε3), (1 − ε1, 1− ε2, 1− ε3),0]), ε1, ε2, ε3 = 0, 1;
A simple direct check shows that realizations of these abstract cards are, in
fact, tee-clusters with stable center and end vertices. Now proposition 8.7 allows to
obtain the full list of tee-clusters in the considered case in which is assumed that
t = (t1, t2, t3),p = (p1, p2, p3) and B = ||bij ||, 1 ≤ i, j ≤ 3.
(k, 3,m, [(t,p,B]) with


(1) b12 > 0, b13 > 0, b23 = 0.
(2) b23 > 0, t1 ≥ ε, p1 ≥ 1− ε, ε = 0, 1.
(3) ti ≥ εi, pi ≥ 1− εi, εi = 0, 1.
(117)
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8.10. Classification of tee-clusters. Generators. By summing up the results
of subsequences 8.8 (corollary 8.4) and 8.9 we get the following description of tee-
clusters.
Theorem 8.1. Tee-clusters are in one-to-one correspondence with their cards. An
abstract card (k, l,m, [t,p,B]) is the card of a tee-cluster if and only if k > 0, l > 3,
or it belongs to one of lists (115), (116), (117).
An alternative way to describe tee clusters is as follows. Let Φ be a tee-cluster,
C(Φ) = (k, l,m, [t,p,B]). Denote by 〈Φ〉, or, equivalently, by 〈k, l,m|t,p,B〉 the
set of equivalence classes of tee-clusters that are obtained by successively applying
to Φ join operations. We shall say that they are equivalence classes of tee-clusters
tee-clusters generated by Φ. The totality T⋔ of equivalence classes of all tee-clusters
can be described by indicating a base of it, i.e., a system of tee-clusters Φα such
that T⋔ = ∪〈Φα〉. One of such bases, which is easily extracted from the above
description of tee-clusters (see lists (115), (116), (117)), is the following. In the list
below is assumed that k > 0 and m > 0.
Tr : (0, 0, 1, [(0, 0, 0), (0, 0, 0),0]), (triangle);
Pr3 : (0, 1, 0, [(0), (3),0]), (3− pyramid);
Str : (0, r, 0, [(0, . . . , 0), (2 . . . , 2),0]), r > 1 (r− twain);
OsStr : (0, r + s, 0, [(0, . . . , 0)︸ ︷︷ ︸
r+s times
, ((0, . . . , 0)︸ ︷︷ ︸
s times
, (2, . . . , 2)︸ ︷︷ ︸
r times
),0]), r ≥ 3, s > 0 (rooted r− twain);
−−−− −−−−−−−−−−−−
Hgk1 : (k, 0, 1, [∅, ∅, ∅]), ((k, 1)− hedgehog);
−−−− −−−−−−−−−−−−
Pr1Pt
k
1 : (k, 1, 0, [(1), (1),0]), (k − trey cluster);
SkPr3 : (k, 1, 1, [(0), (3),0]), (suspended 3− pyramid);
Ptk2 : (k, 1, 0, [(2), (0),0]), (double k − trey cluster);
−−−− −−−−−−−−−−−−
Brk : (k, 2, 0, [(0, 0), (0, 0),B]), b12 = 2,
(k, 2, 0, [(1, 1), (0, 0),0]),
(k, 2, 0, [(1, 0), (0, 2),0]),
(k, 2, 0, [(0, 0), (2, 2),0]),
(k, 2,m, [(0, 0), (0, 0),0]), ((2.k|m)− hybrid);
−−−− −−−−−−−−−−−−
(k, 3, 0, [(0, 0, 0), (0, 0, 0),B]), b12 = b13 = 1, b23 = 0;
(k, 3, 0, [(ε, 0, 0, ), (1− ε, 0, 0),B]), b12 = b13 = 0, b23 = 1, ε = 0, 1;
(k, 3, 0, [(ε1, ε2, ε3), (1 − ε1, 1− ε2, 1− ε3),0]), ε1, ε2, ε3 = 0, 1;
−−−− −−−−−−−−−−−−
Mplk : (k, l, 0, [(0, . . . , 0), (0, . . . , 0),0]), l > 3.
Example 8.3. (4- and 5-dimensional tee-clusters.) The following lists of 4- and
5-dimensional tee-clusters are easily extracted from the above description.
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4-dimensional tee-clusters: Hg11 ((1,1)-hedgehog), Pr3 (3-pyramid).
5-dimensional tee-clusters: Hg12 ((2,1)-hedgehog), Pr4 (4-pyramid),
Pt11O (1-trey cluster), Br2 (2-bridge cluster), Mp
1
4 (4-ped).
8.11. Coaxial Lie algebras associated with tee-clusters. Now we are ready
to answer the question: what are coaxial Lie algebra associated with tee-clusters.
The following observation is useful to this end.
Lemma 8.12. Let g be a Lie algebra associated with a compatible tee-family Φ,
Si ⊂ S(Φ), i=1,2, and Vi the subspace of |g| spanned by Si. Then
(1) the subspace [V1, V2] = Span{[v1, v2] | vi ∈ Vi, i = 1, 2} of |g| is spanned by
center vertices of all tees ⌊E1, E2|C⌉ ∈ Φ such that Ei ∈ Si.
(2) the subspace V of |g| spanned by a subset S ⊂ S(Φ) is a subalgebra (resp.,
an ideal) of Φ, if the center vertex of any tee θ ∈ Φ with ends in S (resp.,
with one end in S) also belongs to S.
(3) |[g,g]| belongs to the subspace spanned by center and mixing vertices of Φ.
Proof. The first assertion is obvious, while the others are immediate consequences
of it. 
Proposition 8.8. Let g be a coaxial Lie algebra such that Φ = Φg is a tee-cluster.
Then
(1) the subspace of |g| spanned by S(Φh) (resp., by S(Φend)) supports an ideal
h (resp., r) of g.
(2) [h, r] = 0;
(3) u = h ∩ r is a central ideal of g whose support is the subspace spanned by
center vertices of Φ;
(4) the quotient algebra g/r = h/u is the direct sum of 3-dimensional simple
Lie algebras, associated with triangles contained in Φ;
(5) the second derived ideal r(2) = [r(1), r(1)] of r is abelian; r(1) = [r, r] is
abelian if Φ does not contain p-twains.
(6) r is the radical of g.
Proof. Assertions (1)-(4 ) directly follow from lemma 8.12. By the third assertion
of this lemma, |[r, r]| belongs to the subspace spanned by center and mixing vertices
of Φend. Therefore, |[r(1), [r(1)]| belongs to the subspace spanned by centers of ee-
tees contained in Φend. But, according to DT-table, ee-tees form the ee-casing of
p-twains contained in Φ, and hence their centers are center vertices of Φ. This
shows that [r(1), [r(1)] ⊂ u. In particular, [r(1), [r(1)] = {0}, if Φ does not contain
p-twains. This proves assertion (5). Finally, the last assertion directly follows from
(4) and (5) ones. 
Corollary 8.5. Let g be a coaxial Lie algebra and r the radical of it. Then r(3) = 0
and the semisimple part of g is isomorphic to a direct sum of 3-dimensional simple
Lie algebras.
Proof. This is a direct consequence of proposition 8.8 and the fact that Φg is con-
tained in a tee-cluster. 
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9. Generic clusters
Let Φ be a compatible family of base structures. Then Φ = Φ0 ∪ Φ1 where
Φ0 is a tee-family and Φ1 is a dee-family. A cluster will be called generic, if
Φ0 6= ∅,Φ1 6= ∅. The previous analysis of dee- and tee-clusters naturally extends to
generic ones whose structure will be described in this section.
9.1. Framed tee-clasters. A natural question is: what are generic clusters one
can construct by adding some dees to a tee-cluster. To answer it we need the
following
Lemma 9.1. Let Φ be a compatible family and ̺ ∈ Φ1. Then
(1) if the origin of ̺ belongs to S(Φ0), then it is an end vertex of Φ0;
(2) if the end of ̺ belongs to S(Φ0), then the origin of ̺ also belongs to S(Φ0);
(3) if Φ0 is a tee-cluster, then the end of ̺ can not be a center vertex of Φ0;
(4) if Φ0 is a tee-cluster, then the end of ̺ is neither a bottom vertex of a
p-twain in Φ0, nor a center vertex of a bridge.
Proof. First two assertions are direct consequences of proposition8.1 and defini-
tions. The third one follows from the fact that a dee whose end is the center of a
cross (resp., a tripod) is not compatible with this cross (resp., the tripod). Indeed,
if C is a center vertex of a tee-cluster Ψ, then Ψ contains a cross, or a tripod with
the center at C as one can see from the description of tee-clusters. Concerning
the last assertion, observe that a dee whose end is a side vertex of a trey is not
compatible with this trey. But a p-twain is contained in a trey belonging to Φ0.
Finally, the center of a bridge is manifestly impossible by proposition 8.1. 
Diagrams of doubles, rotators and spiders are illustrated in Fig. 6.
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Fig. 7. Doubles, rotators and spiders.
Let Ψ be a tee-cluster. Add to it all dees of the form ⌊E|B⌉ with E being an
end vertex of Ψ and B a bottom vertex of PE (B = CE , if PE = ∅). The so-
obtained family, denoted by Ψ¯, is, obviously, compatible. It will be called a framed
tee-cluster. It will be shown (proposition 9.3) that a framed tee-cluster, which is
different from a (k, 2|m)-hybrid, is also a cluster.
We stress that the framed twain is a 3-dimensional cluster. So, a framed k-
pyramid is a cluster, if k ≥ 2. The framing of a framed k-pyramid P¯ is the
(1, k)-spider, which is formed by all dees ⌊E|B⌉ where E and B are top and bottom
vertices of P , respectively.
Framed tee-clusters do not exhaust generic ones as the following two examples
show.
Rotator. An m-rotator, m ≥ 0, is a family equivalent to
{⌊e1|e2⌉, ⌊e2|e1⌉, ⌊e1, e2|e3⌉, . . . , ⌊e1, e2|em+2⌉}.
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It is easily verified that an m-rotator is a generic cluster if m > 0. The double
{⌊e1|e2⌉, ⌊e2|e1⌉} is its axis, e1, e2 are its ends and ei’s, i = 3, . . . ,m + 2, are its
thorns.
Basic properties of rotators. No dee is nontrivially compatible with a rotator. A
tee θ = ⌊E1, E2|C⌉ is nontrivially compatible with a rotator r if either E1, E2 are
ends of r, or C is a thorn of r, which is the unique common vertex of θ and r.
D-bridge. This is a family equivalent to {⌊e1|e3⌋, ⌊e2|e3⌉, ⌊e1, e2|e3⌉}. It is,
obviously, a (generic) cluster. We shall refer to e1, e2 as the ends of this d-bridge,
to e3 as its center and to ⌊e1, e2|e3⌉} as its axis. We shall say also that a d-bridge
connects its ends. Bd will be standard notation of a d-bridge.
Basic properties of d-bridges. If one vertex of a tee/dee, which is compatible
with a d-bridge Bd, is the center vertex of Bd, then this tee/dee belongs to Bd.
Raft. Let R = {Bd1, . . . ,Bdk} be a compatible family of d-bridges whose end
vertices belongs to a subset {E1, . . . , El} of base vectors. Obviously, 2 ≤ l ≤ 2k.
The family R is compatible iff center vertices of d-bridges Bdi’s differ each other.
The union Bd1 ∪ · · · ∪Bdk is called a (k, l)-raft. If l differs from 2 and 2k, then
there are more than one nonequivalent (k, l)-rafts. By basic property of d-bridges,
a raft is a cluster if its graph is connected. Such a cluster will be called a raft
cluster.
LetR be as above and {C1, . . . , Cm}∩S(R) = ∅. A suspended from {C1, . . . , Cm}
raft (schortly, s-raft) is the union of R and the (l,m)-ped whose center vertices are
Ci’s and the end vertices are those of R. As it is easy to see, a suspended raft is a
cluster, if l > 2. Diagrams of d-bridges and rafts are shown in Fig. 8.
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Fig. 8.D-bridges and rafts.
9.2. Types of dees in a generic cluster. Now we pass to a systematic study of
generic clusters by starting with the necessary terminology. Let Φ be a compatible
family. A vertex ei ∈ S(Φ) will be called an end vertex of Φ, if ei is either or both
the origin of a dee ̺ ∈ Φ1 and an end vertex of Φ0. Assertion (1) of Lemma9.1
guarantees correctness of this terminology. A center vertex of Φ0, which is not a
vertex of S(Φ1), will be called a t-center vertex of Φ. Similarly, the end of a dee in
Φ1, which does not belong to S(Φ0), will be called a d-center vertex of Φ.
Lemma 9.2. Let Φ be a generic cluster. Then it holds:
(1) If a double belongs to Φ1, then it is the axis of the belonging to Φ rotator
whose thorns are t-center vertices of Φ.
(2) If E and D are an end and an d-center vertices of Φ, respectively, then the
dee ⌊E|D⌉ belongs to Φ.
(3) If E1, E2 are end vertices of Φ, while C is an t-center of it, then the tee
⌊E1, E2|C⌉ belongs to Φ.
Proof. A direct consequence of proposition 8.1. 
Denote by Φdb1 (resp., Φ
br
1 ) the union of all doubles (resp., dees in d-bridges) that
belong to Φ. A dee ̺ ∈ Φ will be called immersed if its vertices belong to S(Φ0) and
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̺ /∈ Φdb1 ∪Φbr. A spike (resp., a poker) is a family equivalent to {⌊ei|ej⌉, ⌊ei, ej|ek⌉}
(resp., {⌊ei|ej⌉, ⌊ei, ek|ej⌉}). Obviously, an immersed dee belongs to at least one
spike or poker contained in Φ. Denote by Φim1 the set of all immersed dees in Φ
and put Φsp1 = Φ1 \ (Φim1 ∪ Φdb1 ∪Φbr1 ). So, Φ1 is the disjoint union
Φ1 = Φ
im
1 ∪ Φdb1 ∪ Φsp1 ∪ Φbr1 .
Obviously, the end of a dee in Φsp1 is a d-center vertex, and, as it follows from
lemma9.2 (2), Φsp1 is a (k, l)-spider (see subsection 8.3 ) where k (resp., l) is the
number of end (resp., d-center) vertices of Φ.
Lemma 9.3. Let Φ be a generic cluster with k end vertices. Then k ≥ 3, if Φ has
at least one d-center vertex.
Proof. First, assume that k = 2. Let E1, E2 be end vertices of Φ. If D is a d-vertex
of Φ, then ⌊Ei|D⌉, i = 1, 2, are the only dees in Φ that have D as one of their
vertices. On the other hand, θ = ⌊E1, E2|D⌉ is the only tee, which is compatible
with these dees and has D as one of its vertices. This shows that θ is compatible
with Φ1 and, therefore, belongs to Φ in contradiction with the assumption that D
is a d-center vertex.
Now assume that k = 1. Let E be the end vertex and D one of d-center vertices
of Φ. So, by lemma 9.1, ⌊E|D⌉ is the unique dee in Φ with the end at D. If C is an
t-center vertex of Φ, then, as it is easy to check, the tee ⌊E,D|C⌉ is compatible with
Φ and hence belongs to Φ. This is, however, impossible, sinceD is a d-center vertex.
So, Φ has no t-center vertices. Consider now a rooted at E tee θ = ⌊E,P |Q⌉ ∈ Φ.
Then the tee ϑ = ⌊E,D|Q⌉ is compatible with Φ. Indeed, ϑ can not be blocked
by a dee σ ∈ Φ, since its origin is at E by the assumption k = 1. On the other
hand, ϑ can be blocked only by a tee ̺ ∈ Φ one whose ends is at Q and which
is not rooted at E, i.e., ̺ = ⌊P,Q|R⌉ ∈ Φ, R ∈ S(Φ). Since k = 1, P is not the
end vertex of a dee in Φ (lemma 9.1). Moreover, P is not an end vertex of Φ, since
P 6= E. This implies that there is a tee ρ ∈ Φ with the center at P . But the unique
tee, which is compatible with θ and ̺, is ρ = ⌊E,Q|P ⌉. Since {θ, ̺, ρ} is a trey, the
center vertex R of it is an t-center vertex of Φ. But, as it was already proved, this
is impossible. 
Corollary 9.1. Let Φ be a cluster. Then it holds:
(1) If Φsp1 6= ∅, then the number k of end vertices of Φ is greater than 2 and
Φsp1 is a (k, l)-spider with l being the number of d-center vertices of Φ.
(2) If the center of a (2, 1)-spider Σ ⊂ Φ1 is not a d-center vertex of Φ, then
Σ belongs to an unique d-bridge contained in Φ.
Proof. The first assertion is a direct consequence of lemma 9.2, (2) and lemma9.3.
Next, the center of Σ is a vertex of a tee θ ∈ Φ. But being compatible with Σ the
tee θ has common ends with Σ. 
The following lemma clarifies the status of immersed dees.
Lemma 9.4. Let Φ be a cluster, E be an end vertex of Φ and ̺ = ⌊E|D⌉ ∈ Φim1 .
Then
(1) ̺ belongs to a contained in Φ poker.
(2) If A ∈ S(Φ), A 6= E, is an end vertex of Φ, or a bottom vertex of a rooted
at E twain in Φ0, or the center of a bridge in Φ0 with one end at E, then
⌊E,A|D⌉ ∈ Φ.
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(3) If ̺i = ⌊E|Di⌉ ∈ Φim1 , i = 1, . . . ,m, then D1, . . . , Dm are bottom vertices
of the (possibly, “collapsed”) pyramid PE ⊂ Φ0.
(4) If ̺ is the unique dee in Φim1 , which is rooted at E, then D = CE and vice
versa.
Proof. (1). Since a dee in Φim1 belongs either to a spike, or to a poker, only the
former case is to be examined. Let θ = ⌊E,D|B⌉ ∈ Φ complements ̺ to a spike.
Since ̺ /∈ Φdb1 , the dee ̺′ = ⌊D|E⌉ is blocked. As it is easy to see, ̺′ can be blocked
either by a tee forming a poker with ̺, or by a rooted at E tee whose second end A
is different from D, or by a dee with the origin at E. In the second of these cases
let ϑ = ⌊E,A|C⌉ ∈ Φ be a blocking ̺′ tee. Then a direct check shows that the tee
⌊E,A|D⌉, which forms a poker with ̺, is compatible with any tee/dee, which is
compatible with tees ̺, θ and ϑ. Hence ⌊E,A|D⌉ belongs to Φ. In the third case
let σ = ⌊E|D′⌉ ∈ Φ be a dee, which blocks ̺′, and ρ = ⌊E,D′|D⌉. Observe now
two facts. First, any tee whose vertices are E,D,D′, which is incompatible with
the family Σ = {̺, θ, σ}, is rooted at E and hence does not block ρ. Second, a
dee, which is compatible with Σ but not compatible with ρ, is of the form σ′ =
⌊E′|D′⌉, E 6= E′. So, the tee ρ, which forms a poker with ̺, can be blocked only
by such a dee belonging to Φ. This proves the assertion assuming that Φ does
not contain dees of this kind. If, on the contrary, {σ, σ′} ⊂ Φ, then, according to
corollary9.1, either D is a d-center vertex or {σ, σ′} belongs to a d-bridge in Φ. In
each of these cases Φ has more than one end vertices (see lemma9.3). If E′ 6= E is
a such one, then the tee ⌊E,E′|D⌉, which forms a poker with ̺, is not blocked and
hence belongs to Φ.
(2) By using basic property of twains and lemma 9.3, (2), one easily verifies that
Φ does not contain tees/dees that block ⌊E,A|D⌉.
(3) If ⌊E|D⌉, ⌊E|D′⌉ ∈ Φim1 , then, by the same reasons as previously, is easy
to verify, the tee ⌊E,D′|D⌉ is not blocked and hence belongs to Φ. This shows
that that the rooted at E pyramid with bottom vertices D1, . . . , Dm belongs to Φ.
Moreover, if D is a bottom vertex of a rooted at E s-twain in Φ0, then, obviously,
⌊E|D⌉ ∈ Φ. These two facts proves the assertion.
(4) A direct check by using proposition8.1 and assertion (1). 
The dee described in lemma9.4, (4), will be called a single (rooted at E). A single
may be thought as the framing of a “collapsed pyramid”. According to lemma9.4
a rooted at E single belongs to a nonzero number of rooted at E pokers, which
belong to Φ.
Corollary 9.2. Let Φ be a cluster and E1, . . . , Em end vertices of it. All s-twains
∧ ∈ Φ0 rooted at Ei form a (possibly empty) pyramid PEi . The framing ΦimEi of PEi
belongs to Φ. Φim1 is disjoint union of framings Φ
im
Ei
and singles that correspond to
end vertices Ej such that pEj = 1.
The following lemma describes how a poker Π ∈ Φ is attached to the rest of Φ .
Lemma 9.5. Let Π = ⌊E|B⌉, ⌊E,C|B⌉ ∈ Φ and ⌊E|B⌉ ∈ Φim1 . Then one of the
following possibilities takes place:
(1) Π ⊂ P¯E .
(2) C is an end vertex of Φ.
(3) C is a side vertex of a rooted at E trey.
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(4) C is the center vertex of a bridge ⌊E,E′|C⌉ ∈ Φ. If ⌊C,E′|B′⌉ ∈ Φ, then
either ⌊E′|B′⌉ ∈ Φ, or B′ is a center vertex of Φ.
Proof. If Π 6⊂ P¯E , then the dee ̺ = ⌊E|C⌉ is blocked. But all other dees, which
are compatible with Π, are of the form ⌊C|B′⌉. So, C is an end vertex of Φ if
̺ is blocked by such a dee. Let now θ be a compatible with Π tee, which blocks
̺. A simple prove by exhaustion shows that θ must be of the form ⌊C,E′|B′⌉
with vertices E′, B′ not belonging to {E,B,C}. The vertex C is either an end
or a mixing vertex of Φ0. In the first case C is an end vertex of Φ too. Indeed,
otherwise, C would be the end vertex of a dee belonging to Φ. But any such dee is
incompatible with Π∪{θ}. So, it remains to analize the second of these possibilities
only.
In this case Φ0 contains a tee ρ whose center vertex is C. The only such tee,
which is compatible with Π∪{θ}, is ρ = ⌊E,E′|C⌉. Note that a dee is incompatible
with Π ∪ {θ, ρ}, if E′ is the end vertex of it. By this reason, E′ is an end vertex of
Φ, if it is an end vertex of Φ0. So, in this case ρ is the bridge from assertion (4).
Moreover, the second part of this assertion follows the fact that the dee ⌊E′|B′⌉
can be blocked either by the tee ⌊E,C|B′⌉ or by a tee which forms a cross with
⌊E′, C|B′⌉.
Finally, if E′ is a mixing vertex of Φ0, then there is a tee σ ∈ Φ0 with the center
at E′. But the only such one, which is compatible with Π ∪ {θ, ρ}, is ⌊E,C|E′⌉.
This tee completes {⌊E,C|B⌉, ⌊C,E′|B′⌉} up to a trey. 
Corollary 9.3. A poker in a cluster belongs to a framed pyramid or to a d-bridge,
or the belonging to it tee is a connective.
Proof. If in the notation of lemma 9.5 C is and end vertex, then Φ may possess a
dee of the form ⌊C|B′⌉. If B = B′, then Π belongs to a d-bridge. Otherwise, the
considered poker is as in lemma 9.5. 
9.3. Join operations and cards of clusters. The join operations defined earlier
for tee-clusters can be applied also to arbitrary clusters. Their definitions remain
literally the same except the pyramid join operation where pyramids we must be
replaced by framed pyramids. Additionally, we have three new join operations we
are passing to describe. Below Φ stands for a cluster.
Joining a rotator. Add two new vertices A1 and A2 to S(Φ) and consider the
rotator r whose axis is ⌊A1|A2⌉ and thorns are t-center vertices of Φ. Then, by the
basic property of rotators, Φ ∪ r is a cluster.
Joining a d-bridge. There are two versions of this procedure.
1) Consider the d-bridge ⌢¯ = {⌊E1|C⌉, ⌊E2|C⌉, ⌊E1, E2|C⌉} with E1, E2 being
some end vertices of Φ and C /∈ S(Φ). Then, by the basic property of d-bridges,Φ∪
⌢¯ is a cluster.
2) Let ⌢¯ be as above but S(Φ) ∩ S(⌢¯) = {E1} with E1 being an end vertex of Φ.
By adding to Φ∪⌢¯ new connectives and all dees {⌊E2|C⌉ with C running through
d-center vertices of Φ, we get a cluster
Joining a spider. Add a new vertex C to S(Φ) and consider the spider S com-
posed of all dees {⌊E|C⌉ with E running through end vertices of Φ. Then Φ ∪ S is
a cluster and C is a d-center vertex of it, if the number of end vertices of Φ is not
less than 3.
These new join operations preserve original t-center and end vertices and do not
create new ones except the second join bridge operation. In this case one new end
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vertex comes out. These operations also commute each other as well as with old
join operationsl. Moreover, we have
Proposition 9.1. Let Φ be a cluster such that Φ0 is a tee-cluster. Then Φ is
obtained from the framed tee-cluster Φ¯0 by applying to it rotator, d-bidge and spider
join operations.
Proof. First of all, observe that Φ¯0 = Φ0 ∪Φim1 . So, Φ is obtained from the framed
tee-cluster Φ¯0 by adding to it the spider Φ
sp
1 , all d-bridges corresponding to the
forming Φbr1 (2, 1)-spiders (corollary9.1, (2)) and all rotators whose axes are the
composing Φdb1 doubles and thorns are t-center vertices of Φ. 
By summing up the previous results of this section and that of the preceding
one we see that clusters are made of basic groups, their casings and connectives.
Namely, denote by nt, nd and ne numbers of t-center, d-center and end vertices of
Φ, respectively, and by ntr, nr numbers of triangles and doubles in Φ. The list of
basic groups is as follows:
• (ntr, nt)-hedgehog Φh, • nt-treys,
• (ne, nt)-multiped Φmp, • framed pyramids,
• (nr, nt)-rotator Φrt, • bridges
• (ne, nd)-spider Φsp, • d-bridges.
Here Φh = (Φ0)h. We also emphasize that the end and center vertices of Φmp
are those of Φ, and, similarly, for Φrt and Φsp. Also, associate with Φ the s-raft
Φrf ⊂ Φ composed of all d-bridges belonging to Φ, which are suspended from center
vertices of Φ.
ΦFW = Φh ∪ Φmp ∪ Φrt ∪ Φsp is the framework of Φ. This part of Φ is well
defined by numbers nt, nd, ne, ntr and nr, while basic groups in the right column
of this list are attached to end vertices of Φ and their numbers may vary almost
arbitrarily when the end vertices of Φ remain fixed. Let E1 . . . , Ene be end vertices
of Φ. Put t = (t1 . . . , tne) (resp., p = (p1 . . . , pne)) with ti (resp., pi) being the
number of nt-treys rooted at Ei (resp., the dimension of P¯Ei). Here P¯Ei is the
framed pyramid PEi ∈ Φ0. Denote by bij (resp., dij) the number of bridges (resp.,
d-bridges) connecting Ei and Ej . By putting bii = dii = 0 we have symmetric
matrices B = ||bij || and D = ||dij ||. The card of a cluster Φ is
Card(Φ) = (nt, ne, nd, ntr, nr, [t,p,B,D]).
Here the meaning of the bracket [. . . ] is as for tee-clusters (see subsection 8.8).
The tee-part (resp., dee-part) of Card(Φ) is Ct(Φ) = (nt, ne, ntr, [t,p,B]) (resp,
Cd(Φ) = (nt, ne, nd, nr, [p,D]). Obviously, Ct(Φ) = C(Φ0) and
dimΦ = nt + ne + nd + 3ntr + 2nr +
ne∑
i=1
(pi + 2ti) +
∑
1≤i<j≤ne
(bij + dij)
Proposition 9.2. Two clusters are equivalent if and only if their cards are equal.
Proof. If all basic groups composing a cluster Φ are known, then completing it
casings and connectives are uniquely restored. The proof is essentially the same as
that of proposition 8.6, and we omit the details. 
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9.4. Tee-generated-clusters and similar. A cluster Φ such that Ψ = Φ0 is a
tee-cluster will be called tee-generated, or, more precisely, Ψ-generated. Framed
tee-clusters belongs to this class but do not exhaust it. Namely, we have
Proposition 9.3. Let Φ be a tee-generated cluster.Then either Φ = Φ0 ∪ Φsp, or
Φ0 is a (nt, 2 |ntr)-hybrid and Φ = Φ0 ∪ {θ} where θ is the double whose ends are
end vertices of Φ0.
Proof. First, note that Φ does not contain d-bridges. Indeed, the axis of a d-bride
Bd ∈ Φ belongs to Φ0. On the other hand, by the basic property of d-bridges, the
center C of this axis, which is also the center of Bd, is a center vertex of Φ0. The
axis is the unique tee in Φ0 that passes through C. But there are no tee-clusters
with such a center vertex (see, for instance, the list of tee-clusters in subsection
8.10).
Second, if Φ contains rotators r1, . . . , rl, then the ends Ei1, Ei2 of the axis of
ri, i = 1, . . . , l, are end vertices of Φ0. If l > 1, then the tee ⌊Ei1, Ej1|C⌉ with C
being a center vertex of Φ0 and i 6= j is compatible with Φ0 but does not belong to
it. This proves that Φ0 is not a tee-cluster if l > 1. If l = 1, then the tee ⌊E11, E|C⌉
with C being a center vertex of Φ0 is compatible with Φ0 but does not belong to
it if E is an end vertex of Φ0, which is different from E11 and E12. So, Φ0 is not a
tee-cluster, if ne(Φ0) > 2. The last condition is, obviously, equivalent to ne(Φ) > 0.
On the contrary, if ne(Φ) = 0 and l = nr(Φ) = 1, Φ0 is a tee cluster, namely, a
(nc, 2 |ntr)-hybrid. In this case Φsp = Φim1 = ∅.
Thus if nr = 0, then Φ1 = Φ
im
1 ∪ Φsp1 ⇔ Φ = Φ0 ∪ Φim1 ∪ Φsp1 = Φ0 ∪ Φsp. To
conclude the proof it remains to note that Φ0 is a cluster, if Φ0 is a tee-cluster and
nr = 0. 
A direct consequence of the above proposition is:
Corollary 9.4. A tee-cluster Ψ is also a cluster if and only if it is not a (k, 2|m)-
hybrid and p(Ψ) = 0. 
If Φ is a framed tee-cluster, then Φ = Φ0 ∪Φim1 . The converse is not true as the
following examples show.
Consider the compatible family Ψk,l composed of dees ⌊ei|ek+i⌉, 1 ≤ i ≤ k, and
tees ⌊ei, ej|ek+i⌉ where 1 ≤ i ≤ k, and j ∈ {1, . . . , k} ∪ {2k + 1, . . . , 2k + l}. We
also assume that k ≥ 1 and l ≥ 1, if k = 1.
Lemma 9.6. If (k, l) 6= (1, 1), then the family Ψk,l is included in a unique cluster,
denoted Ψ¯k,l such that S(Ψ¯k,l) = S(Ψk,l). More exactly, we have:
(1) Ψ¯k,l = Ψk,l, i.e., Ψk,l is a cluster, if k ≥ 3.
(2) Ψ¯1,l is an (l + 1)-dimensional framed pyramid, and e1 is its top vertex.
(3) Ψ¯2,0 \ Ψ2,0 = {⌊e1|e4⌉, ⌊e2|e3⌉}, i.e., Ψ¯2,0 is composed of two d-bridges,
which have common end vertices e1 and e2.
(4) If l ≥ 1, then Ψ¯2,l \Ψ2,l = {⌊e1, e2|e4+i⌉}1≤i≤l, i.e., Ψ¯2,l is the system of l
bridges connecting e1 and e2, which are “suspended” on the corresponding
connectives to singles ⌊e1, e3⌉ and ⌊e2, e4⌉.
Proof. If k ≥ 3, then all end vertices of Ψk,l are stable. This proves the first
assertion. The remaining ones are by a simple direct check. 
It follows from this lemma that Φ = Ψ¯k,l is a cluster of the form Φ = Φ0 ∪Φim1 .
If k ≥ 2 and (k, l) 6= (2, 0), then Φ0 is not a tee-cluster,
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In the sequel we shall use the notation Ψ¯k,l also for a cluster, which is equivalent
to the above described model. Let pi ≥ 1, i = 1, . . . , k, and p′ = (p1, . . . , pk). The
cluster denoted by Ψ¯k,l(p
′) = Ψ¯k,l(p1, . . . , pk) is obtained from Ψ¯k,l by applying to
the latter (pi − 1)-times the pyramid join operation at ei for all i = 1, . . . , k.
The “suspended” version of Ψ¯k,l(p
′) is obtained by adding to itm center vertices
and the corresponding casings. It will be denoted by Ψˆk,l(p
′;m), or simply Ψˆk,l(m),
if p′ = (1, . . . , 1). For instance, Ψˆ1,l(m), l > 1, is a suspended framed pyramid.
9.5. Description of clusters. As in the case of tee-clusters proposition 9.2 reduces
classification of generic clusters to description of their cards. We subdivide this
problem into four separate cases:
(1) clasters Φ with nd > 0⇔ Φsp 6= ∅.
(2) clasters Φ with nd = 0, ntr + nr > 0⇔ Φsp = ∅, Φh ∪ Φrt 6= ∅.
(3) clasters Φ with nd = ntr = nr = 0, nt > 0⇔ Φsp ∪ Φh ∪Φrt = ∅.
(4) clasters Φ with nd = ntr = nr = nt = 0⇔ ΦFW = ∅.
According to this subdivision, clusters will be called of types I,...,IV, respectively.
Type I. Recall that ne ≥ 3, if nd > 0 (lemma 9.3), i.e., Φsp has at least 3 end
vertices, which, at the same time, are end vertices of Φ. If nt > 0, then Φmp 6= ∅.
Any center vertex of the multiped Φmp is the center vertex of a contained in Φmp
tripod and, therefore, is stable. By this reason, Φ˜ = Φmp ∪ Φsp is a cluster, and Φ
is obtained from Φ˜ by means of suitable join operations. So, in this case, ntr, nr
and [t,p,B,D] may be arbitrary.
If nt = 0, then, obviously, ntr = nr = 0, t = 0. In this case, Φ is obtained
from Φ˜ = Φsp by means of bridge, d-bridge and (framed) pyramid join operations.
Since nt = 0, a bridge connecting end points Ei and Ej may exist only if pi and
pj are nonzero. Since pi, pj , bij are nonnegative, this condition is equivalent to
pipjbij ≥ bij . Thus cards of clusters of type I are completely described by the
following relations:
Type I : nd > 0.
I+ : nt > 0, ne ≥ 3.
I0 : nt = ntr = nr = 0, ne ≥ 3, pipjbij ≥ bij , 1 ≤ i, j ≤ ne. (118)
Type II. In this case nt > 0 if dim Φ > 3. If ne > 3, then Φmp is a cluster
with stable ends as well as Φˆ = Φh ∪Φrt ∪Φmp. Moreover, Φ and Φˆ have the same
center and end vertices. This shows that Φ is obtained from Φˆ by means of p-twain,
(framed) pyramid, bridge and d-bridge join operations, i.e., in this case [t,p,B,D]
may be arbitrary. So, it remains to analyze the case ne ≤ 3. We subdivide it into
three subcases according to the number nrf of end vertices of Φrf . Obviously, in
the considered case nrf = 0, 2, 3.
If nrf = 3, then the s-raft Φrf contains two d-bridges, which have one common
end vertex, say, E1. In other words, ends of Φrf coincide with ends of Φ, and,
moreover, Ψ = Φh ∪ Φrt ∪ Φrf ⊂ Φ is a cluster with the same center and end
vertices as Φ. By this reason Φ is obtained from Ψ by means of p-twain, (framed)
pyramid and bridge join operations. This shows that in the considered case [t,p,B]
may be arbitrary.
In the case nrf = 2, ne = 3 numerate end vertices E1, E2, E3 of Φ so that E1, E2
be common ends of the belonging to Φ d-bridges. So, end vertices E1, E2 are
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automatically stable, while E3 is stable if and only if there is either a dee belonging
to Φ with the origin at E3, or a rooted at E3 tee θ ∈ Φ whose second end differs
from E1, E2. A direct item-by-item examination shows that this occurs only if one
of the following three conditions holds:
(1) p3 > 0⇔ the framing of the pyramid pE3 is nonempty.
(2) p3 = 0, t3 > 0.
(3) p3 = t3 = 0, B 6= 0.
By using suitable join operations we easily find that there are no more limitations
on Card(Φ).
Let nrf = 2, ne = 2 and Br be the union of d-bridges in Φ. In this case
Φ˜ = Br∪Φmp ∪Φh ∪Φrt is a cluster such that S(Φ˜) = S(Φ). Hence Φ is obtained
from Φ˜ by means of suitable join operations. This shows that [t,p,B] is arbitrary
in the considered case.
If nrf = 0, then Φ1 = Φ
im
1 ∪ Φdb1 . Denote by n+e the number of end vertices of
Φ for which pE 6= 0 and by p+ the arithmetic vector obtained from the vector p
by canceling all its zero components. In the considered case 0 ≤ n+e ≤ 3. We shall
label the occurring subcases by couple (ne, n
+
e ). Below E1, E2, E3 stand for end
vertices of Φ.
(ne, n
+
e ) = (3, 3): In this case Φ contains the cluster Ψˆ3,0(p
+;nt) (see subsec-
tion 9.4). Then Φ˜ = Ψˆ3,0(p
+;nt) ∪ Φh ∪ Φrt is a cluster as well and S(Φ) = S(Φ˜).
So, Φ is obtained from Φ˜ by means of s-twain and bridge join operations. Hence in
this case pi > 0, i = 1, 2, 3, and [t,B] is arbitrary.
(ne, n
+
e ) = (3, 2): Assume that the end vertices E1, E2, E3 are enumerated in
such a way that p3 = 0 and consequently p1p2 > 0. Then E1, E2 are stable end
vertices, while E3 is such one if either t3 > 0, or Φ contains a bridge with one of
its ends at E3 (equivalently, b13 + b23 > 0). Indeed, otherwise ⌊E1, E2|E3⌉ /∈ Φ is
compatible with Φ. Moreover, any of this conditions implies that Φ is a cluster.
(ne, n
+
e ) = (3, 1): Similarly, assume that p1 > 0, p2 = p3 = 0. Tees ⌊E1, E2|E3⌉
and ⌊E1, E3|E2⌉ deprive E2 and E3 of their status of end vertices of Φ. Therefore,
they are blocked. It is easy to see that in the considered situation the tees are
among tees belonging to treys and bridges of Φ. An item-by-item examination
shows that it occurs only in one of the following situations:
(1) t2t3 > 0.
(2) t2 > 0, t3 = 0, b13 > 0.
(3) t2 = t3 = 0, b12b13 > 0 ⇔ there are bridges in Φ connecting E1 with E2
and E3.
(4) t2 = t3 = b12 = b13 = 0, b23 > 0 ⇔ there is a bridge in Φ connecting E2
and E3.
Alternatively, this list is equivalent to the following list of inequalities
(1) t2t3 > 0, (2) t2b13 > 0 (3) b12b13 > 0 (4) b23 > 0.
Moreover, these conditions, as it is easily verified, guarantee that Φ is a cluster.
(ne, n
+
e ) = (3, 0): Since ne = 3, the multiped Φmp has stable center vertices. By
this reason, Φ˜ = Φ \ (Φh ∪Φrt) is a cluster as well. On the other hand, Φ˜ does not
contain dees and, therefore, is a tee-cluster. The clusters that simultaneously are
tee-clusters (“double clusters”) are described in corollary9.4, and their cards are
easily extracted from the lists in section 8. So, in the considered case all clusters
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are obtained from “double clusters” with ne = 3 by means of double and triangle
join operations.
(ne, n
+
e ) = (2, 2): Let E1, E2 be end vertices of Φ and Ξ a tee-family composed of
tees of the form ⌊Ei, Bi|C⌉, i=1, 2, with Bi running through bottom vertices of PEi
and C trough center vertices of Φ. Obviously, Xi belongs to the union of casings of
PEi ’s. Then Ψ2,0 ∪Ξ∪Φmp ⊂ Φ is a cluster and Φ is obtained from it by means of
double, p-twain, bridge and triangle join operations. Hence in the considered case
nr, ntr, t,B are arbitrary, while p is subjected by the condition p1p2 > 0.
(ne, n
+
e ) = (2, 1): Let E1, E2 be end vertices of Φ. We may assume that p1 >
0, p2 = 0. Obviously, tees ⌊E1, B|E2⌉ with B running bottom vertices of PE1 do
not belong to Φ and, therefore, are blocked. As earlier, the blocking base structures
in the considered context are among tees belonging to treys and bridges of Φ. A
simple check shows that the blocking tees may come either from a rooted at E2 trey,
or from two bridges connecting E1 and E2. This implies that, in the considered
case Φ is a cluster iff either or both of the inequalities t2 > 0 and b12 ≥ 2 holds.
(ne, n
+
e ) = (2, 0): In this case Φh ∪Φrt ∪Φmp is, as it is easily verified, a cluster
with the same set of vertices as Φ. So, Φ is obtained from it by means of p-twain
and bridge join operations. This shows that [t,B] is arbitrary in the considered
case.
(ne, n
+
e ) = (1, 1): In this case Φ
im
1 contains only one dee, say, θ = ⌊E|B⌉ and,
obviously, B = 0. This dee belongs to a poker Π = {θ, ⌊E,C|B⌉} ⊂ Φ. In the
considered context C may be either a bottom vertex of PE , or a side vertex of a
trey in Φ. As previously, this proves that in the considered case Φ is a cluster iff
one of the inequalities p = p1 ≥ 2 or t = t1 > 0 holds.
(ne, n
+
e ) = (1, 0): The family Φ \ (Φh ∪Φrt) consists of a number of multi-treys,
which are rooted at the unique end vertex, and their casings. This number is posi-
tive. Indeed, otherwise the graph ΥΦ would non be connected. Since Φ is a cluster,
this end vertex is stable. This is so iff t = t1 ≥ 2. Moreover, this condition guaran-
tees that Φ is a cluster.
Ultimately, we get the following list of clusters of type II where D = ‖dij‖, B =
‖bij‖. In this and other lists that follow the alternatives which are “embraced” by
square bracket do not exclude one another.
Type II : nt > 0, nd = 0, ntr + nr > 0.
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II+ : ne > 3.
II32 : ne = 3, d12d13 > 0.
II31 : ne = 3, d12 > 0⇒


p3 > 0.
p3 = 0, t3 > 0.
p3 = t3 = 0, B 6= 0.
II30 : ne = 3, D = 0⇒


p1p2p3 > 0.
p1p2 > 0, p3 = 0⇒
[
t3 > 0.
b13 + b23 > 0.
p1 > 0, p2 = p3 = 0⇒


t2t3 > 0.
t2b13 > 0.
b12b13 > 0.
b23 > 0.
II300 : ne = 3, D = 0, p = 0⇒


t1t2t3 > 0.
t1t2 > 0, t3 = 0, b13 + b23 > 0.
t1 > 0, t2 = t3 = 0⇒
[
b23 > 0.
b12b13 > 0.
(119)
II2 : ne = 2, D 6= 0.
II22 : ne = 2, p1p2 > 0, D = 0.
II21 : ne = 2, p1 > 0, p2 = 0, D = 0⇒
[
t2 > 0.
b12 ≥ 2.
II20 : ne = 2, p1 = p2 = 0, D = 0.
II11 : ne = 1⇒
{
p1t1 > 0.
p1 ≥ 2, t1 = 0.
II10 : ne = 1, p1 = 0, t1 ≥ 2.
(120)
Type III. First, note that joining to a cluster of type III some rotators and
triangles we get a cluster of type II. So, clusters of type III are among families of
the form Φcstr = Φ \ (Φh ∪ Φrt) with Φ being a cluster of type II. So, we shall get
a description of clusters of type III just by running through lists (119) and (120)
of clusters of type II and singling out those of them for which families Φcstr are
clusters. It should be stressed that the end and center vertices of Φ are those of
Φcstr.
It is easy to see that a compatible family Φcstr is a cluster iff its center vertices
are stable. This is so, if ne ≥ 3. Indeed, in this case the multiped Φmp ⊂ Φcstr has
stable center vertices, and these are center vertices of Φcstr. Hence relations of list
(119) describe clusters also in the case when Φh ∪ Φrt = ∅ also.
Let ne = 2 and E1, E2 be end vertices of Φ. In this case center vertices of Φcstr
are stable, if Φ (equivalently, Φcstr) contains a trey or a bridge or two nonempty
pyramids PE1 and PE2 . Indeed, Φpm together with the casing of any of these
families contains a tripod or a cross and, at the same time, is contained in Φcstr.
In other words, Φcstr may not be a cluster only if relations
p1p2 = 0, t = 0, B = 0. (121)
holds. So, it remains to describe clusters whose cards satisfy relations (120) and
(121). We shall examine cases II2, . . . , II20 (see 120) one after another.
II2. Assume that PE1 6= ∅, PE2 = ∅, i.e., that p1 > 0, p2 = 0, and let C be a
center vertex of Φ. Then θ = ⌊E1, E2|C⌉ is the only tee in Φcstr with the center at
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C. Since t = 0, B = 0, this shows that all tees from Φcstr are rooted at E1. Let
B be a bottom vertex of PE1 or CE1 if p1 = 1. Then ρ = ⌊E1, C|B⌉ /∈ Φcstr. But
being rooted at E1 ρ is compatible with Φcstr. Hence in the considered case Φcstr
is not a cluster, if one of pyramids PEi is nonempty.
In the remaining subcase p = 0 assume that C1, C2 are center vertices of Φcstr.
Then θ = ⌊E1, C1|C2⌉ /∈ Φ. But by the same reasons as above, θ is compatible with
Φcstr. So, Φcstr is not a cluster, if nt ≥ 2. On the contrary, this is so, if nt = 1. The
corresponding cluster is an s-raft composed of one d-bridge and having one center
vertex. Thus under conditions II2 and (121) Φcstr is a cluster iff p = 0, nt = 1.
II22 − II21. The corresponding relations in (120) are, obviously, inconsistent
with (121). So, in the considered case Φcstr is a cluster.
II20. It follows from (121) that in this case Φcstr consists of only one tee and
hence is not a cluster.
Finally, consider the situation when ne = 1. In the case II11 center vertices of
Φcstr are stable only if p1t1 > 0. Indeed, the dee ⌊E|C⌉ where E = E1 is the end
vertex of Φ and C is one of its center vertices is compatible with Φcstr but does
not belong to it. The condition t = t1 ≥ 2 guarantees stability of Φcstr in the case
II10. So, if ne = 1, then Φcstr is a cluster either or both p1t1 > 0 and t1 ≥ 2.
The results concerning type III are synthesized in the following list:
Type III : nt > 0, nd = ntr = nr = 0.
III3 : the same relations as in (119).
III2 : ne = 2, p1p2 > 0.
III2d : ne = 2, nt = 1, p = t = 0, B = 0, D 6= 0.
III21 : ne = 2, p1 > 0, p2 = 0, D = 0⇒
[
t2 > 0.
b12 ≥ 2.
III11 : ne = 1, p1t1 > 0.
III10 : ne = 1, p1 = 0, t1 ≥ 2.
(122)
Type IV. Clusters of this type are made of framed pyramids (including singles),
bridges, d-bridges and the corresponding connectives. These connectives are of the
form ⌊E,A|B⌉ where E is an end vertex of Φ, B is a bottom vertex of PE and A
is either an end vertex of Φ or the center of a bridge contained in Φ. They will
be called e-connectives and b-connectives, respectively. Denote by ΨΦ the family
composed of all framings of PE ’s and all e-connectives. Also, recall that n
+
e stands
for the number of end vertices E of Φ such that pE 6= 0 and p+ for the vector
obtained from p by canceling its zero components. End vertices E of Φ for which
pE = 0 will be reffered as free. We shall classify clusters of type IV according to
the value of n+e .
n+e ≥ 3: Since n+e ≥ 3, it follows from lemma 9.6, (1), that ΨΦ is equivalent to
Ψ¯k,l(p
+) with k = n+e and l = ne − n+e (see subsection 9.4) and hence is a cluster.
Since ΨΦ and of Φ have common end vertices, Φ is obtained from ΨΦ by means of
bridge and d-bridge join operations. Hence [B,D] may be arbitrary in this case.
n+e = 2: Let E1, E2 be non-free end vertices of Φ, i.e., p1p2 > 0 and pi = 0 if
i > 2. A cluster of the considered type is completely characterized by the following
two tautological properties:
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(1) all its free end vertices are stable;
(2) dees ⌊E1|B2⌉ and ⌊E2|B1⌉ with Bi being a bottom vertex of PEi , i = 1, 2,
are blocked.
Examine them separately.
(1) First, note that free end vertices of Φ are not stable as end vertices of ΨΦ
(see lemma 9.6). Since such a free end vertex is not a vertex of a b-connective, it
is stable only if it is an end of a d-bridge belonging to Φ. In other words, in the
considered context free end vertices of a cluster Φ are among end vertices of the raft
RΦ formed by all d-bridges contained in Φ. This may by expressed algebraically in
terms of the following inequalities:
αi(p,D)
def
= pi +
ne∑
j=1
dij > 0, i = 1, . . . , ne. (123)
(2) The dees in question are blocked if any bottom vertex Bi of PEi is the center
of at least two pokers, which belong to Φ rooted at Ei, i = 1, 2. This manifestly
takes place if one of the following conditions is fulfilled: (a) PEi is not a single
⇔ pi > 1 for i = 1, 2; (b) there is at least one bridge in Φ ⇔ B 6= 0; (c) Φ possesses
at least one free end vertex ⇔ ne > 2. On the other hand, one easily sees that Φ
is not a cluster, if none of this conditions is satisfied.
Thus in the considered case an abstract card is the card of a cluster if inequalities
(123) and one of conditions (a) - (c) hold.
n+e = 1: First, note that B = 0 in this case. Assume that p1 > 0 and pi = 0
if i > 1. The same arguments as previously show that free end vertices of Φ are
end vertices of the raft RΦ, i.e., inequalities (123) hold in the considered situation
too. Moreover, it is easily verified that this is an unique restriction on Card(Φ), if
Φ has at least two free end vertices, i.e., if ne ≥ 3. If ne = 2, then, obviously, Φ is
a cluster iff d12 > 0 ⇔ D 6= 0 and p1 ≥ 2. Finally, a framed pyramid is the only
cluster if ne = 1, i.e., if p1 ≥ 2.
n+e = 0: In this case Φ = RΦ is a raft cluster. Its card is characterized by two
obvious requirements: ne ≥ 2 and the matrixD is “connected”. The last means that
the associated with D graph ΥD whose i-th and j-the vertices are connected by dij
edges, 1 ≤ i, j,≤ ne, is connected. Indeed, in the considered context connectedness
of ΥD is equivalent to that of ΥΦ.
Type IV : nt = nd = ntr = nr = 0.
IV+ : p1p2p3 > 0.
IV2 : p1p2 > 0, pi = αi(p,D) = 0, if i > 2⇒

 p1 > 1, p2 > 1.B 6= 0.
ne > 2.
IV1 : p1 > 0, pi = 0, if i > 1⇒


ne ≥ 3.
ne = 2, p1 ≥ 2, D 6= 0.
ne = 1, p1 ≥ 2.
IV1 : p = 0, D is connected.
(124)
Thus we have proven
Theorem 9.1. Equivalence classes of clusters are in one-to-one correspondence
with equivalence classes of cards listed in (118), (119), (120), (122), (124).
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9.6. Low dimensional clusters. The use of join operations simplifies much clas-
sification of clusters. This, however, leads to a certain loss of control of dimensions
of the so-constructed clusters. In particular, the only way to describe n-dimensional
clusters for a given n is to extract a list of them from lists (118), (119), (120), (122)
and (124). This, however, would be hardly instructive. Moreover, the expected
result would be too cumbersome to report it here. Below we shall list clusters of
dimensions ≤ 5 to illustrate the situation. To this end we have to introduce three
special clusters before.
• A single-center-single cluster has one center and two end vertices and is
composed of two singles and the corresponding connectives and casings.
• single-twain cluster has 2 end vertices in which are rooted a framed twain
and a single together with necessary external connectives.
• bridge-d-bridge cluster consists of one bridge and one d-bridge with common
end vertices, which are suspended from one t-center vertex.
A d-multiplex is a multiplex to which is added the dee ⌊O|C⌉ where O (resp., C is
the origin (resp., center) of the multiplex.
Below we use the notation Ψ = Ψ′ ⋊⋉ J , which tells that the family Ψ is obtained
from the family Ψ′ by means of the join operation J .
n=2: double.
n=3: triangle, (1,1)-rotator, framed twain, d-bridge.
n=4: (3,1)-spider, (1,1)-hedgehog, (1,2)-rotator, (2,2)-raft, framed 3-pyramid.
n=5: (4,1)- and (3,2)-spiders, (3,1)-spider⋊⋉d-bridge, tripod⋊⋉(3,1)-spider, (3,1)-
spider⋊⋉single, (1,2)-hedgehog, (1,3)- and (2,1)-rotators, (4,1)-multiped, 2-bridge
cluster, single-center-single cluster, bridge-d-bridge cluster, suspended (2,2)-raft,
trey⋊⋉single, d-2-plex⋊⋉bridge, (2,3)-raft, single-twain cluster, (d-bridge⋊⋉single)⋊⋉single,
d-bridge⋊⋉(framed twain), (3,2)-raft, framed 4-pyramid.
One can see from these lists that their irregularity is due to a small number of
end and center vertices. In that case their stability is not guaranteed on a common
basis. By this reason, it is natural to call a cluster Φ stable, if nt ≥ 1 and n≥4.
Indeed, in this case Φmp is a cluster with stable end and center vertices, so that the
numbers of structural groups (triangles, doubles, etc) composing Φ are no longer
constrained by some conditions.
9.7. On the structure of coaxial Lie algebras. Basic structure elements of a
coaxial algebra g can be directly read from Φg. The key is the following simple
lemma, an analogue of lemma 8.12.
Lemma 9.7. Let g be a Lie algebra associated with a compatible family Φ, Si ⊂
S(Φ), i=1,2, and Vi the subset of |g| spanned by Si. Then
(1) the subspace [V1, V2] = Span{[v1, v2] | vi ∈ Vi, i = 1, 2} of |g| is spanned
by center vertices of all tees ⌊ei, ej|ek⌉ ∈ Φ and end vertices of all dees
⌊ep|eq⌉ ∈ Φ such that ei, ej and ep, eq belong to different subsets Si, respec-
tively.
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(2) the subspace of |g| spanned by a subset S ⊂ S(Φ) is a subalgebra of g, if
center vertices of tees θ ∈ Φ with ends in S also belong to S.
(3) the subspace of |g| spanned by a subset S ⊂ S(Φ) is an ideal of g, if (1) the
center vertex of any tee in Φ with one end in S, and (2) the end vertex of
any dee in Φ with the origin in S also belong to S.
(4) |[g,g]| belongs to the subspace spanned by center and mixing vertices of Φ0
and end vertices of dees ̺ ∈ Φ1.
(5) The modular vector of g is a linear combination of end vertices of dees
belonging to Φ.
Proof. The first assertion is obvious, while 2) - 4) are its immediate consequences.
The last assertion follows from proposition 3.6 and the fact that the modular vector
of a ≬-lieon which is proportional to ⌊ep|eq⌉ is proportional to eq. 
Now, let g be a coaxial Lie algebra such that Φ = Φg is a cluster. Lemma9.7
allows us to single out a some basic ideals in g. For a subset S ⊂ S(Φ)t we
shall use the notation S ⇒ g(an index) ⊂ g to express the fact that the subspace
Span(S) ⊂ |g| supports the ideal g(an index) of g.
Span{t-center vertices} ⇒ gc, Span{d-center vertices} ⇒ gcd,
S(Φh)⇒ gh, S(Φrt)⇒ grt, S(Φ \ Φh)⇒ grad,
S(Φ \ (Φh ∪ Φrt))⇒ gsr , S(Φ \ Φrt)⇒ g0.
(125)
The ideal gc belongs to the center of g. Even more, it coincides with it if the linear
combination of base lieons of Φ that defines g is generic. In particular, gc commute
with all ideals (125). Nontrivial commutation relations involving these ideals are
[gcd,grad] ⊂ gcd, [gcd,gsr] ⊂ gcd, [gcd,g0] ⊂ gcd,
[grad,gsr] ⊂ gsr, [grad,g0] ⊂ gsr, [gsr,g0] ⊂ gsr. (126)
Obviously, the quotient algebra gsmpl = gh/gc = g/grad is associated with the
family Φtr0 of al triangles contained in Φ. Hence it is isomorphic to the direct sum
of 3-dimensional simple Lie algebras associated with these triangles. In its turn this
shows that the ideal gh is an abelian extension of gsmpl, i.e., that gh = gsmpl⊕ρ |gc|
for a suitable representation ρ.
On the other hand, grad is the radical of g. To prove this it is sufficient to show
that grad is solvable, since gsmpl = g/gradis semisimple. Obviously, solvability of
grad is equivalent to solvability of g
′
rad = grad/gc. To this end note that the algebra
g′rad is associated with the family composed of Φ1 and the family Φ
mix
0 of all tees
with mixing (in Φ) center vertices, which are rooted at end vertices of Φ. It is easy
to see that g′rad splits into a direct sum of an algebra associated with Φ
db
1 and an
algebra g′′rad associated with (Φ1 \Φdb1 ) ∪Φmix0 . The first of them is isomorphic to
the direct sum of nrt copies of ≬ and an abelian algebra and, therefore, is solvable.
On the other hand, [g′′rad,g
′′
rad] ⊂ g′′′rad where g′′′rad ⊂ g′′rad is an abelian subalgebra
generated by mixing vertices of Φ0, center vertices of d-bridges and d-center vertices
of Φ. This shows that the derived series of g′rad is of length 2. Consequently, the
derived series of grad is of length 3. Finally, we see that the image of a natural
imbedding gsmpl → gsmpl ⊕ρ |gc| = gh ⊂ g is the Levi subalgebra of g.
The algebra g≬ = grt/gc is associated with Φ
db
1 and grt is isomorphic to g≬⊕̺ |gc|
for a suitable representation ̺. There is a certain similitude between ideals gh and
grt. Namely, gh is an abelian extension of a direct sum of simple 3-dimensional
Lie algebras. These are associated with triangles, which are simplest tee-clusters.
97
Similarly, the ideal grt is an abelian extension of a direct sum of nonabelian 2-
dimensional Lie algebras, which are associated with doubles, i.e., with simplest
dee-clusters. Since the semisimple part of g intrinsically defined, the number ntr
does not depend on the way g is assembled from basic lieons. Similarly, it can be
shown that the number nrt is intrinsically defined for “generic” in a sense coaxial
algebras. This simple example illustrates the fact that Φg reveal some finer details
of the structure of g, which go unnoticed in the standard approach.
9.8. Infinite-dimensional “disassemblable” Lie algebras. There are natural
infinite-dimensional analogues of coaxial Lie algebras. Namely, let {ei}1≤i<∞ be a
base of a numerable vector space V over a field k. Recall that elements of V are,
by definition, linear combinations
∑
i<∞ λiei, λi ∈ k, with finitely many nonzero
coefficients. Then a formal combination∑
1≤i,j,k<∞
αijk⌊ei, ej |ek⌉+
∑
1≤p,q<∞
βpq⌊ep|eq⌉, αijk, βpq ∈ k, (127)
defines a Lie algebra structure in V , if the figuring in (127) base lieons with nonzero
coefficients are mutually compatible. We shall call countable this kind of coaxial
algebras.
The pro-finite version of this construction is as follows. Let W be a pro-finite
vector space and {ei}1≤i<∞ a (pro-finite) base of it. Elements of W are formal
linear combinations
∑
i<∞ λiei, λi ∈ k. Assume that formal combination (127)
is locally finite. This means that for a given k (resp., q) only a finite number of
coefficients αijk (resp., βpq) is different from zero. Then a locally finite combination
correctly defines a Lie algebra structure in W , if the occurring base structures with
nonzero coefficients are mutually compatible.
Example 9.1. Let {eij}−∞<i,j<∞ be a base in a pro-finite vector space W . The
tee-family Θij , i, j ∈ Z, composed of four tee-structures ⌊ei±1,j , ei,j±1|eij⌉, is com-
patible. It is easy to see that Θij and Θkl are compatible iff i + j ≡ k + l mod 2.
So, each of families
Θeven =
⋃
i+j is even
Θij , Θodd =
⋃
i+j is odd
Θij
is compatible but they are not compatible one another. Similarly, the dee-family Dij
composed of four dee-structures ⌊eij |ei±1,j⌉ and ⌊eij |ei,j±1⌉ is compatible as well as
families
Deven =
⋃
i+j is even
Dij , Dodd =
⋃
i+j is odd
Dij ,
which are not compatible one another. Also, a family Θ and a family D are compat-
ible iff they are of different “parities”. In particular, any formal linear combination
of base structures belonging to Θeven ∪Dodd defines a Lie algebra structure in W .
An interesting property of families Θeven and Θodd is that they are absolutely in-
compatible. This means that any Lie algebras associated with Θeven is incompatible
with any algebra associated with Θodd.
The above example is naturally related with a 2-dimensional lattice and is easily
generalized to lattices of higher dimensions.
By combining compatible countable/pro-finite coaxial Lie algebras we can con-
struct infinite- dimensional “disassemblable” Lie algebras of second level, etc. In-
finite analogues of classical Lie algebras are examples of this kind algebras. For
98
instance, the countable special orthogonal algebra so∞ is given by the formal com-
bination
so∞(λ1, λ2, . . . ) =
∞∑
k=1
λkPk with Pk =
∑
1≤i,j<∞
⌊eik, ekl|eij⌉, λk ∈ k,
assuming that eij = −eji. Countable coaxial algebras corresponding to Pk’s are
compatible each other and hence disassemble algebra so∞(λ1, λ2, . . . ).
This way we get a new class of infinite-dimensional Lie algebras, which merits
to be studied in its own right (see [7] in this connection).
10. Some problems and perspectives
In connection with topics discussed in this paper a series of natural questions
arise togetherwith various perspective applications. Below we shall mention some
of them, which, at present, look most interesting.
Complete disassembling for arbitrary ground fields. It is rather plausible
that the complete disassembling theorem takes place for arbitrary ground fields of
characteristic zero(see a more detailed discussion at the end of section 5). But what
about nonzero characteristic?
Algebraic variety of Lie algebra structures. The algebraic variety Lie(V ) of
all Lie algebra structures is an intersection of quadrics in A(V ) = Homk(V ⊗V, V ).
The subspace of A(V ) spanned by a family of mutually compatible structures be-
longs to Lie(V ). In this sense Lie(V ) is “woven” of such subspaces. This suggests
to use this “web structures” in describing Lie(V ). An instructive example of this
kind is given in [13]. Also, a more deep understanding of the structure of Lie(V )
for algebraically closed ground field k could shed some light on the general disas-
sembling problem.
Deformations. On the basis of a disassembling of a Lie algebra g one can
construct some deformations of it by substituting λvgv, λn ∈ k, for gv in the
corresponding a-scheme (see subsection 5.1). Here factors λn are constrained by
some relations, which are absent in the case of first level algebras. The conjecture
that all essential deformations of a given Lie algebra are of this kind is, at present,
rather plausible.
Length of disassemblings. The procedure we have used in the proof of the
complete disassembling theorem allows to estimate the minimal number of neces-
sary for this steps as n + const. On the other hand, classical Lie algebras can be
completely disassembled in ≤ 4 steps independently of their dimensions (see sec-
tion 7). So, a natural question is: whether there is an universal constant N such
that any Lie algebra can be completely disassembled in no more than N steps. In
the case of positive answer the problem of describing the variety Lie(V ) passes to
a more constructive basis.
Lie algebras of second level. It seems to be still possible to explicitly describe
second level Lie algebras, i.e., Lie algebras, which can be completely disassembled
in two steps, as it has been done for coaxial algebras in section 8. This could shed,
among other things, a new light on problems mentioned before.
Invariants of Lie algebras. A natural question is : how to construct invariants
of a Lie algebra if a disassembling of it is known. This question has an evident
homological flavour and, probably, leads to constructive theory of Lie algebras,
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i.e., a theory, which from the very beginning considers Lie algebras as compound
structures.
Cohomological aspects. Poisson (resp., Lie algebra) structures, which are
compatible with a given one, are closed 2-forms in the associated Lichnerowicz-
Poisson (resp., Chevalley-Eilenberg) complex. This fact was not explicitly exploited
in this paper. Nevertheless, a more deep understanding of topics we have discussed
here is related with this cohomological aspect. In this connection we mention that
one of methods to completely disassemble a classical Lie algebra g is to represent
the corresponding Poisson bivector Pg in the form Pg =
∑
i [[Xi, Pg]] for suitable
vector fields Xi on |g|. Here the terms [[Xi, Pg]] are exact 2-cohains in the associated
with Pg Lichnerowicz-Poisson complex.
It is naturally to think that the cohomology a Lie algebra assembled from some
other ones is, in a sense, “assembled” from their cohomology. An exact formaliza-
tion of this idea requires some special techniques of homological algebra and will
be discussed in our subsequent paper.
Generalizations. Assemblage techniques and some results of this paper can
be directly extended in many directions. First of all, there should be mentioned
graded and multiple Lie algebras (see [4, 5, 12, 16, 17]). An interesting point here
is that natural compatibility of hereditary structures associated with an n-ary Lie
algebra links the disassembling problems for Lie algebra of different multiplicities
together. More generally, compatibility problems for any kind of Poisson structures,
say, algebroids and their n-ary analogues (see [10]), are tightly intertwined.
Physical applications. The concept of two compatible Poisson structures was
introduced by F.Magri at 1977 (see [11]) and since that was studied and widely
exploited by numerous authors in the context integrable systems. We do not discuss
here these well-known aspects. The fundamental question arising in connection with
compound nature of Lie algebras is :
Let S be a physical system and g a Lie algebra of its infinitesimal
symmetries. What one can say about intrinsic structure of S, if a
disassembling g is known?
This question is, of course, too general to allow an universal answer. It should be
duly specified each time according to the nature of the system in question.
Interpretation of compounds of the symmetry algebra as symmetry waves is
suggested itself. Since these waves are nonlinear, it leads to the conclusion that
characterizing them quantities need not be additive. Probably, this kind of consid-
erations could be useful in the theory of quarks.
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