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 Nitrogen-containing hydrogen gas mix supplied to PEFC dead-ended anode. 
 Voltage decay seen as both nitrogen content in fuel and fuel cell load increase. 
 Design of Experiments methodology used to assess stack efficiency. 
 Optimised purge strategy identified for nitrogen-containing hydrogen fuel. 
 
 
Abstract 
 
The effect of nitrogen content within the hydrogen fuel supplied to a polymer electrolyte 
fuel cell (PEFC) operating in dead-ended anode mode is examined, with a view to 
using an ammonia decomposition product gas mix (containing 75H2:25N2) as the 
hydrogen-containing fuel. The impact of this impure hydrogen stream, supplied to the 
anode, was evaluated in terms of mean cell voltage and in relation to actual operating 
conditions (purge interval, dead-ended interval and fuel cell load). Design of 
Experiments (DoE) methodology, using multi-linear models, assessed hydrogen 
utilisation in terms of stack efficiency and identified an effective and viable dead-ended 
anode purge strategy for this nitrogen-containing hydrogen fuel. 
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1. Introduction 
1.1. Hydrogen, ammonia and fuel cells 
 
In the search for alternatives to fossil fuels, hydrogen, H2, is an attractive energy carrier 
given its high gravimetric energy density (120 MJ kg-1). However, its use as a fuel 
generates a number of concerns, not least the high pressures (~700 bar) or complex 
cryogenic systems needed to store the gas in reasonable volumes, due to its low 
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volumetric energy density, and the corresponding safety apprehensions associated 
with the transport and use of a pressurised flammable gas. Consequently, in recent 
years, hydrogen storage research has focused on chemical storage methods to 
identify potential materials which exhibit both high gravimetric and volumetric H2 
densities [1, 2]. 
 
The ammonia molecule, NH3, contains 17.8 wt% hydrogen and, like H2, is carbon-free 
at point of use.  It is easily liquefied at ambient temperatures and modest pressures 
(8-10 bar), and has a volumetric H2 density of 121 kgH2 m
-3 (when liquid). Furthermore, 
the numerous industrial uses of ammonia, for example in fertilizer manufacture or in 
refrigeration, mean that a global ammonia transportation infrastructure already exists 
and that the handling and safety protocols are well established. Thus, ammonia is a 
promising hydrogen storage candidate if its intrinsic hydrogen content can be 
accessed for use. 
 
Several techniques can be used to decompose ammonia to release the hydrogen 
contained within. In the field of catalysis, traditional ammonia decomposition catalysts 
use expensive transition metals (e.g. Ru, Ni) loaded on to high surface area support 
materials. Recently, however, a new class of inexpensive catalyst has been identified 
[3-5], based upon light metal amides and imides, which is able to effectively 
decompose ammonia to its constituents, hydrogen and nitrogen, at atmospheric 
pressure and at moderate temperatures (Equation 1): 
 
2NH3  →  3H2 + N2 Δhf = 46 kJ mol-1 (1) 
 
Significantly, this decomposition reaction produces no greenhouse gases or 
atmospheric pollutants (COx, SOx or NOx). When the ammonia decomposition reaction 
is taken to completion, the product gas is a mixture of hydrogen and nitrogen in a well-
defined 3:1 (or 75%:25%) H2:N2 mole ratio. Such a gas composition has implications 
for the downstream use of this hydrogen-containing fuel. 
 
Fuel cells are attractive alternative energy sources, given their zero-carbon emissions 
at point of use. These efficient electrochemical devices convert chemical energy to 
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electrical energy, using a fuel (typically H2) and an oxidant (typically O2 in air), and are 
being considered for a broad range of applications including those of portable, 
stationary and automotive power supply. Of particular interest to this study are low 
temperature, high efficiency fuel cell stacks which, when assembled in a fully insulated 
system, have the potential to deliver net efficiency gains. Specifically, the two relevant 
types are alkaline fuel cells (AFCs) and polymer electrolyte fuel cells (PEFCs). AFCs 
are partially ammonia compatible [4], and have a long development history [5] having 
been used on the Apollo space missions; in spite of this, they are not widely 
commercially available. Consequently, a PEFC was selected for this work as it is 
considered the leading low temperature power-generating technology for use with 
hydrogen fuel, can be bought off-the-shelf. However, PEFCs are designed to operate 
with a high purity (>99.995%) H2 gas supply to the anode. By the very nature of the 
decomposed ammonia product gas mix containing 25% N2, and with hydrogen-
nitrogen separation methods being prohibitive in terms of both pressure requirements 
and cost, there are significant operational challenges that need to be overcome if an 
impure hydrogen supply is to be used as the fuel for a PEFC. Here, we address these 
challenges, and aim to identify a PEFC purge strategy suitable for use with a hydrogen 
gas stream containing up to 25% N2. 
 
A schematic overview of the whole process is shown in Fig. 1, with the red inner box 
highlighting the work under consideration here. 
 
 
Fig. 1. Schematic of ammonia-hydrogen-PEFC system, highlighting (in red) the fuel cell purge 
strategy component under consideration. 
 
1.2. Dead-ended anode operation 
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A simple calculation using the Nernst equation, that takes into account the reduced 
hydrogen partial pressure as a result of the 25% N2 gas content, indicates [6] that 
there is only very minor impact (<0.3%) upon the maximum possible open-circuit 
voltage of the whole stack. This demonstrates that it should theoretically be possible 
to operate a PEFC with a 75H2:25N2 gas mix, however, there are some additional 
concerns, especially when the fuel cell is operated in dead-ended anode mode. 
 
Dead-ended anode (DEA) operation is a common method [7, 8] for operating PEFCs 
as it can simplify the fuel cell system design, potentially avoiding flow meters, 
humidifiers, and huge hydrogen losses (slippage) if recirculation is not used. It 
employs a single pressure regulator before the gas inlet to the stack and a purge valve 
after the anode outlet. However, when operating in dead-ended mode, performance 
decay can occur (even when using 100% H2) and intermittent purging of the anode 
chamber is required to replenish the hydrogen fuel supply and thus sustain effective 
operation. This gradual voltage loss has been measured and modelled [8-12], 
highlighting the influence of several factors. Nitrogen cross-over from cathode to 
anode (the permeation factor where N2 is derived from the air) is of particular relevance 
and has been shown to increase with increasing current density and temperature [10, 
13, 14]. It leads to nitrogen ‘blanketing’, where N2 accumulates in the centre of anode 
cells, thereby blocking H2 access to the active surface [15]. Within the anode flow-
field, water has been shown, by neutron imaging [16, 17] and by the use of a 
transparent cell [18], to accumulate towards the exhaust ends of the cells. However, 
very few groups have considered the optimisation of dead-ended anode operation 
using diluted hydrogen feedstocks.  Specifically Nachiappan et al. [19] considered the 
impact of dilution with CO2 or N2 impurities upon the polarisation curve, while Um et 
al. [20] used computational fluid dynamics modelling to explore the hydrogen dilution 
effects of reformate gas (containing CO2 and N2) yet neither of these studies reported 
voltage degradation.  Additionally, only one other study by Yu et al. [21] has examined 
the role of nitrogen in the hydrogen gas stream supplied to the anode, and even then 
Yu et al. only considered a 99.2H2:0.8N2 gas mix. Therefore, this work aims to extend 
our knowledge of the impact of nitrogen within the hydrogen (anode) fuel stream in 
order to design a relevant purge strategy for the ammonia decomposition product gas 
mix that could give insight into the applicability of combining an ammonia cracking 
system with a PEFC. Furthermore, in DEA mode, the N2 dilution effect is amplified 
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with time, thus as the hydrogen supply is consumed, the passive nitrogen gas 
becomes more concentrated as it cannot leave the anode chamber. The approach 
adopted here aims to minimise any voltage loses to avoid irreversible damage to the 
cell whilst also limiting any fuel loses due to excessive purging. In other words, this 
task must identify a balance between the dead-ended interval (when the purge valve 
is closed) and the purge interval (when the purge valve is open), with respect to current 
density, to deliver an optimised fuel cell system. 
 
1.3. Design of Experiment methodology 
 
In practice, individual fuel cell systems will require specifically tuned operating 
conditions. An effective way of identifying a suitable dead-ended anode purge strategy 
is to use the Design of Experiment (DoE) methodology. This creates a factorial 
experimental plan which increases productivity by both minimising the number of test 
runs required and also maximising the accuracy of the results obtained [22, 23]. As 
fuel cells have a wide range of component options and operating conditions, DoE has 
been used extensively for analysis of material properties [24], improvement of bipolar 
plate design [25, 26], and optimisation of membrane electrode assembly composition 
[27, 28] (including membrane type, platinum loading, Nafion impregnation in the 
electrode and gas diffusion layer assessment). DoE has also been used to improve 
the performance of fuel cell systems by maximising the power output and overall 
system efficiency [29-31]. 
 
This work identifies the baseline PEFC performance using both pure H2 (denoted 
100% H2) and variable H2:N2 feed gas compositions (denoted xH2:yN2 where x and y 
vary between 95%-75% and 5%-25%, respectively). Once the baseline performance 
was understood, in both through-flow and dead-ended anode mode, the DoE 
methodology was employed to identify the optimum dead-ended anode operational 
conditions to maximise the stack efficiency, minimise long term stack degradation, and 
thus determine an optimised purge strategy with the most suitable current density, 
dead-ended interval and purge interval for a 75H2:25N2 gas feed. 
 
2. Experimental 
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A Horizon Fuel Cell Technologies Pte Ltd H-100 20-cell air-cooled, open-cathode 
polymer electrolyte fuel cell was used in this study. This self-humidifying stack has an 
active cell area of 22.5 cm2 and is able to deliver a maximum power of 100 W. Its 
membrane electrode assembly is composed of a commercially available gas diffusion 
layer, a serpentine anode flow-field geometry and has a catalyst coated membrane 
loaded with platinum at 0.15 and 0.5 mg cm-2 on the anode and cathode, respectively. 
The fuel cell is connected to a custom-built test station that enables variable 
composition mixing of dry hydrogen (99.995% H2, BOC) and dry nitrogen 
(99.998% N2, BOC), using two mass flow controllers (MFC, Bronkhorst EL-FLOW 
F-201CV, maximum flow rate 2000 ml min−1), and supplies the desired gas mixture to 
the anode inlet of the fuel cell stack. This set-up delivers a pressurised stream of mixed 
H2:N2 gas at 1.45 bar (i.e. 0.45 bar above atmospheric pressure); however, after initial 
testing an additional 1 L buffer volume was added immediately upstream of the fuel 
cell, to minimise depressurisation of the cell when the anode exhaust purge valve is 
opened. The exhaust hydrogen flow rate (determined when testing in through-flow 
mode) was measured using a thermal mass flow meter (MFM, Bronkhorst MassVIEW 
MV-196-H2, 0.2-100 ln min-1). A blower, which provides cooling and an air supply to 
the open-cathode channels, was regulated using an Agilent 3649A programmable 
power supply. The current drawn from the PEFC was controlled using a Kikusui 
PLZ664WA electronic load operated in galvanostatic mode. A computer system, 
designed in-house using National Instruments LabVIEW 2012 software, was used to 
control the cathode air blower, along with the hydrogen and nitrogen MFCs, and 
electrical valves. In addition, the computer system recorded the voltage of the twenty 
cells within the stack simultaneously (via a custom-built cell voltage monitoring device 
connected to two National Instruments USB 6363 DAQ units), and displayed and 
logged the data in real time. Ambient temperature, absolute pressure and relative 
humidity (RH) were measured as 21.3  1 C, 1.03  0.02 bar and 31% RH 
respectively, during all tests. A schematic of the experimental set-up is shown in Fig. 2, 
with a more detailed process and instrumentation diagram available in the 
Supplementary Information. 
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Fig. 2. Overview schematic of the experimental set-up. The operational pressure conditions 
are shown above; MFC = mass flow controller, MFM = mass flow meter, PEFC = polymer 
electrolyte fuel cell (see Supplementary Information for full details). 
 
 
3. Results and Discussion 
3.1. Identifying dead-ended anode performance 
 
Before implementation of the DoE methodology, an initial series of experiments were 
undertaken to assess the effect of increasing the N2 content, in the anode gas supply, 
upon the fuel cell performance. Firstly, in through-flow mode, the current-voltage data 
was collected using pure H2 whilst increasing the current density in 50 incremental 
steps between 0.00 and 0.56 A cm-2, with a 15 s dwell at each step. The resultant 
polarisation curve (Fig. 3a) allows determination of a region of constant change 
between 0.18 A cm-2 and 0.36 A cm-2 which is defined as the area of interest for the 
remaining study. This coincides with the centre of the ohmic region and thus ensures 
avoidance of mass transport limitations which would negatively impact upon any dead-
ended event [32, 33]. 
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Fig. 3. (a) H-100 polarisation curve obtained using 100% H2 in through-flow mode (where the 
area of interest for this study is highlighted) and (b) voltage decay plot for selected H2:N2 ratios 
(100:0, 95:5, 90:10, 85:15, 80:20 and 75:25, respectively) collected at 0.36 A cm-2 in dead-
ended anode mode without the buffer volume in place. 
 
 
Secondly, in dead-ended mode, the impact of changing the H2:N2 ratio on the mean 
cell voltage was investigated at a constant load of 0.36 A cm-2 (Fig. 3b). In this series 
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for each H2:N2 ratio was collected over five “purge-measure” cycles. In order to avoid 
causing long term damage to the fuel cell stack, purging was triggered when the 
0.3
0.4
0.5
0.6
0.7
0 1 2 3 4 5 6 7
m
e
a
n
 c
e
ll
 v
o
lt
a
g
e
 (
V
)
time (s)
100:0
95:5
90:10
85:15
80:20
75:25
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.4
0.5
0.6
0.7
0.8
0.9
1.0
0.0 0.1 0.2 0.3 0.4 0.5 0.6
p
o
w
e
r 
d
e
n
s
it
y
 (
W
c
m
-2
)
m
e
a
n
 c
e
ll
 v
o
lt
a
g
e
 (
V
)
current density (Acm-2)
area of interest
(b)
(a)
10 
voltage of the poorest performing cell fell below 0.5 V, with the closure of the purge 
valve corresponding to time t = 0 and the frequency of the data points limited by the 
logging speed. An initial observation of these H2:N2 gas mix datasets shows that the 
t=0 mean cell voltages are ~50 mV greater than that collected using 100% H2.  When 
using 100% H2 in through-flow mode the purge valve is always open thus there is 
never a change in the gas pressure within the stack.  By contrast the H2:N2 gas mix 
datasets were collected in dead-ended anode mode where the action of closing the 
purge valve causes a pressure increase within the fuel cell and, as described by the 
Nernst equation, this translates into a voltage increase at t=0.  Additionally, as the 
nitrogen content increases, the rate of voltage decay also increases, indicating that 
the voltage loss is proportional to N2 accumulation within the fixed volume anode flow-
field. Nevertheless, there are two consistent features that transcend the specific H2:N2 
ratio under examination. Specifically, an initial gradual voltage decay from 0.65 V to 
0.60 V (~10-20 mV s-1) is followed by a more rapid decay below 0.60 V 
(~80-500 mV s-1). This behaviour is attributed to nitrogen gradually filling the anode 
volume, causing initial diffusion limited (slow) voltage loss before hydrogen starvation 
leads to more rapid loss. 
 
During these initial experiments it became apparent that a buffer volume was required 
immediately upstream of the fuel cell to dampen the effect that opening/closing the 
purge valve has upon the gas pressure within the test system. Fig. 4 illustrates this 
response and shows that after the buffer volume was connected in series the fuel cell 
performance stabilises and the experimental error between cycles reduces 
substantially. In the case of the 75H2:25N2 gas mix at 0.36 A cm-2, the steady-state 
cycle time also extends by 2 s before the 0.5 V voltage decay threshold is reached 
(Fig. 4b). All subsequent dead-ended anode DoE measurements, therefore, were 
undertaken in the presence of the buffer volume as this allows collection of repeatable 
datasets and thus reliable evaluation of stack efficiency and power density. 
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Fig. 4. Recoverable voltage decay plots, with and without the buffer volume in place, for the 
75H2:25N2 gas mix collected at 0.36 A cm-2 in dead-ended anode mode showing (a) 
non-repeatable steady-state cycling and (b) average performance over 10 cycles with 
corresponding standard deviation errors. 
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3.2. Stack efficiency and power density calculation 
 
Stack efficiency and power density are two parameters which can be used to evaluate 
the performance between different dead-ended anode operating conditions during 
DoE testing. Here, the stack efficiency, , is defined according to Chen et al. [9] as 
follows (Equation 2): 
 
 =
∫ 𝑉𝑚𝑒𝑎𝑛 𝑐𝑒𝑙𝑙𝑗𝐴𝑑𝑡
𝑡𝑜𝑡
0
− ∑ 𝛥𝑚1 ℎ𝑓(𝑛𝐻2
𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑+𝑛𝐻2
𝑙𝑜𝑠𝑠)
 (2) 
 
where 𝑉𝑚𝑒𝑎𝑛 𝑐𝑒𝑙𝑙  is the mean cell voltage, j the current density, A the electrode cross-
sectional area, m the number of DEA cycles being considered, ttot the total operating 
time (where ttot = m · tcycle and tcycle the duration of a single DEA cycle), Δhf the lower 
heating value (LHV) enthalpy of formation of H2, 𝑛𝐻2
𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑 the number of moles of 
hydrogen consumed, and 𝑛𝐻2
𝑙𝑜𝑠𝑠 the number of moles of hydrogen lost (i.e. the amount 
of un-used hydrogen that is vented during a purge). 
 
The amount of hydrogen consumed, 𝑛𝐻2
𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑, during a DEA cycle is obtained using 
Faraday’s law for a given current density and cycle duration (Equation 3): 
 
𝑛𝐻2
𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑 =
𝑗𝐴
𝑛𝑒(𝐻2)𝐹
𝑡𝑐𝑦𝑐𝑙𝑒 (3) 
 
Meanwhile, a calculation of the hydrogen lost, 𝑛𝐻2
𝑙𝑜𝑠𝑠, also needs to account for the 
amount of nitrogen inside the anode flow-field. Indeed, 𝑛𝐻2
𝑙𝑜𝑠𝑠 depends on anode 
pressure, temperature, purge interval, the condition of channel flooding and the 
amount of nitrogen blanketing [9]. Furthermore, Chen et al. [9] show, through 
modelling, that distinct regions of a dominant gas composition form in particular 
localities within the anode channels during operation: a H2-rich region develops near 
the anode inlet with the same composition as the inlet fuel mix, and a 100% N2 blanket 
region accumulates towards the anode outlet, and that the boundary of these regions 
is in dynamic response to the time point in the purge cycle. For the purposes of this 
study, therefore, a simplified version of the Chen et al. model was employed whereby 
only two regions were considered (H2-rich and N2 blanket regions) and both water 
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accumulation in the fuel stream and extensive dehydration in the centre of the stack 
[15] were neglected. For the purposes of this study this simplification is sensible. 
 
 
The nitrogen accumulation in the anode, 𝑛𝑁2, over a DEA cycle can be calculated as 
a function of the number of moles of H2 consumed, 𝑦𝑁2 the molar fraction of nitrogen 
in the fuel mix, and 𝑛𝑁2
𝑝𝑒𝑟𝑚𝑒𝑎𝑡𝑖𝑜𝑛
 the number of moles of nitrogen that permeated through 
the membrane from the cathode (Equation 4): 
 
𝑛𝑁2 = 𝑛𝐻2
𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑 𝑦𝑁2 + 𝑛𝑁2
𝑝𝑒𝑟𝑚𝑒𝑎𝑡𝑖𝑜𝑛
 (4) 
 
According to the literature, the N2 accumulation rate at the anode via permeation from 
the air is 0.01 - 0.03% s-1 [33, 34]. However, in this study the N2 accumulation rate at 
the anode caused by the composition of the fuel itself is substantial (e.g. 21% s-1 at a 
current density of 0.25 A cm-2 for the 75H2:25N2 gas mix). Consequently the N2 
accumulation rate via permeation from air in the cathode is negligible and its 
contribution to Equation 3 can effectively be ignored. 
 
The nitrogen blanketed volume, 𝑉𝑁2, in the anode compartment can be estimated from 
the ideal gas law (Equation 5): 
 
𝑉𝑁2 =
𝑛𝑁2  𝑅 𝑇𝑐𝑒𝑙𝑙
(𝑃𝑎𝑡𝑚+𝑃𝑎𝑛𝑜𝑑𝑒)
 (5) 
 
where Tcell is the cell temperature, Patm the atmospheric pressure and Panode the average 
anode over-pressure during the DEA cycle. The time taken to purge the accumulated 
nitrogen, 𝑡𝑝,𝑁2, is then estimated from the volumetric purge flow rate, ?̇?𝑝𝑢𝑟𝑔𝑒 
(Equation 6): 
 
𝑡𝑝,𝑁2 =
𝑉𝑁2
?̇?𝑝𝑢𝑟𝑔𝑒
 (6) 
 
Combining all these components allows the number of moles of hydrogen lost, 𝑛𝐻2
𝑙𝑜𝑠𝑠, 
to be expressed as (Equation 7): 
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𝑛𝐻2
𝑙𝑜𝑠𝑠 =
(𝑡𝑝−𝑡𝑝,𝑁2) ?̇?𝑝𝑢𝑟𝑔𝑒 𝑦𝐻2
𝑉𝑚
 (7) 
 
where 𝑡𝑝 is the purge interval, 𝑦𝐻2 the molar fraction of hydrogen in the fuel mix and 𝑉𝑚 
the molar volume of gas at STP (0 °C, 1 atm). 
 
Meanwhile, the average power density, 𝑊𝑎𝑣𝑒𝑟𝑎𝑔𝑒, over m cycles is given by Equation 8: 
 
𝑊𝑎𝑣𝑒𝑟𝑎𝑔𝑒 =
1
𝑡𝑡𝑜𝑡
∫ 𝑉𝑚𝑒𝑎𝑛 𝑐𝑒𝑙𝑙𝑗𝑑𝑡
𝑡𝑡𝑜𝑡
0
 (8) 
 
Having identified the components needed to calculate the stack efficiency (Equation 2) 
and the average power density (Equation 8), Table 1 summarises the physical 
constants used in these calculations. Given the 75H2:25N2 fuel composition and DEA 
operating conditions, MATLAB® coding was used to process the resulting data during 
the DoE analysis. 
 
Table 1. Parameters used to evaluate the stack efficiency and power density (at 0 °C, 
1 atm). 
Parameter Value 
Molar volume of an ideal gas, 𝑉𝑚 22.4 mol l
-1 
Electrode cross-section area, A 22.5 cm2 
Faraday constant, F 96486 C mol-1 
Flow rate during a purge, ?̇?𝑝𝑢𝑟𝑔𝑒 3.33  10-6 m3 s-1 
Enthalpy of formation of hydrogen, Δhf -242 kJ mol-1 
Number of electrons of hydrogen exchanged, 𝑛𝑒(𝐻2) 2 
Average anode over-pressure, 𝑃𝑎𝑛𝑜𝑑𝑒 0.45 bar 
Volume of the anodic compartment in a single cell, 𝑉𝑎𝑛𝑜𝑑𝑒 10
-6 m3 
 
3.3. Impact of current density on stack performance 
 
The effect of varying the load on DEA operation using the 75H2:25N2 fuel is examined 
in Fig. 5a. As before, a series of steady-state cyclical tests were used to determine the 
voltage degradation at particular current densities. These data show that as the load 
increases, the extent of voltage decay also increases (e.g. it takes 7 s to trigger the 
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purge valve at 0.18 A cm-2 but only 2 s at 0.36 A cm-2). This observation can be 
reconciled by the fact that for every 3 moles of H2 consumed there is 1 mole of N2 that 
accumulates in the anode channel, coupled to the fact that Faraday’s Law (Equation 3) 
states that H2 consumption increases with current density, thus N2 accumulation also 
increases in proportion to current density and leads to more rapid voltage losses.  
 
 
Fig. 5. Effect of varying the current density, between 0.18-0.36 A cm-2, on the fuel cell 
performance when operated in dead-ended mode with a 75H2:25N2 gas supply:  (a) mean cell 
voltage response versus time and (b) calculated stack efficiency (solid data points) and power 
density (open data points) responses (averaged over 10 cycles). The 100% H2 responses are 
also shown in (b), as square data points. 
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Fig. 5b probes these interactions further, by comparing the calculated stack 
efficiencies and power densities for both 100% H2 and 75H2:25N2 across these current 
densities. It shows that when using the 75H2:25N2 gas mix the averaged stack 
efficiency decreases by 19-26% compared to when operating with a 100% H2 supply, 
irrespective of the operating load. The averaged power density, however, is unaffected 
by this increase in nitrogen content, since any voltage loss during a purge cycle is 
counter balanced by the initial increase in voltage at t=0 immediately after purging and 
a decrease in the purging cycle time. Thus although the averaged power density 
increases as the current density increases, the overall impact of the 75H2:25N2 fuel 
mix is minimal (less than 1%). 
 
These results indicate that stack efficiency is a suitable parameter to use to assess 
DEA fuel cell performance, with DoE optimisation of this parameter an appropriate 
means of identifying the ideal operating conditions. 
 
3.4. Optimisation of the stack efficiency using Design of Experiment 
methodology 
 
In order to mitigate against voltage and fuel loses when using the 75H2:25N2 gas mix, 
a DoE methodology was employed to identify a suitable purging strategy. Given that 
the current density also affects the stack efficiency (in terms of the non-linearity of the 
voltage decay process), the influence of purge interval, dead-ended interval and 
current density were selected as the variables of interest. An experimental plan with 2 
levels (-1) and (+1) was considered for these three parameters, with stack efficiency 
used as the assessment (response) parameter (Table 2). The maximum and minimum 
values for the purge interval and dead-ended interval were identified based, 
respectively, on the time taken for the purge valve to open and then close and on the 
time taken for the cell voltage to drop below 0.50 V. The current density values 
correspond to the bounded area of interest identified in the polarisation curve. 
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Table 2. Design of Experiment (DoE) codes with their corresponding dead-ended anode fuel 
cell operation parameters. 
DoE code description 
low value 
“-1” 
high value 
“+1” 
X1 Purge interval (s) 0.20 0.25 
X2 Dead-ended interval (s) 1.0 1.6 
X3 Current density (A cm-2) 0.18 0.36 
Y1 Stack efficiency (η) - - 
 
For the experimental plan the purge interval, dead-ended interval and current density 
are coded X1, X2, and X3, respectively. This gives three factors at two levels; therefore, 
23 runs were undertaken for the factorial study. A standard orthogonal array [35] was 
created, which allows for assessment of secondary interactions which can occur when 
the effect of one factor depends on the level of another factor (Table 3). The stack 
efficiency response (Y1) was calculated over 10 repeatable dead-ended cycles. 
 
Table 3. Full factorial plans for three factors with secondary interactions showing eight 
experiments, plus three repeats at the centre of the domain. The maximum and minimum 
stack efficiency (Y1) responses are highlighted in bold. 
 Effect Secondary interactions Response 
Runs X1 X2 X3 X1X2 X1X3 X2X3 X1X2X3 Y1 
Factorial 
plan 
1 -1 -1 -1 +1 +1 +1 −1 0.3107 
2 +1 -1 -1 −1 −1 +1 +1 0.2807 
3 -1 +1 -1 −1 +1 −1 +1 0.3824 
4 +1 +1 -1 +1 −1 −1 −1 0.3475 
5 -1 -1 +1 +1 −1 −1 +1 0.3852 
6 +1 -1 +1 −1 +1 −1 −1 0.3610 
7 -1 +1 +1 −1 −1 +1 −1 0.4265 
8 +1 +1 +1 +1 +1 +1 +1 0.4051 
Repeats 
9 0 0 0 0 0 0 0 0.3805 
10 0 0 0 0 0 0 0 0.3794 
11 0 0 0 0 0 0 0 0.3816 
 
Analysing these responses shows that the highest stack efficiency was obtained for 
the lowest purge interval, yet highest purge duration and current density (Run 7, 
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Y1 = 0.4265), and the lowest stack efficiency was obtained for the highest purge 
interval, lowest dead-ended interval and current density (Run 2, Y1 = 0.2807) 
conditions. This provides an initial indication as to what weighting should be applied 
to each parameter. 
 
Additionally, three repeat runs were undertaken (Runs 9, 10 & 11 in Table 3) which 
correspond to three batches of experiments at the centre of the domain (hence the 
assignment of ‘0’ in the Table 3). These data were used to validate the model since 
these experimental conditions were not used in the original coefficient calculation 
process. They also verify that the measurements are reproducible and possess a low 
standard deviation ( = 0.00895). As the standard deviation is significantly below the 
mean response (Y1 = 0.3805), it is possible to build multi-linear models to study the 
effect of the different factors upon the response. AVL CAMEO™ software (2014, v3.7) 
was used to calculate these coefficients, and generate the surface response plot. 
Adding quadratic effects using the three repeats enhances the accuracy of the 
prediction in the centre of the domain. Only coefficients greater than the experimental 
error (

√3
) were considered, such that a stack efficiency empirical equation could be 
determined (Equation 9). The standardised model coefficients (i.e. the coefficient 
weightings normalised during the stack efficiency modelling calculation) are shown 
graphically in Fig. 6. 
 
𝑌1(𝑋1, 𝑋2, 𝑋3) = 0.3805 − 0.012𝑋1 + 0.025𝑋2 − 0.028𝑋3 + 0.0019𝑋1𝑋3 − 0.0053𝑋2𝑋3 − 0.014𝑋2
2 (9) 
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Fig. 6. Contribution of the DoE parameters, and their interactions, on the stack efficiency. The 
dotted lines at ±0.00052 indicate the experimental error (σ/√3). 
 
The weight of the primary coefficients shows that increasing the purge interval reduces 
the stack efficiency, whereas increasing the current density and dead-ended interval 
increases the stack efficiency. However, the secondary terms show that although a 
combination of increasing the current density and purge duration will slightly increase 
the stack efficiency, the equivalent combination of increasing the current density and 
the dead-ended time will decrease it. Overall the current density has the greatest 
effect; however, the influence of the other parameters cannot be ignored entirely. 
 
The AVL CAMEO™ modelling software identified a maximum, based upon the findings 
of Equation 9, which corresponds to an optimum constant current density of 
0.36 A cm-2 (X3 = +1).  This surface response plot is shown in Fig. 7. A close 
examination of this surface shows that the maximum stack efficiency (η = 0.4305) is 
predicted to be achieved for a dead-ended interval of 1.47 s and a purge interval of 
0.20 s. This improvement, predicted by the DoE methodology, is close to the stack 
efficiency obtained when using 100% H2 and indicates that the operation of a PEFC 
using a 75H2:25N2 gas feed is viable (Table 4). 
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Fig. 7. Surface response chart showing the experimentally measured (red) and the predicted 
maximum (blue) data points, for the fuel cell stack efficiency obtained from a 75H2:25N2 gas 
supply at 0.36 A cm-2. 
 
Table 4. Summary of the fuel cell stack efficiency when operated at 0.36 A cm-2 under various 
feed gas conditions. 
Feed gas composition 
Stack 
Efficiency 
Purge 
interval / s 
Dead-ended 
interval / s 
100% H2 0.4730 1.0 600 
75H2:25N2 
Before optimisation 0.3519 0.50 2 
After optimisation 0.4305 0.20 1.47 
 
Further investigations are planned, with a particular focus to accurately match the 
purge interval with the time taken to purge the accumulated nitrogen, 𝑡𝑝,𝑁2, in order to 
minimise H2 fuel losses. At present, 𝑡𝑝,𝑁2 is estimated (Equation 6) at 0.0453 s and 
0.115 s for Runs 1 and 8, respectively, yet the minimum purge interval allowed during 
this full factorial plan was 0.20 s.  Combined, these results suggest that fuel losses 
could be further avoided; however, an upgrade to the communication speed between 
the data logging hardware and computer controlled software is necessary in order to 
investigate this effectively. Also under consideration is the long term durability of the 
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fuel cell stack, when exposed to the nitrogen-containing hydrogen feed gas, and the 
impact, if any, this may have upon water management in the fuel cell. 
 
 
4. Summary 
 
This study examines the effect of nitrogen content within the hydrogen fuel supplied 
to a polymer electrolyte fuel cell operating in dead-ended anode mode, with a view to 
using an ammonia decomposition product gas mix (containing 75H2:25N2) as the 
hydrogen-containing fuel.  The impact of this impure hydrogen stream is assessed in 
terms of mean cell voltage and in relation to actual operating conditions (purge interval, 
dead-ended interval and fuel cell load). As the nitrogen content in the fuel supplied to 
the H-100 fuel cell anode increases, the rate of voltage degradation increases, 
indicating that voltage loss is correlated to N2 accumulation in the anode channels.  
This effect is extended when the current density increases.  Design of Experiments 
methodology, using multi-linear models, is effective at assessing the role of the 
primary operating parameters (purge interval, dead-ended interval and current 
density) and identifying if any secondary or quadratic effects exist.  The resultant 
surface response plot shows that stack efficiency is heavily influenced by the current 
density, and identifies the conditions for a viable purge strategy for use with the 
ammonia decomposition product gas mix.  Consequently, this PEFC purge strategy 
extends the potential for the ammonia molecule as a hydrogen storage vector in the 
alternative energy marketplace, bringing its use in environmentally sustainable 
portable, transport and off-grid power generation applications one step closer. 
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Figure S1: Process and Instrumentation Diagram of the experimental set-up. 
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Section B – Raw data for Figures 
 
Table S1: H-100 polarisation curve raw data for Figure 3a. 
Current density (A cm-2) Mean cell voltage (V) power density (W cm-2) 
0 0.95145 0 
0.01075 0.76986 0.00827 
0.02188 0.73693 0.01613 
0.03326 0.71395 0.02374 
0.044 0.70279 0.03092 
0.05511 0.69629 0.03837 
0.06622 0.69208 0.04583 
0.07733 0.68669 0.0531 
0.08844 0.68628 0.0607 
0.09957 0.68357 0.06806 
0.11067 0.68118 0.07538 
0.12178 0.67901 0.08269 
0.13333 0.6741 0.08988 
0.144 0.66991 0.09647 
0.15511 0.66601 0.1033 
0.16653 0.66158 0.11017 
0.17733 0.65809 0.1167 
0.18844 0.65276 0.12301 
0.19956 0.64943 0.1296 
0.21067 0.64513 0.13591 
0.22179 0.64116 0.1422 
0.23292 0.63644 0.14824 
0.24419 0.63092 0.15407 
0.25511 0.6268 0.1599 
0.26622 0.62202 0.16559 
0.27733 0.61673 0.17104 
0.28844 0.61141 0.17636 
0.29956 0.60613 0.18157 
0.31069 0.60045 0.18656 
0.32178 0.59584 0.19173 
0.33289 0.59294 0.19738 
0.344 0.58718 0.20199 
0.35511 0.58222 0.20675 
0.36622 0.57672 0.21121 
0.37733 0.57116 0.21552 
0.38844 0.56572 0.21975 
0.39956 0.55966 0.22361 
0.41068 0.55333 0.22724 
0.42178 0.54707 0.23074 
0.43289 0.53989 0.23371 
Table continues… 
S4 
Current density (A cm-2) Mean cell voltage (V) power density (W cm-2) 
0.444 0.53291 0.23661 
0.45511 0.53084 0.24159 
0.46622 0.52871 0.2465 
0.47733 0.5223 0.24931 
0.48852 0.51599 0.25207 
0.51067 0.50266 0.25669 
0.53111 0.48622 0.25824 
0.544 0.47801 0.26004 
0.55511 0.46851 0.26008 
0.56622 0.4552 0.25775 
0.52178 0.49549 0.25854 
0.49956 0.50961 0.25458 
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Table S2: Voltage decay raw data for Figure 3b, where X values are time (s) and Y values are mean cell voltage (V). 
X1 Y1 X2 Y2 X3 Y3 X4 Y4 X5 Y5 X6 Y6 
100% H2 100% H2 95H2:5N2 95H2:5N2 90H2:10N2 90H2:10N2 85H2:15N2 85H2:15N2 80H2:20N2 80H2:20N2 75H2:25N2 75H2:25N2 
0 0.60081 0 0.66122 0 0.65635 0 0.6608 0 0.66408 0 0.66041 
0.625 0.60068 0.43002 0.65771 0.36002 0.65729 0.60103 0.65501 0.44 0.65948 0.218 0.64622 
0.91803 0.60083 0.87105 0.65595 0.57403 0.65613 0.81905 0.65221 0.87103 0.64889 0.45001 0.61277 
1.51709 0.60087 1.07106 0.65524 0.76404 0.65514 1.01405 0.64867 1.08203 0.63567 0.85605 0.35 
2.0061 0.60071 1.49408 0.6529 1.15707 0.65171 1.41308 0.62922 1.50305 0.45364   
2.47711 0.60089 2.12611 0.64812 1.57509 0.64491 1.60709 0.61215     
2.93115 0.60073 2.36713 0.64554 1.7681 0.64076 1.8331 0.58315     
3.3692 0.60063 2.99817 0.6352 2.14212 0.62557 2.24612 0.51773     
4.18219 0.60084 3.4372 0.63026 2.72716 0.59625       
4.48926 0.60067 3.87022 0.62623 3.11217 0.55195       
5.18726 0.60075 4.29224 0.62181 3.4792 0.49195       
5.49732 0.60073 4.93527 0.61041         
6.0813 0.60099 5.3743 0.59933         
6.37433 0.60083 5.78133 0.58304         
7.0354 0.60071 6.20836 0.55527         
  6.81239 0.49901         
 
 
S6 
Table S3: Mean voltage across 10 cycles raw data for Figure 4b. 
with buffer without buffer 
X1 Y1 Yerr+/- X2 Y2 Yerr+/- 
0 0.68097 0.00332 0 0.6647 0.0533 
0.92804 0.67927 0.00102 0.42702 0.6652 0.04362 
1.52008 0.67254 0.00319 1.07106 0.6466 0.05652 
2.00009 0.65245 0.01054 1.51808 0.60222 0.04043 
2.43912 0.61363 0.02336 2.14612 0.55609 0.07027 
3.5282 0.55 0.03638 2.60814 0.40214 0.072 
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Table S4: 75H2:25N2 voltage decay with respect to current density raw data for Figure 5a. 
time (s) 
mean cell 
voltage (V) 
time (s) 
mean cell 
voltage (V) 
time (s) 
mean cell 
voltage (V) 
time (s) 
mean cell 
voltage (V) 
time (s) 
mean cell 
voltage (V) 
0.18 A cm-2 0.18 A cm-2 0.22 A cm-2 0.22 A cm-2 0.27 A cm-2 0.27 A cm-2 0.31 A cm-2 0.31 A cm-2 0.36 A cm-2 0.36 A cm-2 
0 0.69733 0 0.68487 0 0.68488 0 0.63685 0 0.61845 
0.62201 0.695 0.65204 0.68147 0.63104 0.68122 0.51602 0.63329 0.531 0.61434 
1.40308 0.69282 0.94604 0.68048 0.93405 0.67895 1.12207 0.62605 1.00104 0.60701 
1.8501 0.69161 1.5961 0.67733 1.52209 0.67181 1.42108 0.61563 1.5191 0.56688 
2.4361 0.68966 2.07413 0.6737 1.88312 0.66146 2.01712 0.55728 1.99011 0.46026 
3.31317 0.68626 2.56015 0.66344 2.51715 0.60021 2.38214 0.49236   
3.76819 0.68277 3.04117 0.64139 2.96317 0.51633     
4.38721 0.67355 3.4762 0.60593       
5.03729 0.65556 3.94922 0.54253       
5.79633 0.62243         
6.09235 0.60372         
6.79736 0.5446         
 
Table S5: Calculated 75H2:25N2 stack efficiency and power density raw data for Figure 5b. 
75H2:25N2 100% H2 
Current density Stack efficiency av. Power density (W cm-2) Current density Stack efficiency av. Power density (W cm-2) 
0.17778 0.4348 0.11736 0.17733 0.53504 0.1167 
0.22222 0.3954 0.14355 0.22179 0.52126 0.1422 
0.26667 0.399 0.16894 0.26622 0.50569 0.16559 
0.31111 0.3621 0.18844 0.31069 0.48819 0.18656 
0.35556 0.3519 0.20677 0.35511 0.47334 0.20675 
 
S8 
 
Table S6: Coefficient weighting raw data for Figure 6. 
coefficient weighting +error -error 
X1 -0.01235 0.0005185 -0.0005185 
X2 0.02503 0.0005185 -0.0005185 
X3 0.02868 0.0005185 -0.0005185 
X1X3 0.00193 0.0005185 -0.0005185 
X2X3 -0.00531 0.0005185 -0.0005185 
X2X2 -0.01449 0.0005185 -0.0005185 
 
