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Tb THEOREM ON PRODUCT SPACES
Yongsheng Han, Ming-Yi Lee, and Chin-Cheng Lin
Abstract. In this paper, we prove a Tb theorem on product spaces Rn × Rm, where b(x1, x2) =
b1(x1)b2(x2), b1 and b2 are para-accretive functions on Rn and Rm, respectively.
§1. Introduction
In their well-known theory of singular integral operators, Calderno´n and Zygmund established
the Lp, 1 < p < ∞, boundedness of certain convolution singular integral operators on Rn, which
generalize the Hilbert transform on R1. This theory has been generalized in two ways: First, the
convolution singular integral operators were replaced by non-convolution singular integral opera-
tors. To be more precise, a continuous complex-valued function k(x, y) defined on Rn×Rn\{(x, y) :
x = y} is called a Caldero´n-Zygmund kernel if there exist constant C > 0 and a regularity exponent
ε ∈ (0, 1] such that
(i) |k(x, y)| ≤ C|x− y|−n
(ii) |k(x, y)− k(x′, y)| ≤ C|x− x′|ε|x− y|−n−ε if |x− x′| ≤ |x− y|/2 (1.1)
(iii) |k(x, y)− k(x, y′)| ≤ C|y − y′|ε|x− y|−n−ε if |y − y′| ≤ |x− y|/2.
The smallest such constant C is denoted by |k|CZ . We say that an operator T is a classical
singular integral operator if the operator T is a continuous linear operator from C∞0 (R
n) into its
dual associated with a Caldero´n-Zygmund kernel k(x, y) given by
〈Tf, g〉 =
∫∫
g(x)k(x, y)f(y)dydx
for all functions f, g ∈ C∞0 (R
n) with disjoint supports. T is said to be a Caldero´n-Zygmund
operator if it extends to be a bounded operator on L2(Rn). If T is a Caldero´n-Zygmund operator
associated with a kernel k, its operator norm is defined by ‖T ‖CZ = ‖T ‖L2 7→L2 + |k|CZ . Of
course, in general, one cannot conclude that such a Caldero´n-Zygmund singular integral operator
T is bounded on L2(Rn) because Plancherel’s theorem doesn’t work for non-convolution operators.
However, if one assumes that T is bounded on L2(Rn), then the Lp, 1 < p <∞, boundedness follows
from Calderno´n-Zygmund’s real variable method. The L2(Rn) boundedness of non-convolution
singular integral operators was finally proved by the remarkable T 1 theorem of David and Journe´ in
[DJ],which gives a general criterion for the L2-boundedness of Caldero´n-Zygmund singular integral
operators. Unfortunately, the T 1 theorem cannot be applied to the Cauchy integral on a Lipschitz
curve defined by
C(f)(x) =
1
pi
p.v.
∫ ∞
−∞
f(y)
(x − y) + i(a(x)− a(y))
dy,
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where the function a(x) satisfies the Lipschitz condition.
Indeed, it is still an open problem that, without assuming the L2-boundedness, one does not
know how to prove that the Cauchy integral C(f) on a Lipschitz curve maps the function 1 into
a BMO function. Meyer first observed that C(b) = 0 provided b(x) = 1 + ia′(x). Therefore, if
the function 1 in the T 1 theorem is allowed to be replaced by an accretive function b which is a
bounded complex-valued function satisfying Re b(x) ≥ δ > 0 almost everywhere, then this result
would imply the L2-boundedness of the Cauchy integrals on all Lipschitz curves. McIntosh and
Meyer [MM] obtained such a Tb theorem; that is, the T 1 theorem still holds while the function
1 is replaced by an accretive function b. Finally, David, Journe´ and Semmes [DJS] proved a new
Tb theorem which says that the function 1 in the T 1 theorem can be replaced by the so-called
para-accretive functions b (see definition below). See [MM] and [DJS] for more details about the
Tb theorems.
Secondly, by taking the space Rn × Rm along with two parameter family of dilations (x, y) 7→
(δ1x, δ2y), x ∈ R
n, y ∈ Rm, δi > 0, i = 1, 2, instead of the classical one-parameter dilation, R.
Fefferman and Stein [FS] studied the product convolution singular integral operators which sat-
isfy analogous conditions enjoyed by the double Hilbert transform defined on R × R. Journe´ [J]
generalized the product convolution singular integral operators to the product non-convolution
singular integral operators and introduced a class of singular integral operators which coincides
with the product convolution singular integral operators with two parameters. More precisely, a
singular integral operator T is said to be in Journe´’s class if T is a continuous linear operator from
C∞0 (R)⊗ C
∞
0 (R)→ [C
∞
0 (R)⊗ C
∞
0 (R)]
′ defined by
〈g ⊗ k, T f ⊗ h〉 =
∫∫
g(x)〈k,K1(x, y)h〉f(y)dxdy
and
〈k ⊗ g, Th⊗ f〉 =
∫∫
g(x)〈k,K2(x, y)h〉f(y)dxdy,
for all f, g, h, k ∈ C∞0 (R) with supp(f) ∩ supp(g) = ∅, and a pair (K1,K2) of δCZ-δ-standard
kernels defined in [J, p.63]. Moreover, Journe´ [J] proved the product T 1 theorem as follows.
Theorem A. Let T belong to Journe´’s class. Then T and T˜ are bounded on L2(R2) if and only
if T 1, tT 1, T˜1, and tT˜1 lie in BMO(R × R) and T has the weak boundedness property.
Here, tT is the transport of T and T˜ , the partial adjoint operator of T, is defined by 〈g⊗k, T˜ f⊗
h〉 = 〈f ⊗ k, T g ⊗ h〉.
The purpose of this paper is to unify up to a certain generalizations of the Tb theorem in [DJS],
the product T 1 theorem in [J], and the product Tb theorem with Tb = tTb = T˜ b = tT˜ b = 0 in
[LZ]. In order to state our main result, the Tb theorem on the product space, we first recall some
basic definitions and notations.
Let Cη0 (R
n) denote the space of continuous functions f with compact support such that
sup
x 6=y
|f(x)− f(y)|
|x− y|η
<∞
and let Cη0 (R
n × Rm), η > 0, denote the space of continuous functions f with compact support
such that
‖f‖η := sup
x1 6=y1
x2 6=y2
|f(x1, x2)− f(y1, x2)− f(x1, y2) + f(y1, y2)|
|x1 − y1|η|x2 − y2|η
<∞.
A singular integral operator T is a continuous linear operator from Cη0 (R
n × Rm) into its dual
(Cη0 (R
n×Rm))′ associated with a kernelK(x1, x2, y1, y2), a continuous complex-valued function on
Y. HAN, M.-Y. LEE, AND C.-C. LIN 3
Rn×Rm×Rn×Rm\{(x1, x2, y1, y2) : x1 = y1 or x2 = y2}, and it can be defined on C
η
0 (R
n)⊗Cη0 (R
m)
as follows
〈Tf1 ⊗ f2, g1 ⊗ g2〉 =
∫
Rn×Rm
∫
Rn×Rm
g1(x1)g2(x2)K(x1, x2, y1, y2)f1(y1)f2(y2)dx1dx2dy1dy2
for all f1, g1 ∈ C
η
0 (R
n) with suppf1 ∩ suppg1 = ∅ and f2, g2 ∈ C
η
0 (R
m) with suppf2 ∩ suppg2 =
∅, where K(x1, x2, y1, y2), the kernel of T, satisfies the following conditions: for each x1, y1 ∈
Rn, K˜1(x1, y1) is a Caldero´n-Zygmund operator acting on functions on R
m with the kernel
K˜1(x1, y1)(x2, y2) = K(x1, x2, y1, y2), and similarly, for each x2, y2 ∈ R
m, K˜2(x2, y2) is a Caldero´n-
Zygmund operator acting on functions on Rn with the kernel K˜2(x2, y2)(x1, y1) = K(x1, x2, y1, y2).
Moreover, there exist constants C > 0 and ε ∈ (0, 1] such that
(A1)
∥∥K˜1(x1, y1)∥∥CZ ≤ C|x1 − y1|−n,∥∥K˜1(x1, y1)− K˜1(x1, y′1)∥∥CZ ≤ C|y1 − y′1|ε|x1 − y1|−(n+ε) for |y1 − y′1| ≤ |x1 − y1|/2,∥∥K˜1(x1, y1)− K˜1(x′1, y1)∥∥CZ ≤ C|x1 − x′1|ε|x1 − y1|−(n+ε) for |x1 − x′1| ≤ |x1 − y1|/2,
(A2)
∥∥K˜2(x2, y2)∥∥CZ ≤ C|x2 − y2|−m ,∥∥K˜2(x2, y2)− K˜2(x2, y′2)∥∥CZ ≤ C|y2 − y′2|ε|x2 − y2|−(m+ε) for |y2 − y′2| ≤ |x2 − y2|/2,∥∥K˜2(x2, y2)− K˜2(x′2, y2)∥∥CZ ≤ C|x2 − x′2|ε|x2 − y2|−(m+ε) for |x2 − x′2| ≤ |x2 − y2|/2.
Let T be a singular integral operator. For f1, g1 ∈ C
η
0 (R
n) and f2, g2 ∈ C
η
0 (R
m), the operator
〈T 1f1, g1〉 : C
η
0 (R
m) 7→ (Cη0 (R
m))′ is defined by〈
〈T 1f1, g1〉f2, g2
〉
= 〈Tf1 ⊗ f2, g1 ⊗ g2〉.
It is easy to see that 〈T 1f1, g1〉 is a singular integral operator on R
m with kernel 〈T 1f1, g1〉(x2, y2) =
〈K˜2(x2, y2)f1, g1〉. One defines 〈T
2f2, g2〉 : C
η
0 (R
n) 7→ (Cη0 (R
n))′ similarly. We say that T has the
weak boundedness property, denoted by T ∈WBP , if there exists C > 0 such that for all functions
f1, g1 ∈ C
η
0 (R
n) supported in a cube Q1 and f2, g2 ∈ C
η
0 (R
m) supported in another cube Q2,{
‖〈T 1f1, g1〉‖CZ ≤ C|Q1|
1+ 2η
n ‖f1‖η(Rn)‖g1‖η(Rn)
‖〈T 2f2, g2〉‖CZ ≤ C|Q2|
1+ 2η
m ‖f2‖η(Rm)‖g2‖η(Rm)
.
A bounded complex-valued function b defined on Rn is said to be para-accretive if there exist
constants C, γ > 0 such that, for all cubes Q ⊂ Rn, there is a Q′ ⊂ Q with γ|Q| ≤ |Q′| satisfying
1
|Q|
∣∣∣ ∫
Q′
b(x) dx
∣∣∣ ≥ C.
Note that, by the Lebesgue differentiation theorem, b−1(x) is also bounded.
Suppose b(x1, x2) = b1(x1)b2(x2), where b1 and b2 are para-accretive functions on R
n and
Rm, respectively. A generalized singular integral operator is a continuous linear operator T from
bCη0 (R
n×Rm) into (bCη0 (R
n×Rm))′ for all η > 0 if the kernel of T is a singular integral kernel and
for f1, f2, g1, g2 ∈ C
η
0 (R
n) with supp(f1) ∩ supp(g1) = ∅ and f2, g2 ∈ C
η
0 (R
m) with supp(f2) ∩
supp(g2) = ∅,
〈MbTMbf1 ⊗ f2, g1 ⊗ g2〉 =
∫
Rn×Rm
∫
Rn×Rm
b2(x2)b1(x1)g1(x1)g2(x2)
×K(x1, x2, y1, y2)b2(y2)b1(y1)f1(y1)f2(y2)dx1dx2dy1dy2,
where Mb denotes the multiplication operator by b; that is, Mbf = bf .
Suppose that T is a generalized singular integral operator associated to a kernelK(x1, x2, y1, y2).
Then tT , T˜ , and tT˜ are singular integral operators associated to kernels tK(x1, x2, y1, y2) :=
K(y1, y2, x1, x2), K˜(x1, x2, y1, y2) := K(y1, x2, x1, y2), and
tK˜(x1, x2, y1, y2) := K(x1, y2, y1, x2),
respectively. Our main result is the following
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Theorem 1. Suppose that b1 and b2 are para-accretive functions on R
n and Rm, respectively,
b(x1, x2) = b1(x1)b2(x2), and T is a generalized singular integral operator. If Tb,
tTb, T˜ b, tT˜ b ∈
BMO(Rn × Rm) and MbTMb ∈WBP , then T is bounded on L
2(Rn+m)
Applying the above Theorem 1 together with [J, Theorem 3], we obtain the following product
Tb theorem.
Theorem 2. Suppose that b1 and b2 are para-accretive functions on R
n and Rm, respectively,
b(x1, x2) = b1(x1)b2(x2), and T is a generalized singular integral operator. Then T and T˜ are
bounded on L2(Rn+m) if and only if Tb, tTb, T˜ b, tT˜ b ∈ BMO(Rn × Rm) and MbTMb ∈WBP .
In order to describe our approach to the proof, we first recall the general philosophy of the proofs
of the T 1 theorem of David and Journe´ and the product T 1 theorem of Journe´. The T 1 theorem
is proved by two steps. In the first step, one considers the case where T (1) = T ∗(1) = 0 and
then uses the Cotlar-Stein lemma. To be more precise, let ψ ∈ C∞0 (R
n) with
∫∞
0 |ψ̂(tξ)|
2 dt
t = 1
for all ξ 6= 0. Let ψt(x) = t
−nψ(xt ). The operator Uj =
∫ j
1/j
ψt ∗ ψt
dt
t converges strongly to
the identity on L2(Rn) as j → ∞. Since Uj is continuous on C
∞
0 (R
n), UjTUj′ is well defined on
C∞0 (R
n) for all j and j′. Therefore, T is bounded on L2(Rn) if and only if UjTUj′ is bounded
on L2(Rn) with a norm independent of j and j′. The second step is to use the para-product
operator to reduce the general case to the first step. The para-product operator is defined by
Πb(f) =
∫∞
0 ψt ∗ (ψt ∗ b(·)φt ∗ f(·))(x)
dt
t , where b ∈ BMO and φ ∈ C
∞
0 (R
n) with
∫
φ(x)dx = 1.
Using a result of the Carleson measure, it was well-known that the para-product operator Πb is a
Caldero´n-Zygmund operator on Rn, moreover, Πb(1) = b and Π
∗
b (1) = 0. We would like to remark
that the fact that for any b ∈ BMO(Rn),Πb(1) = b in the sense that
〈f, b〉 =
〈
f,
∫ ∞
0
ψt ∗ ψt ∗ b
dt
t
〉
for all f ∈ H1(Rn). Now one can decompose T by T = T˜ +ΠT1+Π
∗
T∗1, where T˜ = T −ΠT1−Π
∗
T∗1.
By the first step and properties of the para-product operators, T˜ is bounded on L2(Rn) and hence
the L2 boundedness of T follows. The proof of the product T 1 theorem follows from a similar way.
In the first step, the L2 boundedness follows from the assumptions that T (1) = tT (1) = T˜ (1) =
tT˜ (1) = 0. The product-type paraproduct operators are constructed in the second step and the
general case is then reduced to the first step. See [DJ] and [J] for the details.
In this paper, we will employ a new approach to prove the product Tb theorem. The new feature
of our approach is to use the almost orthogonality argument to obtain a new decomposition of T.
The para-product operators constructed in [DJ] and [J] are avoided. To see how this approach
works, we outline first a new proof of the classical T 1 theorem based on the almost orthogonality
argument and our new decomposition. Here the almost orthogonality argument means that for
the function ψ as given above, there exists a constant C such that
|ψt ∗ ψs(x)| ≤ C
( t
s
∧
s
t
) (t ∨ s)
((t ∨ s) + |x|)(n+1)
,
where a ∧ b = min{a, b} and a ∨ b = max{a, b}.
If T satisfies the cancellation conditions T (1) = T ∗(1) = 0, then one still has the following
almost orthogonality argument:∣∣∣∣ ∫
Rn
∫
Rn
ψt(x− u) k(u, v) ψs(v − y) dudv
∣∣∣∣ ≤ C( ts ∧ st )ε
′
(t ∨ s)ε
′
((t ∨ s) + |x− y|)(n+ε′)
,
where 0 < ε′ < ε and ε is the regularity exponent of the kernel k given in (1.1).
Y. HAN, M.-Y. LEE, AND C.-C. LIN 5
In general, the above almost orthogonality argument doesn’t hold without the assumptions on
the cancellation conditions on the kernel of T. However, if t ≤ s, then∣∣∣∣ ∫
Rn
∫
Rn
ψt(x− u)k(u, v)
[
ψs(v − y)− ψs(x− y)
]
dudv
∣∣∣∣ ≤ C( ts)ε
′
sε
′
(s+ |x− y|)(n+ε′)
.
This leads to the following decomposition of T. Now suppose that T satisfies the hypotheses of
the T 1 theorem of David and Journe´. As in the proof of the T 1 theorem, we would like to show
that UjTUj′ is bounded on L
2(Rn) as both j, j′ → ∞. To do this, we decompose the kernel of
limj,j′→∞ UjTUj′ as follows,
lim
j→∞
j′→∞
UjTUj′(x, y)
=
∫∫∫
0<t<∞
∫
0<s<∞
ψt ∗ ψt(x − u)k(u, v)ψs ∗ ψs(v − y)dudv
dt
t
ds
s
=
∫∫∫∫∫
s<t<∞
0<s<∞
ψt(x− u
′)
[
ψt(u
′ − u)− ψt(u
′ − v′)
]
k(u, v)ψs(v − v
′)ψs(v
′ − y)du′dudvdv′
dt
t
ds
s
+
∫∫∫∫∫
0<t<∞
t≤s<∞
ψt(x− u
′)ψt(u
′ − u)k(u, v)
[
ψs(v − v
′)− ψs(u
′ − v′)
]
ψs(v
′ − y)du′dudvdv′
dt
t
ds
s
+
∫∫
s<t<∞
0<s<∞
ψt ∗ ψt(x− v
′)ψs ∗ T
∗(1)(v′)ψs(v
′ − y)dv′
dt
t
ds
s
+
∫∫
0<t<∞
t≤s<∞
ψt(x− u
′)ψt ∗ T (1)(u
′)ψs ∗ ψs(u
′ − y)du′
dt
t
ds
s
:= k1(x, y) + k2(x, y) + k3(x, y) + k4(x, y).
Let f, g ∈ Cη0 (R
n). The almost orthogonality argument yields |〈g, 〈k1, f〉〉| ≤ C‖f‖L2‖g‖L2 and
similarly for k2. The L
2 boundedness of operators with the kernels k3 and k4 follows from a result
of the Carleson measure.
To carry out the above approach to the proof of the product Tb theorem, we need some defini-
tions and notations.
Let b be a para-accretive function defined on Rn. A sequence of operators {Sj}j∈Z is called to
be an approximation to the identity associated to b if Sj(x, y), the kernels of Sj , are functions from
Rn × Rn into C such that there exist constant C and some 0 < ε ≤ 1, and for all j ∈ Z, x, x′, y,
y′ ∈ Rn,
(i) |Sj(x, y)| ≤ C2
jn for all x, y ∈ Rn
(ii) |Sj(x, y)| = 0 if |x− y| ≥ C2
−j,
(iii) |Sj(x, y)− Sj(x
′, y)| ≤ C2j(n+ε)|x− x′|ε,
(iv) |Sj(x, y)− Sj(x, y
′)| ≤ C2j(n+ε)|y − y′|ε,
(v)
∣∣[Sj(x, y)− Sj(x, y′)]− [Sj(x′, y)− Sj(x′, y′)]∣∣ ≤ C2j(n+2ε)|x− x′|ε|y − y′|ε,
(vi)
∫
Rn
Sj(x, y)b(y)dy = 1 for all j ∈ Z and x ∈ R
n,
(vii)
∫
Rn
Sj(x, y)b(x)dx = 1 for all j ∈ Z and y ∈ R
n.
We remark that the existence of such an approximation to the identity follows from Coifman’s
idea, which was constructed in [DJS]. Suppose that b1, b2 are para-accretive functions on R
n,Rm
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respectively, and {Sj}, {Sk} are approximations to the identity associated to b1, b2 respectively.
Set Dj = Sj − Sj−1 and Dk = Sk − Sk−1.
We recall the G-function associated to a para-accretive function b given by
G(f)(x1, x2) :=
{ ∑
j,k∈Z
|DjDkMbf(x1, x2)|
2
}1/2
for f ∈ L2(Rn × Rm).
It is known that
∥∥∑
j∈ZDjMb1f
∥∥
L2(Rn)
≤ C‖f‖L2(Rn) and
∥∥∑
j∈ZD
N
j Mb1f
∥∥
L2(Rn)
≤ C‖f‖L2(Rn)
for single parameter (see [DJS, p. 19]). Thus G-function is bounded on L2(Rn ×Rm) by iteration.
Similarly, we have
∥∥∑
j,k∈ZD
N
j D
N
k Mbf
∥∥
L2(Rn×Rm)
≤ C‖f‖L2(Rn×Rm).
Since lim
j→∞
SjMb1 = I, lim
j→−∞
SjMb1 = 0 on L
2(Rn) (cf. [DJS, p. 17]) and so does Sk on L
2(Rm),
we write
I =
(∑
j∈Z
DjMb1
)(∑
j′∈Z
Dj′Mb1
)
=
∑
|ℓ|>N
∑
j∈Z
DjMb1Dj+ℓMb1 +
∑
j∈Z
∑
|ℓ|≤N
DjMb1Dj+ℓMb1
=
∑
|ℓ|>N
∑
j∈Z
DjMb1Dj+ℓMb1 +
∑
j∈Z
DjMb1D
N
j Mb1
:= RN + VN ,
(1.2)
whereDNj :=
∑
|ℓ|≤N Dj+ℓ. By [DJS, Lemma 2.2], limN→∞
VN = I in L
2(Rn) and lim
N→∞
‖RN‖L2 7→L2=
0, which guarantees the existence of V−1N . For the product space, we write
I =
( ∑
|ℓ1|>N
∑
j∈Z
DjMb1Dj+ℓ1Mb1 +
∑
j∈Z
DjMb1D
N
j Mb1
)
×
( ∑
|ℓ2|>N
∑
k∈Z
DkMb2Dk+ℓ2Mb2 +
∑
k∈Z
DkMb2D
N
k Mb2
)
=
∑
|ℓ1|>N
∑
j∈Z
DjMb1Dj+ℓ1Mb1
∑
|ℓ2|>N
∑
k∈Z
DkMb2Dk+ℓ2Mb2
+
∑
|ℓ1|>N
∑
j∈Z
DjMb1Dj+ℓ1Mb1
∑
k∈Z
DkMb2D
N
k Mb2
+
∑
j∈Z
DjMb1D
N
j Mb1
∑
|ℓ2|>N
∑
k∈Z
DkMb2Dk+ℓ2Mb2
+
∑
j∈Z
DjMb1D
N
j Mb1
∑
k∈Z
DkMb2D
N
k Mb2 ,
:= R1N +R
2
N + R
3
N + VN .
By iteration, VN converges strongly on L
2 and V −1N is bounded on L
2. To use the L2 boundedness
of VN to get the L
2 boundedness of T, we need to show that how VN does act on the test function.
For this purpose, let Λs(Rn × Rm) denote the closure of Cη0 (R
n × Rm) with respect to the norm
‖ · ‖s, 0 < s < η. The following lemma shows the properties of operators VN acting on Λ
s.
Lemma 3. Let b1, b2 be para-accretive functions on R
n,Rm respectively and ε be the common
regularity exponent of the approximations to the identity associated to b1, b2. Suppose 0 < s < ε/2.
Then
(i) VN =
∑
j∈ZDjMb1D
N
j Mb1
∑
k∈ZDkMb2D
N
k Mb2 converges strongly on Λ
s;
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(ii) VN is bounded on Λ
s;
(iii) ‖VN − I‖s → 0 as N →∞.
The proof of Lemma 3 will be given in section 2.
To see how one can use Lemma 3 to show Theorem 1, let b(x1, x2) = b1(x1)b2(x2), where b1
and b2 are para-accretive functions on R
n and Rm, respectively, f ∈ Λs ∩L2, and g ∈ Cs0 . Suppose
θ ∈ Cs0 and θ = 1 on a open set containing the support of g, then we can define 〈bT bf, g〉 =
〈bT b(θf), g〉 + 〈bT b((1 − θ)f), g〉. The first term makes sense since θf ∈ Cs0 and the second
term can be defined by the conditions of (A1) and (A2) and the assumption f ∈ L
2. Hence
T can be extended to a continuous linear operator from bΛs ∩ L2 into (bCs0)
′. Assume Lemma
3 for the moment, VN is defined and bounded on Λ
s ∩ L2 with the norm ‖ · ‖s + ‖ · ‖L2 , and
it is invertible on Λs ∩ L2 if N large enough. Notice that VN converges strongly on L
2 since
sup
L1,L2
∥∥∥ L2∑
j,k=L1
DjMb1D
N
j Mb1DkMb2D
N
k Mb2
∥∥∥
L2 7→L2
<∞ and VNf converges in L
2 if f ∈ Cη0 . Thus
VN converges strongly on Λ
s ∩ L2, by Lemma 3. It is clear that Λs ∩ L2 is dense in L2. To prove
Theorem 1, it suffices to show that∣∣〈bg0, T bf0〉∣∣ ≤ C‖g0‖L2‖f0‖L2 for any g0, f0 ∈ Λs ∩ L2
Let g0 ∈ Λ
s ∩ L2 and let g1 = V
−1
N g0 and set
UL1,L2 =
∑
L1≤j≤L2
DjMb1D
N
j Mb1
∑
L1≤k≤L2
DkMb2D
N
k Mb2 .
Then g1 ∈ Λ
s ∩ L2 and lim
L1→−∞
L2→+∞
UL1,L2g1 = g0 in Λ
s ∩ L2. Hence
〈g0, bT bf0〉 = lim
L1→−∞
L2→+∞
〈UL1,L2g1, bT bf0〉.
Similarly, let f0 ∈ Λ
s ∩ L2 and let f1 = V
−1
N f0. Then f1 ∈ Λ
s ∩ L2 and lim
L′1→−∞
L′2→+∞
UL′1,L′2f1 = f0
in Λs ∩ L2. Thus
〈g0, bT bf0〉 = lim
L1→−∞
L2→+∞
lim
L′1→−∞
L′2→+∞
〈UL1,L2g1, bT bUL′1,L′2f1〉.
Therefore, we have to show that UL1,L2bT bUL′1,L′2 is bounded on L
2 as L1, L
′
1 → −∞ and L2, L
′
2 →
∞. We remark that the L2 boundedness of UL1,L2bT bUL′1,L′2 uniformly for L1, L2, L
′
1, L
′
2 was proved
in [DJS] under the assumptions that T (1) = tT (1) = T˜ (1) = tT˜ (1) = 0. However, we will show this
result without assuming T (1) = tT (1) = T˜ (1) = tT˜ (1) = 0 and the proof will be given in section 3.
Same as the relation between Sj and Sj(x, y), if D is an operator, then we use D(x, y) denotes its
corresponding kernel through the article, and the same remark apply to DNj , Pj , and so on. For
simplicity, we also denote
∫
dv by
∫
Rn×Rm dv1dv2 and similarly for other variables.
§2. Proof of Lemma 3
For f defined on Rn × Rm, we use ‖f‖(L∞(Rn),λβ(Rm)) and ‖f‖(λβ(Rn),L∞(Rm)) to express
sup
x1∈R
n
x2 6=y2
|f(x1, x2)− f(x1, y2)|
|x2 − y2|β
and sup
x1 6=y1
x2∈R
m
|f(x1, x2)− f(y1, x2)|
|x1 − y1|β
,
respectively. To prove Lemma 3, we need the following estimates for {DjMb1DkMb2}.
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Lemma 4. Let b1, b2 be para-accretive functions on R
n,Rm and ε be the regularity exponent of
the approximations to the identity associated to b1, b2 respectively. For f ∈ Λs(R
n × Rm), s < ε,
(i) ‖DjMb1DkMb2f‖L∞ ≤ C2
−(j+k)s‖f‖s,
(ii) ‖DjMb1DkMb2f‖(L∞(Rn),λβ(Rm)) ≤ C2
−js2k(β−s)‖f‖s if 0 < s ≤ β < ε,
(iii) ‖DjMb1DkMb2f‖β ≤ C2
(j+k)(β−s)‖f‖s if 0 < s ≤ β < ε,
(iv) ‖DNj Mb1D
N
k Mb2f‖s ≤ CN
2‖f‖s.
Proof. For (i), the cancellations of Dj and Dk give
DjMb1DkMb2f(x1, x2)
=
∫
Dj(x1, y1)b1(y1)Dk(x2, y2)b2(y2)
[
f(y1, y2)− f(x1, y2)− f(y1, x2) + f(x1.x2)
]
dy.
Since Sj(x, y) = 0 for |x− y| ≥ c2
−j, the size conditions of Dj and Dk yield
|DjMb1DkMb2f(x1, x2)| ≤ C‖f‖s
∫
|x1−y1|<c2
−j
|x2−y2|<c2
−k
2jn+km|x1 − y1|
s|x2 − y2|
sdy1dy2
≤ C2−(j+k)s‖f‖s.
To obtain (ii), we write
DjMb1DkMb2f(x1, x2)−DjMb1DkMb2f(x1, y2)
=
∫
Dj(x1, z1)b1(z1)
[
Dk(x2, z2)−Dk(y2, z2)
]
b2(z2)f(z1, z2)dz.
If |x2 − y2| ≤ c2
−k, the cancellations of Dj and Dk yield that
|DjMb1DkMb2f(x1, x2)−DjMb1DkMb2f(x1, y2)|
=
∣∣∣ ∫ Dj(x1, z1)b1(z1)[Dk(x2, z2)−Dk(y2, z2)]b2(z2)
×
[
f(z1, z2)− f(x1, z2)− f(z1, x2) + f(x1, x2)
]
dz
∣∣∣
≤ C
(∫
|x1−z1|<c2
−j
|x2−z2|<c2
−k
+
∫
|x1−z1|<c2
−j
|y2−z2|<c2
−k
)
2jn|x2 − y2|
β2k(m+β)|x1 − z1|
s|x2 − z2|
s‖f‖sdz1dz2.
Hence, for |x2 − y2| ≤ c2
−k,
|DjMb1DkMb2f(x1, x2)−DjMb1DkMb2f(x1, y2)| ≤ C|x2 − y2|
β2−js2k(β−s)‖f‖s. (2.1)
For |x2 − y2| > c2
−k, (i) gives
|DjMb1DkMb2f(x1, x2)−DjMb1DkMb2f(x1, y2)| ≤ C2
−(j+k)s‖f‖s ≤ C|x2−y2|
β2−js2k(β−s)‖f‖s.
Therefore, we obtain (ii).
To estimate (iii), we write
DkMb1Dk′Mb2f(x1, x2)−DkMb1Dk′Mb2f(x1, y2)
−DkMb1Dk′Mb2f(y1, x2) +DkMb1Dk′Mb2f(y1, y2)
=
∫ [
Dk(x1, z1)−Dk(y1, z1)
]
b1(z1)
[
Dk′(x2, z2)−Dk′(y2, z2)
]
b2(z2)f(z1, z2)dz.
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For |x1 − y1| ≤ c2
−j and |x2 − y2| ≤ c2
−k, we use the the cancellations of Dk and Dk′ to get
∣∣DjMb1DkMb2f(x1, x2)−DjMb1DkMb2f(x1, y2)
−DjMb1DkMb2f(y1, x2) +DjMb1DkMb2f(y1, y2)
∣∣
=
∣∣∣∣ ∫ [Dj(x1, z1)−Dj(y1, z1)]b1(z1)[Dk(x2, z2)−Dk(y2, z2)]b2(z2)
×
[
f(z1, z2)− f(x1, z2)− f(z1, x2) + f(x1, x2)
]
dz
∣∣∣∣
≤ C
(∫
|x1−z1|<c2
−j
|x2−z2|<c2
−k
+
∫
|x1−z1|<c2
−j
|y2−z2|<c2
−k
+
∫
|y1−z1|<c2
−j
|x2−z2|<c2
−k
+
∫
|y1−z1|<c2
−j
|y2−z2|<c2
−k
)
× |x1 − y1|
β2j(n+β)|x2 − y2|
β2k(m+β)|x1 − z1|
s|x2 − z2|
s‖f‖sdz1dz2.
≤ C|x1 − y1|
β |x2 − y2|
β2(j+k)(β−s)‖f‖s.
For |x1 − y1| ≤ c2
−j and |x2 − y2| > c2
−k, (2.1) shows that
∣∣DjMb1DkMb2f(x1, x2)−DjMb1DkMb2f(x1, y2)
−DjMb1DkMb2f(y1, x2) +DjMb1DkMb2f(y1, y2)
∣∣
≤
∣∣DjMb1DkMb2f(x1, x2)−DjMb1DkMb2f(y1, x2)∣∣
+
∣∣DjMb1DkMb2f(x1, y2)−DjMb1DkMb2f(y1, y2)∣∣
≤ C|x1 − y1|
β2j(β−s)2−ks‖f‖s
≤ C|x1 − y1|
β |x2 − y2|
β2j(β−s)2k(β−s)‖f‖s.
The case |x1−y1| > c2
−j and |x2−y2| ≤ c2
−k is similar, so we consider the final case |x1−y1| > c2
−j
and |x2 − y2| > c2
−k. (i) gives
∣∣DjMb1DkMb2f(x1, x2)−DjMb1DkMb2f(x1, y2)
−DjMb1DkMb2f(y1, x2) +DjMb1DkMb2f(y1, y2)
∣∣
≤ C2−(j+k)s‖f‖s
≤ C|x1 − y1|
β |x2 − y2|
β2(j+k)(β−s)‖f‖s.
The estimate of (iii) is completed.
The estimate of (iv) can be done by the same argument as (iii). 
We now return to show Lemma 3.
Proof of Lemma 3. Suppose that f ∈ Λs(R
n × Rm). Set Gjkf := DjMb1DkMb2D
N
j Mb1D
N
k Mb2f .
Given (x1, x2), (y1, y2) ∈ R
n × Rm, choose j0, k0 ∈ Z such that 2
−j0 ≤ |x1 − y1| ≤ 2
−j0+1 and
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2−k0 ≤ |x2 − y2| ≤ 2
−k0+1. Then Lemma 4 implies that∣∣∣∣∑
j,k
[
Gjkf(x1, x2)−Gjkf(y1, x2)−Gjkf(x1, y2) +Gjkf(y1, y2)
]∣∣∣∣
≤
( ∑
j≥j0,k≥k0
+
∑
j≥j0,k<k0
+
∑
j<j0,k≥k0
+
∑
j<j0,k<k0
)
|Gjkf(x1, x2)−Gjkf(y1, x2)−Gjkf(x1, y2) +Gjkf(y1, y2)|
≤
∑
j≥j0,k≥k0
4‖Gjkf‖L∞ +
∑
j≥j0,k<k0
2|x2 − y2|
β‖Gjkf‖(L∞(Rn),λβ(Rm))
+
∑
j<j0,k≥k0
2|x1 − y1|
β‖Gjkf‖(λβ(Rn),L∞(Rm))
+
∑
j<j0,k<k0
|x1 − y1|
β |x2 − y2|
β‖Gkk′f‖β
≤ CN2
−(j0+k0)s‖f‖s + CN2
−j0s2k0(β−s)|x2 − y2|
β‖f‖s
+ CN2
j0(β−s)|x1 − y1|
β2−k0s + CN2
(j0+k0)(β−s)|x1 − y1|
β |x2 − y2|
β‖f‖s
≤ CN |x1 − y1|
s|x2 − y2|
s‖f‖s.
(2.2)
Hence
∥∥∑
j,kDjMb1DkMb2D
N
j Mb1D
N
k Mb2f
∥∥
s
≤ CN‖f‖s. If f ∈ C
η
0 for some η > s, then the
series
∑
j,kDjMb1DkMb2D
N
j Mb1D
N
k Mb2f converges uniformly and in Λ
s norm. This implies VN
is bounded on Λs. We now show that ‖RiN‖s → 0 as N → ∞ for i = 1, 2, 3. We only show this
limit for i = 2 because the proofs for i = 1, 3 are similar and we leave the details to the readers.
We first rewrite
R2Nf =
∑
|ℓ1|>N
∑
j∈Z
DjMb1Dj+ℓ1Mb1
∑
k∈Z
DkMb2D
N
k Mb2f
=
(∑
j∈Z
DjMb1(I − Sj+NMb1) +
∑
j∈Z
DjMb1Sj−N−1Mb1
)∑
k∈Z
DkMb2D
N
k Mb2f
=
∑
j,k∈Z
DjMb1(I − Sj+NMb1)DkMb2D
N
k Mb2f +
∑
j,k∈Z
DjMb1Sj−N−1Mb1DkMb2D
N
k Mb2f
Since
∫
Rn
Sj(x1, y1)b1(y1)dy1 = 1, j ∈ Z, we have
(I − Sj+NMb1)D
N
k Mb2f(x1, x2)
= D
N
k Mb2f(x1, x2)− Sj+NMb1D
N
k Mb2f(x1, x2)
=
∫
Rm
DNk (x2, z2)b2(z2)f(x1, z2)dz2 −
∫
Sj+N (x1, z1)b1(z1)D
N
k (x2, z2)b2(z2)f(z1, z2)dz
=
∫
Sj+N (x1, z1)b1(z1)D
N
k (x2, z2)b2(z2)
[
f(x1, z2)− f(z1, z2)
]
dz.
Hence we can regard (I − Sj+NMb1) as Dj+NMb1 so that
‖(I − Sj+NMb1)D
N
k Mb2‖(L∞(Rn),λs(Rm)) ≤ CN2
−(N+j)s‖f‖s. (2.3)
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By the same argument of Lemma 4, we obtain
‖DjMb1DkMb2f‖L∞ ≤ C2
−ks‖f‖(L∞(Rn),λs(Rm))
‖DjMb1DkMb2f‖(L∞(Rn),λβ(Rm)) ≤ C2
k(β−s)‖f‖(L∞(Rn),λs(Rm))
‖DjMb1DkMb2f‖(λβ(Rn),L∞(Rm)) ≤ C2
jβ2−ks‖f‖(L∞(Rn),λs(Rm))
‖DjMb1DkMb2f‖β ≤ C2
jβ2k(β−s)‖f‖(L∞(Rn),λs(Rm)).
The above estimates together with (2.3) and the same method of (2.2) show that∥∥∥∥ ∑
j,k∈Z
DjMb1(I − Sj+NMb1)DkMb2D
N
k Mb2
∥∥∥∥
s
≤ CN2−Ns‖f‖s
and hence N2−N → 0 as N → ∞. Let HNj,kf = DjMb1Sj−N−1Mb1DkMb2D
N
k Mb2f and let
HNj (x1, y1) be the kernel of DjMb1Sj−N−1Mb1 . Then
∫
Rn
HNj (x1, y1)dy1 = DjMb1Sj−N−1Mb1(1)
= DjMb1(1) = 0 and H
N
j (x1, y1) = 0 if |x1 − y1| ≥ C2
−(j−N). By the cancellation of Dj and the
estimate of Sj−N−1,
|HNj (x1, y1)| =
∣∣∣∣ ∫ Dj(x1, z1)b1(z1)[Sj−N−1(z1, y1)− Sj−N−1(x1, y1)]b1(y1)dz1∣∣∣∣
≤ C
∫
|x1−z1|≤c2−j
2jn|x1 − z1|
ε2(j−N−1)(n+ε)dz1
≤ C2−Nε2(j−N)n.
Put D
N
k Mb2f = h. The above inequality and the cancellations yield that
|HNj,kf(x1, x2)|
=
∣∣∣∣ ∫ HNj (x1, y1)Dk(x2, y2)b2(y2)h(y1, y2)dy∣∣∣∣
=
∣∣∣∣ ∫ HNj (x1, y1)Dk(x2, y2)b2(y2)[h(y1, y2)− h(x1, y2)− h(y1, x2) + h(x1, x2)]dy∣∣∣∣
≤ C
∫
|x1−y1|<C2
−(j−N)
|x2−y2|<c2
−k
|HNj (x1, y1)|2
km|x1 − y1|
s|x2 − y2|
s‖h‖sdy1dy2
≤ C2−Nε2−(j−N)s2−ks‖h‖s
≤ CN2−Nε2−(j−N)s2−ks‖f‖s
and then
‖HNj,kf‖L∞ ≤ CN2
−Nε2−(j−N)s2−ks‖f‖s. (2.4)
If |x1 − x
′
1| ≤ C2
−(j−N), then the size conditions show that
|HNj (x1, y1)−H
N
j (x
′
1, y1)| =
∣∣∣∣ ∫
Rn
[
Dj(x1, z1)−Dj(x
′
1, z1)
]
Sj−N−1(z1, y1)dz1
∣∣∣∣
≤ C
∫
{z1∈R
n:|x1−z1|≤c2
−j
or |x′1−z1|≤c2
−j}
|x1 − x
′
1|
ε2j(n+ε)2(j−N)ndz1
≤ C2jε|x1 − x
′
1|
ε2(j−N)n.
(2.5)
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For |x1 − y1| ≤ C2
−(j−N), we use (2.5) to get
|HNj,kf(x1, x2)−H
N
j,kf(y1, x2)|
=
∣∣∣∣ ∫ [HNj (x1, z1)−HNj (y1, z1)]Dk(x2, z2)b2(z2)h(z1, z2)dz∣∣∣∣
=
∣∣∣∣ ∫ [HNj (x1, z1)−HNj (y1, z1)]Dk(x2, z2)b2(z2)
×
[
h(z1, z2)− h(x1, z2)− h(z1, x2) + h(x1, x2)
]
dz
∣∣∣∣
≤ C
(∫
|x1−z1|≤C2
−(j−N)
|x2−z2|≤c2
−k
+
∫
|y1−z1|≤C2
−(j−N)
|x2−z2|≤c2
−k
)
× 2jε|x1 − y1|
ε2(j−N)n2km|x1 − z1|
s|x2 − z2|
sdz1dz2
≤ C2jε2−(j−N)s|x1 − y1|
ε2−ks‖h‖s
≤ CN2jε2−(j−N)s|x1 − y1|
ε2−ks‖f‖s,
where h = D
N
k Mb2f . For |x1 − y1| > C2
−(j−N), (2.4) implies
|HNj (x1, y1)−H
N
j (x
′
1, y1)| ≤ CN2
−Nε2−(j−N)s2−ks‖f‖s ≤ CN2
jε2−(j−N)s|x1 − y1|
ε2−ks‖f‖s
so that
‖HNj,kf‖(λε(Rn),L∞(Rm)) ≤ CN2
jε2−(j−N)s2−ks‖f‖s. (2.6)
Using the fact ‖f‖(λε(Rn),L∞(Rm)) ≤ ‖f‖
ε−β
ε
L∞ ‖f‖
β
ε
(λε(Rn),L∞(Rm)), 0 < β < ε, (2.4) and (2.6) give
‖HNj,kf‖(λβ(Rn),L∞(Rm)) ≤ CN2
−N(ε−2β)2(j−N)(β−s)2−ks‖f‖s. (2.7)
Similarly, we have
‖HNj,kf‖(L∞(Rn,λβ(Rm))) ≤ CN2
−Nε2−(j−N)s2k(β−s)‖f‖s (2.8)
and
‖HNj,kf‖β ≤ CN2
−N(ε−2β)2(j−N)(β−s)2k(β−s)‖f‖s. (2.9)
Plugging H˜Nj,kf = 2
N(ε−2β)HNj+N,kf in (2.4) and (2.7)-(2.9), we use the same method of (2.2) to
have ∥∥∥∑
j,k
HNj,kf
∥∥∥
s
≤ CN2−N(ε−2β)‖f‖s for s < β < ε.
If s < ε/2, we can choose β so that N2−N(ε−2β) → 0 as N →∞. The proof is finished. 
§3. Proof of Theorem 1
To prove Theorem 1, it suffices to show
lim
L1→−∞
L2→+∞
〈UL1,L2g, bTMbUL′1,L′2f〉 ≤ C‖f‖L2‖g‖L2,
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where C is independent of f, g ∈ Λs ∩ L2. For simplicity, We use DjkMb and D
N
jkMb to express
DjMb1DkMb2 and D
N
j Mb1D
N
k Mb2 , respectively, and recall that
∫
dv denotes
∫
Rn×Rm dv1dv2. For
f, g ∈ Λs ∩ L2,
lim
L1→−∞
L2→+∞
〈UL1,L2g, bTMbUL′1,L′2f〉
=
∑
j,k,j′,k′
〈
MbD
N
jkMbg,
tDjMb1
tDkMb2TMbDj′k′MbD
N
j′k′Mbf
〉
=
∑
j,k
( ∑
j′≥j
k′≥k
+
∑
j′≥j
k′<k
+
∑
j′<j
k′≥k
+
∑
j′<j
k′<k
)〈
MbD
N
jkMbg,
tDjMb1
tDkMb2TMbDj′k′MbD
N
j′k′Mbf
〉
:= J1 + J2 + J3 + J4.
Since J3 and J4 are symmetric with respect to J2 and J1, respectively, we only prove the cases
J1 and J2. Using the one parameter idea, we directly minus functions which we want such that
the almost orthogonality argument holds. Hence we have three remainder terms to handle. The
first two terms are mixed terms, we have the almost orthogonality argument for one parameter
but not two parameters. We do the estimates by the following Theorem 5. The final remainder
term looks like the paraproduct Πb but easier. The terms do not satisfy the conditions Πb(1) = b
and Π∗b(1) = 0. To be precise, we write down J1 as follows.
J1 =
∑
j,k
∑
j′≥j
k′≥k
〈
MbD
N
jkMbg,
∫
tDjMb1
tDkMb2TMbDj′(·, v1)Dk′ (·, v2)MbD
N
j′k′Mbf(v1, v2)dv
〉
=
∑
j,k
∑
j′≥j
k′≥k
〈
MbD
N
jkMbg,
∫∫ [
tDj(·, z1)−
tDj(·, v1)
]
b1(z1)
[
tDk(·, z2)−
tDk(·, v2)
]
b2(z2)
× TMbDj′(z1, v1)Dk′(z2, v2)MbD
N
j′k′Mbf(v1, v2)dzdv
〉
+
∑
j,k
∑
j′≥j
k′≥k
〈
MbD
N
jkMbg,
∫∫
tDj(·, v1)b1(z1)
[
tDk(·, z2)−
tDk(·, v2)
]
b2(z2)
× TMbDj′(z1, v1)Dk′(z2, v2)MbD
N
j′k′Mbf(v1, v2)dzdv
〉
+
∑
j,k
∑
j′≥j
k′≥k
〈
MbD
N
jkMbg,
∫∫ [
tDj(·, z1)−
tDj(·, v1)
]
b1(z1)
tDk(·, v2)b2(z2)
× TMbDj′(z1, v1)Dk′(z2, v2)MbD
N
j′k′Mbf(v1, v2)dzdv
〉
+
∑
j,k
∑
j′≥j
k′≥k
〈
MbD
N
jkMbg,
∫∫
tDj(·, v1)b1(z1)
tDk(·, v2)b2(z2)
× TMbDj′(z1, v1)Dk′(z2, v2)MbD
N
j′k′Mbf(v1, v2)dzdv
〉
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:= J11 + J12 + J13 + J14.
By an almost orthogonality argument, for j′ ≥ j and k′ ≥ k,∣∣∣∣ ∫ [tDj(y1, z1)− tDj(y1, v1)]b1(z1)[tDk(y2, z2)− tDk(y2, v2)]b2(z2)
× TMbDj′(z1, v1)Dk′(z2, v2)dz
∣∣∣∣
≤ C2−(j
′−j)ε′2−(k
′−k)ε′ 2
−jε′
(2−j + |y1 − v1|)n+ε
′
2−kε
′
(2−k + |y2 − v2|)m+ε
′
,
where 0 < ε′ < ε, and hence
|J11| ≤ C
∑
j.k
∑
j′≥j
k′≥k
∫∫
2−(j
′−j)ε′2−(k
′−k)ε′ 2
−jε′
(2−j + |y1 − v1|)n+ε
′
2−kε
′
(2−k + |y2 − v2|)m+ε
′
× |DNjkMbg(y1, y2)||D
N
j′k′Mbf(v1, v2)|dvdy.
Using Schwarz’s inequality and the fact∫
Rn
2−jε
′
(2−j + |y1 − v1|)n+ε
′
dy1 <∞,
we obtain∫
Rn×Rn
2−jε
′
(2−j + |y1 − v1|)n+ε
′
|DNjkMbg(y1, y2)||D
N
j′k′Mbf(v1, v2)|dy1dv1
≤ C
∫
Rn
(∫
Rn
2−jε
′
(2−j + |y1 − v1|)n+ε
′
|DNjkMbg(y1, y2)|
2dy1
)1/2
|DNj′k′Mbf(v1, v2)|dv1
≤ C
(∫
Rn×Rn
2−jε
′
(2−j + |y1 − v1|)n+ε
′
|DNjkMbg(y1, y2)|
2dy1dv1
)1/2(∫
Rn
|DNj′k′Mbf(v1, v2)|
2dv1
)1/2
≤ C
(∫
Rn
|DNjkMbg(y1, y2)|
2dy1
)1/2(∫
Rn
|DNj′k′Mbf(v1, v2)|
2dv1
)1/2
.
Thus, |J11| is dominated by∫
Rm×Rm
∑
k
∑
k′≥k
2−(k
′−k)ε′ 2
−kε′
(2−k + |y2 − v2|)m+ε
′
(∫
Rn
∑
j
∑
j′≥j
2−(j
′−j)ε′ |DNjkMbg(y1, y2)|
2dy1
)1/2
×
(∫
Rn
∑
j
∑
j′≥j
2−(j
′−j)ε′ |DNj′k′Mbf(v1, v2)|
2dv1
)1/2
dy2dv2.
We do a similar argument for variables y2 and v2 again to get
|J11| ≤ C
(∫ ∑
j,k
|DNjkMbg(y1, y2)|
2dy
)1/2(∫ ∑
j′,k′
|DNj′k′Mbf(v1, v2)|
2dv
)1/2
≤ C‖f‖L2‖g‖L2.
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To estimate J12, let
K12(z1, u1) =
∫
Rm×Rm
[
tDk(y2, z2)−
tDk(y2, v2)
]
b2(z2)K˜
1(z1, u1)(z2, u2)b2(u2)Dk′(u2, v2)dz2du2
and K12 be the operator associated with the kernel K12(z1, u1). We claim that K12 is a Caldero´n-
Zygmund operator for k′ ≥ k with
‖K12‖CZ ≤ C2
−(k′−k)ε′ 2
−kε′
(2−k + |y2 − v2|)m+ε
′
for 0 < ε′ < ε.
We assume the claim for the moment and postpone its proof in Theorem 5. Rewrite J12 as follows.
J12 =
∑
j,k
∑
j′≥j
k′≥k
∫ ∫
Rn×Rn
∫
MbD
N
jkMbg(y1, y2)
tDj(y1, v1)b1(z1)K12(z1, u1)b1(u1)
×Dj′(u1, v1)MbD
N
j′k′Mbf(v1, v2)dydz1du1dv
=
∑
j′,k
∑
k′≥k
∫ ∫
Rm
Pj′D
N
k Mbg(v1, y2)b2(y2)
tDj′Mb1(
tK12b1)(v1)MbD
N
j′k′Mbf(v1, v2)dvdy2,
where Pj′ (x1, v1) :=
∑
j≤j′
∫
Rn
Dj(x1, y1)b1(y1)D
N
j (y1, v1)dy1. We use Schwarz’s inequality twice
and obtain
|J12| ≤ C
∑
k
∑
k′≥k
∫
Rm×Rm
(∑
j′
∫
Rn
|Pj′D
N
k Mbg(v1, y2)|
2|tDj′Mb1(
tK12b1)(v1)|
2dv1
)1/2
×
(∑
j′
∫
Rn
|DNj′k′Mbf(v1, v2)|
2dv1
)1/2
dy2dv2.
We first check that Pj′ (x1, v1) is bounded by a Poisson kernel. Set
Pj′ (x1, v1) :=
∑
−∞<j≤j′
∫
Rn
V−1N Dj(·, y1)(x1)b1(y1)D
N
j (y1, v1)dy1
and
Qj′(x1, v1) :=
∑
j′<j<∞
∫
Rn
V−1N Dj(·, y1)(x1)b1(y1)D
N
j (y1, v1)dy1,
where VN =
∑
j∈ZDjMb1D
N
j Mb1 is given in (1.2). Then
f(x1) =
∞∑
j=−∞
V−1N DjMb1D
N
j Mb1f(x1) = Pj′Mb1f(x1) +Qj′Mb1f(x1) (3.1)
in L2(Rn). For |x1 − v1| ≤ 2
−j′ ,
|Pj′ (x1, v1)| ≤ C
∑
−∞≤j≤j′
2jn
(1 + 2j |x1 − v1|)n+ε
≤ C
2j
′n
(1 + 2j′ |x1 − v1|)n+ε
.
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Equality (3.1) shows Pj′(x1, v1)b1(v1) + Qj′ (x1, v1)b1(v1) = δ(x1 − v1), the Dirac δ-function. If
|x1 − v1| > 2
−j′ , then
|Pj′(x1, v1)| ≤ C|Qj′(x1, v1)| ≤ C
∑
j′<j<∞
2jn
(1 + 2j|x1 − v1|)n+ε
≤ C
2j
′n
(1 + 2j′ |x1 − v1|)n+ε
.
By [H, Theorem 2.8],
|Pj′ (x1, v1)| = |VNPj′(·, v1)(x1)| ≤ C
2j
′n
(1 + 2j′ |x1 − v1|)n+ε
.
Therefore,
|Pj′ (x1, v1)| ≤ C
2j
′n
(1 + 2j′ |x1 − v1|)n+ε
for all x1, v1 ∈ R
n. (3.2)
For k′ ≥ k, we assume K12 to be bounded on L
2 with ‖K12‖CZ ≤ C2
−(k′−k)ε′ 2−kε
′
(2−k+|y2−v2|)m+ε
′ .
The Tb theorem showsK12b1 ∈ BMO(R
n). By (3.2) and Carleson measure condition on Rn,
|J12| ≤ C
∑
k
∑
k′≥k
∫
Rm×Rm
(∫
Rn
|D
N
k Mb2g(v1, y2)|
2dv1
)1/2
2−(k
′−k)ε′ 2
−kε′
(2−k + |y2 − v2|)m+ε
′
×
(∫
Rn
|D
N
k′Mb2f(v1, v2)|
2dv1
)1/2
dy2dv2.
Using Schwarz’s inequality and L2-boundedness of G-function, we have
|J12| ≤ C
(∑
k
∑
k′≥k
∫
Rm
∫
|D
N
k Mb2g(v1, y2)|
22−(k
′−k)ε′ 2
−kε′
(2−k + |y2 − v2|)m+ε
′
dy2dv
)1/2
×
(∑
k
∑
k′≥k
∫
Rm
∫
|D
N
k′Mb2f(v1, v2)|
22−(k
′−k)ε′ 2
−kε′
(2−k + |y2 − v2|)m+ε
′
dy2dv
)1/2
≤ C
(∫
Rn×Rm
∑
k
|D
N
k Mb2g(v1, y2)|
2dv1dy2
)1/2(∫ ∑
k′
|D
N
k′Mb2f(v1, v2)|
2dv
)1/2
≤ C‖f‖L2‖g‖L2.
The estimate of J13 is similar to J12, and we leave details to readers. For J14, we write
J14 =
∑
j,k
∑
j′≥j
k′≥k
∫∫∫
MbD
N
jkMbg(y1, y2)
tDj(y1, v1)
tDk(y2, v2)
× tTb(u1, u2)b(u1, u2)Dj′ (u1, v1)Dk′(u2, v2)MbD
N
j′k′Mbf(v1, v2)dudydv
=
∑
j′,k′
∫∫
tTb(u1, u2)b1(u1)Dj′ (u1, v1)b2(u2)Dk′(u2, v2)
×MbD
N
j′k′Mbf(v1, v2)Pj′P k′Mbg(v1, v2)dudv
=
∑
j′,k′
∫
tDj′
tDk′Mb(
tTb)(v1, v2)MbD
N
j′k′Mbf(v1, v2)Pj′P k′Mbg(v1, v2)dv,
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where P k′(x2, v2) :=
∑
k≤k′
∫
Rm
Dk(x2, y2) b2(y2)D
N
k (y2, v2)dy2. By
tTb ∈ BMO and Carleson
measure condition on Rn × Rm,
|J14| ≤ C
( ∫ ∑
j′,k′
|tDj′
tDk′Mb(
tTb)(v1, v2)|
2|Pj′P k′Mbg(v1, v2)|
2dv
)1/2
×
( ∫ ∑
j′,k′
|DNj′k′Mbf(v1, v2)|
2dv
)1/2
≤ C‖tTb‖BMO‖f‖L2‖g‖L2 ≤ C‖f‖L2‖g‖L2.
To estimate J2, we also need to use the almost orthogonality argument, and write
J2 =
∑
j,k
∑
j′≥j
k′<k
〈
MbD
N
jkMbg,
∫∫∫ [
tDj(·, z1)−
tDj(·, v1)
]
b1(z1)
tDk(·, z2)b2(z2)K(z1, z2, u1, u2)
× b1(u1)Dj′(u1, v1)b2(u2)
[
Dk′(u2, v2)−Dk′(·, v2)
]
MbD
N
j′k′Mbf(v1, v2)dzdudv
〉
+
∑
j,k
∑
j′≥j
k′<k
〈
MbD
N
jkMbg,
∫∫∫
tDj(·, v1)b1(z1)
tDk(·, z2)b2(z2)K(z1, z2, u1, u2)
× b1(u1)Dj′(u1, v1)b2(u2)
[
Dk′(u2, v2)−Dk′(·, v2)
]
MbD
N
j′k′Mbf(v1, v2)dzdudv
〉
+
∑
j,k
∑
j′≥j
k′<k
〈
MbD
N
jkMbg,
∫∫∫ [
tDj(·, z1)−
tDj(·, v1)
]
b1(z1)
tDk(·, z2)b2(z2)K(z1, z2, u1, u2)
× b1(u1)Dj′(u1, v1)b2(u2)Dk′(·, v2)MbD
N
j′k′Mbf(v1, v2)dzdudv
〉
+
∑
j,k
∑
j′≥j
k′<k
〈
MbD
N
jkMbg,
∫∫∫
tDj(·, v1)b1(z1)
tDk(·, z2)b2(z2)K(z1, z2, u1, u2)
× b1(u1)Dj′(u1, v1)b2(u2)Dk′(·, v2)MbD
N
j′k′Mbf(v1, v2)dzdudv
〉
:= J21 + J22 + J23 + J24
By using the almost orthogonality, a similar argument to the estimate of J11 shows |J21| ≤
C‖f‖L2‖g‖L2. To estimate J22, we set
K22(z1, u1) :=
∫
Rm×Rm
tDk(y2, z2)b2(z2)K˜
1(z1, u1)(z2, u2)b2(u2)
[
Dk′(u2, v2)−Dk′(y2, v2)
]
dz2du2.
By Theorem 5 below, the operator K22 associated with the kernel K22(z1, u1) is a Caldero´n-
Zygmund operator for k′ ≤ k and
‖K22‖CZ ≤ C2
−(k−k′)ε′ 2
−k′ε′
(2−k′ + |y2 − v2|)m+ε
′
for 0 < ε′ < ε.
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Thus,
J22 =
∑
j,k′
∑
j′≥j
k′<k
∫∫
Rn×Rn
∫
MbD
N
jkMbg(y1, y2)
tDj(y1, v1)b1(z1)K22(z1, u1)
× b1(u1)Dj′(u1, v1)MbD
N
j′k′Mbf(v1, v2)dydz1du1dv.
The estimate of J22, |J22| ≤ C‖f‖L2‖g‖L2, is done by using the same argument as the proof of
J12. Since J23 is a symmetric case of J22, it remains J24 for considering. To do this, we write
J24 =
∑
j,k
∑
j′≥j
k′<k
∫
MbD
N
jkMbg(y1, y2)
∫
Rn×Rm
∫
tDj(y1, v1)
tDk(y2, z2)b2(z2)T˜ b(u1, z2)
× b1(u1)Dj′(u1, v1)Dk′(y2, v2)MbD
N
j′k′Mbf(v1, v2)dydu1dz2dv
=
∑
j,k
∑
j′≥j
k′<k
〈
bg,
∫∫∫
Rn×Rm
tDNj (·, y1)b1(y1)
tDj(y1, v1)
tD
N
k (·, y2)b2(y2)
tDk(y2, z2)b2(z2)
× T˜ b(u1, z2)b1(u1)Dj′(u1, v1)Dk′(y2, v2)MbD
N
j′k′Mbf(v1, v2)dydvdu1dz2
〉
=
〈
bg,
∑
j′,k
∫
Rm×Rm
∫
Rn×Rn
∫
tPj′ (·, v1)
tD
N
k (·, y2)b2(y2)
tDk(y2, z2)b2(z2)T˜ b(u1, z2)b1(u1)
×Dj′(u1, v1)b1(v1)D
N
j′ (v1, w1)P k+1(y2, w2)(bf)(w1, w2)dy2dz2du1dv1dw
〉
:=
〈
bg, ST˜ b(f)
〉
.
If we have, for h ∈ L∞(Rn × Rm),
‖ST˜ b(h)‖BMO ≤ C‖T˜ b‖BMO‖h‖L∞ (3.3)
and
‖tST˜ b(h)‖BMO ≤ C‖T˜ b‖BMO‖h‖L∞, (3.4)
then, for h ∈ H1(Rn × Rm),
‖ST˜ b(h)‖L1 =
∣∣〈ST˜ b(h), sgn{ST˜ b(h)}〉∣∣ = ∣∣〈h, tST˜ b(sgn{ST˜ b(h)})〉∣∣ ≤ C‖T˜ b‖BMO‖h‖H1 . (3.5)
By the assumption T˜ b ∈ BMO and using interpolation between (3.3) and (3.5), we obtain
|J24| =
∣∣〈bg, ST˜ b(f)〉∣∣ ≤ C‖ST˜ b(f)‖L2‖g‖L2 ≤ C‖f‖L2‖g‖L2.
Since the proofs of (3.3) and (3.4) are similar, we check (3.3) only. For h ∈ L∞(Rn×Rm), consider
the operator Sh on BMO(R
n ×Rm) given by Sh(φ) = Sφ(h). We will show that Sh is bounded on
BMO(Rn × Rm). Observe the transport tSh which is
t
Sh(φ)(u1, z2) =
∑
j′,k
∫
Rn×Rm
b1(u1)Dj′ (u1, v1)b1(v1)b2(y2)
tDk(y2, z2)b2(z2)
× Pj′D
N
k φ(v1, y2)D
N
j′ P k+1Mbh(v1, y2)dv1dy2.
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First, we show that ‖tSh(φ)‖L2 ≤ C‖φ‖L2‖h‖L∞ provided h ∈ L
∞. It follows from P k+1bh(·, y2) ∈
L∞ ⊂ BMO and the Carleson measure condition on Rn that
‖tSh(φ)‖L2
= sup
‖q‖L2≤1
∑
j′,k
∫
Rn×Rm
Pj′D
N
k φ(v1, y2)b2(y2)
tDj′
tDkMbq(v1, y2)b1(v1)D
N
j′ P k+1Mbh(v1, y2)dv1dy2
≤ C sup
‖q‖L2≤1
‖q‖L2
{∫
Rn×Rm
∑
j′,k
|Pj′D
N
k φ(v1, y2)|
2|DNj′ P k+1Mbh(v1, y2)|
2dv1dy2
}1/2
≤ C‖h‖L∞
{∫
Rn×Rm
∑
k
|D
N
k φ(v1, y2)|
2dv1dy2
}1/2
≤ C‖h‖L∞‖φ‖L2,
where the last inequality is obtained by the Littlewood-Paley estimate on Rm. Using the Carleson
measure condition, property (3.2), and∫
Rn
2−jε
(2−j + |x− v|)n+ε
2−jε
(2−j + |v − y|)n+ε
dv ≤ C
2−jε
(2−j + |x− y|)n+ε
,
we may obtain that the kernel K(x1, x2, y1, y2) := b
−1(x1, x2)
tSh(x1, x2, y1, y2) ofMb−1
tSh satisfies
conditions (A1) and (A2) since
t
Sh(x1, x2, y1, y2) =
∑
j′,k
∫
b1(x1)Dj′(x1, v1)b2(x2)Dk(x2, v2)b1(v1)b2(v2)
× Pj′ (v1, y1)D
N
k (v2, y2)D
N
j′ P k+1Mbh(v1, v2)dv.
Let
C∞0,0(R
n) :=
{
ψ ∈ C∞(Rn) : ψ has a compact support and
∫
Rn
ψ = 0
}
.
The properties of Dj′(x1, v1) and Dk(x2, v2) give
∫
Rn
∫
b(x1, x2)K(x1, x2, y1, y2)ϕ
1(y1)ϕ
2(y2)dx1dy = 0, x2 ∈ R
m,∫
Rm
∫
b(x1, x2)K(x1, x2, y1, y2)ϕ
1(y1)ϕ
2(y2)dx2dy = 0, x1 ∈ R
n,
for all ϕ1 ∈ C∞0,0(R
n) and ϕ2 ∈ C∞0,0(R
m). The same proof of [HLLL, Theorem 1] implies
‖tSh(φ)‖H1 ≤ C‖φ‖H1‖h‖L∞.
By duality, ‖ST˜ b(h)‖BMO = ‖Sh(T˜ b)‖BMO ≤ C‖T˜ b‖BMO‖h‖L∞ and (3.3) follows.
To complete the proof of Theorem 1, we still need to show the following
Theorem 5. Let b be a para-accretive function defined on Rm and {Sk}k∈Z be an approximation to
the identity associated to b with regularity exponent ε. Set Dk = Sk −Sk−1. Let T be a generalized
singular integral operator associated to a kernel K(z1, z2, u1, u2) with regularity exponent ε. For
k′ ≥ k, define
K(z1, u1) =
∫
Rm×Rm
[
Dk(y2, z2)−Dk(y2, v2)
]
b(z2)K(z1, z2, u1, u2)b(u2)Dk′(u2, v2)dz2du2.
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Then the operator K given by
〈Kf, g〉 =
∫∫
g(x)K(x, y)f(y)dxdy, supp(f) ∩ supp(g) = ∅,
is a Caldero´n-Zygmund operator and satisfies, for 0 < ε′ < ε,
‖K‖CZ ≤ C2
−(k′−k)ε′ 2
−kε′
(2−k + |y2 − v2|)m+ε
′
.
Proof. First we show that K(z1, u1) is a Caldero´n-Zygmund kernel. For fixed z1 and u1,
K˜1(z1, u1)(z2, u2) = K(z1, z2, u1, u2) is a Caldero´n-Zygmund kernel on R
m × Rm\{z2 = u2} with
the norm ‖K˜1(z1, u1)‖CZ ≤ C|z1 − u1|
−n. By the almost orthogonality estimate for the kernel
K˜1(z1, u1)(z2, u2),
|K(z1, u1)| ≤ C2
−(k′−k)ε′ 2
−kε′
(2−k + |y2 − v2|)m+ε
′
∥∥K˜1(z1, u1)∥∥CZ
≤ C2−(k
′−k)ε′ 2
−kε′
(2−k + |y2 − v2|)m+ε
′
|z1 − u1|
−n.
(3.6)
It is easy to see
K(z1, u1)−K(z1, u
′
1) =
∫
Rm×Rm
[
Dk(y2, z2)−Dk(y2, v2)
]
b(z2)
×
[
K(z1, z2, u1, u2)−K(z1, z2, u
′
1, u2)
]
b(u2)Dk′(u2, v2)dz2du2.
Note that K˜1(z1, u1) − K˜
1(z1, u
′
1) is a Caldero´n-Zygmund operator on R
m with
∥∥K˜1(z1, u1) −
K˜1(z1, u
′
1)
∥∥
CZ
≤ C|u1− u
′
1|
ε|z1− u1|
−n−ε for |u1− u
′
1| ≤ |z1− u1|/2. The same argument as (3.6)
gives
|K(z1, u1)−K(z1, u
′
1)| ≤ C2
−(k′−k)ε′ 2
−kε′
(2−k + |y2 − v2|)m+ε
′
|u1 − u
′
1|
ε|z1 − u1|
−n−ε
for |u1 − u
′
1| ≤ |z1 − u1|/2. Similarly,
|K(z1, u1)−K(z
′
1, u1)| ≤ C2
−(k′−k)ε′ 2
−kε′
(2−k + |y2 − v2|)m+ε
′
|z1 − z
′
1|
ε|z1 − u1|
−n−ε
for |z1 − z
′
1| ≤ |z1 − u1|/2. Hence, K(z1, u1) is a Caldero´n-Zygmund kernel with
|K|CZ ≤ C2
−(k′−k)ε′ 2
−kε′
(2−k + |y2 − v2|)m+ε
′
.
Next we show that K is bounded on L2(Rn) with ‖Kf‖L2 ≤ C2
−(k′−k)ε′ 2−kε
′
(2−k+|y2−v2|)m+ε
′ ‖f‖L2.
By duality,
‖Kf‖L2 = sup
‖h‖L2≤1
∫
Rm×Rm
∫
Rn×Rn
h(z1)
[
Dk(y2, z2)−Dk(y2, v2)
]
× b(z2)K(z1, z2, u1, u2)b(u2)Dk′(u2, v2)f(u1)dz2du2dz1du1
= sup
‖h‖L2≤1
(∫
|z2−v2|>8c2−k
+
∫
|z2−v2|≤8c2−k
)∫
Rm
∫
Rn×Rn
h(z1)
[
Dk(y2, z2)−Dk(y2, v2)
]
× b(z2)K(z1, z2, u1, u2)b(u2)Dk′(u2, v2)f(u1)dz2du2dz1du1
:= I1 + I2,
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where the constant c satisfies item (ii) in the definition od {Sk}. For I1, we use the cancellation
property of Dk′ to get
I1 = sup
‖h‖L2≤1
∫
|z2−v2|>8c2−k
∫
Rm
∫
Rn×Rn
h(z1)
[
Dk(y2, z2)−Dk(y2, v2)
]
× b(z2)
[
K(z1, z2, u1, u2)−K(z1, z2, u1, v2)
]
b(u2)Dk′(u2, v2)f(u1)dz1du1dz2du2
= sup
‖h‖L2≤1
∫
|z2−v2|>8c2−k
∫
Rm
(∫
Rn×Rn
h(z1)
[
K˜2(z2, u2)− K˜
2(z2, v2)
]
(z1, u1)f(u1)dz1du1
)
×
[
Dk(y2, z2)−Dk(y2, v2)
]
b(z2)b(u2)Dk′ (u2, v2)dz2du2.
In the above integral, if Dk′(u2, v2) 6= 0, then |u2 − v2| ≤ 2c2
−k′ . Since k′ ≥ k and |z2 − u2| ≥
|z2 − v2| − |u2 − v2| ≥ 6c2
−k, we have |u2 − v2| ≤ |z2 − u2|/2. Hence,
I1 ≤ C‖f‖L2
∫
Rm×Rm
|u2 − v2|
ε
|z2 − u2|m+ε
[
|Dk(y2, z2)|+ |Dk(y2, v2)|
]
|Dk′ (u2, v2)|dz2du2
≤ C2−(k
′−k)ε‖f‖L2
∫
Rm×Rm
2−kε
(2−kε + |z2 − u2|)m+ε
|Dk(y2, z2)||Dk′(u2, v2)|dz2du2
+ C2−(k
′−k)ε‖f‖L2|Dk(y2, v2)|
∫
Rm×Rm
2−kε
(2−kε + |z2 − u2|)m+ε
|Dk′ (u2, v2)|dz2du2
≤ C2−(k
′−k)ε′ 2
−kε′
(2−k + |y2 − v2|)m+ε
′
‖f‖L2.
For I2, by the condition on the support of Dk, we have |y2 − v2| ≤ 10C2
−k. Let η0 ∈ C
∞(Rm)
be 1 on the unit ball and 0 outside the ball B(0, 2) and set η1 = 1− η0.
I2 = sup
‖h‖L2≤1
∫
|z2−v2|≤8c2−k
∫
Rm
∫
Rn×Rn
h(z1)
[
Dk(y2, z2)−Dk(y2, v2)
]
× b(z2)K(z1, z2, u1, u2)b(u2)Dk′(u2, v2)f(u1)dz2du2dz1du1
= sup
‖h‖L2≤1
∫
|z2−v2|≤8c2−k
∫
Rm
∫
Rn×Rn
h(z1)η0
( z2 − v2
c2−k′+2
)[
Dk(y2, z2)−Dk(y2, v2)
]
× b(z2)K(z1, z2, u1, u2)b(u2)Dk′(u2, v2)f(u1)dz2du2dz1du1
+ sup
‖h‖L2≤1
∫
|z2−v2|≤8c2−k
∫
Rm
∫
Rn×Rn
h(z1)η1
( z2 − v2
c2−k′+2
)[
Dk(y2, z2)−Dk(y2, v2)
]
× b(z2)K(z1, z2, u1, u2)b(u2)Dk′(u2, v2)f(u1)dz2du2dz1du1
:= I21 + I22.
To estimate I21, we define K
0(z1, u1) by
K0(z1, u1) =
∫
|z2−v2|≤8c2−k
∫
Rm
η0
( z2 − v2
c2−k′+2
)[
Dk(y2, z2)−Dk(y2, v2)
]
× b(z2)K(z1, z2, u1, u2)b(u2)Dk′(u2, v2)dz2du2.
Let F (z2) := η0
(
z2−v2
c2−k′+2
)
(Dk(y2, z2) − Dk(y2, v2)) and G(u2) := Dk′(u2, v2). Weak boundedness
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property shows that
I21 = sup
‖h‖L2≤1
∫
Rn×Rn
h(z1)K
0(z1, u1)f(u1)dz1du1
= sup
‖h‖L2≤1
∫
Rn×Rn
∫
|z2−v2|≤8c2−k
∫
Rm
h(z1)η0
( z2 − v2
c2−k′+2
)[
Dk(y2, z2)−Dk(y2, v2)
]
× b(z2)K(z1, z2, u1, u2)b(u2)Dk′ (u2, v2)dz2du2f(u1)dz1du1
≤ sup
‖h‖L2≤1
C2−k
′(m+2η)‖F‖η‖G‖η‖h‖L2‖f‖L2
≤ C2−(k
′−k)ε2km‖f‖L2
≤ C2−(k
′−k)ε 2
−kε′
(2−k + |y2 − v2|)m+ε
′
‖f‖L2.
(3.7)
To estimate I22, we use the cancellation property of Dk′ and write
I22 = sup
‖h‖L2≤1
∫
|z2−v2|≤8c2−k
∫
Rm
∫
Rn×Rn
h(z1)η1
( z2 − v2
c2−k′+2
)[
Dk(y2, z2)−Dk(y2, v2)
]
× b(z2)
[
K(z1, z2, u1, u2)−K(z1, z2, u1, v2)
]
b(u2)Dk′(u2, v2)f(u1)dz2du2dz1du1
By the conditions on the supports of η1 and Dk′ , we have |z2−v2| ≥ 4c2
−k′ and |u2−v2| ≤ 2c2
−k′ .
This gives |u2 − v2| ≤ |z2 − v2|/2. Applying (A2), we obtain
II ≤ C‖f‖L2
∫
4c2−k′<|z2−v2|≤8c2−k
∫
|u2−v2|≤2c2−k
′
|Dk(y2, z2)−Dk(y2, v2)|
× ‖K˜2(z2, u2)− K˜
2(z2, v2)‖CZ |Dk′ (u2, v2)|dz2du2
≤ C‖f‖L2
∫
4c2−k′<|z2−v2|≤8c2−k
∫
|u2−v2|≤2c2−k
′
|z2 − v2|
ε2k(m+ε)
|u2 − v2|
ε
|z2 − v2|m+ε
2k
′mdz2du2
≤ C‖f‖L22
−(k′−k)ε2km
∫
4c2−k′<|z2−v2|≤8c2−k
1
|z2 − v2|m
dz2
≤ C‖f‖L22
−(k′−k)ε′2km.
Since |y2 − v2| ≤ 10c2
−k, we get II ≤ C2−(k
′−k)ε′ 2−kε
′
(2−k+|y2−v2|)m+ε
′ ‖f‖L2. Combining with (3.7),
we finish the proof of Theorem 5. 
Note added in revision. Although the T 1 and Tb theorems were obtained earlier than two
decades ago, it is highly desirable to acquire further insight the theory on product spaces. After
the authors submitted the manuscript to arXiv, they learned from Michael Lacey that several
other authors did some extensions in this subject recently. Pott and Villaroya [PV] presented a
nice extension of Journe’s T 1 theorem, and Martikainen [Ma] got a modern approach to things.
Ou [O] also obtained a Tb theorem which includes the advances of the previous two papers. In
a different direction, Hyto¨nen and Martikainen [HM] showed a non-homogeneous T 1 theorem for
two parameters. The authors are grateful to Michael Lacey for bringing these helpful references to
their attention.
The research was initiated when the first author visited Taiwan in April 2009. He acknowledges a
financial support received from NCU Center for Mathematics and Theoretic Physics and hospitality
offered by the Department of Mathematics, National Central University, Taiwan, Republic of
China.
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