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Abstract
In the body there are several natural oscillations, such as blood flow and blood sugar 
levels in diabetes. There is also oscillatory behaviour in the flow of the functional unit 
within the kidney called the nephron. Our aim is to consider a model of the nephron 
in order to better understand how these oscillations come about and what factors effect 
them.
We present a model that has been shown to demonstrate the behaviour of the exper­
imentally observed results. This model incorporates a delay to represent the fluid transit 
in part of the nephron. We then look at various form of the delay. By changing the delay 
form we end up with both an ordinary differential equation model and a delay differential 
equation model.
We discuss how to analyse the model analytically but find that, since this results in 
highly non-linear coupled equations analytical progress is difficult. A variety of numerical 
analysis techniques are used on the systems in order to produce insights into the bifur­
cation structure. These results show qualitatively similar results for the different forms 
of the delay tha t we consider, but there are quantitative differences which suggest tha t 
quantitative comparison with experimental data would be difficult without a thorough 
understanding of the form of the delay.
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Chapter 1
Introduction
In the body many systems undergo self-sustained oscillations tha t arise as a result of 
feedback. These play an essential role in the healthy functioning of the body.
One place where feedback plays a key role is in the kidney. The kidney’s prime 
functions are to remove toxins from the blood and regulate blood pressure. This is largely 
carried out by individual units called Nephrons. There are millions of these units in 
a typical kidney, each of which is self-regulating through a feedback mechanism that 
is known as the tubulo-glomerular feedback. This feedback is not instantaneous and 
moderates the fluid flow into the nephron based on the concentration of salt in the fluid 
near the exit of the nephron.
In this thesis, we explore the behaviour of a mathematical model tha t describes the 
tubulo-glomerular feedback mechanism with particular emphasis on modelling the transit 
time of the fluid through the nephron using different ways of including delay. First, in this 
chapter, we discuss experimental observations of the dynamical behaviour of a nephron 
and previous theoretical work. In chapter two we outline the physiology of the kidney 
and the many processes that occur in each nephron are described. This knowledge is then 
used in chapter 3, where a model originally presented by [1] is discussed. This model uses 
the physiological structure of the nephron and incorporates existing experimental data for 
the functional forms of features where they are known. The model consists of a system of 
delay differential equations, where the delay models the transit time of the fluid. Detailed 
discussion of the dynamical behaviour of the model for different forms for the delay is
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presented in chapter 4. Here the use of analytical techniques is discussed and pursued 
as far as is reasonable. Then we turn to numerical techniques including direct numerical 
integration and numerical bifurcation methods. The key results have appeared in [27]. 
The results for different delays are presented and compared. In chapter 5 we discuss our 
conclusions, summarising the results and what they tell us.
Experiments are typically carried out on nephrons in normotensive or hypertensive 
rats: normotensive rats are rats with regular healthy blood pressure and hypertensive 
rats have been bred to have high blood pressure. Measurements are made of the pressure 
of the fluid within the first part of the nephron. In around 20-50% of cases the pressure 
remains steady [21]. However, self-sustained oscillations can occur for sustained periods of 
over 30 minutes with each oscillation having a period of 30-40 seconds. Whilst in normo­
tensive rats these oscillations appear to be regular, with spontaneously hypertensive rats 
these oscillations become highly irregular. In exploration of the effect of anaesthetics 
on the nephron, Leysacc and Holstein-Rathlou [22] found tha t halothane anaesthetised 
rats had larger amplitude oscillations in the pressure than those under inactin Further 
experiments using microperfusion on rat kidneys showed an array of different behaviours 
that were dependent on both the type of rat and the pressure of fluid within the nephron. 
In Holstein-Rathlou and Leyssac [10] it is shown that the nephron may be in steady- 
state but by increasing the pressure in the first tubule section it is possible to  alter the 
dynamics to sustained regular oscillations. Where oscillations were already present, it was 
found that lowering the pressure would subdue the oscillation to a steady state, whereas 
an increase in the tubule pressure would result in the oscillations gaining in magnitude. 
Large increases in the pressure would result in the oscillations being superseded by chaotic 
oscillations. Further increase in pressure could also dampen out the chaotic oscillations 
with the system returning to regular oscillations.
Further studies showed that the sodium concentration detected at the macula densa 
cells late in the nephroiH was found to have the same oscillations as the tubule pressure at 
the beginning of the nephron, but with a phase lag varying between 1 and 8 seconds [11].
Unother anaesthetic.
^Further description of the macula densa cells and there roles in the nephron can be found in Chapter
2.
It was also found that the magnitude of the oscillations was smaller later in the nephron. 
Studies also revealed tha t the effect of the feedback was felt further than just the local 
afferent arteriole (blood supply to an individual nephron), with a decaying response being 
felt up into the arteries before the branching of two afferent arterioles, [30].
Mathematical models of the nephron either try to demonstrate the feedback oscilla­
tions in the pressure or the concentrations of various solutes within the lower part of the 
nephron. In this latter case, one approach is a compartmental approach. This involves 
modelling four regions of the nephron (descending limb, ascending limb, collecting duct, 
medullary) which are part of the kidney’s urine concentrating functions. In these models, 
there are three tubes exchanging solutes and water with the core, this leads to a central 
core model, as discussed in Stephenson [28]. Here in order to keep the geometry simple 
the flow in each tube is taken to be a one-dimensional radial averaged flow. W ith this 
model it is possible to keep the model of the core simple by taking a constant wash out 
condition at one end and a no flow condition at the other. These conditions give the effect 
of the flow in the vasa recta (blood flow to the region) as it is has the same concentration 
of solutes as the core. For each compartment an equation is required for both the fluid 
flow and solute transport, together with boundary conditions. This leads to eight coupled 
ODE’s for a single solute system. Stephenson [28] uses this model to explore the relation­
ship between the movement of urea and the concentration gradient within the core, which 
leads to water, and in turn sodium, leaving the descending limbs. Keener and Sneyd [15] 
used this type of model to explore the effects of changing hormone levels (these cause 
changes in permeabilty of the walls of certain parts of the nephron). Their results show 
that these hormones could have a dramatic effect on the fluxes tha t leave the the first 
tube, despite this not being the hormone effector site.
Models of the final section of the nephron have been pursued by Weinstein [31, 32, 33]. 
In these there is a careful exploration of the transport of solutes through the walls of the 
collecting duct with particular attention to potassium. Here a far greater range of solutes 
and electrolytes are modeled in an attem pt to assess the type of transport taking place.
As well as models of the nephron, models of the associated blood flow are important. 
In Edwards et al. [6] the blood flow to the medullary is considered. This effects the solute
concentrations in this area which will in turn alter the nephron’s ability to maintain the 
concentration gradient along the nephron. This alters the ability of the collecting duct to 
concentrate the urine.
In Marshall and Trowbridge, [23], a model of the filtration process is set up for the fluids 
entering the nephron from the capillaries. This model shows a drop off in the pressure 
in the arterioles along their length, with a reabsorption out of the nephron taking place 
after a certain distance. This reabsorption is down to the quantity of unfllterable blood 
protein.
Layton, Pitm an and Moore have done a considerable amount of work on a minimal 
model of the nephron. Rather than trying to model the whole nephron they concentrate 
on the ascending limb of the loop of Henle and the feedback response [24]. The feed­
back is represented as a distributed delay. The tubule is modeled by a one-dimensional 
convection-diffusion equation with a flux condition on the walls. This model is then shown 
to have a Hopf point that can be crossed and therefore there are two states of nephron 
flow, one steady-state and one oscillatory.
In two companion papers of 1994 [25, 16], the tubule model of the ascending limb from 
the previous model is used in order to explore the effectiveness of numerical techniques. An 
explicit method for finding numerical solutions of hyperbolic partial differential equations 
is discussed. These techniques are applied to show the descending concentrations as the 
fluid journeys through the nephron. It is also compared with a Crank-Nicolson method 
which shows how the flux-limiting scheme is less prone to dispersion errors.
In Layton et al [17], the authors explore the effects of gains being applied to the 
model presented in [24]. Here the gains are separated into two types, steady-state and 
instantaneous. W ith a steady-state gain, when a shifting of flow rate in the tubule section 
of the model is increased the model will stay at that flow rate, with the whole system 
acquiring a new steady-state around it. W ith an instantaneous gain, the flow rate  and 
the system change state only for a finite time after which they return to their original 
states. By the use of a permeabilty condition tha t was dependent on the external solute 
concentration it was shown that the two types of gain were different. W ithout this though, 
the steady-state and instantaneous gain were the same. By the use of a pulse perturbation
to the flow it was found that an increased amount of solute reached the signalling cells 
at the end of the tubule, with this peaking at a higher point than a step perturbation in 
the flow.
In order to further study the nephron in [18] the model is extended to several nephrons 
with several solutes. This has some similarities to the approach taken in Stephenson, 
[28], but with each nephron based on the model from [24]. The main thrust of the 
paper is towards exploring the accuracy of the numerical approach. Each nephron in this 
approach is treated individually before the fluxes into the surrounding bath are totaled. 
The approach was used for studying the uptake of two solutes, although there is little 
discussion of the physiological results.
The feedback response is made more sophisticated in [20] with the addition of a re­
sponse curve to the model rather than a linear dependence on the flow at the end of the 
tubule. This model is studied to see the effects of perturbations on the system from a 
stable limit-cycle oscillation with relation to the delivery of sodium to the feedback de­
tection site. It was found that in the absence of perturbations the limit-cycle oscillation 
would increase the time averaged salt delivery but not alter fluid delivery compared to 
the steady-state case. With the presence of sustained perturbations the limit-cycle os­
cillations would have larger deviations from the steady-state values for delivery of salt 
and fluid. However small the perturbations it was found tha t the ability of the feedback 
response to regulate was reduced.
In Holstein-Rathlou and Leysacc’s 1987 paper [10] they present a model of the nephron 
with four parts, glomerulus, tubules, feedback and afferent arteriole. Here the model of the 
glomerulus is very detailed and incorporates a micro-perfusion rate into the tubule model. 
The model was used to mirror experiments tha t were performed on rats, it was found tha t 
whilst model could be used to explain the results seen when performing microperfusion 
experimentally, it could not fully explain all behaviour. It was concluded th a t in order 
for changes in behaviour to occur the parameters needed to be set close to the turning 
point of the response feedback curve.
Work by Jensen et al [14] uses a similar model but here the modelling of the glomeru­
lus has been simplifled. Also a different feedback response is taken. The model is sub-
stantially the same as that presented here in Chapter 3. Here they look at the changing of 
the delay time within the model in order to ellict the responses seen in the experiments. 
The model is numerically integrated in order to produce phase portraits, time series and 
power spectrum. It was found by the variation of a single parameter the model could 
show a similar spectrum of behaviour to the experimental results.
Holstein-Rathlou and Marsh took the model from [10] and extended the modelling 
of the tubule in [12]. Here the tubule flow is modelled by expressions derived from the 
Navier-Stokes equations. The paper demonstrates the varied dynamics of the experiments. 
This model predicts that there is a phase shift between the fluid and salt oscillations.
Feldberg et al. [8] carefully modelled both the TGF feedback and the myogenic feed­
back. These models were built up from the properties of the muscle cells within the 
arteriole wall. This resulted in several integrals over some piecewise functions. It was 
seen tha t the myogenic response had an important role in regulating the flow of blood 
into the nephron.
The model presented in Feldberg et al. was used in the model in [1]. Here the 
functions were approximated by a single function that gave a good correspondence in the 
regions that are of importance for the model. The bifurcation structure of the model 
is then presented, with the two-dimensional bifurcation scans further insights into the 
interactions of the parameters can be seen. Although the results could not be tied up 
with experimental results. Similar results are seen in [4], although here there was a 
reflnement of the form of the feedback curve to give a closer correspondence to  th a t seen 
in [8].
In experiments it was seen tha t nephrons that were attached to the same interlobular 
artery showed some synchronisation or asynchronisation between the nephron’s feedback 
and flow. In [13] the model from [1] is extended in order to model two nephrons with 
coupling terms in the arteriole response to the feedback. This gave the synchronous or 
asynchronous behaviour which was seen experimentally. The bifurcation structure was 
found to be unaltered.
In the next chapter we will be taking a careful look at the physiology of the kidney. 
There are many parts of the nephrons in the kidney that need to be understood in order
6
to be able to build an effective model. It is also important to understand the nature of 
counter-current mechanism and osmosis.
Chapter 2
Physiology
The kidney is one of the major organs in the body and has the role of cleansing the 
blood. The blood stream carries substances around the body, which whilst sometimes 
performing important functions, must stay within certain limits so tha t they do not cause 
harm. Also water tha t is in excess of that needed by the cells and organs is carried around 
in the blood, this is called extra-cellar fluid, this also needs to be regulated. The kidney 
performs the role of regulating both the fluid and the substances in the blood; this is 
called osmoregulation. The kidney takes 20-25% of the cardiac blood flow, which leads
to it also playing an important role in controlling blood pressure.
In this chapter in section 2.1 we first give an overview of the structure of the kidney. 
Then, in section 2.2, we discuss in detail the main functional unit of the kidney, the 
nephron. This background information may be found in any good medical physiology
textbook, such as Guyton and Hall [9] or Sukkar et al. [29].
2.1 K idney
This section gives an overview of the functions of the cortex, medulla and nephron, before 
moving on to discussing blood flow within the kidney. In flgure 2.1 a schematic diagram 
of the kidney is shown. All blood enters through the renal artery (a) and leaves via the 
renal vein (b). The waste products that have been filtered out to produce urine, leave 
collecting ducts within the medulla (h) and then travel via the minor calyx, the major
8
calyx (f) and renal pelvis (c). The waste products then leave the kidney through the 
ureter (d) and enter the bladder.
2.1.1 Cortex, M edulla &: Nephron
Figure 2.1: Overview of the main parts of a kidney. The dashed box represents one of the 
regions where the nephrons are located, (a) Renal artery, (b) renal Vein, (c) renal Pelvis,
(d) ureter, (e) interlobar arteries and veins, (f) calyces, (g) renal papilla, (h) medulla, (i) 
cortex, (j) interlobular artery, (k) interlobular vein, (m) arcuate artery, (n) arcuate vein.
The kidney is broken down in to many parts, as shown in figure 2.1. Two im portant 
regions of the kidney are the cortex (figure 2.1(i)) and the medulla (figure 2.1(h)). These 
two regions are separated by the arcuate arteries (figure 2.1(m)). The cortex receives 
a far greater share of the renal blood fiow^ than  the medulla and this allows far higher
The amount of blood flowing through the renal artery, figure 2.1(a)
concentration of nitrous compounds to occur in the medulla. W ith so little blood flow 
in the medulla, the blood becomes osmotic^ with the surrounding fluid as it only ab­
sorbs relatively little solute. The very innermost part of the medulla is called the renal 
papilla, figure 2.1(g). Since the blood flow always enter from the outer cortex region the 
concentration of solutes will be greater the nearer to  the renal papilla.
y
Figure 2.2: Schematic diagram of the nephron and the surrounding blood supply, (a) 
afferent arteriole, (b) efferent arteriole, (c) capillary network, (d) vasa recta, (e) nephron, 
(f) arcuate artery & vein.
W ithin the kidney the main units involved in the filtration and removal of toxins are 
the nephrons, these occur in the dashed box and similar regions of flgure 2.1 and there 
are schematic diagrams of the nephron in flgure 2.2 and 2.3. In a human kidney there are
^has the same solute concentration as
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approximately 1.2 million nephrons but experiments are performed on ra t kidneys tha t 
have only 30,000 nephrons. Since the nephron is the functional unit of the kidney, it is 
on this rather than the whole kidney tha t we focus in detail in section 2.2.
2.1.2 Blood Flow
The blood enter the kidney via the renal artery, figure 2.1(a), this branches in to the 
interlobar arteries, figure 2.1(c). Next the arteries divide again in to the arcuate arteries 
(figure 2.1(m)) and these provide a barrier between the cortex and medulla (figure 2.2(f)). 
The arcuate arteries separate in to the interlobular arteries (figure 2.1(j)), which supply 
the blood to the cortex. The afferent arterioles^ (figure 2.2(a)) come off the interlobular 
arteries and connect to the nephron.
Blood enters the nephron through the afferent arteriole (figure 2.2(a)) and then after 
some has been filtered in to the nephron, it leaves via the efferent arteriole (figure 2.2(b)). 
The afferent and efferent arteriole are a high pressure network, with pressures of about 
lOOmmHg k  60mmHg respectively. The blood enters a low pressure network of capillaries 
that surround the nephron, the peritubular capillaries (figure 2.2(c)), with pressure of only 
10-13mmHg. Capillaries also carry blood but they have thin walls tha t are only a cell 
thick. Depending on how these cells are arranged, the walls can be permeable to both 
water and solutes. The capillary mesh only surrounds the parts of the nephron tha t are 
in the cortex. In the medulla this mesh breaks down in to long loops called the vasa recta 
that run parallel to parts of the nephron, figure 2.2(d). It is this tha t leads to the cortex 
receiving 90% of renal blood ffow and the medulla only 10%, at the renal papilla this may 
be as low as 1-2% of renal blood flow, as discussed in section 2.1.1.
The peritubular capillaries drain in to the venules, tha t connect to the interlobular 
veins. These then combine in the reverse order of that of the arteries splitting. So the 
blood goes from the interlobular veins, to the arcuate veins, the interlobar vein and finally 
in to the renal vein before leaving the kidney.
small version of an artery
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2.2 Nephron
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Figure 2.3: Schematic diagram of the nephron, (a) Afferent arteriole, (b) Efferent arteriole 
(c) Glomerulus surrounded by Bowman’s capsule (d) Proximal tubule (e) Descending limb 
of Henle’s loop (f) Ascending limb of the loop of Henle (g) Macula densa cells (h) Distal 
tubule (i) Collecting duct
The nephron is the part of the kidney that actually sets up and uses the mechanisms 
tha t allow the body to expel toxins from the blood stream, and also reabsorb any vital 
substances, such as amino acids. In order to function efficiently and not be damaged, 
nephrons have a feedback mechanism to control the pressure of the blood flow in to them. 
While each nephron only has a small amount of blood flow, there are a large number of 
them so that, collectively, these small scale control measures have a large effect on blood 
pressure. Figure 2.3 shows a schematic diagram of the parts of a nephron. The afferent 
and efferent arterioles (a and b) carry the blood to and from the nephron, as discussed in
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section 2.1.2 and in more detail later. These connect to the glomerulus (c), which filters 
the blood and is the entry to the nephron. The filtrate then passes though the proximal 
tubule (d) where reabsorption takes place, followed by the loop of Henle (e and f). Next 
it passes the macula densa cells (g) that detect the sodium content and adjust the flow in 
the afferent arteriole accordingly. Finally the filtrate will fiow through the distal tubule 
and collecting duct (h and i). In table 2.1 the relative amount of sodium ions and water 
are shown, this illustrates the high amount of reabsorption tha t is carried out by the 
nephron.
Location (beginning of, unless stipulated) Percentage of Water Percentage of Na"^
left in the Nephron left in the Nephron
Proximal Tubule 100% 100%
Loop Of Henle 30% 30%
Distal Tubule 12% 10%
Collecting Duct 7%
End of Collecting duct 0.5-5%
in Anti-diuresis 0.5%
in Maximal Water Diuresis 7%-b
Table 2.1: Table showing amount of water and sodium ions in the nephron’s tubules as a 
percentage of the amount of glomerular filtrate.
The nephrons come in two separate classes; the cortical nephrons th a t have short 
loops of Henle with the capillaries forming a network about their tubules, and the jux- 
tamedullary nephrons that have long loops of Henle. Cortical nephrons have little written 
about them in the literature (although measurements are taken from them in some exper­
iments), but they will have many of the same properties as the juxtamedullary nephrons. 
Whilst we only cover the movements of sodium chloride and water in detail there are 
many more solutes that are exchanged between the tubule and the blood.
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2.2.1 Afferent & Efferent Arterioles
As discussed previously the afferent arteriole, (figure 2.3 a) is the sole blood supply for 
the nephron, (see section 2.1.2), and is important in regulating the blood pressure going 
in to the glomerulus (figure 2.3(c)). The first part of the afferent arteriole is of fixed width 
but the second has smooth muscles cells to adjust the width. The two major factors th a t 
influence this width are the pressure of the blood coming from the interlobular artery and 
signals from the macula densa cells within the nephron, this will be covered in detail in 
section 2.2.6.
The correspondence between arteriole radius and changes in blood pressure is called 
a myogenic response. This is a localised effect within the vessel wall and is considered a 
property of the smooth vascular muscle cells in the vessel wall. The myogenic response 
acts to minimise the changes in tension of the vessel wall, this means an increase in 
transmural pressure (the pressure asserted on the wall from both sides), and leads to a 
reduction in vessel diameter to reduce the wall’s tension.
The efferent arteriole also has the ability to vary its radius, this means th a t when a 
signal is received from the macula densa cells, a reverse response in the efferent arteriole 
as to that in the afferent arteriole will be observed. There is a pressure drop along the 
efferent arteriole, so tha t the remaining blood in the efferent arteriole is a t adequately 
low pressure for entering the peritubular capillaries. The blood in the efferent arteriole 
is more concentrated than that which entered via the afferent arteriole, this is due to the 
blood mainly consisting of blood cells and plasma, most of the water and solutes will have 
passed in to the nephron.
The hydrostatic pressure entering the afferent arteriole can vary vastly between 75mmHg 
and ISOmmHg, therefore without the feedback responses in the arterioles, the amount of 
filtrate entering the nephron would vary wildly. This would lead to the filtrate travelling 
around the nephron either too fast or slow. If the filtrate moves too slowly then the blood 
would reabsorb too much of the filtrate leading to toxins not being effectively expelled 
from the body. Conversely, if moving too fast then there will not be adequate time for 
reabsorption of vital substances and this would lead to their levels being depleted, which 
could lead to serious consequences elsewhere in the body.
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2.2.2 The Glomerulus
The glomerulus is enclosed in Bowman’s capsule (figure 2.3 (c)) and is where the blood 
gets filtered to take solutes and extra cellular fluid into the nephron. Whilst solutes and 
fluids pass in to the nephron the blood cells and plasma are not filtered though and will 
continue in to the efferent arteriole. An average of 20% of renal plasma flow is filtered 
in the glomerulus which averages at around 120ml/min, but as much as 99% of this is 
ultimately reabsorbed. The filtration of the blood from the glomerulii, (the capillaries of 
the glomerulus), in to the capsular space (inside Bowman’s capsule) is a passive process, 
this is achieved by the blood entering at high pressure, fiOmmHg, whilst the capsular 
space is at much lower pressure, 18mmHg. This leads to the filtrate only flowing one 
way through the permeable capillary walls, which allows particles up to 8nm in diameter 
through, and does not allow any reabsorption.
The glomerular filtration rate can be determined experimentally, this is achieved by 
the measurement of an indicator substance tha t is inserted in to the blood. This sub­
stance must be carefully chosen so tha t it is freely filtered and it cannot be absorbed 
or metabolised. Then in order to find the glomerular filtration rate one simply need to 
measure the indicator level in the blood and urine, and the urine flow rate, this gives
Glomerular filtration rate =  flow rate x Indicator in Urine
Indicator in Blood ’
from Bray et ai [2].
2.2.3 Proximal Tubule
The proximal tubule (figure 2.3(d)) is approximately 15mm long and 57/iin in diameter 
and is very important in the reabsorption of substances. Whilst glucose is filtered through 
the glomerulus into the nephron all of this will then be reabsorbed into the blood supply 
in the proximal convoluted tubule. Only rarely does glucose appear in urine, and occurs 
when the glucose in filtrate exceeds the maximum that can be reabsorbed. These high 
levels of glucose in the blood only usually occur in medical conditions, such as diabetes. 
Also any albumin, a protein, that escapes in to the nephron in the glomerular filtrate
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will be quickly reabsorbed in the proximal tubule, although this quantity is low barring 
disease or damage to the kidney.
In the proximal tubule the sodium ions (Na+) are reabsorbed via an active transport 
mechanism called ATPase, this leads to the sodium ions being transported in to  the 
peritubular capillaries against the concentration gradient. This transport will result in 
potassium ions (K+) being transported in to the cells of the tubule walls from both the 
proximal tubule and the capillaries, but this leaks back out in to the blood. Chloride 
ions (Cl") travel out of the tubule due to the electrical gradient set up by removal of the 
sodium ions. Then due to the concentration difference now that has been achieved by 
this process water will also return to the blood also, this is called osmosis. Overall in the 
proximal tubule about 70-75% of the sodium and water filtered in to the nephron is lost.
2.2.4 The Loop of Henle
The loop of Henle consists of two sections, the descending limb (figure 2.3(e)) and ascend­
ing limb (figure 2.3(f)), which have different properties. The juxtamedullary nephrons 
which have loops of Henle in the medullary set up a concentration gradient th a t results in 
an increased concentration of sodium near the renal papilla. This is also due to  the low 
blood flow through the vasa recta, as discussed in section 2.1.2. The descending limb, 6 
mm long and 15 ^m  diameter, is a permeable tubule that allows free exchange of water 
and solutes, this leads to water passing out in to the surrounding cavity (interstitium) 
and sodium-chloride diffusing in, since the surrounding interstitium has a considerably 
higher concentration.
The ascending limb , 9mm long and 68 /nn diameter, has two parts, the thin ascending 
limb and the thick ascending limb. The thin ascending limb is the part th a t joins with 
the descending limb and is impermeable to water, although solute may passively diffuse 
though it. Most of the ascending limb is of the thick type, here the tubule walls are still 
impermeable to water but there is active transport of sodium out of the nephron. The 
active transport of sodium ions is by ATPase, the same mechanism as in the proximal 
tubule, which leads to chloride ions also leaving the lumen (the space within the tubule). 
The concentration difference across the limb’s wall can be up to 200mOsm/L, this is the
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maximium that may be achieved as otherwise paracellular reabsorption'^ takes over. This 
leads to the concentration in the limb being considerably less than tha t of the surrounding 
interstitium, more concisely the tubule fluid is hypotonic to the interstitium. At the top 
of the ascending limb are the macula densa cells (figure 2.3(g)) which detect the amount 
of sodium chloride in the tubule liquid.
Countercurrent Mechanism
A countercurrent mechanism occurs when a substance is exchanged between two pipes 
that flow in opposite direction next to each other. The interstitium surrounding the loop 
of Henle only has a small blood flow through it, this leads to very little wash out of the 
solutes and water in this area. These interstitium dynamics being small compared to tha t 
of the loop of Henle let us consider the loop of Henle as a countercurrent multiplier. In 
the context of the loop of Henle, the sodium-chloride tha t is pumped out of the ascending 
limb then returns in to the descending limb. Not all the sodium chloride can be absorbed 
in to the descending limb, this together with properties of the blood supply, leads to the 
concentration of solute in the medullary to reach high levels. The fluid th a t enters the 
ascending limb with be osmotic to the surrounding interstitium (i.e the fluid will have 
the same concentration of sodium both in the nephron and the surrounding interstitium). 
The osmolarity^ difference across the wall of the ascending limb can only be 200mOsm/L, 
therefore it is the concentration increase down the descending limb is essential for setting 
up the concentration near the renal papilla.
The vasa recta (blood supply, figure 2.2(d)) is also a countercurrent exchanger. Here 
we have a transfer tha t operates in the reverse way to tha t of Henle’s loop, with water 
and solute leaving the descending limb and re-entering the ascending limb. The vasa recta 
uses passive transport of water and solutes throughout and therefore remains osmotic to 
the medullary fluid. This means that only small amounts of the solutes and water, in 
excess of that entering the via the vasa recta, will be swept out by the blood.
'^reapsorption due to small electrical charge of elements. 
^Concentration of solute per litre
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2.2.5 Distal Tubule, Collecting Duct & Hormones
The distal tubule is 4.6mm long and 40 diameter and collection duct is 21mm long and 
39 jim diameter (figure 2.3h and i) These make the final adjustments to the composition 
of the excreted urine. They can be split in to three sections, early distal tubule, late 
distal tubule and cortical collecting tubule^ and medullary collecting duct. In the latter 
two of these three sections hormones control both the reabsorption of sodium ions and 
the permeabilty to water.
The loop of Henle empties in to the early distal tubule. Here the distal tubule shares 
many of the same properties as the ascending limb of Henle’s loop, with it being virtually 
impermeable to water and actively reabsorbing ions from the tubule fiuid. This leads to 
the tubular fiuid becoming more dilute and for that reason this part is also called the 
diluting segment.
The late distal tubule and the collecting duct both respond to the hormones by varying 
the characteristics of their walls. Active reabsorption of solutes can take place by the use 
of the ATPase mechanism pumping sodium ions out (which the chloride ions then follow). 
Water moves along the concentration gradient but is limited by the permeability of the 
walls. The medullary collecting duct differs by it being permeable to urea, which the 
preceding sections are not.
The control of the sodium chloride reabsorption is done by the hormone aldosterone, 
the larger its presence the more sodium ions tha t will be pumped out of the tubular fiuid. 
The permeability of the walls to water is infiuenced by antidiuretic hormone (ADH), which 
is released in response to the amount of extracellular fiuid in the body. In the absence of 
ADH, the distal tubule and collecting duct are almost impermeable to  water, which results 
in very dilute urine. When ADH is present the walls of the tubule become permeable and 
allow more water to reabsorbed, which can lead to highly concentrated urine, potentially 
up to the 1200 mOsm/L (the concentration of solute at the renal papilla), in humans.
®The late distal tubule and cortical collecting duct are combined as one section as they share the 
similar reabsorption characteristics.
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2.2.6 Juxtaglomerular Complex
Glomerular
Juxtaglomerular cells
Afferent arteriole
Efferent arteriole
Macula densa
Smooth muscle cells
Distal tubule
Figure 2.4; The structure of the juxtaglomerular complex, (a) Glomerulus, (b) Jux­
taglomerular cells, (c) Afferent arteriole, (d) Macula densa cells, (e) Distal tubule, (f) 
Smooth muscle cells, (g) Efferent arteriole.
At the top of the ascending limb of the loop of Henle and the beginning of the distal 
tubule, are the macula densa cells (figure 2.3(g)). These together with parts of the afferent 
and efferent arterioles form the juxtaglomerular complex, as shown in figure 2.4, which 
helps control the blood flow to the glomerulus. The macula densa cells detect the amount 
of sodium chloride in the tubule fluid, this detection is also influenced by the flow rate, 
with higher flow rates resulting in less sodium chloride being detected.
As the concentration of sodium chloride increases at the macula densa cells, the afferent 
arterioles constrict by the renin-angiotensin system^. When renin is produced, angiotensin 
II is released to the juxtaglomerular cells in the afferent arteriole, causing them to constrict 
and lower the blood flow in to the glomerulus. This lower flow causes there to be less 
hydrostatic pressure and hence lower glomerular filtration rates. With a decrease in
?The chemical details of this process will not be explained here.
19
glomerular filtration rate, the flow rate though the nephron slows. W ith the increase 
in transit time up the ascending limb of Henle’s loop more of the sodium chloride is 
reabsorbed, which causes a decrease in the detection of sodium chloride a t the macula 
densa cells. This feedback mechanism is known as the tubular glomerular feedback (TGF) 
mechanism.
When the the sodium chloride lessens, then a angiotensin II reaction is invoked in the 
efferent arteriole, causing it to constrict, whilst a converse reaction in the afferent arteriole 
causing it to decrease its resistance. These mechanisms ensure tha t the consistency of 
the tubular fluid is nearly constant at the beginning of the distal tubule, so th a t correct 
amounts of water and solute may be expelled in the urine.
2.3 Summary
In this chapter we have presented an overview of the kidney and discussed its various 
sections and their properties. This led in to explanations of the blood flow and supply 
through the kidney, which also described the role arteries play in separating the kidney’s 
regions.
The next section went in to detail about the kidney’s main functional unit, the 
nephron. Here we concentrated on the water and sodium chloride, and how they were 
reabsorbed in to the blood or secreted in to the nephron. Also here we presented the coun­
tercurrent mechanism and the cause and effect of the TGF feedback mechanism. Whilst 
missing out some of the finer detail of the nephrons transport mechanism and how solutes 
other than sodium chloride move, we now have sufflcient knowledge of the nephron to 
build a good mathematical model of the nephron.
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Chapter 3 
Models of tubulo-glomerular 
feedback in the nephron
3.1 Introduction
In this chapter we set up a mathematical model for the TGF mechanism in the nephron 
that was originally presented in Barfred et al. [1] and was subsequently used in Garlsson 
and Andersen [4] with a small alteration. An earlier version of this model can be found 
in Jensen et al. [14].
The sections of the nephron that are considered in this model are:
• the afferent arteriole, which contracts in order to regulate the blood flow to the 
glomerulus
• the glomerular filtration, where extra cellular fluid and solute enter the nephron 
e the tubules, that occur before the feedback mechanism delay
• the tubuloglomerular feedback mechanism.
This chapter is dedicated to setting up the model of these elements and discussing dif­
ferent ways of modelling the delay that occurs in the feedback mechanism. We start 
with the glomerulus, then the tubules and tubular glomerular feedback mechanism before 
discussion of the afferent arteriole. The modelling of the nephron is mainly taken from
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Barfred et al. [1] with the differences from the model in this paper being documented as 
they appear.
3.1.1 Glomerulus
The blood enters the glomerulus via the afferent arteriole. A portion of the fluid leaves via 
the efferent arteriole and the rest is filtered through the glomerulus into the nephron. This 
relationship is defined by a mass conservation equation in the arterioles and glomerulus, 
thus
Faff = Ffilt + F eff, (3.1)
where Faff is the flow of blood in the afferent arteriole arriving at the glomerulus, Ffm  
is that leaving through the glomerulus and Ee// is the blood tha t does not pass through 
the glomerulus but leaves via the efferent arteriole. Faff and F^ff can be expressed in 
terms of the pressures, Pa.Pg and Py, of the afferent arterioles, the glomerulus and the
efferent arterioles respectively and R e ,  the flow resistances in the afferent and efferent
arterioles, giving
F a ff  = (3.2)
F e ff  = (3.3)
Now combining equations (3.1-3.3), we get
Next we need to consider the blood plasma flow. We let H a  be the proportion of blood 
cells in the afferent arteriole called the blood hemocrit. The proportion of blood flow th a t 
is then plasma is (1 -  Ha) and similarly plasma is (1 -  He) in the efferent arteriole. The 
plasma conservation equation is
(1 -  H a )F a ff  =  (1 -  H e )F e f f  +  F filt-  (3.5)
The filtrate through the glomerulus, Fjut, is devoid of blood cells and therefore the whole
flow is plasma. Now if we consider the amount of protein in the blood, we get
(1 -  Ha)CaFaff =  (1 “  He)CeFeff, (3.6)
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Blood Flow Blood Plasma Flow
Faff(l-Ha)
f i l t  ^  f l i t
Blood Plasma Protein Flow
Faff(l-Ha )C )Ce
C ^ e ffO -H a )
Figure 3.1: Flows of the glomerulus, (a) Flow in the afferent arteriole, (b) Flow in the 
efferent arteriole, (c) Flow through the Glomerulus. (See text for details)
where Ca and Q  are the concentrations of proteins in the plasma of the afferent and 
efferent arterioles respectively. Here there is no flow through the glomerulus, as in normal 
healthy nephron proteins are not filtered into the capsular space. Using equations (3.2, 
3.3, 3.5) in equation (3.6), gives
(1 -  =  ((1  -  I
This can be rearranged to explicitly give the filtrate flow, thus
(3.7)
(3.8)
Since the transit time involved in the glomerulus capillaries is short, it is assumed 
that the pressure drop is negligible in the glomerulus compared to that of the arterioles. 
It is also assumed that the pressure in the glomerulus and Bowman’s capsule^ have been 
equalised, and is equal to that in the proximal tubule. Since only extra cellular fluid and 
^The part of the nephron enclosing the glomerulus
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solutes crossover in the glomerulus there will be an additional colloid osmotic pressure^ 
difference exerted upon the walls, leading to the total pressure in the glomerulus being
Pg =  P t +  Posm, (3.9)
where Pt is the pressure at the start of the proximal tubule. Given tha t the transport 
time of the filtrate out of Bowman’s Gapsule is very short we can assume th a t the osmotic 
pressure exerted from the capsular space is effectively zero. Therefore we express the 
osmotic pressure purely in terms of the Q , concentration of plasma proteins in the efferent 
arteriole using the well established expression (Jensen et al. [14]),
Posm =  ûCg T  , (3.10)
were a, b are constants tha t have been experimentally determined.
In order to determine the concentration Q  it is necessary to combine equations (3.4) 
and (3.8) to get,
that is
Using equations (3.9), (3.10) and (3.11) becomes
P y -  P t -  aC e -  h C l _  (  Pa -  P t ~  0,Ce ~  hC^
Or rearranging
(P. -  Pt)C, -  aCl -  hCl =  -  1)C„ -  H A ){ P a  - P t -  aC, -  bCl),
Finally, by multiplying out the right hand side and collecting terms we get a single third
order polynomial for Q . Hence,
 ^ ^1 +  Cg +  +  -^[hC a il -  Ha) +  a H a ^  C l
+  -  Fy) +  ~^{o.Ca{l -  H a )  T H a (P t ~  Pq))^  Q  (3.12)
+  ^ ( P f  -  Pa)C'a(l -  Ha) = 0.
^Pressure across the glomerulus due to the differing concentrations on each side
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Biologically reasonable parameters ranges for r  and Pt were established from experimental 
results published in Holstein-Rathlou et al. [13]. We therefore take Pt G [1, 2] and 
r G [0.5,2]. For these values, there is only ever one positive real root of equation (3.12), 
(see figure 3.2,) and therefore we have a uniquely defined value of Q . (Whilst an explicit 
expression maybe derived, the formula for the correct root of the equation will change 
with the parameters and variables do.)
100
50
0
-50
-100
Ce
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r
Figure 3.2: Graphs of the roots of the Q  polynomial, (3.12). It can be clearly seen tha t 
there is only ever one positive root for relevant values of Pt and r.(a) a plot of the real 
parts of the roots of equation 3.12, (b) a projection of the roots into the Pt-Ce plane for 
all values of (c) a projection of the roots into the r -Q  plane for all values of Pt
3.1.2 Tubule dynamics
The filtrate next enters the tubule elements of the nephrons starting through the proximal 
tubule before continuing onto the loop of Henle. The proximal tubule is considered to
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be elastic and have negligible flow resistance, the volume of the proximal tubule is then 
expressed by
(ZV; F  F f.^ fû t -  i^reah ~  ^hen,
where Freab is the amount of fluid that is re-absorbed from the proximal tubule and F^en
dVtis the flow into the loop of Henle. Now taking constant elasticity of Ctub = ^  leads to
filt — Freab — F hen)‘ (3.13)
In spite of the reabsorption of fluids and solutes being dependent on many factors it has 
been shown, that taking Freab to be constant gives a good estimate of the reabsorption 
without further complicating the model (Jensen et al, [14]).
The flow in the loop of Henle is taken to be the difference between the pressures in 
the proximal tubule and the distal tubule, divided by the flow resistance in the loop of 
Henle,
Fhen = Ay — (3. 14)
'^^ hen
where Pd is the pressure at the beginning of the distal tubule and Rhen is the flow resistance 
in the loop of Henle.
After the loop of Henle we have the macula densa cells that react in response to the 
chloride content at the beginning of the distal tubule, and the end of Henle’s loop. These 
determine the level of activation of the muscle cells surrounding the afferent and efferent 
arteriole. Whilst this effect is not instantaneous, the delay that occurs is assumed to be 
a component of the delay that will be introduced into the modelling of the loop of Henle. 
The effect on the efferent arteriole is opposite to that on the afferent arteriole, leading 
to a complementary effect on blood flow. This leads us to be able to simplify the model 
by only modelling the afferent arteriole; in [15] it has been shown that modelling of the 
efferent arteriole has far less of an effect that the afferent arteriole on the flow through the 
glomerulus. Here, it is assumed that reabsorption of chloride out of the loop of Henle is 
not dependent on the concentrations inside the tubule. This lets us model the activation 
based solely on the outflow into the distal tubule, Fhenout-
In order to find the activation level a graph was fitted to experimental data. This gave
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the expression in Jensen et al [14], which states
where
s
4 ,^
1 +  exp ( a  ( — S
(3.15)
1
In
a eg.
Here 4^ rnm, ^eg and '^max represent the minimum, equilibrium and maximum values of 
the activation level, a  is a parameter tha t effects the steepness of the activation curve 
around ^eg, see figure 3.3. The physiological process places restrictions on the shape of 
the curve since the arteriole can only go between a minimum and maximum diameter and 
the experimental data suggests tha t the curve should be S-shaped.
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Figure 3.3: A graph of the activation level (T) against normalised Henle flow )
for various values of a, as defined by equation (3.15). The horizontal lines represents the 
value of T^nax) ^eg and '^rnin from top to bottom.
3.1.3 The Afferent Arteriole
The afferent arteriole consists of two sections with different properties. The first is of 
fixed radius and consists of a fraction p  of the total arteriole length. The second, which
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is assumed to be closer to the glomerulus, can vary its width. The radius is dependent 
on the macula densa cells at the end of the loop of Henle, in this way tubuloglomerular 
feedback occurs. The Reynolds number of the flow with in the afferent arterioles is of 
order one. Therefore arteriole resistance is taken to be proportional to where r  is the 
radius of the active part of the arteriole normalised against its resting value. Therefore, 
the flow resistance of the afferent arteriole, is given by
-Ra = -Ra,o(/? +  (1 “ (3. 16)
with Rafi being the normal flow resistance in the arteriole.
Pressure at the beginning of the arteriole is the arterial pressure Pa and at the end 
it is the glomerular pressure, Pg. Since the flow through part of the arteriole must be 
the same as through the whole we can determine an expression for the pressure at the 
beginning of the variable radius section of the arteriole. This leads to
P g - P a _ P p -P g  
Pa PPafi
that is,
P^ =  / 3 ( F , - P , ) ^  +  P„,
where Pp is the pressure at the join of the two sections of the arteriole. By assuming 
that the pressure drop-off in the variable radius section of the arteriole is linear then the 
average pressure can be represented by
P.. = l ^ ^ ^ \ ( p ,  + P a - { P a - P g ) ^ y  (3.17)
It has been established by experiments that the response of an arteriole to stimuli can 
best be modeled by a second order differential equation of the form,
( « )
Here u  is an effective mass-to-elasticity ratio for the arteriole wall, and d is a characteristic 
time constant describing the damping of the oscillations. P^q is the pressure in the arteriole 
when it is at equilibrium for the current radius and activation level. The modelling of Peg
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is discussed in the next section. Equation (3.18) can be converted from a single second 
order equation to two first order equations by defining K  =  then
— dVr.dV r  _  Pav — Peg 
dt U
Mechanics of the Vessel Wall
This section discusses the mechanics of an arteriole wall, as modeled in Feldberg et al. 
[8]. The reaction of the arteriole wall consists of two components, passive from the wall 
elasticity and active from a muscular response. The passive stress can be put down to the 
connective tissue, in the arteriole wall, that mainly consists of elastin and collagen. This 
stress can be expressed in terms of strain, e =  ^  — 1, where L  is the actual fibre length 
and I/o is the fibre length at zero load. Now, idealised stress, in homogeneous soft tissue, 
can be modeled in terms of strain thus,
o- =  H(exp('y6) - l ) ,
with K  and 7 constants dependent on the tissue. The total passive stress is assumed to 
be the sum of the stress due to elastin and collagen,
0"e =  CeZ +  =  Q z(exp(7efegz) -  1) +  Cco(exp(7co€co) -  1),
where Egz and Eco correspond to the strains from the elastin and collagen fibres respectively. 
In general, the relaxed length of the two fibres are different. Taking the relaxed length of 
the elastin and collagen fibres as Tez,o and Lco,o respectively, we can say th a t aei = -<Jco^  
for some length Lcam that is in the region between L^i and Leo and, hence, the to tal strain
is zero. We can now express the stress in terms of the common strain, e =  ^ -----1, which
gives us
(Te = K l  exp(71E - 1 )  + K 2  exp(72É -  1),
where Ifi, H 2, 7i and 72 are constants. These constants have been estimated by experi­
ments.
The active stress can be expressed as a piecewise linear function of the form,
)  for \e -  trnoj:\ < £»
)
otherwise
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 1 -
</a(e) =
where ^  is the activation level of the muscle. Here at e =  Cmax the overlap between the 
muscle filaments is maximal and, hence, so is the active stress, ^Omax- represents the 
working range of strain, and therefore when strain is equal to  Cmax i  the active stress 
will be zero. Therefore, we can conclude th a t the to tal stress is,
(7 —  CFe (Ta-
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Figure 3.4: The stress-strain relationship for increasing values of 4^  of, from the bottom  0, 
0.2, 0.4, 0.6, 0.8 and 1.0. Param eter values were Ci — 2.7, 71 =  2.0, C2 = 0.25, 72 =  12.0, 
(Tmax = 100, Cmax =  0.25, 6^ =  0.9. The solld line is the to ta l stress, a  and the dashed 
line is the active stress, Œa-
The transm ural pressure. Peg in the arteriole wall, can be calculated by integrating 
through the wall thus
Peg —
ro
dr,
with Vi and To being the radii of inner and outer walls of the arteriole, and Fc is the force 
generated in the circumferential direction divided by the actual cross-sectional area of the 
wall. This can be expressed as.
Req
/ Pi <7e +  (Tg
1 z{ l P  e) 
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with Pi and Po being the inner and outer radii when the pressure is zero. The strain on 
a circumferential layer is dependent on both its position in the wall, z, and the inner 
normalised radius, r^, so
from Feldberg et a l, [8]. Which leads to an expression for P^q of
dz, (3.19)
1 ^(1 +
taking ^  outside the integral, which for the afferent arteriole has p =  1.3. In order to 
evaluate this it is necessary to  integrate it numerically, which would not be convenient for 
our model and, hence, it has been approximated by an analytical expression of the form.
Peg =  1.6(r — 1) +  0.006 exp(10(r — 0.8)) +
4.7
^  6.3 +  7.2r +
1 +  exp(—13(r — 0.4)) J  ’ (3.20)
in Carlsson and Anderson [4].
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Figure 3.5: The relationship between the equilibrium pressure. Peg and the normalised 
arteriole radius, r, for varying activation level, 'F. The solid lines represent the numerical 
integration of equation (3.19) and the dashed lines are from the analytical expression, 
equation (3.20), used in the model.
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This approximation to Pgg is quite good for the range of activation that is of interest in 
this model. The bottom three lines on figure 3.5 represent T =  0 ,0.2,0.4. The parameters 
of interest lie between the "^min and "^max values tha t are set at 0.2 and 0.44 respectively.
It can be seen tha t the analytical approximation for the majority of values of r  is very
good.
3.2 The Governing Equations
In summary, the model for the nephron consists of three ordinary differential equations 
and ten auxiliary equations. Namely,
dP  1
~  ~  P'reab ~  P/ien] j (3.21)
dv
~dt ^  (3 22)
f  (3.23)
together with
Ra — R a , o { P [ I  — ^); (3.24a)
C e  +  ^ ( 2  +  - ^ { b C a { l  — H a )  +  d H a )^
+  (^{Rt — P y)  +  '^ {d C a {l — Ha) +  Ha{Pt ~  Pa))^ Q  (3.24b)
+  ^ ( -P t  — Pa)Ca(l — Ha) — 0. 
Pa ~  Pg  A  Ca
Posm — dCePbCg, (3.24d)
Pg = Pt + Posm, (3.24e)
p. -  p ,
=  - 5 ------ , (3.24f)
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»  =     (3.24h)
1 +  exp ( a  -  5 )
Pav  =  +  (3.24i)
Peg = 1.6(r — 1) +  0.006 exp(10(r -  0.8))
+ ^ ( 6 - 3 + ^ - 2 ’’ + r T i 5 p i 5 y z o : 4 ) ) ) -
These equations are the same as those presented in Barfred [1] with the exception of 
(3.24j). Barfred quote
Peg = 1.6(r — 1) +  2.4 exp(10(r -  1.4))
4.7
7.2(r +  0.9) +
1 +  exp(—13(r — 0.4)) J  '
although subsequent work by Carlsson and Anderson [4] suggest this may have been a 
typographical error.
3.3 Introducing D elay into the M odel
The tubuloglomerular feedback is delayed due to the transit time through the loop of 
Henle and the cascading process, between the macula densa cells and the muscles of the 
smooth arteriole wall. This is coupled to the equations through the activation level
3.3.1 Distributed Delay
In Barfred et al [1] the delay is modeled by a third order system of ordinary differential 
equations. We will now derive these distributed delay equations. In the general case, we 
start with,
Fhenout = --T.- /  e x p { - 9T )F h en {t ~  r)d r, (3.25)
[71 L ). J q
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where n  is the order of delay we wish to take. By differentiating this we get 
dFhanaat T  6Xp(-gT)f%,^(( -  r)
dt 0 — 1)!
Qng.{n-l) exp (~ 6>r)P/ten ft ~  t )
/*o° / Qrig.n-2 Q{n+1)g.{n-l) \
-dr.
T=0
(3.26)
(3.27)
'0 \ (? ^ -2 )!  ( ? i - l ) !
=  9 {Fj.2 -  Fhenout))
exp(-^T)F%en(  ^-  T)dT, (3.28)
(3.29)
Where
and
poo 1
=  ^  e x p (-e r)F ,„ (£  -  r )d r
PLn{t - ' t) =
dF\en 
d(t — t )
Now if we let
poo -1
F/.t =  J  — — g("-'=+')T('-'') e x p ( - 0 r ) F U t  ~  r)dT,
then by the same process as above we come to 
dFj_k
dt (3.30)
Now it can be derived that this leads to a system of n differential equations thus
Fj.i
dFj_k
dt
F j.n + l
Fhenout,
^(^.A;+l — F/./c)
Fhen-
(3.31)
(3.32)
(3.33)
Now we need to find the delay time for the distributed delay which is given by the mean 
of the kernel, ex p (^ T ), therefore
JO
which then integrating by parts gives,
T
T =  P r l  e x p (-0 r) )  dr,
nl n
(71-1)!^
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(3.34)
By setting n = 3 and rearranging equation (3.34) to get 9 gives us the delay from the 
literature,
7.3
dt
dFi_2
dt
dt
— 7^{Fhen — Fj_s),
= ^(^7.3 — ^ 7.2),
3
=  7^{Fi .2 — Fhenout)-
(3.35)
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Figure 3.6: Various orders of delays against r ,  T  =  3.
In figure 3.6 a variety of the delay kernel are plotted, i.e exp(—0r))/((?7 — 1)!).
As can be seen the higher order delay we take the closer we come to a discrete delay but 
at the expense of creating a larger system of ODE’s.
As well as looking a t a th ird  order delay, as presented in the literature, we will compare 
the dynamical behaviour of the mathem atical model of the nephron with both  a second 
order and a first order delay. These take the form.
dF/.2 _  2
— -  ri.2),dt
dFhenout
dt — ^  {Fi.2 — Fhenout),
and
respectively.
dFhenout   1 / ^
J t “
F>henout ),
(3.36)
(3.37)
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The full system of equations describing the system are then (3.21-3.23) together with 
either (3.35),(3.36) or (3.37) as well as the supporting equations (3.24a- 3.24J).
3.3.2 Discrete Delay
Another approach is to consider a discrete delay by simply taking the value of Fhen at 
time t — T, where t is the current time and T  is the length of delay needed to take into 
account the flow through the loop of Henle and the time take to trigger a response in the 
arteriole. In biological systems it is possibly better to have some sort of decaying response 
to the flow as it is not possible for the chemical response to be instantaneous. However, 
since Fhen is smooth, with no sudden jumps, this should present a good approximation to 
the response.
In order to incorporate a discrete delay into the model, we simply take equations 
(3.21-3.23) & (3.24a - 3.24J) and set Fhenmit{t) = Fhen{t -  T).
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Chapter 4 
Bifurcation Analysis of ODE & DDE  
model
4.1 Overview
In chapter 3 ODE and DDE models of the nephron were introduced. In this chapter we 
explore the dynamics of these systems. It is the ODE model with a third order delay tha t 
is discussed in the literature, so we start by considering this system in section 4.2 initially 
considering analytical techniques and then turning to computational methods. In section
4.3 we consider the second order delay and go on to discuss the first order delay in section
4.4 and the discrete delay in section 4.5. The results for all systems are compared and 
contrasted in section 4.6.
4.2 Third Order Delay
The third order delay model was derived in Chapter 3 and consists of equations (3.21)- 
(3.23) along with the auxiliary equations (3.24a)-(3.24j) that describe the physiological 
aspects of the model coupled with equations (3.35) that model the distributed delay. The
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complete model is therefore
1
7, ^  F^ eab Fhen) , (4.1a)
^tub
^  =  v;, (4.1b)
^  ~  -  dVr, (4.1c)
(It (jJ
=  ^ { F h e n - F i ,s ) , (4.1d)
= ^ { F i .3 -  F/.2), (4.le)
 =  ^{Fi.2 -  Fhenout)- (4.If)
along with
Fa — RafiiP F {I — P)r ^), (4.2a)
4 -  C ' g  +  +  ^ ( f ) G o ( l  —  H a)  +  aH a)'^  c l
+  (^{Ft — Pv) +  ^ ( a C o ( l  -  Ha) +  Ha{Pt — Pa))^ Q  (4.2b)
+ F { P ,  -  P,)Ca{l -  Ha) = 0.
-t^ a
Ffilt — (1 -  P o .) ~ ^  ~ ~  5 (4.2c)
Posm  =  CtCe +  b C l ,  (4.2d)
Pg = P t F  Posm, (4.2e)
R -  p.
Fhen — n ’ (4.2f)
»  =  4 > „ a x --------------- ^ r n a . - J i r a i n --------  (4 .2 h )
1 +  exp ( a  ( ^ )  -  5 )
Pav =  l { P ‘- +  P 9 - m - P 9 ) ^ ) .  (4.2i)
Peg =  1.6(r -  1) +  0.006 exp(10(r — 0.8))
H-'P (6.3 +  7.2r +  Y y  ; x p ( A ( r - 0 . 4 ) ) )  '
In section 4.2.1 we briefly discuss what progress can be made analytically in finding
the steady-state solutions and their stability. In section 4.2.2-4.2.4 we turn to  the use of 
numerical methods to further study the dynamics of the system.
4.2.1 Linear Stability Analysis of the Steady State Solutions
The simplest solution of an ODE system is a steady state solution and these can be found 
by setting ^  =  0, where Y  =  {Pt,r,Vr, Fj,2 , FhenoutV■ This gives all the steady 
states regardless of stability, in practice the only observed steady states will be those that 
are stable.
Linear stability analysis allows us to ascertain the local stability of a steady state. If
the steady states are represented by Y q then we consider a small perturbation, y, off the
steady state and let Y  =  Y q +  y, then
f  =  A y, (4.3)
where A is the matrix of partial derivatives, the Jacobian. The general solution of equation 
(4.3) is of the form,
%(() =  E  (4.4)
3
where Qj are arbitrary constants and \ j  are given by the eigenvalues of the m atrix A, 
given in equation (4.3). From equation (4.4) it can be seen tha t the system will only be 
stable if all the eigenvalues have real part less than zero. By varying the model parameters 
it is possible for the stability of a steady state to change, when this happens a bifurcation 
occurs. Different types of bifurcation can occur, for example a steady state bifurcation 
occurs when a single eigenvalue passes through zero whereas a Hopf bifurcation occurs 
when A =  ± iu .
For our system difficulties ensue in even finding the equations for the steady state as 
illustrated in the next subsection.
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Steady States
Setting the left hand side equal to zero for equations (4.1a)-(4.1f) gives
Tî {Pfilt Freab Fhen) ~  Oj
^tub
14 =  0,
p  — p
"  -  dl4 =  0,
u
{Fhen -  T / . s )  =  0 , 
{Fl.s — F/.2) =  0,
{ F 1.2 Fhenout) ~  0 .
Hence we have 14 =  0 and
Fl 3 = F/.2 =  Fhenmt =  Fhen{Pt)-
(4.5a)
( 4 . 5 b )
(4.5c)
( 4 . 5 d )
(4.5e)
( 4 . 5 f )
( 4 . 6 )
This leaves equations (4.5a) and (4.5c) along with the auxiliary equation (4.2a)-(4.2j) to
solve for Pt and r. Starting with equation (4.5c) and using equations (4.2j,4.2i,4.2h), gives
1 
2
This can be rearranged thus,
(^Pa F  P t F  ûC'e +  b C l  — P {P a  ~  P t  — u Q  —  b C ‘1) - ^ ' ^  —  Peg- (4.7)
h (  1 G l p a i  I a
Pa P a
+ p F i + P ''"> Peg =  0 ( 4 . 8 )
\  P a  J  \  P a  /
Which can be solved for Cg, as Peg has no dependence on Q , using the quadratic formula, 
to give
-a ±
a  =
— 46
2b (4.9)
Now using that Q  is a concentration and therefore it must be a positive real number, 
it can be seen that in equation (4.9) that the only physically feasible root to take is the 
positive square root, therefore
■a T
26 (4 .10)
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Now using the functions (4.2c,4.2f), equation (4.5a) becomes
P a ~ P g \  A  C a \  r7> f P t ~ P d
since Ctuh is a non-zero constant. By using Pg — P f\-  aCe +  hC'l, then equation (4.11) 
becomes
That is,
Pa
(4.12)
(1 -  + (  (1 -  I q
R a ‘ V  R a  R ken
-  C a { l  -
Also from the model equation (4.2b),
4- =  (4T3)
~  P a )  +  a H a )^  c l  - b  ^ ( P f  -  P y)  +  - ^ { a C a { l  -  H a )  +  H a {P t ~  P ^ ) ) l  C e
+  ~  Pa)Ca{l — Ha).
Now using equations (4.2a, 4.2f) in equations (4.12, 4.13) leads to,
bCl = {bCa — a) c l  +  (4.14a)
( p ,  -  p .  +  a C .  -  M M L - p i J  ( p _ ,  +  ^ ^ ) )  Q  +  C 4 Pa -  P i ) .
b { ^ R a ,o W + { l- P ) r d  + R eH a)c^ ,=  (4.14b)
—  (  a R a f l iP  +  (1 — P)t “*) +  R e ( b C a { l  — H a ) +  üP a)) d  
-  (  (P, -  Pa)Ra,oW +  (1 -  P)r-") + Re{aCa{l ~  P . )  +  P .( f )  -  Pa))) Q  
- R a ( P t - P a ) G a i l - H a ) ,
Now using equation (4.10), it is possible to express equations (4.14a, 4.14b) in terms 
of Pt and r. This leads to two coupled nonlinear equations with both polynomial and
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exponential terms. These equations are long and cannot be solved analytically and are 
therefore not shown here. Because of the complexity of these equations, the steady-state 
was found numerically by using a Newton-Raphson method on equations (4.5a) and (4.5c). 
Subsequently the steady state was also found using numerical integration in section 4.2.3 
and AUTO in section 4.2.4.
Stability
As mentioned above, in order to calculate the stability, we first need to calculate the 
Jacobian and then determine where the eigenvalues lie in the complex plane. If all the 
roots lie in the left half plane then the steady state is stable. Here we write down the 
form of the characteristic equation tha t determines the eigenvalues.
Calculating the Jacobian
Equation Dependencies
R a r
C e P t , r
F filt P i  ,  r
Posm P t , r
P9 P t  ,  r
Rhen P t
T %3
Pav P t  ,  r
Peg r
Table 4.1: Table of the dependences of the auxiliary equations
In order to successfully calculate the Jacobian of a system with so many auxiliary 
equations it is important to know which equations depend on which variables. Table 4.1 
contains this information, all other parameters are constants. The Jacobian for equations
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(4.1a - 4.If) is,
Club
3 =
dFfiit 1 \  
dPt Rh.cn )
1 dPfut 
Club dr 0 0 0 0
0 0 1 0 0 0
1 dPav i fdPav dPcq\ - d 0 0 —  1 dPequ dPt u y dr dr J a) dPhcnout
T dPt 0 0
- 3
T 0 0
0 0 0 3T
- 3
T 0
0 0 0 0 3T
-3
T
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with
dFfiit n  C b  W ,  { P a ~ P , ) C a d C a \
a a   ^ a p
=  1 +
2 P , a%  '
aPwm a%=  G-r%r +  2bCe —
a%  'o P ï '
dCe {Ra +  ReHa)Ce +  ReCa{^ ~  Ha)
aa 36(p, + + 2(P ,u  + P,(6C,(1 -  a,) + '
+  {{R t ~  R v )R a  +  R e{cL C a{l ~  H q)  +  Ha{Pt —  Pq,))
=  - 4 P a ,o ( l  -  Pr ,
e
- 5ORg 
dr
dPg ap^m  dCa , dCa
-IF  =  ^  =  “ -sT  +
— RgHabCl +  Re{bCa{l — Ha) +  aH  — d)Cl +
-  p,) + -  Pg))Q + & (a  -  Pq)c,(i -  jfg) ap,
ar Pa(36(P, + + 2(P,a + Pg(6C,(l -  (9r '
+  {{Pt — Py)Ra +  Pe(ûCa(l ~  Ha) +  Ha{Pt — Pg)))
dPgy ^  1 /  Rg,oP\ dPg
aa  2^ p, a ? /
dr 2 \  dr \  dr Ra R l dr J  J  '
-  1.6 +  0.06 e x p (1 0 ( r -0 .8))+  Î - ( 7.2 -  61-1 exp (-13 (r -  0.4))
dr \  (1 +  exp(—13(r -  0.4))2y ’
^Peg 4.7 \=  (6.3 +  7.2r +
dPhenout \  1 +  exp( —13(r — 0.4))y dP^enout^
"  ^mm) GXp
dPihenout Fheufi (1 +  exp -  S
2 5
dPhen  1
aa & en'
The eigenvalues, A, are given by det(J -  AI) =  0, where
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I J - A I I  =
1 (  dFfiit
Rhe - A
0
1 dPa
w dPt
3 dFhen 
T  dPt
0
0
aPf,.filt
Ctub  V  d P f  Phen
- A
1 dFfiit 
Ctuh dr
- A
1 / dPa
dr
dPe,
dr
0
1
- d - A
0 - 3 - A
0
0
-1 dPe
^ dFhcnout 
0
0 0 3T
- 3
T - A 0
0 0 0 3T ÿ - A
- A 1 0 0 0
—d — X 0 0 -1 dPeq(jj dr dr J a) dFhenout
0 0 ÿ - A 0 0
0 0 3T
- 3
T -A 0
0 0 0 3T ^  -  A
filt
Ctub a r
0
1 dPa
w dPt
3 dFher 
T  dPt
0
0
1
-d — A 
0 
0 
0
A
^ dFhcnout 
0
0
= f - \ .
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|J  -  All =  -
1 (d F n
a tub
filt
a a Rhen J
/ - d - A 0 0 - 1  dPeqU> dFhenout
A
0 ÿ - A 0 0
0 3T A 0
V 0 0 3T ÿ  -  A
+
1 f  dPav dPeq \ 0 0 — 1 dPeq \OJ dr dr j dFhenout
0 ÿ - A 0 0
0 3T ÿ - A 0
0 0 3T ^ - A /
+ 1 aPf;filt
Ctub dv
1 dPa
OJ dPt
3 dFherx 
T  dPt
0
^ - A
T # - A
1 (  dF,ifilt 1
a tub
+  -
dPt Rhen J  
1 aE /if ta a u
A
0
\{d  +  A)
0
1^
CÜ
aa„  a a
ar a a
ÿ - A
3
T
0
dr
0
0
3
T
dr
A
A
u
1 f  dFfiit 1
Ctub V dPt Rhen
- A a aeq
a ahenout
- A
+
1
1 dPfiit a aeg
Ctubdd dr dFfiejioitt
1 A
3 dFhen 
T  dPt
0
0
l - A
—I  — A
— 1 dPeq
hJ dFhenout
0
0
- 3 - A
eg
Ctub V a a  Rhen 
1 dFfiit dPgy
ar a a
A I [ X[d +  A) 1 /  dPny a aeg
UJ dr
+ 27 aa/,z( a aeg
dr J J
(4.15)
This is a degree six polynomial for the six eigenvalues of the system. In order for a steady 
state bifurcation to occur the constant term in the characteristic polynomial, (4.15) must
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be zero. The constant term of equation (4.15) is
{ J L A . I P  - F  i l A f P  1 d F fu td P a d  2 7 , 27 dFfiu dPg, dFuen
VC<„6 5 p J  " ' " h a /  "" C,„tw dr dPt J  T^Ctubüj dr dF f^r^t d P , '
which means for a steady state we require
+  (4.16)
The value of the constant term was found numerically for the steady-state for a range 
of parameter values. The constant term was always positive, suggesting tha t for the values 
of interest no steady-state bifurcation can occur.
Hopf bifurcations occur when a pair of complex conjugate purely imaginary eigen­
values arise. It is difficult to identify whether this is possible for this system from the 
characteristic equation and so we turn to numerical methods.
4.2.2 Numerical Methods
It is clear that analytical progress is difficult and in order to find further insights into the 
dynamics of the system it is necessary to perform some numerics on the system. Two 
different approaches can be taken to this, firstly it is possible to perform numerical time 
integrations of the system and secondly one can use continuation methods.
Comparison of techniques
For time integration the first advantage is that it is easy to code up. It can therefore 
get quick results but at a computationally heavy cost. Advances in computer speeds 
mean that it is now possible to get a good overview of how the dynamics change with 
varying parameters in a matter of hours rather than days or weeks. In order to produce 
a brute-force bifurcation diagram of equations (4.la-4.If) a Poincaré section is taken, 
this involves taking interactions of the phase portrait with a plane. The best plane to 
take for our system is 14 =  0, as all orbits will intersect or lie on this plane and finding 
intersections are simply a matter of a change of sign in equation (4.1c). This approach 
can lead to ‘ghosts’ appearing on the bifurcation diagram, these are produced by the orbit 
touching the plane but not intersecting it and by orbits tha t lie in the plane. The second
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problem is that the an orbit can take an extremely long time to settle clown to a stable 
orbit or steady state, which can lead to bifurcations appearing to take place earlier than 
the true value. By taking progressively longer time integrations, it can be seen tha t the 
bifurcation values approach their true values. Noise is also an issue, which comes from 
the fact that using time integration does not lead to an exact value for the intersection 
with the plane. One could produce a more accurate value for the intersection point by 
interpolation, but in practice since the time step was small this was not done and values 
of the dependent variables for the last timestep before I4  changed sign were used. Using 
numerical integration only the stable steady solutions of the system can be found, as 
any small perturbation from an unstable solution will lead to the orbit tending towards 
a stable solution. Small perturbations always occur due to the limited precision of the 
computer. Stable steady-state solutions can be tracked as a parameter in the system 
varies. An indication tha t bifurcations have occurred can be seen by plotting a measure 
of the solution against the parameter.
With continuation methods it is possible to accurately locate both stable and unsta­
ble steady-state solutions and bifurcation points up to machine precision. Continuation 
methods also have the advantage of being able to follow paths of bifurcation points in 
parameter space. The ability to trace round folds means co-existing orbits maybe shown, 
whereas these would simply appear as abnormalities in brute force bifurcation diagrams. 
Once coded continuation techniques produce results far more quickly than direct nu­
merical integration. However it is only computationally possible to take continuation 
techniques past so many period-doubling bifurcations, this is due to limiting precision 
that computers can store numbers to. Therefore when looking at chaotic regions it is far 
better to use time integration techniques.
Softw are
As well as there being different mathematical techniques for production of a bifurcation 
diagram, there is also a variety of software in which to implement them. In order to 
produce a Poincaré section, a Fortran program was used. For this an off-the-shelf fourth 
order Runge-Kutta routine was used. In order to use this it was necessary to write
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routines that calculate the values of the ODE’s (4.la-4.If) and their auxiliary equations, 
(4.2a-4.2j). This was followed by constructing loops to integrate over a set amount of 
time. When running the system over the first set of iterations the intersections with the 
plane were not considered. This was to allow the system to relax onto a stable state. 
After this a second run was taken and all intersections with the plane were w ritten to a 
file. It was necessary to find a small enough step size in order tha t method traced the 
solution successfully and to compute for long enough in the first stage so th a t the solution 
was sufficiently close to the stable solution before intersections with the plane were taken. 
The step size and the length of integration time were found by experimentation until the 
amount of computation time needed outweighed the quantitative accuracy gains.
Implementing the continuation for the ODE delay systems, a well established contin­
uation package was used called AUTO 97 [5]. A big advantage of using AUTO was that 
the input files needed to be written in Fortran, this meant that some of the subroutines 
used for the time integration could be recycled, with only minor alterations to the way in 
which some of the parameters were handled. In order to build up a bifurcation diagram 
in AUTO it is necessary to execute a number of runs, each of which requires a separate 
constants file to trace an individual property, for example tracing periodic-orbits in one 
parameter or tracing a Hopf bifurcation in two parameters. Although the constants file 
contains a lot of items, the documentation tha t is freely available contains a good concise 
explanation of each constant. This coupled with the fact that many demonstrations of 
AUTO’s capabilities are included, means tha t with some reading and informed guesswork 
results can be produced. In spite of the complexity of the input files, the process of tracing 
and swapping branches is relatively automatic, with only a few changes in each constants 
file.
When tracing a feature in two parameters the dimension of the system th a t AUTO 
uses to trace the point is greater than that of the number of ODE’s. For example, to trace 
a Hopf bifurcation a 3d +  2 dimension system is constructed, where d is the dimension 
of the ODE system. As standard, AUTO is set up with a maximum of a 12 dimensional 
system for any system, including those internal to AUTO. The reason for this number 
being so low is to reduce the computational requirements of the program. To override this
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setting it was necessary to recompile the AUTO code from it original source files with an 
adjustment to the compilation constants file.
For each run, AUTO outputs three files as well as screen output. For brevity and 
clarity the screen output is best, giving information on the start and end points, as well 
as parameter values for any bifurcations that occur. In one file all the points calculated 
are listed, together with their stability and labels indicating what, if any, bifurcations have 
occurred. AUTO does have a command to graph the output files, this is not the best tool 
to use. It is therefore necessary to carefully format the output so tha t the column labels 
are the same. There is a constraint on the number of parameters and variables th a t can 
be written to output files. Also only certain attributes may be written, this leads to files 
consisting of the active parameter values, a norm, the maximum of some or all functions 
and stability information.
AUTO is very good at following the dynamics of the system past bifurcations, it 
is limited in detecting bifurcations that occur too close together. When a system is 
undergoing a period-doubling cascade the bifurcations eventually occur so close together 
tha t AUTO is unable to detect the bifurcation, and effectively steps over it. Often AUTO 
reports back that an error has occurred in this situation. Another point to beware of 
is setting the maximum step size too high. A large step-size means quicker results and 
AUTO still being able to accurately trace the result, it can result in bifurcations not 
being located with sufficient accuracy. Whilst it will be possible to trace from these 
bifurcations, it can easily make an inaccurate assessment of whether a bifurcation is sub 
or super-critical.
A discussion of the software used for the study of discrete delay systems is found in 
section (4.5.2).
4.2.3 Fortran Results
In fortran a program was written to produce time series for our system, these were then 
used to produce a brute force bifurcation diagram. All calculations were performed using 
double precision variables and a fourth order Runge-Kutta numerical integration scheme. 
The system has 21 possible control parameters most of which are either quantities tha t
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have been measured experimentally or whose values have been derived by fitting to ex­
perimental data. Previous studies have used T, the delay time and a  the steepness of the 
response curve as control parameters and fixed the value of the other parameters; we do 
the same thing here. The parameter a  is a measure of the excitability of the response 
(T) to changes in chloride concentration at the top of the ascending limb. By increasing 
this parameter we can illicit more extreme reactions as the response curve gets steeper, 
Experimental observations indicate that nephrons can move from regular steady or peri­
odic behaviour to chaotic behaviour as rats change from being normo- to hyper-tensive 
and this change from normal to hypertensive corresponds to a change in a  [21].
The values of the constants are given in table 4.2. For steady-states of the system we 
know that =  0, it is therefore important tha t our ’numerics’ agree with this result.
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Figure 4.1: Time series plot of with a = 2 ,T  = 3 and other parameters as table (4.2)
In figure 4.1 it can be seen that the solution is converging to a steady-state with 
Vr = 0, albeit slowly. Whilst faster convergence would be desirable, for our purposes 
the current rate of convergence will suffice. For the rest of the variables the steady state 
values are shown in the table adjacent to figure 4.1, this show that F /^ 3 =  F j g =  Fhenout 
as established earlier. From these it can seen that this steady-state also satisfies the
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Parameter Value Description
P a 13.33 kPa Arterial blood pressure
P v 1.33 kPa Venous blood pressure
P d 0.6 kPa Distal tubule pressure
P a ,0 2.44 kPa (s/nl) Flow resistance in the afferent arteriole
R e 1.87 kPa (s/nl) Flow resistance in the efferent arteriole
R h en 5.33 kPa (s/nl) Flow resistance in the loop of Henle
P'tub 3.0 nL/kPa Proximal tubule elasticity
H a 0.5 Arterial hematocrit
Preab 0.3 nL/s Proximal tubule reabsorption
Phen,0 0.3 nL/s Equilibrium flow in the loop of Henle
C a 54.0 g/1 Concentration of plasma in the afferent arteriole
a 0.0217 kPa (1/g) Osmotic pressure - protein concentration relation constant
b 0.00039 kPa (l/g)^ Osmotic pressure - protein concentration relation constant
ÜÜ 20.0 kPa s^ Natural frequency of arteriole oscillation
d 0.04 s~^ Damping parameter
P 0.667 Fraction of the afferent arteriole tha t has fixed radius
^ m in 0.2 Lower bound of the activation level
^ m a x 0.44 Upper bound of the activation level
O j# Equilibrium value of the activation level
Table 4.2: List of model parameters. Based on those of Carlsson and Anderson [4]. 
restraints put on it by the physical nature of some variables, i.e. they are all positive.
B ru te -fo rce  b ifu rca tio n  d iag ram
In Figure 4.2(a) the brute force bifurcation diagram is shown, generated by taking the 
Poincaré section through K  =  0. An indication that we have integrated for long enough 
to give a reasonably accurate picture of the behaviour is that there are few transients ap­
pearing around the bifurcation points. W ith a Poincaré section, after a Hopf bifurcation 
there would normally be two intersections with the plane for the period one orbit. How-
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Figure 4.2: A brute-force one dimensional bifurcation diagram for varying a . T  =  3.0.
ever, for clarity, one branch has been removed and only the intersections when ^  >  0 
are shown. This brute-force bifurcation diagram tells us that there is a Hopf bifurcation 
at a — 3.1, followed by a period doubling at CK 6.9, then further doubling to period 4 
at Of % 10.9. This demonstrates that there is a period doubling cascade into chaos as a  is 
increased. At a  ~  9.0 there is a sudden drop that could indicate that a bifurcation has 
taken place, but it is not possible to get any firm results about this using this method. 
At CK % 13.5 a period 5 window is encountered, although on this diagram it has some 
transient interference, which is typical in a period-doubling cascade of this nature. These 
results agree with those of Carlsson & Anderson [4], who used the same model.
In figure 4.3(a-d)(i), phase portraits in (r,%.) space can be seen for increasing <a, which 
illustrate the features seen in the bifurcation diagram. From this it is clear tha t a period- 
doubling cascade has occurred with period 1,2,4 k  8 orbits observed. By increasing a  
further we enter a chaotic region; the orbit shown in figure 4.4 indicates this. It can 
be seen that whilst the motion is confined to a definite region in phase space, the orbit 
does not settle down to a simple periodic orbit. It would therefore appear tha t by just 
altering the parameter a  we can elicit the behaviour of both normo and hypertensive rats 
as observed in experiments, see [21].
In our model the delay for the response is modelled by three ODE’s, the third of 
these, Fhenmh feeds back into the response equation. Fhen is entirely dependent on Ft in
53
1.2
0.8
0.6
1.3 1.4 1.5 1.6 1.7 1.8 1.91.1 1.2
0.20
0.15
0.10
0.5, .0.0510 20 30 40 5&
time
(b )( i)   ^ ^  ' ' 2 ( b ) ( i j A
. r
/  \ T  1.5 / \  M\  V
:
1
1
0.5
/ \
\  / \/ \y
0.20
0.15
0.10
1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 10 20 30 40
time
500.05
>
0.8
0.6
1.1 1.4 1.5 1.6 1.71.2 1.3 1.8 1.9
0.20
0.15
0.10
0.5, 10 20 30 40
time
1.6
( # )
1.2
0.8
0.6
1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9
0.20
1.5 0.15
0.10
0.5, 10 20 30 40
time
Figure 4.3: (i) Graphs of the orbits in the (r,K ) plane for varying a. (ii) Time series 
plots of the some of the principal variables for varying a. (a) a  =  4 (b) o; =  8 (c) a  =  11 
(d) a  =  11.5. T=3 for all plots
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Figure 4.4: Graph of the orbit for a  = 12.5 and T  =  3, all other parameters are as table 
(4.2)
a linear fashion, see equation (4.2f), and it should therefore be a scaled version of Pt tha t 
is delayed by the times T. In figure (4.3(a-d)(ii)), it can be seen that Fhenout is indeed 
aping the behaviour of Ft except for a delay that does correspond to the time T.
4.2.4 AUTO Results
In figure 4.5 a one-dimensional bifurcation diagram from AUTO is plotted, for T  =  3.0. 
In this case the maximum of Ft is plotted since this leads to no spurious intersections 
in the bifurcation diagram. Stable states are shown with a solid line and unstable states 
with a dashed line. Where the stability changes on figure 4.5, the leftmost line indicates 
the steady-state, which undergoes a Hopf bifurcation at a  — 3.37, followed by period- 
doublings at a  =  7.4 ,11.1,11.8, After the last period-doubling AUTO is no longer capable 
of following the orbits any further due to the bifurcations occurring too close together for 
the computer to be able to differentiate between them. By using AUTO it is easily
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Figure 4.5: A one dimensional bifurcation diagram for varying a  produced using AUTO. 
T  =  3.0
Bifurcation Time integration Continuation
Hopf 3.06 &37
Period doubling 1-2 6.9 7.4
Table 4.3: Values of bifurcations in figures 4.2 and 4.5
established that no bifurcation occurs at a  % 9 as was suggested by the brute force 
bifurcation diagram shown in figure 4.2. This bifurcation diagram has the same qualities 
as that produced in Barfred et al. [1], although small differences are to be expected as 
the model has some slight changes in the constants used to calculate T as discussed in 
Chapter 3.
When comparing the two diagrams 4.2 and 4.5, apart from the feature a t A 9 in 
the brute force diagram, it can be seen that the qualitative results are very similar. Both 
exhibit the same steady state as would be expected, in spite of the graphing differences. 
This is followed by a similar series of period-doublings. The actual bifurcations on the 
diagrams occur at different values of a , which whilst the difference is not large it is 
significant, see table 4.3. The errors in the brute force bifurcation diagram can be put 
down to not integrating over a long enough time for the solution to settle down to its
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stable state. Subsequent runs of the brute force numerical method confirmed that the 
longer the time allowed for the solution to settle down the closer the agreement with 
AUTO.
-  - Stable
—  Unstable
1.95
1.85 14 20
a
Figure 4.6: A detail of a one-dimensional bifurcation diagram. Parameters are as in table 
4.2 and T  = 6.5. For explanation of annotations see text
By changing to a higher value of T  we hit a more complicated bifurcation structure 
occurs than shown in figure 4.5 for T  = 3.0. For example, by taking T  =  6.5 as in 
figure 4.6, we no longer get a well ordered period doubling to chaos but instead hit a fold 
bifurcation after the Hopf bifurcation. This figure shows a stable period-one orbit occurs 
at a  =  12 this becomes unstable at a saddle-node bifurcation at (1). The path  of the 
period one orbit now traces back on itself before reaching point (2) where it turns again at 
a second saddle-node bifurcation and regains stability. This period one orbit, then period 
doublings at point (3), creating a period-two orbit. The period-two orbit itself period 
doubles at point (4). For a  % 13.6 to a  % 17.4 we have co-existing stable solutions.
One of the main advantages of continuation methods, (as discussed earlier), is the
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Figure 4.7; Two dimensional bifurcation diagram, with all other param eters as table (4.2).
ability to trace bifurcations in two parameters. In figure 4.7 a bifurcation diagram is 
shown in the (T ,a) plane.
It can be seen th a t the region between T  =  2.4 and T  = 7 has the most diverse 
dynamics. As you increase T  the Hopf bifurcation occurs at higher values of a , and 
appears to be reaching an asymptote at about a  =  12. It is now possible to see th a t when 
T  =  3 the a  bifurcation scan will just touch the apex of the fold bifurcation th a t occurs, 
this leads to  the “feature” at a  % 9.0 on the one-parameter diagrams as mentioned in 
section 4.2.3. W ith the introduction of the fold bifurcation the dynamics in one dimension 
are no longer so obvious, as in the case of T  =  6.5 we will hit the fold for higher a  first, 
before returning to  undergo a period doubling. Looking at figure 4.7 in isolation the lower 
fold and period doubling may appear close but these are in fact well separated in the one 
dimensional scan (figure 4.6 (1) and (4)). In the central region of figure 4.7, (T G [3.5, 6]), 
the dynamics undergo not only the forward period-doubling bifurcations th a t were seen 
earlier but also reverse period-doubling bifurcation.
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Before commenting further on this bifurcation structure we first consider the corre­
sponding structure for a second order, first order and discrete delay in turn.
4.3 Second Order D elay
The second order delay model has a delay of the form Û^Texp(—ÛT)N(t — T ) d r \  which 
leads to
dt 
dr 
dt
dt 
d^i,2 
dt
dF henou t
d t
This will give us a delay of
/n i^filt Ff^ai Fhen)i 
^tub
(4.17a)
K , (4.17b)
Pav -  Pe,
u (4.17c)
2
7^{Phen ~ (4.17d)
2
m\Pl,2 Phenout)) (4.17e)
■>00
32T =  r{6 re x p (-^ r))d r .
=  [-é 'r e x p (-^ r)]^  4- [ - 2rex p (-^ r)]~ -f-  
2
-2 exp(—^ r)
ë
Here the hump in the kernel is slightly further away from the our delay time T, see figure 
3.6, therefore our Fhenout will have a smaller range than in the case of the third order 
delay.
4.3.1 Linear Analysis
It is not necessary to find the steady states of this systems since they will be exactly same 
as those found in section 4.2.1, and will result in equations (4.14a - 4.14b). However, the
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stability of this steady state will now be determined by a fifth order polynomial, thus
| J - I |
0 —A 1
- ( f - A  0
T d P t ^  
0
- I  -  A
2
T
_______ .p
0
-§ A
• 1 d 
1 d
{Ffilt -  Fhen) -  A^ X{d +  A) ^ — +  A^ -  ~Q;^{Fav -  Peq) ^
1 d
4.3.2 AUTO Results
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Figure 4.8: One dimensional bifurcation diagrams over a  for second order delay . T  =  4.5
In figures 4.8, 4.9 a bifurcation diagram and a bifurcation set of the second order 
delay case can be seen. In figure 4.8 for T  =  4.5, on increasing the value a  there is a 
clear Hopf bifurcation followed by some period doublings: the period-doubling cascade 
has very small changes in the maximum of Ft so that the results are not clear.
On the two-dimensional bifurcation diagram (figure 4.9) the value at which the Hopf 
bifurcation occurs increases quickly in a  as we increase T  but has started leveling out by
60
1 5
12.5
1 O
2.5 H o p f
P e r i o d —d o u b l i n g  
S a d d l e - n o d e  b i f u r c a t i o n
2.5 1 O
T
Figure 4.9: Two dimensional bifurcation diagram over T  and a  for a second order delay.
T  =: 8. This continues to  level out for higher T  (and a) until it plateaus at a  % 18. Above 
T % 3.2 a saddle node bifurcation has appeared, within this region enclosed by this curve 
more complex dynamics occur with many period-doubling appearing in both  directions.
4.4 First Order D elay
W ith the first order delay model we take a delay of the form 0 e^p{—Or)N{t — r)(ir, 
which leads to
1
dt Ctub
I  =
dVr
dt
dt
Fgy  —  Peg 
UJ
— dVr,
rp ( Fhen Fhenout ) j
(4.18a)
(4.18b)
(4.18c)
(4.18d)
Here the we have an exponentially decaying effect as for Fhen{t) as t increases.
4.4.1 Linear Analysis
As with the previous models using the higher order delays, the first order or weak delay 
will result in the same steady state. This is confirmed when deriving expressions relating
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to the steady state. When solving the system for the characteristic equation, we arrive at 
a fourth order polynomial but this is still intractable. We still require that the constant 
term of the characteristic equation equals zero in order for a steady state bifurcation 
occurs, this leads to the same expression as in sections 4.2.1 and 4.3.1.
4.4.2 AUTO Results
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Figure 4.10: One dimensional bifurcation diagrams over a  for first order delay . T  = 4.5
On the one-dimensional bifurcation scan (figure 4.10) over a  it can be seen tha t the 
dynamics are relatively simple with period-doubling only resulting when increasing the 
parameter considerably. In our region of interest only a single period-doubling is encoun­
tered.
The two-dimensional scan shown in figure 4.11 shows tha t the only bifurcations that 
occur on the region of interest are a Hopf and a period doubling. Here the Hopf bifurcation 
does not level off and with the steady state persisting for larger ranges of a  at T  is 
increased. Also here we find none of the more complicated dynamics found in the higher 
order systems, with no saddle-point bifurcations occurring.
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Figure 4.11: Two dimensional bifurcation diagram over T  and a  for a second order delay.
4.5 D iscrete  delay
For the discrete delay case we use Fhenout{t) =  Fhen{t — T ), where t is the current time 
and T  is the delay length. This give
1
dt
dr
dt
dVr
dt
{Ffilt F^ eab F}iQji{ty)^
Ctub
F g y  — P eg  
UJ
— dVr,
F h e n o u t{ t)  =  F h e n { t  ~  T ) ,
together with equations (4.2a-4.2j).
(4.19a)
(4.19b)
(4.19c)
(4.19d)
4.5.1 Linear Analysis
The steady state of the discrete delay system will be the same as th a t of the distributed 
delay as Fhenout(t) = Fhen{t) in the discrete delay system and Fhen =  =  Fhenout in the
distributed delay, V t G [0, oo), whilst the orbit is at the steady state.
The characteristic equation is complicated for discrete delay equations as it is now 
necessary to consider the the stability at both the current steady state and any past time 
tha t effects the system. It is not possible to get a closed form solution for the bifurcation
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and so we consider it no further here.
4.5.2 Software
Software for dealing with delay equations is rather less developed, with the best program 
for branch tracing being DDE-BIFTOOL [7]. This program is an extension to  Matlab 
rather than stand-alone code. In many ways DDE-BIFTOOL makes the input of the 
system easier than AUTO with several input routines tha t need to defined. Once these 
files are created the user has to call individual procedures from within Matlab. The whole 
process if far less automatic, the user is now expected to find a reasonable estimate to a 
steady state, the period, etc and input these before calling a correction routine. Whilst 
DDE-BIFTOOL can generate all the information that is required to detect bifurcations, it 
is left to the user to analyse the output and determine where and what type of bifurcations 
have occurred. The basic methods for most procedures in DDE-BIFTOOL are, estimate 
two points at the beginning of a branch, set the correct method, call the point correction 
routine, use the branch tracing routine, (if necessary reverse the branch and trace again), 
use the branch or point stability routines to find the bifurcation points. There are also 
routines to convert one type of point to another i.e steady state to Hopf. In the case of our 
system of DDE’s, (4.19a-4.19d), it was not possible jump onto the new branch after even 
the first period-doubling. It is unclear as to whether this is due to our particular system 
or the routines for this not being fully implemented, as the technical paper explaining 
how to use DDE-BIFTOOL is unclear on this as well as other points.
The output from DDE-BIFTOOL comes in two forms, graphical and stored in struc­
tures. Graphical output can be produced as DDE-BIFTOOL traces the branch, this is 
useful to see if the program is performing well at its current setting as it shows both the 
predictor and corrector (if successful). In order to produce other graphs, however is more 
difficult due to some of the access limitations of Matlab for structured variables. Two 
ways are possible, one is to manually extract the relevant data from the storage structure, 
the other is to use the norm functions together with their custom graphing functions. 
It was easier and better to extract the data as this way it is possible to plot stability 
information as well. The structures that contain the data are logically laid out, although
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it is not always easy to display the relevant data together.
4.5.3 Results
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Figure 4.12: One dimensional bifurcation diagram over a. (a) discrete delay
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Figure 4.13: Two dimensional bifurcation set for the discrete delay in the a , T-plane.
The one dimensional bifurcation trace, as shown in figure 4.12, shows the discrete delay 
system displays a Hopf and period-doubling bifurcation. The two dimensional bifurcation 
diagram shows the Hopf taking an elongated S shape curve that not only levels off in a
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over T but then starts to decrease. The system only attains a stable steady state for low
values of a  however high T gets.
1 .7
1 . 3
O 2 4 6 8 1 O 12 1 61 4
Figure 4.14: Brute force bifurcation of the discrete delay system over a , T  =  3.0s.
Here with the continuation providing so little detail it is useful to look at the results of 
a brute-force approach. Figure 4.14 shows the results for varying a  with T  =  3.0s. Here 
we can see lots of features in addition to the Hopf at a  2.9 and the period-doubling at 
a  ss 5.1 that were predicted by the two dimensional bifurcation scan, figure 4.13. Here 
we also have displayed both forward and backward period-doubling as demonstrated by 
the pair of period-doubling 1-2 at a  % 7.9 and a  % 8.6. Also a fold occurs somewhere 
past =  10 before a cascade into chaos.
4.6 Comparison of Delays
The dynamics are altered quite significantly by the style of delay we use. These alter­
ations occur within the range of parameters which are seen as feasible within the biological 
framework of our model. Firstly we have some important similarities between the bifur­
cation diagrams, with all types of delay resulting in a steady-state for low values of a, 
which then under goes a Hopf bifurcation and a series of period-doublings (not all of which 
occur in the range of the bifurcation diagrams presented here). Whilst the features occur 
for all the delays explored, the values at which these occur are quite different. Firstly it
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Figure 4.15: The location of the (a) Hopf, (b) PD-12 bifurcation, in the 2-dimensional 
bifurcation space {T,a).
should be noted th a t on figure 4.15 (a) all the Hopf bifurcation lines converge to the same 
value of a  as the delay, T, tends to zero. If this was not the case we would know th a t 
our systems were not consistent and we were changing something other than  purely the 
representation of the delay. It can be clearly seen th a t the shape of the weak delay gives 
different behaviour, figure 4.15 (a) yellow, with linear growth on the position in the (T ,a) 
plane. In figure 3.6 can be seen th a t the delay kernels have a larger peak and approach 
the discrete delay value, this leads to our Hopf bifurcation lines approaching the discrete 
delay Hopf as we increase the order of the distributed delay. W hilst the second order de­
lay Hopf line exhibits a similar shape to the discrete delay, it has been severely distorted. 
Only when getting to  the third order delay do we see the Hopf line attaining a maximum, 
the fifth order line shows th a t for a high order delay we get the slowly decreasing value 
in a  as T  increases, which is seen in the discrete delay case.
In figure 4.15 (b) it can be seen the progression of the 1-2 period-doubling line with 
lowest a  value. Here it can be seen th a t as we increase the order of the delay the period 
doubling can occur for lower and lower values of a , but with this trend the region in T  
for which the period-doubling occurs decreases. On the basis of this diagram it can be
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Figure 4.16: Two dimensional bifurcation scans over a  and T. All other param eters 
are as table 4.2. (a) First order delay, equations (4.18a-4.18d), (b) Second order delay, 
equations (4.17a-4.17e), (c) Third order delay, equations (4. la-4. If) (d) Discrete delay, 
equations 4.19a-4.19d.
seen th a t th a t for a small range of T  we will encounter the period-doubling line twice.
W ith the first order dynamics only displaying a Hopf bifurcation and a single period- 
doubling we do not get the complicated dynamics seen in the higher order delays case 
(see figures 4.16 (a)-(c)). Fold bifurcations appear on both  the second and th ird  order 
distributed delay diagrams. These give a high chance of co-existing orbits and also allow 
both forward and backward bifurcations to appear in the one dimensional bifurcation 
traces. In the case of the second order the bifurcation curves (figure 4.16) in the two 
dimensional scan only undergo one turn  in the region with all the bifurcations (except the 
Hopf) adopting the same shape. W hen up-ping the order of the delay to three the curves
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no longer have a simple geometry and now can develop small scale twists not previously 
seen (see figure 4.16(c), T  — 2.6, a  =  12). Also the smooth turns in the period doubling 
bifurcations seen in figure 4.16 are no longer universal in figure 4.16(c), with a t least one 
period-doubling ending in a cusp.
W ith little information on the two-dimensional bifurcation scan for the discrete delay, 
figure 4.16 (d), it is hard to say much about how the dynamics compare to those of the 
distributed delay. It is however clear tha t the period-doubling occurs at lower values of 
a , and follows a shape approximately the same as the third-order delay curve. When 
looking at the one-dimensional Poincaré section, figure 4.14, we see many more features 
with saddie-node bifurcations occurring at a  ~  9.5 when T  = 3, which gives us fold 
bifurcations similar to those demonstrated on the second and third order delays diagrams. 
Again on figure 4.14 we see a pair of period-doubling 1-2 bifurcations a t a  7.9 and 
a  % 8.6, this indicates that the complicated bifurcation behaviour demonstrated in the 
third order case with lots of bifurcations occurring in close proximity to each other and 
crossing each other occurs at lower values for the discrete delay case.
4.7 Conclusion
In this chapter we have explored the effect of our choice of delay on the bifurcation 
structure of the nephron model. This was initially explored by attem pts to  find the 
local linear stability of the steady state (section 4.2.1), these attem pts led to intractable 
equations tha t told us little about the dynamics of the system. Due to this complexity a 
route using continuation methods to numerically look at the dynamics was decided upon. 
Here we used two software packages, AUT097 and DDE-Biftool, as well as Fortran code 
to numerically integrate the system. We then discussed the dynamics of the systems 
before finally comparing the changes in dynamics of the systems.
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Chapter 5
Conclusion
The kidney performs a vital role in human physiology being the primary path  by which 
toxins are removed from the blood. In a variety of diseases and conditions the kidney 
function is impaired, altering the dynamics. By studying a model of the kidney we can 
investigate how the nephron reacts to changes to a variety of parameters. In experiments 
in the literature it has been shown tha t the pressure within the proximal tubule of the 
nephron undergoes periodic oscillations in normo-tensive rats, yet with hyper-tensive rats 
this behaviour is altered and chaotic variation in pressure occur. These are im portant 
observed results that the model should exhibit.
In chapter 2 we discussed the physiology of the kidney. It was noted th a t the kidney 
was important as it filters the blood in order to excrete toxins in urine. W ithin the 
kidney the branched structure of the arteries and veins was explained and how they 
subdivide the kidney into the medulla and cortex. The properties of these two section 
were explained. The nephron was explained to be the functional unit within the kidney 
with each human kidney containing around 1.2 million nephrons. The blood flow to the 
nephron is through the afferent arteriole before filtration and then leaves to the efferent 
arteriole before breaking into a capillary network about the rest of the nephron. The 
blood is filtered through the glomerulus and the filtrate passes into Bowman’s capsule. 
It then drains quickly into the proximal tubule, where most of the filtrate is reabsorbed 
into the blood before the remainder travels into the loop of Henle. The loop of Henle is 
important as it sets up a concentration gradient, this is achieved via a counter-current
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mechanism. The properties of the two limbs are different in order for this to occur. The 
distal tubule follows the loop of Henle, and here hormones are used to control the transfer 
of water and minerals between the blood and the tubule fluid. The collecting duct is the 
final section and is shared between several nephrons. Here once again hormones control 
the absorption properties of the walls: changing the properties here will result in highly 
concentrated or very dilute urine depending on the body’s requirements. The urine then 
leaves the kidney and enters the bladder.
Where the loop of Henle joins the distal tubule there are specialized cells, called the 
macula densa cells, tha t detect the sodium chloride concentration of the filtrate. In the 
afferent and efferent arteriole are sections of wall that can be influenced by the macula 
densa cells and either made to relax or contract. This will cause a raising or lowering of 
the pressure in the glomerulus and subsequently change the amount of filtrate entering 
into the nephron.
In chapter 3 we discussed a mathematical model of the nephron in order to  study the 
conditions that effect the feedback mechanism. In order to achieve this model we first 
set up balance equations for the flows in and out of the glomerulus. These were done in 
terms of both overall blood flows and blood plasma protein flow, as the protein can not 
be filtered into a healthy nephron. Also we have expressions for pressure experienced by 
the glomerulus, which led us to expressions for the glomerular pressure, as well as the 
concentration of protein in the efferent arteriole. By balancing the flows of the proximal 
tubule (filtrate form the glomerulus, that entering the loop of Henle and tha t being re­
absorbed) gave us our first ordinary differential equation modeling the pressure in the 
proximal tubule. Flow into the loop of Henle was taken to be proportional to  the pres­
sure in the proximal tubule and distal tubule. The exploration of the juxta-glomerular 
apparatus was more complex as we wished to model the feedback mechanism. An acti­
vation level function was taken tha t was dependent on the flow out of the loop of Henle. 
This was used in an equation tha t gave the equilibrium pressure for the afferent arteri­
ole at a set activation level and radii. By finding an expression for the average pressure 
across the variable radius part of the afferent arteriole, we found a second order nonlinear 
ordinary differential for the radius of the arteriole. For computational convenience this
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second order differential equation was split down into two first equation by introducing a 
new variable for the rate of change of the radius. This gave us three first order ordinary 
differential equations to describe the nephron. All that was now left to do was to find 
a way of expressing the transit time about the loop of Henle. Two approaches to this 
were discussed, a distributed delay and a discrete delay. The first of these added more 
ordinary differential equations to the system, it also spread the influence of any particular 
instantaneous flow on the macula densa cells. The method of a distributed delay could be 
made to approach a discrete delay by increasing the number of differential equations, here 
a balance had to be found between the qualitative behaviour and increased complexity. 
The second method employed was to use a discrete delay, this may be a more realistic 
scenario but makes analysis of the system more complicated.
In chapter 4 the various models for the nephron incorporating different forms for the 
delay presented in chapter 3 were analysed. First we discussed the distributed delay 
cases, these all share similar linear analysis, with the steady state always being the same. 
With the cubic polynomial for the protein concentration in the efferent arteriole and the 
highly nonlinear nature of the equilibrium pressure for the afferent arteriole, we could 
only achieve two coupled nonlinear equations to describe the steady-state. It was decided 
that these would not make computation of a steady-state any easier and were therefore 
not used subsequently. In order to establish the stability of the steady-state the Jacobian 
was calculated and then the characteristic equation derived. The characteristic equation 
led us to expressions th a t would need to be satisfied in order for a steady-state bifurcation 
to occur. W ith the nature of our steady-state through it was not possible to analytically 
determine if the expression could be satisfied. It was found however tha t the expression 
for a steady-state bifurcation did not depend on the order of the distributed delay. Whilst 
the linear analysis for the discrete delay case was explained it was not felt th a t it would 
yield results as the same coupled steady-state equations would have been encountered.
As a first step for a numerical study of the various equations, the results of direct 
numerical integration were presented, these not only showed us how the steady solution 
varied over parameter regimes but also gave us the steady states for using continuation 
methods. For the continuation method AUT097 [5] was used, this gave results for the
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ordinary differential equation systems. For the discrete differential equation a suitable 
piece of software was found, this was called DDE-BIFTOOL [7]. This produced some 
results but they were not as detailed due to the development stage of the software. These 
results admirably demonstrated how we required at least a second order distributed delay 
to display the characteristics of the pressure fluctuations tha t were seen in the experi­
mental results. The bifurcation structure of the distributed delay approached th a t of the 
discrete delay as we increased the order of the distributed delay. The higher the order of 
the delay, the more complicated the dynamics were in the area in (T,a)-space th a t was 
explored.
Many problems were encountered whilst studying the model. One of the main prob­
lems is that the complexity of the model make analytical progress difficult, even when 
achieving results it was not possible to gain any real insight from them. Fortran programs 
used for direct numerical integration and production of phase-portraits were successful 
due to the large basin of attraction for the steady-state and the uniqueness of the solution 
for low values of a. Although this relaxation on to the solution works well for steady state 
solutions for low values of a , when we approached a bifurcation point the time taken to  get 
sufficiently close became very long. When generating bifurcation diagrams by Poincaré 
section it took considerable time for the solution to reach sufficient accuracy. This led to 
the need for a lot of computing power in order to generate results at sufficient speed. In 
order to generate a bifurcation diagram of appropriate accuracy and in good time it was 
decided to separate the parameter range into segments and process each separately and 
simultaneously. Transients would still appear on the bifurcation diagram due to nature of 
detection of plane intersections. In addition, in later continuation studies it was seen th a t 
the bifurcations would appear prematurely on the brute-force diagram. For AUT097 to 
run our system the code from the previous Fortran work could be partially utilised. The 
code had to be partially re-written in order to conform to the conventions set down by 
AUTO, this was done by linking the AUTO code to the old Fortran subroutines and then 
altering the representation of parameters as necessary. The constants files in AUTO had 
to be fine-tuned and the steady-states of the system obtained to a high number of decimal 
places in order for AUTO to converge to the initial solution.
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Whilst AUT097 is well established and known to be some of the best continuation soft­
ware around, finding software tha t can deal with discrete differential equation is harder. 
Here the implementations are relatively young and incomplete. Whilst looking at many 
options the software opted for was DDE-BIFTOOL, this had the advantage of running 
in Matlab and being available as source code. This software was harder to use as the 
documentation was sparser and examples fewer. As well as this, the storage of param­
eters was carefully structured and dependent on what branch you were trying to trace. 
The software had difficulty tracking period-doubling bifurcation. Whilst it should have 
been possible to trace the bifurcating solution beyond the period-doubling, it could not 
be obtained by any techniques found in the documentation or otherwise. Also the sup­
plied routines would not allow us to track the period-doubling in two-dimensions, this 
led to some editing of the routines in order to set up a bisection technique to trace the 
period-doubling in two dimensions. This was not an ideal scenario, as it would not obtain 
the accuracy or speed of true continuation, nor could it follow the branches as far. It was 
felt tha t these sacrifices could be made for the relative simplicity of the rewriting of the 
routines.
In the parameter regime investigated, the first-order distributed delay were found to 
only display regular oscillations in pressure. This meant by varying our parameters for 
the feedback mechanism we could not display the chaotic changes in pressure th a t can be 
observed in hyper-tensive rats. By taking a higher order distributed it becomes possible 
to demonstrate both regular oscillations and the chaotic behaviour with simple changes 
in the steepness of the feedback curve and for a range of transit times around the loop of 
Henle. By increasing the order of a distributed delay, the bifurcation curves were found 
to approach the discrete delay. The higher the order of the distributed delay the more 
complicated the bifurcation space with more fold bifurcations appearing. The range of 
transit times for which the more complex dynamics occur is quite constrained especially 
the nearer we got to the discrete delay. It was found tha t we could demonstrate all the 
qualitative dynamics of the experimental results by altering just two parameters. Also it 
was found that the dynamics of the third order distributed delay demonstrated all the 
dynamics of the discrete delay, with dynamics demonstrated by one being found in the
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other quite nearby.
We have discussed many forms of delay here. This delay was employed represent a 
transit time around the loop of Henle and the juxta-glomerular complexes reaction to 
solutes. The fact that this value cannot be measured coupled with tha t the exact process 
whereby the macula densa cells communicate with the arteriole walls mean th a t both the 
length and nature of delay cannot be certain. In previous work a third order delay was 
always used for the type of model presented here but this was never justified. In order to 
compare the effect of delay form we took both weaker delays in the form of first and second 
order delay and a stronger delay in the form of a discrete delay. It was seen th a t these 
different forms of delay could all exhibit many types of behaviour. Although this became 
more restricted by the parameter ranges that were chosen, leading to first order delay not 
being able to exhibit the full range of experimental results. The discrete and th ird  order 
distributed delay both showed the same qualitative behaviour but they were quantitive 
different. For the larger values of the delay time the models have a sparser range of 
behaviours, with different behaviours being shown by the models with no corresponding 
behaviour for the other models nearby. Also for high values of the delay time the lower 
order delays prove less stable.
75
Appendix A 
Glossary
• Cortex
The outer regions of an organ.
• Hyperosmotic
To have higher osmolarity than normal extracellular fluid.
• Hypertonic
To have a higher concentration of impermeant solutes in comparison to  another 
fluid.
• Hypo-osmotic
To have lower osmolarity than normal extracellular fluid.
• Hypotonic
To have a lower concentration of impermeant solutes in comparison to another fluid.
• Interstitium
The space between cells that is filled with interstitual fluid.
• Isosmotic
To have the same osmolarity than normal extracellular fluid.
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•  Isotonie
To have the same concentration of impermeant solutes in comparison to  another 
fluid.
• Lumen
The cavity within a tube.
• Medulla
The inner region of an organ.
• Osmolal Concentration
The concentration of osmoles in a fluid.
•  Osmolality
The osmolal concentration expressed in osmoles per kilogram of water.
• Osmolarity
The osmolal concentration expressed in osmoles per litre of solution.
Note: The definition of Isotonic & Isosmotic etc has slight differences since the later 
pays no regard to solute permeabilty of the membrane whereas the former does.
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