Abstract: With more and more genomes being sequenced, a lot of effort is devoted to their annotation with terms from controlled vocabularies such as the GeneOntology. Manual annotation based on relevant literature is tedious, but automation of this process is difficult. One particularly challenging problem is word sense disambiguation. Terms such as 'development' can refer to developmental biology or to the more general sense. Here, we present two approaches to address this problem by using term co-occurrences and document clustering. To evaluate our method we defined a corpus of 331 documents on development and developmental biology. Term co-occurrence analysis achieves an F -measure of 77%. Additionally, applying document clustering improves precision to 82%. We applied the same approach to disambiguate 'nucleus', 'transport', and 'spindle', and we achieved consistent results. Thus, our method is a viable approach towards the automation of literature-based genome annotation.
Introduction and motivation
Since the announcement of the Human Genome in 2000, some 200 model organisms have been sequenced and novel sequencing technologies will lead to a further increase in data generation. A prime task after sequencing a genome is the identification of genes and their annotation with relevant functions, processes, and cellular components. In order to facilitate the comparison of genomes, biologists devised a shared, species independent vocabulary, the GeneOntology (GeneOntologyConsortium, 2004) , with some 20,000 terms and synonyms. Annotation of novel genomes with the GeneOntology is a manual process, in which editors read relevant literature for a gene and then decide on suitable annotation. However, manual annotation is labour-intensive: currently, there are several million genes and proteins of almost 60,000 different species represented in the public databases, but only approximately 500 of these species have had GO terms manually assigned in GOA, the GeneOntology Annotation (Camon et al., 2004 (Camon et al., , 2005 . Presently, much effort is devoted to automating or aiding the annotation process (Jensen et al., 2006) . In a recent text mining competition, BioCreative (Hirschman et al., 2005) , one task consisted in the identification of suitable GeneOntology terms for a given gene and document. As reported by Ehrler et al. (2005) the best result in this category achieved only 20% accuracy. Identification of GeneOntology terms in literature is in general a challenging problem (Doms and Schroeder, 2005) :
• Format of terms. Ontology terms may contain commas, dashes, brackets, etc., which require special treatment. For 'thioredoxin-disulfide' the dash can be dropped, for "hydrolase activity, acting on ester bonds" the clause after the comma is important, but unlikely to appear as such in text. Terms containing additions such as '(sensu Insecta)' contain important contextual information, but are also unlikely to appear in text.
• Word sense disambiguation. Terms can have a very specific meaning in biomedical research, but mean other things in other contexts. Examples are: cell, development, envelope, spindle, death, growth, regeneration, transport, membrane, nucleus, host, reproduction, circulation, and others.
This last problem is particularly challenging (Xu et al., 2006a; Schuemie et al., 2005; Navigli and Velardi, 2005; Liu et al., 2002; Navigli et al., 2003; Schijvenaars et al., 2005; Pahikkala et al., 2005; Rebholz-Schuhmann et al., 2007; Gaudan et al., 2005b) and various approaches ranging from the use of tagged corpora, dictionaries, thesauri, supervised and unsupervised machine learning have been tried. Here, we investigate how the co-occurrence of terms and the similarity of documents can be used to infer the correct annotation. We focus on the problem of identifying documents on biological 'development' (though we extend our performance evaluation to 'nucleus', 'transport', and 'spindle'). The GeneOntology defines 'development' as follows:
"The biological process whose specific outcome is the progression of an organism over time from an initial condition (e.g., a zygote, a young adult or a young single celled organism) to a later condition (e.g., a multicellular animal, an aged adult or a mature single celled organism)."
On the other hand, 'development' might have other meanings in non-biological contexts. Figure 1 shows the possible co-occurrences of 'development' with other terms, illustrating its possible semantic meanings.
For training and testing of our approach we define three datasets:
• True Positives (TPs). The documents contain the term 'development' literally and they are on developmental biology according to the curators. Examples are:
• "Arabidopsis ribonucleotide reductases are critical for cell cycle progression, DNA damage repair, and plant development."
• "Homeodomain-containing proteins are transcription factors that regulate the coordinated expression of multiple genes involved in development, differentiation and malignant transformation."
• "Involvement of the TRAP220 component of the TRAP/SMCC co-activator complex in embryonic development thyroid hormone action."
• ". . . suggesting a defect in a gene with pleiotrophic effects acting during development."
• False Positives (FPs). These documents contain the term 'development' literally, but they are not on developmental biology according to the curators. Examples are:
• "The development of the Na+ gradient during illumination thus, plays an important role in energy coupling."
• "The recent discovery of several hypothalamic factors involved in the regulation of anterior pituitary function and the development of sensitive immunocytochemical techniques have greatly contributed to. . . "
• "Limited diagnostic and therapeutic interventions should be addressed as separate entities in the development of the patient care plan."
• "Academic research, especially university research, tends to be substituted by development innovation for the production process."
The difference of the first two False Positives from the last two is that the former will contain other GeneOntology terminology, while the latter are about general topics and thus, they do not contain any other terms.
Figure 1
The semantic meanings of 'development' are indicated by its co-occurrences with other terms. Besides its biological meaning, 'development' might also refer to software development, economic development, and others (see online version for colours)
• False Negatives (FNs). These documents do not contain the term 'development' literally, but they are on developmental biology according to the curators. Examples are:
• "RYBP, a new repressor protein that interacts with components of the mammalian Polycomb complex, and with the transcription factor YY1". The protein YY1 is annotated in the Uniprot sequence database as 'development'.
• "Virtual cloning and physical mapping of a human T-box gene, TBX4". The protein TBX4 is annotated in the Uniprot sequence database as 'development'.
• "Isolation of two novel WNT genes, WNT14 and WNT15, one of which (WNT15) is closely linked to WNT3 on human chromosome 17q21". The protein WNT14 is annotated in the Uniprot sequence database as 'development'.
• "EDF-1, a novel gene product down-regulated in human endothelial cell differentiation". The protein Endothelial Differentiation-related Factor 1 (EDF-1) is annotated in the Uniprot sequence database as 'development'.
The key problem is the identification of FPs and FNs in datasets of automatically annotated papers (e.g., GoPubMed). One key idea of this paper is that term co-occurrences in a training dataset of manually annotated papers (e.g., GOA) can help to solve the problem. With the co-occurrences, we can define term groups, which are associated with a given term. For example, does 'cell proliferation' occur frequently with 'development'? This knowledge can be put to use in two ways: If a document under examination contains 'development' but none of its co-occurring terms from the hand-curated data, then 'development' is likely to be a False Positive. If a document does not contain 'development', but some of its frequently co-occurring terms, then, it is likely to be a FN. Co-occurrence of terms can be defined in various ways. Here, we examine two approaches: First, we calculate the likelihood of co-occurrence, i.e., the number of documents in which two terms co-occur divided by the total number of documents. This likelihood does not take into account the probability of each of the terms occurring. A rarely occurring term should get a higher score than a frequently occurring term. Therefore, we define a score based on the BLOSUM (Henikoff and Henikoff, 1992) approach to substitution matrices in sequence comparison. In this context, the BLOSUM score is the logarithm of the probability of two terms co-occurring divided by the probability of the two terms occurring. Besides the use of term co-occurrences, we also cluster documents by automatically derived annotations of the GoPubMed algorithm (Doms and Schroeder, 2005) . For clustering, we use MULIC, a clustering algorithm for categorical data (Andreopoulos et al., 2006 (Andreopoulos et al., , 2007a (Andreopoulos et al., , 2007b . The clusters are organised in layers and for each layer of documents we assign an annotation based on the likelihood method in the first step. In the same way that co-occurring terms can give a clue for the correct annotation, grouping documents with similar annotations can further improve precision and recall.
The main contributions of this paper are summarised as follows:
• We propose a methodology for finding whether an automated annotation, such as 'development', is likely to be a FP or FN. This methodology is based on co-occurrences of non-'development' annotations with 'development' in manually annotated papers of a training dataset. For this purpose we employ a co-occurrence table of all GeneOntology terms with 'development', which can be conceptualised as a co-occurrence graph, and probabilistic metrics.
• We extend our methodology with clustering of papers. Clustering deals with the issue that both the automatically and manually annotated papers are often incomplete and relevant annotations may be missing (FNs). With clustering we can aggregate annotations in a group of automatically annotated papers, rather than in a single paper. Groups of automatically annotated papers (clusters) then show which co-occurrences are more relevant to the papers in question.
The rest of this paper is organised as follows: Section 2 provides an overview of related work. Section 3 discusses the datasets and some statistics on the terms that co-occur most frequently with 'development'. Section 4 describes the methodology we used in detail. Section 5 discusses the experimental results, precision and recall. Section 6 concludes the paper.
Related work
During the last years, word sense disambiguation has become a hot topic in the biomedical domain. The challenge for WSD in the biomedical domain is the rapid growth of the biomedical literature in terms of new words and their senses, with the situation getting worse with the use of abbreviations and synonyms. Quoting Ide and Véronis (1998) , "WSD work has come full circle, returning most recently to empirical methods and corpus-based analyses that characterised some of the earliest attempts to solve the problem". This illustrates the exact need in the case of the biomedical domain; the development of statistical approaches that utilise 'established knowledge' (like thesauri, dictionaries, ontologies and lexical knowledge bases) and require no or only some parsing of the text in order to perform the correct annotation. Two main decision points for WSD in the biomedical domain are the selection of an appropriate corpus for training and evaluating the method and the granularity to which WSD should be performed. The first decision is still a major bottleneck due to the absence of manually annotated corpora and biomedical datasets. There exist some freely available manually annotated datasets -such as the NLM WSD test collection (http://wsd.nlm.nih.gov/), Medstract (www.medstract.org) and the BioCreAtIvE set (www.mitre.org/public/biocreative) -but they can be used only in very specific cases. In general, one needs to create own gold standard datasets depending on the task for which they will be used. The process is usually manual or semi-automatic and labour-intensive. The second decision is at what detail we need the disambiguation to happen. For example, there is a big difference between the sense of 'bank' as a building and the 'BANK' gene (B-cell scaffold protein with ankyrin repeats 1), whereas the difference between 'BANK' as the gene name and the gene product (BANK protein) is smaller. The discrimination between the gene name and product would be more difficult compared to the building/gene case, as the two senses would appear in the same biological context.
There are several categories of WSD algorithms that have been used so far in the biomedical domain (Ide and Véronis, 1998; Stevenson and Wilks, 2001; Schuemie et al., 2005; Edmonds and Agirre, 2006) . The main distinction is between methods using established knowledge, supervised (with the use of an initial training set) and unsupervised learning methods. In the first category there have been developed some approaches, especially in the problem of gene/protein symbols' abbreviations. Wren et al. (2005) present a collection of four databases maintaining a vast list of abbreviations together with their meaning. Schijvenaars et al. (2005) and Pahikkala et al. (2005) developed two approaches to resolve gene/protein symbols. Schijvenaars et al. (2005) achieve 92.5% accuracy on human gene symbols. The authors compare a gene's definition compiled from a database to abstract where the gene symbol occurs. Both definition and abstract are represented as concept finger prints, i.e., vectors of biomedical terms. Both vectors are compared by a similarity measure based on cosine. Humphrey et al. (2006) used lately the Journal Descriptor Indexing (JDI) methodology to handle the ambiguity problem when trying to map free text to terms from the UMLS metathesaurus. JDI combines a statistical, corpus-based method with utilisation of pre-existing medical domain knowledge sources. For the 45 ambiguities studied, the overall average precision of the highest-scoring JDI method was 78.7% compared to 25% for their baseline method based on the frequency counts of MeSH terms in a document subset.
A lot of other approaches have used supervised Machine Learning (ML) for WSD in the biomedical domain. Hatzivassiloglou et al. (2001) developed an automated system for assigning protein, gene and mRNA labels to free text. He used three ML techniques, namely naive Bayesian learning, decision trees and inductive rule training and investigated the contribution of different features of textual information (like stopword removal, stemming, positional information of surrounding words) with final accuracy rates up to 85%. Ginter et al. (2004) worked on the disambiguation between gene and protein symbols, by introducing a new family of classifiers based on ordering and weighting of the feature vectors obtained from word counts and word co-occurrence in text. This method achieved 86.5% accuracy. Liu et al. (2002 Liu et al. ( , 2004 showed that there is a need for a larger window size for disambiguation of words in the biomedical domain. Liu et al. (2002) use UMLS (Bodenreider, 2004) as ontology. Similar to our approach, they identify UMLS concepts in abstracts and analyse the co-occurrence of these terms with the term to be disambiguated. The correct sense is inferred from the majority sense associated with the co-occurring UMLS terms. Similar to our approach, co-occurrence is defined using a Bayes approach. The authors achieve a precision of 93% and a recall of 47%. Gaudan et al. (2005a) used SVMs on their algorithm to resolve abbreviations in MEDLINE and obtained a precision of 98.9% and a recall of 98.2%. Excluding rare senses (appearing in less than 40 documents) from the test set and keeping in the training set only the ambiguous short-forms that also had long-forms in the documents made the disambiguation task easier. Pahikkala et al. (2005) follow a similar approach with Schijvenaars et al. (2005) . But instead of using the full abstract, they define the context of a gene symbol as a number of words before and after. The size of the context can be varied and optimised. The context is represented as a vector and a support vector machine is trained. They achieve 85% accuracy. Support vector machines are widely used in word sense disambiguation. Their performance depends on a number of parameters such as the sample size, sense distribution and degree of difficulty (Xu et al., 2006b ). The authors establish that small datasets and clear or fuzzy borderline between senses impact on the classification task.
There are several cluster-based approaches using unsupervised ML. Schütze and Pedersen (1995) , Schütze (1998) adapts Latent Semantic Analysis/Indexing (LSA/LSI) to represent entire contexts rather than single word types using second-order co-occurrences of lexical features. Bruce's (1997, 1998) work with average linkage clustering relies on a small number of first-order features to create matrices that show the pairwise similarity between contexts. These features are localised around the target word and include word co-occurrences and PoS tags. Purandare and Pedersen (2004) have tested a variety of similar algorithms obtaining an average F -measure of 44%. Yarowsky (1995) and Mihalcea (2004) have used the 'self-learning' (or 'co-learning') approach for WSD. This method is based on classifier(s) trained on a small amount of manually tagged data. The same classifiers are then used to tag new data and the most confident predictions are added to the labeled dataset. Yarowsky achieved an accuracy of 96.5% on a test set of 12 ambiguous words with an average of 4000 instances per word. Mihalcea used the same approach on the Senseval-2 generic English corpus and resulted in an improvement of 9.8% over the baseline score using a Bayesian classifier. Dorow and Widdows (2003) 's approach is based on a graph model representing words and relationships (co-occurrences) between them. Sense clusters are iteratively computed by clustering the local graph of similar words around an ambiguous word. The ambiguous words can be identified by looking at the nodes connecting otherwise unrelated clusters. These clusters represent the different senses of the word and then the labels are assigned according to WordNet (Fellbaum, 1998) , a dictionary of terms and their definitions.
There are some approaches based on co-occurrences of terms and established knowledge. In the approach pursued by Navigli and Velardi (2005) , and Navigli et al. (2003) , the authors use WordNet (Fellbaum, 1998) to identify ambiguities in single words and in a following step of terms composed of multiple terms. Each term is represented by its interconnection to other terms. In Liu et al. (2002) a Bayes approach is pursued to weigh these co-occurrences. Then, senses are disambiguated by inferring the correct sense from unambiguous senses of co-occurring terms. Additionally to the co-occurrence, Navigli et al. (2003) uses decision tree learning to derive rules to relate concepts. An important difference between our approach and the other approaches is that we construct the co-occurrences based on GOA, which is a manually annotated dataset. Therefore, our graph contains only relations (edges) between terms (nodes) that are semantically meaningful in the context of an paper (True Positives). Dorow's graph (Dorow and Widdows, 2003) contains all the nouns that co-occur with one another, but in the case of the biological context, we are interested only in a local subgraph of Dorow's graph (i.e., 'development' only in the biomedical sense). Another discriminative difference is that we use established knowledge in the Gene Ontology to draw the nodes. Moreover, in order to account for the numerous False Negatives (FNs) in GoPubMed we perform clustering based on the available GoPubMed annotations.
Datasets
Our training and test datasets are GOA and GoPubMed, respectively. GoPubMed represents papers automatically annotated with GO terms (Doms and Schroeder, 2005) , while GOA represents papers manually annotated with GO terms (Camon et al., 2005 (Camon et al., , 2004 . GoPubMed consists of approximately 15,000,000 papers and GOA consists of approximately 34,000 papers. We map each GoPubMed paper's annotations onto the corresponding subsection of the GOA corpus.
Development. We generated three datasets containing papers from GoPubMed that are True Positives (TPs), False Positives (FPs) and False Negatives (FNs) with respect to the 'development' annotation:
• 122 F Ns papers. 'Development' annotation: no in GoPubMed, yes in GOA.
• 109 T P s papers. 'Development' annotation: yes in GoPubMed, yes in GOA.
• 100 F P s papers. 'Development' annotation: yes in GoPubMed, no in GOA.
Then, we united the TPs, FPs and FNs for 'development' into one test dataset of 331 papers in total. Our datasets did not include True Negatives, since there are too many TNs for 'development' in GoPubMed and we do not want to automatically detect TNs.
Nucleus, Spindle, Transport. Similarly, we generated datasets containing papers from GoPubMed that are TPs, FPs and FNs with respect to each of the following annotations: 'nucleus', 'spindle', and 'transport'. Then, we united the TPs, FPs and FNs for each annotation into a test dataset as Table 1 shows. 
GoPubMed and GOA statistics
The key data for the first step of our approach are terms co-occurring with 'development'. Tables 2 and 3 show the top ten terms associated with 'development' according to the number of co-occurrences and the log-odds BLOSUM score, respectively. Both tables are broken down into terms according to GoPubMed's automated, comprehensive, but more error prone annotation and GOA's manual, less comprehensive, but higher quality annotation. The first row in Table 2 shows that 'cell' is the term appearing most frequently with 'development' in GoPubMed.
The relatively low BLOSUM score (negative unlikely, positive likely) reflects, that the term is very general and hence not very predictive for 'development'. However, 'cell' is very effective for separating papers on cell biology from medical abstracts.
The most frequently co-occurring term in GOA is 'cell proliferation'. It also has a good BLOSUM score. Table 3 shows the top terms according to the BLOSUM score. The first line shows for GoPubMed 'petal development', which is clearly related to 'development' as it is a more specific term in the ontology, while the GOA annotation shows the extremely specific and term "3-mercaptopyruvate sulfurtransferase activity", which co-occurs only once. As GOA is limited in size, high BLOSUM scores come with low co-occurrences. The reason could be that very specific proteins like TBX4, YY1, etc. (see Section 1) are indicative of correct annotation with 'development' and these proteins are in turn correlating very well to the very detailed ontology terms listed in Table 3 . The co-occurrence of terms can be extended to pairs frequently co-occurring with 'development'. Tables 4 and 5 summarise the joint probabilities of 'development' with the two most frequent terms. For GoPubMed (Table 4 ) the terms cover cell growth and differentiation in general, while for GOA (Table 5 ) the terms related to transcription are prominent. Both tables appear intuitively meaningful topics to indicate abstracts on cell biology. 
Methodology
Our objective is to find two classes of papers, those that:
• should not be annotated with 'Development', i.e., False Positives (FPs)
• should be annotated with 'Development', i.e., False Negatives (FNs) or True Positives (TPs).
We map the annotations in each GoPubMed paper to a graph representing co-occurrences of annotations in ∼34, 000 manually annotated papers in GOA. Based on several probabilistic metrics described below we infer the likelihood that 'development' should or should not annotate each paper.
Overview
Figure 2 illustrates our methodology's main steps. Our methodology uses co-occurrences based on manually annotated GOA papers. We find co-occurring terms in all GOA papers and build a co-occurrence table, which can be conceptualised as a co-occurrence graph, representing how frequently pairs of GOA terms co-occur in all GOA papers. The nodes represent annotations and edges represent the frequency of co-occurrence of two annotations. We view each GoPubMed paper as representing co-occurring GoPubMed annotations. Our approach involves mapping each GoPubMed paper onto the co-occurrence graph of manual GOA annotations. Each GoPubMed paper is mapped to the nodes and edges of the GOA co-occurrence graph. Then, we use several metrics to estimate the likelihood of a 'development' annotation being appropriate to the GoPubMed paper, based on an n-word of n annotations that are neighbours of 'development' in the GOA co-occurrence graph. GOA is sparsely annotated because of the effort required in assigning manual annotations. For this reason, we use the GOA co-occurrence graph such that high correlations of annotations with 'development' are considered more significant than low correlations. In the GOA co-occurrence graph an annotation a i 's low correlation with 'development' is not a very strong sign for a FP. On the other hand, an annotation a i 's high correlation with 'development' is a stronger sign for a FN or TP. With this rationale, we assign to each paper a 2-word, including 'development' and the paper's annotation most closely correlated with 'development' in the GOA co-occurrence graph. We use these 2-words with probabilistic metrics to assess which papers are most likely to be relevant to 'development' (TPs/FNs); the rest of the papers are considered more likely not to be relevant to 'development' (FPs). The use of 2-words is specific to our application, which classifies papers as TPs/FNs based on the annotation most correlated with 'development'; however, n-words for any n could potentially be used.
We also propose a clustering methodology for finding groups of GoPubMed papers (clusters) that are FPs or FNs/TPs. Our clustering methodology improves the results, since many GoPubMed papers are incomplete with missing annotations (FNs) or have wrong annotations that should be filtered out (FPs). Moreover, most annotations occur infrequently in GOA. Clustering allows to aggregate information on the occurrences of annotations over all GoPubMed papers. Clustering allows to build groups of GoPubMed papers and to identify the union set of papers' annotations in a group. We can map the union of annotations in a group of GoPubMed papers onto the GOA co-occurrence graph, rather than each individual paper's annotations. This allows to return to the user for examination groups of papers that are likely to be FPs or FNs/TPs, rather than individual papers. For some datasets this makes the process of looking for FPs and FNs/TPs more accurate. This also makes the process faster by avoiding redundant mappings of GoPubMed papers with the same annotations to the GOA co-occurrence graph. 
Co-occurrence graph of GOA Annotations
In order to formalise the notion of GO annotations' co-occurrences, we consider pairs of GO terms that appear in the same paper's abstract and we represent all such pairs of GO terms in a GOA co-occurrence graph. We created a GOA co-occurrence graph for the set of all manually annotated papers in the GOA database. GOA papers annotated with 'development' are most likely to be TPs. Each node represents a GO annotation.
An edge between nodes a 1 and a 2 represents:
• A probability P (a 1 , a 2 , development) representing the likelihood of co-occurrence of the terms a 1 , a 2 and 'development' in all GOA papers.
For an edge between a 1 and the 'development' node this is equal to P (a 1 , development).
• A real number, called a BLOSUM score, representing the frequency BLOSU M (a 1 , a 2 ) of the terms' a 1 , a 2 co-occurrence over all papers. The BLOSUM score for a pair a 1 and a 2 is estimated as: log P (a1,a2) P (a1)P (a2) . Figure 3 shows an example of mapping a set of GoPubMed annotations for an paper onto the GOA co-occurrence graph. Using special metrics we assess the likelihood of 'development' being a TP/FN or FP for an paper. 
BLOSUM metric for finding 'development' TPs, FPs, FNs
The first metric is the BLOSUM score, which was presented in the previous section.
For an paper we find the annotation a 1 which is the most correlated to 'development' in the GOA co-occurrence graph. (If there is a tie, it will not affect the result.) Then, we assign to the paper the BLOSU M (a 1 , development) score. The rationale for considering only one non-'development' annotation a 1 for each paper, as described in Subsection 4.1, is that we consider annotations most closely correlated with 'development' as most reliable for classifying a GoPubMed paper as FN/TP.
Naive Bayes metric for finding 'development' TPs, FPs, FNs
We are given a set of annotations a 1 , . . ., a n (for our purposes n = 1) that are prominent in an paper (or a group of papers derived via clustering). Suppose the GOA co-occurrence graph suggests that given these annotations a 1 , . . ., a n co-occurring in an paper, the 'development' annotation has a probability π of correctly describing this paper (TP/FN). Then, we estimate the likelihood that 'development' is a correct annotation for a GoPubMed paper, based on several manual GOA annotations a 1 , . . ., a n . This pseudo-Bayesian application is a simplification of strict statistical Bayesian rules for making our method practically useful. We believe it works since:
• GOA manual annotations a 1 , . . ., a n are less likely to be FNs or FPs than automatic GoPubMed annotations
• the relatively infrequent automatic GoPubMed annotations a 1 , . . ., a n , are usually less likely to be FNs or FPs than 'development'.
We consider the frequency of co-occurrence of GoPubMed papers' annotations with 'development' in the GOA co-occurrence graph. We rank as most likely FNs/TPs the GoPubMed papers with annotations that most frequently co-occur with 'development' in GOA. The GoPubMed papers ranked as most likely FPs are those with annotations that co-occur less frequently with 'development' in GOA. Our evaluation of the likelihood of co-occurrence is based on the following Naive Bayes probability:
where {a 1 , . . ., a n } = set of n GoPubMed annotations that co-occur in GOA co-occurrence graph with 'development'. P (development) remains constant and it will not affect our decision on which papers should or should not be annotated with 'development'. As we see, P (a 1 , . . ., a n , development) correlates with P (a 1 , . . ., a n | development); this can be interpreted as the likelihood that an paper would be annotated as a 1 , . . ., a n , assuming it was annotated with 'development'. Given a GoPubMed paper, we consider its annotation a 1 that is most closely correlated with 'development' in the GOA co-occurrence graph. Then, we find P (a 1 , development) ; the GOA co-occurrence graph supports retrieving this value. The reason why we consider only one annotation a 1 for an paper is that GOA annotations are often incomplete and some co-occurrences with 'development' are lower than they should be. Thus, considering the GOA annotations that co-occur less frequently with 'development' might bias our evaluation of 'development' being a FN/TP or FP for an paper.
A threshold for separating likely FNs/TPs from FPs
We set a threshold for each of the two metrics described above, to separate:
• GoPubMed papers that are 'development' FNs or TPs. These papers are often manually annotated as 'development' in GOA.
• GoPubMed papers that are 'development' FPs. These papers are automatically annotated as 'development' in GoPubMed, but often do not have this manual annotation in GOA.
By comparing each GoPubMed paper's annotations to the GOA co-occurrence graph we establish a threshold for the values of each metric previously described. The threshold separates papers into two groups: FNs/TPs from FPs. We examine the appropriate value of threshold in the next section on experiments.
Clustering of GoPubMed papers
We use the MULIC clustering algorithm for partitioning the GoPubMed papers into clusters of papers with similar annotations. If a cluster of papers contains a set of GoPubMed annotations that in the GOA co-occurrence graph are correlated with 'development', then 'development' is likely a TP or FN for the papers. If the cluster's set of GoPubMed annotations are not correlated with 'development' in the GOA co-occurrence graph, then 'development' is more likely to be a FP for the papers. The objects to be clustered are the GoPubMed papers. Clustering decisions are based on each paper's set of GoPubMed annotations. Each cluster has a mode, which is the union of annotations of all paper members of the cluster. The first paper is inserted into a new cluster, and the paper becomes the mode of the cluster. Then, the process continues iterating over all papers that have not been assigned to clusters yet, and each paper o is inserted into the cluster c with the most similar mode µ c . The similarity is the intersection of o and mode µ c .
The dissimilarity is the difference between o and the mode µ c of the closest cluster. The dissimilarity criterion φ indicates how high the dissimilarity is allowed to be between an paper and the closest cluster's mode, for the paper to be inserted into the cluster. Initially φ equals 1, meaning that only one annotation can differ between an paper and the closest cluster's mode. If the number of different annotations between the paper and the closest cluster's mode is greater than φ, then, the paper is inserted into a new cluster on its own, else, the paper is inserted into the closest cluster and the mode is updated. At the end of each iteration, any cluster of size one is removed so that its paper will be re-clustered at the next iteration. The dissimilarity criterion for inserting papers in clusters is relaxed gradually; at the end of each iteration, if no paper has been assigned to a cluster of size greater than one, then the variable φ is incremented by 1. The iterative process stops when all papers are assigned to clusters of size greater than one.
The modes and clusters are influenced most by the annotations of the papers that are clustered first in top cluster layers. It makes more sense to cluster first the papers of low degree (with few annotations), and last the papers with the most annotations. Two papers of high degree are unlikely to have the exact same annotations, thus, it is unlikely that there will be many papers of high degree in top cluster layers. By ordering the papers and presenting them to the clustering process from low to high degree, and by gradually relaxing φ, the clusters get an onion-layered structure where papers in top layers have similar sets of annotations and papers in bottom layers have less similar sets of annotations.
Experimental evaluation
Each paper had an original classification as FP, FN or TP with respect to the 'development' annotation. Our goal was to find out whether an paper could be classified correctly as FP, FN, or TP based on its mapping to the GOA co-occurrence graph.
We are interested in papers that were erroneously automatically annotated as 'development' (FPs), or should be automatically annotated as 'development' (FNs or TPs). In order to evaluate the success of our methodology for separating likely FPs from FNs and TPs we used the precision/recall measure, as described next.
Precision (P ) and Recall (R)
We think of precision and recall as indicative values (percentages) of the ability of our methodology to reconstruct the existing classes in the dataset. Without loss of generality assume that the optimal mapping assigns class c i to the retrieved group of papers g i .
There are two known classes in our test dataset S :
• c 1 consisting of papers known to be FNs/TPs
• c 2 consisting of papers known to be FPs.
Our result consists of two groups of papers, g 1 and g 2 , the former believed to be FN/TP papers and the latter believed to be FP papers. We define precision, P i , and recall, R i , for a group of papers g i , 1 ≤ i ≤ 2 as follows:
P i and R i take values between 0 and 1 and, intuitively, P i measures the accuracy with which group g i reproduces class c i , while R i measures the completeness with which group g i reproduces class c i . We define the precision and recall of the result as the weighted average of the precision and recall of each group of papers. More precisely:
|S| is the size of the test dataset, i.e., the number of papers. In the case of 'development' this is 331.
Results for 'Development'
Results for classifying papers individually. In order to classify papers we define a threshold drawing a line that separates likely FPs from FNs and TPs. Tables 6  and 7 show the precision, recall, and F -measure (α = 1) achieved for the two metrics and different values of threshold; these tables show how effectively each metric and threshold partition the papers into the classes of FPs and FNs/TPs. As shown, for the BLOSUM metric the best partitioning is achieved with a threshold value of 0. This points to the significance of the results, since 0 would be the natural choice for the BLOSUM threshold value for separating FPs from FNs/TPs.
For the Naive Bayes metric (range from 0 to 1) the best partitioning is achieved with a threshold value of 0.00005. The best F -measure for the Naive Bayes metric is 0.77, slightly better than the first BLOSUM metric. The reason for the improved result may be that the BLOSUM metric is slightly biased by considering in its denominator the likelihood of individual annotations' occurrences. While the Naive Bayes metric just considers the likelihood of co-occurrences of annotations.
Results with clustering. We clustered all 331 automatically annotated GoPubMed papers in our dataset. For clustering we excluded the GoPubMed 'development' annotations, and we did not use the manually annotated GOA papers. We got 22 clusters, where each cluster had on average four layers. Most clusters had a top layer containing a set of annotations representative of corpus groups of papers. We consider each cluster as a distinct group of GoPubMed papers, the combined annotation set of which is mapped onto the GOA co-occurrence graph. Then, we classify each cluster as FP or FN/TP. Papers in different clusters might have dissimilar GoPubMed annotations and there is a large number of annotations in the dataset. Then, we used the metrics previously described for finding whether the 'development' annotation is more likely to be a FP or FN/TP for a group of GoPubMed papers. We examined how accurately the neighbourhood of the GOA co-occurrence graph corresponding to the group's papers' annotations reflects whether 'development' is or is not appropriate for the group. Tables 8 and 9 show that the results with clustering are improved; the best precision is 0.82 and the best F -measure is 0.78. The threshold values that give the best results are the same as without clustering; for the first BLOSUM metric the best partitioning is achieved with a threshold value of 0, while for the Naive Bayes metric with a threshold value of 0.00005.
The main reason for the improved results with clustering is that we aggregate information on annotations of clusters of related GoPubMed papers. This way, papers that are incomplete with missing annotations have a less negative effect on finding 'development' FPs, FNs and TPs. Table 10 shows the precision, recall and F -measure (α = 1) achieved for the BLOSUM and Naive Bayes metrics on the 'transport', 'spindle', and 'nucleus' datasets. These measures show how effectively each metric and threshold partition the papers in each dataset into the classes of FPs and FNs/TPs. As shown, for both the BLOSUM and Naive Bayes metrics we achieve a precision and recall of ∼90% in separating FPs from FNs/TPs. The partitionings of these three datasets are consistent with the 'development' dataset, pointing to the significance of the results.
In order to separate FP from FN/TP papers in the 'transport' and 'spindle' datasets, we used the same threshold values that gave us the best results for 'Development'; for the BLOSUM metric threshold = 0.0, while for the Naive Bayes metric threshold = 0.00005.
The BLOSUM threshold has an intuitive explanation, since greater than 0 means that an paper is more likely to be a TP/FN and less than 0 means that an paper is unlikely to be a TP/FN. The Naive Bayes threshold has to be greater than but near 0, because many annotations co-occur with 'development' and the probabilites are low. Our experiments showed that these thresholds are not sensitive to slight changes.
For the 'nucleus' dataset the co-occurrences had a different distribution, and different threshold values produced the best results; for the BLOSUM metric threshold = 0.2, while for the Naive Bayes metric threshold = 0.0003.
Clustering had a positive effect with disambiguating the 'development' dataset. However, clustering did not improve disambiguation of the 'transport', 'spindle', 'nucleus' datasets. The reason is that the papers with non-'development' meanings can be more clearly separated into subgroups, e.g., economic or software development. Such subgroups can be retrieved by clustering based on annotations, which helps with the disambiguation task. On the other hand, 'nucleus', 'transport', and 'spindle' have diverse meanings that could not be retrieved so easily by clustering based on annotations, thus in these cases clustering did not improve the result. Thus, clustering only helped with the disambiguation task when papers could be effectively clustered into meaningful FP subgroups on the basis of their annotations. 
Conclusion and future work
We have proposed and evaluated an approach for improving the quality of automatically annotated papers. This approach is based on co-occurrence graphs, which in our case we built on the basis of GOA. Our results are inline with other previous work, the precision/recall of which was discussed in the Introduction and Related Work sections. We initially focused on the 'development' annotation. However, our experiments showed that the method proposed in this paper is applicable to diverse annotations, such as 'nucleus' or 'transport' or 'spindle', that are often FPs or FNs. One problem with this approach is that GOA is sparsely annotated because of the difficulty and effort required for manual annotations. For example, in GOA only 243 papers have a 'development' annotation. This may raise questions as to the statistical significance of mapping an automatically annotated GoPubMed paper onto the GOA co-occurrence graph. Even though the GOA corpus that we used for the co-occurrence graph only has 243 papers annotated with 'development', our results are still shown to be meaningful. As the GOA corpus increases, the statistical significance of the relationships in the co-occurrence graph will become stronger. Then, future experimental results will be even more meaningful for predicting FPs and FNs.
One direction worth pursuing as future work is to extend our method so that it incorporates relationships of terms in the GO hierarchy. Specifically, we would like to incorporate parent/child relationships between GO terms for predicting FP and FN annotations. For example, if an paper is annotated with a term that is a child or descendant of 'development' then the paper is likely to be a TP or FN with respect to 'development'.
