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Abstract
We prove that the number of Hamiltonian paths on the complement
of an acyclic digraph is equal to the number of cycle covers. As an appli-
cation, we obtain a new expansion of the chromatic symmetric function
of incomparability graphs in terms of elementary symmetric functions.
Analysis of some of the combinatorial implications of this expansion leads
to three bijections involving acyclic orientations.
1 Introduction
One of the most useful results in combinatorics is that a permutation can be
represented either as a word or as a collection of cycles. Graphically, this may
be regarded as a correspondence between Hamiltonian paths and cycle covers.
∗Research supported in part by NSF VIGRE Grant No. DMS-0135345.
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Figure 1: An acyclic digraph H and its complement H (first row), the seven
Hamiltonian paths on H (second row), and the seven cycle covers of H (third
row).
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Figure 2: A digraph H , a Hamiltonian path on H , and a cycle cover of H (first
row); a pair of cycle covers of spanning induced subgraphs, the first (dashed
lines) of H and the second (dotted lines) of H (second row).
The first result of this paper (Theorem 2.1) is that such a correspondence exists
even if the arrows of the Hamiltonian paths and cycle covers are restricted by
an acyclic digraph (see Figure 1). We give both a simple inductive proof and a
direct bijective proof. This particular fact does not seem to have been pointed
out before, although it follows immediately from the following known result.
Let H be any digraph with vertex set V (loops are allowed, but not multiple
edges). The complement H is the digraph with an edge from v to w if and only
if H does not contain such an edge. If T ⊆ V the subgraph H |T of H induced
by T has vertex set T and edge set consisting of all edges of H with both ends
in T . The following sum will be taken over pairs of induced subgraphs; we say
that such a pair is spanning if the subgraphs are induced by a pair of disjoint
sets with union V . Let πH be the number of Hamiltonian paths on H . A cycle
cover is a subgraph of H that is a union of disjoint cycles and such that every
vertex is contained in some cycle. The length ℓ(F ) of a cycle cover F is the
number of cycles; the weight W (F ) is the number of vertices. See Figure 2 for
examples of a Hamiltonian path and a cycle cover of a digraph. The following
identity expresses the enumerative relationship between paths and cycle covers.
It is proved in [11, Theorem 4.1] by Lass, who attributes it to Berge.
πH =
∑
F1,F2
(−1)W (F2)−ℓ(F2), (1)
where the sum is over all pairs of cycle covers of spanning induced subgraphs,
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the first of H and the second of H . See Figure 2 for an example of such a pair.
In the case where H is the complement of an acyclic digraph there are no
cycle covers of H , so the right hand side enumerates cycle covers of H . Hence
this special case reduces to our Theorem 2.1.
Using Theorem 2.1 and a combinatorial lemma in symmetric function the-
ory (Lemma 3.1), we obtain the following application. The chromatic symmetric
function XG(x1, x2, . . .)
,
= XG of a graph G is a symmetric function that gen-
eralizes the chromatic polynomial. It was first studied in detail by Stanley [14],
but the open problem that has been the motivation for much subsequent work,
the poset-chain conjecture, was posed earlier by Stanley and Stembridge [16,
Conjecture 5.5]. This conjecture asserts that the chromatic symmetric function
of the incomparability graph of certain posets is e-positive, meaning the coeffi-
cients in its expansion in terms of elementary symmetric functions (called the
e-coefficients of the graph) are all nonnegative. Our application (Corollary 3.7)
is a new formula for the e-coefficients of incomparability graphs.
The simplest case of this formula exposes some interesting combinatorics.
We describe two bijections involving acyclic orientations: the shatter bijec-
tion between weakly decreasing Hamiltonian paths and acyclic orientations of
an incomparability graph (Theorem 3.8) and the second-sink bijection, which
for connected incomparability graphs gives a correspondence between circular
acyclic orientations with a fixed greatest sink and acyclic orientations with a
unique sink at the same fixed vertex (Proposition 3.9). We also elaborate the
well-known result that the linear term of the chromatic polynomial is, up to
sign, the number of acyclic orientations with a unique sink at a fixed vertex;
this involves a third bijection, well known in trace theory (see [4]), between
acyclic orientations and stable link sequences (Theorem 4.3).
Throughout this article a comma placed over a binary relation indicates the
presence of a relative clause. For example, the notation S
,
⊆ V can be read as
the noun phrase “S, which is a subset of V .”
2 Enumeration of paths and cycles
A digraph D consists of a vertex set V and an edge or arrow set which is a
subset of V × V . Hence our digraphs are permitted to have loops but not
multiple arrows. An arrow (v, w) is said to point to w and to point from v.
A digraph F whose vertex and arrow sets are subsets of the vertex and arrow
sets of D is a subdigraph of D. If F and D share the same vertex set, we write
F ⊆ D (F is then called a spanning subdigraph of D). If S is a subet of the
vertex set, the restriction of D to S, denoted D|S , is the digraph with vertex set
S and with an arrow (v, w)∈ S × S if and only if (v, w) is an arrow in D. The
complement of a digraph has an arrow e if and only if D does not contain e,
and is denoted D. Note that D|S = D|S . A path or cycle on D is a subdigraph
that is a (directed) path or cycle digraph. Paths and cycles are never allowed to
use the same vertex twice (that is, no two arrows can point to or from the same
vertex). A path may be an isolated vertex; a cycle may be a loop. If there are
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no cycles on D, then D is said to be acyclic. A path or cycle passing through
every vertex is said to be Hamiltonian. A path cover E
,
⊆ D of a digraph D is
a digraph consisting of a disjoint union of paths on D such that every vertex is
included in exactly one path. A cycle cover F
,
⊆ D is defined similarly.
Theorem 2.1. Suppose D is an acyclic digraph. Then the number of Hamilto-
nian paths on D is equal to the number of cycle covers of D.
Proof. This follows immediately from Equation (5) below, proved by Lass in
[11, Theorem 4.1], where it is attributed to Berge. It also follows immediately
from Corollary 2.3 below, which follows from Stanley and Stembridge’s formula
for the cycle symmetric function of the complement of a digraph [16, Theorem
3.2] and the fact that ω(ΠD) = ΠD (see [2, Corollary 2] or Section 5 below for
a proof of the latter equality), or from Chow’s reciprocity theorem [2, Theorem
1]. We will give here two direct combinatorial proofs.
First proof. For a digraph D, we define the contraction D/e of D by an
arrow e
,
= (v, w) (not necessarily in D) to be the digraph obtained from D by
deleting all arrows pointing to w or from v, and merging v and w into a single
vertex. If e is not an arrow of D, we denote by D ∪ e the digraph obtained by
adding e to D. Notice that if D ∪ e is acyclic, then so is D/e. Suppose α(D) is
a positive integer defined for all acyclic digraphs D. Consider the following two
conditions on α:
1. If e is not an arrow of D and D ∪ e is acyclic, then α(D) = α(D ∪ e) +
α(D/e).
2. If D is a complete acyclic digraph (an acyclic digraph with
(
|V |
2
)
arrows),
then α(D) = 1.
Clearly, these conditions completely determine α(D). To see that both the
number of cycle covers on D and the number Hamiltonian paths on D satisfy
the first condition, notice that cycle covers or Hamiltonian paths on D ∪ e are
in bijection with those on D that do not use the arrow e, whereas those on D/e
are in bijection with those that do use e. The second condition is also easily
verified: the only cycle cover of the complement of a complete acyclic digraph is
the one consisting only of loops; the only Hamiltonian path on the complement
of a complete acyclic digraph is the one whose k’th vertex points to exactly k−1
other vertices.
It is possible to construct a bijection based on this inductive proof by invent-
ing a structure to keep track of which arrow are contracted. A simpler bijection
is the following.
Second proof. The following algorithm is a refinement of Foata’s first fun-
damental transformation for permutations [6, Chapter 10]. It has been used
by Buhler and Graham in the case where D is the digraph corresponding to
a poset. Fix a total order R of the vertex set V such that if D contains an
arrow from v to w, then v < w in R. The following bijection depends only
on this order, not on D (but the domain and range depend on D). We use
4
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Figure 3: The image of a Hamiltonian path under the bijection described in the
second proof of Theorem 2.1.
the phrases “greater than,” “less than,” “greatest,” and “least” for this order,
and the words “before,” “after,” “first,” and “last” in reference to a particular
Hamiltonian path. We would like to construct a bijection between
• Hamiltonian paths on D, and
• ordered quadruples (S, T, ρ, c), where S ⊎ T
,
= V is an ordered bipartition
of the vertex set with T 6= ∅, ρ is a Hamiltonian path on D|S , c is a
Hamiltonian cycle on D|T , and (if S 6= ∅) the last vertex of ρ is greater
than every element of T .
If we have such a bijection satisfying the additional property that in the image
of a path E the set T contains the last vertex of E, then this bijection can be
iterated on the path ρ until a cycle cover is obtained. For the inverse, we can
proceed in reverse, starting with the cycle containing the largest vertex. See
Figure 1 for an example of the full bijection; the image of each Hamiltonian
path in the second row appears directly beneath it in the third row.
So let F be a Hamiltonian path on D. Let z be the last vertex of F . Let v
be the last vertex of F such that v > z. Assuming such a v exists, let S be the
set of vertices before and including v, and let T be the set of vertices after v. If
no such v exists, let S = ∅, and let T be the whole vertex set. Let ρ = F |S . Let
c = F |T ∪ e, where e is the arrow connecting the ends of F |T to form a cycle
(see Figure 3). The arrow e = (z, u) cannot be in D|T ; otherwise, z would be
less than u.
For the inverse, suppose we have a quadruple (S, T, ρ, c). Let z be the
greatest vertex in T . Assuming S 6= ∅, form a Hamiltonian path F by starting
with ρ, then moving along an arrow f to the vertex just after z in c, then
following c around to end at z. If the arrow f
,
= (v, w) were in D, we would
have v < w, in contradiction to the assumption that v is greater than every
element of T . In the case where S = ∅, form F by starting with the vertex just
after z in c, then following c around to end at z.
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We use the notation of [12] for partitions and symmetric functions. We
will also need augmented monomial symmetric functions m˜λ, defined by m˜λ =
(r1!r2! · · · )mλ, where λ = (1r12r2 · · · ). The number of parts of a partition λ is
denoted by ℓ(λ). All of our symmetric functions will be homogeneous, and we
let n = |λ| throughout. The type t(D) of a digraph D is the partition whose
parts are the sizes of the connected components of D. We abbreviate ℓ(t(D))
to ℓ(D).
Definition 2.2. Let D be a digraph. Define the path symmetric function ΠD
and cycle symmetric function ZD by
ΠD =
∑
E⊆D
m˜t(E),
where the sum is over all path covers of D, and
ZD =
∑
F⊆D
pt(F ),
where the sum is over all cycle covers of D.
The cycle symmetric function was introduced (for boards) by Stanley and
Stembridge [16]. (A cycle cover of a digraph is simply a placement of n non-
attacking rooks on the corresponding board; the analogues of paths and path
covers, however, are inconvenient to define for boards.) Both the path and cycle
symmetric functions are special cases of Chow’s path-cycle symmetric function
[2], which is a symmetric function generalization of Chung and Graham’s cover
polynomial [3].
Corollary 2.3. Suppose D is an acyclic digraph. Then ΠD = ZD.
Proof. For a (not necessarily acyclic) digraph H , define πH to be the number
of Hamiltonian paths on H , and define zH to be the number of Hamiltonian
cycles on H . Let V be the vertex set of H . Recall that the restriction of H to
T
,
⊆ V , denoted H |T , is the digraph with vertex set T and all arrows of H with
both ends in T . We have
ΠH =
∑
σ⊢V
m˜t(σ)
∏
T∈σ
πH|T (2)
and
ZH =
∑
σ⊢V
pt(σ)
∏
T∈σ
zH|T , (3)
where the sums are over all set partitions of the vertex set V , and t(σ) is the
integer partition whose parts are the sizes of the blocks of σ.
The following fundamental formula is proved in [5].
pt(σ) =
∑
γ≥σ
m˜t(γ),
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where ≥ denotes the usual ordering of set partitions by refinement. Substituting
into (3) with H = D and interchanging the order of summation yields
ZD =
∑
γ⊢V
m˜t(γ)
∑
σ≤γ
∏
U∈σ
zD|U
,
=
∑
γ⊢V
m˜t(γ)
∏
T∈γ
∑
σ⊢T
∏
U∈σ
zD|U . (4)
But ∑
σ⊢T
∏
U∈σ
zD|U = πD|T
by Theorem 2.1.
Note 2.4. The computation (4) is best understood in the following terms. A set
partition map is a function with domain the set of set partitions of finite subsets
of a fixed set V . For a set partition map f , we use the notation fσ to denote
the image of a set partition σ
,
⊢ S
,
⊆ V . When the range is a ring, composition
of set partition maps is defined by
(f ◦ g)σ =
∑
π≥σ
fπ
∏
T∈π
gσ|T ,
where ≥ denotes the usual ordering of set partitions by refinement, and σ|T
is the set partition of T consisting of the blocks of σ contained in T . The
computation (4) is then essentially the computation that shows composition to
be associative.
If we take D to be an empty graph, Theorem 2.1 follows from the fact that
a permutation can be written as a word or as a collection of cycles. This fact
can be used to enumerate rooted trees [9, Example 12]. Theorem 2.1 gives the
following generalization. A directed tree with root r is a digraph such that there
is a unique (directed) path from every vertex to r. A directed spanning tree on
a digraph D is a spanning subdigraph of D that is a directed tree.
Corollary 2.5. Let D be an acyclic digraph. For a vertex v
,
∈ V , let d(v) be
the number of arrows in D pointing from v. Then the number of directed trees
on D is
1
|V |
∏
v∈V
d(v).
Proof. We will describe a bijection between
• ordered pairs (v, T ), where v ∈ V and T is a directed tree on D, and
• digraphs B
,
⊆ D with exactly one arrow pointing from each vertex.
Since there are d(v) choices of an arrow pointing from v, the result would follow
from such a bijection.
So suppose we have a pair (v, T ). Let F be the unique path from v to the root
r of T . Replace F with the corresponding cycle cover given by the bijection of
Theorem 2.1 (using the ordering of the vertices of F compatible with a suitable
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fixed ordering of V ). The resulting digraph has exactly one arrow pointing from
each vertex. For the inverse, reverse this process, applying the inverse of the
bijection of Theorem 2.1 to the collection of cycles in B.
Note 2.6. Let H be any digraph. The following identity, which was described
in the introduction, generalizes Theorem 2.1 to the case of an arbitrary (not
necessarily acyclic) digraph. It is proved by Lass in [11, Theorem 4.1], where it
is attributed to Berge.
πH =
∑
σ⊢V
∏
T∈σ
(
zH|T − (−1)
|T |
zH|T
)
. (5)
In the case where H is the complement of an acyclic graph, there are no cycle
covers of D. Hence we are left with Theorem 2.1. Also, in the case where H
itself is acyclic, (5) implies that the determinant of the adjacency matrix of the
complement of an acyclic digraph H is the number of Hamiltonian paths on H
(which is 0 or 1). This result has been used by Stanley [15].
3 e-coefficients of incomparability graphs
The main result of this section is based on the following lemma, which gives a
combinatorial interpretation of the coefficients in the expansion of power sum
symmetric functions in terms of elementary symmetric functions.
Lemma 3.1. Let τλ be a digraph consisting of ℓ(λ) disjoint directed cycles whose
lengths are equal to the parts of λ (so t(τ(λ)) = λ). Then
pλ = (−1)
n
∑
E⊆τλ
acyclic
(−1)ℓ(E)et(E)
,
= (−1)n
∑
µ
(−1)ℓ(µ)cµλeµ,
where cµλ is the number of acyclic spanning subdigraphs of τλ of type µ.
Proof. It will suffice to prove the case where λ has only one part. We have
pk =
∑
i1,i2,...,ik
i1=i2=···=ik
xi1xi2 · · ·xik
,
=
∑
i1,i2,...,ik
i1≤i2≤···≤ik≤i1
xi1xi2 · · ·xik .
Using the principle ∑
≤
=
∑
−
∑
>
on all occurrences of ≤ beneath this sum, we obtain
pk = (−1)
k
∑
E⊆τk
acyclic
(−1)ℓ(E)et(E).
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For example,
p2 =
∑
i1,i2
i1=i2
xi1xi2
,
=
∑
i1,i2
i1≤i2≤i1
xi1xi2 ,
which expands into four sums:∑
i1,i2
xi1xi2 −
∑
i1,i2
i1>i2
xi1xi2 −
∑
i1,i2
i2>i1
xi1xi2 +
∑
i1,i2
i1>i2>i1
xi1xi2 .
The first three sums correspond to the three acyclic spanning sudigraphs of τ2.
The fourth sum is 0. Since the first sum is equal to e11 and the second two are
equal to e2, we have
p2 = e11 − 2e2.
To state our next result we will need the following more general notion of
contraction.
Definition 3.2. Let D be a digraph and E
,
⊆ D a path cover. We define D/E
to be the digraph with vertices the components of E (which are paths) and with
an arrow from v to w if and only if D has an arrow from the end of the path v
to the beginning of the path w.
The determinant of a square matrix A
,
= (ai,j)1≤i,j≤n is defined by
det(A) =
∑
ω
sign(ω)
n∏
i=1
ai,ω(i),
where the sum is over all permutations of {1, 2, . . . , n} and sign(ω) is the sign
of the permutation ω.
Theorem 3.3. Let D be a digraph.
1. The coefficient of (−1)n−ℓ(λ)eλ in ZD is the number of ordered pairs
(E,F ), where E ⊆ D is a path cover of D of type λ and F ⊆ D/E is
a cycle cover of D/E.
2. The coefficient of hλ in ZD is∑
E⊆D
t(E)=λ
det(D/E),
where the sum is over all path covers of D of type λ and det(D/E) is the
determinant of the adjacency matrix of D/E.
Before proving this theorem, let us consider two examples of Part 2.
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Example 3.4. For a one-part partition λ = (n), a path cover of D of type λ is
a simply a Hamiltonian path on D. In this case, the digraph D/E contains a
single vertex v, and the loop (v, v) if and only if the arrow connecting the last
vertex of E to the first vertex of E is in D. Hence the coefficient of hn in ZD
is the number of Hamiltonian cycles on D with one edge missing. We call these
broken Hamiltonian cycles on D (see Section 3.2).
Example 3.5. For a two-part partition λ = (a, b), a path cover of D of type λ
is a pair E = E1 ∪ E2 of disjoint paths on D such that E1 has a vertices and
E2 has b vertices. We call such a cover an ab-path cover of D. In this case,
the digraph D/E contains two vertices. There are two possible cycle covers of
a 2-vertex digraph: two loops (α) or a 2-vertex cycle (β). The determinant of
the 2× 2 adjacency matrix of D/E is 1 if D/E contains only α, it is −1 if D/E
contains only β, and it is 0 otherwise. We say that an ab-path cover is like α
if each path can be connected end-to-beginning to form a pair of cycles on D.
We say that it is like β if the end of E1 can be connected to the beginning of
E2 and the end of E2 to the beginning of E1 to form a single Hamiltonian cycle
on D. Then the coefficient of hab in ZD is the difference of
• the number of ab-path covers like α but not like β, and
• the number of ab-path covers like β but not like α.
Proof of Theorem 3.3. From the definition of ZD and Lemma 3.1, the coefficient
of eλ is
(−1)n−ℓ(λ)
∑
F⊆D
∑
E⊆F
acyclic
t(E)=λ
1,
where the outer sum is over all cycle covers of D. An acyclic spanning subgraph
of F is clearly a path cover, so after interchanging the order of summation this
becomes
(−1)n−ℓ(λ)
∑
E⊆D
t(E)=λ
∑
E⊆F⊆D
1,
where the outer sum is over all path covers of D of type λ and the inner sum
is over all cycle covers of D containing E as a spanning subgraph. Such cycle
covers are in bijection with cycle covers of D/E. This proves the first part.
From the definition of ZD and Lemma 3.1, the coefficient of eλ in ω(ZD) is
(−1)ℓ(λ)
∑
F⊆D
(−1)ℓ(F )
∑
E⊆F
acyclic
t(E)=λ
1,
where the outer sum is over all cycle covers of D. As before, this becomes
(−1)ℓ(λ)
∑
E⊆D
t(E)=λ
∑
E⊆F⊆D
(−1)ℓ(F ),
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where the outer sum is over all path covers of D of type λ and the inner sum
is over all cycle covers of D containing E as a spanning subgraph. Using the
standard correspondence between cycle covers and permutations (a permutation
can be written as a disjoint union of cycles), we see that the cycle covers of
D/E correspond to the permutations that contribute nonzero summands to the
determinant of the adjacency matrix of D/E. The sign of a permutation is
(−1)r−k, where r is the number of vertices and k is the number of cycles; in the
present case, r = ℓ(E)
,
= ℓ(λ) and k = ℓ(F ). Hence
(−1)ℓ(λ)
∑
E⊆F⊆D
(−1)ℓ(F ) = (−1)ℓ(λ)
∑
F⊆D/E
(−1)ℓ(F )
,
= det(D/E),
where the second sum is over all cycle covers of D/E.
If P is a poset with underlying set V (we call elements of V vertices), its
incomparability graph inc(P ) is the graph with an edge between v and w if and
only if v and w are incomparable in P . A poset also induces an acyclic digraph
on V with an arrow from v to w if and only if v < w in P . Both the poset and
this digraph will be denoted by P . A weakly decreasing path or cycle on P is a
(directed) path or cycle such that consecutive elements are either incomparable
or decreasing (so it is a path or cycle on P ). Likewise, a weakly decreasing path
or cycle cover of P is a path or cycle cover of P . A loop is considered to be a
weakly decreasing cycle. We will often say, “the arrow from v to w is weakly
decreasing,” to mean that v is not less than w, even if there is no digraph under
consideration that actually contains that arrow.
Let G be a graph with vertex set V . A subset S ⊆ V is stable if G contains
no edges between the the vertices of S. A stable partition of V is a set partition
in which every block is stable. The chromatic symmetric function [14] of G is
given by
XG =
∑
σ⊢V
stable
m˜t(σ),
where the sum is over all stable partitions of G. The following trivial proposition
has been used by Chow [2, Proposition 2].
Proposition 3.6. Let P be a poset. Then ΠP = Xinc(P ).
Proof. A path cover of P is a partition of the vertex set into chains (fully ordered
subsets). But a chain in P is precisely a stable subset in inc(P ).
Corollary 3.7. The coefficient of eλ in Xinc(P ) is∑
E⊆P
t(E)=λ
det(P/E),
where the sum is over all weakly decreasing path covers of P of type λ and
det(P/E) is the determinant of the adjacency matrix of P/E.
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Proof. By [2, Corollary 2], ω(ΠD) = ΠD (see also Section 5 below). Hence
Xinc(P ) = ΠP
,
= ω(ΠP )
,
= ω(ZP ).
3.1 The shatter bijection
Let P be a poset. In this section we will establish a bijection between weakly
decreasing Hamiltonian paths on P and acyclic orientations of inc(P ). The
map we will describe and call the shatter bijection is familiar in trace theory
(see [4]) as giving a correspondence between the lexicographic normal form and
the dependence graph of a trace. Our contribution amounts to saying that, for
the incomparability graph of a poset, the lexicographic normal form derived
from any extension of the poset to a total order is unique.
Suppose F is a weakly decreasing Hamiltonian path. We construct an acyclic
orientation r(F ) of inc(P ) as follows. Let v1 be the first vertex of F . Direct all
edges of inc(P ) adjacent to v1 toward v1. Now let v2 be the second vertex of
F , and again direct all not yet directed edges of inc(P ) adjacent to v2 toward
v2. Continue in this manner until all edges have been directed (see Figure 4,
where the acyclic orientation A is the image under r of the weakly decreasing
Hamiltonian path labeled s(A)).
Note that we could also define r(F ) by starting with last vertex of F , and
at each step directing all edges adjacent to vi toward vi, not just the not yet
directed edges.
Now suppose A is an acyclic orientation of inc(P ). We construct a weakly
decreasing Hamiltonian path s(A) as follows. Let S1 be the set of sinks in A
(S1 is nonempty because A is acyclic). Since there cannot be arrows between
sinks, S1 is totally ordered by P . Let v1 be the greatest element of S1. Now
let S2 be the set of sinks in A|V \v1 , and let v2 be the greatest element of S2.
Continuing this process, with Si being the set of sinks in A|V \{v1,v2,...,vi−1}, until
the vertex set is exhausted, we obtain a Hamiltonian path with vertex sequence
v1, v2, . . . , vn. We call s(A) the shatter-path of A (see Figure 4).
To show that s(A) is weakly decreasing, it will suffice to show that in the
above construction, v1 is not less than v2. So suppose v1 < v2. Then v2 must
not be a sink in A; otherwise it would have been chosen as v1. Since v2 is a sink
in A|V \v1 , the deletion of v1 must have destroyed an arrow pointing from v2 to
v1. Hence there must be an edge in inc(P ) between v1 and v2, a contradiction
to the assumption that v1 < v2.
Theorem 3.8. The map r is a bijection between weakly decreasing Hamiltonian
paths on P and acyclic orientations of inc(P ), with inverse s.
Proof. Let A be an acyclic orientation of inc(P ), with greatest sink v. Define
ψ(A) = (v,A|V \v). It is straightforward to show that ψ is a bijection between
• acyclic orientations of inc(P ), and
12
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Figure 4: The Hasse diagram of a poset P , its incomparability graph inc(P ),
an acyclic orientation of inc(P ), and its weakly decreasing shatter-path.
• pairs (v,B), where v
,
∈ V is a vertex, B is an acyclic orientation of
inc(P )|V \v, and the arrow from v to the greatest sink in B is weakly
decreasing.
Let n = |V |. Notice that the map s is obtained by iterating ψ on the remaining
orientation: the n’th iteration of ψ is a bijection between
• acyclic orientations of inc(P ), and
• sequences (v1, v2, . . . , vn) of distinct, weakly decreasing vertices.
Of course, such sequences are simply weakly decreasing Hamiltonian paths.
Since ψ−1(B, v) is obtained from B by adding the vertex v and directing all
adjacent edges in inc(P ) toward v, we see that r is obtained by iterating ψ−1,
starting with v as the last vertex of the weakly decreasing path and proceeding
backward along the path toward the first vertex.
3.2 The second-sink bijection
A broken cycle is a cycle with one arrow removed. So a weakly decreasing
path is a broken weakly decreasing cycle if and only if the cycle obtained by
adding an arrow from its end to its beginning is weakly decreasing. Corollary
3.7 implies that the coefficient of en in Xinc(P ) is the number of broken weakly
decreasing Hamiltonian cycles on P . For a poset P , let cP be the number of
weakly decreasing Hamiltonian cycles on P . Let v
,
∈ V be a fixed vertex. It is
clear that cP is also the number of broken weakly decreasing Hamiltonian cycles
beginning at v.
Let aP be the coefficient of pn in Xinc(P ). It follows from Lemma 3.1 that
cP = (−1)n−1aP . It is known that aP is the number of acyclic orientations of
inc(P ) with a unique sink at a fixed vertex (see the next section for a proof).
Hence there should be a bijection between broken weakly decreasing Hamilto-
nian cycles beginning at v and acyclic orientations of inc(P ) with a unique sink
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Figure 5: A sequence of acyclic orientations of inc(P ), starting with a circular
orientation A and ending with a one-sink orientation t(A). The second-largest
sink is circled in each orientation.
at v. We call an acyclic orientation of inc(P ) circular if its shatter-path is a
broken weakly decreasing cycle, i.e., if its smallest source is not less than its
greatest sink. By Theorem 3.8, such a bijection would follow from a bijection
between circular acyclic orientations of inc(P ) with greatest sink v and acyclic
orientations of inc(P ) with a unique sink at v. Such a bijection is outlined in this
section. Actually, there is a much stronger relationship between e-coefficients
and acyclic orientations [14, Theorems 3.3 and 3.4] which we do not consider
here; the combinatorics of this relationship deserves further investigation.
Let A be an acyclic orientation. If v is a sink of A, we can form a new acyclic
orientation by reversing every arrow adjacent to v. This is described as flipping
the sink v. For more on flipping sinks, see [13].
Assume inc(P ) is connected. Let A be a circular acyclic orientation of inc(P ).
The set of sinks in A is totally ordered by P . So if A has more than one sink,
we can flip the second-largest sink. Let t(A) be the orientation resulting from
repeated flipping of the second sink until an orientation having only one sink is
obtained (see Figure 5). Because the largest sink is never flipped, this process
must terminate.
On the other hand, let B be an acyclic orientation with just one sink. If
B is not circular, flip the smallest source. Repeat this process until a circular
orientation is obtained. Since inc(P ) is connected, this process must terminate
(we omit the proof). Let u(B) be the resulting orientation.
Proposition 3.9. Let P be a poset such that inc(P ) is connected, and let v
,
∈ V
be a vertex. Then the function t is a bijection between
• circular acyclic orientations of inc(P ) with greatest sink v, and
• acyclic orientations of inc(P ) with a unique sink at v,
with inverse u.
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Proof. Let A be a circular acyclic orientation of inc(P ). The key observation is
that each time the second-largest sink is flipped, it becomes the smallest source.
To see this, let a be the largest sink, v the smallest source, and w the second-
largest sink. Let u be any source (other than w) in the orientation after w is
flipped (if w is the only source, we have nothing to prove). Then u is also a
source of A. If w > u, then w > v because u > v. But w < a, so this would
imply v < a, in contradiction to being circular. Now let w′ be the new second-
largest sink. As before, w′ must be less than any source of A except possibly w.
If w′ were greater than w, then w′ would be the second-largest sink of A, not
w. If w′ is incomparable to w, then w is no longer a source after w′ is flipped.
And so on.
Let B be an acyclic orientation with just one sink. The key observation here
is that each time the smallest source is flipped, it becomes the second-largest
sink. To see this, let a be the largest sink, and v the smallest source, and v′ the
smallest source after v is flipped. If v′ were less than v′, then v′ would be the
smallest source of A, not v. And so on.
This proposition illustrates why the number of acyclic orientations of an
incomparability graph with a unique sink at a fixed vertex does not depend on
the choice of a fixed vertex: a broken cycle can be cycled to a broken cycle
beginning at any vertex.
Note that using Theorem 3.8 we could have described this as a bijection be-
tween broken weakly decreasing Hamiltonian cycles beginning at v and weakly
decreasing Hamiltonian paths beginning at v with no vertex less than all previ-
ous vertices.
4 Stable link sequences and acyclic orientations
For a graphG, let aG be the coefficient of pn in its chromatic symmetric function
XG. So the aP of the previous section is now ainc(P ). It is known that (−1)
n−1aG
is the number of acyclic orientations of G with a unique sink at a fixed vertex.
This result was first proved in [8] and was given more directly combinatorial
proofs in [7]. In this section we will give another proof, based on a stronger
result.
Let S be a subset of V . We say that a graph (undirected) with vertex set V
is anchored by S if for every v
,
∈ V there is a path between v and some element
of S. We define a function jS from graphs on V anchored by S to ordered set
partitions of V as follows. Let G be a graph on V anchored by S. Begin by
setting σ1 = S. If σ1 is not equal to V , let σ2 be the subset of V \ σ1 of vertices
adjacent to some element of σ1. If σ1∪σ2 is not equal to V , let σ3 be the subset
of V \ σ1 \ σ2 of vertices adjacent to some element of σ2. Continuing in this
manner until every vertex is contained in some σi, we obtain an ordered set
partition σ
,
= (σ1, σ2, . . . , σr) of G. Set jS(G) = σ.
The following proposition states that choosing a graph G such that jσ1 (G) =
σ is equivalent to choosing, for each i, a set (possibly empty) of edges with both
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ends in σi, and for each v
,
∈ V \ σ1, a nonempty set of edges linking v to the
block of σ preceding the one containing v. The simple proof is omitted.
Proposition 4.1. Let G be a graph on V anchored by σ1 and σ
,
= (σ1, σ2, . . . , σr)
an ordered set partition of V . Then the following are equivalent.
• jσ1 (G) = σ.
• The edge set of G is the union of the elements of two families of sets,
(Ai)
r
i=1 and (Bv)v∈V \σ1 , where
– Ai is a set of edges with both ends in σi, and
– Bv is a nonempty set of edges linking v to σs−1, where σs is the block
of σ containing v.
Let ηG(t) be the polynomial whose coefficient of t
k is the number of con-
nected spanning subgraphs of G with k edges (recall that a spanning subgraph
is one with the same vertex set). The subgraph expansion for the chromatic
symmetric function [14, Theorem 2.5] implies that aG = ηG(−1).
Let v0
,
∈ V be a fixed vertex. Observe that for a graph G to be anchored by
S
,
= {v0} is equivalent to G being connected. If σ is an ordered set partition of
V and v ∈ V \ σ1, let hG(σ, v) be the number of edges in G between v and the
block of σ preceding the block containing v. The previous proposition yields
ηG(t) =
∑
σ
σ1={v}
ℓ(σ)∏
i=1
(1 + t)|E(G|σi )|
∏
v∈V \{v}
[(1 + t)hG(σ,v) − 1],
where the sum is over all ordered set partitions σ such that σ1 = {v}, and ℓ(σ) is
the number of blocks. In particular, (−1)|V |−1ηG(−1) is the number of ordered
set partitions satisfying σ1 = {v} and the condition of the following definition.
Recall that a stable subset S of V is one such that G|S contains no edges.
Definition 4.2. Let G be a graph on V . We call an ordered set partition σ
of V a stable link sequence of G if each σi is a stable set of G and if for each
v
,
∈ V \ σ1, there is an edge in G between v and some element of the block of σ
preceding the block containing v.
Let G be a graph on V and A an acyclic orientation of G. An ordered set
partition f(A) of V , called the sink sequence of A, can be constructed as follows.
Let σ1 be the set of sinks in A. When these sinks are removed (along with all
incident edges), we are left with a new acyclic digraph A2
,
= A|V \σ1 . Let σ2 be
the set of sinks in A2. Since an acyclic digraph must have at least one sink, this
process may be continued until every vertex is contained in some block of σ.
Notice that if σ1 is the set of sinks in A and σ2 is the set of sinks in A2
,
=
A|V \σ1 , then for each v
,
∈ σ2, A has an edge between v and some element of σ1.
If not, v would be a sink of A rather than A2. Since the set of sinks in an acyclic
orientation is necessarily stable, it follows that f(A) is a stable link sequence.
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Theorem 4.3. The map f from acyclic orientations of G to stable link se-
quences of G is a bijection.
Proof. We will define a map ψ from acyclic orientations A of G to pairs (S,A′),
where
• S is a stable subset of V ,
• A′ is an acyclic orientation of G|V \S , and
• there is an edge in G between every sink in A′ and some element of S.
This map is defined in the obvious way: ψ(A) = (S,A|V \S), where S is the set
of sinks in A. Since f is obtained by judiciously iterating ψ, it will suffice to
show that ψ is a bijection. We omit the simple proof.
In the language of traces or partially commutative monoids, this theorem is
a well known special case of the correspondence between the Foata normal form
and the dependence graph of a given trace (see [4]).
As a consequence of this theorem, we have that (−1)|V |−1ηG(−1) is the
number of acyclic orientations of G with a unique sink at a fixed vertex. This
is the result that was mentioned at the beginning of this section.
5 Path Reciprocity
The purpose of this section is to outline a proof that for any digraph D,
ω(ΠD) = ΠD. (6)
Chow gives three proofs of (6) in [2, Corollary 2], the first using his reciprocity
theorem, the second attributed to Gessel and based on a result of Carlitz, Scov-
ille, and Vaughan [1, Theorem 7.3], and the third using quasisymmetric func-
tions.
The following specialization of [1, Theorem 7.3] is the combinatorial essence
of (6). Recall that πD is the number of Hamiltonian paths on D. The notation
S ⊎ T = V means S ∪ T = V and S ∩ T = ∅.
Proposition 5.1. Let D be a digraph with nonempty vertex set V . Then∑
S⊎T=V
(−1)|T |πD|SπD|T = 0. (7)
Proof. Our proof is essentially the one described by Carlitz, Scoville, and Vaughan.
Let H be the set of pairs of disjoint paths (E,E′), the first on D|S and the sec-
ond on D|T , which together cover every vertex. Define a map i : H → H as
follows. Let (E,E′) ∈ H . Assume that neither path is empty. Let v be the last
vertex of E and w the first vertex of E′. Let e be the arrow from v to w. If
e ∈ D, then let i(E,E′) be the pair of paths obtained by removing w from E′
and making it the last vertex of E. If e /∈ D, then let i(E,E′) be the pair of
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paths obtained by removing v from E and making it the first vertex of E′. In
the case where E is empty, let i(E,E′) be obtained by removing the first vertex
of E′ and making it a one-vertex path. If E′ is empty, remove the last vertex
of E.
The map i is clearly a sign-reversing involution, pairing each element of H
contributing a positive sign in (7) with an element contributing a negative sign.
Hence the sum is zero.
Proposition 5.1 is best understood in terms of set maps. A set map is a
function with domain the set of finite subsets of a fixed set V . For a set map
h, we use the notation hS to denote the image of S
,
⊆ V . When the range is a
ring, multiplication of set maps is defined by
(h · g)U =
∑
S⊎T=U
hSgT .
So Proposition 5.1 states that the set maps hS
,
= πD|S and gS
,
= (−1)|S|πD|S
are inverse under set map multiplication. See [10], [11], and [17] for more on set
maps in enumerative graph theory.
The following result is due to Lass [11, Theorem 6.2].
Proposition 5.2 (Lass). Let h be a set map with multiplicative inverse h−1.
Then
ω
(∑
σ⊢S
m˜t(σ)
∏
T∈σ
hT
)
= (−1)|S|
∑
σ⊢S
m˜t(σ)
∏
T∈σ
h−1T .
Notice that (6) follows from (2) and Propositions 5.1 and 5.2.
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