Abstract: This paper systematically investigates the properties of six kinds of entropy-based risk measures: Information Entropy and Cumulative Residual Entropy in the probability space, Fuzzy Entropy, Credibility Entropy and Sine Entropy in the fuzzy space, and Hybrid Entropy in the hybridized uncertainty of both fuzziness and randomness. We discover that none of the risk measures satisfy all six of the following properties, which various scholars have associated with effective risk measures: Monotonicity, Translation Invariance, Sub-additivity, Positive Homogeneity, Consistency and Convexity. Measures based on Fuzzy Entropy, Credibility Entropy, and Sine Entropy all exhibit the same properties: Sub-additivity, Positive Homogeneity, Consistency, and Convexity. These measures based on Information Entropy and Hybrid Entropy, meanwhile, only exhibit Sub-additivity and Consistency. Cumulative Residual Entropy satisfies just Sub-additivity, Positive Homogeneity, and Convexity. After identifying these properties, we develop seven portfolio models based on different risk measures and made empirical comparisons using samples from both the Shenzhen Stock Exchange of China and the New York Stock Exchange of America. The comparisons show that the Mean Fuzzy Entropy Model performs the best among the seven models with respect to both daily returns and relative cumulative returns. Overall, these results could provide an important reference for both constructing effective risk measures and rationally selecting the appropriate risk measure under different portfolio selection conditions.
Introduction
Portfolio selection has always been an important part of the financial field, and at its core is the development of effective risk measures. In 1952, Markowitz [1] first proposed using variance to measure risk and developed the famous mean variance model (MVM) for solving portfolio selection problems. There are many limitations inherent to this measure of risk, however, such as extreme weights, parameter estimation instability and so on. To improve upon these limitations, many subsequent researchers have rewritten the model or developed new risk measure methods including the half of the variance measure [2] , Information Entropy [3] , absolute deviation [4] , maximum expected absolute deviation [5] , value-at-risk [6] , expected shortfall [7, 8] and so on.
In the past few years, entropy, as a valid measure of uncertainty, has been extensively applied in the financial field, especially in portfolio selection [9] . Philippatos and Gressis [10] first established a mean entropy criteria for portfolios. Nawrocki and Harding [11] discussed how to use entropy to measure investment performance and introduced the state-value weighted entropy method. Smimou et al. [12] proposed a simple method to identify the mean entropic frontier. Huang [13] 
The Information Entropy of a discrete random variable X can be defined by H = −∑ n i=1 P i ln P i , where P i = P(X = x i ), 0 ≤ P i ≤ 1(i = 1, 2, . . . , n), ∑ n i=1 P i = 1. The properties of Information Entropy-based measures of risk are introduced as follows: Philippatos and Wilson [3] proved that Information Entropy satisfies Sub-additivity; namely, H(X + Y) ≤ H(X) + H(Y), where the equality holds if and only if X and Y are independent random variables.
Cao [30] proved that Information Entropy satisfies Consistency of a risk measure, namely, H(X + a) = H(X).
Cao [30] also proved H(aX) = H(X) + ln|a|, which indicates that Information Entropy does not satisfy Positive Homogeneity.
Obviously, Information Entropy does not satisfy Monotonicity of a risk measure. However, if X and Y are discrete random variables, with X taking the values {x 1 , x 2 , . . . x n } with corresponding probabilities {P 1 , P 2 , · · · P n−1 , P n }, where ∑ n i=1 P i = 1, and Y taking the values {y 1 , y 2 , . . . y n−1 , y n , . . . , y n+m−1 } with corresponding probabilities {P 1 , P 2 , · · · P n−1 , k 1 , k 2 , · · · k m }, where ∑ m j=1 k j = P n , we have H(Y) = H(P 1 , P 2 , · · · P n−1 , k 1 , k 2 , · · · k m ) = H(P 1 , P 2 , · · · P n−1 , P n ) + P n H 
Obviously, if max(H(X), H(Y)) ≤ ln 4, we determine that Information Entropy satisfies Convexity. Otherwise, it does not hold. Therefore, Information Entropy does not always satisfy Convexity of a risk measure.
Cumulative Residual Entropy
Definition 6. The Cumulative Residual Entropy of a random variable X can be expressed as [31] :
Cumulative Residual Entropy has consistent definitions in both the continuous and discrete domains. It can be easily computed from sample data and these computations asymptotically converge to the true value.
Rao et al. [31] proved that Cumulative Residual Entropy satisfies Sub-additivity of a risk measure, namely, Proof. According to the definition of Cumulative Residual Entropy, we obtain
Thus, Cumulative Residual Entropy satisfies Positive Homogeneity of a risk measure.
Proposition 3. Cumulative Residual Entropy satisfies Convexity of a risk measure.
Proof. For λ ∈ [0, 1], X, Y ∈ Ω, according to the Sub-additivity of Cumulative Residual Entropy, we obtain H r (λX
At the same time, according to the Positive Homogeneity of Cumulative Residual Entropy, we get
Thus, H r (λX
According to Definition 6, it is obvious that Cumulative Residual Entropy does not satisfy Monotonicity of a risk measure. Cumulative Residual Entropy also does not satisfy Translation Invariance or Consistency of a risk measure. As Cumulative Residual Entropy uses the cumulative distribution of |X|, we do not have information on the relationship between the cumulative distribution of |X| and the cumulative distribution of |X + a|. When X ≥ 0 and a ≥ 0, we have:
where in the fourth equality we used λ ≤ a, P(X > λ − a) = 1 and in the sixth one we changed the variables in the inner integral.
Fuzzy Entropy
Let ξ be a fuzzy variable. Then its membership function is defined as:
where M is an uncertain measure. The value of µ(x) represents the membership degrees of individual points, x, belonging to fuzzy variable, ξ.
Definition 7. Suppose ξ is a continuous fuzzy variable with membership function µ(x). Then its Fuzzy
Entropy can be expressed as [32] :
where
as the left and right inverse membership functions.
We can express the Fuzzy Entropy of the continuous fuzzy variable ξ in terms of these inverse membership functions. If H f (ξ) exists [34] , then we obtain
Liu [32] proved that Fuzzy Entropy satisfies Consistency of a risk measure, namely, for a ∈ R,
Yao [35] proved that Fuzzy Entropy satisfies Positive Homogeneity of a risk measure. Additionally, they proved that Fuzzy Entropy satisfies Sub-additivity of a risk measure for two independent fuzzy variables ξ and η, namely, Proof. If ξ and η are independent fuzzy variables, according to the Sub-additivity of Fuzzy Entropy, for λ ∈ [0, 1], then we obtain
At the same time, according to the Positive Homogeneity of Fuzzy Entropy, we have 
Credibility Entropy
Let ξ be a fuzzy variable with a membership function, µ(x), which satisfies the normalization condition, namely, sup x µ(x) = 1. Within a possibility theory setting, Li and Liu [36] defined the possibility and necessity measures for a fuzzy event, {ξ ∈ A}, deduced from µ(x) as Pos{ξ ∈ A} = sup x∈A µ(x) and Nec{ξ ∈ A} = 1 − sup x∈A c µ(x). Thus, we can obtain the credibility measure:
Definition 8.
Suppose that ξ is a continuous fuzzy variable. Then its Credibility Entropy can be expressed as [36] :
For a continuous fuzzy variable ξ with membership function µ(x), we have Cr(ξ = x) = µ(x)/2 for x ∈ R [36] . Thus Equation (4) can be written as: 
Proof. Since ξ has a normal membership function µ(x), there exists a point, x 0 , such that µ(x 0 ) = 1. So we have
1−α/2 . It follows from Fubini's theorem that:
Credibility Entropy does not satisfy Monotonicity of a risk measure. When ξ ≤ η, we do not have information on the relationship between their membership functions and we cannot compare the value of H c (ξ) with that of H c (η). Let ξ be a simple fuzzy variable that takes the values {x 1 , x 2 , . . . x n } with corresponding possibilities {µ 1 , µ 2 . . . , µ n }, and let η be a simple fuzzy variable that takes the values {x 1 , x 2 , . . . x n } with corresponding possibilities {ν 1 , ν 2 . . . , ν n }. If µ i ≤ ν i , and i = 1, 2, · · · , n, then we have H c (ξ) ≤ H c (η) [35] .
Proposition 6. Credibility Entropy satisfies Consistency of a risk measure.
Proof. Suppose the membership function of ξ is µ(x) and the membership function of ξ + a is λ(x). Then the left and right inverse membership functions of ξ + a are λ
Thus, Credibility Entropy satisfies Consistency of a risk measure.
Proposition 7.
Credibility Entropy satisfies Positive Homogeneity of a risk measure.
Proof. Suppose the membership function of aξ is λ(x) and the membership function of ξ is µ(x).
(1) If a > 0, then the left and right inverse membership functions of aξ are λ 
Thus, H c (aξ) = |a|H c (ξ).
Proposition 8.
When two fuzzy variables are independent, Credibility Entropy satisfies Sub-additivity of a risk measure.
Proof. Suppose ξ and η are independent fuzzy variables. The membership function of η is ν(x).
The membership function of ξ is µ(x) and the membership function of ξ + η is λ(x). Then, we have λ
Thus, Credibility Entropy satisfies Sub-additivity of a risk measure. Proposition 9. When two fuzzy variables are independent, Credibility Entropy satisfies Convexity of a risk measure.
Proof. If ξ and η are independent fuzzy variables, according to the Sub-additivity of Credibility Entropy, for λ ∈ [0, 1], we then obtain:
At the same time, according to the Positive Homogeneity of Credibility Entropy, we have
Sine Entropy
Definition 9. Suppose ξ is a continuous fuzzy variable with membership function µ(x), then its Sine Entropy is defined by [37] : [37] proved that Sine Entropy satisfies Consistency and Positive Homogeneity of a risk measure, namely, for a ∈ R, H s (ξ + a) = H s (ξ), H s (aξ) = |a|H s (ξ). In addition, he also proved that Sine Entropy satisfies Sub-additivity of a risk measure for two independent fuzzy variables ξ and η, namely, Proof. If ξ and η are independent fuzzy variables, according to the Sub-additivity of Sine Entropy, for λ ∈ [0, 1], we then obtain
At the same time, according to the Positive Homogeneity of Sine Entropy, we have
Sine Entropy does not satisfy Monotonicity of a risk measure. When ξ ≤ η, we do not have information on the relationship between their membership functions and cannot compare the value H s (ξ) with that of H s (η). Suppose the membership function of ξ is µ(x) and the membership function
Hybrid Entropy
Fuzzy Entropy describes the uncertainty of a fuzzy variable in a fuzzy space. This is defined as
When there exists both random uncertainty and fuzzy uncertainty at the same time, according to the probability distribution, statistical average fuzzy uncertainty is defined as m = n ∑ i=1 P i S(µ i ).
Definition 10. Hybrid Entropy of a discrete variable is defined by the following Equation [38] :
Hybrid Entropy is an effective tool to measure financial risk caused by both randomness and fuzziness, simultaneously. Shang and Jiang [38] presented proofs that showed that when randomness of variables disappears, Hybrid Entropy H h (ξ) is reduced to Fuzzy Entropy H f (ξ), and when fuzziness of variables disappears, Hybrid Entropy is reduced to Information Entropy H(ξ). According to the aforementioned research outcomes and the relationships between Hybrid Entropy, Information Entropy, and Fuzzy Entropy, Hybrid Entropy satisfies the common properties of both Information Entropy and Fuzzy Entropy: Consistency and Sub-additivity.
Proposition 11. Hybrid Entropy satisfies Consistency of a risk measure.
Proof. Suppose the membership function of ξ + a is λ(x) and the function with ξ is µ(x). Then
According to the properties of Fuzzy Entropy:
Thus,
Thus, Hybrid Entropy satisfies Sub-additivity of a risk measure.
Comparing the Properties of Risk Measures of Generalized Entropy
According to the results obtained above, we can present a comparison of the properties of risk measures of generalized entropy in Table 1 . 
Remark: * represents that the two fuzzy variables are independent. 
Empirical Comparisons of Seven Models

The Portfolio Selection Models Based on Generalized Entropy
In order to analyze the effect of generalized entropy on actual portfolio selection problems, we developed seven portfolio models based on different risk measures under the standard risk/return framework.
where F j [ξ 1 x 1 + ξ 2 x 2 + . . . + ξ n x n ] (j = 1, 2, · · · , 7) denotes seven kinds of risk measures, each shown in Table 2 ; E[ξ 1 x 1 + ξ 2 x 2 + . . . + ξ n x n ] stands for the expected return; c represents the given expected return. Table 2 . The seven models and corresponding risk measure.
Model Name Risk Measure
Mean and Variance Model (MVM)
Note: here ξ is a variable, which represents a random variable in the first three models and a fuzzy variable in other models.
Empirical Comparisons among the Portfolio Selection Models
Empirical Analysis from Chinese Sample Data
In order to avoid the drastic fluctuations in portfolio returns that may be associated with industrial risk, we select 10 listed stocks from 10 different industries from the Shenzhen Stock Exchange of China. The stocks are shown in Table 3 . The daily data obtained from Beijing Juyuan Rui Data Technology Co., Ltd. (RESSET) is composed of samples covering the period from 1 January 2016 to 1 January 2017, from which the daily yields, highest possible yields and lowest possible yields can be calculated. For each stock, we can obtain an approximate discrete probability distribution of observed data by Markov method in probability space. Here, we assume the return of a stock has five outcomes and we can get the corresponding five probability values for each stock. In fuzzy space, stock yields are defined as triangular fuzzy random variables. Detail processes can be referenced in Part 2 from Reference [21] . Using Equations (1)- (6), we calculated the value of generalized entropy of the sample stocks. The results are shown in Table 4 . The covariance matrix for the ten stocks is calculated as follows: 
According to the historical data in Table 4 , when c is chosen as 0.0003, we can optimize the seven different portfolio models in 4.1 and obtain their optimal investment proportions. The distinct results are presented in Table 5 .
From the data shown in Table 5 , we find that, among MVM, MIEM, MREM, MCEM, MSEM, and MHEM, the highest value in their optimal investment proportions exceeds 0.45. On the other hand, the highest value of optimal investment proportions is less than 0.45 in MFEM. This result shows that the degree of diversification in MFEM is more appropriate.
In order to appraise the investment performance of the seven different portfolio models, we can further predict the daily returns (DR) and relative cumulative returns (RCR) of each model. The price data of the corresponding stocks is taken from the period between 3 January 2017 and 1 April 2017. First, we can get the return of each stock of the period in the market. Then we assume that we have the seven portfolios based on the proportion obtained in Table 5 . Therefore, we can calculate the returns and relative cumulative returns during the time. The results are shown in Figures 1 and 2 . It is apparent from Figures 1 and 2 that MFEM has both greater volatility in its DR and better general performance in its RCR than the alternative models. The DR and RCR of the other six models, meanwhile, are similar to one another. Furthermore, we evaluate means of DR and RCR for seven different models and display them in Table 6 . MFEM clearly possesses the highest mean for RCR among the seven models. This result corroborates the above observation that MFEM has a higher degree of diversification. MCEM and MIEM have similar means, but perform slightly better than MVM, MREM, MSEM and MHEM. MHEM has the lowest means for DR and MSEM has the lowest means for RCR. As was the case with the Chinese Shenzhen Stock Exchange, we selected nine listed stocks from nine different industries in the New York Stock Exchange of America. The stocks are shown in Table 7 . The original data obtained from Yahoo Finance is composed of weekly data samples covering the period from 1 January 2011 to 1 January 2016, from which the weekly yields, highest possible yields and lowest possible yields can be calculated. Using Equations (1)- (6), we calculated the value of generalized entropy of the sample stocks. The results are shown in Table 8 . The covariance matrix for the nine stocks is calculated as follows: 
According to the historical data in Table 7 , when c is chosen as 0.0009, we can optimize the seven different portfolio models described in Section 4.1 and obtain their optimal investment proportions. The distinct results are presented in Table 9 . In Table 9 , we can observe that, for MREM, the highest value in its optimal investment proportions exceeds 0.45. On the other hand, the highest value of optimal investment proportions is less than 0.45 in other models. This result shows that the degrees of diversification of MVM, MIEM, MFEM, MCEM and MSEM are more appropriate than that of MREM.
In order to appraise the investment performance of the seven different portfolio models, we can further predict the daily returns (DR) and relative cumulative returns (RCR) of each model. The weekly price data of the corresponding stocks was taken from the period between 1 January 2016 and 1 May 2017. The results are shown in Figures 3 and 4 . Figures 3 and 4 show that MFEM has better general performance in its RCR than the alternative models. The DR of the seven models, meanwhile, are similar to one another. For further analysis, we evaluate the means of DR and RCR for the seven different models and display them in Table 10 . MFEM clearly possesses the highest mean for both DR and RCR among the seven models. This result corroborates the above observation that MFEM has a higher degree of diversification than some alternatives. MVM and MSEM have similar means, but perform slightly better than MIEM, MREM, MCEM and MHEM. MHEM has the lowest means for both DR and RCR. Both of our empirical examples show that the highest value of optimal investment proportions is less than 0.45 in MFEM. In other words, MFEM has a higher degree of diversification than some worse-performing alternatives, and we think that the degree of diversification of MFEM is more appropriate. From our investment performance results, we see that MFEM has better general performance in terms of RCR than its alternatives in both empirical examples. In fact, the empirical results show MFEM clearly possesses the highest mean for both DR and RCR among the seven models.
Conclusions
Considering the fact that Entropy is widely used in portfolio selection as a risk measure, this paper systematically investigates the properties of risk measures of generalized entropy in financial field. These risk measures include Information Entropy, Cumulative Residual Entropy, Fuzzy Entropy, Credibility Entropy, Sine Entropy and Hybrid Entropy. Their properties include Monotonicity, Translation Invariance, Sub-additivity, Positive Homogeneity, Consistency, and Convexity. We find that no risk measure satisfies all six properties (and no risk measure satisfies monotonicity or translation invariance). Fuzzy Entropy, Credibility Entropy, and Sine Entropy all exhibit the same properties: Sub-additivity, Positive Homogeneity, Consistency, and Convexity. Information Entropy and Hybrid Entropy both only exhibit the properties of Sub-additivity and Consistency. Finally, Cumulative Residual Entropy satisfies just Sub-additivity, Positive Homogeneity, and Convexity.
In order to observe the actual performance of generalized entropy in portfolio selection problems, we construct seven portfolio models based on different risk measures. The empirical results from the samples of China and America show that MFEM performs the best among the seven models with respect to both DR and RCR, with the highest means in both categories.
Future research work can present two interesting avenues. On one hand, we can make some comparisons between the seven different portfolio models under the constraints of transaction costs, liquidity, and so on, instead of only expected return and risk. On the other hand, we can examine the implications of MFEM's comparatively high performance for portfolio selection problems.
