Abstract. In the statistical inference for long range dependent time series the shape of the limit distribution typically depends on unknown parameters. Therefore, we propose to use subsampling. We show the validity of subsampling for general statistics and long range dependent subordinated Gaussian processes which satisfy mild regularity conditions. We apply our method to a self-normalized change-point test statistic so that we can test for structural breaks in long range dependent time series without having to estimate any nuisance parameter. The finite sample properties are investigated in a simulation study. We analyze three data sets and compare our results to the conclusions of other authors.
1. Introduction 1.1. Long Range Dependence. While most statistical research is done for independent data or short memory time series, in many applications there are also time series with long memory in the sense of slowly decaying correlations: in hydrology (starting with the work of Hurst [31] ), in finance (e.g. Lo [39] ), in the analysis of network traffic (e.g. Leland, Taqqu, Willinger and Wilson [37] ) and in many other fields of research.
As model of dependent time series we will consider subordinated Gaussian processes: Let (ξ n ) n∈N be a stationary sequence of centered Gaussian variables with Var(ξ n ) = 1 and covariance function γ satisfying γ(k) := Cov(ξ 1 , ξ k+1 ) = k −D L γ (k) (1) for D > 0 and a slowly varying function L γ . If D < 1, the spectral density f of (ξ n ) n∈N is not continuous, but has a pole at 0. The spectral density has the form
for a function L f which is slowly varying at the origin (see Proposition 1.1.14 in Pipiras and Taqqu [44] ). Furthermore, let G : R → R be a measurable function such that E[G 2 (ξ 1 )] < ∞. The stochastic process (X n ) n∈N given by is called long range dependent if ∞ n=0 |Cov(X 1 , X n+1 )| = ∞, and short range dependent if ∞ n=0 |Cov(X 1 , X n+1 )| < ∞. In limit theorems for the partial sum S n = n i=1 X i , the normalization and the shape of the limit distribution not only depend on the decay of the covariances γ(k) as k → ∞, but also on the function G. More precisely, Taqqu [53] and Dobrushin and Major [25] independently proved that . Here, r denotes the Hermite rank of the function G, C(r, H) is a constant, g r is the first non-zero coefficient in the expansion of G as a sum of Hermite polynomials and Z r,H is a Hermite process. For more details on Hermite polynomials and limit theorems for subordinated Gaussian processes we recommend the book of Pipiras and Taqqu [44] . In this case (rD < 1), the process (X n ) n∈N is long range dependent as the covariances are not summable. Note that the limiting random variable C(r, H)Z r,H (1) is Gaussian only if the Hermite rank r = 1.
If rD = 1, the process (X n ) n∈N might be short or long range dependent according to the slowly varying function L γ . If rD > 1, the process is short range dependent. In this case, the partial sum n i=1 (X i − E[X i ]) has (with proper normalization) always a Gaussian limit.
There are other models for long memory processes: Fractionally integrated autoregressive moving average processes can show long range dependence, see Granger and Joyeux [28] . General linear processes with slowly decaying coefficients were studied by Surgailis [52] .
1.2. Subsampling. For practical applications the parameters D, r and the slowly varying function L γ are unknown and thus the scaling needed in the limit theorems and the shape of the asymptotic distribution are not known, either. That makes it difficult to use the asymptotic distribution for statistical inference. The situation gets even more complicated if one is not interested in partial sums, but in nonlinear statistical functionals. For example, U -statistics can have a limit distribution which is a linear combination of random variables related to different Hermite ranks, see Beutner and Zähle [13] . Self-normalized statistics typically converge to quotients of two random variables (e.g. McElroy and Politis [42] ). The change-point test proposed by Berkes, Horváth, Kokoszka and Shao [11] converges to the supremum of a fractional Brownian bridge under the alternative hypothesis.
To overcome the problem of the unknown shape of the limit distribution and to avoid the estimation of nuisance parameters, one would like to use nonparametric methods. However, Lahiri [36] has shown that the popular moving block bootstrap might fail under long range dependence. Another nonparametric approach is subsampling (also called sampling window method), first studied by Politis and Romano [45] , Hall and Jing [30] , and Sherman and Carlstein [50] . The idea is the following: Let T n = T n (X 1 , . . . , X n ) be a series of statistics converging in distribution to a random variable T . However, as we typically just have one sample, we observe only one realization of T n and therefore cannot estimate the distribution of T n . If l = l n is a sequence with l n → ∞ and l n = o(n), then T l also converges in distribution to T and we have multiple (though dependent) realizations T l (X 1 , . . . , X l ), T l (X 2 , . . . , X l+1 ),. . ., T l (X n−l+1 , . . . , X n ), which can be used to calculate the empirical distribution function.
Note that we do not need to know the limit distribution. In our example (selfnormalized change point test statistic, see Section 3), the shape of the distribution depends on two unknown parameters, but we can still apply subsampling. However, for other statistics, one needs an unknown scaling to achieve convergence. If this is the case, one has to estimate the scaling parameters before applying subsampling.
Under long range dependence the validity of subsampling for the sample mean X = 1 n n i=1 X i has been investigated in the literature starting with Hall, Jing and Lahiri [29] for subordinated Gaussian processes. Nordman and Lahiri [43] and Zhang, Ho, Wendler and Wu [58] studied linear processes with slowly decaying coefficients. For the case of Gaussian processes an alternative proof can be found in the book of Beran, Feng, Ghosh and Kulik [10] .
It was noted by Fan [26] that the proof in [29] can be easily generalized to other statistics than the sample mean. However, the assumptions on the Gaussian process are restrictive (see also [42] ). Their conditions imply that the sequence (ξ n ) n∈N is completely regular, which might hold for some special cases (see Ibragimov and Rozanov [32] ), but excludes many examples:
Example 1 (Fractional Gaussian Noise). Let (B H (t)) t∈[0,∞) be a fractional Brownian motion, i.e. a centered, self-similar Gaussian process with covariance function
As a result, the correlations of linear combinations of observations in the past and future do not vanish if the gap between past and future grows. Thus, fractional Gaussian noise is not completely regular.
Jach, McElroy and Politis [33] provided a more general result on the validity of subsampling. They assume that the function G has Hermite rank 1, that G is invertible and Lipschitz-continuous and that the process (ξ n ) n∈N has a causal representation as a functional of an independent sequence of random variables. These assumptions are difficult to check in practice. Moreover, although not explicitly stated in [33] , the statistic T n has to be Lipschitz-continuous (uniformly in n), which is not satisfied by many robust estimators (see Section 3 for an example).
The main aim of this paper is to establish the validity of the subsampling method for general statistics T n without any assumptions on the continuity of the statistic, on the function G and only mild assumptions on the Gaussian process (ξ n ) n∈N . Independently of our research, similar theorems have been proved by Bai, Taqqu and Zhang [6] . We will discuss their results after our main theorem in Section 2. In Section 3 we will apply our theorem to a self-normalized, robust change-point statistic. The finite sample properties of this test will be investigated in a simulation study in Section 4. Finally, the proof of the main result and the lemmas needed can be found in Section 5.
Main Results

2.1.
Statement of the Theorem. For a statistic T n = T n (X 1 , . . . , X n ) the subsampling estimatorF l,n of the distribution function F Tn with F Tn (t) = P (T n ≤ t) is defined in the following way: For t ∈ R let
Our first assumption guarantees the convergence of the distribution function F Tn : Assumption 1. (X n ) n∈N is a stochastic process and (T n ) n∈N is a sequence of statistics such that T n ⇒ T in distribution as n → ∞ for a random variable T with distribution function F T . This is a standard assumption for subsampling, see for example [45] . If the distribution does not converge, we cannot expect the distribution of T l to be close to the distribution of T n .
Next, we will formulate our conditions on the sequence of random variables (X n ) n∈N : Assumption 2. X n = G(ξ n ) for a measurable function G and a stationary, Gaussian process (ξ n ) n∈N with covariance function
such that the following conditions hold:
and L γ is a slowly varying function with
for a constant K < ∞ and all l ∈ {l k , . . . , k}.
While we have some regularity conditions on the underlying Gaussian process (ξ n ) n∈N , we do not impose any conditions on the function G: no finite moments or continuity are required, so that our results are applicable for heavy-tailed random variables and robust test statistics. In the next subsection we will show that Assumption 2 holds for some standard examples of long range dependent Gaussian processes.
Furthermore, we need a restriction on the growth rate of the block length l:
Assumption 3. Let (l n ) n∈N be a non-decreasing sequence of integers such that l = l n → ∞ as n → ∞ and l n = O n (1+D)/2− for some > 0.
If the dependence of the underlying process (ξ n ) n∈N gets stronger, the range of possible values for l gets smaller. A popular choice for the block length is l ≈ C √ n (see for example [29] ), which is allowed for all D ∈ (0, 1]. Now, we can state our main result: Theorem 1. Under Assumptions 1, 2 and 3 we have
As a result, we have a consistent estimator for the distribution function of T n . It is possible to build tests and confidence intervals based on this estimator.
If D > 1, the process (ξ n ) n∈N is strongly mixing due to Theorem 9.8 in the book of Bradley [18] . The statements of Theorem 1 hold by Corollary 3.2 in [45] for any block length l satisfying l → ∞ and l = o(n).
In a recent article, Bai et al. [6] have shown that subsampling is consistent for long range dependent Gaussian processes without any extra assumptions on the slowly varying function L f , but with a stronger restriction on the block size l,
In another article by Bai and Taqqu [5] , the validity of subsampling is shown under the mildest possible assumption on the block length (l = o(n)). The condition on the spectral density is slightly stronger than our condition, the case lim x→0 L f (x) = ∞ is not allowed.
2.2.
Examples for our Assumptions. We will now give two examples of Gaussian processes satisfying Assumption 2:
Example 2 (Fractional Gaussian Noise). Fractional Gaussian Noise (ξ n ) n∈N with Hurst parameter H as introduced in Example 1 has the covariance function
for D = 2 − 2H and a function h bounded by a constant M < ∞. This can be easily seen by means of a Taylor expansion. Hence,
This implies part 1 of Assumption 2. For the second part note that the spectral density f corresponding to fractional Gaussian noise is given by
see Sinai [51] . The slowly varying function
λ D−3 is bounded away from 0 because this holds for the first factor (1 − cos(λ))/λ 2 and since
Example 3 (Gaussian FARIMA processes). Let (ε n ) n∈Z be Gaussian white noise with variance
According to Pipiras and Taqqu [44] , Section 1.3, it has the specral density 
.
Recall that by the Stirling formula Γ(x) = 2π x 1/2 x e x 1+O(x −1 ) . Consequently,
Using a Taylor expansion of
with L γ (k) = C + O(1/k) for some constant C. Part 1 of Assumption 2 follows in the same way as in Example 2.
It would be interesting to know, if the sampling window method is also consistent for long range dependent linear processes and general statistics without the assumption of Gaussianity. However, this seems to be a very difficult problem and is beyond the scope of this article.
3. Applications 3.1. Robust, Self-Normalized Change-Point Test. In this paper, the main motivation for considering subsampling procedures in order to approximate the distribution of test statistics consists in avoiding the choice of unknown parameters. As an example we will consider a self-normalized test statistic that can be applied to detect changes in the mean of long range dependent and heavy-tailed time series.
Given observations X 1 , . . . , X n with X i = µ i + G(ξ i ) we are concerned with a decision on the change-point problem
Under the hypothesis H we assume that the data generating process (X n ) n∈N is stationary, while under the alternative A there is a change in location at an unknown point in time. This problem has been widely studied: Csörgő and Horváth [21] give an overview of parametric and non-parametric methods that can be applied in order to detect change-points in independent data. Many commonly used testing procedures are based on Cusum (cumulative sum) test statistics, but when applied to data sets generated by long range dependent processes, these change-point tests often falsely reject the hypothesis of no change in the mean (see also Baek and Pipiras [4] ). Furthermore, the performance of Cusum-like change-point tests is sensitive to outliers in the data.
In contrast, testing procedures that are based on rank statistics have the advantage of not being sensitive to outliers in the data. Rank-based tests were introduced by Antoch, Hušková, Janic and Ledwina [3] for detecting changes in the distribution function of independent random variables. Wilcoxon-type rank tests have been studied by Wang [56] in the presence of linear long memory time series and by Dehling, Rooch and Taqqu [22] for subordinated Gaussian sequences.
Note that the normalization of the Wilcoxon change-point test statistic as proposed in [22] depends on the slowly varying function L γ , the LRD parameter D and the Hermite rank r of the class of functions 1 {Xi≤x} − F (x), x ∈ R. Although many authors assume r = 1 and while there are well-tried methods to estimate D, estimating L γ does not seem to be an easy task. For this reason, the Wilcoxon change-point test does not seem to be suitable for applications to real data.
To avoid these issues, Betken [12] proposes an alternative normalization for the Wilcoxon change-point test. This normalization approach has originally been established by Lobato [40] for decision on the hypothesis that a short range dependent stochastic process is uncorrelated up to a lag of a certain order. In change-point analysis, the normalization has recently been applied to several test statistics: Shao and Zhang [49] define a self-normalized Kolmogorov-Smirnov test statistic that serves to identify changes in the mean of short range dependent time series. Shao [48] adopted the normalization so as to define an alternative normalization for a Cusum test which detects changes in the mean of short range dependent as well as long range dependent time series.
For the definition of the self-normalized Wilcoxon test statistic, we introduce the ranks R i := rank(X i ) = n j=1 1 {Xj ≤Xi} for i = 1, . . . , n. It seems natural to transfer the normalization that has been used in [48] to the Cusum test statistic of the ranks in order to establish a self-normalized version of the Wilcoxon test statistic, which is robust to outliers in the data. Therefore, the corresponding two-sample test statistic is defined by
, where
The self-normalized Wilcoxon change-point test rejects the hypothesis for large values of max k∈{ nτ1 ,..., nτ2 } |G n (k)|, where 0 < τ 1 < τ 2 < 1. The proportion of the data that is included in the calculation of the supremum is restricted by τ 1 and τ 2 . A common choice for these parameters is τ 1 = 1 − τ 2 = 0.15; see Andrews [2] .
For long range dependent subordinated Gaussian processes (X n ) n∈N , the asymptotic distribution of the test statistic under the hypothesis H can be derived by the continuous mapping theorem (see Theorem 1 in [12] ):
Here, Z r is an r-th order Hermite process with Hurst parameter
with the critical values of its limit distribution still presupposes determination of these parameters. We can bypass the estimation of D and r by applying the subsampling procedure since, due to the convergence of T n (τ 1 , τ 2 ), Assumption 1 holds.
Note that even under the alternative A (change in location), we have to find the quantiles of the distribution under the hypothesis (stationarity). As the block length l is much shorter than the sample size n, most blocks will not be contaminated by the change-point so that the distribution of the test statistic will not change that much. The accuracy and the power of the test will be investigated by a simulation study in Section 4.
If the distribution of X i is not continuous, there might be ties in the data and consideration of the ranks R i = n j=1 1 {Xj ≤Xi} may not be appropriate. We propose to use a modified statistic based on the modified ranksR i = n j=1 (1 {Xj <Xi} + 1 2 1 {Xj =Xi} ) in this case. For the convergence of the corresponding self-normalized change point test see Appendix A.
The test statistic T n (τ 1 , τ 2 ) is designed for the detection of a single change-point. An extension of the testing procedure that allows for multiple change-points is possible by adapting Shao's testing procedure which takes this problem into consideration (see [48] ). For convenience, we describe the construction of the modified test statistic in the case of two change-points. The general idea consists in dividing the sample given by X 1 , . . . , X n according to the pair (k 1 , k 2 ) of potential change-point locations and to compute the original test statistic with respect to the subsamples X 1 , . . . , X k2 and X k1+1 , . . . , X n . We reject the hypothesis for large values of the sum of the corresponding single statistics.
For
The distribution of the test statistic converges to a limit T (r, τ 1 , τ 2 , ε) (see Appendix B), so subsampling can be applied. The critical values corresponding to the asymptotic distribution of the test statistic are reported in Table 1 . 3.2. Data Examples. We will revisit some data sets which have been analyzed before in the literature. We will use the self-normalized Wilcoxon change-point test combined with subsampling and compare our findings to the conclusions of other authors. The plot in Figure 1 depicts the annual volume of discharge from the Nile river at Aswan in 10 8 m 3 for the years 1871 to 1970. The data set has been analyzed for the detection of a change-point by numerous authors under differing assumptions concerning the data generating random process and by usage of diverse methods. Amongst others, Cobb [19] , MacNeill, Tang and Jandhyala [41] , Wu and Zhao [57] and Shao [48] provided statistically significant evidence for a decrease of the Nile's annual discharge towards the end of the 19th century. The construction of the Aswan Low Dam between 1898 and 1902 serves as a popular explanation for an abrupt change in the data.
The value of the self-normalized Wilcoxon test statistic computed with respect to the data is given by T n (τ 1 , τ 2 ) = 13.48729. For a level of significance of 5%, the self-normalized Wilcoxon change-point test rejects the hypothesis for every possible value of H ∈ 1 2 , 1 . Furthermore, we approximate the distribution of the selfnormalized Wilcoxon test statistic by the sampling window method with block size l = √ n = 10. The subsampling-based test decision also indicates the existence of a change-point in the mean of the data, even if we consider the 99%-quantile of F l,n .
In particular, previous analysis of the Nile data done by Wu and Zhao [57] and Balke [7] suggests that the change in the discharge volume occurred in 1899. We applied the self-normalized Wilcoxon test and the sampling window method to the corresponding pre-break and post-break samples. Neither of these two approaches leads to rejection of the hypothesis, so that it seems reasonable to consider both samples as stationary. At this point, it is interesting to note that, based on the whole sample, local Whittle estimation with bandwidth parameter m = n 2/3 suggests the existence of long range dependence characterized by an Hurst parameterĤ = 0.962, whereas the estimates for the pre-break and post-break samples given bŷ H 1 = 0.517 andĤ 2 = 0.5, respectively, should be considered as indication of short range dependent data. In this regard, our findings support the conjecture of spurious long memory caused by a change-point and therefore coincide with the results of Shao [48] .
The second data set consists of the seasonally adjusted monthly deviations of the temperature (degrees C) for the northern hemisphere during the years 1854 to 1989 from the monthly averages over the period 1950 to 1979. The data results from spatial averaging of temperatures measured over land and sea. At first sight, the plot in Figure 2 may suggest an increasing trend as well as an abrupt change of the temperature deviations. Statistical evidence for a positive deterministic trend implies affirmation of the conjecture that there has been global warming during the last decades.
In scientific discourse, the question of whether the Northern hemisphere temperature data acts as an indicator for global warming of the atmosphere is a controversial issue. Deo and Hurvich [24] a linear trend to the data. Beran and Feng [8] considered a more general stochastic model by the assumption of so-called semiparametric fractional autoregressive (SEMIFAR) processes. Their method did not deliver sufficient statistical evidence for a deterministic trend. Wang [55] applied another method for the detection of gradual change to the global temperature data and did not detect an increasing trend , either. Nonetheless, he offers an alternative explanation for the occurrence of a trend-like behavior by pointing out that it may have been generated by stationary long range dependent processes. In contrast, it is shown in Shao [48] that the existence of a change-point in the mean yields yet another explanation for the performance of the data.
The value of the self-normalized Wilcoxon test statistic computed with respect to the data is given by T n (τ 1 , τ 2 ) = 18.98636. Consequently, the self-normalized Wilcoxon change-point test would reject the hypothesis for every possible value of H ∈ 1 2 , 1 at a level of significance of 1%. In addition, an application of the sampling window method with respect to the self-normalized Wilcoxon test statistic based on comparison of T n (τ 1 , τ 2 ) with the 99%-quantile of the sampling distributionF l,n yields a test decision in favor of the alternative hypothesis for any choice of the block length l ∈ { n γ | γ = 0.3, 0.4, . . . , 0.9} = {9, 19, 40, 84, 177, 371, 778}.
All in all, both testing procedures provide strong evidence for the existence of a change in the mean. According to Shao [48] the change-point is located around October 1924. Based on the whole sample local Whittle estimation with bandwidth m = n 2/3 provides an estimatorĤ = 0.811. The estimated Hurst parameters for the pre-break and post-break sample areĤ 1 = 0.597 andĤ 2 = 0.88, respectively. Neither of both testing procedures, i.e. subsampling with respect to the self-normalized Wilcoxon test statistic and comparison of the value of T n (τ 1 , τ 2 ) with the corresponding critical values of its limit distribution, provides evidence for another change-point in the pre-break or post-break sample.
Moreover, computation of the test statistic that allows for two change-point locations yields T n (τ 1 , τ 2 , ε) = 17.88404 (for τ 1 = 1 − τ 2 = ε = 0.15), i.e. if compared to the values in Table 1 , the test statistic only surpasses the critical value corresponding to H = 0.501 and a significance level of 10%, but does not exceed any of the other values. Subsampling with respect to the test statistic T n (τ 1 , τ 2 , ε) does not support the conjecture of two changes, either. In fact, subsampling leads to a rejection of the hypothesis when the block length equals l = n 0.7 = 177 (based on a comparison of T n (τ 1 , τ 2 , ε) with the 95%-quantile of the corresponding sampling distributionF l,n ), but yields a test decision in favor of the hypothesis for block lengths l ∈ { n γ | γ = 0.5, 0.6, 0.8, 0.9} = {40, 84, 371, 778} and for comparison with the 90%-quantile ofF l,n .
Therefore, it seems safe to conclude that the appearance of long memory in the post-break sample is not caused by another change-point in the mean. The pronounced difference between the local Whittle estimatorsĤ 1 andĤ 2 suggests a change in the dependence structure of the times series. Another explanation might be a gradual change of the temperature in the post-break period. We conjecture that our test has only low power in the case of a gradual change, because the denominator of our self-normalized test statistic is inflated as the ranks systematically deviate from the mean rank of the first and second part. When using subsampling, the trend also appears in subsamples so that we fail to approximate the distribution under the hypothesis.
As pointed out by one of the referees, the Northern hemisphere temperature data does not seem to be second-order stationary; the variance in the first part of the time series seems to be higher. Such a change in variance should also result in a loss of power. The reason is that the ranks in the part with the higher variance are more extreme, so that the distance to the mean rank of this part is larger. This leads to a higher value of the denominator of our self-normalized test statistic and consequently to a lower value of the ratio.
The third data set consists of the arrival rate of Ethernet data (bytes per 10 milliseconds) from a local area network (LAN) measured at Bellcore Research and Engineering Center in 1989. For more information on the LAN traffic monitoring we refer to Leland and Wilson [38] and Beran [9] . Figure 3 reveals that the observations are strongly right-skewed. As the self-normalized Wilcoxon test is based on ranks, we do not expect that this will affect our analysis.
Coulon, Chabert and Swami [20] examined this data set for change-points before. The method proposed in their paper is based on the assumption that a FARIMA model holds for segments of the data. The number of different sections and the location of the change-points are chosen by a model selection criterion. The algorithm proposed by Coulon et al. [20] detects multiple changes in the parameters of the corresponding FARIMA time series. In contrast, an application of the self-normalized Wilcoxon change-point test does not provide evidence for a change-point in the mean: the value of the test statistic is given by T n (τ 1 , τ 2 ) = 3.270726, i.e. even for a level of significance of 10%, the self-normalized Wilcoxon change-point test does not reject the hypothesis for any value H ∈ 1 2 , 1 . Furthermore, subsampling with respect to the self-normalized Wilcoxon test statistic does not lead to a rejection of the hypothesis , either (for any choice of block length l ∈ { n γ | γ = 0.3, 0.4, . . . , 0.9} = {12, 27, 63, 144, 332, 761, 1745} and for comparison with the 90%-quantile of the corresponding sampling distributionF l,n ).
Taking into consideration that the data set contains ties (the value 0 appears several times), we also applied the self-normalized Wilcoxon test statistic based on the modified ranksR i and used subsampling with respect to this statistic. Both approaches did not lead to a rejection of the hypothesis.
An application of the test statistic constructed for the detection of two changes yields a value of T n (τ 1 , τ 2 , ε) = 15.24527 when ε = τ 1 = 1 − τ 2 = 0.15. Clearly, this does not lead to a rejection of the hypothesis for any value of the parameter H. In addition, subsampling based on comparison of T n (τ 1 , τ 2 , ε) with the 90%-quantile of the corresponding sampling distributionF l,n does not provide evidence for the assertion of multiple changes for any block lenght l ∈ { n γ | γ = 0.5, 0.6, 0.7, 0.8} = {63, 144, 332, 761} in the data, either.
These results do not coincide with the analysis of the previous authors. On the one hand this may be due to the fact that the applied methods differ considerably from the testing procedures applied before. On the other hand, the change-point estimation algorithm proposed in Coulon, Chabert and Swami [20] is not robust to skewness or heavy-tailed distributions and decisively relies on the assumption of FARIMA time series. However, this seems to contradict observations made by Bhansali and Kokoszka [14] as well as Taqqu and Teverovsky [54] who stress that the model that fits the Ethernet traffic data is very unlikely to be FARIMA.
Estimation of the Hurst parameter by the local Whittle procedure with bandwidth parameter m = n 2/3 yields an estimate ofĤ = 0.845 and therefore indicates the existence of long range dependence. This is consistent with the results of Leland et al. [37] and Taqqu and Teverovsky [54] .
In the three data examples, we find that the results obtained by subsampling and by parameter estimation are in good accordance with each other. The methods take into account long range dependence or heavy tails, but still detect a change in location in the first two examples. For the third data example our analysis supports the hypothesis of stationarity.
Simulations
We will now investigate the finite sample performance of the subsampling procedure with respect to the self-normalized Wilcoxon test and with respect to the classical Wilcoxon change-point test. Moreover, we will compare these results to the performance of the tests when the test decision is based on critical values obtained from the asymptotic distribution of the test statistic.
For this purpose, we consider subordinated Gaussian time series (X n ) n∈N , X n = G(ξ n ), where (ξ n ) n∈N is fractional Gaussian noise (introduced in Examples 1 and 2) with Hurst parameter H ∈ {0.6, 0.7, 0.8, 0.9} and covariance function
where D = 2−2H. Initially, we take G(t) = t, so that (X n ) n∈N has normal marginal distributions. We also consider the transformation
(with Φ denoting the standard normal distribution function) so as to generate Pareto-distributed data with parameters k, β > 0 (referred to as Pareto(β, k)). In both cases, the Hermite rank r of 1 {G(ξi)≤x} − F (x), x ∈ R, equals r = 1 and
see [22] . Under the above conditions, the critical values of the asymptotic distribution of the self-normalized Wilcoxon test statistic are reported in Table 2 in [12] . The limit of the Wilcoxon change-point test statistic can be found in [22] , the corresponding critical values can be taken from Table 1 in [12] .
The frequencies of rejections of both testing procedures are reported in Table  2 and Table 3 for the self-normalized Wilcoxon change-point test and in Table 4 and Table 5 for the classical Wilcoxon test (without self-normalization). The calculations are based on 5, 000 realizations of time series with sample size n = 300 and n = 500. We have chosen block lengths l = l n = n γ with γ ∈ {0.4, 0.5, 0.6}. As level of significance we chose 5%, i.e. we compare the values of the test statistic with the corresponding critical values of its asymptotic distribution and the corresponding quantile of the empirical distribution functionF l,n , respectively.
For the usual testing procedures the estimation of the Hermite rank r, the slowly varying function L γ and the integral J 1 (x)dF (x) is neglected. Yet, for every simulated time series we estimate the Hurst parameter H by the local Whittle estimatorĤ proposed in Künsch [35] . This estimator is based on an approximation of the spectral density by the periodogram at the Fourier frequencies. It depends on the spectral bandwidth parameter m = m(n) which denotes the number of Fourier frequencies used for the estimation. If the bandwidth m satisfies Under the alternative A we analyze the power of the testing procedures (the frequency of rejection) by considering different choices for the height of the level shift (denoted by h) and the location [nτ ] of the change-point. In the tables the columns that are superscribed by "h = 0" correspond to the frequency of a type 1 error, i.e. the rejection rate under the hypothesis H.
For the self-normalized Wilcoxon change-point test (based on the asymptotic distribution), the empirical size almost equals the level of significance of 5% for normally distributed data (see Table 2 ). The sampling window method yields rejection rates that slightly exceed this level. For Pareto(3, 1) time series both testing procedures lead to similar results and tend to reject the hypothesis too often when there is no change. With regard to the empirical power, it is notable that for fractional Gaussian noise time series the sampling window method yields considerably better power than the test based on asymptotic critical values. If Pareto(3, 1)-distributed time series are considered, the empirical power of the subsampling procedure is still better than the empirical power that results from using asymptotic critical values. However, in this case, the deviation of the rejection rates is rather small. While the empirical size is not much affected by the Hurst parameter H, the empirical power is lower for H = 0.8, 0.9.
Considering the classical Wilcoxon test (without self-normalization), it is notable that for both procedures the empirical size is in most cases not close to the nominal level of significance (5%), ranging from 1.1% to 20.8% using subsampling and from 2.6% to 36.0% using asymptotic critical values. In general, the sampling window method becomes more conservative for higher values of the Hurst parameter H, while the test based on the asymptotic distribution becomes more liberal. Under the alternative, the usual application of the Wilcoxon test yields better power than the sampling window method, especially for high values of H. It should be emphasized that this comparison is problematic because the rejection frequencies under the hypothesis differ.
We conclude that the self-normalized Wilcoxon change-point test is more reliable than the classical change-point test. The reason might be that in the scaling of the classical test, the estimatorĤ of the Hurst parameter enters as a power of the sample size n. Thus, a small error in this estimation might lead to a large error in the value of the test statistic. By using the sampling window method for the self-normalized version, we avoid the estimation of unknown parameters so that the performance is similar to the performance of the classical testing procedure which compares the values of the test statistic with the corresponding critical values.
Note that in most cases covered by our simulations the choice of the block length for the subsampling procedure does not have a big impact on the frequency of a type 1 error. Considering the self-normalized Wilcoxon change-point test, an increase of the block length tends to go along with a decrease in power, especially for big values of the Hurst parameter H and Pareto-distributed random variables. For smaller values of H the effect is not pronounced. We recommend using a block length n 0.4 or n 0.5 for the self-normalized change-point test as the choice l = n 0.6 implies worse properties in most cases.
An application of the subsampling testing procedure to the classical (non-selfnormalized) Wilcoxon test for different choices of the block length shows the opposite effect on the rejection rate under the alternative: an increase of the block length results in a higher frequency of rejections. Here, the block length n 0.6 leads to better results in many cases. However, we recommend to not use this test, but to self-normalize the test statistic instead.
An alternative way of choosing the block length would be to apply the datadriven block selection rule proposed by Götze and Rackauskas [27] and Bickel and Sakov [15] . Although the algorithm had originally been implemented for applications of the m-out-of-n bootstrap to independent and identically distributed data, it also lead to satisfactory simulation results in applications to long range dependent time series (see [33] ). Another general approach to the selection of the block size in the context of hypothesis testing is given by Algorithm 9.4.2 in Politis, Romano and Wolf [46] . Table 2 . Rejection rates of the self-normalized Wilcoxon change-point test obtained by subsampling (left) with block length l = n γ , γ ∈ {0.4, 0.5, 0.6}, and by comparison with asymptotic critical values (right) for fractional Gaussian noise of length n with Hurst parameter H.
sampling window method asymptotic distribution Table 3 . Rejection rates of the self-normalized Wilcoxon change-point test obtained by subsampling (left) with block length l = n γ , γ ∈ {0.4, 0.5, 0.6}, and by comparison with asymptotic critical values (right) for Pareto(3, 1)-transformed fractional Gaussian noise of length n with Hurst parameter H.
sampling window method asymptotic distribution Table 4 . Rejection rates of the classical Wilcoxon change-point test obtained by subsampling (left) with block length l = n γ , γ ∈ {0.4, 0.5, 0.6}, and by comparison with asymptotic critical values (right) for fractional Gaussian noise of length n with Hurst parameter H.
sampling window method asymptotic distribution 
Proof. Recall that we can rewrite the covariances as
and that the spectral density f can be written as f (λ) = L f (|λ|)|λ| D−1 . By our assumptions L f (x) ≥ C min for a constant C min > 0, so that we can conclude that 1 =Var
We rewrite the integrand as
As a result, we have
All in all, this yields
Therefore, the statement of the lemma holds with
Lemma 2. Under Assumption 2, there are constants
for all l ≥ l 0 and x 1 , . . . , x l ∈ R with Var
Proof. The statement of the proof is equivalent to the existence of a constant C > 0, such that for all x 1 , . . . , x l ∈ R with
x i ξ i is the best linear unbiased estimator for µ := E(ξ 1 ). For a process (ζ n ) n∈N with spectral density
for a constant C 1 > 0 by a Corollary of Adenstedt [1] (see p. 1101). We rewrite the spectral density f ζ of (ζ n ) n∈N with the help of the spectral density f of (ξ n ) n∈N as
Note that the function g with g(
is bounded, as we assumed that L f is bounded away from 0. Hence, we have
The next Lemma deals with the ρ-mixing coefficient, which is defined in the following way: Let A, B be two σ-fields. Then
where the supremum is taken over all A-measurable random variables X and all B-measurable random variables Y . For details we recommend the book of Bradley [18] .
for all k ∈ N and all l ∈ {l k , . . . , k}.
Proof. Kolmogorov and Rozanov [34] proved that there exist real numbers a 1 , a 2 , . . . , a l ,
We will treat the two summands on the right hand side separately. For the first term, it follows by Lemma 2 that
Before we deal with the second summand, we observe that by Hölder's inequality and Lemma 1
Due to Assumption 2
Consequently, for allk ∈ {k + 1, . . . , k + 2l − 1}
for some constants C d , C 3 . Combining this with the bounds for
5.2. Proof of the Main Result. Let t be a point of continuity of F T . In order to simplify notation, we write N = n − l + 1 and T l,i = T l (X i , . . . , X i+l−1 ). The triangular inequality yields
The second term on the right-hand side of the above inequality converges to zero because of Assumption 1. As L 2 -convergence implies stochastic convergence, it suffices to show that E |F l,n (t) − F T (t)| 2 −→ 0 in order to prove that the first term converges to zero, as well. We have E |F l,n (t) − F T (t)| 2 = E F 2 l,n (t) − EF l,n (t) 2 + (F T (t)) 2 − 2F T (t) EF l,n (t) + EF l,n (t) 2 = Var(F l,n (t)) + EF l,n (t) − F T (t)
2
Furthermore, stationarity of the process (X n ) n∈N and Assumption 1 imply
It remains to show that Var(F l,n (t)) −→ 0. Again, it follows by stationarity of (X n ) n∈N that Var Cov 1 {T l,1 ≤t} , 1 {T l,i ≤t} .
Recall that by Assumption 3, we have l ≤ C l n (1+D)/2− for some constants C l and > 0. For n large enough such that l < by the usual Glivenko-Cantelli argument for the uniform convergence of empirical distribution functions; see for example section 20 in the book of Billingsley [16] .
To be able to apply subsampling, we needT n to converge in distribution, which we will show now: Note that c n (λ) converges to λ uniformly, so we have the asymptotic equivalence .
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