Similarly, in this paper, the value of a function on its contact discontinuity point is always looked as its corresponding limit. The generalized logarithmic mean has been studied by many researchers and it is still an interesting topic today (see [2] [3] [4] [5] [6] [7] [8] , [10] - [11] , [14] - [13] , for examples). The aim of this paper is to prove the following inequalities related to generalized logarithmic mean:
The above inequalities is a conjecture posed by Alzer [1] To prove (1.2), Lou studied generalized inverse harmonic mean (which is a special case of Gini mean [5] ) of two positive numbers in [9] ,
where r ∈ [−∞, +∞]. We mention that
are the arithmetic mean, the geometric mean and the inverse harmonic mean, respectively. While
On the other hand, we have
Using (1.6), Lou observed in [9] that (1.2) can be proved if the following equalities hold (see the proofs of Conjectures A and B in Sections 3 and 5):
More precisely, rewrite (1.2) and (1.7) as
Lou showed in [9] , 7].
In this paper, by the help of symbolic calculation in computer, we are able to prove Conjectures 1 and 2. And then we get the proofs of Conjectures A and B.
We would like to mention that since the Stolarsky mean ( [12] )
and the Gini mean
and
in some sense, it is enough to study L r (a, b) and C r (a, b) when one need to study 2. Proof of Conjecture 1. We recall some basic properties of L r (a, b) and
3)
The proof of the above proposition can be found in [12] .
Proof. Though the proof of above proposition was given in [9] , for the convenience of readers, we give the proofs of (iii)-(iv) in the following. Without loss of generality, we set b > a = 1.
(iii) It suffice to prove that
is positive. Denote
We have ∂g(r, b) ∂r
Thus, for fixed b > 1, g(r, b) is decreasing strictly in r ∈ (0, 1) and increasing strictly in r ∈ (1, +∞). Therefore,
Consequently, f (r, b) is positive since
Then we can get that
Thus, h(r, b) is increasing strictly in r ∈ (0, 1) and decreasing strictly in r ∈
(1, +∞). Consequently,
Therefore, ln C r (1, b)C −r (1, b) is decreasing strictly in r ∈ (0, +∞) and (2.7)
follows. 2
Now, we begin to prove Conjecture 1 and state it as
Proof. Without loss of generality, we set b > a = 1. Since
we see that (2.8) holds for some r = r 0 ∈ (0, 1] if and only if it holds for r =
Therefore, we can suppose that r ≥ 1 without loss of generality. We have
.
We have
∂b
, where
and define
where I n denotes the n × n unit matrix. Then we have
Further, we can get that
Now, we call a function g poses Property (S) on (α, +∞) if
Noting that G k (r, +∞) = −∞ and
we get from (2.11) that for fixed r > 1, and decreasing strictly in b ∈ (b 0 , +∞). Consequently,
That is, (2.8) holds for r > 1.
For the case of r = 1, we can prove similarly that
and then get (2.8). We can also prove (2.8) for r = 1 in the following manner.
First, we can verify that Thus, we must have ℓ ∈ (0, +∞) and
Therefore F 0 (1, b) is increasing in b ∈ (1, ℓ) and decreasing in b ∈ (ℓ, +∞). Finally, we can get (2.8) since F 0 (1, b) is analytic and not a constant in (1, +∞). 2 3. Proof of Conjecture A. We will prove Conjecture A in this section.
Proof. We need only to consider the cases of r ∈ (0, +∞) since (3.1) holds obviously when r = +∞:
Moreover, we can suppose that b > a = 1 without loss of generality.
By (1.12), there exists a β = β(r) > 1 such that
Thus by (1.6),Theorem 2.3, Propositions 2.1 and 2.2, we have that, for any b ∈
(1, β),
Therefore,
By induction, we can get that
We get the proof. We state a lemma first.
Equivalently,
Proof. The lemma follows directly from that x 2 + a 2 (x + a) 2 is increasing strictly in x ∈ (a, +∞).
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Now we state Conjecture 2 as
Proof. Without loss of generality, assume that b > a = 1. We will prove (4.3)
by discussing four cases.
Case I: r ∈ [1, 3]. As we pointed out in [9] , by Proposition 2.2(iii),
Case II: r ∈ (3, +∞) 1 . Denote
Obviously, for any r ≥ 3, b > 1, it holds that
On the other hand,
Thus we can define
We have 
where
where x = ln √ b. Similar to Section 2, we define
We have That is,
Case III: r = 0. We have
Case IV: r ∈ (0, 1). 
Combining Cases I-IV, we get the proof. 2
One can get immediately from Theorem 4.2 that
5. Proof of Conjecture B.
We turn to prove Conjecture B and state it as
Proof. Without loss of generality, we suppose that b > a = 1. Since (5.1)
holds obviously for r = 0, we suppose that r ∈ (0, +∞) in the following. By (1.13), there exists a γ > 1, such that
Thus by Corollary 4.2, Propositions 2.1-2.2, and noting that
we have
We get the proof by induction. 2 6. Further Results. In this section, we will yield some related results. We have Corollary 6.1. Let 0 < r < +∞, b > a > 0. Then
Proof. We have
We get the proof. 
The following result can be looked a corollary of Proposition 2.2: Proof. Let 0 < r < s < +∞, b > a = 1. We have
Thus, there exists a µ = µ(r, s) > 1 such that for any b ∈ (1, µ),
Consequently,
That is, (6.5) holds for b ∈ (1, µ 2 ). Thus, by induction, (6.5) holds for b ∈ (1, +∞).
Moreover, it follows from (6.5) that
We get the proof. 2
On the other hand, we have: Proof. For any β ∈ (0, +∞), b > a > 0, it is easy to prove that Contradicts to (2.8). Therefore, (6.6) holds. Thus, it follows from (6.9) that C 2 r (a, b)
That is, (6.7) holds.
(iii) Similar to (6.7), we can get (6.8) directly from (1.4), (5.1) and (6.9). 2
