Abstract-Given a time series X1, . . . , Xn, . . . taking values in a large (high-dimensional) space X , we would like to find a function f from X to a small (low-dimensional or finite) space Y such that the time series f (X1), . . . , f(Xn), . . . retains all the information about the time-series dependence in the original sequence, or as much as possible thereof. This goal is formalized in this work, and it is shown that the target function f can be found as the one that maximizes a certain quantity that can be expressed in terms of entropies of the series (f (Xi)) i∈N . This quantity can be estimated empirically, and does not involve estimating the distribution on the original time series (Xi) i∈N .
I. INTRODUCTION
Given a stationary sequence X 1 , . . . , X n , . . . where X i belong to a large (continuous, high-dimensional) space X , we are looking for its compact representation f (X 1 ), . . . , f(X n ), . . . where f (X i ) belong to a small (low-dimensional or finite) space Y. Moreover, we require from our representation that it preserves all, or as much as possible of, the time-series dependence. Such problems arise in a variety of applications, starting from speech or hand-written text recognition, to the analysis of video or network data. Often in such applications there are no examples of correct or good representations; or such examples are available only for a small portion of the data. Thus, we consider the problem of finding representations in what is known as unsupervised manner, meaning that there is no complementary "training" sequence for which a good representation is provided.
To formalize the problem, let us first consider the "ideal" situation, which is as follows. There exists a function f : X → Y (a representation) such that for each i ∈ N, X i is independent of the rest of the sequence X 1 , X 2 , . . . given f (X i ). That is, all the time-series dependence is in the sequence f (X 1 ), . . . , f(X n ), . . . , and, given this sequence, the original sequence X 1 , . . . , X n , . . . can be considered as noise, in the sense that X i are conditionally independent. It is shown in this work that in this "ideal" situation the function f maximizes the following information criterion
where h(f (X 1 )) is the Shannon entropy of the first element and h ∞ is the entropy rate of the (stationary) time series f (X 1 ), . . . , f(X n ), . . . . This means that for any other function g : X → Y we have I ∞ (f ) ≥ I ∞ (g), with equality if and only (X i ) i∈N are also conditionally independent given (g(X i )) i∈N . It is worth noting that I ∞ (f ) can be also expressed as This allows us to pass to the non-ideal situation, in which there is no function f that satisfies the conditional independence criterion. Given a set of functions mapping X to Y the function that preserves the most of the time-series dependence can be defined as the one that maximizes (1). Furthermore, it can be shown that the time-series information (1) can be estimated empirically. Estimating this quantity does not involve estimating the distribution of X i (on a large, possibly continuous and high-dimensional, space X ): one can work only with representations f (X i ), that is, with distributions on a small (finite) space Y. Moreover, readily available methods for estimating the entropy and entropy rate (for example, those based on data compressors) can be used to estimate the timeseries information (1) .
Thus, we propose a method that, given a finite set F of representation functions, selects the one that preserves most of the time-series information. This method is distributionfree and is asymptotically consistent for stationary ergodic distributions.
Prior work. The considered problem is a variant of the dimensionality reduction problem, which in, its various forms, appears in almost all modern applications of statistical and machine-learning methods. What characterizes the specific problem considered is that we are concentrating on timeseries dependence (which is often discarded or simplified in other approaches), as well as in that we are addressing an unsupervised problem, that is, no examples of "good" performance are provided.
There is a vast body of literature on modelling and compressing time series, with different scopes and results. First, note that if in our "ideal" case we put an additional requirement that f (X i ) form a Markov chain, then we get a socalled Hidden Markov model [1] . Hidden Markov models are used in many different applications, and estimating the hidden states is considered an important and difficult problem. From a different perspective, if X i are independent and identically distributed and, instead of the time-series dependence (which is absent in this case), we want to preserve as much as possible of the information about another sequence of variables (labels) Y 1 , . . . , Y n , then one can arrive at the information bottleneck method [2] . The information bottleneck method can, in turn, be seen as a generalization of the rate-distortion theory of Shannon [3] . Applied to dynamical systems, the information bottleneck method can be formulated [4] is a parameter. A related idea is that of causal states [5] : two histories belong to the same causal state iff they give the same conditional distribution over futures.
What distinguishes the approach of this work from those described, is that we never have to consider the probability distribution of the input time series X i directly -only through the distribution of the representations f (X i ). Thus, modelling or estimating X i is not required; this is particularly important for empirical estimates.
It should also be noted that the quantity (1) has been studied in a different context: [6] uses it to construct statistical test for the hypothesis that a time series consists of independent and identically distributed variables. In particular, [6] notes that this quantity can be estimated using universal codes (or data compressors). The conditional independence property also has been previously studied in a different context (classification) in [7] . Specifically, [7] shows that binary classification methods developed to work under the i.i.d. assumption actually only need a weaker assumption of conditional independence.
II. PRELIMINARIES
Let (X , F X ) and (Y, F Y ) be measurable spaces. X can be thought of as a large (e.g., a high-dimensional Euclidean) space and Y as a small (low-dimensional or even finite) space. Time-series (or process) distributions are probability measures on the space (X N , F N ) of one-way infinite sequences (where F N is the Borel sigma-algebra of X N ). We use the abbrevi-
N can be uniquely extended to a distribution on X Z (that is, to a time series . . . , X −1 , X 0 , X 1 , . . . ); we will assume such an extension whenever necessary. We assume that f (X 1 ), . . . , f(X n ) have a density with respect to a fixed reference measure
where p is the density of Z with respect to a fixed reference measure M ; such densities are assumed to exist whenever we speak about entropies. For precise definitions and conditions for the existence of (conditional) relative entropies see [8] .
Introduce the notation
and h k (f ) for the k-order entropy of the time series (f (X i )) i∈N :
If (f (X i )) i∈N is stationary then we can define the entropy rate
III. DEFINITIONS AND MAIN RESULTS Definition 1 (conditional independence given labels). Say that (X i ) i∈N are conditionally independent given (f (X i )) i∈N , if for all n, k, and all i 1 , . . . , i k = n X n is independent of X i1 , . . . , X i k given f (X n ):
The main object of interest in this work is the time-series information:
Definition 2 (time-series information). The time-series information of a series f (X i ) (i∈N) with finite h(f ) is defined as
Equivalently, time-series information can be defined as the mutual information between f (X 0 ) and
Proof: Using the stationarity of (X i ) i∈Z and (for the last equality) [8, Lemma 5.6 .1] we derive
We can also define k-order time-series information as follows
Theorem 1. Let (X i ) i∈N be a stationary time series, and let f, g : X → Y be two functions such that the entropies h 0 (f ) and h 0 (g) are finite. If (X i ) i∈N are conditionally independent given (f (X i )) i∈N then
with equality if and only if (X i ) i∈N are conditionally independent given (g(X i )) i∈N .
The proof of the theorem is given in section IV. Thus, given a set F of functions f : X → Y with finite entropies h(f (X 0 )) the function that is "closest" to satisfying the conditional independence property (4) can be defined as the one that maximizes the time-series information (5) .
If the set F is finite, then it is possible to find the function that maximizes (5) given a large enough sample of the time series (X i ) i∈N , without knowing anything about its distribution (besides its stationarity), and without modelling or even estimating this distribution.
To see this, let us first consider the case of a finite set Y. To have a consistent estimate of I ∞ (f ) it is enough to have a 2013 IEEE International Symposium on Information Theory consistent estimator for h 0 (f ) and a consistent estimator for h ∞ (f ); for both tasks there are several solutions available. For example, one can simply use the empirical estimator for h 0 , and h ∞ (f ) can be estimated as
where ϕ is any universal code and | · | denotes length. The latter approach has been used in [6] , [9] , [10] to solve various statistical problems concerning stationary time series.
Thus, as a corollary of Theorem 1 we obtain the following statement.
Theorem 2. Let X 0 , . . . , X n be sampled from a stationary time series, let the set Y be finite and let a finite set F of functions f : X → Y be given. Set
is the empirical entropy of f (X) and ϕ is any universal code. Then
from some n on with probability 1.
Note that for the consistency statement in Theorem 2 it is not required that there exists a function f ∈ F that satisfies (4); if the latter property does not hold then the empirical estimator I(f ) still finds the "best" solution, in the sense of maximizing I(f ).
A different approach to estimate the entropy rate h ∞ (f ) (and thus I ∞ (f )) for finite or countable spaces Y is to use so-called match lengths; this method requires the time series (f (X i )) i∈N to satisfy a Doeblin condition [11] , [12] , [13] .
The case of continuous spaces Y can be treated in a similar manner, using a universal codes on discretised versions of data, that are then combined as proposed in [10] : Assume that for each n the random variables X 1 , . . . , X n have a density with respect to a measure M n . Denote Y n := f (X n ) and let
k denote Y i truncated to k bits of precision (i.e., we are using a series of quantisations). Let μ k be a universal measure associated with a universal code ϕ(·) applied on the alphabet
The combined measure is defined [10] as
where (w k ) k∈N are positive summable real weights. Furthermore, define the entropy estimateĥ aŝ
Under some mild conditions (see [10] ) this estimator is consistent; thus, usingĥ together with any consistent estimator of h(f (X 0 )) we get an analogue of Theorem 2 for the case of continuous spaces Y.
Note that in this approach an estimator for the entropy rate is a byproduct of a method for time-series prediction (or estimating densities of time-series). Using the same reasoning, another methods for estimating the entropy rate for real-valued processes can be inferred from, for example, [14] .
IV. PROOF OF THEOREM 1 Proof: First note that from the definition (1) of conditional independence and using the chain rule for entropies, it is easy to show that for any n,
so that
Consider the following entropies and information (with straightforward definitions):
). We will first show that
The latter equality follows from the former and the definition of h ∞ . To prove the former we will consider the case k = 1; the general case is analogous. Introduce the short-hand notation
Moreover,
where the first equality is by definition, the second is the chain rule for entropy and the third follows from (7) and conditional independence of X i given f (X i ). Thus, from (10), (11) and the definition of I 1 (f ) we get
finishing the proof of (9) . To prove the theorem it remains to show that, if (X i ) i∈N are not conditionally independent given (g(X i )) i∈N then I ∞ (f ) > I ∞ (g). For that it is enough to show that
from some k on. Assume that (X i ) i∈N are not conditionally independent given (g(X i )) i∈N , so that
for some k, n and i 1 , . . . , i k = n. By stationarity, we obtain from (13) that there exists k ∈ N such that
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We will show that (12) holds for all k for which (14) holds. Clearly, if (14) holds for k ∈ N then it also holds for all k > k. Thus, it is enough to consider the case k = 1; the general case is analogous. With this simplification in mind, and using our Y and Z notation, note that (14) implies that
for otherwise we would get P (X 0 |Y 0 , Z 0 , X 1 , X −1 ) = P (X 0 |Y 0 , Z 0 ), contradicting conditional independence of X given f (X). Finally, from (15) and (7) we get
We will show that (16) implies that at least one of the following two inequalities holds
Indeed, if both (17) and (18) are false then from (7) and (8) we obtain
and
Thus, using the chain rule for entropy and (19) we derive
Continuing in the same way but using (20) instead of (19) we obtain
contradicting (16). Thus, either (17) or (18) holds true; consider the former inequality -the latter one is analogous. We have where we have used the definition of I k , (17), (8) , the definition of mutual information and the symmetry thereof. This demonstrates (12) and concludes the proof.
V. CONCLUSION
This paper takes some first step towards unsupervised representation learning for highly dependent time-series data. These steps are to define the objective and to show that it is attainable for finite sets of representations. The next steps are to see what results can be obtained for infinite sets of representations. As an extreme case, consider the set F of all possible representation functions f : X → Y. Is it possible to find a function f that maximizes time-series information over F, for arbitrary stationary (ergodic) time series? Clearly if this is possible, it is only in some appropriately weak (time-average) asymptotic sense. Perhaps stronger results can obtained smaller (yet infinite) sets F. Finite-time analysis is possible if one makes some further assumptions on the time series X i (beyond stationarity and ergodicity). Some steps in this direction are taken in [15] , where the control problem is also considered. The next important step is to construct efficient algorithms for specific sets F of representations, and to test them on real applications.
