We present a novel method for frequentist statistical inference in M -estimation problems, based on stochastic gradient descent (SGD) with a fixed step size: we demonstrate that the average of such SGD sequences can be used for statistical inference, after proper scaling. An intuitive analysis using the Ornstein-Uhlenbeck process suggests that such averages are asymptotically normal. From a practical perspective, our SGD-based inference procedure is a first order method, and is well-suited for large scale problems. To show its merits, we apply it to both synthetic and real datasets, and demonstrate that its accuracy is comparable to classical statistical methods, while requiring potentially far less computation.
body of the paper: we provide the algorithm for creating bootstrap-like samples, and also provide the main theorem of this work. As the details are involved, we provide an intuitive analysis of our algorithm and explanation of our main results, using an asymptotic Ornstein-Uhlenbeck process approximation for the SGD process [11, 17, 4, 12, 14] , postponing the full proof to the appendix. We specialize our main theorem to the case of linear regression (see supplementary material), and also that of logistic regression. For logistic regression in particular, we require a somewhat different approach, as the logistic regression objective is not strongly convex. In Section 4, we present related work and elaborate how this work differs from existing research in the literature. Finally, in Section 5, we provide parts of our numerical experiments that illustrate the behavior of our algorithm, and corroborate our theoretical findings. We do this using synthetic data for linear and logistic regression, and also by considering the Higgs detection data set [3] and the LIBSVM Splice data set. A considerably expanded set of empirical results is deferred to the appendix.
Supporting our theoretical results, our empirical findings suggest that the SGD inference procedure produces results similar to bootstrap while using far fewer operations, thereby producing a more efficient inference procedure applicable in large scale settings where other approaches fail.
Statistical inference for M -estimators
Consider the problem of estimating a set of parameters θ ∈ R p using n samples {X i } n i=1 , drawn from some distribution P on the sample space X . In frequentist inference, we are interested in estimating the minimizer θ of the population risk:
where we assume that f (·; x) : R p → R is real-valued and convex; henceforth, we use E ≡ E P , unless otherwise stated. In practice, the distribution P is unknown to us. We thus estimate θ by solving an empirical risk minimization (ERM) problem, where we use the estimate θ:
Statistical inference consists of techniques for obtaining confidence intervals about the estimate θ. These can be performed if there is an asymptotic limiting distribution associated with θ [24] . Indeed, under standard and well-understood regularity conditions, the solution to M -estimation problems satisfies asymptotic normality. That is, the distribution √ n( θ − θ ) converges weakly to a normal:
where H = E[∇ 2 f (θ ; X)], and G = E[∇f (θ ; X)∇f (θ ; X) ] (Theorem 5.21, [23] ). We can therefore use this result, as long as we have a good estimate of the covariance matrix: H −1 G H −1 . The central goal of this paper is obtaining accurate estimates for H −1 G H −1 .
A naive way to estimate H −1 G H −1 is through the empirical estimator H −1 G H −1 where:
∇f ( θ; X i )∇f ( θ; X i ) .
Beyond calculating H and G, 2 this computation requires an inversion of H and matrix-matrix multiplications in order to compute H −1 G H −1 -a key computational bottleneck in high dimensions. Instead, our method uses SGD to directly estimate H −1Ĝ H −1 .
Statistical inference using SGD
In this section, we provide our main results, including the algorithm and its theoretical guarantees. We also describe its specialization to logistic regression (linear regression is deferred to the supplementary material). Consider the optimization problem in (2) . For instance, in maximum likelihood estimation (MLE), f i (θ; X i ) is a negative log-likelihood function. For simplicity of notation, we use f i (θ) and f (θ) in the rest of the paper.
The SGD algorithm with a fixed step size η, is given by the iteration
t+2 , · · · , θ (R) t+d Our inference procedure uses the average of t SGD iterations. Denote such sequences asθ t :
The algorithm proceeds as follows: Given a sequence of SGD iterates, we use the first SGD iterates θ −b , θ −b+1 , . . . , θ 0 as a burn in period; we discard these iterates. Next, for each "segment" of t + d iterates, we use the first t iterates to computē θ
j and discard the last d iterates, where i indicates the i-th segment. This procedure is illustrated in Figure  1 .
Similar to ensemble learning [16] , we use i = 1, 2, . . . , R estimators for statistical inference.
Here, K s is a scaling factor that depends on how the stochastic gradient g s is computed. We show examples of K s for mini batch SGD in linear regression and logistic regression in the corresponding sections. In practice, we can use θ ≈ 1
Step size η selection and length t: Theorem 1 below is consistent only for SGD with fixed step size that depends on the number of samples taken. Our experiments, however, demonstrate that choosing a constant (large) η gives equally accurate results with significantly reduced running time. A better understanding of t's and η's influence requires (conjectured) stronger bounds for SGD with constant step size. Heuristically, calibration methods for parameter tuning in subsampling methods ( [18] , Ch. 9) could be used for hyperparameter tuning in our SGD procedure. We leave the problem of finding maximal (provable) learning rates for future work.
Discarded length d: Based on the analysis of mean estimation, if we discard d SGD iterates in every segment, the correlation between consecutive θ (i) and θ (i+1) is on the order of C 1 e −C2ηd , where C 1 and C 2 are data dependent constants. This can be used as a rule of thumb to reduce correlation between samples from our SGD inference procedure.
Burn-in period b: The purpose of the burn-in period b, is to ensure that samples are generated when SGD iterates are sufficiently close to the optimum. This can be determined using heuristics for SGD convergence diagnostics. Another approach is to use other methods (e.g., SVRG [10] ) to find the optimum, and use a relatively small b for SGD to reach stationarity, similar to Markov Chain Monte Carlo burn in.
Theoretical guarantees
Next, we provide the main theorem of our paper. Essentially, this provides conditions under which our algorithm is guaranteed to succeed, and hence has inference capabilities. Theorem 1. For a differentiable convex function f (θ) = 1 n n i=1 f i (θ), with gradient ∇f (θ), let θ ∈ R p be its minimizer, according to (2) , and denote its Hessian at θ by H := ∇ 2 f ( θ) . Assume that ∀θ ∈ R p , f satisfies:
Furthermore, let g s (θ) be a stochastic gradient of f , satisfying:
; then for sufficiently small step size η > 0, the average SGD sequence in (5) satisfies:
We provide the full proof in the appendix, and also we give precise (data-dependent) formulas for the above constants. For ease of exposition, we leave them as constants in the expressions above.
Discussion. For linear regression, assumptions (F 1 ), (F 2 ), (F 3 ), and (F 4 ) are satisfied when the empirical risk function is not degenerate. In mini batch SGD using sampling with replacement, assumptions (G 1 ), (G 2 ), (G 3 ), and (G 4 ) are satisfied. Linear regression's result is presented in Corollary 1.
For logistic regression, assumption (F 1 ) is not satisfied because the empirical risk function in this case is strictly but not strongly convex. Thus, we cannot apply Theorem 1 directly. Instead, we consider the use of SGD on the square of the empirical risk function plus a constant; see eq. (12) below. When the empirical risk function is not degenerate, (12) satisfies assumptions (F 1 ), (F 2 ), (F 3 ), and (F 4 ). We cannot directly use vanilla SGD to minimize (12), instead we describe a modified SGD procedure for minimizing (12) in Section 3.5, which satisfies assumptions (G 1 ), (G 2 ), (G 3 ), and (G 4 ). We believe that this result is of interest by its own. We present the result specialized for logistic regression in Corollary 2.
Note that Theorem 1 proves consistency for SGD with fixed step size, requiring η → 0 when t → ∞. However, we empirically observe in our experiments that a sufficiently large constant η gives better results. We conjecture that the average of consecutive iterates in SGD with larger constant step size converges to the optimum and we consider it for future work.
Intuitive interpretation via the Ornstein-Uhlenbeck process approximation
Here, we describe a continuous approximation of the discrete SGD process and relate it to the Ornstein-Uhlenbeck process [20] , to give an intuitive explanation of our results-the complete proofs appear in the appendix. In particular, under regularity conditions, the stochastic process ∆ t = θ t − θ asymptotically converges to an Ornstein-Uhlenbeck process ∆(t), [11, 17, 4, 12, 14] that satisfies:
where B(T ) is a standard Brownian motion. Given (7) , √ t(θ t − θ) can be approximated as
where we use the approximation that η ≈ dT . By rearranging terms in (7) and multiplying both sides by H −1 , we can rewrite the stochastic differential equation (7) as
After plugging (9) into (8) we have
When
Exact analysis of mean estimation
In this section, we give an exact analysis of our method in the least squares, mean estimation problem. For n i.i.d. samples X 1 , X 2 , . . . , X n , the mean is estimated by solving the following optimization problem
In the case of mini-batch SGD, we sample S = O(1) indexes uniformly randomly with replacement from [n]; denote that index set as I t . For convenience, we write Y t = 1 S i∈It X i , Then, in the t th mini batch SGD step, the update step is
which is the same as the exponential moving average. And we have
Assume that θ 1 − θ 2 2 = O(η), then from Chebyshev's inequality − 1 η √ t (θ t+1 − θ 1 ) → 0 almost surely when tη → ∞. By the central limit theorem, 1
uniformly for all a, b, where the constant is data dependent. Thus, for our SGD inference procedure, we have Cov(θ (i) , θ (j) ) 2 = O(η(1 − η) d+t|i−j| ). Our SGD inference procedure does not generate samples that are independent conditioned on the data, whereas replicates are independent conditioned on the data in bootstrap, but this suggests that our SGD inference procedure can produce "almost independent" samples if we discard sufficient number of SGD iterates in each segment.
When estimating a mean using our SGD inference procedure where each mini batch is S elements sampled with replacement, we set K s = S in (6).
Linear Regression
In linear regression, the empirical risk function satisfies:
where y i denotes the observations of the linear model and x i are the regressors. To find an estimate to θ , one can use SGD with stochastic gradient give by:
where I t are S indices uniformly sampled from [n] with replacement. Next, we state a special case of Theorem 1. Because the Taylor remainder ∇f (θ) − H(θ − θ) = 0, linear regression has a stronger result than general M -estimation problems.
is bounded, and quantities other than t and η are data dependent constants.
As with our main theorem, in the appendix we provide explicit data-dependent expressions for the constants in the result.
Because in linear regression the estimate's covariance is 1
, we set the scaling factor K s = S in (6) for statistical inference.
Logistic regression
In logistic regression, we have n samples (X 1 , y 1 ), (X 2 , y 2 ), . . . (X n , y n ) where X i ∈ R p consists of features and y i ∈ {+1, −1} is the label. We estimate θ of a linear classifier sign(θ T X) by:
We cannot apply Theorem 1 directly because the empirical logistic risk is not strongly convex; 'it does not satisfy assumption (F 1 ). Instead, we consider the convex function
where c > 0 (e.g., c = 1).
The gradient of f (θ) is a product of two terms
Therefore, we can compute a stochastic gradient, g s = Ψ s Υ s , using two independent random variables satisfying
with or without replacement. Given the above, we have ∇f (θ) (θ − θ) ≥ α θ − θ 2 2 for some constant α by the generalized self concordance of logistic regression [1, 2] , and therefore the assumptions are now satisfied.
For convenience, we write k
depending on how indexes are sampled to compute Ψ s :
Quantities other than t and η are data dependent constants.
As with the results above, in the appendix we give data-dependent expressions for the constants. Simulations suggest that the term tη 2 in our bound is an artifact of our analysis. Because in logistic regression the estimate's covariance is 1
, we set the scaling factor
in (6) for statistical inference. Note that K s ≈ 1 for sufficiently large S Ψ .
Related work
Bayesian inference: First and second order iterative optimization algorithms -including stochastic gradient descent, gradient descent, and variants-naturally define a Markov chain. Based on this principle, there is a long line of works focused on creating variants that have a particular steady state distribution. Most related to this work is the case of stochastic gradient Langevin dynamics (SGLD) for Bayesian inference -namely, for sampling from the posterior distributions-using a variant of stochastic gradient descent [25, 6, 14, 15] . We note that, here as well, the vast majority of the results rely on using a decreasing step size. Very recently, [15] uses a heuristic approximation for Bayesian inference, and provides results for fixed step size. Our problem is different in important ways from the Bayesian inference problem. In such likelihood parameter estimation problems, the covariance of the estimator only depends on the gradient of the likelihood function. This is not the case, however, in general frequentist M -estimation problems (e.g., linear regression), which is exactly the setting of this paper. In these cases, the covariance of the estimator depends both on the gradient and Hessian of the empirical risk function. For this reason, without second order information, SGLD methods are poorly suited for general M -estimation problems in frequentist inference. In contrast, our method exploits properties of averaged SGD, and computes the estimator's covariance without second order information. As we discuss below, a central challenge we face, therefore, is estimating second order information even though SGD's covariance need not converge if using fixed step size. This issue is avoided in the Bayesian setting since only first order information is needed, and (see more below) in the stochastic approximation setting by using decreasing step size.
Connection with Bootstrap methods: While methodologically different, the classical approach for statistical inference is to use the bootstrap [9, 21] . Bootstrap samples are generated by essentially replicating the entire data set by resampling, and then solving the optimization problem (by any means) on each generated set of the data. Our approach offers an alternative to this, using fixed step size SGD. We identify our algorithm and its analysis as an alternative to bootstrap methods. Our analysis is also specific to SGD, and thus sheds light on the statistical properties of this very widely used algorithm.
Connection with stochastic approximation methods: It has been long observed in stochastic approximation that under certain conditions, SGD displays asymptotic normality for both the setting of decreasing step size, e.g., [13, 19] , and more recently, [22, 7] ; and also for fixed step size, e.g., [4] , Chapter 4. All of these results, however, provide their guarantees with the requirement that the stochastic approximation iterate converges to the optimum. For decreasing step size, this is not an overly burdensome assumption, since with mild assumptions it can be shown directly. As far as we know, however, it is not clear if this holds in the fixed step size regime. To side-step this issue, [4] provides results only when the (constant) step-size approaches 0 (see Section 4.4 and 4.6, and in particular Theorem 7 in [4] ). Similarly, while [12] has asymptotic results on the average of consecutive stochastic approximation iterates with constant step size, it assumes convergence of iterates (assumption A1.7 in Ch. 10) -an assumption we are unable to justify in even simple settings.
Indeed, the challenge with SGD is that, when using constant step size, each iterate is distributed around the optimum with non-vanishing variance, and individual iterates do not converge to the optimum.
Beyond the critical difference in the assumptions, the majority of the "classical" subject matter seeks to prove asymptotic results about different flavors of SGD, but does not properly consider its use for inference. Key exceptions are the recent work in [22] and [7] , which follow up on [19] . Both of these rely on decreasing step size, for reasons mentioned above. The work in [7] uses SGD with decreasing step size for estimating an M -estimate's covariance. Work in [22] studies implicit SGD with decreasing step size and proves results similar to [19] , however it does not use SGD to compute confidence intervals. Through SGD with constant step size, we can generate almost "symmetric" samples for statistical inference, and rescaling samples for statistical inference is nontrivial in SGD with decreasing step size. To the best of our knowledge, there are no prior results establishing asymptotic normality for SGD with fixed step size for general M-estimation problems (that do not rely on overly restrictive assumptions, as discussed).
Experiments

Synthetic data
The coverage probability is defined as 1
andĈ i is the estimated confidence interval for the i th coordinate. The average confidence interval width is defined as
is the estimated confidence interval for the i th coordinate. In our experiments, coverage probability and average confidence interval width are estimated through simulation. We use the empirical quantile of our SGD inference procedure and bootstrap to compute the 95% confidence intervals for each coordinate of the parameter. Because theoretical justifications of our SGD inference procedure do not yet deal with pivotal quantities, here we have not included such comparisons. For results given as a pair (α, β), it usually indicates (coverage probability, confidence interval length).
Univariate models
In Figure 2 , we compare our SGD inference procedure with (i) Bootstrap and (ii) normal approximation with inverse Fisher information in univariate models. We observe that our method and Bootstrap have similar statistical properties. Figure 7 in the appendix shows Q-Q plots of samples from our SGD inference procedure. Normal distribution mean estimation: Figure 2a compares 500 samples from SGD inference procedure and Bootstrap versus the distribution N (0, 1/n), using n = 20 i.i.d. samples from N (0, 1). We used mini batch SGD described in Sec. 3.3. For the parameters, we used η = 0.8, t = 5, d = 10, b = 20, and mini batch size of 2. Our SGD inference procedure gives (0.916 , 0.806), Bootstrap gives (0.926 , 0.841), and normal approximation gives (0.922 , 0.851). Exponential distribution parameter estimation: Figure 2b compares 500 samples from inference procedure and Bootstrap, using n = 100 samples from an exponential distribution with PDF λe −λx where λ = 1. We used SGD for MLE with mini batch sampled with replacement. For the parameters, we used η = 0.1, t = 100, d = 5, b = 100, and mini batch size of 5. Our SGD inference procedure gives (0.922, 0.364), Bootstrap gives (0.942 , 0.392), and normal approximation gives (0.922, 0.393). Poisson distribution parameter estimation: Figure 2c compares 500 samples from inference procedure and Bootstrap, using n = 100 samples from a Poisson distribution with PDF λ x e −λx where λ = 1. We used SGD for MLE with mini batch sampled with replacement. For the parameters, we used η = 0.1, t = 100, d = 5, b = 100, and mini batch size of 5. Our SGD inference procedure gives (0.942 , 0.364), Bootstrap gives (0.946 , 0.386), and normal approximation gives (0.960 , 0.393). 
Multivariate models
In these experiments, we set d = 100, used mini-batch size of 4, and used 200 SGD samples. In all cases, we compared with Bootstrap using 200 replicates. We computed the coverage probabilities using 500 simulations. Also, we denote 1 p = 1 1 . . . Table 2b . Bootstrap gives (0.932, 0.253), and confidence intervals computed using inverse Fisher matrix as the error covariance and normal approximation gives (0.957, 0.264).
Real data
Here, we compare covariance matrix computed using our SGD inference procedure, bootstrap, and inverse Fisher information matrix on the Higgs data set [3] and the LIBSVM Splice data set, and we observe that they have similar statistical properties.
Higgs data set
The Higgs data set 3 [3] contains 28 distinct features with 11,000,000 data samples. This is a classification problem between two types of physical processes: one produces Higgs bosons and the other is a background process that does not. We use a logistic regression model, trained using vanilla SGD, instead of the modified SGD described in Section 3.5. To understand different settings of sample size, we subsampled the data set with different sample size levels: n = 200 and n = 50000. We investigate the empirical performance of SGD inference on this subsampled data set. In all experiments below, the batch size of the mini batch SGD is 10.
In the case n = 200, the asymptotic normality for the MLE is not a good enough approximation. Hence, in this small-sample inference, we compare the SGD inference covariance matrix with the one obtained by inverse Fisher information matrix and bootstrap in Figure 3 .
For our SGD inference procedure, we use t = 100 samples to average, and discard d = 50 samples. We use R = 20 averages from 20 segments (as in Figure 1 ). For bootstrap, we use 2000 replicates, which is much larger than the sample size n = 200. Figure 3 shows that the covariance matrix obtained by SGD inference is comparable to the estimation given by bootstrap and inverse Fisher information.
In the case n = 50000, we use t = 5000 samples to average, and discard d = 500 samples. We use R = 20 averages from 20 segments (as in Figure 1 ). For this large data set, we present the estimated covariance of SGD inference procedure and inverse Fisher information (the asymptotic covariance) in Figure 4 because bootstrap is computationally prohibitive. Similar to the small sample result in Figure 3 , the covariance of our SGD inference procedure is comparable to the inverse Fisher information.
In Figure 5 , we compare the covariance matrix computed using our SGD inference procedure and inverse Fisher information with n = 90000 samples . We used 25 samples from our SGD inference procedure with t = 5000, d = 1000, η = 0.2, and mini batch size of 10.
Splice data set
The Splice data set 4 contains 60 distinct features with 1000 data samples. This is a classification problem between two classes of splice junctions in a DNA sequence. Similar to the Higgs data set, we use a logistic regression model, trained using vanilla SGD. In Figure 5 , we compare the covariance matrix computed using our SGD inference procedure and bootstrap n = 1000 samples. We used 10000 samples from both bootstrap and our SGD inference procedure with t = 500, d = 100, η = 0.2, and mini batch size of 6.
Discussion
In our experiments, we observed that using a larger step size η produces accurate results with significantly accelerated convergence time. This might imply that the η term in Theorem 1's bound is an artifact of our analysis. Indeed, although Theorem 1 only applies to SGD with fixed step size, where ηt → ∞ and η 2 t → 0 imply that the step size should be smaller when the number of consecutive iterates used for the average is larger, our experiments suggest that we can use a (data dependent) constant step size η and only require ηt → ∞.
In the experiments, our SGD inference procedure uses (t + d) · S · p operations to produce a sample, and Newton method uses n·(matrix inversion complexity = Ω(p 2 ))·(number of Newton iterations t) operations to produce a sample. The experiments therefore suggest that our SGD inference procedure produces results similar to Bootstrap while using far fewer operations.
A Proofs
A.1 Proof of Theorem 1
We first assume that θ 1 = θ for more precise constants in our bounds, the same analysis applies when θ 1 2 2
For ease of notation, we denote
and, without loss of generality, we assume that θ = 0. The stochastic gradient descent recursion satisfies:
where e t = g s (θ t ) − ∇f (θ t ). Note that e 1 , e 2 , . . . is a martingale difference sequence. We use
to denote the gradient component at index i, and the Hessian component at index i, at optimum θ, respectively. Note that g i = 0 and 1
For each f i , its Taylor expansion around θ is
where R i (θ, θ) is the remainder term. For convenience, we write R = 1 n R i . For the proof, we require the following lemmata. The following lemma states that E[ ∆ t 2 2 ] = O(η) as t → ∞ and η → 0. Lemma 1. For data dependent, positive constants α, A, B according to assumptions (F 1 ) and (G 2 ) in Theorem 1, and given assumption (G 1 ), we have
under the assumption η < 2α A . Proof. As already stated, we assume without loss of generality that θ = 0. This further implies that: g s (θ t ) = g s (θ t − θ) = g s (∆ t ), and
Given the above and assuming expectation E[·] w.r.t. the selection of a sample from {X i } n i=1 , we have:
where (i) is due to assumptions (F 1 ) and (G 2 ) of Theorem 1. Taking expectations for every step t = 1, · over the whole history, we obtain the recursion:
The following lemma states that E[ ∆ t 
.
Proof. Given ∆ t , we have the following sets of (in)equalities:
where
, (ii) is due to assumptions (G 1 ) and (F 1 ) in Theorem 1, (iii) is due to assumptions (G 2 ) and (G 3 ) in Theorem 1, and (iv) is due to 2η ∆ t
Similar to the proof of the previous lemma, applying the above rule recursively and w.r.t. the whole history of estimates, we 14 obtain:
which is the target inequality, after simple transformations.
For SGD, we have
For t ≥ 2,
For the latter term,
where step (i) follows from the fact
(26)
where step (i) follows from i = j leading to E[(H −1 e i ) H −1 e j ] = 0. We also have
For each term E[e i e i ], we have
Thus, we have
For convenience, denote
and
Combining above results, we can bound
We also have
where g i = x i (x i θ − y i ) and H i = x i x i . Following Theorem 1's proof, we have
A.3 Proof of Corollary 2
Proof of Corollary 2. Here we use the same notations as the proof of Theorem 1.
Because
The following lemma shows that ∇f (θ) = (k(θ) + c)∇k(θ) is Lipschitz.
for some data dependent constant L.
Proof. First, because
we have
Also, we have
which implies
And, we have
where step (i) follows from log(1 + exp(a + b)) ≤ log(1 + e b ) + |a|. Thus, we have
and we can conclude that ∇f (θ) 2 ≤ L ∆ 2 for some data dependent constant L.
Next, we show that f (θ) has a bounded Taylor remainder.
for some data dependent constant E.
Proof. Because ∇f (θ) = (k(θ) + c)∇k(θ), we know that ∇f (θ) 2 = O( ∆ 2 ) when ∆ 2 = Ω(1) where the constants are data dependent.
Because f (θ) is infinitely differentiable, by the Taylor expansion we know that ∇f
where the constants are data dependent.
Combining the above, we can conclude ∇f (θ) − H(θ − θ) 2 ≤ E θ − θ 2 2 for some data dependent constant E.
In the following lemma, we will show that ∇f (θ) (θ − θ) ≥ α θ − θ 2 2 for some data dependent constant α. Lemma 5.
for some data dependent constant α.
Proof.
First, notice that locally (when 
where u = ∆ ∆ 2 . Because k(θ) is convex, ∇k( θ + ut) u is an increasing function in t, thus we have ∇k( θ + ut) u = Ω( 
for some data dependent constants C and D.
where we have data dependent constants. Then, we have
for some data dependent constants A 1 , A 2 , A 3 , and A 4 .
Combining above results and using Theorem 1, we have
B Experiments
Here we present additional experiments on our SGD inference procedure. 
B.1.2 Multivariate models
Here we show Q-Q plots per coordinate for samples from our SGD inference procedure.
Q-Q plots per coordinate for samples in linear regression experiment 1 is shown in Figure 8 . Q-Q plots per coordinate for samples in linear regression experiment 2 is shown in Figure 9 . Figure 12 . We compare our SGD inference procedure against bootstrap in Figure 12a . Figure 12b and Figure 12c show samples from our SGD inference procedure with different parameters.
10-Dimensional Linear Regression.
Here we consider the following model
where w = 1 √ 10 [1, 1, · · · , 1] ∈ R 10 , x ∼ N (0, Σ) with Σ ij = 0.8 |i−j| , and ∼ N (0, σ 2 = 20 2 ), and use n = 1000 samples. We estimate the parameter using Figure 13 shows the diagonal terms of of the covariance matrix computed using the sandwich estimator and our SGD inference procedure with different parameters. 100000 samples from our SGD inference procedure are used to reduce the effect of randomness. 
We use logistic regression to estimate w, b in the classifier sign(wx + b) where the minimizer of the population logistic risk is w = 0.2, b = −0.22. For 100 i.i.d. samples, we plot 1000 samples from SGD in Figure 14 . In our simulations, we notice that our modified SGD for logistic regression behaves similar to vanilla logistic regression. T his suggests that an assumption weaker than (θ − θ) ∇f (θ) ≥ α θ − θ 2 2 (assumption (F 1 ) in Theorem 1) is sufficient for SGD analysis. Figure 14b and Figure 14d suggest that the tη 2 term in Corollary 2 is an artifact of our analysis, and can be improved.
11-Dimensional Logistic Regression.
Here we consider the following model (63) Figure 15 shows results for ρ = 0 with n = 80 samples. We use t = 100, d = 70, η = 0.8, and mini batch of size 4 in vanilla SGD. Bootstrap and our SGD inference procedure each generated 2000 samples. In bootstrap, we used Newton method to perform optimization over each replicate, and 6-7 iterations were used. In figure 16 , we follow the same procedure for ρ = 0.6 with n = 80 samples. Here, we use t = 200, d = 70, η = 0.85; the rest of the setting is the same. 
