Introduction
An algebraic multigrid method with two levels is applied to the solution of the Helmholtz equation in a rst order least squares formulation, discretized by Q1 nite elements with reduced integration. Smoothed plane waves in a xed set of directions are used as coarse level basis functions. The method is used to investigate numerically the sensitivity of the scattering problem to a change of the shape of the scatterer.
Multigrid methods for the solution of the Helmholtz equation of scattering are known in the literature. A common disadvantage of multigrid methods is that the coarsest level must be ne enough to capture the wave character of the problem, or the iterations diverge 6, 7, 10] . One way to overcome this limitation is to use coarse basis functions derived from plane waves 8]. However, manipulating such functions becomes expensive since the cost does not decrease with the number of variables on the coarse levels. It should be noted that functions derived from plane waves can also be used as basis functions for the discretization of the Helmholtz equation We propose a two-level method with coarse space basis functions de ned as a plane waves within an aggregate of nodes, zero outside the aggregate, and then smoothed by a Chebyshev type iteration using the original ne level matrix. This results in a method with good computational complexity and scalability. This method falls under the abstract framework of black-box two-level iterative methods based on the concept of smoothed aggregations 16]. The objective of the smoothing of the coarse basis functions is to reduce their energy 9, 15, 16] . For a related theoretical analysis of such two-level methods with high order polynomial smoothing of coarse basis functions, see 3] , where a convergence result uniform both with respect to coarse and ne level meshsize was proved for second order eliptic problems discretized on unstructured meshes.
Problem Formulation and Discretization
In this section, we describe the rst order least squares formulation and the discretization of the two-dimensional scattering problem on a bounded domain.
Denote by H div the space of all vector functions with divergence in L 2 . Let O be an obstacle in a domain IR 2 that is su ciently large with respect to the size of O. To be more precise, is assumed large enough to allow the scatteded eld to be almost radial near @ .
We seek a complex pressure p and the boundary integral enforces the radiation boundary condition @p @r = ikp on @ : Hence, all the integrals in (1) vanish for the minimizer of F and the solution of the minimization problem (1) is independent of the weights w 1 ; w 2 ; w 3 . We choose the uniform Q1 nite elements for the discretization of the continuous minimization problem, and minimize the functional over the nite element space. As the derivatives of the gradient of a Q1-function are not Q1-functions themselves, the discretization of the integrals in (1) creates an undesirable \arti cial viscosity" resulting in a damping of the numerical solution. In fact, it is easy to see on a one-dimensional example, that the restriction of a plane wave on the mesh is not a solution of the discrete problem. To avoid this, the volume integrals have been discretized by the one point quadrature formula with the node in the middle of each element. This restores the property that the discrete system allows plane waves as solutions. Such inexact integration is frequently used to eliminate locking caused by similar integrals in plate and shell nite elements. Since u = rp satis es r u = 0, adding the term Z nO jr uj 2 (2) to the functional F in (1), as suggested in 4, 8] , does not change the solution and makes the functional F coercive in certain cases.
In the discrete case, adding the integral (2) to F changes the discrete solution and may make it more accurate. We have not found an advantage to adding the integral (2) in our experiments. The results with reduced integration alone were satisfactory. Also, in the discrete case, the solution is no longer independent of the weights w 1 ; w 2 ; w 3 . Based on our computations, we found no signi cant advantage to other than unit weights, which are used in all computations reported here.
The discretization described above results in a Hermitian matrix with 3 complex degrees of freedom per node. Because we wanted to take advantage of an existing real code, our implementation treated the real and imaginary parts of the solution as real unknowns, resulting in a real symmetric problem with 6 real degrees of freedom per node. Further e ciency could be gained by an implementation in the complex arithmetics.
Algebraic Multigrid
In this section, we describe the algebraic method used for solving the discretized scattering problem. It is a variant of the method introduced in 3, 16] . We will present the method as a variant of the multiplicative Schwarz method 2, 12] , and write it in terms of matrices.
3.1. The Multiplicative Schwarz Method. Let A be a symmetric, positive de nite n n matrix, and N j , j = 0; : : : m, be full rank matrices with n rows. 
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Since (3)- (7) is a consistent stationary iterative method for the system Ax = f, it can be written as x i+1 = x i + N(f ? Ax i ). We use the operator N, that is, the output of (3)- (7) 
where i is the A-orthogonal projection onto the range of N i .
Two-level Algebraic Multigrid by Smoothed Aggregation. It
remains to specify the matrices N i . We rst construct the matrix N 0 . This matrix is denoted N 0 = P and called the prolongator. The prolongator is constructed in two steps. In the rst step, we construct a tentative prolongator capturing precisely a selected set of functions (in the same sense as, for example, P1 nite elements capture linear functions). In the second step, we suppress high-energy components in the range of the tentative prolongator by smoothing it using a proper prolongator smoother. The matrices N i , i 6 = 0, are injections that correspond to overlapping blocks of unknowns. The blocks are derived from the nonzero structure of the smoothed prolongator. As a prolongator smoother we use a properly chosen polynomial in the sti ness matrix A. The degree of the prolongator smoother determines the smoothness of the coarse space as well as the amount of overlaps of the blocks in the overlapping Schwarz method.
To construct the prolongator P, we rst decompose the set of all nodes, where
an essential boundary condition is not imposed, into a disjoint covering f1; : : : ; ng = m i=1 A i ; A i \ A j = ; for i 6 = j:
We use a simple greedy algorithm that chooses aggregates of nodes that are connected via nonzero terms of A, whenever possible, cf. 13, 16] . Let us consider the set of functions ff i g n k i=1 we want to be captured by the coarse space functions. These functions should approximate the kernel of the constrained problem well (e.g., constants in the case of Poisson equation, 6 rigid body modes in the case of 3D elasticity). 
where the j-th row of the block columnp i equals to the j-th row off i if j 2 D i , and is zero otherwise. The prolongator P is then de ned by P = s(A)P ; where s is the polynomial of given degree d such that s(0) = 1 and max 0 ^ js( ) 2 If the columns ofP have bounded euclidean norm (which they do here), the construction above gives an optimal bound on the energy of the columns of P, uniform in the choice ofP. See 3, 14] for more details, and 9] for a more direct approach to minimizing the energy of the columns of P.
The iteration (5) has now the interpretation of a coarse grid correction, in terms of multigrid methods. It remains to choose the matrices N i in the pre-smoothing (4) and post-smoothing (6). Our choice is equivalent to a multiplicative overlapping Schwarz method. The overlapping blocks are derived from the nonzero structure of the prolongator P by choosing N i to consist of those columns j of the n d by n d identity matrix, for which the j-the row of the block column p i from (10) is not zero. The iterations (4) and (6) 
Performance Results
All experiments reported in this section have been carried out on a SGI ORIGIN 2000 with 64 R10000 processors and 4GB of memory. As the stopping condition, we have used hAPr i ; Ar i i 1=2 10 ?5 cond hAPr 0 ; Ar 0 i 1=2 ;
where P is the preconditioner, cond is a condition number estimate computed from the conjugate gradient coe cients, and r i is the residual after the i?th iteration. In order to illustrate the e ect of this stopping condition, we provide achieved relative Table 2 . In all experiments presented here we used a prolongator smoother of degree 4. Three di erent types of experiments were done: testing the method in the case of varying k, varying the coarse space size, i.e. the size of the aggregates A i , and parallel scalability. In all experiments, we have used the scattering model problem described in Table 1 . Due to the regular geometry of our testing problem, we were able to use a system of square aggregates. The size of the side of those squares is denoted by H.
Our results are summarized in Tables 2 and 3 , and graphs in Figures 1  and 2 . In all the experiments, the actual iteration history was well characterized by the condition number of the preconditioned matrix (we observed no spectral clustering). In other words, the error was being reduced by the factor of about ( p cond ? 1)=( p cond + 1) per iteration. The runtime condition number estimates are reported.
We observe that the condition number of the preconditioned problem depends on H= k , the ratio of the subdomain size to the wavelength k = 2 =k. The condition number decreases with this ratio increasing (due either to increasing the frequency or to enlarging the subdomain size). We o er the following heuristic explanation: In the case of Helmholtz equation, the low-energy functions are waves with wavelength close to the parameter k . For the problem with k small compared to the subdomain size, the direct subdomain solvers (playing the role of a smoother) are capable of approximating such functions well.
The performance tests have shown that using 8 processors, we gain parallel speedup of about 4 times, and the e ect of adding more processors seems to be decreasing. We believe that this scalability issue re ects the early stage of parallelization of the code at the time of writing.
