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A CLASS OF PERVERSE SHEAVES
ON A PARTIAL FLAG MANIFOLD
G. Lusztig
Introduction
Let f : X −→ Y be a morphism of algebraic varieties over an algebraically
closed field k. The theory of perverse sheaves [BBD] associates to f a collec-
tion of invariants, namely the collection of simple perverse sheaves on Y which
appear as subquotients of the l-adic perverse sheaf ⊕j∈Z
pHj(f!Q¯l) on Y . More
precisely, if f is equivariant for given actions of a finite group Γ on X and Y
then we denote by CΓ(f) the (finite) collection of simple Γ-equivariant perverse
sheaves on Y which appear as subquotients of the l-adic Γ-equivariant perverse
sheaf ⊕j∈Z
pHj(f!Q¯l) on Y . (The perverse sheaves in CΓ(f) are not necessarily
simple if the Γ-equivariant structure is disregarded.)
In this paper we try to understand the collection CΓ(f) in the case where:
k is an algebraic closure of a finite field Fq,
G is a connected reductive algebraic group defined over Fq with Frobenius map
F : G −→ G,
Γ is the group of Fq-rational points of G,
X is the variety of all pairs (B′, g) where B′ is a Borel subgroup of G and g ∈ G
is such that g−1F (g) is in the unipotent radical of B′,
Y is the variety of parabolic subgroups of G of a fixed type,
f associates to (B′, g) ∈ X the unique parabolic subgroup in Y that contains
B′.
(The action of Γ on X is g0 : (B
′, g) 7→ (g0B
′g−10 , gg
−1
0 ); the action of Γ on Y is
by conjugation.)
Note that the variety X can be viewed as a family of varieties of the type
considered in [DL] indexed by the full flag manifold.
In this paper we define a finite collection S(Y ) of simple Γ-equivariant perverse
sheaves on Y by two methods (see Sections 3 and 4). These methods and the
proof of their equivalence are similar to those used in the theory of parabolic
character sheaves [L5]. The second method (see Section 4) gives a description
of these perverse sheaves in terms of some explicit local systems on some pieces
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of a finite partition of Y . This partition, introduced by the author in 1977, and
further studied in [Be], reduces in the case where Y is the full flag manifold to the
partition introduced in [DL].
In 7.6 we show that Cf (Y ) ⊂ S(Y ).
In Section 6 we construct an explicit basis for the space of intertwining operators
between certain cohomologically induced representations of Γ, extending an idea
of [L4]. As a bi-product we obtain a disjointness theorem for the objects of S(Y )
which in the special case where Y = {G} reduces to the disjointness theorem [DL,
6.2, 6.3] (but the present proof is quite different from that of [DL]).
In Section 7 we study the variety X (see above). In particular we show (using
results in Section 6) that X is connected if G is simply connected.
In Section 8 we give a conjecture (based on results in Section 6 and some
combinatorial results in Section 5) which should explain in an intrinsic way the
”Jordan decomposition” [L1] for irreducible representations of Γ.
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1. Preliminaries
1.1. Let k be an algebraically closed field. In this paper all algebraic varieties are
over k. Let G be a connected reductive algebraic group. Let B be the variety of
Borel subgroups of G. We fix B ∈ B and a maximal torus T of B. Let N(T ) be the
normalizer of T in G. Let W = N(T )/T . Note that W acts on T by conjugation;
we use this action to identify W with a subgroup of Aut(T ). For any (B′, B′′) ∈
B×B there is a unique w ∈W such that gB′g−1 = B, gB′′g−1 = w˜Bw˜−1 for some
g ∈ G and some representative w˜ of w in N(T ). We then write pos(B′, B′′) =
w. Let l : W −→ N be the length function: l(w) = dim(B′/(B′ ∩ B′′)) where
(B′, B′′) ∈ B × B, pos(B′, B′′) = w. Let I = {w ∈W ; l(w) = 1}.
If H is a group acting on a set X we denote by XH the fixed point set of H on
X .
1.2. Let ≤ be the standard partial order on W regarded as a Coxeter group with
generators I. If X is a subset of W and w ∈ X we write w = minX if l(w) < l(w′)
for all w′ ∈ W − {w}. For J ⊂ I let WJ be the subgroup of W generated by
J . For J, J ′ ⊂ W let JW = {w ∈ W ;w = min(WJw)}, W
J ′ = {w ∈ W ;w =
min(wWJ ′)},
JW J
′
= JW ∩W J
′
.
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Let wI be the unique element of maximal length in W .
1.3. Let P be the variety of parabolic subgroups of G. For any P ∈ P let UP
be the unipotent radical of P . We set U = UB. For J ⊂ I let PJ ∈ P be the
subgroup of G generated by B and by representatives in N(T ) of the various
elements of J . Let LJ be the unique Levi subgroup of P that contains T . For
s ∈ I we write Ps instead of P{s}. For J ⊂ I let PJ be the G-conjugacy class
of parabolic subgroups of G that contains PJ . For B
′ ∈ B let PB′,J be the
unique subgroup in PJ that contains B
′. For P ∈ PJ , Q ∈ PJ ′ the element
pos(P,Q) := min{w ∈ W ;w = pos(B′, B′′) for some B′ ⊂ P,B′′ ⊂ Q} is well
defined and pos(P,Q) ∈ JW J
′
. We set
(a) PQ = (P ∩Q)UP ∈ PJ∩uJ ′u−1 where u = pos(P,Q).
For any g ∈ G we define k(g) ∈ N(T ) by g ∈ Uk(g)U .
1.4. Let R ⊂ Hom(T,k∗) be the set of roots. Let Rˇ ⊂ Hom(k∗, T ) be the set
of coroots. Let αˇ ↔ α be the standard bijection Rˇ ↔ R. For α ∈ R let Uα be
the one dimensional root subgroup (normalized by T ) corresponding to α. Let
R+ = {a ∈ R;Uα ⊂ B}, R
− = R − R+. For s ∈ I let αs be the unique root such
that Uαs ⊂ Ps. We write αˇs instead of αˇs. The natural action of W on T induces
an action of W on R.
1.5. For any s ∈ I we fix a homomorphism hs : SL2(k) −→ G such that
hs
(
b 0
0 b−1
)
= αˇs(b) for all b ∈ k
∗,
a 7→ hs
(
1 a
0 1
)
is an isomorphism xs : k
∼
−→ Uαs ,
a 7→ hs
(
1 0
a 1
)
is an isomorphism ys : k
∼
−→ Uα−1s .
We say that {B, T, hs(s ∈ I)} is an e´pinglage of G. Let s˙ = hs
(
0 1
−1 0
)
∈ N(T ). For
any w ∈ W we set w˙ = s˙1s˙2 . . . s˙n ∈ N(T ) where s1, s2, . . . , sn ∈ I are chosen so
that w = s1s2 . . . sn, l(w) = n. (This is independent of the choice.) In particular,
1˙ = 1.
For any sequence w = (w1, w2, . . . , wr) in W we set [w] = w1w2 . . .wr ∈ W
and [w]• = w˙1w˙2 . . . w˙r ∈ N(T ).
1.6. Equivariant structures. If X is an algebraic variety we write D(X) for
the derived category of bounded constructible Q¯l-sheaves on X . If K ∈ D(X) let
D(K) ∈ D(X) be the Verdier dual of X . Let M(X) be the subcategory of D(X)
whose objects are perverse sheaves. If E is a local system on X we denote by Eˇ
the dual local system. For K ∈ D(X) we write pH ·(K) instead of ⊕j
pHj(K).
If f : X −→ Y is a smooth morphism between algebraic varieties with connected
fibres of dimension δ, we set f⋆A = f∗A[δ] for any A ∈ D(Y ).
Letm : H×Y −→ Y be an action of an algebraic groupH on an algebraic variety
Y . For any connected component C of H define mC : C × Y −→ Y by (g, y) 7→ gy
and πC : C × Y −→ Y by (g, y) 7→ y. Let K ∈M(Y ). An H-equivariant structure
on K is a collection of isomorphisms φC : π
⋆
CK
∼
−→ m⋆CK (one for each C) such
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that for any two connected components C,C′ of H,
(m˜⊠ 1)⋆(φCC′) : (m˜⊠ 1)
⋆(π⋆CC′K) −→ (m˜⊠ 1)
⋆(m⋆CC′K)
is equal to the composition
(m˜⊠ 1)⋆(π⋆CC′K)
(1)
=
−→ π˜⋆(π⋆C′K)
β
−→ π˜⋆(m⋆C′K)
(3)
=
−→ (1×mC′)
⋆(π⋆CK)
γ
−→ (1×mC′)
⋆(m⋆CK)
(2)
=
−→ (m˜⊠ 1)⋆(m⋆CC′K)
where
m˜ : C×C′ −→ CC′ is (g, g′) 7→ gg′, π˜ : C×C′×Y −→ C′×Y is (g, g′, y) 7→ (g′, y);
the equality (1) comes from πC′ π˜ = πCC′(m˜× 1) : C × C
′ × Y −→ Y ;
the equality (2) comes from mCC′(1×mC′) = mCC′(m˜× 1) : C×C
′×Y −→ Y ;
the equality (3) comes from mC′ π˜ = πC(1×mC′) : C × C
′ × Y −→ Y ;
β = π˜⋆φC′ , γ = (1×mC′)
⋆φC .
The notion of H-equivariant structure on a local system on Y is defined in the
same way (but replace ()⋆ by ()∗).
We denote byMH(Y ) the (abelian) category of perverse sheaves on Y endowed
with anH-equivariant structure; the morphisms are morphisms of perverse sheaves
which are compatible with the equivariant structures. Note that any object of
MH(Y ) has finite length. If K ∈ MH(Y ) is semisimple as an object of M(Y )
and H is finite then K is semisimple as an object of MH(Y ).
Let f : X −→ Y be a morphism compatible with H-actions on X and Y . If
K ∈ MH(Y ) then
pHi(f∗K) is naturally an object of MH(X). If K
′ ∈ MH(X)
then pHi(f!K
′) is naturally an object of MH(Y ). Similarly, if E is a local system
on Y with a given H-equivariant structure then the local system f∗E on X has an
induced H-equivariant structure.
If Y0 is a locally closed smooth H-stable subvariety of pure dimension of Y and
F is an H-equivariant local system on Y0 we denote by F
♯ the complex IC(Y¯0,F)
(where Y¯0 is the closure of Y0 in Y ) extended by 0 on Y − Y¯0. Then F
♯[dimY0] is
an object of MH(Y ).
If K is a simple object of MH(Y ) then there exists Y0,F as above so that
the connected components of Y0 are permuted transitively by the H-action and
K = F ♯[dimY0]. Note that K is not necessarily simple as an object of M(Y ). If
K,K ′ are objects ofMH(Y ) we write K ⊣Γ K
′ if K is isomorphic to a subquotient
of K ′.
If K ∈MH(Y ) then D(K) is naturally an object of MH(Y ).
If H is connected then K has at most one H-equivariant structure.
Now assume that H is finite. Let mg : Y −→ Y, y 7→ gy. An H-equivariant
structure onK is a collection of isomorphisms φg : K −→ m
∗
gK (one for each g ∈ H)
such that for any g, g′ in H, K
φgg′
−−→ m∗gg′K is equal to the composition K
φg′
−−→
m∗g′K
m∗
g′
φg
−−−−→ m∗gg′K. The same definition applies to H-equivariant structures on
local systems on Y .
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Assume now that A,A′ are two simple objects of MH(Y ). Let S = supp(A),
S′ = supp(A′). Note that the irreducible components of S (resp. S′) are permuted
transitively by H hence S (resp. S′) has pure dimmension d (resp. d′). We show:
(a) H0c (Y,A⊗A
′)H = Q¯l(−d) if A
′ = D(A) inMH(Y ) and H
0
c (Y,A⊗A
′)H = 0
if A′ 6∼= D(A) in M(Y ).
Note that there exists an open dense smooth H-stable subset S0 (resp. S
′
0) of S
(resp. S′) and an H-equivariant local system E (resp. E ′) on S0 (resp. S
′
0) such
that A = E♯[d], D(A) = Eˇ♯[d], A′ = E ′♯[d′]. By an argument as in [L2, II, 7.4] we
see that H0c (Y,A ⊗ A
′) = 0 if S 6= S′. In the rest of the proof we assume that
S = S′. Then we can also assume that S0 = S
′
0. Again by the argument in [L2,
II, 7.4] we see that H0c (Y,A⊗A
′) = H2dc (S0, E ⊗E
′). By Poincare´ duality this can
be identified with H0(S0, Eˇ ⊗ Eˇ
′)∗(−d). It remains to describe H0(S0, Eˇ ⊗ Eˇ
′)H .
This is the vector space of homomorphisms of local systems E ′ −→ Eˇ which are
compatible with the H-equivariant structures. This is the same as the space of
morphisms from A′ to D(A) in MH(Y ) which is Q¯l if A
′ = D(A) and is 0 if
A′ 6∼= D(A).
Let E be a finite dimensional Q¯l-vector space and let r : H −→ GL(E) be
a homomorphism. We regard E as an H-equivariant local system over a point
in an obvious way. If X is an algebraic variety with H-action, we denote by
ǫ : X −→ point the obvious map and we set EX = ǫ
∗E; this is naturally an H-
equivariant local system on X (since ǫ is compatible with the H-action on X and
the trivial H-action on the point).
1.7. For any torus T ′ let S(T ′) be the category whose objects are the local systems
of rank 1 on T ′ that are equivariant for the transitive T ′-action z : t 7→ znt on T ′
for some n ∈ Z>0 invertible in k.
1.8. Let f : T ′ −→ T ′′ be a morphism of tori and let L ∈ S(T ′′). We show that
the following two conditions are equivalent:
(i) f∗L ∼= Q¯l;
(ii) L is equivariant for the T ′-action t′ : t′′ 7→ f(t′)t′′ on T ′′.
We can find κ ∈ Hom(T ′′,k∗) and E ∈ S(k∗) such that L ∼= κ∗(E). If the result
holds for κf, E instead of f,L then it also holds for f,L. Thus we may assume
that T ′′ = k∗. We can assume that T ′ 6= {1}. Let T0 be a codimension 1 subtorus
of T ′ contained in ker f . Then f induces a homomorphism f ′ : T ′/T0 −→ T
′′. If
the result holds for f ′,L instead of f,L then it also holds for f,L. Thus we may
assume that T ′ = T ′′ = k∗. In this case the result is immediate.
1.9. In this subsection we assume that k is an algebraic closure of a finite field
Fq. Let F
′ : T −→ T be the Frobenius map for some Fq-rational structure on the
torus T . Let TF
′
= {t ∈ T ;F ′(t) = t}. The following three sets coincide:
(i) the set of L ∈ S(T ) (up to isomorphism) such that L is T -equivariant for
the T -action t0 : t 7→ t0tF
′(t0)
−1 on T ;
(ii) the set of L ∈ S(T ) (up to isomorphism) such that F ′∗L ∼= L;
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(iii) the set of L ∈ S(T ) (up to isomorphism) such that L is a direct summand
of L!Q¯l where L : T −→ T is t 7→ tF
′(t−1);
moreover they are in a natural bijection with
(iv) the set of characters Hom(TF
′
, Q¯∗l ).
For L ∈ S(T ) we have L∗L ∼= L ⊗ F ′∗(Lˇ). Hence L satisfies (ii) if and only if it
satisfies L∗L ∼= Q¯l. The last condition is clearly equivalent to the condition in (iii)
and by 1.8 it is also equivalent to the condition in (i).
If L is as in (iii), TF
′
acts in an obvious way on L!Q¯l and we have L!Q¯l =
⊕χ∈Hom(TF ′ ,Q¯∗
l
)L
χ
! Q¯l where L
χ
! Q¯l is the subsheaf on which T
F ′ according to χ.
It is clear that χ 7→ Lχ! Q¯l defines a bijection between the sets (iv) and (iii).
The inverse of this bijection can be described as follows. Let L be as in (i). By
restriction of the equivariant T -structure we obtain an equivariant TF
′
-structure
on L. Since TF
′
acts trivially on T , it acts naturally on the stalk of L at 1; this
action is via a character χL : T
′F −→ Q¯∗l . Now L 7→ χL is the inverse of the
bijection above.
1.10. Let L ∈ S(T ). Let RL = {α ∈ R; αˇ
∗L ∼= Q¯l}. Then RL is a root system
and R+L = RL ∩ R
+ is a set of positive roots for RL. Let ΠL be the unique
set of simple roots of RL such that ΠL ⊂ R
+
L . Let WL be the subgroup of W
generated by the reflections with respect to the roots in RL. Let IL be the set of
reflections with respect to the roots in ΠL. Then (WL, IL) is a Coxeter group. Let
RˇL = {αˇ;α ∈ RL}.
2. The variety Zs and the local system L¯
2.1. In this and the next subsection we assume that I consists of a single element
s. Let a = αˇs : k
∗ −→ T . To any L ∈ S(T ) such that
(a) a∗L ∼= Q¯l
we will associate a local system L of rank 1 on G.
Case 1. a is an imbedding. We have a diagram T
c
−→ T/a(k∗)
d
−→ G/Gder
e
←− G
where c, e are the obvious maps and d is induced by the inclusion T ⊂ G; note that
d is an isomorphism. Now k∗ acts on T by x : t 7→ a(x)t and on T/a(k∗) trivially; c
is compatible with the k∗-actions. From (a) we see that L is k∗-equivariant. Since
k∗ acts freely on T there is a well defined local system L1 of rank 1 on T/a(k
∗)
such that L = c∗L1. We set L = e
∗(d−1)∗L1.
Case 2. a is not an imbedding. Then the centre Z of G is connected, the
obvious homomorphism Gder × Z −→ G is an isomorphism and we can identify
Gder = PGL2(k) compatibly with the standard e´pinglages. Thus we can identify
G = PGL2(k) × Z. Let G
′ = GL2(k) × Z and let π : G
′ −→ G be the obvious
homomorphism. Let K = ker π, a one dimensional torus. Let T ′ = π−1(T ). Let
π0 : T
′ −→ T be the restriction of π. Let a′ : k∗ −→ T ′ be the coroot of G′ such
that π0a
′ = a. Let L′ = π∗0L. Note that a
′∗L′ ∼= Q¯l. Applying the construction in
Case 1 to G′, T ′,L′ instead of G, T,L we obtain a local system L′ on G′. Now K
acts on T ′, G′, G′/G′der, T
′/a′(k∗) by translation, the analogues of c, d, e for G′ are
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compatible with the K-action and L′ is K-equivariant. Hence L′ is K-equivariant.
Since K acts freely on G′ there is a well defined local system L of rank 1 on G
such that π∗L = L′.
2.2. Define f : G−B −→ T by f(y) = k(y)s˙−1 and f1 : B −→ T by f1(y) = k(y).
We show:
(a) we have canonically L|G−B = f
∗L and L|B = f
1∗L.
In the setup of 2.1, assume first that we are in case 1. Let j : G − B −→ G,
h : B −→ G be the inclusions. We must show that
j∗e∗(d−1)∗L1 = f
∗c∗L1, h
∗e∗(d−1)∗L1 = f
1∗c∗L1.
It is enough to show that d−1ej = cf , d−1eh = cf1 or that ej = dcf (resp.
eh = dcf1). Both maps take uts˙u′ (resp. ut), where u, u′ ∈ U, t ∈ T , to the image
of t in G/Gder. (We use that u, u
′, s˙ ∈ Gder.)
Next we assume that we are in case 2. Define s˙′ ∈ G′ in terms of the unique
e´pinglage of G′ compatible under π with that of G in the same way that s˙ ∈ G is
defined in terms of the e´pinglage of G. Let B′ = π−1(B). Define f ′ : G′−B′ −→ T ′,
f ′1 : B′ −→ T ′ in terms of G′, B′, T ′, s˙′ in the same way that f, f1 are defined in
terms of G,B, T, s˙. Let πs : G
′ −B′ −→ G−B, π1 : B
′ −→ B be the restrictions of
π. It is enough to show that
π∗s(L|G−B) = π
∗
sf
∗L, π∗1(L|B) = π
∗
1f
1∗L.
We have
π∗s(L|G−B) = L
′|G′−B′ , π
∗
sf
∗L = f ′∗L′, π∗1(L|B) = L
′|B′ , π
∗
1f
1∗L = f ′1∗L′.
Hence it is enough to show that L′|G′−B′ = f
′∗L′, L′|B′ = f
′1∗L′. But these are
known from Case 1 applied to G′,L′ instead of G,L. This proves (a).
2.3. We return to the general case. Let s ∈ I. Let P = Ps. Let πP : P −→ P/UP
be the obvious map. Note that P/UP inherits an e´pinglage from G and that T ,
identified with its image under πP is a maximal torus of P/UP . To any L ∈ S(T )
such that αˇ∗sL
∼= Q¯l we associate a local system of rank 1 on P , namely the inverse
image of the local system L on P/UP (see 2.1) under πP ; this local system on P
is denoted again by L.
Define fs : P − B −→ T by fs(y) = k(y)s˙
−1 and f1s : B −→ T by f
1
s (y) = k(y).
From 2.2(a) we deduce by taking inverse image under πP :
(a) we have canonically L|P−B = f
∗
sL and L|B = f
1∗
s L,
(as local systems over subsets of P .)
2.4. Let s = (s1, s2, . . . , sr) be a sequence in I. Let L ∈ S(T ). Let
Is = {i ∈ [1, r]; s1s2 . . . si . . . s2s1 ∈WL}.
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Let
Y = {(yi) ∈ G
[1,r]; yi ∈ Psi(i ∈ Is), yi ∈ Psi −B(i ∈ [1, r]− Is)}.
For i ∈ [1, r] we define fsi : Psi − B −→ T by fsi(y) = k(y)s˙
−1
i and f
1
si
: B −→ T
by f1si(y) = k(y). We have obvious projections pi : Y −→ Psi(i ∈ Is), pi : Y −→
Psi −B(i ∈ [1, r]− Is). Let
L = ⊗i∈[1,r]Fi
with
Fi = p
∗
i s
∗
i−1 . . . s
∗
2s
∗
1L for i ∈ Is,Fi = p
∗
i f
∗
si
s∗i−1 . . . s
∗
2s
∗
1L for i ∈ [1, r]− Is.
Here Fi,L are local systems on Y . Note that if i ∈ Is then the local system
s∗i−1 . . . s
∗
2s
∗
1L on Psi is well defined (see 2.1) since αˇ
∗
si
(s∗i−1 . . . s
∗
2s
∗
1L)
∼= Q¯l.
For any J ⊂ Is, let
YJ = {(yi) ∈ G
[1,r]; yi ∈ Psi −B(i ∈ [1, r]− J ), yi ∈ B(i ∈ J )}
and let sJ = (s
′
1, s
′
2, . . . , s
′
r) where s
′
i = si if i ∈ [1, r]−J , s
′
i = 1 if i ∈ J . Define
fJ : YJ −→ T by (yi) 7→ k(y1)k(y2) . . . k(yr)[sJ ]
•−1. We show:
(a) We have canonically L|YJ = (f
J )∗L.
We have obvious projections p′i : Y
J −→ Psi −B(i ∈ [1, r]− J ), p
′
i : Y
J −→ B(i ∈
J ). Using 2.3(a) we have canonically L|YJ = ⊗i∈[1,r]F
′
i where
F ′i = p
′
i
∗f∗sis
∗
i−1 . . . s
∗
2s
∗
1L for i ∈ [1, r]−J ,F
′
i = p
′
i
∗f1∗si s
∗
i−1 . . . s
∗
2s
∗
1L for i ∈ J .
We define f˜ : YJ −→ T [1,r] by f˜ = (f˜i) where for i ∈ [1, r], f˜i : Y
J −→ T is given
by
f˜i = s1s2 . . . si−1fsip
′
i for i ∈ [1, r]−J , f˜i = s1s2 . . . si−1f
1
si
p′i for i ∈ J .
Then F ′i = f˜
∗
i L for i ∈ [1, r] and
⊗i∈[1,r]F
′
i = f˜
∗(L⊠ L⊠ . . .⊠ L).
For y ∈ YJ ) we have fJ (y) = f˜1(y)f˜2(y) . . . f˜r(y) = mf˜(y) where m : T
[1,r] −→ T
is multiplication. Hence (fJ )∗L = f˜∗m∗L. It is then enough to show that m∗L =
L⊠L⊠ . . .⊠L; this is a known property of any local system in S(T ). This proves
(a).
Let
Y = {(yi) ∈ G
[1,r]; yi ∈ Psi(i ∈ [1, r])}.
Note that Y is an open dense subset of Y . Hence IC(Y,L) is well defined. We
show:
(b) IC(Y,L)|Y−Y = 0.
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For any j ∈ [1, r]− Is let
∆j = {{(yi) ∈ G
[1,r]; yi ∈ Psi(i ∈ [1, r]− {j}), yj ∈ B}.
Clearly, {∆j , j ∈ [1, r] − Is} are smooth divisors with normal crossings in the
smooth variety Y . Using [L2, I, 1.6] we see that it suffices to prove the following
statement.
(c) For j ∈ [1, r]−Is, the monodromy of L around the divisor ∆j is non-trivial.
We define a cross-section ξ : k −→ Y to ∆j in Y by
ξ(a) = (s˙1, . . . , s˙j−1, ysj (−a), s˙j+1, . . . , s˙r).
We have ξ(0) ∈ ∆j , ξ(a) ∈ Y for a ∈ k
∗. Let ξ′ : k∗ −→ Y be the restriction of ξ.
It is enough to show that ξ′∗L 6∼= Q¯l or, with notation in 2.4, that
ξ′∗p∗jf
∗
sj
s∗j−1 . . . s
∗
2s
∗
1L 6
∼= Q¯l
or that
(s1s2 . . . sj−1fsjpjξ
′)∗L 6∼= Q¯l, (s1s2 . . . sj−1αˇsj )
∗L 6∼= Q¯l.
(We have fsjpjξ
′(a) = k(ysj (−a))s˙
−1
j = αˇsj (a).) This follows from the fact that
j /∈ Is. This proves (c) and hence (b).
(A similar result with a similar proof appears in [L6, VI, 28.10(b)].)
In the remainder of this paper we assume that k is an algebraic closure of Fq, a
finite field with q elements and that we are given a fixed Fq-rational structure on
G such that B and T are defined over Fq. Let F : G −→ G be the corresponding
Frobenius map. We set
Γ = {g ∈ G;F (g) = g}.
Now F : G −→ G induces an isomorphism F : T −→ T . For w ∈ W we write
L ∈ S(T )wF instead of ”L ∈ S(T ) and (wF )∗L ∼= L”.
Define F0 : T −→ T by t 7→ t
q. For any t ∈ T we have F (t) = F0(c(t)) = c(F0(t))
where c : T −→ T is a well defined automorphism. Then w 7→ cwc−1 is an
automorphism of W denoted also by w 7→ c(w). This restricts to a bijection
I
∼
−→ I. Let
B := {(bi) ∈ B
[0,r]; k(b−1r F (b0)) = 1}.
We show:
(d) If L ∈ S(T )[s]F then the local system L is equivariant for the B-action
(b0, b1, . . . , br) : (y1, y2, . . . yr) 7→ (b0y1b
−1
1 , b1y2b
−1
2 , . . . , br−1yrb
−1
r )
on Y.
By (a), the restriction of L to the B-stable open dense subset Y∅ of Y is (f∅)∗L.
Since Y is smooth, it is enough to show that the local system (f∅)∗L on Y∅ is
B-equivariant. Now B acts on T by (b0, b1, . . . , br) : t 7→ k(b0)
−1t([s]F (b0)) and
f∅ : Y∅ −→ T is compatible with the B-actions. Hence it is enough to show that
L is B-equivariant. An equivalent statement is that L is T -equivariant for the
T -action t0 : t 7→ t
−1
0 t([s]F (t0)). This follows from our assumption on L; (d) is
proved.
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2.5. Let w = (w1, w2, . . . , wr) be a sequence in W . Let
Zw = {(Bi) ∈ B
[0,r]; pos(Bi−1, Bi) = wi(i ∈ [1, r]), Br = F (B0)},
Z˙ = {(giU) ∈ (G/U)
[0,r]; k(g−1i−1gi) = w˙i(i ∈ [1, r]), g
−1
r F (g0) ∈ U}.
Let
T = {(ti) ∈ T
[0,r]; ti = w
−1
i (ti−1)(i ∈ [1, r]), tr = F (t0)},
a finite subgroup of T [0,r] which may be identified via (ti) 7→ t0 with T
F ′ where
F ′ : T −→ T is t 7→ [w]F (t). The free T-action (ti) : (giU) 7→ (git
−1
i U) on Z˙ makes
Z˙ into a principal T-bundle over Zw via the map f : Z˙ −→ Zw, (giU) 7→ (giBg
−1
i ).
Now f!Q¯l is a local system on Z
w with a free action of T = TF
′
on each stalk. We
have f!Q¯l = ⊕χ∈Hom(TF ′ ,Q¯∗
l
)f
χ
! Q¯l where f
χ
! Q¯l is the subsheaf of f!Q¯l on which
TF
′
acts according to χ.
Now Γ acts on Zw by g : (Bi) 7→ (gBig
−1), and on Z˙ by g : (giU) 7→
(ggiU). This last action commutes with the T-action. Hence f!Q¯l has a natu-
ral Γ-equivariant structure and each fχ! Q¯l inherits a Γ-equivariant structure from
f!Q¯l.
We now give an alternative construction of the local systems fχ! Q¯l. Let
Z = {(giU) ∈ (G/U)
[0,r]; g−1i−1gi ∈ Bw˙iB(i ∈ [1, r]), g
−1
r F (g0) ∈ U}.
Define γ : Z −→ Zw by (giU) 7→ (giBg
−1
i ). Define πw : Z −→ T by
(giU) 7→ k(g
−1
0 g1)k(g
−1
1 g2) . . . k(g
−1
r−1gr)[w]
•−1.
The torus T := {(ti) ∈ T
[0,r]; tr = F (t0)} acts on Z by (ti) : (giU) 7→ (git
−1
i U)
and on T by (ti) : t 7→ t0t([w]F (t
−1
0 )). These actions are compatible with πw.
Let L ∈ S(T )[w]F . By 1.8, L is equivariant for the T -action on T . Hence π∗wL is
equivariant for the (free) T -action on Z. Hence π∗wL = γ
∗Lw for a well defined
local system Lw on Z
w.
Now Γ acts on Z by g : (giU) 7→ (ggiU) and on T trivially. Also, L has a
natural Γ-equivariant structure in which Γ acts trivially on each stalk of L. Since
πw is compatible with the Γ-actions it follows that π
∗
wL has a natural Γ-equivariant
structure. Since γ is compatible with the Γ-actions it follows that Lw has a natural
Γ-equivariant structure.
Now assume that L and χ ∈ Hom(TF
′
, Q¯∗l ) correspond to each other as in 1.9.
Thus we assume that L = Lχ! Q¯l where L : T −→ T is as in 1.9. We show
(a) Lw = f
χ
! Q¯l.
Since γ is smooth with connected fibres it is enough to show that π∗wL = γ
∗fχ! Q¯l.
Let
P ={(giU, τi) ∈ (G/U × T )
[0,r]; k(τi−1g
−1
i−1giτ
−1
i ) = w˙i(i ∈ [1, r]),
τr = F (τ0), g
−1
r F (g0) ∈ U}.
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Define f ′ : P −→ Z by (giU, τi) 7→ (giU) and γ
′ : P −→ Z˙ by (giU, τi) 7→ (giτ
−1
i U).
Define π′ : P −→ T by (giU, τi) 7→ τ0. Now T acts on P by (ti) : (giU, τi) 7→
(giU, tiτi), making f
′ into a principal T-bundle. We have a cartesian diagram of
principal T = TF
′
bundles:
Z˙
γ′
←−−−− P
π′
−−−−→ T
f
y f ′
y L
y
Zw
γ
←−−−− Z
πw−−−−→ T
It follows that γ∗(f!Q¯l) = f
′
! Q¯l = π
∗
w(L!Q¯l), and taking χ-eigenspaces: γ
∗(fχ! Q¯l) =
f ′!
χQ¯l = π
∗
w(L
χ
! Q¯l). Thus, γ
∗(fχ! Q¯l) = π
∗
wL, as required.
From the definitions we see that (a) is compatible with the Γ-equivariant struc-
tures.
When w = (w) is a one term sequence with w ∈W we can identify Zw with
Bw = {B
′ ∈ B; pos(B′, F (B′)) = w}
via B′ ↔ (B′, F (B′). Note that Bw is stable under conjugation by Γ. For L ∈
S(T )wF , the local system L(w) on Z
w can be then identified with a local system
Lw on Bw. The subvarieties Bw of B and the local systems Lw were introduced in
[DL].
2.6. In the remainder of this section we fix a sequence s = (s1, s2, . . . , sr) in I and
L ∈ S(T )[s]F . Let Is be as in 2.4. Let
Z¯s = {(Bi) ∈ B
[0,r]; pos(Bi−1, Bi) ∈ {1, si}(i ∈ [1, r]), Br = F (B0)},
Zs = {(Bi) ∈ B
[0,r]; pos(Bi−1, Bi) ∈ {1, si}(i ∈ Is)
pos(Bi−1, Bi) = si(i ∈ [1, r]− Is), Br = F (B0)}.
The variety Z¯s was introduced in [DL] (in the case where l([s]) = r). For J ⊂ Is
the variety ZsJ (as in 2.5) can be also described as
ZsJ = {(Bi) ∈ B
[0,r];Bi−1 = Bi(i ∈ J ), pos(Bi−1, Bi) = si(i ∈ [1, r]− J ),
Br = F (B0)} ⊂ Z
s.
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Consider the commutative diagram
Z¯
δ0←−−−− Z¯0
δ1←−−−− Z¯1
δ2−−−−→ Z¯2
ǫ
x ǫ0
x ǫ1
x ǫ2
x
Z
d0←−−−− Z0
d1←−−−− Z1
d2−−−−→ Z2
e
x e0
x e1
x e2
x
ZJ
d′0←−−−− ZJ0
d′1←−−−− ZJ1
d′2−−−−→ ZJ2
fJ0
y fJ1
y fJ2
y
T
=
←−−−− T
=
−−−−→ T
where the following notation is used.
Z¯ = Z¯s, Z = Zs, ZJ = ZsJ .
Z¯0 is the set of all (g0U, g1U, . . . , grU) ∈ (G/U)
[0,r] such that g−1i−1gi ∈ Psi for
i ∈ [1, r] and g−1r F (g0) ∈ U .
Z0 is the set of all (g0U, g1U, . . . , grU) ∈ (G/U)
[0,r] such that g−1i−1gi ∈ Psi for
i ∈ Is, g
−1
i−1gi ∈ Psi −B for i ∈ [1, r]− Is and g
−1
r F (g0) ∈ U .
ZJ0 is the set of all (g0U, g1U, . . . , grU) ∈ (G/U)
[0,r] such that g−1i−1gi ∈ Psi −B
for i ∈ [1, r]−J , g−1i−1gi ∈ B for i ∈ J and g
−1
r F (g0) ∈ U .
d0, δ0 are given by (g0U, g1U, . . . , grU) 7→ (g0Bg
−1
0 , g1Bg
−1
1 , . . . , grBg
−1
r ).
fJ0 is given by (g0U, g1U, . . . , grU) 7→ k(g
−1
0 g1) . . . k(g
−1
r−1gr)[sJ ]
•−1.
Z¯1 is the set of all (y0, y1, . . . , yr) ∈ G
[0,r] such that yi ∈ Psi(i ∈ [1, r]),
y−10 F (y0) ∈ y1y2 . . . yrU .
Z1 is the set of all (y0, y1, . . . , yr) ∈ G
[0,r] such that yi ∈ Psi(i ∈ Is), yi ∈
Psi −B(i ∈ [1, r]− Is), y
−1
0 F (y0) ∈ y1y2 . . . yrU .
ZJ1 is the set of all (y0, y1, . . . , yr) ∈ G
[0,r] such that yi ∈ Psi−B(i ∈ [1, r]−J ),
yi ∈ B(i ∈ J ), y
−1
0 F (y0) ∈ y1y2 . . . yrU .
d1, δ1 are given by (y0, y1, . . . , yr) 7→ (y0U, y0y1U, . . . , y0y1 . . . yrU).
fJ1 is (y0, y1, . . . , yr) 7→ k(y1)k(y2) . . . k(yr)[sJ ]
•−1.
Z¯2 = Y, Z2 = Y , Z
J
2 = Y
J . (See 2.4.)
d2, δ2 are given by (y0, y1, . . . , yr) 7→ (y1, . . . , yr).
fJ2 is (y1, . . . , yr) 7→ k(y1)k(y2) . . . k(yr)[sJ ]
•−1.
The maps e, ei, ǫi(i ∈ [0, 2]) are the obvious imbeddings. For i ∈ [0, 2] the map d
′
i
is the restriction of di. From the definitions we have:
(a) In our commutative diagram, all squares that do not involve T are cartesian.
2.7. Γ acts:
on Z and Z¯ by g : (B0, B1, . . . , Br) 7→ (gB0g
−1, gB1g
−1, . . . , gBrg
−1);
on Z0 and Z¯0 by g : (g0U, g1U, . . . , grU) 7→ (gg0U, gg1U, . . . , ggrU);
on Z1 and Z¯1 by g : (y0, y1, . . . , yr) 7→ (gy0, y1, y2, . . . , yr);
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on Z2, Z¯2 trivially.
The subsets ZJ , ZJi of Z, Zi(i ∈ [0, 2]) are stable under the Γ-action. The maps
di, d
′
i, δi, f
J
i are compatible with the Γ-actions.
B (see 2.4) acts:
on Z trivially;
on Z0 by (b0, b1, . . . , br) : (g0U, g1U, . . . , grU) 7→ (g0b
−1
0 U, g1b
−1
1 U, . . . , grb
−1
r U);
on Z1 by
(b0, b1, . . . , br) : (y0, y1, . . . , yr) 7→ (y0b
−1
0 , b0y1b
−1
1 , b1y2b
−1
2 , . . . , br−1yrb
−1
r );
on Z2 by (b0, b1, . . . , br) : (y1, . . . , yr) 7→ (b0y1b
−1
1 , b1y2b
−1
2 , . . . , br−1yrb
−1
r ).
The maps di are compatible with the B-actions.
2.8. Now
(a) d0, δ0, d
′
0 are principal B/U
[0,r]-bundles.
(b) d1, δ1, d
′
1 are principal U
[0,r]-bundles. (The action of U [0,r] on Z¯1, Z1, Z
J
1 is
by restriction of the B-action.)
(c) Each of d2, δ2, d
′
2 is a composition of a principal Γ-bundle with a principal
U -bundle.
2.9. We show for i ∈ [0, 2] that
(a) Zi is smooth of pure dimension say di and it is open dense in Z¯i.
Let Pi be the property expressed by (a). It is obvious that P2 holds. Using P2,
2.6(a) and 2.8(c) we see that P1 holds. Using P1, 2.6(a) and 2.8(b) we see that P0
holds. Thus (a) holds. Using P0, 2.6(a) and 2.8(a) we see that
(b) Z is smooth of pure dimension say d and it is open dense in Z¯.
We show:
(c) d = r.
From the definitions we see that d2 = r(dimB + 1). From the arguments above
we see successively that d1 = r(dimB + 1) + dimU , d0 = d1 − (r + 1) dimU
d = d0 − r dimT ; (c) follows.
We show:
(d) The natural Γ-action on the set of connected components of Zi (i ∈ [0, 2])
or of Z is transitive.
For Z2 this is clear since Z2 is connected. This also implies the result for Z1 (see
2.8(c)). Using 2.8(b),(a) we deduce that the result also holds for Z0 and for Z.
2.10. Let J ⊂ Is. For i ∈ [0, 2] we set L
J
i = (f
J
i )
∗L, a local system of rank 1
on ZJi . Since L has a natural Γ-equivariant structure (with Γ acting trivially on
each stalk) and fJi is compatible with the Γ-actions we see that L
J
i has a natural
Γ-equivariant structure. From the definitions we have isomorphisms compatible
with the Γ-equivariant structures as follows:
(a) d′1
∗LJ1
∼= L0
J ; d′2
∗LJ2
∼= LJ1 .
From the definitions we see that
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(b) Γ acts trivially on any stalk of LJ2 .
Let LJ be the local system on ZJ = ZsJ denoted in 2.5 by Lw where w = sJ .
This is well defined since for J ⊂ Is we have L ∈ S(T )
[sJ ]F . (We use that
L ∈ S(T )[s]F and (s1s2 . . . sj . . . s2s1)
∗L ∼= L for any j ∈ J .) As in 2.5, LJ has
a natural Γ-equivariant structure. From the definitions we have d′0
∗LJ ∼= LJ0
compatibly with the Γ-equivariant structures.
2.11. For i ∈ [1, 2] we define a local system L¯i on Zi by L¯2 = L, L¯1 = d
∗
2L¯2 where
L is as in 2.4. From 2.4(b) and the results in 2.7 we see that L¯i is B-equivariant.
Since d0d1 : Z1 −→ Z is a principal B-bundle we see that there is a well defined
local system L¯ on Z such that (d0d1)
∗L¯ = L¯1. Let L¯0 = d
∗
0L¯. Then L¯1 = d
∗
1L¯0.
We regard L¯2 as a Γ-equivariant local system on Z2 with Γ acting trivially on each
stalk. Since each di is compatible with the Γ-actions we see that L¯i (i ∈ [0, 2])
and L¯ have natural Γ-equivariant structures which are compatible with d∗i .
2.12. We show:
(a) For any J ⊂ Is we have L¯|ZJ ∼= L
J compatibly with the Γ-equivariant
structures.
(b) For any i ∈ [0, 2] and J ⊂ Is we have L¯i|ZJi
∼= LJi compatibly with the
Γ-equivariant structures.
Note that (b) holds for i = 2 by 2.4(a) (the compatibility with the Γ-equivariant
structures is automatic since Γ acts trivially on each stalk of the local systems
involved). From this we get (using 2.10, 2.11) that (b) holds for i = 1, then for
i = 0, and then that (a) holds.
2.13. We show:
(a) We have IC(Z¯, L¯)|Z¯−Z = 0.
(b) For i ∈ [0, 2] we have IC(Z¯i, L¯i)|Z¯i−Zi = 0.
Note that the IC complexes in (a),(b) are well defined by 2.9(a),(b). Now (b)
holds for i = 2 by 2.4(b). From this we get (using 2.8, 2.11) that (b) holds for
i = 1, then for i = 0, and then that (a) holds.
2.14. Assume that r ≥ 2, h ∈ [2, r] ∩ Is, sh−1 = sh. We set
s′ := (s1, . . . , sh−1, sh+1, . . . , sr). Then L ∈ S(T )
[s′]F so that Z ′ := Zs
′
is de-
fined as in 2.6. We have a commutative diagram
Z
d0←−−−− Z0
d1←−−−− Z1
d2−−−−→ Z2
β
y β0
y β1
y β2
y
Z ′
d′0←−−−− Z ′0
d′1←−−−− Z ′1
d′2−−−−→ Z ′2
where
the upper row is as in 2.6,
the lower row is defined analogously in terms of s′,L instead of s,L,
β is (B0, B1, . . . , Br) 7→ (B0, B1, . . . , Bh−2, Bh, . . . , Br),
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β0 is (g0U, g1U, . . . , grU) 7→ (g0U, g1U, . . . , gh−2U, ghU, grU),
β1 is (y0, y1, . . . , yr) 7→ (y0, y1, . . . , yh−2, yh−1yh, yh+1, . . . , yr),
β2 is (y1, . . . , yr) 7→ (y1, . . . , yh−2, yh−1yh, yh+1, . . . , yr).
Let L¯, L¯i(i ∈ [0, 2]) be the local systems on Z, Zi defined in 2.11; let L¯
′, L¯′i be the
analogous local systems on Z ′, Z ′i. We show:
(a) L¯ ∼= β∗(L¯′).
It is enough to show that δ∗1δ
∗
0 L¯
∼= δ∗1δ
∗
0β
∗(L¯′) or equivalently that L¯1 ∼= β
∗
1 L¯
′
1.
Hence it is enough to show that δ∗2 L¯2
∼= β∗1δ
′
2
∗L¯′2 or equivalently that δ
∗
2 L¯2
∼=
δ∗2β2
∗L¯′2. It is enough to show that L¯2
∼= β2
∗L¯′2. From the definition of L in
2.4 and with the notation in 2.4 we see that it is enough to show that m∗′L ∼=
′L ⊠ ′L (local systems on Psh) where
′L = s∗h−1 . . . s
∗
2s
∗
1L
∼= s∗hs
∗
h−1 . . . s
∗
2s
∗
1L and
m : Psh × Psh −→ Psh is multiplication. It is enough to show that, in the setup
of 2.1 we have m′∗L ∼= L ⊠ L (local systems on G) where m′ : G × G −→ G
is multiplication. This follows from the definitions in 2.1 using the isomorphism
m∗1L
∼= L⊠ L (local systems on T ) where m1 : T × T −→ T is multiplication.
2.15. Assume that r ≥ 2, h ∈ [2, r], h /∈ Is, sh−1 = sh. Let Z
1 be the open
subset of Z defined by the condition pos(Bh−2, Bh) = si. Define β : Z
1 −→ Br by
(B0, B1, . . . , Br) 7→ (B0, B1, . . . , Bh−2, Bh, . . . , Br). We show:
(a) β!(L¯|Z1) = 0.
Let p = (B0, B1, . . . , Bh−2, Bh, . . . , Br) ∈ B
r be such that Φ := β−1(p) 6= ∅. Then
Φ = {(B0, B1, . . . , Bh−2, B˜, Bh, . . . , Br); B˜ ∈ B, pos(Bh−2, B˜) = pos(B˜, Bh) = sh}.
It is enough to show that H∗c (Φ, L¯) = 0. Let
Φ′ ={(B0, B1, . . . , Bh−2, B˜, Bh, . . . , Br); B˜ ∈ B, pos(Bh−2, B˜) = sh,
pos(B˜, Bh) ∈ {1, sh}}.
Then Φ′ is an affine line which is a cross section in Z¯ to the divisor ∆h (see
2.4) and Φ′ ∩∆h is the point p
′ = (B0, B1, . . . , Bh−2, Bh, Bh, . . . , Br). Moreover,
Φ = Φ′ − {p′}. The vanishing H∗c (Φ, L¯) = 0 follows from 2.4(c).
Now let Z2 = Z − Z1, that is the closed subset of Z defined by the condition
Bh−2 = Bh. Let s
′ := (s1, . . . , sh−2, sh+1, . . . , sr). We have L ∈ S(T )
[s′]F so
that Z ′ := Zs
′
is defined as in 2.6. Define β′ : Z2 −→ Z ′ by (B0, B1, . . . , Br) 7→
(B0, B1, . . . , Bh−2, Bh+1, . . . , Br), an affine line bundle. Let L¯ be the local systems
on Z defined in 2.11; let L¯′ be the analogous local system on Z ′. From the
definitions we have:
(b) L¯|Z2 = β
′∗(L¯′).
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3. The class S′(PJ ) of simple objects in MΓ(PJ)
3.1. Let J ⊂ I. We view PJ as a variety with Γ-action (conjugation). Hence
MΓ(PJ ) is well defined.
3.2. Let L ∈ S(T ). If w is as in 2.5 and L ∈ S(T )[w]F then the local system Lw
on Zw has a natural Γ-equivariant structure (see 2.5). The map Πw : Zw −→ PJ ,
(B0, B1, . . . , Br) 7→ PB0,J , commutes with the Γ-actions. Hence for any j ∈ Z,
pHj(Πw! Lw) is an object of MΓ(PJ ).
If s is as in 2.6 and L ∈ S(T )[s]F then the local system L¯ on Zs has a natural
Γ-equivariant structure (see 2.6, 2.11). Hence L¯♯ = IC(Z¯s, L¯) (see 2.6, 2.11, 2.13)
has a natural Γ-equivariant structure. Define Υs : Zs −→ PJ and Υ¯
s : Z¯s −→ PJ
by (B0, B1, . . . , Br) 7→ PB0,J . These maps commute with the Γ-actions. Hence for
any j ∈ Z,
(a) pHj(Υs! L¯) =
pHj(Υ¯s! L¯
♯)
is an object of MΓ(PJ). (The equality in (a) follows from by 2.13.)
In 3.3-3.7 we will show that the following conditions for a simple object K in
MΓ(PJ ) are equivalent:
(i) K ⊣Γ
pH ·(Πw! Lw) for some one term sequence w in W such that L ∈
S(T )[w]F .
(ii) K ⊣Γ
pH ·(Πw! Lw) for some sequence w in W such that L ∈ S(T )
[w]F .
(iii) K ⊣Γ
pH ·(Πw! Lw) for some sequence w in I∪ {1} such that L ∈ S(T )
[w]F .
(iv) K ⊣Γ
pH ·(Πs!Ls) for some sequence s in I such that L ∈ S(T )
[s]F .
(v) K ⊣Γ
pH ·(Υs! L¯) for some sequence s in I such that L ∈ S(T )
[s]F .
(vi) K ⊣Γ
pH ·(Υ¯s! L¯
♯) for some sequence s in I such that L ∈ S(T )[s]F .
3.3. Let w = (w1, . . . , wr) be a sequence in W such that L ∈ S(T )
[w]F . Assume
that for some i ∈ [1, r], w′i, w
′′
i ∈ W satisfy wi = w
′
iw
′′
i and l(wi) = l(w
′
i) + l(w
′′
i ).
Let w′ = (w1, . . . , wi−1, w
′
i, w
′′
i , wi+1, . . . , wr). Define an isomorphism Z
w′ ∼−→ Zw
by
(B0, B1, . . . , Br+1) 7→ (B0, B1, . . . , Bi−1, Bi+1, . . . , Br+1).
This isomorphism is compatible with the Γ-actions, with the maps Πw
′
,Πw and
with the local systems Lw′ ,Lw. Hence for any j we have
(a) pHj(Πw! Lw) =
pHj(Πw
′
! Lw′)
(as objects of MΓ(PJ )). Applying (a) repeatedly we see that conditions 3.2(ii),
3.2(iii), 3.2(iv) are equivalent.
3.4. We prove the equivalence of conditions 3.2(iii), 3.2(v).
Let s = (s1, . . . , sr) be a sequence in I such that L ∈ S(T )
[s]F . Define a sequence
0Z ⊃ 1Z ⊃ . . . of closed subsets of Zs by iZ = ∪J⊂Is;|J |≥iZ
sJ (notation of
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2.6). Let f i : iZ −→ Zs, f ′i : iZ − i+1Z −→ Zs be the inclusions. The natural
distinguished triangle
(Υs! f
′i
!f
′i∗L¯,Υs! f
i
! f
i∗L¯,Υs! f
i+1
! (f
i+1∗L¯))
gives rise for any i ≥ 0 to a long exact sequence in MΓ(PJ ):
. . . −→ pHj−1(Υs! f
i+1
! f
i+1∗L¯) −→ ⊕J⊂Is;|J |=i
pHj(ΠsJ! LsJ ) −→
pHj(Υs! f
i
! f
i∗L¯)
−→ pHj(Υs! f
i+1
! f
i+1∗L¯) −→ ⊕J⊂Is;|J |=i
pHj+1(ΠsJ! LsJ ) −→ . . . .
(a)
Here we have used the equality
Υs! f
′i
!f
′i∗L¯ = ⊕J⊂Is;|J |=iΠ
sJ
! LsJ .
(See 2.12(a).) Note that Υs! f
0
! f
0∗L¯ = Υs! L¯ and Υ
s
! f
i
! f
i∗L¯ = 0 for i large.
If K does not satisfy 3.2(iii) then from (b) we see that for any i ≥ 0 we have
K ⊣Γ
pH ·(Υs! f
i
! f
i∗L¯) if and only if K ⊣Γ
pH ·(Υs! f
i+1
! f
i+1∗L¯). Since K 6⊣Γ
pH ·(Υs! f
i
! f
i∗L¯) with large i it follows that K 6⊣Γ
pH ·(Υs! f
0
! f
0∗L¯) that is K 6⊣Γ
pH ·(Υs! L¯). Thus, K does not satisfy 3.2(v).
Assume now that K satisfies 3.2(iii). We may assume that K ⊣Γ
pH ·(Πs!Ls)
where s as in 3.2(iii) has a minimum possible number of terms in I. By the
equivalence of 3.2(ii), 3.2(iii) we see that we may assume that all terms of s are
in I and that K 6⊣Γ
pH ·(ΠsJ! LsJ ) for and any J such that |J | > 0. Then
from (b) we see that for any i > 0, K ⊣Γ
pH ·(Υs! f
i
! f
i∗L¯) if and only if K ⊣Γ
pH ·(Υs! f
i+1
! f
i+1∗L¯). Since K 6⊣Γ
pH ·(Υs! f
i
! f
i∗L¯) with large i it follows that K 6⊣Γ
pH ·(Υs! f
1
! f
1∗L¯). Using again (b) (with i = 0) we see that K ⊣Γ
pH ·(Υs! f
0
! f
0∗L¯)
hence K ⊣Γ
pH ·(Υs! L¯). Thus, K satisfies 3.2(v). The equivalence of 3.2(iii), 3.2(v)
is proved.
3.5. Let s = (s1, s2, . . . , sr) be a sequence in I such that L ∈ S(T )
[s]F . Assume
that r ≥ 2, h ∈ [2, r]∩Is, sh−1 = sh. Let s
′, L¯′, β be as in 2.14. We have Υs = Υs
′
β
and using 2.14(a) we have Υs! (L¯) = Υ
s′
! β!β
∗L¯′. Since β is a projective line bundle
we have an exact sequence in MΓ(PJ):
(a) . . . −→ pHj−2(Υs
′
! L¯
′)(−1) −→ pHj(Υs! L¯) −→
pHj(Υs
′
! L¯
′) −→ . . .
3.6. Let s = (s1, s2, . . . , sr) be a sequence in I such that L ∈ S(T )
[s]F . Assume
that r ≥ 2, h ∈ [2, r], h /∈ Is, sh−1 = sh. Let Z
1, Z2, β, β′, s′, L¯′ be as in 2.15; let
f1 : Z
1 −→ Zs, f2 : Z
2 −→ Zs be the inclusions. We have a distinguished triangle
(Υs! f1!f
∗
1 L¯,Υ
s
! L¯,Υ
s
! f2!f
∗
2 L¯).
We have Υs! f1! = e!β! where e : B
r −→ PJ is (B0, B1, . . . , Bh−2, Bh, . . . , Br) 7→
PB0,J . Using 2.15(a) we have Υ
s
! f1!f
∗
1 L¯ = e!β!(L¯|Z1) = 0. Hence the distinguished
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triangle above yields Υs! L¯ = Υ
s
! f2!f
∗
2 L¯. We have Υ
sf2 = Υ
s′β′. Using 2.15(b) we
have
Υs! f2!f
∗
2 L¯ = Υ
s′
! β
′
!(L¯|Z2) = Υ
s′
! β
′
!β
′∗L¯′ = Υs
′
! (L¯
′ ⊗ β′!β
′∗Q¯l).
We see that
(a) Υs! L¯ = Υ
s′
! L¯
′[−2](−1).
Hence for any j we have
(b) pHj(Υs! L¯) =
pHj−2(Υs
′
! L¯
′)(−1)
in MΓ(PJ ).
3.7. Assume that 3.2(iv) holds. We show that 3.2(i) holds.
We may assume that K ⊣Γ
pH ·(Πs!Ls) for some sequence s = (s1, s2, . . . , sr) in
I such that L ∈ S(T )[s]F and that r is minimum possible. From the proof in 3.4
we see that K ⊣Γ
pH ·(Υs! L¯) and that r is also minimal for this property.
Assume first that l(s1s2 . . . sr) < r. We can find h ∈ [2, r] such that
l(shsh+1 . . . sr) = r − h+ 1, l(sh−1sh . . . sr) < r − h+ 2.
We can find s′h, s
′
h+1, . . . , s
′
r in I such that
s′hs
′
h+1 . . . s
′
r = shsh+1 . . . sr = y
and s′h = sh−1. Let
u′ = (s1, s2, . . . , sh−1, s
′
h, s
′
h+1, . . . , s
′
r),u
′′ = (s1, s2, . . . , sh−1, y).
From 3.3(a) we see that Πs!Ls = Π
u′
! Lu′ = Π
u′′
! Lu′′ . Hence we may assume that
sh = sh−1.
If h ∈ Is then using 3.5(a) we see that K ⊣Γ
pH ·(Υs
′
! L¯
′) (notation of 3.5); since
s′ has r − 1 terms this is a contradiction. If h /∈ Is then using 3.6 we see that
K ⊣Γ
pH ·(Υs
′
! L¯
′) (notation of 3.6); since s′ has r− 2 terms this is a contradiction.
We see that l(s1s2 . . . sr) = r. Using 3.3(a) repeatedly we see that
pHj(Πs!Ls) =
pHj(Πw! Lw) where w = (w1), w1 = s1s2 . . . sr. Thus, 3.2(i) holds.
Since the implication 3.2(i) =⇒ 3.2(ii) is obvious and the equivalence of 3.2(v),
3.2(vi) follows from 3.2(a) we see that the equivalence of 3.2(i)-3.2(vi) is estab-
lished.
For an object A of MΓ(PJ) we write A ∈ S
′(PJ) instead of ”A satisfies the
equivalent conditions of 3.2(i)-3.2(vi) for some L ∈ S(T )”.
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3.8. The results in this and the next subsection are not used in the subsequeny
sections.
Let s = (s1, s2, . . . , sr) be a sequence in I such that L ∈ S(T )
[s]F , s1 ∈ J .
Let s′ = (s′1, s
′
2, . . . , s
′
r) where s
′
i = si+1 for i ∈ [1, r − 1] and s
′
r = c(s1) where
c : W −→ W is as in 2.4. Let L′ = s∗1L. We have L
′ ∈ S(T )[s
′]F . Let L¯ be the
local system on Zs defined in 2.11 and let L¯′ be the analogous local system on Zs
defined in terms of L′. We show:
(a) Υs! L¯
∼= Υs
′
! L¯
′.
Define I′s′ in terms of s
′,L′ in the same way as Is was defined in 2.4 in terms of
s,L. If i ∈ [2, r] we have i ∈ Is if and only if i − 1 ∈ I
′
s′ . Moreover, we have
1 ∈ Is if and only if r ∈ Is′ . It follows that f : Z
s −→ Zs
′
, (B0, B1, . . . , Br) 7→
(B1, B2, . . . , Br, F (B1)), is well defined. From the definitions we see that f
∗L¯′ ∼= L¯.
Hence Υs! L¯ = Υ
s
! f
∗L¯′. It remains to show that Υsf = Υs
′
. The first (resp.
second) map takes (B0, B1, . . . , Br) to PB1,J (resp. PB0,J ). It is enough to show
that PB1,J = PB0,J . This follows from the fact that pos(B0, B1) ∈ J .
3.9. Let s = (s1, s2, . . . , sr) be a sequence in I such that L ∈ S(T )
[s]F . Let
s ∈ I be such that s /∈ WL. Let u = (s, s1, s2, . . . , sr, c(s)), L
′ = s∗L. Let
v = (s, s, s1, s2, . . . , sr). We have L
′ ∈ S(T )[u]F , L ∈ S(T )[v]F . Let L¯ be as in
2.11; let L¯′, L¯′′ be the analogous local systems on Zu, Zv defined in terms of L′,L.
We show
(a) Υs! L¯[−2](−1) = Υ
u
! L¯
′.
From 3.8 we have Υu! L¯
′ = Υv! L¯
′′. From 3.6(a) we have Υv! L¯
′′ = Υs! L¯[−2](−1) and
(a) follows. We see that
(b) pHj(Υu! L¯
′) = pHj−2(Υs! L¯)(−1).
4. The class S(PJ ) of simple objects in MΓ(PJ)
4.1. In this section we fix J ⊂ I.
In 1977 the author generalized the partition (Bw)w∈W of B (see 2.5) by defining
a partition of PJ into finitely many pieces stable under conjugation by Γ, as follows.
To any P ∈ PJ we associate a sequence P
0 ⊃ P 1 ⊃ P 2 ⊃ . . . in P by
P 0 = P, Pn = (Pn−1)F (P
n−1) for n ≥ 1,
a sequence J0 ⊃ J1 ⊃ J2 ⊃ . . . of subsets of I by P
n ∈ PJn and a sequence
w0, w1, w2, . . . in W by
wn = pos(P
n, F (Pn)).
We have
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(a) J0 = J ,
(b) Jn = Jn−1 ∩ wn−1c(Jn−1)w
−1
n−1 for n ≥ 1.
(see 1.3(a)),
(c) wn ∈
JnW c(Jn) for n ≥ 0.
Clearly, for n ≥ |I| we have Pn = Pn+1 = . . . hence
(d) wn = wn+1 = . . . and Jn = Jn+1 = . . . .
We set P∞ = Pn for n ≥ |I|, w∞ = wn for n ≥ |I|, J∞ = Jn for n ≥ |I|.
For any t = (Jn, wn)n≥0 where J0 ⊃ J1 ⊃ J2 ⊃ . . . are subsets of J satisfying
(a) and w0, w1, w2, . . . are elements of W satisfying (b),(c) let P
t
J be the set of
all P ∈ PJ which give rise to t by the procedure above. Let T
′(J, c) be the set
of all sequences t as above such that PtJ 6= ∅. From (d) we see that T
′(J, c) is a
finite set. From (a),(b) we see that for (Jn, wn)n≥0 ∈ T
′(J, c), the Jn are uniquely
determined by the wn. The locally closed subvarieties P
t
J , t ∈ T
′(J, c), form the
desired partition of PJ . (See [L5, I, 1.3, 1.4] for some examples in the classical
groups.)
4.2. In this subsection we review some results in the R.Be´dard’s Ph.D. Thesis
(M.I.T. 1983), see also [Be].
(a) T ′(J, c) is precisely the set of all (Jn, wn)n≥0 with Jn ⊂ I, wn ∈ W such
that 4.1(a),(b),(c) hold and wn ∈WJnwn−1Wc(Jn−1) for n ≥ 1.
(With notation in [L5, I, 2.2], we have T ′(J, c) = T (c(J), c−1).)
(b) The assignment (Jn, wn)n≥0 7→ w∞ defines a bijection T
′(J, c)
∼
−→ JW .
(c) Let z ∈ JW c(J), J1 = J ∩ zc(J)z
−1. Let V = {P ∈ PJ ; pos(P, F (P )) = z,
V ′ = {Q ∈ PJ1 ; pos(Q,F (Q)) ∈ zWc(J)}. Then f : V −→ V
′, P 7→ P 1 := PF (P ) is
an isomorphism.
Define V ′ −→ PJ by Q 7→ P where P is the unique parabolic in PJ such that
Q ⊂ P . We have automatically P ∈ V hence Q 7→ P is a map f ′ : V ′ −→ V .
Clearly f ′f = 1. We show ff ′ = 1. It is enough to show that, if Q,P are as
above, then PF (P ) = Q. We have pos(Q,F (Q)) = zu where u ∈ Wc(J). We
can find B0, B1 ∈ B such that B0 ⊂ Q, B1 ⊂ F (Q), pos(B0, B1) = zu. Since
l(zu) = l(z)+ l(u) we can find B2 ∈ B such that pos(B0, B2) = z, pos(B2, B1) = u.
Since u ∈ Wc(J) and B1 ⊂ F (P ) we have B2 ⊂ F (P ). Since B0 ⊂ P,B2 ⊂ F (P ),
pos(B0, B2) = z, we have B0 ⊂ P
F (P ). Since Q,PF (P ) are in PJ1 and both contain
B0 we have Q = P
F (P ). This proves (c).
Let t = (Jn, wn)n≥0 ∈ T
′(J, c). For m ≥ 0 we set tm = (J
′
n, w
′
n)n≥0 where
J ′n = Jn+m, w
′
n = wn+m. We have tm ∈ T
′(Jm, c). We set t∞ = (J
′
n, w
′
n)n≥0
where J ′n = J∞, w
′
n = w∞. We have t∞ ∈ T
′(J∞, c). Clearly, P 7→ P
1 is a map
ϑ : PtJ −→ P
t1
J1
.
(d) The map P 7→ P 1 is an isomorphism PtJ
∼
−→ Pt1J1 . The map P 7→ P
∞ is an
isomorphism PtJ
∼
−→ Pt∞J∞ .
The first assertion of (d) follows from (c). The second assertion follows using the
first assertion repeatedly.
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(e) Let t = (Jn, wn)n≥0 ∈ T
′(J, c) be such that Jn = J and wn = w for all
n ≥ 0 where w ∈ W . We have c(J) = w−1Jw, w ∈ JW c(J). If P ∈ PtJ then
Pn = P for n ≥ 0 and pos(P, F (P )) = w. From P = PF (P ) we see that P, F (P )
have a common Levi. We have PtJ = {P ∈ PJ ; pos(P, F (P )) = w}.
(f) Let (Jn, wn)n≥0 ∈ T
′(J, c). For n ≥ 0 we have wn = min(WJw∞Wc(Jn)).
4.3. In the setup of 4.2(e) we show:
(a) w˙−1LJ w˙ = Lc(J) = F (LJ).
From pos(PJ , w˙Pc(J)w˙
−1) = w we see that PJ , w˙Pc(J)w˙
−1 have a common Levi
subgroup containing T which must be LJ and also w˙Lc(J)w˙
−1.
Let
P˜tJ = {gUPJ ∈ G/UPJ ; g
−1F (g) ∈ UPJ w˙UPc(J)}.
Define F ′ : LJ −→ LJ by g 7→ w˙F (g)w˙
−1. This is the Frobenius map for an
Fq-rational structure on LJ . We set
LF
′
J = {l ∈ LJ ;F
′(l) = l}.
The finite group LF
′
J acts freely on P˜
t
J by l : gUPJ 7→ gl
−1UPJ and the map
f : P˜tJ −→ P
t
J , gUPJ 7→ gPJg
−1 is constant on the orbits of this action. We show:
(b) f is a principal LF
′
J -bundle.
We only show this at the level of sets. If P ∈ PJ ; pos(P, F (P )) = w, we have
P = gPJg
−1 where g ∈ G satisfies
w =pos(gPJg
−1, F (g)F (PJ)F (g
−1)) = pos(PJ , g
−1F (g)Pc(J)F (g
−1)g)
= pos(PJ , w˙Pc(J)w˙
−1).
Hence there exists y ∈ PJ such that g
−1F (g)Pc(J)F (g
−1)g = yw˙Pc(J)w˙
−1y−1
hence g−1F (g) ∈ PJ w˙Pc(J) that is g
−1F (g) ∈ l′UPJ w˙UPc(J) for some l
′ ∈ LJ . (We
use (a).) By Lang’s theorem for F ′ we can find l ∈ LJ such that l
−1F ′(l) = l′.
Then gl−1UPJ ∈ P˜
t
J . We see that f is surjective.
Assume that gUPJ , g
′UPJ in P˜
t
J have the same image under f that is gPJg
−1 =
g′PJg
′−1. Then g′ = gp−1 where p ∈ PJ . We may assume that g
′ = gl−1, l ∈ LJ .
We have g−1F (g) ∈ PJ w˙Pc(J) and (gl
−1)−1F (gl−1) ∈ UPJ w˙UPc(J) that is
g−1F (g) = UPJ l
−1w˙F (l)UPc(J) and UPJ l
−1F ′(l)w˙UPc(J) = UPJ w˙UPc(J) .
Using [L3, 3.2] we deduce l−1F ′(l)w˙ = w˙ hence l ∈ LF
′
J .
Let
′P˜tJ = {g(UPJ ∩F
−1(w˙−1UPJ w˙)) ∈ G/(UPJ ∩F
−1(w˙−1UPJ w˙)); g
−1F (g) ∈ UPJ w˙}.
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We show:
(c) The map g(UPJ ∩ F
−1(w˙−1UPJ w˙)) 7→ gUPJ is an isomorphism γ :
′P˜tJ
∼
−→
P˜tJ .
We only show this at the level of sets. Let gUPJ ∈ P˜
t
J . We have g
−1F (g) =
uw˙F (u′) for some u ∈ UPJ , u
′ ∈ UPJ . Then (gu
′−1)−1F (gu′−1) = u′uw˙ so that
γ(gu′−1(UPJ ∩ F
−1(w˙−1UPJ w˙))) = gUPJ . We see that γ is surjective. The injec-
tivity is immediate.
Next we show:
(d) PtJ is a smooth variety of pure dimension equal to
dimUPJ −dim(UPJ ∩F
−1(w˙−1UPJ w˙)) and its connected components are permuted
transitively by the Γ-action on PtJ .
By (b),(c) it is enough to show that ′P˜tJ is smooth, of pure dimension equal to
dimUPJ−dim(UPJ ∩F
−1(w˙−1UPJ w˙)) and its connected components are permuted
transitively by the Γ-action
g0 : g(UPJ ∩ F
−1(w˙−1UPJ w˙)) 7→ g0g(UPJ ∩ F
−1(w˙−1UPJ w˙))
on ′P˜tJ . This follows from the fact that {g ∈ G; g
−1F (g) ∈ UPJ w˙} is smooth of
dimension dimUPJ and UPJ w˙ is connected.
4.4. We now consider a general t = (Jn, wn)n≥0 ∈ T
′(J, c). Let PtJ
∼
−→ Pt∞J∞ be
the isomorphism in 4.2(d). By 4.3 for t∞ instead of t, P˜
t∞
J∞
is defined. Let
P˜tJ := P˜
t∞
J∞
= {gUPJ∞ ∈ G/UPJ∞ ; g
−1F (g) ∈ UPJ∞ w˙UPc(J∞)}.
Define F ′ : LJ∞ −→ LJ∞ by l 7→ w˙∞F (l)w˙
−1
∞ . (We have w˙
−1
∞ LJ∞w˙∞ = Lc(J∞) =
F (LJ∞), see 4.3(a).) Let Λ = L
F ′
J∞
. The finite group Γ× Λ acts on P˜tJ by
(g0, l) : gUPJ∞ 7→ g0gl
−1UPJ∞
and on PtJ by (g0, l) : P 7→ g0Pg
−1
0 . From 4.3(b) we see that
(a) The map f : P˜tJ −→ P
t
J , gUPJ∞ 7→ gPJg
−1 (which is compatible with the
Γ× Λ-actions) is a principal Λ-bundle.
From 4.3(d) we see that:
(b) PtJ is a smooth variety of pure dimension equal to
dimUPJ∞ − dim(UPJ∞ ∩ F
−1(w˙−1∞ UPJ∞ w˙∞)) and its connected components are
permuted transitively by the Γ-action on PtJ .
Let M be a finite dimensional Λ-irreducible module over Q¯l. We view M as a
Γ × Λ-module with Γ acting trivially and we form the Γ × Λ-equivariant local
system MP˜t
J
on P˜tJ as in 1.6. Using (a) we see that there is a well defined Γ× Λ-
equivariant local system M on PtJ with trivial action of Λ such that f
∗M =MP˜t
J
as Γ × Λ-equivariant local systems. We will regard M as a Γ-equivariant local
system.
Let d = dimPtJ (see (b)). We show:
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(c) M [d] (an object of MΓ(P
t
J) by (b)) is simple.
Let r : C˜ −→ C be a finite principal covering with finite group H. Assume that
C is connected. There is an obvious functor E 7→ E′ from H-modules of finite
dimension over Q¯l to local systems on C which are direct summands of r!Q¯l. If
E is irreducible then E′ is irreducible as a local system.
We apply this statement in the case where C is a connected component of PtJ ,
C˜ = f−1(C) (f as in (a)), r is the restriction of f , H = Λ and E =M . Note that
E′ =M |C . We see that the local system M |C is irreducible. It remains to use the
transitivity statement in (b).
For an object A ofMΓ(P
t
J ) we write A ∈ S(P
t
J ) instead of ”A is isomorphic to
M [d] for some M as above.”
From (c) we see that:
(d) M ♯[d] is a simple object of MΓ(PJ ).
For an object A ofMΓ(PJ ) we write A ∈ S(PJ ) instead of ”A is isomorphic to
M ♯[d] ∈MΓ(PJ) for some t ∈ T
′(J, c) and some M as above.”
4.5. For w ∈W we identify Bw with Z
(w) as in 2.5. We show:
(a) Let a1, a2, b ∈ W . Let L ∈ S(T )
a1a2F . Let V be a locally closed Γ-stable
subvariety of Bb. Let Xa1,a2 = {(B0, B1, B2) ∈ Z
(a1,a2);B1 ∈ V }, (see 2.5).
Define κ : Xa1,a2 −→ V by (B0, B1, B2) 7→ B1. Let E = L(a1,a2)|Xa1,a2 . Let
V ′ be an algebraic variety with a Γ-action and let m : V −→ V ′ be a morphism
compatible with the Γ-actions. Let A′ be a simple object of MΓ(V
′) such that
A′ ⊣Γ
pH ·((mκ)!E). Then there exists e ∈ W such that (bF )
∗(e∗L) ∼= e∗L and
A′ ⊣Γ
pH ·(m!(e
∗L)b|V ).
We argue by induction on l(a1). If l(a1) = 0 then a2 = b, κ is an isomorphism and
the result is obvious (with e = 1). Assume now that l(a1) > 0. We can find s ∈ I
such that l(a1) > l(sa1). Let E1 = (s
∗L)(sa1,a2c(s)|Xsa1,a2c(s) .
Assume first that l(a2c(s)) = l(a2) + 1. We have an isomorphism ι : Xa1,a2 −→
Xsa1,a2c(s), (B0, B1, B2) 7→ (B
′
0, B1, F (B
′
0)) where B
′
0 ∈ B is defined by
(b) pos(B0, B
′
0) = s, pos(B
′
0, B1) = sa1.
Define κ′ : Xsa1,a2c(s) −→ V by (B0, B1, B2) 7→ B1. We have κ = κ
′ι, ι∗E1 = E
hence ι!E = E1. Thus (mκ)!E = (mκ
′)!E1 and A
′ ⊣Γ
pH ·((mκ′)!E1). By the
induction hypothesis there exists e′ ∈ W such that (bF )∗(e′∗s∗L) ∼= e′∗s∗L and
A′ ⊣Γ
pH ·(m!(e
′∗s∗L)b|V ). The result follows with e = se
′.
Assume next that l(a2c(s)) = l(a2) − 1. We have a partition Xa1,a2 = X
′ ∪
X ′′ where X ′ (resp. X ′′) is the open (resp. closed) subset of Xa1,a2 defined by
pos(B1, F (B
′
0)) = a2 (resp. pos(B1, F (B
′
0)) = a2c(s)). Let j
′ = κ|X′ , j
′′ = κ|X′′ .
By general principles we have either
(c) A′ ⊣Γ
pH ·((mj′)!(E|X′)) or
(d) A′ ⊣Γ
pH ·((mj′′)!(E|X′′)).
Assume that (d) holds. We have j′′ = κ′′ι′′ where κ′′ : Xsa1,a2c(s) −→ V is given by
(B0, B1, B2) 7→ B1 and ι
′′ : X ′′ −→ Xsa1,a2c(s) is (B0, B1, B2) 7→ (B
′
0, B1, F (B
′
0))
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with B′0 as in (b). We have E|X′′ = ι
′′∗E1. Now ι
′′ is an affine line bundle
hence ι′′! (E|X′′) = E1[−2](−1). Hence A
′ ⊣Γ
pH ·(( 7→ κ′′)!E1). By the induction
hypothesis there exists e′ ∈ W such that (bF )∗(e′∗s∗L) ∼= e′∗s∗L and A′ ⊣Γ
pH ·(m!(e
′∗s∗L)b|V ). The result follows with e = se
′.
Assume now that (c) holds. We have j′ = κ′ι′ where κ′ : Xsa1,a2 −→ V is
(B0, B1, B2) 7→ B1 and ι
′ : X ′ −→ Xsa1,a2 is (B0, B1, B2) 7→ (B
′
0, B1, F (B
′
0)) with
B′0 as in (b). Note that ι
′ makes X ′ into the complement of a section of an
affine line bundle over Xsa1,a2 . If s /∈ WL then by an argument as in the proof
of 2.15 we see that ι′!(E|X′) = 0 contradicting (c). Thus we may assume that
s ∈ WL. Then E2 = L(sa1,a2)|Xsa1,a2 is defined and E|X′ = ι
′∗E2. Hence we
have a distinguished triangle (ι′!EX′ , E2, E2[−2](−1)) hence a distinguished triangle
(m!j
′
!(E|X′ , m!κ
′
!E2, m!κ
′
!E2[−2](−1)). It follows that A
′ ⊣Γ
pH ·(m!κ
′
!E2). By the
induction hypothesis there exists e ∈ W such that (bF )∗(e∗L) ∼= e∗L and A′ ⊣Γ
pH ·(m!(e
∗L)b|V ). This completes the proof of (a).
4.6. Let t = (Jn, wn)n≥0 ∈ T
′(J, c). Let Bt = {B
′ ∈ B;PB′,J ∈ P
t
J}. For a ∈ W
let Bt,a = Bt ∩ Ba. Define ξt,a : Bt,a −→ P
t
J by B
′ 7→ PB′,J . We show:
(a) Let L ∈ S(T )aF . Let A be a simple object of MΓ(P
t
J ) such that A ⊣Γ
pH ·(ξt,a!(La|Bt,a)). Then there exist b, e ∈ W such that b
∗e∗L ∼= e∗L and A ⊣Γ
pH ·(ϑ∗ξt1,b!((e
∗L)b|Bt1,b)).
Since ξt,a!(La|Bt,a) 6= 0 we have Bt,a 6= ∅. Thus there exists B
′ ∈ B such that
pos(B′, F (B′)) = a, PB′,J ∈ P
t
J . We have pos(PB′,J , F (PB′,J)) = w0. Since
B′ ⊂ PB′,J , F (B
′) ⊂ F (PB′,J), it follows that a ∈ WJw0Wc(J) and w0 =
min(WJaWc(J)).
Define φ : Bt,a −→ Bt1 by φ(B
′) = (PB′,J)
F (B′). (For B′ ∈ Bt we have
(PB′,J )
F (B′) ∈ Bt1 since (PB′,J )
F (B′) ⊂ (PB′,J )
F (PB′,J ) ∈ Pt1J1 .) We have a par-
tition Bt1 = ⊔b∈WBt1,b. Setting Bt,a,b = φ
−1(Bt1,b) we get a partition Bt,a =
⊔b∈WBt,a,b. Let ξt,a,b : Bt,a,b −→ P
t
J be the restriction of ξt,a. By general princi-
ples we have A ⊣Γ
pH ·(ξt,a,b!(La|Bt,a,b)) for some b ∈ W . Let φb : Bt,a,b −→ Bt1,b
be the restriction of φ. We have ϑξt,a,b = ξt1,bφb (both compositions carry B
′ to
(PB′,J )
F (PB′,J ).) Hence ξt,a,b = ϑ
−1ξt1,bφb. Thus, A ⊣Γ
pH ·((ϑ−1)!ξt1,b!φb!(La|Bt,a,b))
and
(b) ϑ!A ⊣Γ
pH ·(ξt1,b!φb!(La|Bt,a,b)).
We can write uniquely a = a1a2 where a1 ∈ WJ , a2 ∈
JW . We show that for any
B˜ ∈ Bt1,b we have
(c) φ−1b (B˜) = {B
′ ∈ B; pos(B′, B˜) = a1, pos(B˜, F (B
′)) = a2}.
Assume first that B′ ∈ φ−1b (B˜). We know that pos(B
′, F (B′)) = a. We have
pos(B′, (PB′,J)
F (B′)) ∈ WJ since B
′, (PB′,J )
F (B′) are two Borel subgroups of
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PB′,J . From the definitions we have pos((PB′,J)
F (B′), F (B′)) ∈ JW . We have
automatically pos(B′, (PB′,J)
F (B′)) = a1, pos((PB′,J)
F (B′), F (B′)) = a2 that is
pos(B′, B˜) = a1, pos(B˜, F (B
′)) = a2.
Conversely, assume that B′ belongs to the right hand side of (c). We have
l(a1a2) = l(a1) + l(a2) hence pos(B
′, F (B′)) = a1a2 = a. Since the proper-
ties pos(B′, B˜) ∈ WJ , pos(B˜, F (B
′)) ∈ JW characterize B˜ and (PB′,J )
F (B′)
has the same properties, it follows that PF (B
′) = B˜ where P = PB′,J . Since
B′ ⊂ P, F (B′) ⊂ F (P ) we have pos(P, F (P )) = min(WJpos(B
′, F (B′))Wc(J)) =
min(WJaWc(J)) = w0. It follows that P
F (P ) ∈ PJ∩w0c(J)w−10
= J1. Clearly,
B˜ = PF (B
′) ⊂ PF (P ). Hence PF (P ) = PB˜,J1 ∈ P
t1
J1
. It follows that P ∈ PtJ . Thus,
B′ ∈ Bt,a and φ(B
′) = B˜. Since B˜ ∈ Bt1,b we see that B
′ ∈ φ−1b (B˜). This proves
(c).
From (c) we see that (B0, B1, B2) 7→ B0 is an isomorphism Xa1,a2 −→ Bt,a,b
where Xa1,a2 is defined as in 4.5(a) in terms of V = Bt1,b. Under this isomorphism,
φb corresponds to Xa1,a2 −→ Bt1,b, (B0, B1, B2) 7→ B1. Applying 4.5(a) with V
′ =
Pt1J1 , m = ξt1,b, A
′ = ϑ!A we see that there exists e ∈ W such that (bF )
∗(e∗L) ∼=
e∗L and ϑ!A ⊣Γ
pH ·(ξt1,b!((e
∗L)b|Bt1,b)). (The assumption of 4.5(a) is verified by
(b).) Since ϑ is an isomorphism, it follows that A ⊣Γ
pH ·(ϑ∗ξt1,b!((e
∗L)b|Bt1,b)).
This proves (a).
4.7. Let t = (Jn, wn)n≥0 ∈ T
′(J, c). Let d = dimPtJ . Let a ∈W . We show:
(a) Let L ∈ S(T )aF . Let A be a simple object of MΓ(P
t
J ) such that A ⊣Γ
pH ·(ξt,a!(La|Bt,a)). Then A ∈ S(P
t
J ).
More generally we show that (a) holds when J, t are replaced by Jn, tn, n ≥ 0.
First we show:
(b) if the result holds for n = 1 then it holds for n = 0.
Let A be as in (a). By 4.6(a) there exist b, e ∈ W such that (bF )∗(e∗L) ∼= e∗L
and A ⊣Γ
pH ·(ϑ∗ξt1,b!((e
∗L)b|Bt1,b)). Since ϑ is an isomorphism, there exists a
simple object A′ of MΓ(P
t1
J1
) such that A = ϑ∗A′. From our assumption we have
A′ ⊣Γ
pH ·(ξt1,b!((e
∗L)b|Bt1,b)). Since (b) holds for n = 1 we have A
′ ∼= M [d] for
some irreducible LF
′
J∞
-module M . Hence A is of the same form. Thus (b) holds.
Similarly, if the result holds for some n ≥ 1 then it holds for n− 1. In this way
we see that it suffices to prove the result for n large. Thus in the remainder of this
proof we assume, as we may, that J0 = J1 = · · · = J and w0 = w1 = · · · = w. We
can write uniquely a = a1a2 where a1 ∈WJ , a2 ∈
JW . Since ξt,a!(La|Bt,a) 6= 0, we
have Bt,a 6= ∅. From this we deduce as in the proof of 4.6(a) that a ∈WJwWc(J).
Since wc(J)w−1 = J we must have wWc(J) = WJw so that a ∈ WJw. Since
w ∈ JW (see 4.2(b)) it follows that w = a2. In particular we have a2 ∈
JW c(J).
Hence if B′′ ∈ Ba then pos(PB′′,J , F (PB′′,J )) = a2 = w. Since in our case P
t
J =
{P ∈ PJ ; pos(P, F (P )) = w} (see 4.2(e)) we see that PB′′,J ∈ P
t
J . Thus we have
Ba = Bt,a and A ⊣Γ
pH ·(ξt,a!(La)). Let B˜a = {gU ∈ G/U ; g
−1F (g) ∈ Ua˙U}.
Recall from 4.3(b) that fa : B˜a −→ Ba, gU 7→ gBg
−1 is a finite principal covering
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with group T = {t ∈ T ; a˙F (t)a˙−1 = t}. From 2.5 we see that La is a direct
summand of fa!Q¯l. Thus we have A ⊣Γ
pH ·(ξt,a!fa!Q¯l).
By 4.3(a), LJ = w˙Lc(J)w˙
−1 is a common Levi subgroup of PJ , w˙Pc(J)w˙
−1. Let
F ′ : LJ −→ LJ be as in 4.3. Let Λ = L
F ′
J . Let B
′ be the variety of Borel subgroups
of LJ . For β, β
′ in B′ we have pos(βUPJ , β
′UPJ ) = y for a unique y ∈WJ ; we then
also write pos′(β, β′) = y. Let Y ′ = {β ∈ B′; pos′(β, F ′(β)) = a1}. Now Λ acts on
Y ′ by conjugation. Let P˜tJ be as in 4.3. Note that Λ acts (freely) on P˜
t
J × Y
′ by
l : (gUPJ , β) 7→ (gl
−1UPJ , lβl
−1) and we can form the orbit space Λ\(P˜tJ × Y
′).
We define ψ : P˜tJ×Y
′ −→ Ba by (gUPJ , β) 7→ gβUPJ g
−1. We show that ψ is well
defined, that is pos(gβUPJg
−1, F (g)F (β)UPc(J)F (g
−1)) = a for gUPJ ∈ P˜
t
J . Since
a = a1w, l(a) = l(a1)+ l(w), it is enough to show that for (gUPJ , β) ∈ P˜
t
J ×Y
′ we
have
(c) pos(gβUPJg
−1, gF ′(β)UPJ g
−1) = a1,
(d) pos(gF ′(β)UPJ g
−1, F (g)F (β)UPc(J)F (g
−1)) = w.
Now the left hand side of (c) is equal to pos(βUPJ , F
′(β)UPJ ) = pos
′(β, F ′(β)) =
a1, proving (c). We have g
−1F (g) = uw˙u′ where u ∈ UPJ , u
′ ∈ UPc(J). The left
hand side of (d) is equal to
pos(F ′(β)UPJ , g
−1F (g)F (β)UPc(J)F (g
−1)g)
= pos(F ′(β)UPJ , uw˙u
′F (β)UPc(J)u
′−1w˙−1u−1) = pos(F ′(β)UPJ , w˙F (β)UPc(J)w˙
−1)
= pos(F ′(β)UPJ , F
′(β)Uw˙Pc(J)w˙−1) = pos(PJ , w˙Pc(J)w˙
−1).
(The last equality follows from [L5, II, 8.3].) This equals w.
We see that ψ is well defined. We show:
(e) The map ψ¯ : Λ\(P˜tJ × Y
′) −→ Ba induced by ψ is an isomorphism.
Let B′ ∈ Ba. We can find uniquely B˜ ∈ B such that pos(B
′, B˜) = a1,
pos(B˜, F (B′)) = w. Then PB′,J = PB˜,J and pos(PB˜,J , PF (B′),c(J)) = w. Hence
pos(PB′,J , F (PB′,J)) = w that is, PB′,J ∈ P
t
J . Since P˜
t
J −→ P
t
J is surjective (see
4.3) we can find gUPJ ∈ P˜
t
J such that gPJg
−1 = PB′,J ; note that gUPJ is unique
up to the action of Λ. Since B′ ⊂ PB′,J we have g
−1B′g ⊂ PJ hence there is a
unique β ∈ B′ such that g−1B′g = βUPJ . As above we see that
pos(gF ′(β)UPJ g
−1, F (g)F (β)UPc(J)F (g
−1)) = w
that is pos(gF ′(β)UPJ g
−1, F (B′)) = w. Thus gF ′(β)UPJ g
−1 is a Borel subgroup
of PB′,J whose relative position with F (B
′) is w. But there is only one such
Borel subgroup. Therefore gF ′(β)UPJ g
−1 = B˜. Since pos(B′, B˜) = a1 we have
pos(gβUPJ g
−1, gF ′(β)UPJ g
−1) = a1 hence pos(βUPJ , F
′(β)UPJ ) = a1 that is,
pos′(β, F ′(β)) = a1. Thus to B
′ ∈ Ba we have associated (gUPJ , β) ∈ P˜
t
J × Y
′;
its Λ-orbit is well defined. Thus we have a well defined map Ba −→ Λ\(P˜
t
J × Y
′).
Clearly, this is the inverse of ψ¯. This proves (e).
A CLASS OF PERVERSE SHEAVES ON A PARTIAL FLAG MANIFOLD 27
Now let β′ = B ∩ LJ , and let U
′ be the unipotent radical of β′. Let U ′′ =
U ′ ∩ F ′−1(a˙−11 U
′a˙1). Let Y˜
′ = {lU ′′ ∈ LJ/U
′′; l−1F ′(l) ∈ U ′a˙1}. As in 4.3(b),(c)
the map ρ : Y˜ ′ −→ Y ′, lU ′′ 7→ lβ′l−1 is a finite principal covering with group
{t ∈ T ; a˙1F
′(t)a˙−11 = t} = T. Now Λ acts freely on P˜
t
J × Y˜
′ by
l0 : (gUPJ , lU
′′) 7→ (gl−10 UPJ , l0lU
′′)
and we can form the orbit space Λ\(P˜tJ × Y˜
′).
The map P˜tJ × Y˜
′ −→ B˜a, (gUPJ , lU
′′) 7→ glU induces a map ψ˜ : Λ\(P˜tJ × Y˜
′) −→
B˜a which is easily seen to be an isomorphism. We have a commutative diagram
Λ\(P˜tJ × Y˜
′)
ψ˜
−−−−→ B˜a
ξ
y fa
y
Λ\(P˜tJ × Y
′)
ψ¯
−−−−→ Ba
where ξ is induced by (gUPJ , lU
′′) 7→ (gUPJ , lβ
′l−1) (a principal T-bundle). Note
that the horizontal maps in this diagram are isomorphisms.
Under the isomorphism (e), the map ξt,a becomes the map ξ
′ : Λ\(P˜tJ × Y
′) −→
PtJ induced by (gUPJ , β) 7→ gPJg
−1. It follows that ξt,a!fa!Q¯l = (ξ
′ξ)!Q¯l and
A ⊣Γ
pH ·((ξ′ξ)!Q¯l). We extend the natural Γ-actions on P
t
J and on Λ\(P˜
t
J×Y˜
′) to
Γ×Λ-actions with Λ acting trivially. Then A, pHj((ξ′ξ)!Q¯l) are naturally objects
ofMΓ×Λ(P
t
J ) and A ⊣Γ×Λ
pH ·((ξ′ξ)!Q¯l). Let f : P˜
t
J −→ P
t
J be as in 4.3. Now Γ×Λ
acts on P˜tJ as in 4.4 (compatibly with f). Moreover f
∗A, f∗(pHj((ξ′ξ)!Q¯l)) =
pHj(f∗(ξ′ξ)!Q¯l) are objects of MΓ×Λ(P˜
t
J ) and f
∗A ⊣Γ×Λ
pH ·(f∗(ξ′ξ)!Q¯l). Let
p1 : P˜
t
J × Y˜
′ −→ P˜tJ be the first projection. Now Γ × Λ acts on P˜
t
J × Y˜
′ by
(g0, l0) : (gUJ , lU
′′) 7→ (g0gl
−1
0 UJ , l0lU
′′) and p1 is compatible with the Γ × Λ-
actions. We have f∗(ξ′ξ)!Q¯l = p1!Q¯l. We see that f
∗A ⊣Γ×Λ
pH ·(p1!Q¯l). Let
p2 : P˜
t
J × Y˜
′ −→ Y˜ ′ be the second projection. Now Γ × Λ acts on Y˜ ′ by (g0, l0) :
lU ′′ 7→ l0lU
′′ and p2 is compatible with the Γ × Λ-actions. The obvious maps
P˜tJ
e
−→ point
e′
←− Y˜ ′ are again compatible with the Γ × Λ-actions (the action on
the point is trivial). We have p1!Q¯l = e
∗e′!Q¯l hence f
∗A ⊣Γ×Λ
pH ·(e∗e′!Q¯l). We
have a spectral sequence inMΓ×Λ(P˜
t
J ) with E2 =
pH ·(e∗pH ·(e′!Q¯l)) and E∞ is an
associated graded of pH ·(e∗e′!Q¯l). We have f
∗A ⊣Γ×Λ E∞ hence f
∗A ⊣Γ×Λ E2.
Now pH ·(e′!Q¯l) is just a Γ×Λ-module M with trivial action of Γ and e
∗pH ·(e′!Q¯l)
is the local system f∗M (notation of 4.4). Since P˜tJ is smooth of pure dimension
d, pHj(e∗pH ·(e′!Q¯l)) is 0 if j 6= d and is f
∗M [d] if j = d. Thus E2 = f
∗M [d]. We
see that f∗A ⊣Γ×Λ f
∗(M)[d]. It follows that A ⊣Γ M [d]. This implies (a).
4.8. Let t = (Jn, wn)n≥0 ∈ T
′(J, c). Let d = dimPtJ . Let L ∈ S(T ) and s be as in
2.6. Let L¯ be the local system on Zs as in 2.11. Let Υs : Zs −→ PJ , Υ¯
s : Z¯s −→ PJ
be as in 3.2. We show:
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(a) Let A be a simple object of MΓ(PJ) such that A ⊣Γ
pH ·(Υs! L¯). Let h :
PtJ −→ PJ be the inclusion. Let A
′ be a simple object of MΓ(P
t
J) such that A
′ ⊣Γ
pH ·(h∗A). Then A′ ∼= M [d] for some irreducible LF
′
J∞
-module M .
Let K = Υ¯s! L¯
♯. Using 2.13(a) we see that Υs! L¯ = K. Hence A ⊣Γ
pH ·(K).
We have a spectral sequence inMΓ(P
t
J ) with E2 =
pH ·(h∗(pH ·K)) and E∞ is an
associated graded of pH ·(h∗K). Since Υ¯s is proper, we see from the decomposition
theorem [BBD] that K ∼= ⊕i
pHi(K)[−i] and that each pHi(K) is semisimple as an
object of M(PJ) hence also as an object of MΓ(PJ). It also follows that h
∗K ∼=
⊕ih
∗(pHi(K))[−i] hence pHj(h∗K) ∼= ⊕i
pHj−i(h∗(pHi(K))). This shows that
E2 ∼= E∞ as objects of M(P
t
J). Thus the spectral sequence above is degenerate
when regarded inM(PtJ). But then it is also degenerate inMΓ(P
t
J ). Using A
′ ⊣Γ
pH ·(h∗A) and the fact that A is a direct summand of pH ·(K) (in MΓ(PJ )) we
see that A′ ⊣Γ E2. It follows that A
′ ⊣Γ E∞ that is A
′ ⊣Γ
pH ·(h∗Υs! L¯). As in the
proof of the implication 3.2(v) =⇒ 3.2(i) we deduce that A′ ⊣Γ
pH ·(h∗Π
(a)
! L(a))
(Π(a) as in 3.2) for some a ∈W . Now (a) follows from 4.7(a).
4.9. Let A be a simple object of MΓ(PJ ) such that A ⊣Γ
pH ·(Υs! L¯) with L, s as
in 2.6. We show:
(a) There exists t = (Jn, wn)n≥0 ∈ T
′(J, c) and an irreducible LF
′
J∞
-module M
such that A ∼=M ♯[d] where M ♯ is as in 4.4 and d = dimPtJ .
Since PJ = ∪t∈T ′(J,c)P
t
J , we can find t ∈ T
′(J, c) such that supp(A)∩PtJ is open
dense in supp(A). Then, denoting by h : PtJ −→ PJ the inclusion, we see that
h∗A is a simple object of MΓ(P
t
J ). As in 4.8(a), we have h
∗A ∼= M [d] for some
irreducible LF
′
J∞
-module M . It follows that A is of the required form.
4.10. Let t = (Jn, wn)n≥0 ∈ T
′(J, c). We set w = w∞ ∈
JW . We show:
(a) for any b ∈WJ∞ , B
′ 7→ PB′,J is a well defined map Bbw −→ P
t
J ;
(b) for b = 1, the map Bw −→ P
t
J in (a) is surjective.
We prove (a). Let B′ ∈ Bbw. Let P = PB′,J . By 4.2(f) we have pos(P, F (P )) =
min(WJwWc(J)) = w0. Define P
n in terms of P as in 4.1. We have P 1 =
PF (P ) ∈ PJ1 . As in the proof of 4.6(c) (with a1 = b, a2 = w) we see that b =
pos(B′, PF (B
′)), w = pos(PF (B
′), F (B′)). Since b ∈WJ1 we have pos(B
′, PF (B
′)) ∈
WJ1 hence B
′ ⊂ P 1. From the definitions we have w1 = min(WJ1wWc(J1)) hence
pos(P 1, F (P 1)) = min(WJ1pos(B
′, F (B′))Wc(J1)) = min(WJ1bwWc(J1)) = w1.
By the same argument applied to B′, P 1, t1 instead of B
′, P, t we see that P 2 ∈ PJ2
and pos(P 2, F (P 2)) = w2. (We have w ∈
J1W since J1 ⊂ J .) Continuing in this
way we see that Pn ∈ PJn and pos(P
n, F (Pn)) = wn for all n ≥ 0. Thus P ∈ P
t
J .
This proves (a).
We prove (b). Let P ∈ PtJ . Define P
∞ in terms of P as in 4.1. We have
pos(P∞, F (P∞)) = w. Hence
pr2 :{(B
′, B′′) ∈ B × B;B′ ⊂ P∞, B′′ ⊂ F (P∞), pos(B′, B′′) = w}
−→ {B′′ ∈ B;B′′ ⊂ F (P∞)}
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is a bijection with inverse B′′ 7→ ((P∞)B
′′
, B′′). The condition that (B′, B′′) in
the domain of pr2 satisfies B
′′ = F (B′) is that B′′ is a fixed point of the map
B′′ 7→ F ((P∞)B
′′
) of the flag manifold of F (P∞) into itself. This map may be
identified with the map induced by F ′ : LJ −→ LJ (see 4.3) on the flag manifold of
LJ hence it has at least one fixed point. Thus there exist (B
′, B′′) ∈ B × B such
that B′′ = F (B′), B′ ⊂ P∞, pos(B′, B′′) = w. Then B′ ∈ Ba and B
′ ⊂ P (since
P∞ ⊂ P ). This proves (b).
4.11. Let t = (Jn, wn)n≥0 ∈ T
′(J, c). We set w = w∞ ∈
JW . We show:
(a) Let b ∈WJ∞ . Let L ∈ S(T )
bwF . Let A be a simple object of MΓ(P
t1
J ) such
that A ⊣Γ
pH ·(ξt1,wc(b)!(b
∗L)wc(b)). Then ϑ
∗A ⊣Γ
pH ·(ξt,bw!Lbw).
The result makes sense since Bt,bw = Bbw by 4.10(a) and Bt1,wc(b) = Bwc(b)
(this follows from 4.10(a) applied to t1, w, wc(b)w
−1 instead of t, w, b; note that
wc(J∞)w
−1 = J∞ by 4.2(e) hence wc(b)w
−1 ∈ WJ∞). This shows also that
l(wc(b)) = l(w)+l(c(b)). (Since w ∈ JW we have l((wc(b)w−1)w) = l(wc(b)w−1)+
l(w).) We define h : Bbw −→ Bwc(b) by B
′ 7→ B′′ with B′′ defined by pos(B′, B′′) =
b, pos(B′′, F (B′)) = w. This is an isomorphism whose inverse Bwc(b) −→ Bbw is
given by B′′ 7→ B′ with B′ defined by pos(B′, B′′) = b, pos(B′′, F (B′)) = w. We
have a commutative diagram
Bbw
h
−−−−→ Bwc(b)
ξt,bw
y ξt1,wc(b)
y
PtJ
ϑ
−−−−→ Pt1J1
where the horizontal maps are isomorphism. From the definitions we see that
h∗((b∗L)wc(b)) = Lbw. The result follows.
4.12. Let t = (Jn, wn)n≥0 ∈ T
′(J, c). We set w = w∞ ∈
JW . Let d = dimPtJ .
Let Λ = LF
′
J∞
. Let M be a finite dimensional irreducible Λ-module over Q¯l. Let
M [d] ∈MΓ(P
t
J ) be as in 4.4(c). We show:
(a) there exists b ∈WJ∞ and L ∈ S(T )
bwF such that M [d] ⊣Γ
pH ·(ξt,bw!Lbw);
(b) there exists b ∈WJ∞ and L ∈ S(T )
bwF such thatM ♯[d] ⊣Γ
pH ·(Π
(bw)
! L(bw)).
We prove (a). More generally we show that for any n ≥ 0:
(c) there exists bn ∈ WJ∞ and L ∈ S(T )
bnwF such that M [d] (regarded as an
object of MΓ(P
tn
Jn
)) satisfies M [d] ⊣Γ
pH ·(ξtn,bnw!Lbnw).
If (c) holds for n = 1 then, by 4.11(a) it holds for n = 0. Similarly, if (c) holds for
some n ≥ 1 then it holds for n − 1. Hence it is enough to prove (c) for large n.
Thus we may assume that J0 = J1 = · · · = J and w0 = w1 = · · · = w. By [DL, 7.7]
applied to Λ, there exists a1 ∈ WJ∞ such that M ⊣Λ
pH ·(e′!Q¯l) (in MΛ( point)).
(The reference to [DL] could be replaced by a selfcontained proof, see 7.9.) By
definition, f∗M [d] = e∗M [d] with f as in 4.3, e as in 4.7. We have e∗M [d] ⊣Γ×Λ
e∗(pH ·(e′!Q¯l))[d] hence f
∗M [d] ⊣Γ×Λ e
∗(pH ·(e′!Q¯l))[d] in MΓ×Λ(P˜
t
J ). Since P˜
t
J is
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smooth of pure dimension d we have e∗(pHi(e′!Q¯l))[d] =
pHi+d(e∗e′!Q¯l). Since
e∗e′!Q¯l = p1!Q¯l = f
∗(ξ′ξ)!Q¯l = f
∗ξt,a!fa!Q¯l
(notation of 4.7 with a = a1w) we have f
∗M [d] ⊣Γ×Λ
pH ·(f∗ξt,a!fa!Q¯l). Since
f is a finite principal covering we have also f∗M [d] ⊣Γ×Λ f
∗(pH ·(ξt,a!fa!Q¯l)). It
follows that M [d] ⊣Γ
pH ·(ξt,a!fa!Q¯l). Now fa!Q¯l = ⊕LLa where L runs over the
local systems in S(T )aF (up to isomorphism). Hence for some such L we have
M [d] ⊣Γ
pH ·(ξt,a!La). This proves (a).
We prove (b). Let b,L be such that (a) holds. Let K = Π
(bw)
! L(bw), K
′ =
ξt,bw!Lbw. We haveM [d] ⊣Γ
pH ·(K ′). Let κ : PtJ −→ PJ be the inclusion. We have
K = κ!K
′. Let C be the closure of PtJ in PJ . Let κ
′ : PtJ −→ C, κ
′′ : C −→ PJ be
the inclusions. Let M˜ = IC(C,M)[d]. Let K1 = κ
′
!K. We show:
(d) M˜ ⊣Γ
pH ·(K1).
We have κ′∗K1 = K
′ and κ′∗(pHj(K1)) =
pHj(K ′). Let 0 = X0 ⊂ X1 ⊂ . . . ⊂
Xm =
pHj(K1) be a composition series of
pHj(K1) in MΓ(C). Aplying κ
′∗ to
the exact sequence 0 −→ Xi−1 −→ Xi −→ Xi/Xi−1 −→ 0 (where 1 ≤ i ≤ m) we get
an exact sequence 0 −→ κ′∗(Xi−1) −→ κ
′∗(Xi) −→ κ
′∗(Xi/Xi−1) −→ 0 in MΓ(P
t
Γ).
Since Xi/Xi−1 is simple and P
t
Γ is open dense in C we see that κ
′∗(Xi/Xi−1) is
either simple or 0. It follows that any composition factor of κ′∗(Xm) is isomorphic
to κ′∗(Xi/Xi−1) for some i. In particular, M [d] ∼= κ
′∗(Xi/Xi−1) for some i. It
follows that M˜ ∼= Xi/Xi−1 for some i. Thus (d) holds.
Applying κ′′! to (d) we obtain
M ♯[d] = κ′′! M˜ ⊣Γ κ
′′
!
pH ·(K1) =
pH ·(κ′′! K1) =
pH ·(K).
This proves (b).
Theorem 4.13. Let K be a simple object of MΓ(PJ ). Then K ∈ S
′(PJ ) (see
3.7) if and only if K ∈ S(PJ ).
If K ∈ S(PJ ) then by 4.12(b) it satisfies 3.2(i). If K satisfies 3.2(v) then by
4.9(a), K ∈ S(PJ ). This completes the proof.
Theorem 4.14. Let t = (Jn, wn)n≥0 ∈ T
′(J, c). Let h : PtJ −→ PJ be the
inclusion. Let A ∈ S(PJ ). Let A
′ be a simple object of MΓ(P
t
J ) such that
A′ ⊣Γ
pH ·(h∗A). Then A′ ∈ S(PtJ ).
By assumption, A is as in 4.8(a). The result now follows from 4.8(a).
5. Some computations in the Weyl group
5.1. Let L ∈ S(T ). Define l˜ :W −→ N by l˜(w) = |(α ∈ R+L ;w(α) ∈ R
−}|.
Let s = (s1, . . . sr) be a sequence in I ∪ {1}. Let
Is = {i ∈ [1, r]; si 6= 1, s1s2 . . . si . . . s2s1 ∈WL}.
This agrees with the definition in 2.4.
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Lemma 5.2. We have |Is| ≥ l˜(sr . . . s1) with equality if l(sr . . . s1) = l(s1)+ · · ·+
l(sr).
Let
X = {α ∈ R+L ; (sr . . . s1)(α) ∈ R
−},
X ′ = {α ∈ R+L ;α = s1s2 . . . si−1(αsi) for some i ∈ [1, r] such that si 6= 1}.
We have X ⊂ X ′. We have |X | = l˜(sr . . . s1) hence l˜(sr . . . s1) ≤ |X
′|. Define
f : Is −→ RL by f(i) = s1s2 . . . si−1(αsi); then X
′ = f(Is) ∩ R
+
L . Hence |X
′| ≤
|f(Is)| ≤ |Is| and the desired inequality is proved. Assume now that l(sr . . . s1) =
l(s1) + · · · + l(sr). Then s1s2 . . . si−1(αsi)(i ∈ [1, r], si 6= 1) are distinct in R
+.
Hence for i ∈ Is, s1s2 . . . si−1(αsi) are distinct elements of X . Thus |Is| ≤ |X |. It
follows that |Is| = |X |.
Lemma 5.3. Let j ∈ Is. Let s(j) = (s
′
1, s
′
2, . . . , s
′
r) with s
′
i = si for i 6= j, s
′
j = 1.
We have Is(j) = Is − {j}.
Let h ∈ Is − {j}. We have s1s2 . . . sh . . . s2s1 ∈WL. Hence if j < h, we have
s1s2 . . . sˆj . . . sh . . . sˆj . . . s2s1
= (s1s2 . . . sj . . . s2s1)(s1s2 . . . sh . . . s2s1)(s1s2 . . . sj . . . s2s1) ∈ WL
so that h ∈ Is(j). (ˆ denotes an omitted symbol.) If j > h then h ∈ Is(j) is obvious.
Conversely, assume that h ∈ Is(j). Clearly, h 6= j. Assume first that j < h. We
have
s1s2 . . . sh . . . s2s1
= (s1s2 . . . sj . . . s2s1)(s1s2 . . . sˆj . . . sh . . . sˆj . . . s2s1)(s1s2 . . . sj . . . s2s1) ∈WL.
Hence h ∈ Is. If j > h then it is clear that h ∈ Is. The lemma is proved.
Lemma 5.4. Let h be the smallest element of Is. Then s1s2 . . . sh . . . s2s1 ∈ IL.
Let s′ = (s1, s2, . . . , sh, . . . , s2, s1). We have
s1s2 . . . sh . . . s2s1 ∈WL,
s1s2 . . . sh−1 . . . s2s1 /∈WL or sh−1 = 1,
s1s2 . . . sh−2 . . . s2s1 /∈WL or sh−2 = 1,
. . . .
Hence the middle term in s′ has index in Is′ but all terms preceding it have index
not in Is′ . We show that the term in s
′ immediately following the middle term
has index not in Is′ . Otherwise it would be 6= 1 and
s1s2 . . . sh−1shsh−1shsh−1 . . . s2s1 /∈ WL.
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Multiplying on the left and right by s1s2 . . . sh . . . s2s1 we find
s1s2 . . . sh−1 . . . s2s1 ∈WL,
a contradiction. Similarly we see that all terms in s′ following the middle term
have index not in Is′ . Thus |Is′ | = 1. By Lemma 5.2 we have
l˜(s1s2 . . . sh . . . s2s1) ≤ 1.
Since s1s2 . . . sh . . . s2s1 ∈ WL − {1}, it follows that s1s2 . . . sh . . . s2s1 ∈ IL. The
lemma is proved.
5.5. We write the elements of Is in ascending order: i1 < i2 < · · · < ib. Define a
sequence S = (S1, S2, . . . , Sb) in W by
S1 = s1s2 . . . si1 . . . s2s1,
S2 = s1s2 . . . sˆi1 . . . si2 . . . sˆi1 . . . s2s1,
. . . ,
Sb = s1s2 . . . sˆi1 . . . sˆi2 . . . sˆib−1 . . . sib . . . sˆib−1 . . . sˆi2 . . . sˆi1 . . . s2s1,
ω = s1 . . . sˆi1 . . . sˆi2 . . . sˆib . . . sr.
Lemma 5.6. (a) S1, S2, . . . , Sb belong to IL.
(b) l˜(ω−1) = 0.
(c) s1s2 . . . sr = S1S2 . . . Sbω.
We use induction on b. Assume first that b = 0. By 5.2 we have l˜(sr . . . s1) = 0
that is l˜(ω−1) = 0 and the lemma is clear. Assume now that b ≥ 1 and that the
lemma holds for b − 1. Let h = i1. By 5.3 we have Is(h) = Is − {h}. By the
induction hypothesis, S2, S3, . . . , Sb belong to IL, s1 . . . sˆi1 . . . sr = S2S3 . . . Sbω,
l˜(ω−1) = 0. By 5.4 we have S1 ∈ IL. It follows that
s1s2 . . . sr = (s1 . . . si1 . . . s1)(s1 . . . sˆi1 . . . sr) = S1S2 . . . Sbω.
The lemma is proved.
5.7. Let W ′L = {w ∈ W ;w
∗L ∼= L}, a subgroup of W . Let W ′0L = {w ∈
W ′L;w(R
+
L) = R
+
L}, a subgroup of W
′
L. Note that W
′
L = W
′0
LWL (semidirect
product with WL normal).
In the remainder of this section we fix an automorphism c of finite order of T
that induces a permutation of R, one of Rˇ and one of R+.
Lemma 5.8. Assume that F ∗0 (s1s2 . . . src)
∗L ∼= L. Let c′ = ωc so that s1s2 . . . src =
S1S2 . . . Sbc
′ and F ∗0 (S1S2 . . . Sbc
′)∗L ∼= L. Then c′ is an automorphism of finite
order of T that induces a permutation of RL, one of RˇL and one of R
+
L .
We first show:
(i) c′(RL) = RL.
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It is enough to show that for any coroot κ : k∗ −→ T such that κ∗(L) ∼= Q¯l we have
(c′κ)∗L ∼= Q¯l. From F
∗
0 (S1S2 . . . Sbc
′)∗L ∼= L and S1S2 . . . Sr ∈ WL we deduce
F ∗0 c
′∗L ∼= L. Hence κ∗F ∗0 c
′∗L ∼= κ∗L ∼= Q¯l. Now F0κ = κF
′
0 where F
′
0 : k
∗ −→ k∗
is x 7→ xq. Hence F ′0
∗κ∗c′∗L = Q¯l = F
′
0
∗Q¯l and κ
∗c′∗L = Q¯l. This proves (i).
By 5.6(b) we have ω−1(R+L ) ⊂ R
+. Moreover, c−1(R+) = R+ hence
c−1ω−1(R+L) ⊂ R
+. Using (i) we see that c′−1(R+L) ⊂ R
+
L hence c
′(R+L) = R
+
L .
The lemma is proved.
5.9. Let s˜ = (s˜1, s˜2, . . . , s˜r˜) be a second sequence in I. Then the subset Is˜ is
defined in terms of s˜,L in the same way as Is is defined in terms of s,L.
We write the elements of Is˜ in ascending order: j1 < j2 < · · · < jb˜. Define S˜ =
(S˜1, S˜2, . . . , S˜b˜), ω˜ in terms of s˜,L in the same way that S, ω are defined in 5.5 in
terms of s,L. As in 5.6 we have S˜i ∈ IL for i ∈ [1, b˜] and s˜1s˜2 . . . s˜r˜ = S˜1S˜2 . . . S˜b˜ω˜.
We assume that
F ∗0 ([s]c)
∗L ∼= L, F ∗0 ([s˜]c)
∗L ∼= L.
From 5.8 we see that ωc and ω˜c are automorphisms of finite order of T that induce
a permutation of RL, one of RˇL and one of R
+
L . Moreover, we have
F ∗0 (S1S2 . . . Sbωc)
∗L ∼= L, F ∗0 (S˜1S˜2 . . . S˜b˜ω˜c)
∗L ∼= L,
or equivalently F ∗0 (ωc)
∗L ∼= L, F ∗0 (ω˜c)
∗L ∼= L. Let
F = {f ∈W ′0L; f
−1ωcf = ω˜c}.
Now for f ∈ F we have fILf
−1 = IL; we set
f S˜ = (fS˜1f
−1, f S˜2f
−1, . . . f S˜b˜f
−1),
a sequence in IL. Since F
∗
0 (ωc)
∗L ∼= L, we have
F ∗0 ((fS˜1f
−1)(fS˜2f
−1) . . . (fS˜b˜f
−1)ωc)∗L ∼= L.
We set ρ = r+ r˜. Let A(W, c,L, s, s˜) be the set of all sequences (a0, a1, . . . , aρ) in
W such that
a−1j−1aj ∈ {1, s˜j} for j ∈ Is˜;
a−1j−1aj = s˜j for j ∈ [1, r˜]− Is˜;
ar˜+ia
−1
r˜+i−1 ∈ {1, si} for i ∈ Is;
ar˜+ia
−1
r˜+i−1 = si for i ∈ [1, r]− Is;
aρ = ca0c
−1;
a∗0L
∼= L.
Replacing here W, c,L, s, s˜ by WL, ωc, Q¯l,S,
f S˜, we obtain for any f ∈ F a set
A(WL, ωc, Q¯l,S,
f S˜). From the definition, A(WL, ωc, Q¯l,S,
f S˜) consists of all se-
quences (A0, A1, . . . , Ab+b˜) in WL such that
A−1j−1Aj ∈ {1, f S˜jf
−1} for j ∈ [1, b˜];
Ab˜+iA
−1
b˜+i−1
∈ {1, Si} for i ∈ [1, b];
Ab+b˜ = (ωc)A0(ωc)
−1.
We now state the following result.
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Proposition 5.10. There is a canonical bijection
Ψ : A(W, c,L, s, s˜)
∼
−→ ⊔f∈FA(WL, ωc, Q¯l,S,
f S˜).
Let (a0, a1, . . . , aρ) ∈ A(W, c,L, s, s˜). Consider the product
ar˜(a
−1
r˜+i1
ar˜+i1−1)a
−1
r˜ = (ar˜a
−1
r˜+1)(ar˜+1α
−1
r˜+2) . . . (ar˜+i1−2a
−1
r˜+i1−1
)
× (ar˜+i1−1a
−1
r˜+i1
)(ar˜+i1−1a
−1
r˜+i1−2
) . . . (ar˜+2a
−1
r˜+1)(ar˜+1a
−1
r˜ ).
The right hand side is equal to s1s2 . . . si1−1xsi1−1 . . . s2s1 where x is either si1 or
1. Hence it is equal to s1s2 . . . si1−1si1si1−1 . . . s2s1 or to 1. Thus we have
ar˜(a
−1
r˜+i1
ar˜+i1−1)a
−1
r˜ ∈ {S1, 1}.
Similarly,
ar˜(a
−1
r˜+i1−1
ar˜+i1)(a
−1
r˜+i2−1
ar˜+i2) . . . (a
−1
r˜+ie−1−1
ar˜+ie−1)(a
−1
r˜+ie
ar˜+ie−1)
× (a−1r˜+ie−1ar˜+ie−1−1) . . . (a
−1
r˜+i2
ar˜+i2−1)(a
−1
r˜+i1
ar˜+i1−1)a
−1
r˜ ∈ {Se, 1}
for e ∈ [1, b],
a−10 (aj1−1a
−1
j1
)(aj2−1a
−1
j2
) . . . (aje−1−1a
−1
je−1
)(ajea
−1
je−1
)
(aje−1a
−1
je−1−1
) . . . (aj2a
−1
j2−1
)(aj1a
−1
j1−1
) ∈ {S˜e, 1}
for e ∈ [1, b˜],
ω = ar˜(a
−1
r˜+i1−1
ar˜+i1)(a
−1
r˜+i2−1
ar˜+i2) . . . (a
−1
r˜+ib−1
ar˜+ib)a
−1
ρ ,
ω˜ = a−10 (aj1−1a
−1
j1
)(aj2−1a
−1
j2
) . . . (aj
b˜−1
a−1j
b˜
)ar˜.
Setting
(a) aˆe = ajea
−1
je−1
for e ∈ [1, b˜], aˆb˜+e = ar˜a
−1
r˜+ie
ar˜+ie−1a
−1
r˜ for e ∈ [1, b]
we see that
(b) aˆ−1
b˜+1
aˆ−1
b˜+2
. . . aˆ−1
b˜+e−1
aˆb˜+eaˆb˜+e−1 . . . aˆb˜+2aˆb˜+1 ∈ {Se, 1} for e ∈ [1, b],
(b) a−10 aˆ
−1
1 aˆ
−1
2 . . . aˆ
−1
e−1aˆeaˆe−1 . . . aˆ2aˆ1a0 ∈ {S˜e, 1} for e ∈ [1, b˜],
(c) ω = aˆ−1
b˜+1
aˆ−1
b˜+2
. . . aˆ−1
b˜+b
ar˜a
−1
ρ ,
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(d) ω˜ = a−10 aˆ
−1
1 aˆ
−1
2 . . . aˆ
−1
b˜
ar˜.
Since Se = S
−1
e ∈WL, S˜e = S˜
−1
e ∈WL it follows by induction on e that
(e) aˆb˜+e = aˆ
−1
b˜+e
∈ WL for e ∈ [1, b],
a−10 aˆea0 = a
−1
0 aˆ
−1
e a0 ∈WL for e ∈ [1, b˜].
Since a0 normalizes WL it follows that
(f) aˆe = aˆ
−1
e ∈WL for e ∈ [1, b˜].
Since a∗0L
∼= L we can write uniquely
(g) a0 = A0f with A0 ∈WL, f ∈W
′0
L.
We set
(h) Ae = aˆe . . . aˆ2aˆ1a0f
−1 (e ∈ [1, b˜]),
(i) Ab˜+e = aˆb˜+1aˆb˜+2 . . . aˆb˜+eaˆb˜ . . . aˆ2aˆ1a0f
−1 (e ∈ [1, b]).
From (e),(f),(g) we see that Ae ∈ WL for e ∈ [0, b + b˜]. From the definitions we
have
A−1e−1Ae = fSef
−1 (e ∈ [1, b˜]),
Ab˜+e−1A
−1
b˜+e
= Se (e ∈ [1, b]).
We have
Ab˜+b = aˆb˜+1aˆb˜+2 . . . aˆb˜+baˆb˜ . . . aˆ2aˆ1a0f
−1 = ωaρω˜
−1f−1
= (ωc)(c−1aρc)(ω˜c)
−1f−1 = (ωc)a0(ω˜c)
−1f−1 = (ωc)A0f(ω˜c)
−1f−1.
In particular, (ωc)wf(ω˜c)−1f−1 = w′ for some w ∈ WL. We have (ωc)w = w1(ωc)
for some w1 ∈ WL hence (ωc)f(ω˜c)
−1f−1 = w−11 w
′ belongs to WL ∩W
′0
L = {1}.
Thus (ωc)f(ω˜c)−1f−1 = 1 that is f ∈ F. We also see that
Ab˜+b = (ωc)A0f(ω˜c)
−1f−1 = (ωc)A0(ωc)
−1.
Thus to each (a0, a1, . . . , aρ) ∈ A(W, c,L, s, s˜) we have associated f ∈ F and an
element (A0, A1, . . . , Ab+b˜) in A(WL, ωc, Q¯l,S,
f S˜). This defines the map Ψ in the
proposition.
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Conversely, assume that we are given f ∈ F and an element (A0, A1, . . . , Ab+b˜)
in A(WL, ωc, Q¯l,S,
f S˜). We will construct a sequence (a0, a1, . . . , aρ) in W as
follows.
We set a0 = A0f . We define aˆ1, aˆ2, . . . , aˆb˜ inductively so that (h) holds. We
define aˆb˜+1, aˆb˜+2, . . . , aˆb˜+b inductively so that (i) holds. We define the elements
a0, a1, a2, . . . , ar˜ by induction as follows. Note that a0 is already defined. Assume
that a0, a1, . . . , au−1 are already defined for some u ∈ [1, r˜]. If u = je for some
e ∈ [1, b˜] we set au = aˆeau−1. If u /∈ Is˜ we set au = au−1s˜u. This completes the
definition of a0, a1, a2, . . . , ar˜. We define the elements ar˜, ar˜+1, . . . , ar˜+r by induc-
tion as follows. Note that ar˜ is already defined. Assume that ar˜, ar˜+1, . . . , ar˜+u−1
are already defined for some u ∈ [1, r]. If u = ie for some e ∈ [1, b] we set
ar˜+u = ar˜+u−1a
−1
r˜ aˆb˜+ear˜. If u /∈ Is we set ar˜+u = suar˜+u−1. This completes the
definition of ar˜, ar˜+1, . . . , ar˜+r.
From the definitions we see that (a0, a1, a2, . . . , aρ) ∈ A(W, c,L, s, s˜). We have
thus constructed a map
⊔f∈FA(WL, ωc, Q¯l,S,
f S˜) −→ A(W, c,L, s, s˜).
From the definitions we see that this is an inverse to Ψ. The proposition is proved.
6. A basis for a space of intertwining operators
6.1. Let L, L˜ ∈ S(T ). Let s = (s1, s2, . . . , sr), s˜ = (s˜1, s˜2, . . . , s˜r˜) be two se-
quences in I such that ([s]F )∗L ∼= L, ([s˜]F )∗L˜ ∼= L˜. Define Is ⊂ [1, r] in terms of
s,L as in 2.4 or 5.1; define Is˜ ⊂ [1, r˜] similarly in terms of s˜, L˜.
We set ρ = r+ r˜. Until the end of 6.13 we fix a sequence a = (a0, a1, . . . , aρ) in
W such that
a−1j−1aj ∈ {1, s˜j} for j ∈ [1, r˜];
ar˜+ia
−1
r˜+i−1 ∈ {1, si} for i ∈ [1, r];
if j ∈ [1, r˜]− Is˜, aj−1s˜j > aj−1 then a
−1
j−1aj = s˜j ;
if i ∈ [1, r]− Is, siar˜+i−1 > ar˜+i−1 then ar˜+ia
−1
r˜+i−1 = si;
aρ = c(a0).
We define representatives a¨i for ai in N(T ) (i ∈ [0, ρ]) as follows. We set a¨0 = a˙0.
For j ∈ [1, r˜] we define a¨j inductively by
a¨j = a¨j−1 if aj = aj−1,
a¨j = a¨j−1 ˙˜sj if aj = aj−1s˜j .
For i ∈ [1, r] we define a¨r˜+i inductively by
a¨r˜+i = a¨r˜+i−1 if ar˜+i−1 = ar˜+i,
a¨r˜+i = s˙
−1
i a¨r˜+i−1 if ar˜+i = siar˜+i−1.
Consider the commutative diagrams
Z × Z˜
d0×d˜0←−−−− Z0 × Z˜0
d1×d˜1←−−−− Z1 × Z˜1
d2×d˜2−−−−→ Z2 × Z˜2
=
−−−−→ Z2 × Z˜2
e
x e0
x e1
x e2
x e3
x
X
b0←−−−− X0
b1←−−−− X1
b2−−−−→ X2
b3−−−−→ X3
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Z2 × Z˜2
=
−−−−→ Z2 × Z˜2
=
−−−−→ Z2 × Z˜2
=
←−−−− Z2 × Z˜2 X8
e3
x e4
x e5
x e6
x b8
x
X3
b4←−−−− X4
b5−−−−→ X5
b6←−−−− X6
b7−−−−→ X7
where the following notation is used.
Z, Zi, di are as in 2.6, Z˜, Z˜i, d˜i are the analogous objects defined in terms of s˜, L˜
instead of s,L.
X is the set of all ((B0, B1, . . . , Br), (B˜0, B˜1, . . . , B˜r˜)) ∈ B
[0,r]×B[0,r˜] such that
(A0)− (A5) below hold:
(A0) pos(B0, B˜j) = aj(j ∈ [0, r˜]), pos(Bi, B˜r˜) = ar˜+i(i ∈ [0, r]),
(A1) pos(Bi−1, Bi) = si if i ∈ [1, r]− Is,
(A2) pos(Bi−1, Bi) ∈ {1, si} if i ∈ Is,
(A3) pos(B˜j−1, B˜j) = s˜j if j ∈ [1, r˜]− Is˜,
(A4) pos(B˜j−1, B˜j) ∈ {1, s˜j} if j ∈ Is˜,
(A5) F (B0) = Br, F (B˜0) = B˜r˜.
X0 is the set of all
((g0U, g1U, . . . , grU), (g˜0U, g˜1U, . . . , g˜r˜U)) ∈ (G/U)
[0,r] × (G/U)[0,r˜]
such that (B0)− (B5) below hold:
(B0) k(g−10 g˜j) = a¨j(j ∈ [0, r˜]), k(g
−1
i g˜r˜) = a¨r˜+i(i ∈ [0, r]),
(B1) g−1i−1gi ∈ Psi −B if i ∈ [1, r]− Is,
(B2) g−1i−1gi ∈ Psi if i ∈ Is,
(B3) g˜−1j−1g˜j ∈ Ps˜j −B if j ∈ [1, r˜]− Is˜,
(B4) g˜−1j−1g˜j ∈ Ps˜j if j ∈ Is˜,
(B5) g−1r F (g0) ∈ U , g˜
−1
r˜ F (g˜0) ∈ U .
b0 is
((g0U, g1U, . . . , grU), (g˜0U, g˜1U, . . . , g˜r˜U)) 7→
((g0Bg
−1
0 , g1Bg
−1
1 , . . . , grBg
−1
r ), (g˜0Bg˜
−1
0 , g˜1Bg˜
−1
1 , . . . , g˜r˜Bg˜
−1
r˜ )).
X1 is the set of all ((g0, g1, . . . , gr), (g˜0, g˜1, . . . , g˜r˜)) ∈ G
[0,r] × G[0,r˜] such that
(B0)− (B5) hold.
b1 is ((g0, g1, . . . , gr), (g˜0, g˜1, . . . , g˜r˜)) 7→ ((g0U, g1U, . . . , grU)), (g˜0U, g˜1U, . . . , g˜r˜U)).
X2 is the set of all (x, x
′, u, u′, y0, y1, . . . , yρ) ∈ G × G × U × U × G
[0,ρ] such
that (C0)− (C′5) below hold:
(C0) k(yz) = a¨z(z ∈ [0, ρ])
(C1) yr˜+i−1y
−1
r˜+i ∈ Psi −B if i ∈ [1, r]− Is,
(C2) yr˜+i−1y
−1
r˜+i ∈ Psi if i ∈ Is,
(C3) y−1j−1yj ∈ Ps˜j −B if j ∈ [1, r˜]− Is˜,
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(C4) y−1j−1yj ∈ Ps˜j if j ∈ Is˜,
(C5) uF (y0) = yρu
′,
(C′5) y0x
′ = xF (y0), yρy
−1
r˜ x = u.
b2 is ((g0, g1, . . . , gr), (g˜0, g˜1, . . . , g˜r˜)) 7→ (x, x
′, u, u′, y0, y1, . . . , yρ)
where
x = g−10 F (g0), x
′ = g˜−10 F (g˜0), u = g
−1
r F (g0), u
′ = g˜−1r˜ F (g˜0),
yj = g
−1
0 g˜j(j ∈ [0, r˜]), yr˜+i = g
−1
i g˜r˜(i ∈ [0, r]).
X3 is the set of all (u, u
′, y0, y1, . . . , yρ) ∈ U
2 ×G[0,ρ] such that (C0)− (C5) hold.
b3 is (x, x
′, u, u′, y0, y1, . . . , yρ) 7→ (u, u
′, y0, y1, . . . , yρ).
X4 is the set of all (u, u
′, v, v′, v˜, v˜′, y0, y1, . . . , yρ) ∈ U
6×G[0,ρ] such that (C0)−
(C4) hold and
y0 = va¨0v
′, yρ = v˜F (a¨0)v˜
′, uF (v)F (a¨0)F (v
′) = v˜F (a¨0)v˜
′u′.
b4 is (u, u
′, v, v′, v˜, v˜′, y0, y1, . . . , yρ) 7→ (u, u
′, y0, y1, . . . , yρ).
X5 is the set of all (v, v
′, y0, y1, . . . , yρ) ∈ U
2×G[0,ρ] such that (C0)−(C4) hold
and y0 = va¨0v
′.
b5 is (u, u
′, v, v′, v˜, v˜′, y0, y1, . . . , yρ) 7→ (v, v
′, y0, y1, . . . , yρ).
X6 is the set of all ((g0, g1, . . . , gr), (g˜0, g˜1, . . . , g˜r˜)) ∈ G
[0,r] × G[0,r˜] such that
(B0)− (B4) hold and g0 ∈ U, g˜0 ∈ a¨0U .
b6 is ((g0, g1, . . . , gr), (g˜0, g˜1, . . . , g˜r˜)) 7→ (v, v
′, y0, y1, . . . , yρ)
where
v = g−10 , v
′ = a¨−10 g˜0, yj = g
−1
0 g˜j(j ∈ [0, r˜]), yr˜+i = g
−1
i g˜r˜(i ∈ [0, r]).
X7 is the set of all
((g0U, g1U, . . . , grU), (g˜0U, g˜1U, . . . , g˜r˜U)) ∈ (G/U)
[0,r] × (G/U)[0,r˜]
such that (B0)− (B4) hold and g0 ∈ U, g˜0 ∈ a¨0U .
b7 is given by the same formula as b1.
X8 is the set of all ((B0, B1, . . . , Br), (B˜0, B˜1, . . . , B˜r˜)) ∈ B
[0,r]×B[0,r˜] such that
(A0)− (A4) hold and B0 = B, B˜0 = a¨0Ba¨
−1
0 .
b8 is given by the same formula as b0.
e, e0 are the obvious imbeddings.
e1 is
((g0, g1, . . . , gr), (g˜0, g˜1, g˜r˜)) 7→ ((g0, g0g
−1
1 , . . . , g
−1
r−1gr), (g˜0, g˜0g˜
−1
1 , . . . , g˜
−1
r˜−1g˜r˜)).
e2 is (x, x
′, u, u′, y0, y1, . . . , yρ) 7→ λ(y0, y1, . . . , yρ) where
λ(y0, y1, . . . , yρ) = ((yr˜y
−1
r˜+1, yr˜+1y
−1
r˜+2, . . . , yr˜+r−1y
−1
r˜+r), (y
−1
0 y1, y
−1
1 y2, . . . , y
−1
r˜−1yr˜)).
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e3 is (u, u
′, y0, y1, . . . , yρ) 7→ λ(y0, y1, . . . , yρ).
e4 is (u, u
′, v, v′, v˜, v˜′, y0, y1, . . . , yρ) 7→ λ(y0, y1, . . . , yρ).
e5 is (v, v
′, y0, y1, . . . , yρ) 7→ λ(y0, y1, . . . , yρ).
e6 is
((g0, g1, . . . , gr), (g˜0, g˜1, . . . , g˜r˜)) 7→
((g−10 g1, g
−1
1 g2, . . . , g
−1
r−1gr), (g˜
−1
0 g˜1, g˜
−1
1 g˜2, . . . , g˜
−1
r−1g˜r)).
6.2. Let B, L¯, L¯i be as in 2.4, 2.11. Define B˜,
¯˜L, ¯˜Li similarly, in terms of s˜, L˜
instead of s,L. Note that Γ, B act on Z and Zi(i ∈ [0, 2]) as in 2.7. Similarly,
Γ, B˜ act on Z˜ and Z˜i(i ∈ [0, 2]). These actions give rise to (commuting) actions of
Γ× Γ, B × B˜ on Z × Z˜ and Zi × Z˜i(i ∈ [0, 2]) hence to actions of Γ× Γ×B × B˜.
By 2.11, L¯ and L¯i are B-equivariant local systems with natural Γ-equivariant
structures. Similarly, ¯˜L and ¯˜Li are B˜-equivariant local systems with natural Γ-
equivariant structures. Hence L¯ ⊠ ¯˜L and L¯i ⊠
¯˜Li are B × B˜-equivariant local
systems on Z × Z˜ and Zi × Z˜i with natural Γ × Γ-equivariant structures. These
structures give rise to Γ×Γ×B× B˜-equivariant structures on L¯⊠ ¯˜L and L¯i⊠
¯˜Li.
From the definitions we have
(d0 × d˜0)
∗(L¯⊠ ¯˜L) = L¯0 ⊠
¯˜L0, (d1 × d˜1)
∗(L¯0 ⊠
¯˜L0) = L¯1 ⊠
¯˜L1,
(d2 × d˜2)
∗(L¯2 ⊠
¯˜L2) = L¯1 ⊠
¯˜L1,
compatibly with the Γ× Γ×B × B˜-equivariant structures.
6.3. Let
T = {((t0, t1, . . . , tr), (t˜0, t˜1, . . . , t˜r˜)) ∈ T
[0,r] × T [0,r˜];
tr = F (t0), t˜r˜ = F (t˜0), t˜j = a
−1
j (t0) for j ∈ [0, r˜], ti = ar˜+i(t˜r˜) for i ∈ [0, r].
This is a subgroup of T [0,r] × T [0,r˜] isomorphic to the finite subgroup
T0 = {t0 ∈ T ; a
−1
r˜ (t0) = F (a
−1
0 (t0))}
of T under ((ti), (t˜j)) 7→ t0. Hence T is finite.
Γ× T acts on X by
(g, (ti), (t˜j)) : ((B0, B1, . . . , Br), (B˜0, B˜1, . . . , B˜r˜)) 7→
((gB0g
−1, gB1g
−1, . . . , gBrg
−1), (gB˜0g
−1, gB˜1g
−1, . . . , gB˜r˜g
−1));
on X0 by
(g, (ti), (t˜j)) : ((g0U, g1U, . . . , grU), (g˜0U, g˜1U, . . . , g˜r˜U)) 7→
((gg0t
−1
0 U, gg1t
−1
1 U, . . . , ggrt
−1
r U), (gg˜0t˜
−1
0 U, gg˜1t˜
−1
1 U, . . . , gg˜r˜t˜
−1
r˜ U));
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on X1 by
(g, (ti), (t˜j)) : ((g0, g1, . . . , gr), (g˜0, g˜1, . . . , g˜r˜)) 7→
((gg0t
−1
0 , gg1t
−1
1 , . . . , ggrt
−1
r ), (gg˜0t˜
−1
0 , gg˜1t˜
−1
1 , . . . , gg˜r˜t˜
−1
r˜ ));
on X2 by
(g, (ti), (t˜j)) : (x, x
′, u, u′, y0, y1, . . . , yρ) 7→ (t0xF (t0)
−1, t˜0x
′F (t˜0)
−1, trut
−1
r , t˜r˜u
′t˜−1r˜ ,
t0y0t˜
−1
0 , t0y1t˜
−1
1 , . . . , t0yr˜ t˜
−1
r˜ , t1yr˜+1t˜
−1
r˜ , . . . , tryρt˜
−1
r˜ );
on X3 by
(g, (ti), (t˜j)) : (u, u
′, y0, y1, . . . , yρ) 7→
(trut
−1
r , t˜r˜u
′t˜−1r˜ , t0y0t˜
−1
0 , t0y1t˜
−1
1 , . . . , t0yr˜ t˜
−1
r˜ , t1yr˜+1t˜
−1
r˜ , . . . , tryρt˜
−1
r˜ );
on X4 by
(g, (ti), (t˜j)) : (u, u
′, v, v′, v˜, v˜′, y0, y1, . . . , yρ) 7→
(trut
−1
r , t˜r˜u
′t˜−1r˜ , t0vt
−1
0 , t˜0v
′t˜−10 , t0y0t˜
−1
0 , t0y1t˜
−1
1 , . . . , t0yr˜ t˜
−1
r˜ , t1yr˜+1t˜
−1
r˜ , . . . , tryρt˜
−1
r˜ );
on X5 by
(g, (ti), (t˜j)) : (v, v
′, v˜, v˜′, y0, y1, . . . , yρ) 7→
(t0vt
−1
0 , t˜0v
′t˜−10 , t0y0t˜
−1
0 , t0y1t˜
−1
1 , . . . , t0yr˜ t˜
−1
r˜ , t1yr˜+1t˜
−1
r˜ , . . . , tryρ t˜
−1
r˜ );
on X6 by
(g, (ti), (t˜j)) : ((g0, g1, . . . , gr), (g˜0, g˜1, . . . , g˜r˜)) 7→
((t0g0t
−1
0 , t0g1t
−1
1 , . . . , t0grt
−1
r ), (t0g˜0t˜
−1
0 , t0g˜1t˜
−1
1 , . . . , t0g˜r˜ t˜
−1
r˜ ));
on X7 by
(g, (ti), (t˜j)) : ((g0U, g1U, . . . , grU), (g˜0U, g˜1U, . . . , g˜r˜U)) 7→
((t0g0t
−1
0 U, t0g1t
−1
1 U, . . . , t0grt
−1
r U), (t0g˜0t˜
−1
0 U, t0g˜1t˜
−1
1 U, . . . , t0g˜r˜ t˜
−1
r˜ U));
on X8 by
(g, (ti), (t˜j)) : ((B0, B1, . . . , Br), (B˜0, B˜1, . . . , B˜r˜)) 7→
((t0B0t
−1
0 , t0B1t
−1
0 , . . . , t0Brt
−1
0 ), (t0B˜0t
−1
0 , t0B˜1t
−1
0 , . . . , t0B˜r˜t
−1
0 )).
The maps bi are compatible with the Γ× T -actions. Let
G = {((b0, b1, . . . , br), (b˜0, b˜1, . . . , b˜r˜)) ∈ B × B˜;
((k(b0), k(b1), . . . , k(br)), (k(b˜0), k(b˜1), . . . , k(b˜r˜))) ∈ T },
a subgroup of B × B˜. The Γ× T -action on X6 extends to a Γ× G-action on X6:
(g, (bi), (b˜j)) : ((g0, g1, . . . , gr), (g˜0, g˜1, . . . , g˜r˜)) 7→
((k(b0)g0b
−1
0 , k(b0)g1b
−1
1 , . . . , k(b0)grb
−1
r ), (k(b0)g˜0b˜
−1
0 , k(b0)g˜1b˜
−1
1 , . . . , k(b0)g˜r˜b˜
−1
r˜ )).
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6.4. Now
(a) b0 is a principal T -bundle
(T acts on X0 by restriction of the Γ × T -action) and induces an isomorphism
T \X0
∼
−→ X . (See [L4, 3.4].)
(b) b1 is a principal U
[0,r] × U [0,r˜]-bundle.
(c) b2 is a principal Γ-bundle
(Γ acts on X1 by restriction of the Γ × T -action) and induces an isomorphism
Γ\X1
∼
−→ X2. (See [L4, 3.8].)
(d) b3 is an isomorphism.
(e) b4 is a quasi-vector bundle (see[L4, 3.2]) with fibres of dimension 2(dimU −
l(a0)).
(f) b5 is a quasi-vector bundle with fibres of dimension 2(dimU − l(a0)).
(g) b6 is an isomorphism.
(h) b7 is a principal U
[0,r] × U [0,r˜]-bundle.
(i) b8 is an isomorphism. (See [L4, 3.24].)
6.5. Now T is naturally a subgroup of B × B˜ and Γ is a subgroup of Γ× Γ (the
diagonal) hence Γ×T is a subgroup of Γ×Γ×B×B˜. Hence the actions in 6.2 give
by restriction actions of Γ×T on Z× Z˜ and Zi× Z˜i(i ∈ [0, 2]) and the equivariant
structures on L¯⊠ ¯˜L and L¯i ⊠
¯˜Li in 6.2 restrict to Γ×T -equivariant structures on
these local systems. Since e and ei(i ∈ [0, 6]) are compatible with the Γ×T -actions
we see that the local systems E = e∗(L¯ ⊠ ¯˜L), Ei = e
∗
i (L¯i ⊠
¯˜Li), (i ∈ [0, 2]) and
Ei = e
∗
i (L¯2⊠
¯˜L2), (i ∈ [3, 6]) have natural Γ×T -equivariant structures. Moreover,
the Γ × T -equivariant structure on E6 extends to a Γ × G-equivariant structure
since e6 is compatible with the Γ×G actions (see 6.3). Since the restriction of the
Γ×G action on X6 to the subgroup U
[0,r]×U [0,r˜] is the free action which makes X6
a principal bundle over X7 (see 6.4(h)) it follows that there is a well defined local
system E7 on X7 with a natural Γ× T -equivariant structure such that b
∗
7E7 = E6.
Since b8 is an isomorphism, there is a well defined local system E8 on X7 with a
natural Γ× T -equivariant structure such that b∗8E8 = E7. We have
b∗0E = E0; b
∗
1E1 = E0; b
∗
2E2 = E1; b
∗
3E3 = E2; b
∗
4E3 = E4; b
∗
5E5 = E4;
b∗6E5 = E6; b
∗
7E7 = E6; b
∗
8E8 = E7;
(a)
compatibly with the Γ× T -equivariant structures. We show:
(b) T acts trivially on any stalk of E .
(c) Γ acts trivially on any stalk of Ei (if i ∈ [2, 8]).
(b) follows from the fact that B× B˜ acts trivially on Z× Z˜ and, being connected,
it acts trivially on any stalk of L¯ ⊠ ¯˜L. Now (c) follows from the fact that Γ × Γ
acts trivially on Z2 × Z˜2 and on any stalk of L¯2 ⊠
¯˜L2.
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6.6. For any h ∈ [0, r˜] let Yh be the set of all (B˜0, B˜1, . . . , B˜h) ∈ B
[0,h] such that
pos(B, B˜j) = aj(j ∈ [0, h]),
pos(B˜j−1, B˜j) = s˜j if j ∈ [1, h], j /∈ Is˜,
pos(B˜j−1, B˜j) ∈ {1, s˜j} if j ∈ [1, h] ∩ Is˜,
B˜0 = a¨0Ba¨
−1
0 .
Note that Y0 is a point. Moreover, if h ∈ [1, r˜] then we have an obvious map
Yh −→ Yh−1 which is
-an isomorphism if ah = ah−1s˜h < ah−1;
-an isomorphism if h ∈ Is˜, ah−1s˜h > ah−1 = ah;
-a line bundle minus the zero section if h /∈ Is˜, ah−1s˜h < ah−1 = ah;
-a line bundle if ah = ah−1s˜h > ah−1;
-a line bundle if h ∈ Is˜, ah−1s˜h < ah−1 = ah.
For any h ∈ [0, r] let Yr˜+h be the set of all
((B0, B1, . . . , Bh), (B˜0, B˜1, . . . , B˜r˜)) ∈ B
[0,h] × B[0,r˜]
such that
pos(B0, B˜j) = aj(j ∈ [0, r˜]), pos(Bi, B˜r˜) = ar˜+i(i ∈ [0, h]),
pos(Bi−1, Bi) = si if i ∈ [1, h], j /∈ Is,
pos(Bi−1, Bi) ∈ {1, si} if i ∈ [1, h] ∩ Is,
pos(B˜j−1, B˜j) = s˜j if j ∈ [1, r˜], j /∈ Is˜,
pos(B˜j−1, B˜j) ∈ {1, s˜j} if j ∈ Is˜,
B0 = B, B˜0 = a¨0Ba¨
−1
0 .
Note that Yr˜ in the last definition may be identified with Yr˜ in the earlier one.
Moreover, if h ∈ [1, r] then we have an obvious map Yr˜+h −→ Yr˜+h−1 which is
-an isomorphism if ar˜+h = shar˜+h−1 < ar˜+h−1;
-an isomorphism if h ∈ Is, shar˜+h−1 > ar˜+h−1 = ar˜+h;
-a line bundle minus the zero section if h /∈ Is, shar˜+h−1 < ar˜+h−1 = ar˜+h;
-a line bundle if ar˜+h = shar˜+h−1 > ar˜+h−1;
-a line bundle if h ∈ Is, shar˜+h−1 < ar˜+h−1 = ar˜+h.
6.7. Assume that for some h ∈ [1, r]− Is we have a := ar˜+h = ar˜+h−1, s := sh,
sa < a. We show that
(a) H∗c (X8, E8) = 0.
We have an obvious map φ : X8 −→ Yr˜+h−1. (See 6.6.) It is enough to show that
for any p = ((B0, . . . , Bh−1), (B˜0, B˜1, . . . , tBr˜)) ∈ Yr˜+h−1 we have H
∗
c (Y
′, E8) = 0
where Y′ = φ−1(p). We may identify Y′ with the set of all (Bh, Bh+1, . . . , Br) ∈
B[h,r] such that
pos(Bi, B˜r˜) = ar˜+i(i ∈ [h, r]),
pos(Bi−1, Bi) ∈ {si, 1} if i ∈ [h+ 1, r] ∩ Is.
pos(Bi−1, Bi) = si if i ∈ [h, r], i /∈ Is.
Since sa < a, there is a unique D ∈ B such that pos(Bh−1, D) = s, pos(D, B˜r˜) =
sa. Pick C ∈ B such that pos(B˜r˜, C) = a
−1wI. Since pos(D,C) = swI, V :=
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UD ∩ UC is a one dimensional connected unipotent group. Now B˜r˜ is the unique
Borel such that pos(D, B˜r˜) = sa, pos(B˜r˜, C) = a
−1wI. Hence it is normalized by
V and V ⊂ UB˜r˜ . Since pos(Bh−1, C) = wI, we have UBh−1 ∩ UC = {1} hence
UBh−1 ∩ V = {1}. Let
Ξ = {E ∈ B; pos(Bh−1, E) = s, pos(E, B˜r˜) = a}
= {E ∈ B; pos(Bh−1, E) = s, pos(E,D) = s}.
Since V ⊂ UD, V ∩ UBh−1 = {1}, V acts simply transitively (by conjugation) on
the affine line {E′ ∈ B; pos(E′, D) = s} = Ξ ⊔ {Bh−1}. Pick Bh ∈ ξ. Define
v0 ∈ V − {1} by v0Bhv
−1
0 = Bh−1. Let
Y′′ = {(Bh+1, . . . , Br) ∈ B
[h+1,r]; (Bh, Bh+1, . . . , Br) ∈ Y
′}.
The map ζ : (V − {v0})×Y
′′ −→ Y′,
(v, (Bh+1, . . . , Br)) 7→ (vBhv
−1, vBh+1v
−1, . . . , vBrv
−1)
is an isomorphism. Hence it is enough to show that
H∗c ((V − {v0})×Y
′′, ζ∗E8) = 0.
Let π′′ : (V − {v0}) × Y
′′ −→ Y′′ be the projection. It is enough to show that
for any p′ = (Bh+1, . . . , Br) ∈ Y
′′ we have H∗c (π
′′−1(p′), ζ∗E8) = 0 or equivalently
that H∗c (V − {v0}, ζ
′∗E8) = 0 where ζ
′ : V − {v0} −→ X8 is
v 7→ ((B0, B1, . . . , Bh−1, vBhv
−1, vBh+1v
−1, . . . , vBrv
−1), (B˜0, B˜1, . . . , B˜r˜)).
Since ζ ′∗E8 is a local system of rank 1 on V − {v0} ∼= k
∗ with monodromy of
finite order invertible in k, it is enough to show that ζ ′∗E8 6∼= Q¯l. We can find
ǫ = ((g0, g1, . . . , gr), (g˜0, g˜1, . . . , g˜r˜)) ∈ X6 such that
b8(b7(ǫ)) = ((B0, B1, . . . , Bh−1, Bh, Bh+1, . . . , Br), (B˜0, B˜1, . . . , B˜r˜)),
g−1h−1g˜r˜ = a¨ and V = gh−1ysh(k)g
−1
h−1. Define λ0 ∈ k by ysh(λ0)g
−1
h−1gh ∈ B.
Define ζ˜ : k− {λ0} −→ X6 by
λ 7→ ((g0, g1, . . . , gh−1, gh−1ysh(λ)g
−1
h−1gh, . . . , gh−1ysh(λ)g
−1
h−1gr), (g˜0, g˜1, . . . , g˜r˜)).
We have ζ ′∗E8 = ζ˜
∗E6. It is enough to prove that ζ˜
∗E6 6∼= Q¯l or that ζ˜
∗e∗6(L¯2 ⊠
¯˜L2) 6∼= Q¯l. Note that e6ζ˜ : k− {λ0} −→ Z2 × Z˜2 is
λ 7→ ((y1, y2, yh−1, ysh(λ)yh, yh+1, . . . , yr), (y˜1, y˜2, . . . , y˜r˜))
where
((y1, y2, yh−1, yh, yh+1, . . . , yr), (y˜1, y˜2, . . . , y˜r˜)) = e6(ǫ).
From this and the definition of L¯2 = L (see 2.4) we see that (e6ζ˜)
∗(L¯2 ⊠
¯˜L2) is
isomorphic to the inverse image of L under a map k− {λ0} −→ T of the form
λ 7→ t′s˙1 . . . s˙h−1k(ysh(λ− λ0))s˙
−1
h . . . s˙
−1
1
where t′ is a fixed element of T . This is also of the form λ 7→ β(λ − λ0)t
′ where
β : k∗ −→ T is one of the two coroots with associated reflection s1s2 . . . sh . . . s2s1.
The desired result follows from the fact that β∗(L) 6∼= Q¯l. (Recall that h /∈ Is).
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6.8. Assume that for some h ∈ [1, r˜]−Is˜ we have a := ah = ah−1, s := s˜h, as < a.
We have
(a) H∗c (X8, E8) = 0.
The proof is entirely similar to that of 6.7(a).
6.9. Let
Na =
|{h ∈ [1, r˜]; ah−1 ≤ ah ≥ ah−1s˜h}|+ |{h ∈ [1, r]; ar˜+h−1 ≤ ar˜+h ≥ shar˜+h−1}|.
Consider the following condition on a:
(a) for any h ∈ [1, r]− Is we have ar˜+h = shar˜+h−1; for any h ∈ [1, r˜]− Is˜ we
have ah = ah−1s˜h.
If a satisfies (a), we have the following results:
(b) X8 is isomorphic to an affine space of dimension Na.
(c) X has pure dimension Na.
Indeed, from the results in 6.6 we see by induction on h ∈ [0, ρ] that Yh is an affine
space. (In this case each of the maps Yh −→ Yh−1, (h ∈ [1, ρ]) in 6.6 is either an
isomorphism or an affine line bundle.) The same argument yields the dimension
of each Yh. This yields (b). Now (c) follows from (b) and the results in 6.4.
6.10. We assume that a satisfies 6.9(a). Define x = ((gi), g˜j)) ∈ G
[0,r] × G[0,r˜]
by gi = a¨r˜a¨
−1
r˜+i, g˜j = a¨j . Our assumption on a implies that x ∈ X6. From the
definitions we see that x is a fixed point of the T -action 6.3 on X6. Hence, in the
Γ× T -structure of E6, T acts on the stalk E6,x of E6 at x. We show:
(a) the T -action on E6,x is trivial if and only if L ⊗ (a
−1
0 )
∗L˜ ∼= Q¯l.
Let
J = {i ∈ [1, r]; ar˜+i−1 = ar˜+i}, J˜ = {j ∈ [1, r˜]; aj−1 = aj}.
From our assumption on a we see that J ⊂ Is, J˜ ⊂ Is˜. Let f
J : YJ −→ T be as
in 2.4; let f˜ J˜ : Y˜ J˜ −→ T be the analogous map defined in terms of s˜, L˜, J˜ instead
of s,L,J . Define sequences sJ = (s
′
1, s
′
2, . . . , s
′
r), s˜J˜ = (s˜
′
1, s˜
′
2, . . . , s˜
′
r˜) by
s′i = 1 if i ∈ J , s
′
i = si if i ∈ [1, r]−J , s˜
′
j = 1 if j ∈ J˜ , s˜
′
j = s˜j if j ∈ [1, r˜]−J˜ .
We have e6(x) = ((y1, . . . , yr), (y˜1, . . . , y˜r˜)) where yi = a¨r˜+i−1a¨
−1
r˜+i for i ∈ [1, r]
and y˜j = a¨
−1
j−1a¨j for j ∈ [1, r˜]. Equivalently, yi = s˙
′
i for i ∈ [1, r] and y˜j =
˙˜s′j for
j ∈ [1, r˜]. Thus we have e6(x) ∈ Y
J × Y˜ J˜ . Moreover, we have (fJ × f˜ J˜ )e6(x) =
(1, 1) ∈ T × T . It is enough to show that the T -action on the stalk of L¯2 ⊠
¯˜L2
at e6(x) is trivial if and only if L ⊗ (a
−1
0 )
∗L˜ ∼= Q¯l. (The T -equivariant structure
on L¯2 ⊠
¯˜L2 is obtained by restricting the B × B˜-equivariant structure in 6.2.) By
2.4(a) we have canonically
(L¯2 ⊠
¯˜L2)|YJ×Y˜J˜ = (f
J × f˜ J˜ )∗(L⊠ L˜).
A CLASS OF PERVERSE SHEAVES ON A PARTIAL FLAG MANIFOLD 45
Now YJ × Y˜ J˜ is stable under the B × B˜-action on Z2 × Z˜2 and the previous
equality shows that (fJ × f˜ J˜ )∗(L ⊠ L˜) has a B × B˜-equivariant structure; this
structure is unique since B × B˜ is connected. By restriction to the subgroup T of
B× B˜ we obtain a T -equivariant structure on (fJ × f˜ J˜ )∗(L⊠ L˜) and it is enough
to show that the T -action on the stalk of (fJ × f˜ J˜ )∗(L⊠ L˜) at e6(x) is trivial if
and only if L ⊗ (a−10 )
∗L˜ ∼= Q¯l. We define a B × B˜-action on T × T by
((bi), (b˜j)) : (t, t˜) 7→ (k(b0)t([sJ ]Fk(b
−1
0 )), k(b˜0)t˜([s˜J˜ ]Fk(b˜
−1
0 ))).
From the definitions we see that fJ × f˜ J˜ : Z2 × Z˜2 −→ T × T is compatible with
the B × B˜-actions. Moreover, L⊠ L˜ is equivariant for the B × B˜-action on T × T
as above. (In fact it is equivariant for the action of the bigger group B[0,r]×B[0,r˜]
given by the same formula; this follows from 1.8 using that L ∈ S(T )[sJ ]F and
L ∈ S(T )[s˜J˜ ]F .) By restriction to the subgroup T of B × B˜ we obtain a T -
equivariant structure on L⊠ L˜. We may identify the stalk of (fJ × f˜ J˜ )∗(L⊠ L˜)
at e6(x) with the stalk of L ⊠ L˜ at (1, 1) as T -modules. Let χ : T −→ Q¯
∗
l be the
character by which T acts on the stalk of L ⊠ L˜ at (1, 1). It is enough to show
that χ = 1 if and only if L ⊗ (a−10 )
∗L˜ ∼= Q¯l.
Now let T ′ be the subgroup of B[0,r] × B[0,r˜] consising of all elements
((t0, t1, . . . , tr), (t˜0, t˜1, . . . , t˜r˜)) with coordinates in T such that t˜j = a
−1
j (t0) for j ∈
[0, r˜], ti = ar˜+i(t˜r˜) for i ∈ [0, r]. We have T ⊂ T
′ and ((ti), (t˜j)) 7→ t0 is an iso-
morphism T ′
∼
−→ T . Moreover L⊠ L˜ is T ′-equivariant where T ′ acts on T × T by
restriction of the B[0,r] × B[0,r˜] action. Now T ′ acts on T by t0 : t 7→ t0tF
′(t−10 )
where F ′ : T −→ T , F ′(t0) = (ar˜a
−1
ρ F )(t0) is the Frobenius map for an Fq-rational
structure on T . The map m : T −→ T × T , t 7→ (t, a−10 (t)) is compatible with the
T ′-actions. Hence m∗(L ⊠ L˜) = L ⊗ (a−10 )
∗L˜ is a T ′-equivariant local system on
T and the natural action of T at any stalk of this local system is via χ. If we
identify T ′ with T as above, T becomes the subgroup TF
′
of T . It remains to use
the bijection (i)-(iv) in 1.9, with L replaced by L⊗ (a−10 )
∗L˜.
6.11. We assume that a satisfies 6.9(a). We show:
(a) E6 ∼= Q¯l.
We write L¯2 = L = ⊗i∈[1,r]Fi as in 2.4. Similarly
¯˜L2 = ⊗j∈[1,r˜]F˜j where F˜j are
local systems on Z˜2. From the definitions we have
E6 = ⊗i∈[1,r]e
∗
6(Fi ⊠ Q¯l)⊗⊗j∈[1,r˜]e
∗
6(Q¯l ⊠ F˜j).
It is enough to show:
(b) e∗6(Fi ⊠ Q¯l)
∼= Q¯l for any i ∈ [1, r];
(c) e∗6(Q¯l ⊠ F˜j)
∼= Q¯l for any j ∈ [1, r˜].
We prove (b). The general case can be reduced to the case where G has simply
connected derived group, which we now assume. Let ψ : Z2 × Z˜2 −→ Z2 be the
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projection. Let pi, fsi be as in 2.4. Let f˜i be the obvious map from Psi to the
quotient of Psi/UPsi by its derived subgroup. Then e
∗
6(Fi ⊗ Q¯l) is the inverse
image of a local system of rank 1 under
f˜ipiψe6 (if i ∈ Is), or fsipiψe6 (if i ∈ [1, r]− Is).
It is enough to show that the image of f˜ipiψe6 (if i ∈ Is) or of fsipiψe6 (if
i ∈ [1, r]− Is) is a point.
Let ξ = ((g0, g1, . . . , gr), (g˜0, g˜1, . . . , g˜r˜)) ∈ X6. We have piψe6(ξ) = g
−1
i−1gi. We
have g−1i g˜r˜ ∈ Ua¨r˜+iU , g
−1
i−1g˜r˜ ∈ Ua¨r˜+i−1U , hence g
−1
i−1gi ∈ u1a¨r˜+i−1u2a¨
−1
r˜+iu3 with
u1, u2, u3 in U . Moreover g
−1
i−1gi ∈ Psi .
Case 1. Assume that i ∈ Is and ar˜+i−1 = ar˜+i. Then a¨r˜+i−1 = a¨
−1
r˜+i and
a¨r˜+i−1u2a¨
−1
r˜+i = a¨r˜+i−1u2a¨
−1
r˜+i−1 ∈ Psi is unipotent. Hence g
−1
i−1gi is a product of
three unipotent elements of Psi so that f˜i(g
−1
i−1gi) = 1.
Case 2. Assume that i ∈ Is and ar˜+i−1 = siar˜+i. Then a¨r˜+i = s˙
−1
i a¨
−1
r˜+i−1 and
a¨r˜+i−1u2a¨
−1
r˜+i = a¨r˜+i−1u2a¨
−1
r˜+i−1s˙i = u
′
2s˙i
where u′2 ∈ G is unipotent. Thus g
−1
i−1gi = u1u
′
2s˙iu3. Since u1u
′
2s˙iu3, u1, s˙i, u3
belong to Psi we see that u
′
2 is a unipotent element of Psi . Note also that s˙i
belongs to the derived subgroup of Psi . We see that f˜i(g
−1
i−1gi) = 1.
Case 3. Assume that i /∈ Is. By our assumption we have ar˜+i−1 = siar˜+i. Then
a¨r˜+i = s˙
−1
i a¨
−1
r˜+i−1 and as before we have g
−1
i−1gi = u1u
′
2s˙iu3 where u
′
2 belongs to
the unipotent group Psi ∩ a¨r˜+i−1Ua¨
−1
r˜+i−1. This unipotent group is normalized by
T . By [Bo, 14.4] we have Psi ∩ a¨r˜+i−1Ua¨
−1
r˜+i−1 = U1U2 . . . Un where U1, U2, . . . , Un
are the connected one dimensional unipotent subgroups of Psi ∩ a¨r˜+i−1Ua¨
−1
r˜+i−1
normalized by T , in any order. Thus any of U1, U2, . . . , Un is either ysi(k) or else
is contained in U ; moreover we can assume that U1, U2, . . . , Un−1 are contained in
U and Un = ysi(k). Thus u
′
2 ∈ Uysi(k) and
g−1i−1gi ∈ Uysi(k)s˙iU = Us˙ixsi(k)U = Us˙iU.
Note that fsi(g
−1
i−1gi) = 1.
We see that in Case 1 and 2 we have f˜ipiψe6(ξ) = 1 for any ξ ∈ X6. In Case 3
we have fsipiψe6(ξ) = 1 for any ξ ∈ X6. This completes the proof of (b).
The proof of (c) is entirely similar.
6.12. We set X−1 = X , E−1 = E . Let δi = dimXi(i ∈ [−1, 8]). For i ∈ [−1, 8] we
show:
(a) Assume that a satisfies 6.9(a); if n 6= 2δi or if L˜ 6∼= a
∗
0Lˇ then
Hnc (Xi, Ei)
Γ×T = 0; if L˜ = w∗Lˇ where w ∈ W and w∗L ∼= a∗0L then
H2δic (Xi, Ei)
Γ×T (δi) = Q¯l canonically. Assume that a does not satisfy 6.9(a);
then Hnc (Xi, Ei)
Γ×T = 0 for all n.
Here (δi) is a Tate twist, The upper index denotes Γ×T -invariants (the action of
Γ× T comes from the Γ× T -equivariant structure of Ei).
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Let Pi be the statement of (a). From 6.4 we see that the statements P0, P1 are
equivalent and that the statements P2, P3, . . . , P8 are equivalent. From 6.4 we see
also that Hnc (X2, E2) = H
n
c (X1, E1)
Γ and that Hnc (X−1, E−1) = H
n
c (X0, E0)
T for
any n. Since Γ acts trivially on any stalk of E2 (see 6.5(c)) and T acts trivially
on any stalk of E−1 (see 6.5(b)) it follows that H
n
c (X2, E2)
Γ = Hnc (X1, E1)
Γ and
that Hnc (X−1, E−1)
T = Hnc (X0, E0)
T for any n. This shows that the statements
P1, P2 are equivalent and the statements P−1, P0 are equivalent. We see that the
statements P−1, P0, . . . , P8 are all equivalent. Thus it is enough to show that P8
holds.
Assume first that a does not satisfy 6.9(a). Then the result follows from 6.7(a)
or 6.8(a).
Next we assume that a satisfies 6.9(a). Let x¯ = b8(b7(x)) ∈ X8 where x ∈ X6
is as in 6.10. We can write 6.11(a) in the form b∗7b
∗
8E8
∼= Q¯l. Since b8 is an
isomorphism and b7 is a principal U
[0,r] × U [0,r˜]-bundle, it follows that E8 ∼= Q¯l.
Using this and 6.9(b) we see that
Hnc (X8, E8) = 0 for i 6= 2δ8, H
2δ8
c (X8, E8)(δ8) = E8,x¯,
where E8,x¯ is the stalk of E8 at x¯. Moreover the last equality is compatible with
the natural T -actions (coming from the T -equivariant structure of E8). Now
E8,x¯ may be canonically identified with the stalk E6,x of E6 at x. Thus we have
H2δ8c (X8, E8)(δ8) = E6,x, compatibly with the T -actions. Using 6.10(a) we see that
the T -action on H2δ8c (X8, E8) is trivial if and only if L ⊗ (a
−1
0 )
∗L˜ ∼= Q¯l. Taking
T -invariants we see that
H2δ8c (X8, E8)
T (δ8) = E6,x if L ⊗ (a
−1
0 )
∗L˜ ∼= Q¯l;
H2δ8c (X8, E8)
T = 0 if L ⊗ (a−10 )
∗L˜ 6∼= Q¯l.
By 6.5(c), Γ acts trivially on H2δ8c (X8, E8) hence
H2δ8c (X8, E8)
Γ×T = H2δ8c (X8, E8)
T .
We see that the first assertion in (a) for i = 8 holds. It remains to prove that,
if L˜ = w∗Lˇ where w ∈ W and w∗L ∼= a∗0L, then E6,x = Q¯l canonically. By the
proof of 6.10(a), E6,x is canonically isomorphic to the stalk of L ⊗ (a
−1
0 )
∗L˜ at 1
that is to the stalk of L⊗ (wa−10 )
∗Lˇ at 1. The stalk of (wa−10 )
∗Lˇ at 1 is the same
as the stalk of Lˇ at wa0(1) = 1. Thus E6,x is canonically isomorphic to the stalk
of L ⊗ Lˇ = Q¯l at 1. Thus P8 holds. We see that (a) holds for i ∈ [−1, 8].
6.13. We now write Xa, Ea, ea instead of X, E , e in 6.1. We identify Xa with its
image under the imbedding ea. Let X¯a be the closure of Xa in Z× Z˜. Recall that
Ea = e
∗
a(L¯⊠
¯˜L). Let e¯a : X¯a −→ Z × Z˜ by the inclusion. By 6.9(c), Xa (hence also
X¯a) has pure dimension Na and dim(X¯a −Xa) < Na. Hence the natural map
(a) H2Nac (Xa, e
∗
a(L¯⊠
¯˜L)) −→ H2Nac (X¯a, e¯
∗
a(L¯⊠
¯˜L))
(induced by the open imbedding Xa ⊂ X¯a) is an isomorphism. Let
ξ′a : H
2Na
c (Z × Z˜, (L¯⊠
¯˜L)) −→ H2Nac (Xa, e
∗
a(L¯⊠
¯˜L))
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be the linear map obtained by composing the linear map
H2Nac (Z × Z˜, (L¯⊠
¯˜L)) −→ H2Nac (X¯a, e¯
∗
a(L¯⊠
¯˜L))
with the inverse of (a). By taking Γ-invariants and applying a Tate twist we obtain
from ξ′a a linear map
(b) ξa : H
2Na
c (Z × Z˜, (L¯⊠
¯˜L))Γ(Na) −→ H
2Na
c (Xa, e
∗
a(L¯⊠
¯˜L))Γ(Na).
6.14. Let A be the set of all a as in 6.1. Note that the subvarieties Xa (a ∈ A)
form a partition of Z × Z˜.
(a) For any n ∈ Z, the linear map
ξn : H
2n
c (Z × Z˜, L¯⊠
¯˜L)Γ(n) −→ ⊕a∈A;Na=nH
2n
c (Xa, e
∗
a(L¯⊠
¯˜L))Γ(n)
whose components are the maps ξa (a ∈ A, Na = n), is an isomorphism. More-
over, Hn
′
c (Z × Z˜, L¯⊠
¯˜L)Γ = 0 for any odd n′.
The proof is almost identical to that of [L4, 2.7]. (We use the fact that
Hmc (Xa, e
∗
a(L¯ ⊠
¯˜L))Γ = 0 for any a ∈ A and any m 6= 2Na; this follows from
6.12(a) for i = −1; note that, in view of 6.5(b), 6.12(a) for i = −1 remains valid
if Γ× T -invariants are replaced by Γ-invariants.)
From (a) and 6.12(a) for i = −1 we see that the following holds.
(b) If for any w ∈W we have L˜ 6∼= w∗Lˇ, then Hmc (Z × Z˜, L¯⊠
¯˜L)Γ = 0 for any
m ∈ Z.
Now assume that L˜ = w∗Lˇ for some w ∈W . Let
Aw = {a = (a0, a1, . . . , aρ) ∈ A; a satisfies 6.9(a), a
∗
0L
∼= w∗L.}.
Note that for w = 1 we have A1 = A(W, c,L, s, s˜), see 5.9.
By 6.12(a) for i = −1, the summand in the target of ξn corresponding to a
is canonically Q¯l if a ∈ Aw and is 0 if a /∈ Aw. Hence for any a ∈ Aw with
Na = n there is a unique element b
w
a ∈ H
2n
c (Z× Z˜, L¯⊠
¯˜L)Γ(n) such that ξn(b
w
a ) is
contained in the summand corresponding to a and, as an element of that summand,
it corresponds to 1 ∈ Q¯l. Moreover,
(c) {bwa ; a ∈ Aw, Na = n} is a Q¯l-basis of H
2n
c (Z × Z˜, L¯⊠
¯˜L)Γ(n).
Taking w = 1 and taking direct sum over n we obtain
(d) {b1a; a ∈ A(W, c,L, s, s˜)} is a Q¯l-basis of ⊕nH
2n
c (Z × Z˜, L¯⊠
¯˜L)Γ(n).
6.15. More generally, if J is as in 3.1, we set AJ = {a = (a0, a1, . . . , αρ) ∈ A; a0 ∈
WJ}. Let
(Z × Z˜)J = {((B0, B1, . . . , Br), (B˜0, B˜1, . . . , B˜r˜)) ∈ Z × Z˜;PB0,J = PB˜0,J}.
Note that the subvarieties Xa (a ∈ AJ ) form a partition of (Z × Z˜)J . As in 6.14
we see that for any n ∈ Z we have an isomorphism
(a) H2nc ((Z × Z˜)J , L¯⊠
¯˜L)Γ(n)
∼
−→ ⊕a∈AJ ;Na=nH
2n
c (Xa, e
∗
a(L¯⊠
¯˜L))Γ(n).
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Moreover,
(b) Hn
′
c ((Z × Z˜)J , L¯⊠
¯˜L)Γ = 0 for any odd n′.
As in 6.14 we see that the following holds:
(c) If for any w ∈ WJ we have L˜ 6∼= w
∗Lˇ, then Hmc ((Z × Z˜)J , L¯⊠
¯˜L)Γ = 0 for
any m ∈ Z.
Define h : (Z×Z˜) −→ PJ by ((B0, B1, . . . , Br), (B˜0, B˜1, . . . , B˜r˜)) 7→ PB0,J = PB˜0,J .
We have
Hmc ((Z × Z˜)J , L¯⊠
¯˜L) = Hmc (PJ , h!(L¯⊠
¯˜L)) = Hmc (PJ , (Υ
s
! L¯)⊗ (Υ
s˜
!
¯˜L)).
(Notation of 3.2.) From 2.13 we see that
(d) Υs! L¯ = Υ¯
s
! L¯
♯
(notation of 3.2). By the decomposition theorem [BBD], Υ¯s! L¯
♯ ∼= ⊕j
pHj(Υ¯s! L¯
♯)[−j].
Hence Υs! L¯
∼= ⊕j
pHj(Υs! L¯)[−j]. Similarly, Υ
s˜
!
¯˜L ∼= ⊕j˜
pH j˜(Υs˜!
¯˜L)[−j˜]. We see that
(e) Hmc ((Z × Z˜)J , L¯⊠
¯˜L) = ⊕j,j′H
m−j−j˜
c (PJ ,
pHj(Υs! L¯)⊗
pH j˜(Υs˜!
¯˜L))
(compatibly with the Γ-actions).
Proposition 6.16. Let J ⊂ I. Let A be a simple object of MΓ(PJ ). Assume that
A ⊣Γ
pHj(Υs! L¯) and A ⊣Γ
pHj
′
(Υs˜!
¯˜L) where j, j′ ∈ Z. Then L˜ ∼= w∗Lˇ for some
w ∈WJ and j = j
′ mod 2.
Using 6.15(d) and the fact that Υ¯s is proper we see that
D(Υs! L¯) = Υ¯
s
!D(IC(Z¯
s, L¯)) = Υ¯s! (IC(Z¯
s, ¯ˇL))[2r] = Υs!
¯ˇL[2r].
Hence D(pHj(Υs! L¯)) =
pH−j+2r(Υs!
¯ˇL). We see that
D(A) ⊣Γ
pH−j+2r(Υs!
¯ˇL). By 1.6(a) we have dimH0c (PJ ,D(A) ⊗ A)
Γ = 1. Since
D(A) (resp. A) is a direct summand of pH−j+2r(Υs!
¯ˇL) (resp. pHj
′
(Υs˜!
¯˜L)) we see
that
H0c (PJ ,
pH−j+2r(Υs!
¯ˇL)⊗ pHj
′
(Υs˜!
¯˜L))Γ 6= 0.
Using 6.15(e) we see that H−j+2r+j
′
c ((Z × Z˜)J , L¯⊠
¯˜L)Γ 6= 0. Using 6.15(b),(c) we
see that the proposition holds.
6.17. In the case where J = I, the first assertion of 6.16 reduces to the disjointness
theorem [DL, 6.2, 6.3] (we use also the equivalence of 3.2(i), 3.2(vi)).
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6.18. In this subsection we assume that L˜ = Lˇ and
(a) any s ∈ I is in the c-orbit of some si(i ∈ [1, r]).
Since dim(Z × Z˜) = ρ we have Hic(Z × Z˜, L¯⊠
¯˜L) = 0 for i < 2ρ. We show:
(b) dimH2ρc (Z × Z˜, L¯⊠
¯˜L)Γ = nL where nL is 1 if R = RL and 0 if R 6= RL.
By 6.14(c) we have dimH2ρc (Z × Z˜, L¯⊠
¯˜L)Γ = |A| where A = {a ∈ A1;Na = ρ}.
Note that A is the set of all sequences a = (a0, a1, . . . , aρ) in W such that
a−1j−1aj ∈ {1, s˜j} for j ∈ Is˜;
a−1j−1aj = s˜j for j ∈ [1, r˜]− Is˜;
ar˜+ia
−1
r˜+i−1 ∈ {1, si} for i ∈ Is;
ar˜+ia
−1
r˜+i−1 = si for i ∈ [1, r]− Is;
if h ∈ [1, r˜] then ah−1 ≤ ah ≥ ah−1s˜h;
if h ∈ [1, r] then ar˜+h−1 ≤ ar˜+h ≥ shar˜+h−1;
aρ = c(a0);
a∗0L
∼= L.
If a ∈ A then l(a0) ≤ l(a1) ≤ · · · ≤ l(aρ) = l(a0) hence l(a0) = l(a1) = · · · = l(aρ)
and since a0 ≤ a1 ≤ · · · ≤ aρ, we have a0 = a1 = · · · = aρ. This forces Is˜ = [1, r˜].
Thus, s1, s1s2s1, . . . , s1s2 . . . sr . . . s2s1 are in WL hence si ∈ WL for i ∈ [1, r].
Using ([s]F )∗L ∼= L and [s] ∈ WL we deduce F
∗L ∼= L. Hence if i ∈ [1, r] then
cn(si) ∈ WL for any n ≥ 1. Using (a) we deduce that I ⊂ WL hence W = WL
and R = RL.
If R = RL then A is in bijection with the set
A′ = {a0 ∈W ; a0 = c(a0), a0s˜h < a0 for h ∈ [1, r˜], sha0 < a0 for h ∈ [1, r]}.
We set I ′ = {s ∈ I; s = sh for some h ∈ [1, r]}, I
′′ = {s ∈ I; s = s˜h for some h ∈
[1, r˜]}. We see that
A′ = {a0 ∈W ; I
′ ⊂ La0 , I
′′ ⊂ Ra0 , a0 = c(a0)}
where for w ∈W we set Lw = {s ∈ I; sw < w}, Rw = {s ∈ I;ws < w}.
For a0 such that a0 = c(a0), the set La0 is c-stable; hence the condition I
′ ⊂ La0
is equivalent to I ′ ∪ c(I ′) ∪ c2(I ′) ∪ . . . ⊂ La0 that is (by (a)) to I = La0 . We see
that A′ has exactly one element: wI. This proves (b).
7. The variety X
7.1. In this section we study the variety
X = {(B′, g) ∈ B ×G; g−1F (g) ∈ UB′}.
Note that X is an e´tale covering of the smooth connected variety X ′ = {(B′, u) ∈
B ×G; u ∈ UB′} of dimension via the map ρ1 : X −→ X
′, (B′, g) 7→ (B′, g−1F (g)).
Since dimX ′ = 2d where d = dimB we see that X is smooth of pure dimension
2d. Here is one of the main results of this section.
Proposition 7.2. If G is simply connected then X is connected.
The proof is given in 7.16. Note that X is not necessarily connected without
the assumption that G is simply connected.
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7.3. Let w ∈ W . Let iw : Bw −→ B be the inclusion. Let A
′ ∈ S(Bw). Let A be a
simple object of MΓ(B) such that A ⊣Γ
pH ·(iw!A
′). We show:
(a) A ∈ S(B).
We argue by induction on l(w). If l(w) = 0 then iw!A
′ ∈ S(B) and the result is
clear. We now assume that l(w) > 0. We have A = Lw[l(w)] where L ∈ S(T )
wF .
Let K = L♯w[l(w)]. We have K ∈ S(B). Assume first that A 6⊣Γ
pH ·(iw′!i
∗
w′K) for
any w′ ∈W such that w′ < w. Then A 6⊣Γ
pH ·(u!u
∗K) where u : ∪w′;w′<wBw′ −→
B is the inclusion. Let u′ : ∪w′;w′≤wBw′ −→ B be the inclusion. Since iw!i
∗
wK = A
′
we see that A ⊣Γ
pH ·(u′!u
′∗K). Thus A ⊣Γ K hence A ∼= K and A ∈ S(B).
Next we assume that A ⊣Γ
pH ·(iw′!i
∗
w′K) for some w
′ ∈ W such that w′ < w.
It follows that there exists j′ such that A ⊣Γ
pH ·(iw′!(
pHj
′
(i∗w′K))). Hence there
exists a simple object A′′ of MΓ(Bw′) such that A
′′ ⊣ pHj
′
(i∗w′K) and A ⊣Γ
pH ·(iw′!A
′′). From 4.14 we see that A′′ ∈ S(Bw′). From the induction hypothesis
we see that A ∈ S(B). This proves (a).
7.4. Let w ∈ W . Let fw : B˜w −→ Bw be as in 4.7, a finite principal covering.
Let Uw = {u ∈ U ; w˙F (u)w˙
−1 ∈ U}. Let Bˆw = {z ∈ G; z
−1F (z) ∈ Uw˙}. Define
a′ : Bˆw −→ B˜w by z 7→ zU , a principal Uw-bundle. Let
Xw = {(B
′, g) ∈ B ×G; g−1F (g) ∈ UB′ , pos(B
′, F (B′)) = w},
X˜w = {(zUw, g) ∈ G/Uw ×G; z
−1F (z) ∈ Uw˙, g−1F (g) ∈ zUz−1},
X˜ ′w = {(z, y) ∈ G×G; z
−1F (z) ∈ Uw˙, y−1F (y) ∈ Uw˙},
X˜ ′′w = Uw\X˜
′
w,
where Uw acts (freely) by u : (z, y) 7→ (zu
−1, yu−1). Define πw : Xw −→ Bw by
(B′, g) 7→ B′. Define π′ : X˜w −→ B˜w by (zUw, g) 7→ zU . Under the identification
X˜w = X˜
′′
w, (zUw, g) ↔ (z, gz)Uw, π
′ becomes π′′ : X˜ ′′w −→ B˜w, (z, y)Uw 7→ zU .
Define a : X˜ ′w −→ X˜
′′
w by (z, y) 7→ (z, y)Uw. Define h : X˜
′
w −→ Bˆw by (z, y) 7→ z.
Define γ : X˜w −→ Xw by (zUw, g) 7→ (zBz
−1, g). Now Γ acts on X˜ ′′w by g0 :
(z, y) 7→ (g0z, y). We show:
(i) if A ∈MΓ(B˜w) is simple and A ⊣Γ
pH ·(h!Q¯l) then A ∼= Q¯l[dimU ];
(ii) if A ∈MΓ(B˜w) is simple and A ⊣Γ
pH ·(a′!h!Q¯l) then A
∼= Q¯l[l(w)];
(iii) if A ∈MΓ(B˜w) is simple and A ⊣Γ
pH ·(π′′! a!Q¯l) then A
∼= Q¯l[l(w)];
(iv) if A ∈MΓ(B˜w) is simple and A ⊣Γ
pH ·(π′!Q¯l) then A
∼= Q¯l[l(w)];
(v) if A ∈MΓ(Bw) is simple and A ⊣Γ
pH ·(πw!Q¯l)) then A ∈ S(Bw);
(vi) if A ∈MΓ(B) is simple and A ⊣Γ
pH ·(iw!πw!Q¯l) then A ∈ S(B).
Now (i) is obvious; (ii) follows from (i) using a′!Q¯l = Q¯l[−2δ](−δ) where δ =
dimUw; (iii) follows from (ii) using a
′h = π′′a; (iv) follows from (iii) using
a!Q¯l = Q¯l[−2δ](−δ) and the identification π
′ = π′′. Since the diagram formed by
π′, fw, γ, πw is cartesian we have π
′
!Q¯l = π
′
!γ
∗Q¯l = f
∗
wπw!Q¯l.
We prove (v). Let A be as in (v). Let A′ be a simple object of MΓ(B˜w) such
that A′ ⊣Γ f
∗
wA. We have
A′ ⊣Γ f
∗
w(
pH ·(πw!Q¯l)) =
pH ·(f∗wπw!Q¯l) =
pH ·(π′!Q¯l)
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and using (iv) we see that A′ ∼= Q¯l[l(w)]. Then there exists a non-zero morphism
f∗wA −→ Q¯l[l(w)] in MΓ(B˜w). Hence there exists a non-zero morphism A −→
fw!Q¯l[l(w)] in MΓ(Bw). Now fw!Q¯l[l(w)] = ⊕LLw[l(w)] where L runs over the
local systems in S(T )wF (up to isomorphism). We must have A ∼= Lw[l(w)] for
some L as above. This proves (v).
We prove (vi). We have A ⊣Γ
pH ·(iw!(
pHj
′
(πw!Q¯l))) for some j
′. Hence there
exists a simple object A1 of MΓ(Bw) such that A1 ⊣Γ
pHj
′
(πw!Q¯l) and A ⊣Γ
pH ·(iw!A1). From (v) we see that A1 ∈ S(Bw). From 7.3 we see that A ∈ S(B).
7.5. Let J ⊂ I. Define πJ : X −→ PJ by (B
′, g) 7→ PB′,J . This is compatible
with the Γ-actions where Γ acts on X by g0 : (B
′, g) 7→ (g0B
′g−10 , gg
−1
0 ). Hence
pHj(πJ !Q¯l) has a Γ-equivariant structure. We show:
Theorem 7.6. (a) If A is a simple object of MΓ(PJ) such that A ⊣Γ
pH ·(πJ !Q¯l)
then A ∈ S(PJ ).
Note that πJ is a composition π
′π′′ where π′′ : X −→ B is (B′, g) 7→ B′ and
π′′ : B −→ PJ is B
′ 7→ PB′,J . We have a spectral sequence in MΓ(PJ) with
E2 =
pH ·(π′!(
pH ·(π′′! Q¯l))) and E∞ is an associated graded of
pH ·(π′!π
′′
! Q¯l). We
have A ⊣Γ E∞ hence A ⊣Γ E2. Hence we can find a simple object A1 ∈ MΓ(B)
such that A1 ⊣Γ
pH ·(π′′! Q¯l) and A ⊣Γ
pH ·(π′!A1). Using the partition B = ⊔wBw
we see that A1 ⊣Γ
pH ·(iw!i
∗
wπ
′′
! Q¯l) for some w ∈ W (with iw as in 7.3). Since
i∗wπ
′′
! Q¯l = πw!Q¯l (with πw as in 7.4) we see that A1 ⊣Γ
pH ·(iw!πw!Q¯l). Using
7.4(vi) we see that A1 ∈ S(Bw). By 4.13 (for B instead of PJ ) we see that
A1 ⊣Γ
pH ·(∅Υ¯s! L¯
♯) for some sequence s in I and some L ∈ S(T )[s]F (here ∅Υ¯s
is Υ¯s of 3.2 with J replaced by ∅). We have a spectral sequence in MΓ(PJ ) with
E2 =
pH ·(π′!(
pH ·(∅Υ¯s! L¯
♯))) and E∞ is an associated graded of
pH ·(π′!
∅Υ¯s! L¯
♯) = pH ·(Υ¯s! L¯
♯)
(with Υ¯s as in 3.2). Now A1 is a direct summand of
pH ·(∅Υ¯s! L¯
♯). Hence pH ·(π′!A1)
is a direct summand of pH ·(π′!(
pH ·(∅Υ¯s! L¯
♯))). Hence A ⊣Γ E2. Our spectral
sequence is degenerate (by an argument as in 4.8). Hence A ⊣Γ E∞ and A ⊣Γ
pH ·(Υ¯s! L¯
♯). Using 4.13 we deduce that A ∈ S(PJ ). The theorem is proved.
7.7. We have a Γ-action g1 : (B
′, g) 7→ (B′, g1g) on X (this is different from the
Γ-action on X in 7.5). This induces a Γ-module structure on H2dc (X, Q¯l) (d as in
7.1).
Proposition 7.8. The Γ-module H2dc (X, Q¯l) contains a copy of Reg, the left reg-
ular representation of Γ.
Let ρ1 : X −→ X
′ be as in 7.1. Let X ′′ = {u ∈ G; u unipotent}. Define
ρ2 : X
′ −→ X ′′ by (B′, u) 7→ u. Let ρ = ρ2ρ1 : X −→ X
′′. It is well known
that ρ2 is a semismall morphism. Recall that ρ1 is a finite e´tale covering. Hence
ρ is a semismall morphism. Using this, we see that ρ!Q¯l[2d] is a perverse sheaf
on X ′ (recall that X is smooth of pure dimension 2d and ρ is proper). By the
decomposition theorem [BBD], pH ·(ρ!Q¯l) is a semisimple perverse sheaf. Hence
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ρ!Q¯l[2d] is a semisimple perverse sheaf. Now Γ acts on X
′′ trivially and ρ is
compatible with the Γ-actions. Since Q¯l is naturally a Γ-equivariant local system
on X we see that we have naturally ρ!Q¯l[2d] ∈ MΓ(X
′′). Let j : {1} −→ X ′′ be
the inclusion of the unit element into X ′′. If E is an irreducible Γ-module over
Q¯l we can regard E as a Γ-equivariant local system on {1}. Then j!E is a simple
object of MΓ(X
′′). Let nE be the number of times j!E appears in a direct sum
decomposition of ρ!Q¯l[2d] (a semisimple object of MΓ(X
′′)) into a direct sum of
simple objects. Since ρ!Q¯l[2d] is selfdual, we have using 1.6(a):
nE = dimH
0
c (X
′′, j!E ⊗ ρ!Q¯l[2d])
Γ = dimH2dc ({1}, E ⊗ j
∗ρ!Q¯l)
Γ
= dim(H2dc (B × Γ, Q¯l)⊗E)
Γ = dim(Reg(−d)⊗E)Γ = dimE.
We see that ρ!Q¯l[2d] contains as a direct summand the perverse sheaf j!Reg
where Reg is regarded as an object of MΓ({1}). It follows that the Γ-module
H0c (ρ!Q¯l[2d]) contains as a direct summand the Γ-module H
0
c (j!Reg) = Reg.
Equivalently the Γ-module H2d(X, Q¯l) contains Reg as a direct summand. The
proposition is proved.
Corollary 7.9. Let E be an irreducible Γ-module over Q¯l. There exists w ∈ W
such that E appears in the Γ-module ⊕iH
i
c(B˜w, Q¯l). (Γ acts on B˜w by g1 : zU −→
g1zU .)
From 7.8 we see that E appears in the Γ-module H2dc (X, Q¯l). Using this and
the partition X = ⊔w∈WXw (with Xw as in 7.4, Γ-stable) we see that there exists
w ∈W such that E appears in the Γ-module H2dc (Xw, Q¯l).
Now Γ acts:
on X˜w by g1 : (zUw, g) 7→ (zUw, g1g),
on X˜ ′w by g1 : (z, y) 7→ (z, g1y),
on X˜ ′′w by g1 : (z, y)Uw 7→ (z, g1y)Uw,
on Bˆw by g1 : z 7→ g1z.
(Notation of 7.4.) Moreover the maps γ, a, a′ in 7.4 are compatible with the Γ-
actions. Since γ is a finite principal covering we see that E appears in the Γ-
module H2dc (X˜w, Q¯l). We identify X˜w = X˜
′′
w as in 7.4. We see that E appears
in the Γ-module H2dc (X˜
′′
w, Q¯l). Since a is an affine space bundle we see that
E appears in the Γ-module H
4d−2l(w)
c (X˜ ′w, Q¯l). We have X˜
′
w = Bˆw × Bˆw and
⊕iH
i
c(X˜
′
w, Q¯l) = ⊕i,i′H
i
c(Bˆw, Q¯l) ⊗H
i′
c (Bˆw, Q¯l) with Γ acting only on the seond
factor. It follows that E appears in the Γ-module ⊕iH
i
c(Bˆw, Q¯l). Since a
′ is an
affine space bundle we see that the corollary holds.
7.10. For w ∈ W let Tw = {t ∈ T ; w˙F (t)w˙
−1 = t}. Now Γ × Γ × Tw acts on
Xw by (g0, g1, t) : (B
′, g) 7→ (g0B
′g−10 , g1gg
−1
0 ), on X˜w by (g0, g1, t) : (zUw, g) 7→
(g0zt
−1Uw, g1gg
−1
0 ), on X˜
′
w by (g0, g1, t) : (z, y) 7→ (g0zt
−1, g1yt
−1), on X˜ ′′w by
(g0, g1, t) : (z, y)Uw 7→ (g0zt
−1, g1yt
−1)Uw. Moreover the maps γ, a in 7.4 are
compatible with the Γ× Γ× Tw-actions. Also Γ× Tw acts on Bˆw by (g1, t) : z 7→
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g1zt
−1, on B˜w by (g1, t) : zU 7→ g1zt
−1U ; the map a′ in 7.4 is compatible with the
Γ× Tw-actions.
For any θ ∈ Tˆw := Hom(Tw, Q¯
∗
l ) let H
i
c(B˜w)θ be the subspace of H
i
c(B˜w) on
which Tw acts via θ; this is naturaly a Γ× Tw-module. Now Γ × Γ acts on X by
(g0, g1) : (B
′, g) 7→ (g0B
′g−10 , g1gg
−1
0 ).
Let G(Γ) (resp. G(Γ × Γ) or G(Γ × Γ × Tw)) be the Grothendieck group of
Γ-modules (resp Γ × Γ-modules or Γ × Γ × Tw-modules) of finite dimension over
Q¯l. Let Π : G(Γ× Γ× Tw) −→ G(Γ× Γ× Tw) be the homomorphism which takes
an irreducible Γ × Γ × Tw-module to the space of Tw-invariants (an irreducible
Γ× Γ× Tw-module or 0). In the setup of 7.9 we show:
Proposition 7.11.
(a)
∑
i
(−1)iHic(X, Q¯l) =
∑
w∈W
θ∈Tˆw
i,i′
(−1)i+i
′
Hic(B˜w, Q¯l)θ−1 ⊗H
i′
c (B˜w, Q¯l)θ.
equality in G(Γ× Γ).
By the arguments in the proof of 7.9 we have
∑
i
(−1)iHic(X, Q¯l) =
∑
w∈W
∑
i
(−1)iHic(Xw, Q¯l),
equality in G(Γ× Γ) and
∑
i
(−1)iHic(Xw, Q¯l) = Π(
∑
i
(−1)iHic(X˜w, Q¯l)) = Π(
∑
i
(−1)iHic(X˜
′′
w, Q¯l))
= Π(
∑
i
(−1)iHic(X˜
′
w, Q¯l)) = Π(
∑
i,i′
(−1)i+i
′
Hic(Bˆw, Q¯l)⊗H
i′
c (Bˆw, Q¯l))
=
∑
θ∈Tˆw
∑
i,i′
(−1)i+i
′
Hic(Bˆw, Q¯l)θ−1 ⊗H
i′
c (Bˆw, Q¯l)θ
=
∑
θ∈Tˆw
∑
i,i′
(−1)i+i
′
Hic(B˜w, Q¯l)θ−1 ⊗H
i′
c (B˜w, Q¯l)θ,
equalities in G(Γ× Γ× Tw). This proves (a).
7.12. Restricting the Γ×Γ-action on the modules in 7.11(a) to Γ by g1 7→ (1, g1)
gives
∑
i
(−1)iHic(X, Q¯l) =
∑
w∈W
θ∈Tˆw
i,i′
(−1)i+i
′
dim(Hic(B˜w, Q¯l)θ−1)H
i′
c (B˜w, Q¯l)θ.
equality in G(Γ). From [DL, 7.1, (7.6.3)] we see that the right hand side is equal
to |W |Reg. Thus we have
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Proposition 7.13.
(a)
∑
i
(−1)iHic(X, Q¯l) = |W |Reg in G(Γ).
Lemma 7.14. Assume that G is simply connected. Let s = (s1, . . . , sr),L be as
in 2.6 and that 6.18(a) holds. Let Zs be as in 2.5. Let Z˙ be as in 2.5 (with w = s).
Let Z = Zs be as in 2.6. Then:
(a) dimH2rc (Z, L¯) = nL;
(b) dimH2rc (Z
s,Ls) = nL;
(c) dimH2rc (Z˙, Q¯l) = 1.
We prove (a). We shall use 6.18(b) assuming that s˜ = s. Then Z = Z ′ and
dimZ = r hence Hic(Z, L¯) = 0 for i < 2r and H
i
c(Z,
¯˜L) = 0 for i < 2r. Hence
H4r( Z ×Z, L¯⊠
¯˜L) = H2rc (Z, L¯)⊗H
2r
c (Z,
¯˜L). Since in this case ρ = 2r we see from
6.18(b) that dim(H2rc (Z, L¯) ⊗ H
2r
c (Z,
¯˜L))Γ = nL. Using Poincare´ duality on the
smooth variety Z of pure dimension r (see 2.9) we deduce that dim(H0(Z, ¯˜L) ⊗
H0(Z, L¯))Γ = nL. Note that the Γ-modules H
0(Z, ¯˜L), H0(Z, L¯) are dual to each
other. Hence the previous equality can be written as dimEndΓ(H
0(Z, L¯)) = nL
where EndΓ() is the space of Γ-module endomorphisms. If H
0(Z, L¯) = 0, it follows
that nλ = 0; in this case we have also H
0(Z, ¯˜L) = 0 and by Poicare´ duality,
H2rc (Z, L¯) = 0 and (a) holds. Thus we may assume that H
0(Z, L¯) 6= 0. Then
dimEndΓ(H
0(Z, L¯)) ≥ 1 hence dimEndΓ(H
0(Z, L¯)) = nL = 1. Then R = RL.
Since G is simply connected, it follows that L ∼= Q¯l. Then H
0(Z, L¯) = H0(Z, Q¯l)
may be identified with the permutation representation V of Γ on the set C of
connected components of Z. Let Γ′ be the isotropy group in Γ of some connected
component of Z. Since Γ acts transitively on C (see 2.9) we see that dimV =
|Γ/Γ′|, 1 = dimEndG(V ) = |Γ
′\Γ/Γ′|. It follows that Γ = Γ′ hence dimV = 1.
Then we have dimH0(Z, ¯˜L) = 1 and, by Poincare´ duality, dimH2rc (Z, L¯) = 1.
This proves (a).
We prove (b). Note that Zs is an open dense subset of Z (using the commutative
diagram in 2.6 with J = ∅ and 2.8, this statement is reduced to the statement
that Z∅2 in 2.6 is open dense in Z2 which is clear). Note also that L¯|Zs = Ls (see
2.12) and that Z has pure dimension r (see 2.9). We see that (b) follows from (a).
We prove (c). Let fχ! Q¯l be as in 2.5 with w = s. From the definitions we have
H2rc (Z˙, Q¯l) = ⊕χH
2r
c (Z
s, fχ! Q¯l) where χ runs over Hom(T
F ′ , Q¯∗l ) (as in 2.5).
Using (b) and 2.5(a) we see that dimH2rc (Z
s, fχ! Q¯l) is 1 if χ = 1 and is 0 if χ 6= 1.
The result follows.
7.15. Assume that G is simply connected. Let d be as in 7.1. Let w = wI. We
show:
(a) B˜w is connected;
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(b) Xw is connected (notation of 7.4);
Assume that s is a reduced expression for w. The associated variety Z˙ (see 2.5) is
connected by 7.14(c) (note that Z˙ has pure dimension d = l(w)). But Z˙ may be
identified with B˜w. Hence (a) holds. Since a
′ : Bˆw −→ B˜w is a principal Uw-bundle
(as in 7.4) we see that Bˆw is connected. Since X˜
′
w
∼= Bˆw × Bˆw (as in 7.4) we see
that X˜ ′w is connected. Since a : X˜
′
w −→ X˜
′′
w (as in 7.4) is a principal Uw-bundle we
see that X˜ ′′w is connected. Since X˜w = X˜
′′
w (as in 7.4) we see that X˜w is connected.
Since γ : X˜w −→ Xw (as in 7.4) is surjective, we see that Xw is connected. Hence
(b) holds.
Note that (a),(b) above do not necessarily hold without the assumption that G
is simply connected.
7.16. Proof of Proposition 7.2. Note that X = ∪w′∈WXw′ , that X is of pure
dimension 2d, that Xw is an open subset of X and that for any w
′ ∈ W − {w},
Xw′ has pure dimension equal to d+ l(w
′) < 2d. It follows that X is connected if
and only if Xw is connected. Hence 7.2 is a consequence of 7.15(b).
8. A conjecture
8.1. In this section we assume that G has connected centre. Let L ∈ S(T ) be
such that (wF )∗L ∼= L for some w ∈W . Our assumption on G guarantees that
(a) w ∈W ′L =⇒ w ∈WL.
(Notation of 5.7.) Let XL be the set of all sequences s = (s1, . . . , sr) in I such that
L ∈ S(T )[s]F . Note that XL 6= ∅.
To any s ∈ XL we associate an element ω ∈ W as in 5.5. We show that ω
is independent of the choice of s. We must show that if s˜ is another element of
XL and ω˜ ∈ W is associated to s˜ in the same way as ω is associated to s then
ω˜ = ω. Using 5.6 we see that F ∗ω∗L ∼= L, F ∗ω˜∗L ∼= L. Hence ω∗L ∼= ω˜∗L so
that ω˜ω−1 ∈W ′L and, using (a), ω˜ω
−1 ∈WL. By the proof of 5.8 (with c = c) we
have ωc(R+L) = R
+
L and similarly ω˜c(R
+
L) = R
+
L . Thus ω
−1(R+L) = ω˜
−1(R+L and
ω˜ω−1(R+L) = R
+
L . This together with ω˜ω
−1 ∈WL yields ω˜
−1ω = 1, as desired.
Using the previous paragraph and (a) we see that for any s, s˜ ∈ XL, the set F
defined as in 5.9 (with c = c) is equal to {1}.
8.2. For s, s˜ ∈ XL let Z, Z˜, r, r˜ be as in 6.1. Let L¯ be as in 6.2 and let
¯˜L be the
analogous local system on Z˜ defined in terms of L. Then
ˇ¯˜
L (dual of ¯˜L) is the
analogous local system on Z˜ defined in terms of Lˇ. Let
Vs˜,s = HomΓ(⊕iH
i
c(Z˜,
¯˜L)(i/2),⊕i′H
i′
c (Z, L¯)(i
′/2)).
where HomΓ is the space of homomorphisms of Γ-modules. Using 2.13(a) we see
that Poincare´ duality holds on Z˜ in the form
Hom(Hic(Z˜,
¯˜L)(i/2), Q¯l) = H
2r˜−i
c (Z˜,
ˇ¯˜
L)(r˜ − i/2).
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Hence
Hom(⊕iH
i
c(Z˜,
¯˜L)(i/2), Q¯l) = ⊕iH
i
c(Z˜,
ˇ¯˜
L)(i/2),
Vs,s˜ = ((⊕i′H
i′
c (Z, L¯)(i
′/2))⊗ (⊕iH
i
c(Z˜,
ˇ¯˜
L)(i/2)))Γ,
Vs,s˜ = (⊕nH
n
c (Z × Z˜, L¯⊠
ˇ¯˜
L)(n/2))Γ.
By 6.14(d) and 6.15(b), the last vector space has a distinguished basis {b1a; a ∈ A1},
with A1 as in 6.14.
Let CL be the category whose objects are the elements of XL and in which
the set of morphisms from s˜ to s is the vector space Vs˜,s. The composition of
morphisms is given by composing linear maps.
8.3. We will view T as a maximally Fq-split torus of a second connected reductive
algebraic group G′ over Fq in such a way that RL is the set of roots of G
′ with
respect to T ′ and R+L is the set of positive roots of G
′ with respect to T ′ and a
Borel subgroup B′ of G′ which is defined over Fq and contains T
′.
Replacing G, T,B,L by G′, T, B′, Q¯l in the definition of the set XL and of the
category CL in 8.2 we obtain a set X
′
Q¯l
and a category C′
Q¯l
. Note that the objects
of C′
Q¯l
are the elements of X ′
Q¯l
that is the sequences S = (S1, S2, . . . , Sb) in WL.
For S˜,S in X ′
Q¯l
we denote by V ′
S˜,S
the vector space of morphisms from S˜ to S in
C′
Q¯l
.
The following is conjecturally a functor Φ : CL −→ C
′
Q¯l
. To an object s of CL, Φ
associates the object S of C′
Q¯l
defined as in 5.5. Given two objects s˜, s of CL we set
S˜ = Φ(s˜),S = Φ(s) and we define a linear map Φ : Vs˜,s −→ V
′
S˜,S
to be the isomor-
phism which maps the distinguished basis of Vs˜,s onto the analogous distinguished
basis of V ′
S˜,S
according to the bijection A(W, c,L, s, s˜)
∼
−→ A(WL, ωc, Q¯l,S, S˜) de-
scribed in 5.10. (As pointed out in 8.1, the set F which appears in 5.10 is in our
case equal to {1}.) We expect that Φ is a functor and that moreover it is an
equivalence of categories.
Index of Notation
1.1. k, G,B, B, T,N(T ),W, pos, l(w), I
1.2. ≤, JW,W J
′
, JW J
′
, wI
1.3. P, UP , U,PJ , LJ , PB′,J , P
Q, k(g)
1.4, R, Rˇ, Uα, R
+, R−, αs
1.5. xs(), ys(), w˙, [w], [w]
•
1.6. D(X),D(K),M(X), pH ·(K), f⋆(A),MΓ(Y ),F
♯, K ⊣Γ K
′, EX
1.7. S(T )
1.10. RL, R
+
L ,WL, IL, RˇL
2.4. Is,L, F : G >> G,Γ,S(T )
wF , F0 : T −→ T, c
2.5. Zw,T,Bw,Lw,Lw
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2.6. Z¯s,Zs
2.11. L¯
3.2. Πw,Υw, Υ¯s
3.7. S′(PJ )
4.1 PtJ
4.2. T ′(J, c), ϑ
4.3. P˜tJ
4.4. M, S(PtJ ), S(PJ)
5.6. W ′L
5.9. A(W, c,L, s, s˜)
6.3 T
6.9. Na
7.1. X
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