Abstract
Introduction
Virtualization-based cloud computing environment allows multiple virtual machines (VMs) running on the same physical machine. These VMs may run different types of applications, such as processor-intensive, I/O-intensive and latency-intensive. These different applications have different resources requirements. However, the current virtualization technology uses static resources allocation mechanism. The underlying physical resources, such as CPU, cannot be fully utilized. Firstly, the workloads of the VM are usually varying. In order to satisfy the resources requirements of the VM, the resources of the VM must be allocated according to its peak requirement. The resources of the VM will be wasted except in peak condition. Secondly, the workloads of some virtual machine are light but they occupy physical machine resources. The idle resources cannot be used by the VMs whose workloads are heavy. Thirdly, some applications have been completed but the user may not destroy the virtual machine, so that the resources of the VM will be wasted.
For improving the CPU resources utilization, some dynamic CPU resources allocation methods have been proposed [1] [2] [3] . These methods use the average CPU utilization rate [1, 2] or the time intervals between two consecutive virtual clock cycles [3] to diagnose resources requirements of VMs. The virtual machine monitor (VMM) allocates CPU resources according to the resources requirements of VMs. In order to improve the predictive ability, the authors of [4, 5] use fuzzy modeling to learn and to predict the CPU resources requirements of the VM. However, CPU resources metrics such as CPU utilization, response time and throughput are not particularly useful in predicting workload.
This paper presents a workload-aware CPU resources scheduling method (WARS). The WARS uses the allocated credits and consumed credits to diagnose the CPU resources requirements of VMs. If the VM has not consumed its allocated credits in a schedule period, it means the VM needs less CPU resources. Or else, if the VM has consumed all its credits before the schedule period, it means the VM needs more CPU resources. The ratio of the consumed credits and consumed allocated credits can diagnose the actual CPU resources requirements more accurately. Based on the CPU resources requirements of VMs, the WARS will adjust CPU resources of VMs in the next schedule period. The CPU resources adjustment of WARS is converted into increased or decreased weight of VMs.
The proposed scheme has been implemented in the xen VMM. The distinguished features of WARS compared to prior work are as follows: First, WARS uses the ratio of the consumed credits and consumed allocated credits to diagnose the CPU resources requirements. Our credits based CPU resources diagnose scheme is more useful in predicting workload. Second, our implementation is confined to the VMM layer, without VM dependency. Previous resources diagnose scheme is implemented by VM itself [1] [2] [3] 6] and they are VM dependency.
The remainder of this paper is organized as follows: Section 2 describes the background. Section 3 describes the scheduling model. Section 4 shows the experimental results of the WARS. Section 5 introduces the related work. Finally, Section 6 summarizes our conclusions and suggests future works.
Background
Xen [7] is an open-source VMM that allows multiple operating systems to share the same machine safely. It provides performance isolation among VMs and manages access to underlying physical resources. Fig.1 describes the xen architecture. Xen hypervisor provides an abstraction layer between virtual machines and hardware resources. This layer performs functions such as scheduling CPU and allocating memory among virtual machines. There is a privileged domain (Dom0) in the xen VMM which is used to manage guest domains (DomUs). The Dom0 can access to hardware resources directly and DomUs are not allowed to access to hardware resources directly. DomUs can access hardware resources through Dom0. The credit scheduler is Xen's default scheduler at present. Its overall objective is to allocate the processor resources fairly [8] . Every physical CPU has a run queue of virtual CPUs (VCPUs). The queue is sorted by the priority of the VCPUs and the head of the queue is always selected to run. As a VCPU runs, it consumes credits. A VCPU's priority can be one of the three values: OVER, UNDER and BOOST. If VCPUs are in the OVER state, then they have used up its fair share of CPU resources. If VCPUs are in the UNDER state, then they have CPU resources that can be consumed. The BOOST state provides a mechanism for domains to achieve low I/O response latency. All VCPUs in BOOST state are placed in front of those in UNDER state in the run queue, while those in OVER state are kept in the tail of the queue. The domain is assigned a weight value when it is created. Each domain is allocated a certain number of credits according to its weight every 30 milliseconds. The credit will be allocated to VCPUs of the domain fairly. Then the priority of each VCPU will be recalculated.
The advantage of the credit scheduler is to guarantee each domain shares the underlying CPU resources fairly. However, credit scheduler is a static allocation method. The CPU resources cannot be fully utilized when the load of the domain is varying and the load of domains is different.
The WARS Scheduling Model
In this section, we describe the WARS scheduling model and the evaluation model.
WARS Architecture
With WARS, the underlying physical CPU resources can be allocated dynamically according to the demand of VMs. This can make full use of idle CPU resources and increase the overall CPU resources utilization. Fig.2 shows the WARS architecture. In the xen hypervisor, we add a monitor module which can monitor the CPU resources consumption of every VMs and VCPUs and add resources allocate module which allocates underlying CPU resources according to the monitor. WARS monitors consumption of CPU resources of every VCPUs and VMs at every time interval. If the consumed CPU resources of VCPUs or VMs are different, the WARS will adjust the CPU resources of VCPUs and VMs according to their requirements. 
Resources Requirement Diagnose Model
We assume there are N VMs running on the same physical machine. 
In order to diagnose the actual resource requirements of a VM, the WARS gathers the consumed credits and allocated credits of every VCPUs and VMs every time interval. The CPU utilization rate of ij VC in the i-th time interval i t can be calculated as follows:
where () 
If the consumed credits of the 
Resource Scheduling Model
The WARS diagnoses the CPU resources requirements of VMs according to the CPU utilization defined by formula (2-3) at every time interval. Based on the CPU resources requirements of VMs, WARS will adjust the CPU resources of VMs. The adjustment of VMs' CPU resources is converted into increased or decreased weights of VMs.
Next, we explain WARS in more details.
International 2015) CPU resources diagnoses. In a virtualization environment, the VM may be created or destroyed at any time. When a new VM is created, there may be multiple VMs running and the VM is not monitored immediately. Only when a scheduling period is finished, the VM begins to be monitored. WARS will record the allocated credits,the consumed credits and the running time in one scheduling period. The CPU resources requirement can be predicted through the CPU utilization defined by formula (2-3).
Request more or less CPU resources to VMM. If the CPU utilization of i VM is more than a threshold max U , it will apply to borrow more weights in the next scheduling period. The borrowed weight which is requested by i VM is (6) ) (
The total weight b total  which needs to borrow in the next scheduling period is (7)
If the CPU utilization of i VM is less than a threshold min U , it will apply to lend some weight in the next scheduling period. The lent weight can be calculated as follows.
The total weights which can lend in the next scheduling period are ( In order to reallocate resources satisfied the above two properties, we borrow the idea of stock shares [9, 10] . VMs which have more shares will be allocated more resources. The shares can be weight of VMs or fees paid by users. In this paper, we use the number of VCPUs to define shares of VMs. The total shares can be calculated as follows.
The weight of i VM which should be assigned in the next scheduling can be calculated using following formula (13) (14) .
1     (14) Where  and  reflect the importance of shares and resources utilization rate. The weight is assigned according to the shares of CPU resources when 1   . The weight is assigned according to the utilization of VMs.
The Evaluating Model
We assume the number of physical CPU is The total consumed credits in the time interval t can be calculated as follows:
The overall CPU utilization rate is (18) ) (
Performance Evaluation

Experiment Setup
We have implemented WARS mechanism in xen 4.1.2 hypervisor. Our system is installed on the physical machine equipped with two Inter(R) Xeon(R) 4-core CPU running at 2.40GHz, 32G of RAM. The application running in the VMs is matrix multiply implemented by BSPCloud [11] [12] [13] . This section presents evaluation results for different types of application and various workloads.
The scheduling period has an important influence on the scheduling algorithm performance. If the scheduling period is too long, the accuracy of the prediction will decline. If the scheduling period is too short, the scheduling overhead will increase. On the other hand, in order to reduce the number of timer and reduce unnecessary system overheads, the scheduling period t of WARS should be the integer time of VM scheduling period t  , i.e. t m t    . Based on our previous research, this paper selects t   9 for the scheduling period of WARS.
Performance Evaluation
In this set of experiments, we estimate the performance of WARS. To measure the effectiveness of WARS, we compare the schedule of WARS (WARS _xen) with the xen scheduling (Orig_Xen). In the first set of experiments, we run four VMs concurrently and the application running in the VM is shown in Table 1 . The VM3 is CPU resources shortage. The CPU resources of the VM1 and VM4 are abundant. When they are running on the same physical machine, the WARS scheduling will reclaim excess resources of VM1 and VM4, and the reclaimed resources will lend to VM3. Because the WARS scheduling only reclaim the excess resources of VMs, the performance of the application which running on the VM1 and VM4 will not influenced. The performance of VM4 will improved because it will get more resources by WARS scheduling. Fig.3 shows the experiment result. Because there are idle resources in the VM1 and VM4, the WARS scheduling will adjust the CPU resources. The idle CPU resources of the VM1 and VM4 will be allocated to the VM4. The computing time of the application run in the VM4 declines about 15%. We notice that the CPU overall utilization only improves 6%. Although VM1, VM2 and VM4 have many idle resources, the VM3 need less CPU resources. So the CPU overall utilization only improves 6%.
In the second set of experiment, we also run four VMs concurrently and the application running in the VM is shown in table 2. The VM2, VM3 and VM4 are all CPU resources shortage. Only VM1 has idle CPU resources. The excess CPU resources of VM1 will be reclaimed by xen VMM. These excess CPU resources will be allocated to the VM2, VM3 and VM4 according to their CPU utilization. So the performance of the application running on the VM2, VM3 and VM4 will be improved through WARS scheduling. The performance of the application running on the VM1is not influenced, because only its excess CPU resources are reclaimed by xen VMM. Fig.4 shows the experiment result. The computing time of the application run in the VM2, VM3 and VM4 decline about 13%. Because the CPU resources requirement of the VM2, VM3 and VM4 is almost the same, they will generate the same CPU resources request and get the same CPU resources. Only the idle CPU resources of the VM1 are allocated to the VM2, VM3 and VM4, the run time of the application run in the VM1 is almost not changed.
We also notice that the CPU overall utilization improves 14.6%, this is because the idle CPU resources of VM3 is made full use of.
Fig.4. CPU Resources Allocation for Multiple VMs Running on the Same Physical Machine (the Idle Resources are Less than Needed Resources)
In the third set of experiment, we run four VMs concurrently and all VMs are CPU resources shortage. The application running in the VM is shown in table 3. We set parameter shows the experiment results. When the parameter  is big and  is small, the VMM will allocate more CPU resources to VMs which have more weight. On the contrary, the VMM will allocate more CPU resources to VMs which have more resources requirement.
 and  reflect the significance of shares and resources utilization rate. When we use parameters 0   , the computing time of the application run in the VM1 and VM4 declines about 15%, and the computing time of the application run in the VM2 and VM3 increases 24% and 11% respectively. With the increase of  , the computing of the application run on the VM1 increases and the computing time of the application run on the VM3 and VM4 declines. With the increase of  , the weight will become more significance in resources allocation. The weight of VM1 is smallest. So its allocated resources will less with the increase of . Similarly, the VM3 and VM4 will be allocated more resources. We also notice that the computing time of the application run on the VM2 first declines but then increases when the parameter 
Related Work
The task types worked in VM may be diverse. The scheduling algorithm pays little attention on the task types of diversification would be unable to meet the requirement of some VMs, such as latency-sensitive tasks running on the VM. The authors of [14] proposed a scheduling algorithm based on the task types. To support real-time tasks in VMs, Byung Ki Kim et al. [15] proposed a scheduling algorithm that support real time tasks in VM have to finish before their deadline. Y. Hyun-jun et al. [16] considered the overhead of privileged domain Dom0 and proposed a technique to make VM responded with expected response time. The authors of [17] enhance the credit scheduler by making it full-time aware of inter-VM events and physical interrupt request events that improve the responsiveness of VMs doing mixed workloads. HwanjuKim et al. [18] presents virtual machine scheduling techniques for transparently bridging the semantic gap between the VMM and VMs. Task-aware scheduling [19] and Communication-aware scheduling [20] are both application-aware scheduling strategies.
Conclusions
In this paper, we have proposed a workload-aware CPU resources scheduling method (WARS) to improve the CPU overall utilization. WARS is a periodical allocating algorithm. With each periodical round consisting of CPU resources diagnose, request more or less CPU resources to VMM and weight adjustment. WARS uses the allocated and consumed credits to diagnose CPU resources requirements of VMs, which can improve predictive ability further. Based on the predict information, WARS will adjust the CPU resources dynamically. The adjustment of CPU resources is converted into increased or decreased weight of VMs.
WARS is implemented confined to the VMM layer, without VM dependency. The experiment results show that WARS can improve CPU resources overall utilization. We also show that the performance of WARS is influenced by scheduling period. In the future, we will research on the time of scheduling period.
Sometimes, the CPU utilization of the VM is not high, but one or more VCPUs of the VM are very high. That is to say, the CPU utilization of different VCPUs is unbalanced. For example, if a single-thread application running on the multi-VCPU VM, there will be only one VCPU is very busy. In the next, we will consider the condition that some VCPUs' utilization of the VM is higher but others in the same VM are less and research on CPU resources adjustment mechanism of VCPUs on the same VM.
