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Abstract
By using Pontryagin’s maximum principle we determine the shape of the strongest column positioned in a constant gravity ﬁeld,
simply supported at the lower end and clamped at upper end (with the possibility of axial sliding). It is shown that the cross-sectional
area function is determined from the solution of a nonlinear boundary value problem.A variational principle for this boundary value
problem is formulated and two ﬁrst integrals are constructed. These integrals lead to an a priori estimate of the value of one the
missing initial condition and to the reduction of the order of the system. The optimal shape of a column is determined by numerical
integration.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The problem that we shall treat in this note may be considered as a version of tallest column problem. Recall the
tallest column problem was formulated in [6]. The tallest column is a homogeneous column made of a given volume
(mass) of material (for example, equal to unity) and being so shaped that it does not buckle under its own weight
although it is higher than any other column made of the same volume of material. Such column is called the optimally
shaped column. Keller and Niordson [6] determined that the height of the optimally shaped column is 2.034 times
larger than the height of the column having constant cross-section and being made of the same amount of material as
the optimally shaped column.After the work of Keller and Niordson the tallest column problem has not been subject of
further analysis, until the works of McCarthy [7,8] and Cox and McCarthy [4]. As a matter of fact, Cox and McCarthy
[4] state that “the tallest column problem appears to have started and ended with the work of Keller and Niordson”.
McCarthy [7,8]made progress in solving the problem since the shape of the tallest columnwas determined, numerically,
for several values of parameters. We note that the tallest column problem is equivalent to the lightest column problem
(a column having given height and being stable against buckling in a constant gravity ﬁeld while any other column of
given weight would buckle under the same conditions).
Our intention in this note is to solve the problem of the lightest column in a constant gravity ﬁeld for the case when
the boundary conditions used in [6,7] are interchanged, i.e., upper end is ﬁxed (with the possibility of axial sliding)
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Fig. 1. Coordinate system and load conﬁguration.
lower end is simply supported with possibility of horizontal sliding (see Fig. 1). Such boundary conditions and the
stability bound for the case of a column with constant cross-section were treated in [15,14] (see also [1]). We shall use
Pontryagin’s maximum principle [11] to formulate the optimality condition. This condition will be the same as the one
presented in [8]. However, our further analysis will differ from the one presented in [7,8]. Namely we use the variational
structure of the relevant equations to construct a ﬁrst integral of Jacobi type (see [12]) and by using this integral with
the suitable combination of differential equations, we shall obtain another ﬁrst integral. With these integrals we will be
able to determine a priori estimate of one “missing” initial condition in the problem. Also by use of the ﬁrst integrals
we will be eliminating one variable and checking the accuracy of numerical integration by calculating integrals at each
step of integration and comparing the value with the known constant.
We shall assume that buckling load is an isolated eigenvalue of the equilibrium equations. This assumption was also
used in [6]. The delicate analysis of Cox and McCarthy presented in [4] (see also [9,10] for similar problem) did not
lead to the deﬁnite answer whether or not the column in [6] buckles at an eigenvalue. Use of the existence arguments
similar to those presented in [4] may lead to a conclusion about spectrum in our case. However, such analysis is beyond
the scope of this paper.
2. Formulation
Consider a column of height L shown in Fig. 1. Suppose that the column is in uniform gravity ﬁeld with acceleration
g. The equilibrium equations read [1]
dH
dS
= q0A, dVdS = 0,
dM
dS
= −V cosϑ+ H sin ϑ, (1)
where q0 = g with  being the mass density, H and V are components of the contact force F along the x¯ and y¯ axes,
respectively, S is the arc-length measured from the point O, M is the bending moment, ϑ is the angle between the
tangent to the column axis and x¯ axis and S is the arc-length of the rod axis measured from the origin of the rectangular
Cartesian coordinate system x¯ − O − y¯. Note that H is the weight of the column above section deﬁned by S. For the
case of classical Bernoulli–Euler rod, we adjoin to (1) the geometrical
dx
dS
= cosϑ, dy
dS
= sin ϑ, (2)
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and constitutive equation
M = EI dϑ
dS
. (3)
In (3) we use E to denote modulus of elasticity and I is the moment of inertia of the cross-section. The boundary
conditions corresponding to the column shown in Fig. 1 are
H(0) = 0, M(0) = 0, V (L) = 0, x(0) = 0, y(0) = 0, ϑ(L) = 0. (4)
The volume of the column is
W =
∫ L
0
A(S) dS. (5)
We assume
I (S) = A2(S), (6)
where  is a constant.1 By introducing the dimensionless quantities
t = S
L
, a = A
L2
, = q0L
E
, u = x
L
, v = y
L
, w = W
L3
, (7)
we obtain from (1)–(6)
(a2ϑ˙)· +  sin ϑ
∫ 1
t
a() d= 0,
u˙ = cosϑ, v˙ = sin ϑ (8)
subject to
u(0) = 0, v(0) = 0, lim
t→0 a
2(t)ϑ˙(t) = 0, ϑ(0) = 0. (9)
In (8) and (9) we used d(·)/dt = ·(·). The dimensionless volume of the column is
w =
∫ 1
0
a(t) dt . (10)
System (8), (9) has a solution (trivial)
ϑ0 = 0, u0 = t, v0 = 0 (11)
for any value of  and any a(t). To determine  for which there is a nontrivial solution of (8), (9) we consider (8) subject
to (9)2,3. The necessary condition that there is nontrivial solution of (8)1, (9)2,3 is that there is nontrivial solution of
the linearized equation
(a2ϑ˙)· + ϑ
∫ 1
t
a() d= 0 (12)
subject to
lim
t→0 a
2(t)ϑ˙(t) = 0, ϑ(1) = 0. (13)
The sufﬁcient condition for (8), (9) to have nontrivial solution may be differently formulated. For example, if for given
a(t) the parameter  in (12), (13) is an eigenvalue of odd algebraic multiplicity then  deﬁnes a bifurcation point of
1 For other physically relevant choices, see [5,14].
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the full nonlinear system of equations (8), (9) (see [3]). We shall not be concerned with this question here. We now
formulate the optimization problem as:
Problem: Given  determine a∗(t) such that (12), (13) has a nontrivial solution and that the volume of the
column, i.e.,
I =
∫ 1
0
a∗(t) dt (14)
is minimal. Such column we call the strongest inverted column.
3. The optimality conditions
To apply Pontryagin’s maximum principle [11] in solving the problem, we set
ϑ= x1, a2ϑ˙= x2, x3 =
∫ 1
t
a() d, (15)
so that (13) becomes
x˙1 = x2
a2
, x˙2 = −x1x3, x˙3 = −a, (16)
and
x1(1) = 0, x2(0) = 0, x3(1) = 0. (17)
In terms of the Optimal Control theory, the problem becomes: ﬁnd the control a∗(t) ∈ U such that
min
a∈U I = mina∈U
∫ 1
0
a(t) dt =
∫ 1
0
a∗(t) dt (18)
if the system is subjected to differential constraints (16), (17).
The set U of admissible controls (admissible cross-sectional area functions) may be selected in a number of ways
(piecewise continuous functions, continuous functions).We take U as a set of continuous nonnegative functions deﬁned
on the interval [0, 1], i.e., U = {u : u ∈ C([0, 1],R+); u(t)0}.
Following the standard procedure we deﬁne Pontryagin’s functionH as
H= a + p1 x2
a2
+ p2(−x1x3) + p3(−a), (19)
where the co-state variables pi , i = 1, 2, 3 satisfy (see [11])
p˙1 = −H
x1
= p2x3, p˙2 = −H
x2
= −p2
a2
, p˙3 = −H
x3
= −x1p2, (20)
and
p1(0) = 0, p2(1) = 0, p3(0) = 0. (21)
The optimality condition, mina∈UH, leads to
H
a
= 1 − 2p1 x2
a3
− p3 = 0. (22)
From (22) we obtain
a =
(
2p1x2
1 − p3
)1/3
. (23)
To obtain a in a more suitable form, note that systems (16)1,2, (17)1,2 and (20)1,2, (21)1,2 become identical if we set
p1 = x2, p2 = −x1. (24)
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Thus, (23) becomes
a =
(
2x22
1 − p3
)1/3
. (25)
By differentiating (22) with respect to a and by using (24) we obtain2
2H
a2
= 6 x
2
2
a4
0. (26)
Therefore, the necessary condition for mina∈UH is satisﬁed with the choice (24).
We transform next (25) as follows. First we solve (20)3, (21)3 for p3 as
p3 = −
∫ t
0
x21 () d, (27)
and then determine 1 − p3 from (25) to get
1 + 
∫ t
0
ϑ2() d= 2aϑ˙2. (28)
Now, differentiating (28) and using (20)3, (24) and (15) it follows:
(aϑ˙2)· − 
2
ϑ2 = 0. (29)
Therefore, the shape of the strongest column is determined from (12) and (29) that is
(a2ϑ˙)· + ϑ
∫ 1
t
a() d= 0, (aϑ˙2)· − 
2
ϑ2 = 0 (30)
subject to
lim
t→0 a
2(t)ϑ˙(t) = 0, ϑ(1) = 0. (31)
We compare (30), (31) with the results in [6]. The optimality condition used [6] is obtained by themethod of Lagrange
multiplier. Equation (3.8) in [6] is just our Eq. (29) integrated. The same is true for optimality condition, obtained by
the Clarke’s generalized gradient method, and used in [7,8].
From (28), (32) it follows that
a(0)ϑ˙2(0) = 12 , a(0) = 0. (32)
Numerical solution of (30), (31) is not an easy task. This type of problem was treated in [7,8] for interchanged boundary
condition, i.e., instead of (31) limt→1 a2(t)ϑ˙(t) = 0,ϑ(0) = 0 was used. In the next section we shall transform (30),
(31) and use variational method to examine the properties of the solution.
4. The variational principle and a priori estimates for (30), (31)
Let z(t) = p3 a dependent variable deﬁned by (15)3 representing the volume of the column above an arbitrary
cross-section deﬁned by t . Then
z˙ = −a(t). (33)
Since a(t)0 we conclude that z(t) is positive decreasing function. With (33) we obtain from (30)
(z˙2ϑ˙)· + ϑz = 0, (z˙ϑ˙2)· + 
2
ϑ2 = 0, (34)
2 In general in (24) we may take p1 = cx1, p2 = −cx1 with c = 0. However if c < 0 condition (26) would be violated.
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subject to
lim
t→0 z˙
2(t)ϑ˙(t) = 0, ϑ(1) = 0, w∗ = z(0), z(1) = 0. (35)
There are two parameters w∗ and  in (34), (35). For w∗ = z(0) the solution of (34), (35) determines (z, ϑ, ). Let
wˆ = Z(0) be another value of the dimensionless volume and let (Z, , ) be the corresponding solution of (34), (35).
Then, by direct substitution it could be concluded that Z = z, = ϑ, =  is a solution to (34). Therefore,

w∗
= 
wˆ
. (36)
Note that (36) allows us, without loss of generality, to analyze (34), (35) for w∗ = 1. Thus in what follows we analyze
system (34), (35) with w∗ = 1, i.e.,
(z˙2ϑ˙)· + ϑz = 0, (z˙ϑ˙2)· + 
2
ϑ2 = 0 (37)
subject to
lim
t→0 z˙
2(t)ϑ˙(t) = 0, ϑ(1) = 0, z(0) = 1, z(1) = 0. (38)
The main result of this section is expressed as:
Theorem. Solution to the boundary value problem (37), (38) has the following properties:
(i) The solution (z,ϑ) gives stationary value
J (z,ϑ, ) = 0, (39)
to the functional
J (Z,, ) = 1
2
∫ 1
0
(Z˙2˙2 − 2Z) dt , (40)
over the set of functions
K=
{
k : k = (Z,), Z(0) = 1;Z(1) = 0; lim
t→0 Z˙
2(t)˙(t) = 0;ϑ(1) = 0
}
.
(ii) The value of functional (40) on the solution of (37), (38) is zero,
J (z,ϑ, ) = 1
2
∫ 1
0
(z˙2ϑ˙2 − ϑ2z) dt = 0. (41)
(iii) The angle ϑ at the lower end has the value ϑ(0) = 2/√.
(iv) There exist two ﬁrst integrals of system (37), (38) that is
3
2 z˙
2ϑ˙2 + 12ϑ2z = 2,
5ϑz˙2ϑ˙− 8z˙ϑ˙2z = 4(1 − t). (42)
Proof. Let
L= 12 (Z˙2˙2 − 2Z). (43)
Consider the problem of minimizing the functional
I (Z,) =
∫ 1
0
L dt ,
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when (Z,) ∈ W . The Euler–Lagrange equations
d
dt
(
L
Z˙
)
− L
Z
= 0, d
dt
(
L
˙
)
− L

= 0,
are equivalent to (37), (38) so that
J (z,ϑ, ) = 0.
This proves (i). To prove (ii) multiply (37)1 by ϑ and integrate, and use boundary conditions to obtain,∫ 1
0
(−z˙2ϑ˙2 + ϑ2z) dt = 0, (44)
from which (41) follows. On the solution of (37), (38) functional (40) has stationary value equal to zero. Note also
that L given by (43) does not depend, explicitly, on t so that HamiltonianH is a constant (i.e.,H = (L/z˙)z˙ +
(L/ϑ˙)ϑ˙−L= const.) Therefore, the following Jacobi integral of (37), (38) exists (see [11, p. 61])
L
z˙
z˙ + L
ϑ˙
ϑ˙−L= 3
2
z˙2ϑ˙2 + 
2
ϑ2z = const. (45)
By using the boundary conditions ϑ(1) = 0 in (45) we obtain
3
2
z˙2ϑ˙2 + 
2
ϑ2z = 3
2
z˙2(1)ϑ˙2(1). (46)
To determine the value of the constant on the right-hand side in (46), we eliminate ﬁrst  from (37). Thus, bymultiplying
(37)1 by ϑ and (37)2 by −2z and by adding the result, we obtain
[ϑ(z˙2ϑ)]· − z˙2ϑ˙2 − 2[z(z˙ϑ˙2)]· + 2z˙2ϑ˙2 = 0. (47)
Next, by integrating (47) and by using the boundary conditions, we have
2z˙(0)ϑ˙2(0) = −
∫ 1
0
z˙2ϑ˙2 dt .
Also, from (32)1 it follows
z˙(0)ϑ˙2(0) = − 12 ,
so that (47) leads to∫ 1
0
z˙2ϑ˙2 dt = 1. (48)
From (46) we conclude that
3z˙2ϑ˙2 = 3z˙2(1)ϑ˙2(1) − ϑ2z. (49)
Integrating (49) and using (44) and (48) we ﬁnally obtain
z˙2(1)ϑ˙2(1) = 43 . (50)
Condition (50) when used in (46) leads to (42)1.
Next by multiplying (37)1 by ϑ and (37)2 by z we obtain
(z˙2ϑ˙ϑ)· = z˙2ϑ˙2 − ϑ2z, (z˙ϑ˙2z)· = z˙2ϑ˙2 − 
2
ϑ2z. (51)
By expressing z˙2ϑ˙2 from (42)1 and substituting the result in (51) we get
(z˙2ϑ˙ϑ)· = 43 − 43ϑ2z, (z˙ϑ˙2z)· = 43 − 56ϑ2z. (52)
216 T.M. Atanackovic / Journal of Computational and Applied Mathematics 203 (2007) 209–218
Eliminating the term ϑ2z in (52) and by integrating, we obtain
−5z˙2ϑ˙ϑ+ 8z˙ϑ˙2z = 4t + D, (53)
where D is a constant. When (53) is evaluated at t = 1, we get D = −4 and obtain (42)2.
Using variables (15) and x4 = p3 we obtain from (16), (17), (25) and (27) the following system:
x˙1 = x2
(2x22/(1 − x4))2/3
, x˙2 = −x1x3,
x˙3 = −
(
2x22
1 − x4
)1/3
, x˙4 = −(x1)2, (54)
subject to
x1(1) = 0, x2(0) = 0, x3(1) = 0, x4(0) = 0. (55)
Note that x1(t) = ϑ(t) (see (15)1) so that (42)1 evaluated at t = 1 leads to an additional condition
x1(0) = 2√

. (56)
The ﬁrst integrals (42) in terms of variables, xi , i = 1, . . . , 4 are
3
2
(x2)
2
(2x22/(1 − x4))2/3
+ 
2
(x1)
2x3 = 2, 52x1x2 + 2x3(1 − x4) = 2(1 − t). (57)
In solving (54), (55) we shall use (56), (57) to check the accuracy of the integration. Also we can reduce the order of
system (54) by solving (57)2 for 1 − x4 and using this in (54). The result is a new system
x˙1 = x2
(4x22x3/(2(1 − t) − 52x1x2))2/3
, x˙2 = −x1x3, x˙3 = −
(
4x22x3
2(1 − t) − 52x1x2
)1/3
, (58)
subject to
x1(1) = 0, x2(0) = 0, x3(1) = 0, (59)
and with the ﬁrst integral
3
2
(x2)
2
(4x22x3/(2(1 − t) − 52x1x2))2/3
+ 
2
(x1)
2x3 = 2. (60)
Again solution (58), (59) must satisfy (56). 
5. Numerical solution to (54), (55)
We solved (54), (55) numerically with  as a free parameter. The parameter  = 3.8930259 was chosen so that
x3(0)=1, i.e., the volume of the rod was unity. In this case we have x1(0)=1.0136460.This value agrees with estimate
(56) up to the order of 10−10. Also at each step the integrals (57) where calculated and compared with the values 2 and
2(1 − t). The agreement was up to the order of 10−6. In solving (54), (55) we used standard programs for two point
boundary value problems. System (58), (59) although being of lower dimension was not used in numerical experiments
because its convergence and achieved accuracy was poorer.
The shape of the optimal column, for circular cross-section is shown in Fig. 2 and is calculated from
a(t) =
(
2x22
1 − x4
)1/3
=
(
2m2
1 + ∫ t0 ϑ2(u) du
)
, (61)
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Fig. 2. Optimal shape of the column with circular cross-section.
where m is the bending moment (see (15)2). For the rod with constant cross-section the critical load parameter is
determined from the equation (in our notation)
J−2/3
(
2
3
( q0
EA
)1/2
L3/2
)
= J−2/3
(
2
3
(const)
1/2 L
A1/2
)
= 0. (62)
The smallest root  of the modiﬁed Bessel function of the ﬁrst kind J−2/3() = 0 is = 1.243046, so that
const. = 3.4766. (63)
Therefore, for the column with unit volume the increase in the load parameter is /const.=3.89302/3.47661=1.1198.
Thus the increase in the load is, approximately 12%.
6. Conclusion
We formulated and solved the problem of determining the strongest rod, positioned in a constant gravity ﬁeld and
having simply supported lower end and upper end clamped with the possibility of axial sliding. The stability of such
a rod when the cross-section is constant is studied in [13–15]. It is interesting that the column in our problem is the
“inverted” column of [6–8]. That was the reason that we could use the procedure given in [2] for the present analysis.
The main results of our analysis are summarized in Theorem. Numerical analysis shows that optimally shaped column
has 12% higher load parameter, when compared with column of constant cross-section.
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