Studying the faster and more efficient method of solving the uncertain security-constrained unit commitment (SCUC) problem is an urgent need for the development of power systems under the background of large-scale wind power access and power dispatching. This study proposes an improved constrained order optimization (COO) algorithm to solve the uncertain SCUC problem. First, the data-driven discrete variable identification strategy is incorporated into the COO rough model, and then, the invalid security constraints identification strategy is incorporated into the COO accurate model. Finally, the improved COO algorithm combines the discrete variable identification with the invalid security constraint identification to make the uncertain SCUC decision. The results of the IEEE 118-bus test system showed that, compared with the traditional COO algorithm, the improved COO algorithm proposed has higher accuracy and better efficiency. when this method is used to solve the uncertain SCUC problem. The constrained order optimization (COO) algorithm [11] was introduced first for the problem of SCUC solving in [12] , and a solution of the uncertain SCUC was proposed based on the COO algorithm. From the perspective of the solution space, the feasible region scale of the SCUC model is reduced by constructing the COO rough model. On the basis of the COO rough model, a COO accurate model is constructed to find a good enough solution for the SCUC problem. Compared with the traditional benders decomposition method, the efficiency of the COO algorithm is enhanced to nearly 10 times [12] . Based on the existing researches, the COO algorithm has been proven to be an effective method to solve uncertain SCUC problems rapidly. Although the traditional COO algorithm reduces the scale of the feasible region from the perspective of solution space, elimination and discrimination of the redundant information in the model itself are neglected. Therefore, the traditional COO algorithm can still be improved in terms of the solving efficiency, as described below.
Introduction
The security-constrained unit commitment (SCUC) considering uncertain factors has become the most significant and hottest research topic in the power market, given large-scale wind power access [1] [2] [3] . The uncertain SCUC model has always been considered as a high-dimensional, strongly random, nonlinear NP-hard problem due to the integration of uncertain factors, discrete variables, and safety constraints, including power flow calculations [4] [5] [6] . Therefore, it is difficult to solve the problem accurately and efficiently. Currently, the problem of solving accurately and efficiently has become a key technical bottleneck in the field of SCUC decision-making [7] . Thus, it is of great theoretical and practical significance to research a more efficient method for solving the uncertain SCUC models.
In recent years, the idea of combining the benders decomposition method with a mature mixed integer programming algorithm has gradually become the mainstream solution of the SCUC problem [8] [9] [10] . The method first decouples the SCUC model and then solves the decoupled subproblems by utilizing a mixed integer programming algorithm. Benders decomposition method achieves good results in solving the deterministic SCUC model. The difficulty of solving the SCUC model is reduced by decoupling the complex constraints into independent optimization subproblems in the benders decomposition method. However, the effect is not obvious for the problem of scene explosion in SCUC solution caused by the uncertainties. Therefore, its advantages are not obvious redundancy of the uncertain SCUC model can be reduced effectively, and the computational efficiency can be further improved for the proposed improved strategy.
The main contributions in this study are as follows.
(1) A data-driven strategy of the SCUC discrete variable identification is proposed, and a COO rough model is constructed based on this strategy.
(2) A COO accurate model is constructed based on an identification strategy of the invalid security constraints.
(3) An improved COO algorithm suitable for the problem of SCUC solving is proposed based on the discrete variable identification strategy and the invalid security constraints identification strategy.
The rest of this paper is organized as follows. The SCUC model considering the uncertainty of wind power output is constructed in Section 2. An overall framework for an improved COO algorithm is proposed in Section 3. An improved strategy for the COO algorithm is proposed in Section 4. The simulation analysis is shown in Section 5. Finally, the conclusions are provided in Section 6.
The SCUC Model Considering the Uncertainty of Wind Power Output

Description of the Uncertainty of Wind Power Output
The confidence interval of active power for wind power output is adopted to characterize the uncertainty of wind power output in this study. The interval can be calculated according to the prediction values and error distribution for the wind power output. The specific mathematical expressions are as follows:
The relationship between K and ζ is as follows, according to the central limit theorem [18] .
where P W represents the active power output from wind power unit. P Wjt represents the real value of active power output from unit j at time t. P Wjt * represents the expected value of active power output from unit j at time t. P Wjt and P Wjt + represent the lower limit and upper limit respectively of active power output from unit j at time t. ζ represents the confidence probability of wind power output interval. K represents the coefficient relating to confidence probability ζ. σ jt represents the standard deviation of predicted error of active power output from unit j at time t. Φ -1 represents the inverse function of the probability density function of the wind power output.
SCUC Model Based on the Robust Optimization
The uncertainty of wind power output is considered based on the robust optimization. Decisions of the start-stop state and the output scheme of generating units are made to ensure the lowest total cost under the worst case of wind power output. The objective function is as follows:
The operation cost of thermal power units is shown in (6) .
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The total start-stop cost of thermal power units is shown in equation (7) if the shut-down cost of units is ignored.
S Git (τ ti ) = α i + β i ·(1 − e τ ti /ω i ) (7) where F(U G ,P G ) represents the total scheduling cost of all thermal power units. P Git represents the active power output of unit i at time t. U Git represents the start-stop states of unit i at time t. R Git (P Git ) represents the operation cost of unit i at time t. S Git (τ ti ) represents the start-up cost at time t of thermal power unit i. a i , b i , c i represents the operation cost parameter of unit i. α i represents the start-up and maintenance cost of unit i. β i represents the cooling environment start-up cost of the unit i. τ ti represents the continuous shut-down time of unit i at time t. ω i represents the time constant of cooling speed of unit i. H represents the scheduling period. M represents the total number of schedulable thermal power units.
For the min-max model, the inner maximization (max) problem indicates the worst impact of uncertain active power output from wind power for SCUC decision-making, and the outer minimization (min) problem indicates the minimum total cost of the system under the worst case of SCUC decision-making.
The following constraints must be met for the decision variables (U Git and P Git ) of the SCUC model, in order to ensure the run safety and reliability of the system.
(1) The power balance of the power system is defined as follows:
(2) The capacity constraints of the unit can be expressed as follows:
(3) The constraints of the maximum start-stop number are defined as follows:
(4) The constraints of minimum start-stop time are defined as follows:
t+MDT Gi t =t+2
(5) The constraints of unit ramping up/down are as follows:
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where W represents the total number of schedulable wind power units. P Dt represents the active load of the system at time t. P Gimax and P Gimin represents the upper limit and lower limit, respectively, of active power output from unit i. n i represents the maximum start-stop times of unit i in a scheduling period. MUT Gi and MDT Gi represent the minimum start-up and shut-down time respectively of unit i. ∆P up Gi and ∆P down Gi represent the maximum ramping up and ramping down limits respectively of unit i in one hour. P l represents the active power on the transmission line l. P lmax represents the maximum active power capacity on the transmission line l. D represents the total number of load nodes. P Dkt represents the active load of the system on node k at time t. K Gli , K Wlj , and K Dlk represent the shift factor matrix of thermal power unit, wind power unit, and load, respectively.
An Overall Framework for the Improved COO Algorithm
The COO [6, 11, 12] is an efficient algorithm suitable for the SCUC model solution, and its main idea is as follows. A COO rough model is constructed first. The solution number in the solution space is reduced greatly by quickly prescreening the solution space. In addition, the feasible solutions in the solution space are preliminarily sorted, and the selected set is formed based on the certain strategy. Then, a COO accurate model is constructed to sort the solutions further in the selected set to obtain the optimal solution.
The SCUC model itself is a mixed integer programming problem with relatively independent decision variables. Therefore, the COO rough models and the COO accurate models for the discrete decision variables U Git and continuous decision variables P Git are constructed in the COO algorithm, respectively. In addition, the following improvements are made on the basis of the traditional COO algorithm [12] .
(1) The discrete variable identification strategy is added to the COO rough model. First, the data-driven discrete variable identification strategy is used to identify the constant units, and then, the COO rough model is adopted to solve the remaining units. Its purpose is to reduce the dimensions of the variables used in the COO rough model and to improve its computational efficiency.
(2) The identification strategy of the invalid security constraints is added to the COO accurate model, eliminating the invalid security constraints, and reducing the number of network security constraints that need to be checked for the COO accurate model. It can also reduce the complexity of solving the COO accurate model.
The overall idea of the improved COO algorithm is shown in Figure 1 . As shown in Figure 1 , the improved COO algorithm consists of three main steps as follows.
Step 1. First, the SCUC discrete variable identification model for the start-stop state of the units is constructed based on the deep learning idea, and the constant units are identified in discrete variable space. Then, the initial feasible region of the start-stop state (U Git ) is formed by eliminating the constant units. Moreover, the SCUC model is decoupled, and the variable U Git is taken to construct a COO rough model with its related constraints and start-stop cost. The initial feasible region of the start-stop state of the units is prescreened, and the feasible region Θ N is obtained. Select N feasible solutions from feasible region Θ N according to a uniform distribution to form a characterization set Ω. The number of N is closely related to the size of the solution space. Reference [19] showed that the number of N is generally 1000, as the solution space is less than 10 8 . driven discrete variable identification strategy is used to identify the constant units, and then, the COO rough model is adopted to solve the remaining units. Its purpose is to reduce the dimensions of the variables used in the COO rough model and to improve its computational efficiency.
2) The identification strategy of the invalid security constraints is added to the COO accurate model, eliminating the invalid security constraints, and reducing the number of network security constraints that need to be checked for the COO accurate model. It can also reduce the complexity of solving the COO accurate model. 
Accurate model
Horse Race
The solution of SCUC model The overall idea of the improved COO algorithm is shown in Figure 1 . As shown in Figure 1 , the improved COO algorithm consists of three main steps as follows.
Step 1. First, the SCUC discrete variable identification model for the start-stop state of the units is constructed based on the deep learning idea, and the constant units are identified in discrete variable space. Then, the initial feasible region of the start-stop state (UGit) is formed by eliminating the constant units. Moreover, the SCUC model is decoupled, and the variable UGit is taken to construct a COO rough model with its related constraints and start-stop cost. The initial feasible region of the start-stop state of the units is prescreened, and the feasible region ΘN is obtained. Select N feasible Step 2. Z solutions are selected further from the characterization set Ω as the selected set S based on the Horse Race method [11, 20] . In set S, it must be guaranteed that at least α% of the probability contains k good enough solutions. The specific selection rule of the Horse Race method is as follows.
Firstly, the COO rough model is utilized to evaluate and sort the solutions in the characterization set Ω, and the order performance curve (OPC) is formed. Secondly, the type of OPC curve generated is determined based on the standard OPC curve. Thirdly, the optimization parameter in equation (6) [20] is determined according to the type of the OPC, and the value of Z is obtained. Finally, the previous Z solutions are selected from the sorted characterization set Ω to form the selected set S. The Z solution model is as follows.
The meanings of all the symbols in (16) are shown in [20] .
Step 3. The identification model of the invalid security constraints is constructed first to eliminate the invalid security constraints. Second, the minimum total cost of units is taken as an objective function. Then, a COO accurate model of continuous variable P Git is constructed under the condition of considering the constraints related to the active power output. Solving the unit output scheme and operation cost corresponding to the unit start-stop state in selected set S. Finally, the COO accurate model is employed to sort the set S to obtain the optimal solution.
Improved Strategy for the COO Algorithm
Improved Strategy for the COO Rough Model
The key to ensuring the efficiency and accuracy of the COO algorithm is to construct a reasonable COO rough model. The solution of the COO rough model needs to be simpler than that of the COO accurate model to ensure the rapid prescreening of the solution space. In addition, the COO rough model should be able to reflect the relative merits and demerits of the solutions accurately to preliminarily sort the solution space.
Some constant units during the short time scale of day-ahead scheduling are affected by the load level and the installed capacity of the system. Therefore, the computational efficiency of the COO rough model can be improved greatly if the constant units before the COO rough model are screened. A novel data-driven SCUC discrete variable identification method is first proposed in this paper to improve the COO rough model.
The Data-Driven SCUC Discrete Variable Identification Strategy
A deep learning model is constructed by using Long Short-Term Memory (LSTM), which can accept the input of a time series structure. The mapping relationship of deep learning between the Energies 2019, 12, 4498 7 of 19 system load and the start-stop state of the units is created through massive historical data training. Based on the deep learning model, the constant units are identified.
In the real power system, the similarity of the daily load curve is relatively higher in the short period and in the same period each year. However, the load curve varies sharply in different months and seasons due to environmental and climatic factors. These historical data will easily lead to overfitting and reduce the calculation accuracy if they are directly used to train the deep learning model without distinction. Thus, it is necessary to preprocess the historical data by clustering and constructing a deep learning model for each type of historical data. The type of load data input is first determined, and then, the corresponding mapping model is used to solve the problem as the decision-making step. The process is shown in Figure 2 . The structure of the deep learning model based on LSTM is shown in Figure 3 .
Improved Strategy for the COO Rough Model
The Data-Driven SCUC Discrete Variable Identification Strategy
A deep learning model is constructed by using Long Short-Term Memory (LSTM), which can accept the input of a time series structure. The mapping relationship of deep learning between the system load and the start-stop state of the units is created through massive historical data training. Based on the deep learning model, the constant units are identified. In the real power system, the similarity of the daily load curve is relatively higher in the short period and in the same period each year. However, the load curve varies sharply in different months and seasons due to environmental and climatic factors. These historical data will easily lead to overfitting and reduce the calculation accuracy if they are directly used to train the deep learning model without distinction. Thus, it is necessary to preprocess the historical data by clustering and constructing a deep learning model for each type of historical data. The type of load data input is first determined, and then, the corresponding mapping model is used to solve the problem as the decision-making step. The process is shown in Figure 2 . The structure of the deep learning model based on LSTM is shown in Figure 3 .
Offline training
The parameter xt represents the load data input to the deep learning model at time t in Figure 3 , and xt is equal to PDt. The symbol ht is the start-stop state vector of all units output by the deep learning model at time t, and ht equals [UG1t,UG2t,…,UGMt]1×M. The total number of units is M. The hidden layer is composed of LSTM neurons. Its depth is set after the size of data input, the structure factors, and the training test results are all considered. The training process of the deep learning model can be found in [21] .
The internal structure of the LSTM neuron is shown in Figure 4 . The parameter x t represents the load data input to the deep learning model at time t in Figure 3 , and x t is equal to P Dt . The symbol h t is the start-stop state vector of all units output by the deep learning model at time t, and h t equals [U G1t ,U G2t , . . . ,U GMt ] 1×M . The total number of units is M. The hidden layer is composed of LSTM neurons. Its depth is set after the size of data input, the structure factors, and the training test results are all considered. The training process of the deep learning model can be found in [21] .
The internal structure of the LSTM neuron is shown in Figure 4 . The parameter xt represents the load data input to the deep learning model at time t in Figure 3 , and xt is equal to PDt. The symbol ht is the start-stop state vector of all units output by the deep learning model at time t, and ht equals [UG1t,UG2t,…,UGMt]1×M. The total number of units is M. The hidden layer is composed of LSTM neurons. Its depth is set after the size of data input, the structure factors, and the training test results are all considered. The training process of the deep learning model can be found in [21] .
The internal structure of the LSTM neuron is shown in Figure 4 . Combined with historical sample data of SCUC, mathematical models of the LSTM neuron are constructed as follows.
where "·" represents the element multiplication in the matrix. "*" represents matrix multiplication. Wf, Wi, WC, Wo, Wh represents the weight value of the input parameter. bf, bi, bC, bo, bh Combined with historical sample data of SCUC, mathematical models of the LSTM neuron are constructed as follows.
where "·" represents the element multiplication in the matrix. "*" represents matrix multiplication. W f ,
represents the offset value of each input parameter. A detailed description of the symbols can be found in [14] .
Construction and Solution of the COO Rough Model
The COO rough model is constructed according to the constraints related to the start-stop state variables U Git . The main constraints include the power balance constraint, unit climbing constraint, and minimum start-stop time constraint. The mathematical model is shown in (18) .
where ∆P Dt represents the active power reserved by the system at time t. First, the data-driven SCUC discrete variable identification strategy is utilized to determine constant units. Then, equation (18) is used to screen the solution space, and the feasible region Θ N of unit start-stop variable U Git can be obtained. The N feasible solutions are selected randomly and uniformly in the feasible region Θ N , and the cost F 1 for all start-stop units is taken as the objective function. Meanwhile, the OPC is drawn, and the set S of unit start-stop variable U Git is sequenced further. The objective function is shown in (19) .
Improved Strategy for the COO Accurate Model
The scale of modern power systems is huge, and there are many nodes. Therefore, solving the equation of power flow and checking network security constraints are some of the most time-consuming parts in the process of solving SCUC problems. Only a small part of the constraints is effective, which could restrict the formation of the feasible region among all the network security constraints shown in [17] . From this viewpoint, the invalid security constraints identification strategy is introduced first, and the accurate COO model is improved on this basis.
The Invalid Security Constraints Identification Strategy
The invalid constraint is defined as follows. The constraint is an invalid constraint if the feasible region is the same, no matter if the constraint is removed or not. The principle is shown in Figure 5 .
where ΔPDt represents the active power reserved by the system at time t. First, the data-driven SCUC discrete variable identification strategy is utilized to determine constant units. Then, equation (18) is used to screen the solution space, and the feasible region ΘN of unit start-stop variable UGit can be obtained. The N feasible solutions are selected randomly and uniformly in the feasible region ΘN, and the cost F1 for all start-stop units is taken as the objective function. Meanwhile, the OPC is drawn, and the set S of unit start-stop variable UGit is sequenced further. The objective function is shown in (19) .
Improved Strategy for the COO Accurate Model
The scale of modern power systems is huge, and there are many nodes. Therefore, solving the equation of power flow and checking network security constraints are some of the most timeconsuming parts in the process of solving SCUC problems. Only a small part of the constraints is effective, which could restrict the formation of the feasible region among all the network security constraints shown in [17] . From this viewpoint, the invalid security constraints identification strategy is introduced first, and the accurate COO model is improved on this basis.
The Invalid Security Constraints Identification Strategy
The invalid constraint is defined as follows. The constraint is an invalid constraint if the feasible region is the same, no matter if the constraint is removed or not. The principle is shown in Figure 5 . The network security constraint condition of the power system, which is a bilateral constraint, is shown in (15) . The bilateral constraint condition can be judged as an invalid constraint if both unilateral constraints in (15) are invalid constraints. The bilateral constraints in (15) are divided into the unilateral constraints in (20) :
Two identification models with the unilateral invalid constraints are established according to (20) .
min P Git ,P W jt
P Gimin ≤ P Git ≤ P Gimax (23)
The minimum L + l is solved by (21) , (23), and (24). The minimum L − l is also solved by (22)-(24). It indicates that the l th security constraint is invalid if both L + l ≥ −P lmax and L − l ≥ −P lmax satisfy the conditions.
Construction and Solution of the COO Accurate Model
The COO accurate model is constructed based on the invalid security constraints identification strategy. The COO accurate model sets the unit output P Git as the variable and takes the systems start-stop costs and operation costs as the objective function. Meanwhile, the set S is evaluated accurately to obtain the optimal solution. The variable U Git is a constant for the COO accurate model, and the corresponding start-stop cost F 1 is also a constant. Therefore, the decision variables are only P Git in the COO accurate model. The COO accurate model is shown in (25) to minimize the total SCUC cost.
Equation (25) is a min-max model that cannot be solved directly. Thus, dual transformation is first needed to process it. Equation (25) is the linear objective function and the constraint condition of the uncertain variable P W for the inner max model. Therefore, the duality model of the inner model is directly obtained according to the linear duality theorem. Combining the outer max model, the final form (26) of the dual transformation model is obtained.
where P l (l) represents the active power on the remaining line after removing the invalid constraint on the line l. min
where P G represents the matrix of active power output from thermal power units. λ represents the dual variable of the P W. ϕ 1 represents the equation constraints containing P G and P W . ϕ 2 represents the inequality constraint containing only P G . ϕ 3 represents the inequality constraints containing P G and P W.
Numerical Simulation
The Test System
The numerical tests are performed on a modified IEEE 118-bus system, which includes 54 thermal units, 91 demand sides, and 3 wind farms. The three wind farms in which the rated powers are 100, 200, and 250 MW, are accessed at the bus 14, 54, and 95, respectively. The load data is based on the actual load data of 365 typical days in a certain area of Hunan Province in 2014, and it is reduced by 4.4 times. The scheduling period is H = 24 h. The related calculations are done on the Intel Core i5-7500 processor 3.40 GHz, 8G memory computer. The improved COO algorithm in this paper is implemented using Matlab 9.0 and CPLEX 12.4, but the discrete variable identification process is implemented in the Python 3.6 environment.
In this paper, the training and test sample data in the deep learning model are generated by using the decision-making method in [9] . The above data are calculated based on load data from the Hunan power grid. The load data are divided into four types by cluster analysis. Under each type, 6% of the data are selected randomly as the test data, and the remaining 94% are left as training data. The size of the training and test samples is shown in Table 1 . 
SCUC Decision Process and Results based on the Improved COO Algorithm
The specific solving process in the improved COO algorithm is analyzed by taking the first test sample in the beginning type of data as an example. The load data of the test sample and the predicted expected value for the wind power output are shown in Table A1 of the Appendix A.
The COO rough model is used to calculate and form the feasible region Θ N . Then, a method of simple random sampling is used to select 1000 solution sets from the feasible region Θ N to form the characterization set Ω. The start-stop cost corresponding to each feasible solution is solved according to (19) . The OPC is shown in Figure 6 . Figure 7 . The results of the COO accurate model.
The start-stop and output scheme (No. 16) with the lowest total cost is selected as the decision result. In this study, the output scheme of each unit is shown in Table A2 of the Appendix.
Validation of the Improved COO Rough Model
Compared with [16] , the effectiveness of the discrete variable identification method in this paper is verified. Compared with the traditional COO rough model [12] , the effectiveness of the improved COO rough model is verified.
Effectiveness of the Discrete Variable Identification Method
The SCUC training sample data are utilized for training the LSTM-based deep learning model in this paper. The network parameters of the constructed deep learning model are shown in Table 2 . The OPC in Figure 6 is stepped because the start-stop costs of different units may be the same under different start-stop schemes. The OPC type obtained by the improved COO algorithm is determined to be bell-shaped compared with the standard curve of the OPC in [20] . The probability that at least one solution from the set S belongs to the accurate solution set of the original problem is set to 95%. The parameters in (17) are determined as follows: Z 0 = 8.1998, ρ = 1.9164, γ = -2.0250, η = 10, g = 20, and k = 1 according to [20] . The above parameters are substituted into (16) , and the solutions number in the set S is 19. The COO accurate model solves the set S accurately of the COO rough model, and the results are shown in Figure 7 . The start-stop and output scheme (No. 16) with the lowest total cost is selected as the decision result. In this study, the output scheme of each unit is shown in Table A2 of the Appendix.
Validation of the Improved COO Rough Model
Compared with [16] , the effectiveness of the discrete variable identification method in this paper is verified. Compared with the traditional COO rough model [12] , the effectiveness of the improved The start-stop and output scheme (No. 16) with the lowest total cost is selected as the decision result. In this study, the output scheme of each unit is shown in Table A2 of the Appendix A. 
Effectiveness of the Discrete Variable Identification Method
The SCUC training sample data are utilized for training the LSTM-based deep learning model in this paper. The network parameters of the constructed deep learning model are shown in Table 2 . where PRE represents Precision. REC represents Recall. TP represents among the units that have been identified, the number of correct identification units. FP represents among the units that have been identified, the number of units that are misidentified. FN represents among the units that have been identified, the number of units that should have been identified but missing.
A Precision of 100% means that the identification results are all correct, and there is no erroneous recognition unit. A Recall of 100% indicates that the identified results are all correct, and there is no missing unit. The COO algorithm can correct the missing units in the COO accurate model stage. Nevertheless, it has no ability to correct incorrect identification units. Thus, the discrete variable identification model must guarantee a Precision of 100%, and the higher the Recall is, the better it is. However, a Recall of 100% is not mandatory. Nevertheless, it has no ability to correct incorrect identification units. Thus, the discrete variable identification model must guarantee a Precision of 100%, and the higher the Recall is, the better it is. However, a Recall of 100% is not mandatory.
As seen in Figure 9 , the Precision is 100%. It is the same as the method in [16] for all samples. This result indicates that there is no error identification result. The Recall in the proposed algorithm is higher than that in [16] , which means that it can greatly improve the Recall of the unit start-stop states under the condition of ensuring no error identification.
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A Precision of 100% means that the identification results are all correct, and there is no erroneous recognition unit. A Recall of 100% indicates that the identified results are all correct, and there is no missing unit. The COO algorithm can correct the missing units in the COO accurate model stage. Nevertheless, it has no ability to correct incorrect identification units. Thus, the discrete variable identification model must guarantee a Precision of 100%, and the higher the Recall is, the better it is. However, a Recall of 100% is not mandatory.
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Compared with the real unit output, it is found that the active power output value of some units in the scheduling scheme solved by this method fluctuates sharply. Therefore, reference [16] set the identification rate parameter directly through subjective judgment, which is not enough to identify as many constant units as possible. Consequently, the Recall is relatively higher. The method of this paper uses the massive historical data to train the deep learning model, and creates the mapping relationship between the load and the constant units directly, which has a stronger objectivity and a higher accuracy.
Comparing the computational time of the COO rough model with that of [16] , the results of each test sample are shown in Table 3 . Table 3 shows that the computational efficiency of the discrete variable identification method is generally 0.2 seconds for 22 test samples, while the reference [16] is generally 2 seconds. The computational efficiency is improved by approximately 10 times compared with that in [16] . The reason is that the discrete variable identification method in [16] is essentially designed to solve the SCUC model, so the computational efficiency is lower. The proposed discrete variable identification method does not need to solve any optimization model. Instead, the method directly identifies the corresponding constant units according to the load data and the corresponding mapping relationship. The main reason is that the data-driven strategy of offline training and online decision-making is adopted. Thus, the calculation efficiency of this method is higher.
Effectiveness of the Improved COO Rough Model
Comparing the computational time of the COO rough model with that of the traditional COO rough model [12] . The results of each test sample are shown in Table 4 . Table 4 shows that in 22 test samples, the computational efficiency of the improved COO rough model has a minimum improvement of approximately nine times, a maximum improvement of approximately 250 times, and an average improvement of approximately 40 times compared with the traditional COO rough model [12] . The reason is that the discrete variable identification method can reduce the dimension of the solution space effectively so that the computational efficiency of the COO rough model is improved as a whole.
Validation of the Improved COO Accurate Model
Firstly, the effectiveness of the invalid security constraints identification method is verified. Then the computational efficiency of the improved COO accurate model is compared with that of the traditional COO accurate model [12] .
Effectiveness of the Invalid Safety Constraint Identification Method
Equations (20)-(24) are used to reduce the invalid security constraints. The number of remaining security constraints after reduction and the time consumed are shown in Table 5 for each test sample. Table 5 shows that the number of invalid safety constraints is different for the different test samples. The reason is that the identification effect in the invalid safety constraints identification model is closely related to the load characteristics of each sample. Generally, the proposed strategy can reduce more than 90% of the invalid security constraints, and the time consumed is approximately 50 seconds, which indicates that the security constraints of the SCUC model may be redundant for real power systems. Thus, the identification strategy of invalid security constraints can eliminate redundant information quickly and effectively.
Effectiveness of the Improved COO Accurate Model
Comparing the computational time of the COO accurate model with that of the traditional COO accurate model [12] . The results of each test sample are shown in Table 6 . The computational efficiency of the improved COO accurate model has a minimum improvement of approximately 1.08 times, a maximum improvement of approximately 1.49 times, and an average improvement of approximately 1.28 times compared to the COO accurate model [12] . The main reason is that the invalid security constraints identification strategy is added to the COO accurate model, which can reduce the number of security constraints that need to be checked greatly. Thus, the computational efficiency of the COO accurate model is improved overall.
The Overall Validation of the Improved COO Algorithm
All 22 test samples are taken as examples in this paper, and the results are compared with those for the traditional COO algorithm [12] and algorithm [9] to verify the effectiveness of the improved COO algorithm. The comparison is shown in Table 7 . It can be observed that the SCUC total cost solved in the improved COO algorithm is slightly higher than that in [9] , while the total cost in the traditional COO [12] algorithm is the highest in Table 8 . The SCUC total cost solved by the two COO algorithms is higher. The average solution precision of the proposed method is about 99.6%, while the traditional COO method is about 88.1%. Compared with the traditional COO method, the accuracy of the proposed method is 1.13 times higher. The main reason is that the COO algorithm is designed to improve the algorithm efficiency greatly by abandoning the search for the optimal solution and instead searching for a good enough solution. The SCUC total cost obtained by the improved COO algorithm is slightly lower than that in the traditional COO algorithm [12] . The reason is that the set S in the improved COO algorithm is not the same as that in the traditional COO screening. This improved COO reduces the dimension of the solution space through a discrete variable identification strategy so as to improve the quality of effective solutions. Therefore, the solution quality of the set S obtained by the improved COO algorithm is higher than the traditional COO algorithm. The efficiency of the improved COO algorithm has been improved significantly in terms of solving efficiency compared with the other two algorithms. The efficiency of the improved COO algorithm is approximately five times higher than that of the traditional COO [12] algorithm. It is also six times higher than that in [9] . There are two main reasons. The discrete variable identification strategy is introduced into the COO rough model, which reduces the dimension of the solution space effectively and improves the computational efficiency greatly. In addition, the invalid security constraints identification strategy is introduced in the COO accurate model, which eliminates the invalid security constraints and reduces the number of security constraints that need to be checked greatly. Thus, the computational efficiency is sharply improved.
Validation of the SCUC Model Considering the Uncertainty of Wind Power Output
In order to analyze the influence of wind power uncertainty on power system scheduling, the SCUC problem is solved with the proposed method under the two situations of considering wind power uncertainty and not considering wind power uncertainty. In this paper, the robust optimization method is used to deal with the uncertainty of wind power output. The scheduling cost, calculation efficiency, and over-limited power flow under two different situations of robust optimization and non-robust optimization are shown in Table 8 .
It can be seen from Table 8 that the scheduling cost considering the uncertainty of wind power is higher than that not considering the uncertainty of wind power. The reason is that the SCUC decision based on the robust optimization method is to solve the thermal power unit scheduling scheme under the worst scenario of wind power output. The scheme is a conservative uncertainty factor processing method, so the cost is high. Considering the uncertainty of wind power, the calculation efficiency is low. The reason is that the dual optimization process is added to the robust optimization model. The network power flow considering the uncertainty of wind power does not exceed the limit, while the network power flow not considering the uncertainty of wind power exceeds the limit. The reason is that the wind power output is uncertain, and the actual wind power output value is not necessarily equal to the predicted value. The generated scheduling scheme will not guarantee the network security in the worst scenario of actual wind power output if the uncertainty of wind power output is not considered.
On the whole, considering the uncertainty of wind power output, the scheduling cost increases slightly and the calculation efficiency decreases slightly. Nevertheless, the network security is improved.
Conclusions
An improved COO algorithm for solving the SCUC problem was proposed in this paper. The SCUC problem was solved rapidly and effectively considering the uncertainty of wind power output. Simulations based on the IEEE 118-bus example were executed. First, the data-driven discrete variable identification strategy was incorporated into the COO rough model, and then, the invalid security constraints identification strategy was incorporated into the COO accurate model. Finally, the improved COO algorithm combined the discrete variable identification with the invalid security constraint identification to make the uncertain SCUC decision. The conclusions are as follows.
(1) A deep learning model based on LSTM was constructed, and then a data-driven SCUC discrete variable identification strategy was proposed. This strategy was applicated to the COO rough model. The proposed improvement strategy can enhance the computational efficiency greatly of the rough COO model under the premise of ensuring the solution accuracy.
(2) The invalid security constraints identification strategy can identify more than 90% of the invalid security constraints in a short period of time. The strategy introduced to the COO accurate model can effectively reduce the computational redundancy of the COO accurate model and improve its computational efficiency.
(3) The data-driven SCUC discrete variable identification strategy and the invalid security constraint identification strategy were introduced based on the COO algorithm. These strategies effectively improved the compactness and the overall efficiency of the COO algorithm. Compared with the traditional COO, the accuracy and efficiency of the proposed method were improved by nearly 1.13 times and 5 times, respectively.
On the whole, the actual situation, which is common in the SCUC problem, was considered in the method of this paper. By reducing the complexity of the solution space and the model, the purpose of improving the accuracy and efficiency of the solution was achieved. Appendix A Table A1 . Load data and output prediction of wind power for the first test sample in the first type (MW). 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23 Table A2 . Solution results of the SCUC model based on improved COO (taking the first sample in the first type as an example) (MW). 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23 
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