Abstract-The reconstructed images from highly compressed MPEG data have noticeable image degradations, such as blocking artifacts near the block boundaries, corner outliers at crosspoints of blocks, and ringing noise near image edges because the MPEG quantizes the transformed coefficients of 8 2 8 pixel blocks.
algorithm [9] , which uses a 2-D filter for reducing the blocking artifacts and a one-dimensional (1-D) filter for reducing the staircase noise, works well. An iterative image-recovery algorithm using the theory of projections onto convex sets (POCS) has also been proposed [10] . The main drawback of these algorithms is their computation complexity. On the other hand, postfiltering [11] , which uses an overcomplete wavelet representation, has low computation complexity. However, the method is only applied to JPEG-decompressed images. A spatiotemporal adaptive postfiltering, which can be applied to three-dimensional (3-D) subband coding, was proposed for low bit-rate coding [12] , but it has high computation complexity. In [4, Appendix C] , there is a description of the MPEG-4 VM postfiltering algorithm which consists of a deblocking filter and a deringing filter. The filters are also described in [6, section 15.3 
.1 and 15.3.2], respectively, of the MPEG-4 Committee Draft (CD).
In this paper, a postfiltering method with low computation complexity, which exploits both spatial frequency and temporal information, is proposed and applied to MPEG-4 in order to reduce the blocking artifacts, the corner outliers, and the ringing noise. The proposed method was developed in consideration of subjective image quality, peak signal-to-noise ratio (PSNR), and computation complexity. The computational complexity in MPEG-4 is also a very important factor in the implementation of that algorithm in software and hardware. The distribution of the inverse quantized coefficients in the frequency domain and the motion vectors are investigated for extracting the semaphores of the blocking artifacts and the ringing noise in every 8 8 block. By using these blocking and ringing semaphores, a 1-D low-pass filter (LPF) and a 2-D signal-adaptive filter (SAF) are applied to every 8 8 block adaptively.
In this paper, Section II explains the frequency-domain analysis for extraction of the semaphores for the blocking artifacts and the ringing noise. In Section III, the proposed postprocessing method, which consists of a deblocking filter, a compensator for corner outliers, and a deringing filter, is described. In Section IV, several computer-simulation results are presented to compare the proposed algorithm to the VM postfilter with respect to the PSNR and the computation complexity. Finally, conclusions are given in Section V. In the Appendix, the MPEG-4 VM postfiltering method is briefly described.
II. THE SEMAPHORES OF BLOCKING ARTIFACTS AND RINGING NOISE
In order to reduce the number of computations and to perform an efficient reduction of the quantization effects 1051-8215/99$10.00 © 1999 IEEE in the MPEG-4, two kinds of semaphores are defined: the blocking semaphore and the ringing semaphore. The blocking and the ringing semaphores are extracted from the DCT domain of each 8 8 block in the intravideo object plane (VOP) [4] - [6] . Also, the semaphores of the inter-VOP are calculated from both the residual signal and the semaphores of the reference VOP.
A. Semaphore Extraction for Intra-VOP
The distribution of the inverse quantized coefficients (IQC), which is the DCT coefficients after inverse quantization, is investigated. Fig. 1 shows the decoder block diagram of the MPEG-4. In the 8 8 inverse quantized block of Fig. 1 , the coefficients and are used for deciding the blocking and the ringing semaphores.
When only the coefficient in position of Fig. 1 has a nonzero value, the 64 pixels of the 8 8 decoded block have the same value in the spatial domain; therefore, a block having only a DC component can induce horizontal and vertical blocking artifacts. In this case, both the horizontal blocking semaphore (HBS) and the vertical blocking semaphore (VBS) of the block are set to "1." When only the coefficients in the top row of the 8 8 inverse quantized block have nonzero values, the eight pixels in each column have the same value in the spatial domain. This block may induce vertical blocking artifacts, so the VBS is set to "1." When only the coefficients in the far left column have nonzero values, the eight pixels in each row have the same value in the spatial domain. This block may induce horizontal blocking artifacts, so the HBS is set to "1."
The ringing semaphore (RS) is set to "1" if any nonzero coefficients exist in positions other than and in Fig. 1 . The high-frequency coefficients mean that the block includes image edges. Therefore, the block produces a ringing noise around the image edges due to the truncation of the highfrequency coefficients. These three noise semaphores, HBS, VBS, and RS, are stored in three bits for each block. No additional calculation is required to extract the semaphores.
B. Semaphore Propagation for Inter-VOP
The blocking and the ringing semaphores in the reference VOP are propagated to the next inter-VOP by using the motion vectors. Also, the residual signal of the inter-VOP is used to decide the semaphores of the inter-VOP.
1) The Propagation of the Blocking Semaphores from the Reference VOP to the Inter-VOP: Fig. 2 shows the relations of the 8 8 block in the inter-VOP to the adjacent blocks of the reference VOP. The propagation of the blocking semaphore is described by the motion vector as follows. In Fig. 2 , and are the 8 8 blocks of the reference VOP, is a block in the current inter-VOP, and is the motion block of which is estimated by using the motion vector
The HBS and the VBS of the current block can be calculated by a bitwise AND operation on the HBS and the VBS of the reference blocks which are overlapped by the motion-estimated block provided that only those blocks for which the overlapped regions are wider than 2 2 pixels, respectively, are used in this calculation.
As an example, when and the motion-estimated block overlaps with four reference blocks and where the four overlapped regions are all wider than 2 2 pixels. Therefore, the HBS and the VBS of the current block can be calculated from those of the four reference blocks and as shown in Fig. 3 .
2) The Propagation of the Ringing Semaphore from the Reference VOP to the Inter-VOP:
The RS of the current block is set to "1" if any IQC of the residual signals in the 8 8 block of the inter-VOP is nonzero. The MPEG-4 algorithm supports the 8 8 prediction mode, which transmits four motion vectors for one macroblock (MB). The 8 8 prediction mode is usually applied to a busy area which has highfrequency components. Therefore, the RS of a block which has an 8 8 prediction mode is also set to "1." If the RS is still "0" after the above decisions, the RS of the current block can be calculated by a bitwise OR operation on the RS of overlapped reference blocks for which the overlapped regions are wider than 2 2 pixels, respectively. An example of RS calculation is also shown in Fig. 3 . Fig. 4 shows the decoder block diagram, including the proposed postfiltering. The proposed postprocessing method consists of a deblocking filter, a compensator for corner outliers, and a deringing filter, as described in the following subsections.
III. THE PROPOSED POSTPROCESSING METHOD

A. Deblocking Filter for Reducing Blocking Artifacts
One-dimensional LPF to reduce the blocking artifacts is performed strongly or weakly, depending on the blocking semaphores, on the horizontal block boundary and on the vertical block boundary. To reduce the blocking artifacts, most deblocking algorithms compute image-edge information and apply LPF adaptively based on the image edge [8] , [9] , [12] . However, the proposed deblocking algorithm does not require image-edge detection, which requires a large number of computations, because it utilizes the blocking semaphores obtained in Section II. is performed if the pixel value difference in the block boundary is smaller than where the parameter is the quantization factor of H.263. The MPEG-4 standard supports H.263 quantization. In the case of the weak filtering in Fig. 6(c) , the boundary pixels and are averaged, and also the adjacent pixels and are changed slightly to smooth the blocking artifacts.
The proposed deblocking filtering changes the pixel values on the block boundary in order to reduce the 1-D artificial discontinuity. Vertical filtering is performed in the same way as horizontal filtering. The proposed deblocking algorithm, which can be implemented in hardware by block-based parallel processing, requires only shift and addition operations for seven-tap filtering and weak filtering.
B. Reduction of Corner Outliers
A corner outlier is characterized [8] , [13] by a pixel which is either much larger or much smaller than its neighboring pixels in the corner point of an 8 8 block of the MPEGdecompressed image, as shown in Fig. 7 . In Fig. 7(a) , when a dark gray region is distributed over four blocks and one or two pixels of the dark gray region are located in the corner points of neighboring blocks, the corner points can be distorted by quantization of the DCT coefficients, as shown in Fig. 7(b) , which is called a corner outlier. The corner outlier cannot be removed by deblocking and deringing filters. In order to reduce the corner outlier, the corner outlier must be detected and compensated for. Fig. 7(c) Fig. 7 (c) and is less than corner-outlier compensation is performed on and as follows:
If the number of candidates is more than two, the candidate which has the largest difference from is selected, and corner-outlier compensation is performed on that point. 
C. Deringing Filter for Reducing Ringing Noise
Prior to applying the deringing filtering for each block, the RS is investigated. If the RS of a current block is "1," deringing filtering is applied to that block. In order to prevent the image details from being distorted by filtering, simple edge detection is performed before filtering. Edge detection and 2-D signal-adaptive filtering (2-D SAF) are applied to an 8 8 block with a nonzero ringing semaphore in order to reduce the ringing noise, as shown in Fig. 8 . The 2-D SAF is applied to 4 4 pixels centered on an 8 8 block because the boundary pixels are smoothed by the deblocking filter.
1) Edge Detection: 1-D horizontal and vertical gradient operators are applied to the reconstructed blocks in order to find the image edges. The threshold value for deciding the edge pixels is selected from the quantized factor of H.263. In order for 2-D SAF to be applied to a 4 4 pixels, edge information must be obtained for 6 6 pixels which include 4 4 pixels, as shown in Fig. 8(a) . The edge map 
m][n]-pixel[m][n + 1] ; A2 pixel[m][n]-pixel[m][n 1] ; if (((A1 QP) and (A2 QP)) or (A1 2QP) or (A2 2QP)) Edge[m][n] = 1; else /* Vertical edge detection */ A1 pixel[m][n]-pixel[m + 1][n] ; A2 = pixel[m][n]-pixel[m 1][n] ; if (((A1 QP) and (A2 QP)) or (A1 2QP) or (A2 2QP)) Edge[m][n] = 1;
2) 2-D Signal-Adaptive Filter (2-D SAF):
A deringing filtering is proposed to smooth the ringing noise without significant loss of image details. The proposed filtering is a simple convolution operation in which the weighting factors for the convolution are varied according to the edge map. The SAF is applied to the decoded block by using The window for 2-D SAF is shown in Fig. 8(b) . When the central point of the filter window is on the edge pixel, the 2-D filtering operation is not performed [e.g., 1 in Fig. 8(a) ]. If no edge point is included in the 4-connected filter window, low-pass filtering is performed [e.g., 2 in Fig. 8(a) ]. If some edge points, not on the center point, are in the 4-connected filter window, weighted filtering to exclude the edge pixels is performed [e.g., 3 in Fig. 8(a) ]. The weighting factors are defined in consideration of computation complexity, so SAF filtering can be performed by simple shift and addition operations as shown in Table I .
TABLE I SIGNAL-ADAPTIVE FILTERING IN CONSIDERATION OF THE IMAGE-EDGE MAP
"0" means a nonedge point and "1" means an edge point in the left five columns.
IV. SIMULATION RESULTS
The simulation was performed with a frame-based VOP, a fixed QP which utilizes H.263 quantization, a 16.0 motion search range, unrestricted motion estimation/compensation, an advanced prediction mode, a DC/AC prediction, and the combined motion shape texture coding of the MPEG-4 standard [4] - [6] . Fifteen image sequences, each having 300 frames, were used for this simulation. Each sequence was compressed at a given bit rate, image size, and frame rate with the scheme of IPPPP which means that only the first frame is intracoded and the others are all intercoded without the B-VOP. The computer simulations were carried out to demonstrate the performance of the proposed postprocessing which reduces the blocking artifacts, corner outliers, and ringing noise. The PSNR was used for an objective evaluation [7] , and the total number of instructions and memory access statistics related to the run-time software and hardware complexity were calculated to evaluate the computation complexity on the ultra Sparc machine. In order to evaluate the computation complexity and memory access statistics, IPROF 0.2a (Instruction Usage Profiler) was used [14] . IPROF calculates the total instruction usage statistics for every opcode including the arithmetic instructions, the jump/test/compare instructions, the load/store instructions, the floating-point instructions, and other instructions. The instruction usage statistics can represent the complexity for implementing the algorithm. Also, IPROF calculates memory access statistics, which are the total number of bytes read from memory and written to memory. The same type of memory in both VM postfiltering and the proposed postfiltering was allocated for software simulation, and the optimized version of VM postfiltering was used for the complexity analysis.
The PSNR results are shown in Table II , where Avg. PSNR means the average PSNR of all decoded frames, and INTRA PSNR means the PSNR of the intracoded frame. The PSNR of the proposed algorithm is better than that of the MPEG-4 verification model (VM), both without VM postfiltering and with VM postfiltering, for most of the test sequences in Table II . As an example, Fig. 9 shows the PSNR of each frame image in the "Mother and Daughter" sequence which was compressed with 24 kbits/s, frame rates of 10 Hz, and spatial resolution of QCIF. The proposed algorithm produces the better PSNR over all frames than the VM decoder and VM postfiltering. The total number of instructions (in units) and the total memory access statistics (in Mbytes) for each sequence are compared in Table III and Figs. 10 and 11. In Figs. 10 and 11 , both the number of instructions and the memory access statistics of the VM filter are scaled to 1. According to the comparison studies, the average number of instructions and the average memory access statistics of the proposed filtering are 66 and 67% of the VM filtering, respectively, which correspond to 20.1 and 20.5% of those of the VM decoder, respectively. In subjective quality assessment, the VM filter and the proposed filter show very similar results. A onehundred-twentieth frame image of the "Hall Monitor" sequence is shown in Fig. 12 . The original image, Fig. 12(a) , was compressed with a bit rate of 10 kbits/s, a frame rate of 7.5 Hz, and a spatial resolution of 176 144 (QCIF). The three types of major noises are shown in the decompressed image in Fig. 12(b) . Both the VM postfiltering in Fig. 12(c) and the proposed postfiltering in Fig. 12(d) have excellent deblocking and deringing performance. However, only the proposed postfiltering reduces the corner outliers. The first-frame image of the "Foreman" sequence is also shown in Fig. 13 , which was compressed with 112 kbit/s, 15 Hz, and CIF (352 288). Both the VM postfiltering in Fig. 13(c) and the proposed postfiltering in Fig. 13(d) show excellent deblocking and deringing effect compared with the VM decoder in Fig. 13(b) , where Fig. 13(a) is the original image.
V. CONCLUSIONS
When images are highly compressed, the decompressed images produce quantization effects, such as blocking artifacts, corner outliers, and ringing noise. The proposed postprocessing reduces the quantization effects of the decompressed images by using semaphores and adaptive filters. The blocking and ringing semaphores of each block greatly contribute to reducing the computational complexity of postfiltering. The motion vectors in the inter-VOP are used to extract the blocking and the ringing semaphores for the current block. In video coding, both the PSNR and the computation complexity must be considered for high image quality and for easy implementation in the hardware and the software. From the aspect of hardware complexity, the proposed algorithm can be performed by parallel processing without multiplication and division operations. The proposed postprocessing can be effectively used for low bit-rate image coding because it significantly enhances the subjective quality while maintaining the image details. The proposed algorithm was adopted as an optional postprocessing method in [6, Sect. 15 
A. Deblocking Filter
The filtering operations are performed horizontally and vertically along an 8 8 block boundary. In the filter operation, the DC offset mode and default mode are selected, depending on the pixel smoothness condition on the block boundary. From Fig. 5 , eq cnt can be defined as follows:
where if and 0 otherwise. The DC offset mode is selected when eq cnt is greater than 5. Otherwise, the default mode is selected. In the DC offset mode, if is less than or equal to a 9-tab (1,1,2,2,4,2,2,1,1) LPF is applied to eight pixels of and on the horizontal block boundary in Fig. 5 , where the is the quantization factor of H.263. In the default mode, weak LPF is applied to pixels and The vertical filtering is performed in the same way as the horizontal filtering [6] .
B. Deringing Filter
The deringing filtering based on an 8 8 block is composed of three steps: threshold determination, thresholding, and adaptive smoothing. The threshold value is determined by the average value of minimum gray level and maximum gray level of each 8 8 block. The threshold value of each block is modified by investigating the dynamic range of the gray scale in the corresponding macroblock. Each block is binarized by the threshold value. The binary pixel values are used to sustain image edge in smoothness process. The 3 3 adaptive smoothing, which is a convolution process, is performed on an 8 8 block as follows. If all binary pixels in the 3 3 window have the same value, 3 3 LPF is applied to the center pixel of the 3 3 window. Otherwise, no operation is performed on the pixel [6] .
