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Résumé
Résumé
De façon générale, cette thèse s’intéresse aux liens entre théorie des représentations et
probabilités. Elle se subdivise en principalement trois parties.
Dans un premier volet plutôt algébrique, nous construisons un modèle de chemins pour
les cristaux géométriques de Berenstein et Kazhdan, pour un groupe de Lie complexe semi-
simple. Il s’agira pour l’essentiel de décrire la structure algébrique, ses morphismes naturels
et ses paramétrisations. La théorie de la totale positivité y jouera un role particulièrement
important.
Ensuite, nous avons choisi d’anticiper sur les résultats probabilistes et d’exhiber une
mesure canonique sur les cristaux géométriques. Celle-ci utilise comme ingrédients le
superpotentiel de variété drapeau, et une mesure invariante sous les actions cristallines.
La mesure image par l’application poids joue le role de mesure de Duistermaat-Heckman.
Sa transformée de Laplace définit les fonctions de Whittaker, fournissant une formule
intégrale particulièrement intéressante pour tous les groupes de Lie. Il apparait alors
clairement que les fonctions de Whittaker sont aux cristaux géométriques, ce que les
caractères sont aux cristaux combinatoires classiques. La règle de Littlewood-Richardson
est aussi exposée.
Enfin nous présentons l’approche probabiliste permettant de trouver la mesure canon-
ique. Elle repose sur l’idée fondamentale que la mesure de Wiener induira la bonne mesure
sur les structures algébriques du modèle de chemins.
Dans une dernière partie, nous démontrons comment notre modèle géométrique dégénère
en le modèle de Littelmann continu classique, pour retrouver des résultats connus. Par ex-
emple, la mesure canonique sur un cristal géométrique de plus haut poids dégénère en une
mesure uniforme sur un polytope, et retrouve les paramétrisations des cristaux continus.
Mots-clefs
Cristaux géométriques, Modèle de chemins de Littelmann géométrique, Mesure de Duistermaat-
Heckman géométrique, Mouvement brownien, Théorème de Pitman 2M-X, Transformées
de Pitman, Hamiltonien de Toda, Fonctions de Whittaker, Identités en loi Beta-Gamma,
Totale positivité.
8Littelmann path model for geometric crystals, Whittaker
functions on Lie groups and Brownian motion
Abstract
Generally speaking, this thesis focuses on the interplay between the representations of Lie
groups and probability theory. It subdivides into essentially three parts.
In a first rather algebraic part, we construct a path model for geometric crystals in
the sense of Berenstein and Kazhdan, for complex semi-simple Lie groups. We will mainly
describe the algebraic structure, its natural morphisms and parameterizations. The theory
of total positivity will play a particularly important role.
Then, we anticipate on the probabilistic part by exhibiting a canonical measure on
geometric crystals. It uses as ingredients the superpotential for the flag manifold and a
measure invariant under the crystal actions. The image measure under the weight map
plays the role of Duistermaat-Heckman measure. Its Laplace transform defines Whittaker
functions, providing an interesting formula for all Lie groups. Then it appears clearly
that Whittaker functions are to geometric crystals, what characters are to combinatorial
crystals. The Littlewood-Richardson rule is also exposed.
Finally we present the probabilistic approach that allows to find the canonical measure.
It is based on the fundamental idea that the Wiener measure will induce the adequate
measure on the algebraic structures through the path model.
In the last chapter, we show how our geometric model degenerates to the continuous
classical Littelmann path model and thus recover known results. For example, the canon-
ical measure on a geometric crystal of highest weight degenerates into a uniform measure
on a polytope, and recovers the parameterizations of continuous crystals.
Keywords
Geometric crystals, Geometric Littelmann path model, Geometric Duistermaat-Heckman
measure, Brownian motion, Pitman 2M-X theorem, Pitman transforms, Quantum Toda
Hamiltonian, Whittaker functions, Givental-type integral representation of Toda eigen-
functions, Beta-Gamma algebra identities, Total positivity.
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Chapter 1
Introduction
Si l’on s’intéresse aux liens entre théorie des représentations et probabilités, les modèles
combinatoires pour la théorie des représentations de groupes de Lie tels que le modèle de
chemins de Littelmann constituent un pont naturel entre ces deux domaines. Car, après
tout, les chemins aléatoires ou plutôt les marches aléatoires sont parmi les objets d’étude
préférés des probabilistes.
Dans le cas du groupe SLn+1, il est connu que la combinatoire de la théorie des
représentations se retrouve dans celle des tableaux de Young (voir Fulton [Ful97]). Et la
correspondance de Robinson-Schensted-Knuth (RSK) met en bijection ces mêmes chemins,
appelés alors ’mots’, avec des paires de tableaux de Young (P,Q) de même forme. Finale-
ment, cette correspondance fournit le lien le plus direct entre chemins et combinatoire de
la théorie des représentations. Plus d’informations dans ce sens sont données au chapitre
suivant. L’exemple phare qui nous a guidé et qui illustre parfaitement le genre de mathé-
matiques qui nous intéresse est un résultat de O’Connell ([OC03]). Il démontre la propriété
de Markov pour le tableau Q obtenu par RSK, si la variable d’entrée est une marche aléa-
toire.
Dans les années 1990, Littelmann a décrit un modèle combinatoire où il s’agit de
compter des chemins discrets sur le réseau des poids d’un groupe de Lie G ([Litt], [Litt95],
[Litt97]). Il généralise ainsi la combinatoire des tableaux de Young. Ces chemins sont
une réalisation d’objets algébriques, les cristaux de Kashiwara. Ils permettent d’obtenir
un grand nombre d’informations sur les représentations de ce groupe: une formule des
caractères effective, une règle de Littlewood-Richardson pour la décomposition de produits
tensoriel en irréductibles, une règle de branchement etc... Les travaux de Biane et al.
([BBO], [BBO2]) ont consisté, entre autres, à construire des cristaux continus qui peuvent
être vus comme la limite continue du modèle de Littelmann. En considérant des chemins
browniens, les cristaux aléatoires engendrés sont décrits et munis de mesures canoniques.
L’analogue de l’exemple phare cité précédemment est la propriété de Markov du processus
de plus haut poids Pw0W , qui s’interprète comme une généralisation du théorème de
Pitman. Ici W est un mouvement brownien standard multi-dimensionnel et Pw0 est une
transformation de chemins qui généralise la transformation de Pitman:
P : W 7→
(
Wt − 2 inf0≤s≤tWt; t ≥ 0
)
Suite à celà, dans les années 2000, Berenstein et Kazhdan ([BK00], [BK04], [BK06])
ont introduit les cristaux géométriques, qui sont des “relevés géométriques” des cristaux
de Kashiwara. La dénomination est dûe au fait que les cristaux de Berenstein et Kazhdan
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capturent des informations de nature géométrique sur la partie totalement positive du
groupe et dégénèrent en les cristaux de Kashiwara, grâce à une procédure de tropicali-
sation. Au sein de la communauté probabiliste commençait aussi le relevé géométrique
des résultats cités au paragraphe précédent: Matsumoto et Yor ([MY00-1], [MY00-2]) dé-
montrent une déformation du théorème de Pitman à base de fonctionnelles exponentielles.
Puis, O’Connell ([OC09]) prouve la propriété de Markov d’un processus de plus haut poids
“géométrique”, dans le cas du groupe linéaire GLn. Ses travaux étaient motivés par une
application aux polymères dirigés et plus globalement, l’équation de KPZ.
Dans ce contexte, mon directeur m’a proposé de m’intéresser aux processus de plus
haut poids liés à d’autres groupes. Les premières bribes de résultats arrivant, nous nous
sommes rendus compte que nous examinions des cristaux géométriques aléatoires consti-
tués de chemins browniens, et qu’il était possible de dégager une théorie générale pour
tous les groupes de Lie complexes. Nous avons choisi de subdiviser cette thèse en trois
parties principales et une dernière qui explique comment on retrouve certains résultats
déjà connus.
Modèle de Littelmann pour cristaux géométriques: Ce premier volet est certaine-
ment le plus algébrique. Nous commençons par définir axiomatiquement une notion de
cristal géométrique, et une opération algébrique de produit tensoriel. L’exemple typique,
déjà traité par Berenstein et Kazhdan, est la variété totalement positive B = B>0, B étant
le sous-groupe de Borel inférieur. Dans le cas du groupe G = SLn+1, B est constitué des
matrices triangulaires inférieures et B ⊂ B de celles dont tous les mineurs sont strictement
positifs. Un invariant essentiel fixé par les actions cristallines est le plus haut poids:
hw : B −→ a
L’application hw fournit un feuilletage de B en cristaux de plus haut poids:
B =
⊔
λ∈a
B(λ)
Une de nos valeurs ajoutées à ce niveau est le fait d’exhiber des paramétrisations de
B qui sont les relevés géométriques des paramétrisations usuelles des cristaux classiques.
Elles se révèleront ensuite non seulement utiles pour les calculs mais aussi naturelles, car
compatibles avec des relevés géométriques au niveau du modèle de chemin, qui se ’projette’
sur B.
Ensuite, nous passons à la description du modèle de chemins proprement dit. Notons
a ≈ Rn la partie réelle de la sous-algèbre de Cartan associée au groupe G. Toujours
dans le cas G = SLn+1, il s’agit simplement de l’ensemble des matrices diagonales de
trace nulle. Pour un horizon T > 0, nous considérons C0 ([0, T ], a) l’ensemble des chemins
continus sur un segment [0, T ], nuls en 0 et à valeurs dans a. Nous munissons C0 ([0, T ], a)
d’une structure de cristal géométrique. Cette dernière porte toutes les caractéristiques du
modèle de Littelmann classique dans le sens où le poids d’un chemin est défini comme son
extrémité, et le produit tensoriel de deux cristaux est isomorphe au cristal obtenu par la
concaténation de leurs chemins.
La ’projection’ p(pi) d’un chemin pi ∈ C0 ([0, T ], a) sur B a lieu en résolvant une équation
différentielle ordinaire sur le groupe résoluble B, pilotée par le chemin pi. Moralement, il
faut y penser comme le mécanisme d’insertion du ’mot’ pi dans B, de la même fao¸n que la
correspondance de Robinson-Schensted-Knuth insère un mot dans un tableau de Young
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semi-standard. Le plus haut poids λ de pi ∈ C0 ([0, T ], a) est obtenu comme l’extrémité du
chemin Tw0pi, où Tw0 est un relevé géométrique de la transformée de Pitman Pw0 .
Nous démontrons que l’application de ’projection’ p est un isomorphisme de cristaux
entre un cristal de chemins connexe et un cristal de plus haut poids B(λ). Il en découle un
analogue du théorème d’indépendance de Littelmann qui dit que la structure d’un cristal
connexe ne dépend que de son plus haut poids. Enfin, nous interprétons la bijection
suivante comme une correspondance de Robinson-Schensted-Knuth géométrique:
RSK : C0 ([0, T ], a) −→ {(x, η) ∈ B × C (]0, T ], a) | hw(x) = η(T )}
pi 7→ (p(pi), (Tw0pit; 0 < t ≤ T ))
Mesure canonique sur les cristaux géométriques: La deuxième partie anticipe un
peu sur les résultats probabilistes de la suivante. En quelques mots, en considérant le
cristal aléatoire engendré par un chemin brownien, une mesure canonique sur le cristal
géométrique B(λ) apparaît par calcul. Il est question dans cette partie d’en tirer les
conséquences.
Les ingrédients essentiels sont une mesure de référence torique ω sur B(λ) ainsi que le
superpotentiel fB : B → R>0. En fait, il s’agissait d’objets introduits par Rietsch ([Rie11])
et fB quant à lui a été utilisé par Berenstein et Kazhdan ([BK06]) pour tropicaliser leurs
cristaux géométriques en cristaux de Kashiwara. La force de notre approche consiste à
montrer qu’il s’agit en effet d’objets naturels, qui apparaissent dans une mesure canonique
sur B(λ). Dans l’étude de fB, nous répondons aussi à une question ouverte de Rietsch au
sujet de l’existence et l’unicité d’un minimum sur chaque B(λ).
La mesure image de cette mesure canonique par l’application de poids incarne na-
turellement la multiplicité des poids sur le cristal B(λ). Elle joue le role de mesure de
Duistermaat-Heckman. Sa transformée de Laplace définit les fonctions de Whittaker, qui
sont par conséquent l’équivalent des caractères. La phrase qui consiste à dire que “Les
fonctions de Whittaker sont aux cristaux géométriques, ce que les caractères sont aux
cristaux discrets” prend alors tout son sens. Pour ces fonctions importantes en théorie des
représentations et en théorie des nombres, celà fournit des formules intégrales intéressantes
pour tous les groupes de Lie complexes semi-simples. Nous prendrons le temps de relier
ces fonctions de Whittaker à celles introduites à la base par Jacquet dans [Ja67], et de
présenter un théorème de Plancherel qui implique, dans un certain sens, une orthogonalité
de ces caractères géométriques.
La règle de Littlewood-Richardson est aussi exposée. La mesure induite sur les com-
posantes connexes d’un produit tensoriel fait apparaître naturellement la charge centrale
introduite par Berenstein et Kazhdan.
Cristaux aléatoires et mouvement brownien hypoelliptique sur le groupe résol-
uble B: Au sein de cette thèse, ce chapitre incarne au mieux la philosophie probabiliste
qui consiste caricaturalement à “lancer une pièce en l’air et voir jusqu’où elle nous mène”.
Puisque la mesure de Wiener est la mesure naturelle sur l’ensemble des chemins continus,
il s’agit de considérer le cristal aléatoire engendré par un chemin brownien et d’examiner
les mesures qui en découlent. Il s’agira d’une étude selon deux aspects.
• Décrire le processus de plus haut poids. On verra qu’il s’agit d’une diffusion reliée
au hamiltonien de Toda.
• Décrire la mesure induite sur le cristal conditionnellement à son plus haut poids.
Cette mesure sera la mesure canonique exploitée dans la deuxième partie.
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A cause de la correspondance de RSK géométrique, cette analyse tourne principale-
ment autour de l’étude d’un mouvement brownien hypoelliptique
(
Bt(W (µ)), t ≥ 0
)
sur
le groupe résoluble B, piloté par un mouvement brownien euclidien W (µ) avec drift µ.
Lorsque ce drift est dans la chambre de Weyl, la partie N de ce mouvement brownien
hypoelliptique converge et donne une mesure invariante que l’on pourra explicitement
calculer.
Les fonctions de Whittaker sont des fonctions harmoniques pour ce processus. Plus
précisément, elles sont induites par un caractère du sous-groupe unipotent N ⊂ B. Ici N
jouera le role de ’frontière’ au sens de Furstenberg. La mesure invariante sur N donnera
alors une intégrale de Poisson pour les fonctions de Whittaker.
Dégénérescences: Il est possible de déformer continûment notre modèle géométrique
de chemins grâce à un paramètre q > 0, qui peut s’interpréter comme une température.
La limite lorsque q tend vers zéro retrouve le modèle de Littelmann continu présenté dans
[BBO2]. Dans cette partie, nous décrivons le procédé de crystallisation, les structures
restantes à température nulle ainsi que les mesures naturelles correspondantes. Nous
retrouvons alors la plupart des résultats de [BBO] et [BBO2].
If one is interested in the interplay between representation theory and probability
theory, combinatorial tools such as the Littelmann path model give a natural bridge.
Afterall, random paths or more accurately random walks are among the probabilist’s
favorite objects.
In the case of SLn+1, it is well-known that the combinatorics of representations are
within the combinatorics of Young tableaux (see Fulton [Ful97]). And the Robinson-
Schensted-Knuth (RSK) correspondence gives a bijection between paths, that are called
in this context ’words’, and pairs (P,Q) of Young tableaux with the same shape. In the
end, this correspondence yields the most direct link between paths and the combinatorics
of representation theory. More informations are presented in the next chapter. The key
example that has guided us and that illustrates perfectly the kind of mathematics we are
interested in, is a theorem by O’Connell ([OC03]). He proved the Markov property for the
Q tableau obtained through RSK, if the input variable is a random walk.
In the nineties, Littelmann described a path model based on the enumeration of cer-
tain discrete paths on the weight lattice of a Lie group G ([Litt], [Litt95], [Litt97]). It
generalizes the combinatorics of Young tableaux. These paths are a realization of alge-
braic objects, Kashiwara crystals. They encode a great deal of information on the group’s
representations: they yield an effective character formula, a Littlewood-Richardson rule
for the decomposition of tensor products, a branching rule etc... In [BBO] and [BBO2],
Biane et al. constructed continuous crystals that can be seen as the continuous limit of
Littelmann’s path model. Then, by considering Brownian paths, the generated random
crystals are described and endowed with canonical measures. There is a theorem analo-
gous to the previous key example, which is the Markov property for the highest weight
process Pw0W . It is interpreted as a generalization of Pitman’s theorem. Here, W is a
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multidimensional Brownian motion and Pw0 is a path transform generalizing the following
simple Pitman transform:
P : W 7→
(
Wt − 2 inf0≤s≤tWt; t ≥ 0
)
Then, in the 2000s, Berenstein and Kazhdan ([BK00], [BK04], [BK06]) introduced
geometric crystals, which are “geometric liftings” of Kashiwara crystals. Such a denom-
ination is due to the fact that these objects use geometric information on the totally
positive varieties in the group G and degenerate into Kashiwara crystals after a tropicali-
sation procedure. Probabilists also started the geometric lifting of the results cited in the
previous paragraph: Matsumoto and Yor ([MY00-1], [MY00-2]) proved a deformation of
Pitman’s theorem based on exponential functionals of Brownian motion. And O’Connell
([OC09]) proved the Markov property for a “geometric” highest weight process, in the case
of the general linear group GLn. His work was motivated by directed polymers and more
generally the KPZ equation.
In this context, my advisor suggested I should investigate highest weight processes for
other Lie groups. With the first bits of results, we realized that we were examining random
geometric crystals made of Brownian paths and that it is possible to build a theory for
all complex Lie groups. This thesis has three main parts and a final chapter that explains
how to recover known results.
Littelmann path model for geometric crystals: This first part is certainly the
most algebraic. We start by defining axiomatically a notion of geometric crystal and an
algebraic tensor product operation. The typical example, already known to Berenstein and
Kazhdan, is the totally positive variety B = B>0, where B is the lower Borel subgroup.
In the case of G = SLn+1, B is simply the set of lower triangular matrices and B ⊂ B
is made of the matrices with positive minors. An essential invariant fixed by the crystal
actions is the highest weight:
hw : B −→ a
The map hw gives rise to a foliation of B into highest weight crystals:
B =
⊔
λ∈a
B(λ)
At this level, one of our added values is to expose parametrizations for B that are
geometric liftings of the parametrizations for usual crystals. These liftings are not only
handy for computations but also natural, as they are commpatible with geometric liftings
in the path model, which ’projects’ onto B.
Next, we deal with the path model itself. Let a ≈ Rn be the real part of the Cartan
subalgebra associated to the group G. Still in the case of G = SLn+1, it is simply the
set of diagonal matrices with zero trace. For a fixed time horizon T > 0, we consider
C0 ([0, T ], a), the set of a-valued continuous paths on the interval [0, T ] and that vanish at
0. We endow C0 ([0, T ], a) with a geometric crystal structure. This structure has all the
characteristics of the classical Littelmann path model as the weight of a path is given by
its endpoint, and the tensor product of two crystals is isomorphic to the crystal obtained
by the concatenation of their elements.
The ’projection’ p(pi) of a path pi ∈ C0 ([0, T ], a) on B is the result obtained by solving
on B an ordinary differential equation driven by the path pi. Morally speaking, one can
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think about it as an insertion procedure of the ’word’ pi inside of B, in the same fashion
as the Robinson-Schensted-Knuth correspondence inserts a word inside a semi-standard
Young tableau. The highest weight λ for pi ∈ C0 ([0, T ], a) is obtained as the endpoint of
Tw0pi, where Tw0 is a geometric lifting of the Pitman transform Pw0 .
We prove that the ’projection’ map p is a crystal isomorphism between a connected
path crystal and a highest weight crystal B(λ). An analogue of Littelmann’s independence
theorem follows: the structure of a connected crystal depends only on its highest weight.
Finally, we interpret the following bijection as the geometric counterpart of the Robinson-
Schensted-Knuth correspondence:
RSK : C0 ([0, T ], a) −→ {(x, η) ∈ B × C (]0, T ], a) | hw(x) = η(T )}
pi 7→ (p(pi), (Tw0pit; 0 < t ≤ T ))
Canonical measure on geometric crystals: The second part anticipates a little and
uses the probabilistic results from the following chapter. In short, by considering the
random crystal generated by a Brownian motion, a canonical measure on the geometric
crystal B(λ) is computed. We think it is better to draw the full implications of that result
before diving into stochastic analysis.
The essential ingredients are a toric reference measure ω on B(λ) and the superpotential
fB : B → R>0. In fact, both objects were introduced by Rietsch ([Rie11]) and fB was used
by Berenstein et Kazhdan ([BK06]) in order to ’cut’ tropicalized geometric crystals. The
strength of our approach consists in showing that these are natural objects that appear in
the canonical measure on B(λ). In the study of fB, we also answer a question by Rietsch
concerning the existence and uniqueness of a minimum on each B(λ).
The image measure of our canonical measure through the weight map naturally em-
bodies weight multiplicities in the geometric crystal B(λ). It plays the role of Duistermaat-
Heckman measure. Its Laplace transform defines Whittaker functions, that are therefore
analogous to characters. Thus, the sentence “Whittaker functions are to geometric crys-
tals, what characters are to combinatorial crystals” takes on its full meaning. In the case
of all complex semi-simple groups, we obtain integral formulae for these functions that are
important in representation theory and number theory. We take the time of explaining how
our Whittaker functions are related to those introduced originally by Jacquet in [Ja67].
Moreover, we present a Plancherel theorem, which in a way, implies the orthogonality of
these geometric characters.
Furthermore, the Littlewood-Richardson rule is exposed. The central charge intro-
duced by Berenstein and Kazhdan appears naturally in the measure induced by Brownian
motion on the connected components of a tensor product, in the same way the superpo-
tential showed up in the measure induced on geometric crystals.
Random crystals and hypoelliptic Brownian motion on the solvable group B:
In the scope of this thesis, this chapter incarnates best the philosophy underlying proba-
bility theory, which can be very broadly summarized as “let’s toss a coin and see where
it leads us”. Since the Wiener measure is the natural measure on continuous paths, we
will consider a random crystal generated by a Brownian path and examine the induced
measures. This study will have two aspects.
• Describing the highest weight process. We will see it is a diffusion process related to
the quantum Toda Hamiltonian.
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• Describing the measure induced on a geometric crystal conditionally to its highest
weight. This measure will be the canonical measure used in the second chapter.
Because of the geometric RSK correspondence, our analysis revolves mainly around
the study of a hypoelliptic Brownian motion
(
Bt(W (µ)), t ≥ 0
)
on the solvable group B,
driven by an Euclidian Brownian motion W (µ) with drift µ. When this drift is in the
Weyl chamber, the N part of this hypoelliptic Brownian motion converges and gives an
invariant measure we will be able to compute.
Whittaker functions are harmonic for this process. More exactly, they are induced by
a character for the unipotent subgroup N ⊂ B. Here, N will play the role of boundary in
Furstenberg’s sense. And the invariant measure on N will give rise to a Poisson integral
for Whittaker functions.
Degenerations: It is possible to continuously deform our geometric path model thanks
to a parameter q > 0. This parameter can be interpreted as a temperature. In the limit as
q goes to zero, one recovers the continuous Littelmann path model presented in [BBO2].
In this final chapter, we describe the crystallization procedure, the remaining structures
at zero temperature and the corresponding natural measures. This allows us to recover
most of the results in [BBO] et [BBO2].

Chapter 2
Classical related works: An
informal panorama
In this chapter, we informally depict known results that illustrate the interplay between
probability theory and combinatorial representation theory, which is the kind of mathe-
matics we will be dealing with.
2.1 The Robinson-Schensted-Knuth correspondence
This correspondence is probably the simplest example as it gives a correspondence between
paths, in this case called ’words’, and the representation theoretic objects that are Young
tableaux. A standard reference is Fulton [Ful97].
An integer partition λ is a tuple λ1 ≥ λ2 ≥ · · · ≥ 0 such that
|λ| :=
∑
i
λi <∞
Every partition λ can be visually represented as a Young diagram, a collection of left-
justified cells: λ1 cells on the first row, λ2 on the second etc...
Example 2.1.1. The Young diagram associated to the partition λ = (5, 3, 2) is:
Consider an alphabet of n letters A = {1, . . . , n}. A semi-standard (resp. standard)
Young tableau is a filling of a Young diagram using the alphabet, such that the entries
are weakly (resp. strictly) increasing from left to right and strictly increasing down the
columns. We will use the abbreviations SST (resp. ST) for “semi-standard tableau” (resp.
“standard tableau”).
In any case, the shape of a tableau P is the integer partition obtained by erasing its
entries and is denoted sh(P ).
Example 2.1.2. The following P and Q are respectively a SST and a ST:
P =
1 1 1 1 2 2
2 2
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Q =
1 2 4 5 7 8
3 6
Now let us describe an operation called row insertion. For a tableau T and a letter
x ∈ A, one forms a new tableau that has one more entry labelled by x. Start with the
first row and insert x at the leftmost position that is strictly larger than x, in order to
preserve the weakly increasing property from left to right. If that position is taken by a
letter y > x, replace it by x and continue the same procedure with y on the next row. We
say that y has been bumped. If x is at least as large as all the entries of the current row,
x is appended at the end. The procedure then stops.
The Robinson-Schensted-Knuth correspondence is given applying an algorithm. It has
the following specifications:
• Input: A word w ∈ A(N)
• Algorithm: Do row insertions of letters to obtain a tableau P and record the growth
in Q.
• Output: A pair (P,Q) of tableaux where P is a SST and Q is a ST.
Theorem 2.1.3. The RSK correspondence is bijection between words and pairs (P,Q) of
tableaux, where P is SST, Q is ST and sh(P ) = sh(Q)
Example 2.1.4. Applying the RSK algorithm to the word w = (1, 2, 1, 1, 2, 1, 2, 2), one
obtains the following sequence of tableaux:
1 −→ 1 2 −→
1 1
2 −→
1 1 1
2 −→
1 1 1 2
2 −→
1 1 1 1
2 2 −→
1 1 1 1 2
2 2 −→
1 1 1 1 2 2
2 2 = P
1 −→ 1 2 −→
1 2
3 −→
1 2 4
3 −→
1 2 4 5
3 −→
1 2 4 5
3 6 −→
1 2 4 5 7
3 6 −→
1 2 4 5 7 8
3 6 = Q
Remark 2.1.5. Strictly speaking, this correspondence is called the Robinson-Schensted
correspondence. RSK usually refers to the generalization of Knuth when an integer matrix
is taken as input.
Notice that the RSK correspondence gives a dynamically growing shape. If one takes
in input a random walk, by discarding the P tableau and looking only at the Q tableau,
one observes a shape process evolving in time.
Theorem 2.1.6 (O’Connell [OC03]). The shape is a Markov process.
The transition kernel is written in term of Schur functions, which are the characters
of the group GLn.
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2.2 Pitman’s theorem
Theorem 2.2.1 (Pitman (1975)). If B is a standard Brownian motion, then
2 sup
0≤s≤t
(Bs)−Bt
is a 3-dimensional Bessel process, meaning that it is a Markovian diffusion process with
infinitesimal generator
1
2
d2
dx2
+ d
dx
(log(x)) d
dx
The coefficient 2 is essential and there is a very strong rigidity with respect to that
coefficient. Indeed, further investigations by Rogers and Pitman prove that k = 0, k =
1, k = 2 are the only cases where the Markov property holds among the processes of the
form:
k sup
0≤s≤t
(Bs)−Bt
At first glance, this theorem seems like a puzzling oddity, a singularity. Indeed the
Markov property is a very rare feature in general processes, and it is very surprizing that
a process tailored with extrema of Brownian motion, ends up being Markovian. Afterall,
sup0≤s≤t(Bs) is a typical example of non-Markovian behavior.
By replacing the Brownian motion by its opposite, one might prefer the use of the
path transform, which we call the Pitman transform:
P(pi)(t) = pi(t)− 2 inf
0≤s≤t
(pi(s))
Here, the miracle at play is of algebraic nature and is more simply explained by going
back to a discrete setting. In fact, Pitman proved his theorem in the discrete setting first,
from which he deduced the continuous case.
Theorem 2.2.2 (Discrete Pitman’s theorem (1975)). Let Bn a standard random walk on
Z. Then:
Xn = Bn − 2 inf0≤k≤nBk
is Markov with transition kernel:
Q(x, x+ 1) = 12
x+ 2
x+ 1 Q(x, x− 1) =
1
2
x
x+ 1
Moreover (intertwining measure):
P (Bn = b|Xn = x) = U ({−x, . . . , x− 4, x− 2, x})
Although it seems quite unrelated, Pitman’s theorem is in fact a particular case of
theorem 2.1.6 when A = {1, 2} is an alphabet of two letters. Indeed, the input word can
be seen as random walk by reading 1 as a ’down’ move and 2 as an ’up’ move. Then the
integer partition λ = {λ1 ≥ λ2 ≥ 0} can be simply recorded by the quantity λ1 − λ2. On
figure 2.1, by comparing to example 2.1.4, one can see that shape is exactly given by the
random walk’s Pitman transform.
The intertwining measure represents the missing information from the filtration gener-
ated by the (Xn;n ≥ 0) only. A more representation-theoretic way of seeing the transition
matrix Q as:
Q(x, x+ 1) = 12
dimV (x+ 1)
dimV (x) Q(x, x− 1) =
1
2
dimV (x− 1)
dimV (x)
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Figure 2.1: An instance of random walk corresponding to the word w = (1, 2, 1, 1, 2, 1, 2, 2),
and its Pitman transform
Z
Xn = Bn − 2 inf0≤k≤nBk
Bn
where V (x) is the representation with highest weight x for SL2 (more details in [Bia06]).
Hence the idea that Pitman-type theorems should find their sources in the combinatorics
of representation theory.
2.3 Combinatorial representation theory
This section plays the role of an informal introduction to the field of combinatorial rep-
resentation theory, taking as a starting point the combinatorics of random walks and
Young tableaux. Let G be a complex semi-simple group. After adding the center, we will
sometimes use G = GLn(C) instead of the simple group SLn(C).
2.3.1 Combinatorial representation theory
Definition 2.3.1. A branch of mathematics that aims to extract information about irre-
ductible representations of G from combinatorial objects (diagrams, tableaux, paths)
Let P be weight lattice in G and P+ the dominant weights. In the case of GLn:
P = {λ ∈ Rn |λi − λi+1 ∈ Z}
P+ = {λ ∈ P | λ1 ≥ · · · ≥ λn}
A fundamental theorem tells us that irreductible representations are indexed by dominant
weights. For every λ ∈ P+, V (λ) will denote the representation with highest weight λ,
unique up to isomorphism.
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A quantity for interest in combinatorial representation theory is the character ch(V )
of a representation V . It is a useful function on h that packages efficiently weight multi-
plicities:
ch(V )(x) =
∑
µ∈P
dimVµe〈µ,x〉
For GLn, the characters of irreductible representations are exactly the Schur functions.
Weight diagrams
Weight diagrams are a graphical presentation of characters, where larger multiplicities are
represented by larger red dots (see figure 2.2 for the weight diagram of the SL3 represen-
tation V (ρ) ).
Figure 2.2: Weight diagram for the representation in type A2 with highest weight λ = ρ
λ
α1
α2
Crystals of tableaux
Here G = GLn(C). Given a dominant weight λ ∈ P+, an old theorem due to Littelwood
relates semi-standard tableaux to the dimension of V (λ).
Theorem 2.3.2 (Littlewood). Let λ = {λ1 ≥ · · · ≥ λn+1} ∈ P+. Semi-standard tableaux
with n+ 1 letters and shape λ give the dimension of V (λ).
In fact, there is way to arrange these semi-standard tableaux on the weight lattice P
and get the weight diagram (cf figures 2.3 and 2.4). Here, the weight of a semistandard
tableau P is defined as a vector wt(P ) ∈ Rn with wt(P )k being the number of letters k
minus the number of letters k + 1 in P . For instance, on figure 2.4, we see that there are
two tableaux of weight zero, giving a multiplicity of 2.
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Figure 2.3: A1-type crystal of tableaux for highest weight λ = 2α
1 1 1 2
1 2 2 2
2 2 2 2
1 1 1 1
1 1 2 2
1
1
1
1
Figure 2.4: A2-type crystal of tableaux for highest weight λ = ρ = α1 + α2
1 1
2
1 2
2
1 3
2
1 3
3
2 3
3
1 1
3
1 2
3
2 2
3
1
2
2
2
1
1
1
2
Kashiwara crystals and parametrizations
Kashiwara constructed operators that (f1, f2, . . . , fn) that give all tableaux from the high-
est weight one, given a certain shape. Their action is represented by the letters 1, . . . , n
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and give a graph called the crystal graph (see figures 2.3 and 2.4).
Then the idea is to get rid of tableaux and use only coordinates (see fig. 2.5) called
string coordinates. For every i = (i1, i2, . . . , i`(w0)) a reduced expressions of the longuest
element w0 = (n . . . 321), one can associate a coordinate chart [x−i]. Reduced expressions
are factorizations into a minimal number of simple reflections. For SLn+1, the length of
w0 is `(w0) = n(n+1)2
Example 2.3.3. • n = 1: W = S2 has the unique reflection as longest element.
• n = 2: W = S3 w0 = (321) = (12)(23)(12) = (23)(12)(23).
The string coordinates [x−i](b) of an element b in the crystal graph is given by specifying
`(w0) integers. They correspond to the number of steps necessary to climb the crystal
graph and reach the highest weight element, by going all the way successively along the
directions in i. For instance, in the crystal graph of figure 2.4, pick i = (1, 2, 1). Then:
[x−i]
 1 12
 = (0, 0, 0)
[x−i]
 2 23
 = (2, 1, 0)
[x−i]
 2 33
 = (1, 2, 1)
In the end, one can discard the tableaux and keep only the coordinates as in figure 2.5.
This gives a realization of Kashiwara crystals and such a construction can be generalized
to other types in the Cartan-Killing classification.
Figure 2.5: Crystal graph for a crystal of type A2 with highest weight λ = ρ
1 2
1
0 2
1
0 1
1
1 0
0
0 0
0
2 1
0
1 1
0
0 1
0
Path crystals: Littelmann’s path model
Littelmann replaced tableaux by piece-wise linear paths in a, the real Cartan subalgebra,
changing directions at rational points. The weight of a path is simply its endpoint. Paths
are combinatorial objects very appreciated by probabilists, considering them as random
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walks. Acting on a path pi indexed by the interval [0, T ], the Kashiwara operators have
the expression:
∀0 ≤ t ≤ T,enαpi(t) = pi(t) + inf0≤s≤T α
∨(pi(s))α−
min
(
inf
0≤s≤t
α∨(pi(s))− n, inf
t≤s≤T
α∨(pi(s))
)
α
for an integer n ∈ Z such that:
−α∨(pi(T )) + inf
0≤s≤T
α∨(pi(s)) ≤ n ≤ − inf
0≤s≤T
α∨(pi(s))
A theorem known as Littelmann’s independence theorem, states that the crystal struc-
ture depends only on the dominant path’s weight. Such fact can be observed by comparing
figures 2.6 and 2.7, which represent two isomorphic path crystals with different dominant
paths.
Figure 2.6: A1-type path crystal of tableaux for highest weight λ = 2α
Rω
For the A2 type, we have produced the path crystal for V (λ = ρ) in figure 2.8, where
one can observe six extremal paths and two paths ending at zero. This is exactly the same
configuration as in the crystal of tableaux in figure 2.4.
In fact, the Littelmann path model goes beyond and can be generalized to all Lie
groups in the Cartan-Killing classification (see fig.2.9).
“Asymptotic” representation theory
Renormalisation is particularly easy to think about for paths. As such, building a continu-
ous model that is the limit of Littelmann’s is quite natural. This is the work of Biane and
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Figure 2.7: A1-type path crystal of tableaux for highest weight λ = 2α
Rω
Figure 2.8: A2-type path crystal for highest weight λ = ρ = α1 + α2
Hα2
Hα1
Hα1+α2
Hα2
Hα1
Hα1+α2
al. in [BBO] and [BBO2]. For example in [BBO] remark 5.8, one can see how asymptotic
weight multiplicities appear by considering “very long” Littelmann paths.
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Figure 2.9: G2-type path crystal for highest weight λ = ρ = α1 + α2
Hα2
Hα1
H3α1+α2
H3α1+2α2
Hα1+α2
H2α1+α2
Hα2
Hα1
H3α1+α2
H3α1+2α2
Hα1+α2
H2α1+α2
2.3.2 The philosophy of path models
In general, we mean by path model, a device where one “enumerates” paths on a Eu-
clidian space in order to extract representation-theoretic informations about a Lie group.
Of course, “counting” paths in a continuous setting means computing the probability of
certain events, under a certain canonical measure. Certain properties are expected:
• The notion of weight is given by taking a path’s endpoint.
• Irreducible representations should be in correspondence with connected path crys-
tals.
• Tensor product should correspond to the concatenation of paths.
• Weight multiplicities will be given by the image measure of a natural measure
through the weight map, hence a character formula.
• A Littlewood-Richardson rule.
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2.4 Pitman-type theorems in probability
Pitman’s theorem has known a remarkably long list of extensions, to the point it seems
hard to draw a complete picture. For now, I can distinguish between several directions in
generalizing the result.
• The first direction is ’geometric lifting’. The usual Pitman transform P is the zero
temperature limit of a smoother path transform T q, where q can be seen as the
temperature parameter:
T q (pi) (t) = pi(t) + q log(
∫ t
0
e
− 2pi(s)
q ds) q→0→ P (pi) (t)
It is worth mentioning that Pitman’s path transform also has applications in physics,
and more precisely for modelling random polymers in Brownian environnement (
O’Connell, Moriarty [MOC07], O’Connell [OC09] ). In such a case, the path pi is
Brownian and the weight e−
2pi(.)
q is a Boltzmann weight.
This has strong links with tropical geometry a very recent field in mathematics. From
a physical point of view, ’geometric lifting’ means considering higher temperatures.
Following those terms, one could say that the geometric lifting of Pitman’s theorem
was proven by Matsumoto and Yor in [MY00-1, MY00-2], in 2000.
• A second direction is looking for non-trivial multidimensional extensions to Pitman’s
theorem. Here, the approach initiated by Biane, Bougerol and O’Connell ([BJ, BBO,
BBO2]) is based on the intuition that such structure in probability can appear only
from the world of rigid structures, Algebra and more specifically group theory.
In [BBO] were introduced Pitman path transforms associated to simple roots α:
Pα∨(pi)(t) = pi(t)− inf0≤s≤tα (pi(s))α
∨
There, it is also proven that these path transforms satisfy the braid relationships,
giving thus a meaning to Pw for w an element of a Weyl group. The transform Pw0
associated to the longest element w0 plays a special role in the continuous Littelmann
model, thus in representation theory, but also in probability: this transform folds
Brownian motion in the Weyl chamber in such a way that it remains Markovian.
The process thus obtained is a Brownian motion conditioned to stay inside that
Weyl chamber. The construction goes beyond the cristallographic case and is valid
for Coxeter groups.
For a global view we produced table 2.1 that puts this work in perspective with previous
mathematical theory. In all cases, a miraculous Markov property appears, as well as a
remarkable harmonic function and an intertwining measure. Finding such structures was
our Ariadne’s thread.
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Table 2.1: Perspectives
One dimensional setting / SL2 Multidimensional setting / G semi-simple
group
Crystal
versions
Pitman and Rogers [RP81]: If B(µ)
is a Brownian motion with drift
µ then B(µ)t − 2 inf0≤s≤tB(µ)s is a
Markov process with infinitesimal
generator
1
2
d2
dx2
+ d
dx
log (hµ)
d
dx
The function hµ(x) = sinh(µx)µ sat-
isfies the eigenfunction equation on
R+, with Dirichlet boundary condi-
tions:
1
2
d2
dx2
hµ =
µ2
2 hµ
Intertwining measure: Uniform
measure on [0, r] when µ = 0.
Biane, Bougerol, O’Connell [BBO]: In the
context of the continuous Littelmann path
model, consider the highest path trans-
form Pw0 . For W a Brownian motion in
the Cartan subalgebra, Pw0W is a Brow-
nian motion conditionned in the sense of
Doob to stay in the Weyl chamber. It is a
Markov process with infinitesimal genera-
tor:
1
2∆ +∇ log (h(x)) · ∇
The function h(x) is (the unique up to
a multiplicative constant) positive har-
monic on the Weyl chamber with Dirichlet
boundary conditions.
Intertwining measure: Continuous
Duistermaat-Heckmann measure.
Geometric
versions
Matsumoto and Yor
[MY00-1, MY00-2]: If B(µ) is
a Brownian motion with drift µ
then B(µ)t + log
(∫ t
0 e
−2B(µ)s ds
)
is a
Markov process with infinitesimal
generator
1
2
d2
dx2
+ d
dx
log (Kµ)
d
dx
The function Kµ (x) satisfies the
eigenfunction equation:
1
2
d2
dx2
Kµ − e−2xKµ = µ
2
2 Kµ
Intertwining measure: Generalized
Inverse Gaussian law.
There is a highest path transform Tw0 in
the context of a path model for geomet-
ric crystals. For W (µ) a Brownian mo-
tion with drift µ in the Cartan subalge-
bra, Tw0W (µ) is a Markov process with in-
finitesimal generator:
1
2∆ +∇ log (ψµ) · ∇
The function ψµ(x) solves the quantum
Toda eigenfunction equation:
1
2∆ψµ −
∑
α∈∆
〈α, α〉
2 e
−α(x)ψµ =
〈µ, µ〉
2 ψµ
Intertwining measure: A geometric
Duistermaat-Heckmann measure.
Chapter 3
Preliminaries
3.1 On Lie groups
Let G be a simply-connected complex semi-simple group. The framework can be easily
extented to the reductive case, since adding the center never causes much trouble. Such
groups are just groups of complex matrices:
Theorem 3.1.1 ([Bor06]). G is an algebraic linear group and up to conjugation self-
adjoint.
Therefore, in our treatment, G is a closed subgroup in GLp(C), for p ∈ N large enough,
and stable under the usual adjoint.
The Cartan subgroup H is an abelian subgroup of maximal dimension. H ≈ (C∗)n and
the integer n is called the rank of G. H is usually taken to be made of diagonal matrices.
The tangent space at the identity element is g = TeG ⊂ MN (C). It can be characterized
using the usual matrix exponential as:
g = {x ∈Mp(C) | ∀t ∈ R, exp(tx) ∈ G}
g is endowed with the structure of a complex semi-simple Lie algebra (g, [, ]). The Lie
bracket [, ] is given by the commutator:
∀x, y ∈ g, [x, y] = xy − yx
3.2 On Lie algebras
As a standard reference for the structure of Lie algebras and their representation theory,
we recommend [Hum72].
Structure
The Cartan subalgebra h = TeH is a maximal abelian subalgebra in g.
The adjoint action valued in the space of endomorphisms of g, ad : g −→ End(g) is
defined as ad(x)(y) = [x, y] for x, y ∈ g. It is the differential of the action Ad : G −→
Aut(g):
∀g ∈ G,Ad(g)(x) = gxg−1
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There is a symmetric bilinear form on g called the Killing form:
K(x, y) := Tr (ad(x) ◦ ad(y))
By Cartan’s criterion, since g is semi-simple, the Killing form is non-degenerate. K can
then be transported to the dual g∗. Its restriction to h (resp. h∗) is in fact a scalar product
written 〈·, ·〉.
A fundamental idea in the classification of these Lie groups is that the adjoint action
is codiagonalizable, once restricted to h. For each h ∈ h, ad(h) ∈ End(g) has eigenvalues
α(h), and the dependency in h is obviously linear. This gives rise to a family of linear
forms {0} unionsq Φ ⊂ h∗ such that for all h, ad(h) has eigenvalues {0} unionsq (α(h))α∈Φ. Hence a
root-space decomposition:
g =
⊕
α∈{0}unionsqΦ
gα = g0 ⊕
⊕
α∈Φ+
(gα ⊕ g−α)
where for every α ∈ {0} unionsq Φ:
gα = {x ∈ g | ∀h ∈ h, ad(h)(x) = α(h)x}
Here, g0 = h and Φ ⊂ h∗ is called the set of roots. It is the disjoint union of Φ+, roots
chosen to be called ’positive’, and Φ− := −Φ+ the set of ’negative’ roots. This choice
uniquely determines ∆ = (αi)i∈I ⊂ Φ+ a simple system spanning h∗ such that every
positive root is a sum with positive integer coefficients of simple roots ([Hum90]) - and
reciprocally, a simple system uniquely determines a positive system. Moreover, the simple
system ∆ forms a basis of h∗.
The Cartan subalgebra has a decomposition h = a + ia with a chosen to be the real
subspace of h where roots are real valued.
For every root β ∈ Φ, the coroot β∨ is the unique vector in h such that
∀h ∈ h,K (β∨, h) = 2β(h)〈β, β〉
When identifying h and h∗ thanks to the Killing form, it is customary to simply write
β∨ = 2β〈β,β〉 .
The Cartan matrix A = (aij)1≤i,j≤n ∈ Mn(Z) is the matrix with coefficients ai,j =
αj (α∨i ). It allows a complete classification of complex semi-simple algebras, and there-
fore of complex semi-simple groups. Dynkin diagrams are a convenient graphical way of
representing Cartan matrices.
Classification
A matrix A ∈ Mn(Z) is said to be symmetrizable if there are matrices B and D with B
symmetric and D positive diagonal such that:
A = DB
Any Cartan matrix of a semi-simple Lie algebra is symmetrizable, with the symmetric B
being positive definite. Moreover, diagonal elements are equal to 2 while the others are
≤ 0. And reciprocally, for a matrix A satisfying those properties, a complex semi-simple
Lie algebra with Cartan matrix A can be constructed (theorem 2.111 in [Kna02]). The
simple Lie algebras are known, and are classified by types:
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• Type An: g = sln G = SLn(C)
• Type Bn: g = so2n+1 G = SO2n+1(C)
• Type Cn: g = spn G = Spn(C)
• Type Dn: g = so2n G = SO2n(C)
• Exceptional types: E6, E7, E8, F4, G2.
Langlands dual
Since the transpose of Cartan matrix A is still a Cartan matrix, there is a simply-connected
complex semi-simple group G∨ whose Cartan matrix is the transpose of A. It is called
the Langlands dual of G or for short the L-group. Types B and C are dual to each other.
The other types are self-dual (ADE, F4, G2).
Clearly, the associated simple root system ∆∨ is formed by the simple coroots. Φ∨
denotes the dual root system.
Simply-laced
The ADE types are called simply laced because their Dynkin diagrams have only single
edges.
Splitting
For each positive root α ∈ Φ+, we can choose an sl2-triplet (eα, fα, hα) ∈ gα × g−α × h
such that [eα, fα] = hα and hα = α∨. (eα, fα, hα)α∈∆ will be the set of simple sl2-triplets.
The name ’sl2-triplet’ becomes clear after exhibiting the Lie algebra homomorphisms
φα : sl2 −→ g such that: 
φα (x) = eα
φα (y) = fα
φα (h) = hα
where x =
(
0 1
0 0
)
, y =
(
0 0
1 0
)
, h =
(
1 0
0 −1
)
. The exponential map e : g → G
lifts these homomorphisms from the Lie algebra g to the group G: each φα gives rise at the
group level to a Lie group homomorphism that embed SL2 in G and that will be denoted
in the same way. The following notations are common for t ∈ C:
thα = elog(t)hα = φα
((
t 0
0 t−1
))
, t 6= 0
xα(t) = eteα = φα
((
1 t
0 1
))
yα(t) = etfα = φα
((
1 0
t 0
))
x−α(t) = yα(t)t−hα = φα
((
t−1 0
1 t
))
y−α(t) = t−hαxα(t) = φα
((
t−1 1
0 t
))
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Remark 3.2.1. log t is any determination of the natural logarithm on a simply connected
domain. Since they differ by a multiple of 2ipi and hα is a coroot, the determination does
not matter.
Subalgebras of g and subgroups of G
g = n⊕ h⊕ u
is a triangular decomposition where
• h is the Cartan subalgebra (unique up to conjugacy [Hum72])
• u ( resp. n) is the algebra generated by the (eα)α∈Φ+ (resp. (fα)α∈Φ+). These gen-
erators are referred to as the Chevalley generators.
b+ = h⊕ u
b = n⊕ h
The corresponding subgroups are:
• H a maximal torus with Lie algebra h
• N lower (resp. U upper) unipotent subgroup with Lie algebra n (resp. u)
• B lower (resp. B+ upper) Borel subgroup with Lie algebra b (resp. b+)
The reader unfamiliar with such objects can think of type An, where B (resp. B+) is
the lower (resp. upper) triangular matrices in the group G = SLn+1. N (resp. U) is the
subset of B (resp. B+) with unit diagonal.
3.3 Weyl group and root systems
To every linear form β ∈ h∗, define the associated reflection sβ on h with:
∀λ ∈ h, sβλ = λ− β (λ)β∨
The reflections (sα)α∈∆ are called simple reflections and they generate a finite group W
called the Weyl group. Define ms,s′ as the order of the element ss′. W can be realized as
W = Norm(H)/H.
The choice of a positive system ∆ fixes an open Weyl chamber:
C := {x ∈ a|∀α ∈ ∆, α(x) > 0}
Then, a fundamental domain of action for the Weyl group on a is the closed Weyl chamber:
C¯ = {x ∈ a | α(x) ≥ 0,∀α ∈ ∆}
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For w ∈W , the inversion set of w is defined as:
Inv(w) :=
{
β ∈ Φ+, wβ ∈ Φ−
}
For w ∈ W , a reduced expression is given by writing w as product of simple reflections
with minimal length:
w = si1si2 . . . si`
A reduced word is such a tuple i = (i1, . . . , i`) and the set of reduced words for w ∈W is
denoted by R(w).
Since all reduced expressions have necessarily the same length, it defines unambigu-
ously the length function ` : W → N. It has another characterization as the cardinal of
the inversion set:
Theorem 3.3.1. For w ∈W :
`(w) = |Inv(w)|
The unique longuest element is denoted by w0 and we set m = `(w0).
Braid relationships and braid moves
If s, s′ ∈ W are simple reflections, a braid relationship in W is the equality between
d = ms,s′ terms:
ss′s · · · = s′ss′ . . .
A braid move or a d-move occurs when substituting ss′s . . . for s′ss′ . . . within a reduced
word. An important theorem is the following:
Theorem 3.3.2 (Tits lemma). Two reduced expressions of the same w ∈W can be derived
from each other using braid moves.
Representatives of W in G
A common set of representatives for the generating reflections (si)i∈I is taken as:
s¯i = φi
((
0 −1
1 0
))
= e−eiefie−ei = efie−eiefi
Another common choice is:
¯¯si := s¯−1i = φi
((
0 1
−1 0
))
= eeie−fieei = e−fieeie−fi
Theorem 3.3.3 ( [KacPet], lemma 2.3 ). The Weyl group representatives s¯i (resp. ¯¯si)
satisfy the braid relationships:
s¯is¯j s¯i · · · = s¯j s¯is¯j . . .
It allows us to define unambiguously w¯ = u¯v¯ if w = uv and l(w) = l(u) + l(v).
However they do not form a presentation of the Weyl group, since for example (s¯i)2 =
φi(−id) 6= id.
The representative w¯0 of the longest element w0 has an important property:
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Proposition 3.3.4 ([BBBR92] lemma 4.9). Via the Ad action, w¯0 acts on the Chevalley
generators as:
∀α ∈ ∆, Ad(w¯0)(eα) = −fα
Positive roots enumerations
It is standard that reduced expressions of Weyl group elements produce positive roots
enumerations. See for instance [Hum90].
Lemma 3.3.5. Let (i1, . . . , ik) be a reduced expression of w ∈W . Then for j = 1 . . . k:
βi,j := si1 . . . sij−1αij
produces all the positive roots in Inv(w). For w = w0, it produces all positive roots.
When the chosen reduced expression is obvious from context, we will drop the subscript
i. In appendix C, we give useful identities related to those enumerations and examples.
3.4 Commutation identities
Let t ∈ C, a ∈ H. Then the following commutation relationships hold (easy to check on
SL2 then use the embeddings):
axα(t)a−1 = xα(aαt) (3.1)
ayα(t)a−1 = yα(a−αt) (3.2)
xα(t)yα(t′) =
{
yα( t
′
1+tt′ )(1 + tt′)hαxα(
t′
1+tt′ ) if 1 + tt′ 6= 0
yα(1t )thα ¯¯sα = ¯¯sαt−hαxα(−t) otherwise
(3.3)
3.5 Weights and coweights
The fundamental weights (ωα)α∈∆ form the dual basis of simple coroots. They are the
elements in h∗ such that:
∀(α, β) ∈ ∆2, ωα (hβ) = δα,β
They form a Z-basis of the weight lattice:
P := {x ∈ h∗ | ∀α ∈ ∆, x(hα) ∈ Z} =
⊕
α∈∆
Zωα
The dominant weights are:
P+ :=
⊕
α∈∆
Nωα
Similarly, define the fundamental coweights (ω∨α)α∈∆ ⊂ a as the dual basis of simple
roots.
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3.6 Involutions
Since, w0 ∈ W transforms all simple positive roots to simple negative roots, there is an
involution on ∆ (or equivalently the index set I) denoted by ∗ such that:
∀α ∈ ∆, β∗ = −w0α
An antimorphism on the group is a map G → G that becomes a group morphism
once composed with the transpose. We define the following group antimorphisms by their
actions on a torus element a ∈ H and the one-parameters subgroups generated by the
Chevalley generators. For convenience, we also give their action at the level of the Lie
algebra.
• The usual transpose:
aT = a xi(t)T = yi(t) yi(t)T = xi(t)
∀α ∈ ∆, hTα = hα eTα = fα fTα = eα
• The ’positive inverse’:
aι = a−1 xi(t)ι = xi(t) yi(t)ι = yi(t)
∀α ∈ ∆, hια = −hα eια = eα f ια = fα
When acting on the enveloping algebra U(g) or its quantum deformation, it is often
referred to as the Kashiwara involution ( [Kas91] (1.3) ).
• Schützenberger involution: S(x) = w¯0
(
x−1
)ιT
w¯−10 = w¯−10
(
x−1
)ιT
w¯0
It acts as ( relation 6.4 in [BZ01] or using proposition 3.3.4):
S
(
xi1(t1) . . . xiq(tq)
)
= xi∗q (tq) . . . xi∗1(t1)
∀α ∈ ∆, S(hα) = hα∗ S(eα) = eα∗ S(fα) = fα∗
Notice that S = ι ◦ S ◦ ι
More informations are given in section 4.5, detailing their effect on crystals.
3.7 On the Bruhat and Gauss decompositions
The Bruhat decomposition states that G is the disjoint union of cells:
G =
⊔
ω∈W
B+ωB+ =
⊔
τ∈W
BτB+
In the case of GLn, the second decomposition is known in linear algebra as the LPU de-
composition which states that every invertible matrix can be decomposed into the product
of a lower triangular matrix L, a permutation matrix P and an upper triangular matrix
U . P is unique, and the cell corresponding to P = id is dense as it is the locus where all
principal minors are non-zero. The LU decomposition is of utmost importance in numer-
ical analysis as it allows efficient inversion of matrices.
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In the largest opposite Bruhat cell BB+ = NHU , every element g admits a unique
Gauss decomposition in the form g = nau with n ∈ N , a ∈ H, u ∈ U .
In the sequel, we will write g = [g]−[g]0[g]+, [g]− ∈ N , [g]0 ∈ H and [g]+ ∈ U for the
Gauss decomposition. Also [g]−0 := [g]−[g]0.
Useful identities that can be proven writing the full Gauss decomposition in two forms
then identifying terms, when they exist:
∀(g1, g2) ∈ NHU ×NHU, [g1g2]0+ = [[g1]0+g2]0+ (3.4)
∀(g, a) ∈ NHU ×H, [ga]+ = a−1[g]+a (3.5)
3.8 The universal enveloping algebra
Invariant differential operators: Here we consider right invariant group actions. The
same presentation can be done using the left group action.
Every X ∈ g can be viewed as a left invariant differential operator of order 1. Its
action on smooth functions is given by:
∀f ∈ C∞ (G) , Xf(g) := lim
t→0
f(getX)− f(g)
t
From such a point of view, it is easy to envision invariant different operators of arbitrary
order. They should be obtained by composing elements X1, X2, . . . , Xk in g acting as
differential operators. Their identification is subject to possible relations due to the Lie
bracket [ , ].
This notion is formalized in algebra as the universal enveloping algebra U(g).
Definition from universal property: The universal enveloping algebra of g is con-
structed as the quotient of the tensor algebra ⊕n g⊗n by the two sided ideal generated by
ab− ba− [a, b], a, b ∈ g.
It has the universal property that any Lie algebra homomorphism f : g → A, where A is
a unital algebra, factors into f = g ◦ i. g : U(g) → A is unique and i : g → U(g) is the
inclusion.
Definition with generators and relations: An alternative definition uses generators
and relations, with only the Cartan matrix A = (aij)1≤i,j≤n as input data. U(g) is the
unital associative algebra generated by Fi, Hi, Ei with 1 ≤ i ≤ n with relations:
[Hi, Hi] = 0
[Ei, Fj ] = δi,jHi
[Hi, Ej ] = aijHi
[Hi, Fj ] = −aijHi
Serre relations for i 6= j :
0 =
1−aij∑
s=0
(−1)s
(
1− aij
s
)
E
1−aij−s
i EjE
s
i
0 =
1−aij∑
s=0
(−1)s
(
1− aij
s
)
F
1−aij−s
i FjF
s
i
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Since such a definition strips the algebra structure to its bare minimum, it has proved to
be a fruitful starting point for generalizing the construction to Kac-Moody Lie algebras
or quantum groups.
3.9 On the representation theory of semisimple Lie algebras
We are only concerned by finite dimensional modules. A representation of g or a g-module
is a (complex) vector space V endowed with an action g→ End(V ) that is a homorphism
of Lie algebras. The Lie algebra structure on End(V ) is simply given by the commutator
bracket [a, b] = ab− ba.
Since every homomorphism of Lie algebras lifts to a homomorphism of the correspond-
ing simply connected Lie groups, every g-module V lifts to a unique Lie group represen-
tation G→ GL(V ).
An irreductible or simple g-module is a g-module V with no non-trivial submodules, the
trivial submodules being the zero module and V itself.
Note that any g-module can be equivalently seen as a U (g)-module. There is a weight
space decomposition:
V =
⊕
µ∈P
Vµ
where Vµ = {v ∈ V |∀h ∈ h, hv = µ(h)v}. The non-zero Vµ are called weight spaces, and
their vectors weight vectors of weight µ.
A highest weight vector in V is a non-zero weight vector v such that U (u) v = {0}. In a
simple module, there is one and only one highest weight vector, up to scalar multiplication.
Highest weight modules: A classical theorem identifies the isomorphism classes of
simple modules.
Theorem 3.9.1. There is a bijection between dominant weights P+ and the isomorphism
classes of simple g-modules. To every λ ∈ P+ corresponds a unique highest weight module
V (λ).
For a simple module of highest weight λ, V (λ), we choose a highest weight vector and
denote it by vλ.
Characters: For a g-module V , define the character ch(V ) as the function on h defined
as:
ch(V ) =
∑
µ∈P
dimVµeµ
Characters encode an important amount of informations on the representation V . One
of the goals of combinatorial representation theory is to develop combinatorial models to
compute characters efficiently. Examples of combinatorial models are the combinatorics
of Young tableaux for the An type, Kashiwara crystals, the Littelmann path model and
alcove walks.
3.10 On Lusztig’s canonical basis
In the sequel, we will never use Lusztig’s canonical basis in itself. However, we will be
extensively interested in its parametrizations. As such it is important to review this
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mathematical object. We will remain elusive concerning its precise definition, though. For
more details, the reader could have a look at Morier-Genoud’s excellent introduction, in
French [Mor06].
In the nineties, Lusztig introduced a basis B of the quantum group Uq (n) called the
canonical basis. For q = 1, one obtains a basis for the enveloping algebra.
Parametrizations
There are two common parametrizations of the canonical basis. Both depend on a choice
of reduced word for the longest Weyl group element w0. Let i ∈ R(w0) and m = `(w0).
The Lusztig parametrization is a bijection:
[xi] : Nm → B
(t1, . . . , tm) 7→ xi(t1, . . . , tm)
The string (or Kashiwara) parametrization uses the integer points of a convex polyhedral
cone Ci ⊂ Rm+ ([Litt]), which we call the string cone. It is given by a bijection:
[x−i] : Ci ∩ Nm → B
(c1, . . . , cm) 7→ x−i(c1, . . . , cm)
Kashiwara operators
These are linear operators on Uq(n) defined by their action on the canonical basis B. Let
i ∈ R(w0) and α = αi1 . The Kashiwara operators e˜α and f˜α satisfy:
f˜α ([xi](t1, . . . , tm)) = [xi](t1 + 1, . . . , tm) (3.6)
f˜α ([x−i](c1, . . . , cm)) = [x−i](c1 + 1, . . . , cm) (3.7)
e˜α ([xi](t1, . . . , tm)) = [xi](t1 − 1, . . . , tm) or 0 if t1 = 0 (3.8)
e˜α ([x−i](c1, . . . , cm)) = [x−i](c1 − 1, . . . , cm) or 0 if c1 = 0 (3.9)
Remark 3.10.1. The Kashiwara operators are quasi-inverses of each other, in the sense
that:
∀b ∈ B, e˜α ◦ f˜α(b) = b
∀b ∈ B, e˜α(b) 6= 0⇒ f˜α ◦ e˜α(b) = b
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Compatibility properties
Here consider q = 1 and view B as a basis of the universal enveloping algebra U(n). The
desirable properties of the canonical basis are compatibility properties regarding highest
weight modules. Fix λ ∈ P+ and consider the highest weight module V (λ). vλ will denote
a highest weight vector, unique up to a multiplicative scalar. It is well known that the
canonical surjection:
piλ : U(n) → V (λ)
n 7→ nvλ
has the kernel:
ker(piλ) =
∑
α∈∆
U(n)fλ(α∨)+1α
Hence the truncation:
B(λ) := B−B ∩ kerpiλ
Theorem 3.10.2 ( [Lu93] ). B(λ)vλ is a basis for V (λ) made of weight vectors.
Therefore, the subsets
(
B(λ), λ ∈ P+) of the canonical basis B, once identified with
B(λ)vλ, form compatible bases of highest weight modules.
For b ∈ B(λ), denote by γ(b) its weight in the representation V (λ). If b = xi(t1, . . . , tm)
then, using the positive roots enumeration (βi,1, . . . , βi,m) associated to i:
γ(b) = λ−
m∑
j=1
tjβi,j (3.10)
If b = x−i(c1, . . . , cm) then:
γ(b) = λ−
m∑
j=1
cjαij (3.11)
3.11 On total positivity
The classical definition of a totally positive matrix is a matrix with all minors being
positive. The subject itself dates back to the beginning of the XXth century and has
many applications in combinatorics, graph theory and probability.
As he says himself, Lusztig got interested in the subject after Kostant pointed out
that the combinatorics of the canonical basis are similar to the combinatorics of total
positivity. Later, it was made explicit that totally positive varieties in G have morally the
same parametrizations as the canonical basis of the Langlands dual G∨, but in a different
semi-field. The operation needed is tropicalization and will be detailed later.
Case of GLn: There are two equivalent definitions for totally non-negative matrices.
Theorem 3.11.1 (Whitney [Whi52], Loewner [Lo55], Cryer [Cr76] ). An invertible n×n
matrix is said to be totally non-negative if all its minors are ≥ 0, or equivalently, if it has
a decomposition
yi1(t1) . . . yim(tm)hxi1(t′1) . . . xim(t′m)
where h is diagonal with positive entries, yi(t) = etEi+1,i = In + tEi+1,i, xi(t) = etEi,i+1 =
In + tEi,i+1 (Jacobi matrices) for t ≥ 0. Moreover, the space of totally non-negative
matrices can be characterized as the semi-group generated by such elements.
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For more informations on the combinatorics of total positivity, see [Sk03] and references
therein. The link to the enumeration of non-intersecting paths hints directly to path
models, and walks confined in cones.
Reductive case: In 1993, Lusztig generalized this definition to arbitrary complex re-
ductive groups. The following sets are called totally non-negative parts of G.
• The semi-group generated by a ∈ H such that aγ > 0 for every weight γ: H>0 =
A = exp (a)
• The semi-group generated by the xα(t), t > 0, α ∈ ∆: U≥0
• The semi-group generated by the yα(t), t > 0, α ∈ ∆: N≥0
• The totally non-negative of G is denoted G≥0 and is formed by the semi-group
generated by all of them.
Lusztig proved that totally non-negative elements admit a Gauss decomposition made
of totally non-negative elements, and exhibited parametrizations as products of Jacobi
matrices.
Theorem 3.11.2 ([Lu94] lemma 2.3). Any element g ∈ G≥0 has a unique Gauss decom-
position g = nau with n ∈ N≥0, a ∈ A and u ∈ U≥0.
Theorem 3.11.3 ([Lu94] proposition 2.7, [BZ97], Proposition 1.1). For any w ∈W with
k = `(w), every reduced word i = (i1, . . . , ik) in R(w) gives rise to a parametrization of
Uw>0 := U≥0 ∩BwB by:
xi : Rk>0 → Uw>0
(t1, . . . , tk) 7→ xi1(t1) . . . xik(tk)
Hence the name of totally positive varieties for the sets Uw>0, w ∈ W . The Bruhat
decomposition tells us then that the previous maps have disjoint images and cover the
entire non-negative part U≥0 =
⊔
w∈W Uw>0. Of course, after transpose, one has analogous
parametrizations for Nw>0 := N≥0 ∩B+wB+.
Afterwards, Berenstein, Fomin and Zelevinsky in a series of papers ([BZ97, FZ99,
BZ01]) completed the picture by defining generalized minors on semi-simple groups, al-
lowing to define the totally positive varieties as the locus where appropriate minors are
positive.
3.12 On generalized determinantal calculus
We mean by determinantal calculus, the computations involving minors and relations
among them.
Case of GLn: In the classical case, the minor ∆I,J(x) of a matrix x ∈ GLn is obtained
as the determinant of the submatrix with rows I and columns J . I and J are subsets of
{1, . . . , n}. It is well known that matrices having a Gauss decomposition are those having
non-zero principal minors.
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Complex reductive case: This fact can be extended to all complex semi-simple groups
provided that we construct generalized minors. For x = nau ∈ NHU dense subset of
G, we define the generalized principal minors indexed by the fundamental weights as
∆ωi(x) = aωi . A useful result is:
Proposition 3.12.1 ([FZ99] Corollary 2.5). An element x ∈ G admits a Gauss decompo-
sition if and only if
∀α ∈ ∆,∆ωα(x) 6= 0
Arbitrary minors are indexed by the fundamental weights and couples of Weyl group
elements:
∀(u, v) ∈W ×W,∆uωi,vωi(x) := ∆ωi
(
u−1xv¯
)
For more details, see [BZ97, FZ99, BZ01].
Representation theoretic definition: Generalized principal minors can also be writ-
ten using a representation theoretic approach.
Lemma 3.12.2 ([BBO] section 3). Let vωi be a highest weight vector for the representation
V (ωi) and 〈., .〉 an invariant scalar product. With vωi normalised, we have:
∀x ∈ G,∆ωi(x) = 〈xvωi , vωi〉
Proof. On the dense subset NHU ⊂ G, write the Gauss decomposition x = nau. Since
the U action fixes vωi in the representation V (ωi):
〈xvωi , vωi〉 = 〈auvωi , nT vωi〉 = 〈avωi , vωi〉
The result holds using the fact that the torus H acts multiplicatively on highest weight
vectors:
avωi = aωivωi
Then the generalized minors are given by:
∀(u, v) ∈W ×W,∆uωi,vωi(x) := 〈xv¯vωi , u¯vωi〉
3.13 Criteria for total positivity
Thanks to the previous generalized minors, Berenstein, Fomin and Zelevinsky gave criteria
for total positivity. We will often make use of the following criterion for total positivity
in the lower unipotent group N .
Theorem 3.13.1. The group element x ∈ N is totally positive:
x ∈ Nw0>0
if and only if:
∀w ∈W, ∀α ∈ ∆,∆wωα,ωα(x) > 0
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In fact, there are more precise results and for all cells. An important feature is that one
does not need to test all minors. Let w ∈W and for every reduced word i = (i1, . . . , im) ∈
R(w), define the family of minors:
F (i) =
{
∆k,i := ∆sik ...simωik ,ωik , 1 ≤ k ≤ m
}
And:
F (w) =
⋃
i∈R(w)
F (i)
Theorem 3.13.2 (Total positivity criterion - theorem 1.5 in [BZ97] or theorem 1.11 in
[FZ99] ). Let w ∈W . Then the following propositions are equivalent:
(i) x ∈ N ∩B+wB+ is totally positive.
(ii) For a certain i ∈ R(w), ∆(x) > 0 for any ∆ ∈ F (i).
(iii) ∆(x) > 0 for any ∆ ∈ F (w).
Then, they also gave monomial formulas that gives the parameters in the factorization
to a product of Jacobi matrices. We can cite [BZ97], [FZ99], [BZ01] as main references.
Those formulas rely heavily on the generalized determinantal calculus and express the
parameters of a group element x ∈ U ∩ BwB as a function of the minors of z = ηw(x), a
twisted transformation of the element x.
This ’twist-map’ is defined on the trace of each Bruhat cell. For each w in the Weyl
group, let Uw := U ∩ BwB and ηw : Uw → Uw is defined by saying that ηw(x) is the
unique element z in U ∩BwxT . Hence:
∀x ∈ Uw, ηw(x) := [w¯xT ]+ (3.12)
A key fact is that ηw restricts to an automorphism between the positive parts Uw>0 ([BZ97]
page 3, theorem 1.2, proposition 1.3).
Remark 3.13.3. Here we mainly talk about total positivity in the unipotent group U , or
N applying the transpose involution to the previous theorem. The same machinery works
for the entire group, but then it is necessary to cut the space into double Bruhat cells. It
is the object of the article [FZ99].
Chapter 4
Littelmann path model for
geometric crystals
Let G be a simply-connected complex semi-simple group with Lie algebra g. Let h be its
Cartan subalgebra and ∆ the set of simple roots. a is the Cartan subalgebra of its split
real form or equivalently the subspace of h, the Cartan subalgebra, where simple roots are
real-valued.
In the nineties, Kashiwara introduced combinatorial objects called crystals that encode
the representation theory of Lie algebra (see [Kas95]). Littelmann’s work ([Litt], [Litt95],
[Litt97]) allows to realize them as paths in a∗. And more recently, Berenstein and Kazh-
dan ([BK00], [BK04], [BK06]) defined geometric crystals as algebro-geometric objects that
degenerate to Kashiwara crystals by tropicalization, using the fact that totally positive
varieties ’know’ everything about the combinatorics of crystals.
Here, we construct a path model for geometric crystals, in the same spirit as Littel-
mann. In fact, this will be a path model for the Langlands dual G∨. As such, crystal
elements are paths in the real Cartan subalgebra a (instead of a∗), the weight function is
the endpoint of a path and tensor product of crystals is given by concatenation.
We start by defining a notion of geometric crystal in general. Then we consider the
totally positive variety B = B>0, with relevant coordinate charts. B is the typical positive
geometric crystal in the sense of Berenstein and Kazhdan. It will play the role of a ’group
picture’ for geometric crystals, before presenting the path model that morally sits on top.
Indeed, there is a projection p that maps paths to Berenstein and Kazhdan’s group
picture. The projection of a path pi is given by the flow of a left invariant differential equa-
tion on NA driven by pi. The underlying invariant differential operator is closely related
to the Casimir element in Kostant’s Whittaker model. Furthermore, p is a morphism of
crystals that restricts to an isomorphism on connected components.
A connected crystal is naturally parametrized by m = `(w0) positive real parameters.
These parameters are a geometric lifting of either the Lusztig parameters or the string
parameters of the canonical basis. Moreover, isomorphism classes are indexed by a single
vector λ that is interpreted as a highest weight. In order to obtain the isomorphism class
of a connected crystal 〈pi〉 generated by the path pi, a remarkable transform on paths Tw0
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has to be applied. This transform is a geometric lifting of the Pitman operator Pw0 . The
highest weight λ ∈ a is the endpoint of Tw0pi.
In the end, for every T > 0, we prove that the following map is a bijection onto its
image:
C0 ([0, T ], a) −→ (B, C ((0, T ], a))
pi 7→ (p(pi), Tw0pi)
This bijection can be interpreted as a geometric version of the Robinson-Schensted-Knuth
correspondence.
4.1 Geometric crystals
We made several although not essential modifications to the original setting of Berenstein
and Kazhdan. Whereas they defined geometric crystals as being affine varieties over Q,
we will simply consider them as sets with structural maps. This will allow us to consider
the geometric crystal of continuous paths valued in the Cartan subalgebra a.
Moreover, instead of defining a positive structure separately ([BK06] section 3) we will
be directly working at the level of the totally non-negative variety G≥0. Finally, we will
favor using the additive group R instead of the multiplicative R>0 hence the presence of
numerous logarithms.
4.1.1 Abstract geometric crystals
Definition 4.1.1 (Abstract geometric crystal). An abstract crystal is a set L equipped
with
• a weight map γ : L→ a.
• εα, ϕα : L→ R defined for every α ∈ ∆
• ecα : L→ L, c ∈ R, α ∈ ∆
and satisfying the following properties for pi ∈ L:
(C1) ϕα(pi) = εα(pi) + α (γ(pi))
(C2) γ (ecα · pi) = γ (pi) + cα∨
(C3) εα (ecα · pi) = εα (pi)− c
(C3’) ϕα (ecα · pi) = ϕα (pi) + c
(C4) e.α are actions: e0 = id and ec+c
′
α = ecα · ec
′
α
Clearly, (C3) and (C3’) are equivalent once (C1) and (C2) are assumed.
Here, unlike the standard object defined by Kashiwara, there is no ghost element and
the crystal has free actions. Moreover, we adopt a continuous setting in the spirit of
[BBO2]. One could use the term ’free continuous crystal’.
Later on, we will also require a certain type of commutation relations between the
actions (e.α)α∈∆, identified as Verma relations. Berenstein and Kazhdan refer to such
structure as a ’pre-crystal’ if Verma relations are not available. For more convenient
notations, define I to be a set of indices for the set of simple roots ∆.
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Generated crystals: Given a subset S of a crystal L, define 〈S〉 as the smallest sub-
crystal of L containing S. Since intersections of crystals are crystals, we can define it
as:
〈S〉 := ∩S⊂C subcrystal of L C
=
{
ec1αi1
· ec2αi2 · . . . e
cl
αil
· x|x ∈ S, l ∈ N, (c1, c2, . . . , cl) ∈ Rl, (i1, i2, . . . , il) ∈ I l
}
Connected components: A crystal is connected if given two elements x and y, there
is l ∈ N, (c1, c2, . . . , cl) ∈ Rl and (i1, i2, . . . , il) ∈ I l such that:
y = ec1αi1 · e
c2
αi2
· . . . eclαil · x
It is quite obvious that any crystal is the disjoint union of its connected components, since
’being connected’ is an equivalence relation. Also a connected component is generated by
any of its elements, and connected components are subcrystals.
Morphism of crystals: A morphism of crystals is a map ψ that preserves the structure.
It is an automorphism if invertible, and the inverse map is a morphism.
q-Tensor product of crystals: In the sequel, the crystal structure itself will depend
on a parameter q ≥ 0. For q ≥ 0, we define the q-tensor product of two crystals B1 and
B2 as the set B1 ⊗q B2 = B1 × B2 endowed with structural maps. For q > 0, they are
given by:
• γ (b1 ⊗q b2) = γ (b1) + γ (b2)
• εα (b1 ⊗q b2) = εα (b1) + q log
(
1 + e
εα(b2)−ϕα(b1)
q
)
• ϕα (b1 ⊗q b2) = ϕα (b2) + q log
(
1 + e
ϕα(b1)−εα(b2)
q
)
• The actions are defined as ecα (b1 ⊗q b2) = (ec1α · b1)⊗q (ec2α · b2)
where
c1 = q log
e c+ϕα(b1)q + e εα(b2)q
e
ϕα(b1)
q + e
εα(b2)
q

= q log
(
e
c
q + e
εα(b2)−ϕα(b1)
q
)
− q log
(
1 + e
εα(b2)−ϕα(b1)
q
)
c2 = q log
 eϕα(b1)q + e εα(b2)q
e
ϕα(b1)
q + e
−c+εα(b2)
q

= −q log
(
e
−c
q + e
ϕα(b1)−εα(b2)
q
)
+ q log
(
1 + e
ϕα(b1)−εα(b2)
q
)
Remark 4.1.2.
c1 + c2 = c
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By letting the parameter q → 0, one recovers the same ’frozen’ axioms for tensor product
as in [BBO2]. As such, tensor product for q = 0 is also well defined as:
• γ (b1 ⊗ b2) = γ (b1) + γ (b2)
• εα (b1 ⊗ b2) = εα (b1) + (εα(b2)− ϕα(b1))+
• ϕα (b1 ⊗ b2) = ϕα (b2) + (ϕα(b1)− εα(b2))+
• ecα (b1 ⊗ b2) = (ec1α · b1)⊗ (ec2α · b2)
where
c1 = max (c, εα(b2)− ϕα(b1))− (εα(b2)− ϕα(b1))+
c2 = min (c, εα(b2)− ϕα(b1)) + (ϕα(b1)− εα(b2))+
It is easy to check that one still obtains a crystal:
Proposition 4.1.3. For all q ≥ 0, B1 ⊗q B2 is a crystal.
Proof. Let us verify axioms for crystals from (C1) to (C4), in the case q > 0, then q = 0
will follow by a limit argument.
(C1)
ϕα (b1 ⊗q b2)− εα (b1 ⊗q b2)
= ϕα (b2) + q log
(
1 + e
ϕα(b1)−εα(b2)
q
)
− εα (b1)− q log
(
1 + e
εα(b2)−ϕα(b1)
q
)
= ϕα (b2)− εα (b1) + ϕα (b1)− εα (b2)
= α (γ (b1)) + α (γ (b2))
= α (γ (b1 ⊗q b2))
(C2)
γ (ecα · (b1 ⊗q b2))
= γ (ec1α · b1) + γ (ec2α · b2)
= γ (b1 ⊗q b2) + (c1 + c2)α∨
using the remark that c = c1 + c2, the second axiom is checked.
(C3) We will only check:
εα (ecα · (b1 ⊗q b2))
= εα (ec1α · b1) + q log
(
1 + e
εα(e
c2
α ·b2)−ϕα(e
c1
α ·b1)
q
)
= −c1 + εα (b1) + q log
(
1 + e
−c+εα(b2)−ϕα(b1)
q
)
= −c1 + εα (b1)− c+ q log
(
ec + e
εα(b2)−ϕα(b1)
q
)
= εα (b1)− c+ q log
(
1 + e
εα(b2)−ϕα(b1)
q
)
= −c+ εα (b1 ⊗q b2)
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(C4) We know that
ecα · ec
′
α · (b1 ⊗q b2) = ec1+c
′
1 · b1 ⊗q ec2+c′2 · b2
where
c′1 = q log
e c
′+ϕα(b1)
q + e
εα(b2)
q
e
ϕα(b1)
q + e
εα(b2)
q

c1 = q log
e
c+ϕα(e
c′1
α ·b1)
q + e
εα(e
c′2
α ·b2)
q
e
ϕα(e
c′1
α ·b1)
q + e
εα(e
c′2
α ·b2)
q

c′2 = c− c′1
c2 = c− c1
We simplify:
c1 = q log
e
c+ϕα(b1)+c
′
1
q + e
εα(b2)−c′2
q
e
ϕα(b1)+c′1
q + e
εα(b2)−c′2
q

= q log
e c+c
′+ϕα(b1)
q + e
εα(b2)
q
e
c′+ϕα(b1)
q + e
εα(b2)
q

Hence:
c1 + c′1 = q log
e c+c
′+ϕα(b1)
q + e
εα(b2)
q
e
ϕα(b1)
q + e
εα(b2)
q

and
c2 + c′2 = c+ c′ −
(
c1 + c′1
)
= q log
 eϕα(b1)q + e εα(b2)q
e
ϕα(b1)
q + e
−c−c′+εα(b2)
q

In the end:
ecα · ec
′
α · (b1 ⊗q b2) = ec1+c
′
1 · b1 ⊗q ec2+c′2 · b2 = ec+c · (b1 ⊗q b2)
4.1.2 Geometric varieties and coordinates
Geometric lifting is the general idea that computations in the tropical world using the semi-
field (R,min,+) have analogues in the geometric world using (R>0,+, .). More information
is provided in subsection 7.1.1. Here, the reader will only need to have in mind that the
rational maps in the sense of semi-fields, which are the rational and substraction free maps,
preserve positivity and can tropicalized.
Definition 4.1.4 (Lusztig variety). Define the geometric Lusztig variety as:
Uw0>0 := U ∩Bw0B ∩G≥0
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In the Cartan-Killing type A, Uw0>0 is nothing but the set of totally positive upper
triangular matrices with unit diagonal. It is known since Lusztig that:
Theorem 4.1.5 ([BZ01]). Every reduced word i ∈ R(w0) gives rise to a bijection:
xi : Rm>0 → Uw0>0
(t1, . . . , tm) 7→ xi1(t1) . . . xim(tm)
Moreover, for i, i′ ∈ R(w0), the maps x−1i′ ◦ xi : Rm>0 → Rm>0 are rational and substraction
free.
Such a name is legitimate because changes of parametrization in the G∨ canonical
basis where proven to be the tropicalization of the rational substraction free expression
([BZ01], theorem 5.2):
Ri,i′ (t) = x−1i′ ◦ xi (t) (4.1)
Definition 4.1.6 (Kashiwara (or string) variety). Define the geometric string variety Cw0>0
as:
Cw0>0 := Uw¯0U ∩B ∩G≥0
Of course, this definition depends on w¯0, our choice of representative for the longest
element w0 in the Weyl group.
Theorem 4.1.7 ([BZ01]). Every reduced word i ∈ R(w0) gives rise to a bijection:
x−i : Rm>0 → Cw0>0
(c1, . . . , cm) 7→ x−i1(c1) . . . x−im(cm)
Moreover, for i, i′ ∈ R(w0), the maps x−1−i′ ◦x−i : Rm>0 → Rm>0 are rational and substraction
free.
In the same fashion, changes of parametrizations in string coordinates for the canonical
basis (in G∨) are given by the tropicalization of ([BZ01], theorem 5.2):
R−i,−i′ (c) = x−1−i′ ◦ x−i (c) (4.2)
A useful relationship between the maps xi and x−i is the following:
Lemma 4.1.8. ( [BZ01] Lemma 6.1 ) Let i = (i1, . . . , ij) ∈ R(w) a reduced expression and(
β∨1 , . . . , β∨j
)
an associated positive coroots enumeration. Then the following statements
are equivalent:
(i)
(
x−i1(c1) . . . x−ij (cj)
)T
= c
−α∨i1
1 . . . c
−α∨ij
j xij (tj) . . . xi1(t1)
(ii)∀1 ≤ k ≤ j, tk = ck
∏
l<k
c
αik (α
∨
il
)
l
(iii)∀1 ≤ k ≤ j, ck = tk
∏
l<k
t
βk(β∨l )
l
Moreover:
j∏
k=1
c
α∨ik
k =
j∏
k=1
t
−w−1β∨k
k
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Proof. The equivalence between the two first statements is immediate using commutation
relations: (
x−i1(c1) . . . x−ij (cj)
)T
=c
−α∨ij
j xij (cj) . . . c
−α∨i1
1 xi1(c1)
=c
−α∨i1
1 . . . c
−α∨ij
j
j−1∏
k=0
xij−k(cj−k
∏
l<j−k
c
αik (α
∨
il
)
l )
The equivalence between the two last statements can be proved by induction over j. For
j = 1, it is immediate. Then, for j ≥ 1, by induction hypothesis:
cj = tj
j−1∏
k=1
c
−αij (α∨ik )
k = tj
j−1∏
k=1
(
tk
k−1∏
l=1
t
βk(β∨l )
l
)−αij (α∨ik )
Rearranging the double product gives:
cj =tj
j−1∏
k=1
t
−αij (α∨ik )
k
 j−1∏
l=1
t
−
∑j−1
k=l βk(β
∨
l )αij (α
∨
ik
)
l
=tj
j−1∏
k=1
t
−αij
(
α∨ik+
∑j−1
l=k βl(β
∨
k )α
∨
il
)
k
Then using the second identity in lemma C.0.6 with λ = β∨k :
α∨ik +
j−1∑
l=k
βl(β∨k )α∨il
=α∨ik + (si1 . . . sik)
−1 β∨k −
(
si1 . . . sij−1
)−1
β∨k
=−
(
si1 . . . sij−1
)−1
β∨k
In the end, as announced:
cj =tj
j−1∏
k=1
t
αij
((
si1 ...sij−1
)−1
β∨k
)
k
=tj
j−1∏
k=1
t
βj(β∨k )
k
The last equality is a straightforward calculation:
j∏
k=1
c
α∨ik
k =
j∏
k=1
tα∨ikk ∏
l<k
t
βk(βl)α∨ik
l

=
j∏
k=1
t
α∨ik+
∑j
l=k+1 βl(βk)α
∨
il
k
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Using again the lemma C.0.6, we have:
α∨ik +
j∑
l=k+1
βl(βk)α∨il = −w−1β∨k
From Lusztig parametrization to string coordinates: Define
∀u ∈ U ∩Bw0B, ηe,w0 (u) := [w¯−10 uT ]−1−0 = [w¯−10 uT ]+w¯0S (u)ι (4.3)
∀v ∈ B ∩ Uw¯0U, ηw0,e (v) := [
(
w¯0v
T
)−1
]+ (4.4)
Theorem 4.1.9 ( [BZ01], corollary 5.6 ). The map ηe,w0 is a bijection from U ∩ Bw0B
to B ∩ Uw¯0U and restricts to a bijection from Uw0>0 to Cw0>0. The inverse map is ηe,w0.
ηe,w0 gives then the correspondence between the Lusztig variety and the string variety.
The tropicalization of this correspondence is a very interesting map. In the notations of
section 3.10, we have:
Theorem 4.1.10 ( [BZ01], theorem 5.7 ). Changes of parametrization for the G∨ canon-
ical basis are obtained by tropicalizing the following rational substraction free expressions.
Going from i-Lusztig parameters to i′-string parameters is achieved by tropicalizing:
x−i′ ◦ ηe,w0 ◦ xi
Conversely, in order to obtain i-string parameters from i′-Lusztig parameters, tropicalize:
xi′ ◦ ηw0,e ◦ x−i
Geometric crystal elements:
Definition 4.1.11 (Geometric crystals). Define the geometric crystal of highest weight
λ ∈ a as the set:
B (λ) := Cw0>0eλ
The union of all highest weight crystals will be denoted by B, which is nothing but the set
of totally positive elements in B:
B =
⊔
λ∈a
B(λ)
Later, we will see that B is an abstract crystal in the sense of definition 4.1.1. Also,
notice that the dependence in λ is given by a flat torus fibration and the highest weight
can easily be recovered from any element x ∈ B using the highest weight map:
Definition 4.1.12 (Highest and lowest weight, [BK06] relation 1.6). Define the highest
weight map hw : B → a by:
∀x ∈ B, hw(x) := log[w¯−10 x]0
The lowest weight is given by:
∀x ∈ B, lw(x) := log[w¯−10 xι]ι0 = w0hw(x)
4.1. Geometric crystals 55
Notice that highest weight crystals are disjoint in B and that hw (B(λ)) = {λ}
Properties 4.1.13. (i) hw can be extented to B+w0B+ as:
∀ (z, u) ∈ U × U, t ∈ H,hw (zw¯0tu) = log(t)
(ii) hw is an U × U -invariant function.
(iii)
∀ (x, y) ∈ a2, ∀g ∈ B+w0B+, hw (exgey) = w0x+ hw (g) + y
Proof. (i) If g = zw¯0tu ∈ B+w0B+
hw (g) = log[w¯−10 g]0
= log[w¯−10 zw¯0tu]0
= log(t)
(ii) Immediate from (i)
(iii)
hw (exgey) = log[w¯−10 exgey]0
= log[w¯−10 exw¯0w¯−10 gey]0
= log[ew0xw¯−10 gey]0
=w0x+ hw (g) + y
Every element x ∈ B (λ) can be written using a certain associated parameter. The
letters u and z will usually refer to an element in Uw0>0 and the letter v will usually refer
to an element in Cw0>0. An expression we will often use is:
Theorem 4.1.14. For x ∈ B (λ), one can write uniquely:
x = zw¯0eλu, z ∈ Uw0>0 , u ∈ Uw0>0
Mapping x to z (resp. u) is a bijection from B(λ) to Uw0>0 . The former will be refered to
as the Lusztig parameter associated to x, and the latter the twisted Lusztig parameter.
Proof. The existence is a consequence of the definition of B(λ). The uniqueness comes, as
we will see, from exhibiting inverse maps that preserve total positivity.
There is also the possibility of using a parameter v ∈ Cw0>0 that we will call the string
or Kashiwara parameter associated to x. Such names are justified by the fact that these
choices give a geometric lifting of the parametrizations for crystal bases.
From the previous theorem, it is obvious that hw−1({λ}) = B(λ). In all the following
formulas, the group elements considered belong to the double Bruhat cell B ∩ B+w0B+
and thus, every Gauss decomposition that we use is allowed.
56 Chapter 4. Littelmann path model for geometric crystals
Definition 4.1.15 (Parameters associated to a crystal element). Define the following
maps on B:
%L : B −→ Uw0>0
x = zw¯0eλu 7→ z = [w¯−10 xι]ι+
%K : B −→ Cw0>0
x 7→ v = [w¯−10 [x]−]T0+
%T : B −→ Uw0>0
x = zw¯0eλu 7→ u = [w¯−10 x]+
For x ∈ B, the group elements z = %L(x), v = %K(x) and z = %T (x) will be referred to
as the Lusztig, Kashiwara and twisted Lusztig parameters associated to x.
The following property shows that all highest weight crystals share the same parametriza-
tions, hinting to the compatibility properties of the canonical basis. Recall that ηw0,e is
given in equation (4.4).
Proposition 4.1.16. Once restricted to B(λ) the maps %L, %K and %T are invertible with
inverses:
bLλ : U
w0
>0 −→ B(λ)
z 7→ x = [zw¯0]−0eλ = zw¯0eλ
(
e−λ[zw¯0]−1+ eλ
)
bKλ : C
w0
>0 −→ B(λ)
v 7→ x = [ηw0,e (v) w¯0]−0eλ = [(w¯0vT )−1]+w¯0vT [vT ]−10 eλ
bTλ : U
w0
>0 −→ B(λ)
u 7→ x = S ◦ ι
(
e−λ[w¯−10 uT ]+eλ
)
w¯0eλu
Remark 4.1.17. It is easy to see that with such definitions, ηe,w0 (z) = v.
In the sequel, we will try to stick to the letters z, v and u when dealing with each
choice of parameter. The figure 4.1 shows the different charts for B(λ), together with the
inverse maps bLλ , bKλ and bTλ . Since those parametrizations will be important to us, we
reproduce that commutative diagram among other ones in appendix A.
x ∈ B(λ)
z ∈ Uw0>0 v ∈ Cw0>0 u ∈ Uw0>0
%L
%K
%T
bLλ
bKλ
bTλ
ηe,w0
ηw0,e
Figure 4.1: Charts for the highest weight geometric crystal B(λ)
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Proof. The fact that these charts preserve total positivity is dealt with later in theorem
4.1.18. Let us start by writing:
x = zw¯0eλu
Lusztig parameters: It is easy to see that since x ∈ B, we have x = [x]−0 = [zw¯0]−0eλ.
The second expression is obtained directly by the identity [zw¯0]−0 = zw¯0[zw¯0]−1+ .
In order to obtain z from x, making use of the anti-automorphism ι gives:
xι = uιe−λw¯0zι
Hence:
[w¯−10 xι]ι+ = [w¯−10 uιe−λw¯0zι]ι+
= (zι)ι
= z
Twisted Lusztig parameters are treated in a similar way. Write:
x =[xι]ι−0
=[uιe−λw¯0]ι−0
=
(
[uιe−λw¯0]ι+
)−1
w¯0e
λu
=S ◦ ι(y)w¯0eλu
where we have used the involutive automorphism S ◦ ι defined in section 4.5:
y = S ◦ ι
((
[uιe−λw¯0]ι+
)−1)
= w¯−10 [w¯−10 e−λ (uι)
T ]ι−w¯0
= [w¯−10 e−λuT eλ]+
= e−λ[w¯−10 uT ]+eλ
And in order to obtain u from x, write [w¯−10 x]+ = [w¯−10 zw¯0eλu]+ = u.
Finally, for the Kashiwara parameter, if x ∈ B(λ) and %K(x) = v, then:
ηw0,e(v) =[
(
w¯0v
T
)−1
]+
=[[w¯−10 [x]−]−10+w¯−10 ]+
=[[x]−1− w¯0[w¯−10 [x]−]−w¯−10 ]+
=w¯0[w¯−10 [x]−]−w¯−10
Therefore:
x =[w¯0[w¯−10 x]−0]−0
=[w¯0[w¯−10 [x]−]−]−0eλ
=[ηw0,e(v)w¯0]−0eλ
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Another possible expression is indeed:
x =ηw0,e(v)w¯0[ηw0,e(v)w¯0]−1+ eλ
=ηw0,e(v)w¯0[
(
w¯0v
T
)−1
w¯0]−1+ eλ
=ηw0,e(v)w¯0vT [vT ]−10 eλ
Theorem 4.1.18. All maps %L, %K and %T (and their inverses) are rational and sub-
straction free once written in coordinates. Thus they preserve total positivity.
Proof. Notice that:
ηe,w0 ◦ %L = %K
ι ◦ %L ◦ ι = %T
We already know that ηe,w0 and its inverse are rational substraction free once written in
the appropriate charts (theorems 4.1.9 and 4.1.10). The same goes for ι as x−1iop ◦ ι◦xi = id
and x−1i′ ◦ ι ◦xi. Therefore, the theorem will be proved by dealing only with the mappings
%L and bLλ .
In order to further reduce the problem, introduce the twist map studied in [BZ97]:
ηw0 : (U ∩Bw0B) −→ (U ∩Bw0B)
z 7→ [w¯−10 zT ]+
It is easy to see that η−1w0 = ι◦ηw0 ◦ ι. Moreover, one can show that x−1i′ ◦ηw0 ◦xi is rational
and subtraction free, for every reduced words i′ and i.
Technically, in proposition 4.1.16, we only proved that the following correspondence
for the Lusztig parametrization is bijective:
(B ∩ Uw¯0U) eλ −→ U ∩Bw0B
x = [zw¯0]−0eλ 7→ z = [w¯−10 xι]ι+
Therefore, after getting rid of the dependence in λ, we will consider:
ϕ : B ∩ Uw¯0U −→ U ∩Bw0B
x = [zw¯0]−0 7→ z = [w¯−10 xι]ι+
and prove that x−1i ◦ ϕ ◦ x−i(c1, . . . , cm) is rational and subtraction free in the variables
(c1, . . . , cm), hence preserving total positivity. Applying the monomial change of variable
in lemma 4.1.8:
(x−i(c1, . . . , cm))T = c
−α∨i1
1 . . . c
−α∨im
m xiop(tm, . . . , t1)
we obtain x−1i ◦ η−1w0 ◦ xiop(tm, . . . , t1), which we know is rational and subtraction free, as
well as its inverse. All intermediate rearrangements were also rational and substraction
free, hence the result.
4.1. Geometric crystals 59
4.1.3 The weight map
Definition 4.1.19. Define the weight map γ : B (λ)→ a by:
eγ(x) = [x]0
This weight map is the geometric analogue of the classical weight map for crystal
bases. The similarity is particularly obvious when comparing the following result with
equations 3.10 and 3.11. It uses the dual root system as the geometric crystal on G has
the properties of the canonical basis for G∨.
Theorem 4.1.20. Let x ∈ B(λ), z = %L(x), v = %K(x) and u = %T (x). Write for
i ∈ R(w0)
z = xi (t1, . . . , tm)
v = x−i (c1, . . . , cm)
u = xi
(
t′1, . . . , t
′
m
)
And e−t˜k = tk, e−t˜
′
k = t′k and e−c˜k = ck. Then, in terms of coordinates, the weight map is
given by:
γ(x) = λ−
m∑
k=1
t˜kβ
∨
k
= w0
(
λ−
m∑
k=1
t˜′kβ
∨
k
)
= λ−
m∑
k=1
c˜kα
∨
ik
Proof. For x = [zw¯0]−0eλ with z = xi (t1, . . . , tm). We apply lemma 4.1.8 to the opposite
reduced word iop = (im, . . . , i1). As such, the positive roots enumeration is reversed as well
as the order of the parameters t1, . . . , tm. There is a b = x−iop (c1, . . . , cm)T ∈ B+∩Nw¯−10 N
such that:
z =
 m∏
j=1
t
−w0β∨iop,m−j+1
j
 b
The exponents can be simplified as:
− w0β∨iop,m−j+1
=− w0sim . . . sij+1α∨ij
=si1 . . . sij−1α∨ij
=β∨j
Hence:
u =
 m∏
j=1
t
β∨j
j
 b
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Because bw¯0 ∈ NU , we have:
[x]0
=[uw¯0]0eλ
=
 m∏
j=1
t
β∨j
j
 bw¯0

0
eλ
=eλ
 m∏
j=1
t
β∨j
j

We can deduce the weight map expression in terms of (t′1, t′2, . . . , t′m) quite simply from
the above proof. Notice that applying ι to x, changes u to u′ι, λ to −w0λ and γ(x) to
−γ(x). As such, using the expression found for the weight map in Lusztig coordinates,
while considering the opposite word iop:
−γ(x) = −w0λ−
m∑
k=1
t˜′m−k+1β
∨
iop,k
Hence:
γ(x) = w0λ+
m∑
k=1
t˜′m−k+1β
∨
iop,k
= w0λ+
m∑
k=1
t˜′m−k+1(−w0si1 . . . sim−k−1)α∨im−k
= w0
(
λ−
m∑
k=1
t˜′kβ
∨
k
)
In the string parametrization v = %S(x) = x−i (c1, . . . , cm). By definition 4.1.15:
v = [w¯−10 [x]−]T0+
Hence:
m∏
j=1
c
−α∨ij
j =[v]0
=[w¯−10 [x]−]0
=[w¯−10 x]0[x]−10
=eλ[x]−10
Rearranging the equation yields the result.
4.1.4 Examples
We illustrate the previous coordinate systems and maps by a few examples for different
semi-simple groups. We will take x ∈ B and write in coordinates:
z = %L(x) ∈ Uw0>0
v = %K(x) ∈ Cw0>0
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A1-type:
G = SL2 =
{
x =
(
a c
b d
)
|ad− bc = 1
}
g = sl2 = {x ∈M2(C) |tr(x) = 0}
H =
{
x =
(
a 0
0 a−1
)
, a ∈ C∗
}
h = Cα∨
where α∨ =
(
1 0
0 −1
)
.
The disjoint union of all highest weight crystals is B:
B =
{(
a 0
b a−1
)
| a > 0, b > 0
}
For x =
(
a 0
b a−1
)
∈ B, if:
λ = hw(x)
z =
(
1 t
0 1
)
v =
(
c−1 0
1 c
)
then, in terms of the matrix x, we have:
λ = log(b)α∨
t = c = a
b
Remark 4.1.21 (The reductive case: GL2). If G = GL2, then one can factor the group
thanks to the determinant G ≈ SL2 × C∗. The extra dimension can be treated separately.
A2-type:
G = SL3(C)
g = sl2 = {x ∈M3(C) |tr(x) = 0}
H =
x =
a 0 00 b 0
0 0 c
 , abc = 1, (a, b, c) ∈ (C∗)3

h = Cα∨1 ⊕ Cα∨2
where α∨1 =
1 0 00 −1 0
0 0 0
 and α∨2 =
0 0 00 1 0
0 0 −1
.
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The disjoint union of all highest weight crystals is given by lower triangular totally
positive matrices:
B =

a 0 0b c 0
d e f
 | acf = 1; a, b, c, d, e, f > 0; be− dc > 0

For a crystal element x =
a 0 0b c 0
d e f
 ∈ B, if:
λ = hw(x)
z = x121(t1, t2, t3) =
1 t1 + t3 t1t20 1 t2
0 0 1

v = x−121(c1, c2, c3) =

1
c1c3
0 0
c−13 + c1c2
c1c3
c2
0
1 c3 c2

then the correspondence ηe,w0 (z) = v gives:
(t1, t2, t3) =
(
c1, c3, c2c
−1
3
)
Moreover, we have:
eλ =
d 0 00 be−dcd 0
0 0 1be−dc

x =
t1t2 0 0t2 t3t−11 0
1 t1+t3t1t2
1
t2t3
 eλ
=
c1c3 0 0c3 c−11 c2c−13 0
1 c1c3+c2
c1c23
1
c2
 eλ
4.1.5 Geometric crystals in the sense of Berenstein and Kazhdan
Now, we will explain why B is a positive geometric crystal in the sense of Berenstein
and Kazhdan ([BK00], [BK06]) using their framework. Their construction starts with
the notion of unipotent bicrystal. In our case, the unipotent bicrystal is simply the cell
B∩B+w0B+. Then it can be decorated with structural maps and endowed with a positive
structure. This tantamounts to restricting the structural maps to B, the totally positive
part. The structural maps we inherit satisfy the axioms in definition 4.1.1 and more.
Define the fundamental additive N -character eχ−α : N → C by:
∀(α, β) ∈ ∆2, ∀t ∈ R, χ−α (etfβ )) = tδα,β
where δ.,. is the Kronecker delta. It is naturally extended to B by setting ∀x ∈ B,χ−α (x) =
χ−α ([x]−)
4.1. Geometric crystals 63
Theorem 4.1.22. The set B is an abstract geometric crystal once endowed with the
structural maps:
• γ : B → a
g 7→ log ([g]0)
• For x ∈ B:
εα(x) := χ−α (x)
ϕα(x) := χ−α (xι) = α (γ(x)) + εα(x)
• ecα · x = [xα
(
ec−1
eεα(x)
)
x]−0 = xα
(
ec−1
eεα(x)
)
xxα
(
e−c−1
eϕα(x)
)
An important fact to keep in mind is that the previous group product uses a U × U
action, and the right action is there to exactly balance the left action. As such, the
resulting group element is still in B ⊂ B.
So far, we made the choice of working directly with the totally positive elements. Only
in this subsection, we will work outside of the totally positive varieties, in order to present
Berenstein and Kazhdan’s construction, from which theorem 4.1.22 follows immediately.
The unipotent bicrystal (X, p): A unipotent bicrystal is a couple (X, p) such that
X is a U × U variety, meaning a set with a right and left action of U , and p : X → G a
U ×U -equivariant application, meaning it is an application such that the action of U ×U
on X and G commute.
Here pick X := B+w0B+ with the natural left and right group action of U . And
p : B+w0B+ ↪→ G is the inclusion map.
The unipotent crystal X−: Following [BK06] section 2, we define X− to be the
unipotent crystal associated to (X, p) by:
X− := p−1(B) = B ∩B+w0B+
It is nothing but the largest double Bruhat cell inside of the Borel subgroup B. Here we
are dealing with a unipotent bicrystal of type w0 ([BK06], claim 2.6).
The positive structure ΘX: Now fix λ ∈ a. For every i consider the charts:
bLλ ◦ xi : Rm>0 → B(λ)
bKλ ◦ xi : Rm>0 → B(λ)
bTλ ◦ xi : Rm>0 → B(λ)
In the language of [BK06], they are the restrictions to the positive octant Rm>0 of toric charts
from Cm to (B ∩ Uw¯0U) eλ. Moreover, because of theorem 4.1.18, these toric charts are
positively equivalent, defining the same positive structure ΘX on (B ∩ Uw¯0U) eλ. When
looking only at the image of Rm>0 through those charts, one is dealing only with B(λ).
The positive geometric crystals F(X, p,ΘX): By proposition 2.25 in [BK06], the
unipotent bicrystal (X, p) gives rise to a geometric crystal F(X, p) = (X−, γ, ϕα, εα, e.α|α ∈ ∆).
By lemma 3.30 in [BK06], one gets a positive geometric crystal F(X, p,ΘX) meaning that
these structural maps respect the positive structure. Therefore, we can restrict them to
B, which proves theorem 4.1.22. Notice that the notation for εα and ϕα are reversed
compared to [BK06].
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Tensor product of geometric crystals Given two geometric crystals X and Y , each
one endowed with maps (γ, ϕα, εα, e.α|α ∈ ∆), Berenstein and Kazhdan define the tensor
product X ⊗ Y as the set X × Y endowed with the following maps:
γ(x⊗ y) = γ(x) + γ(y)
εα(x⊗ y) = εα(x) + log
(
1 + eεα(y)−ϕα(x)
)
ϕα(x⊗ y) = ϕα(y) + log
(
1 + eϕα(x)−εα(y)
)
ecα · (x⊗ y) = ec1α · x⊗ ec2α · y
where
c1 = log
(
ec + eεα(y)−ϕα(x)
)
− log
(
1 + eεα(y)−ϕα(x)
)
c2 = − log
(
e−c + eεα(y)−ϕα(x)
)
+ log
(
1 + eεα(y)−ϕα(x)
)
Claim 2.16 in [BK06] asserts that X⊗Y is a geometric crystal. Notice that this definition
is the same as our q-tensor product of crystals when q = 1, and in proposition 4.1.3, we
in fact checked that claim.
4.1.6 Additional structure
Invariant under crystal action: At this level, it is easy to see that the highest weight
is invariant under the crystal actions e.α:
Lemma 4.1.23.
∀x ∈ B,∀α ∈ ∆,∀c ∈ R, hw (ecα · x) = hw(x)
Proof. Notice that B = (B ∩B+w0B+)≥0 = (B ∩ Uw¯0U)≥0 · A. Also, the crystal actions
e.α, α ∈ ∆ are given by an action of U × U , leaving the A factor invariant. This factor is
nothing but ehw(.), hence the result.
Verma relations: Following ([BK00]), for an abstract crystal L and any word i =
(i1, . . . , ik) ∈ Ik (not necessarily reduced), define the map:
e.i : a× L → L
(t, x) 7→ eti = eβ
(1)(t)
αi1
· eβ(2)(t)αi2 . . . e
β(k)(t)
αik
· x
where β(j) = sik . . . sij+1(αij ).
The relations appearing in the next lemma are called Verma relations. If they hold,
one can define unambiguously ew = ei for i ∈ Ik if w = si1 . . . sik .
Lemma 4.1.24 (lemma 2.1 [BK00]). The following proposition are equivalent:
(i) For any i ∈ Ik and i′ ∈ Ik′, if:
w = si1 . . . sik = si′1 . . . si′k′
Then ei = ei′.
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(ii) The following relations hold for every c1, c2 ∈ R:
ec1α · ec2β = ec2β · ec1α
if α(β) = β(α) = 0;
ec1α · e2c1+c2β · ec1+c2α · ec2β = ec2β · ec1+c2α · e2c1+c2β · ec1α
if α(β∨) = −1, β(α∨) = −2;
ec1α · e3c1+c2β · e2c1+c2α · e3c1+2c2β · ec1+c2α · ec2β = ec2β · ec1+c2α · e3c1+2c2β · e2c1+c2α · e3c1+c2β · ec1α
if α(β∨) = −1, β(α∨) = −3.
Proof. (i)⇒ (ii): If i and i′ are reduced expressions, then by Tits lemma (theorem 3.3.2),
one can obtain i′ from i using braid moves. If α and β are simple roots in ∆ and satisfy
a d-term braid relationship sαsβsα · · · = sβsαsβ . . . , then we obtain:
∀t ∈ a, eα(t)α · e(sαβ)(t)β · e
(sαsβα)(t)
α · · · = eβ(t)β · e
(sβα)(t)
α · e(sαsβα)(t)α . . .
In particular, writing this equation for t in the span of the coweights ω∨α and ω∨β , we find the
Verma relations. This is the classical rank 2 reduction. The list of relations corresponds
to the root systems A1 ×A1, A2, BC2, G2.
(ii) ⇒ (i) Conversely, the Verma relations imply ei = ei′ for reduced words. If i and
i′ are not reduced, it is well known that one can reduce them by using braid moves and
by deleting equal successive indices, as they correspond to a product of the form s2α = id.
Therefore, we only need to notice that if i contains two equal successive indices and i′ is
the word obtained by deleting them, then ei = ei′ . Indeed, if i ∈ Ik, k ∈ N and ij = ij+1
for a certain j then for all t ∈ a:
∀t ∈ a, e
(
sik ...sij+1 (αij )
)
(t)
αij
e
(
sik ...sij+2 (αij+1 )
)
(t)
αij+1
= id
Proposition 4.1.25. For the geometric crystal B, Verma relations hold.
Proof. See [BK00]. The proof is carried by direct computations in the group.
W-action on the crystal: In general for any abstract crystal L, as soon as the Verma
relations hold, one can define a W action on L. If w = si1 . . . sik , define:
∀x ∈ L,w · x = e−γ(x)w · x
Proposition 4.1.26 ( [BK00] ). The W action on a crystal is well defined, and the weight
map is equivariant with respect to this action.
Proof. Equivariance is easily checked on simple reflections, as for α ∈ ∆ and x ∈ L:
γ (sα · x)
=γ
(
e−α(γ(x))α · x
)
=γ (x)− α (γ(x))α∨
=sα(γ(x))
66 Chapter 4. Littelmann path model for geometric crystals
Then it carries on to all elements in the Weyl group by writing them as products of simple
reflections, once we know we have defined an action.
Now, in order to check we have an action, consider w = uv ∈W . By induction on the
length, one can suppose that equivariance for v holds (γ(v · x) = vγ(x)). If i ∈ Ik (resp.
i′ ∈ I l) is a word giving u (resp. v), then their concatenation gives w. Moreover, with
β(j), 1 ≤ j ≤ k + l the corresponding roots and t ∈ a:
etw = eβ
(1)(t)
αi1
. . . eβ
(k)(t)
αik
· eβ(k+1)(t)αi′1 . . . e
β(k+l)(t)
αi′
l
= evβ(1)(vt)αi1 . . . e
vβ(k)(vt)
αik
· eβ(k+1)(t)αi′1 . . . e
β(k+l)(t)
αi′
l
= evtu · etv
Finally, it is easy to check that:
u · (v · x)
=e−γ(v·x)u ·
(
e−γ(x)v · x
)
=e−vγ(x)u · e−γ(x)v · x
=e−γ(x)w · x
=w · x
4.2 Group-theoretic path transforms
4.2.1 Paths on the solvable group B
Let C(R+, a) be the set of continuous paths valued in the real Cartan subalgebra a. In the
following, for every path X ∈ C(R+, a) we want to introduce B-valued processes that are
solution of a certain differential equation driven by X. The differential equation can be
understood as being formal if X fails to be regular enough so that the differential equation
has a meaning.
One can also note that all the algebraic operations on group elements can be inter-
preted as matrix operations in any finite dimensional representation of the group G.
Let (Bt(X))t∈R+ be the B-valued path, driven by X and solution of the following
equation: {
dBt(X) = Bt(X) (
∑
α∈∆ fαdt+ dXt)
B0(X) = exp(X0)
(4.5)
The following expression is easy to check ([BBO] after transpose) and can be taken as
a definition when discarding the smoothness assumption on X:
Theorem 4.2.1.
Bt(X) =
∑
k≥0
∑
i1,...,ik
∫
t≥tk≥···≥t1≥0
e−αi1 (Xt1 )···−αik (Xtk )dt1 . . . dtkfi1 · fi2 . . . fik
 eXt (4.6)
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By convention, the term for k = 0 is the identity element. Also, later, we will take X
to be a semi-martingale and view equation 4.5 as a stochastic differential equation (SDE)
written in Stratonovich convention.
When X is differentiable, equation 4.5 has to be understood the following way. In any
finite dimensional group representation V , B.(X) is viewed as GL(V )-valued function of
the time parameter:
B.(X) : R+ −→ GL(V )
It is the solution of the system of ordinary differential equations written in matrix form
as: {
dB(X)
dt (t) = Bt(X)
(∑
α∈∆ fα + dXdt (t)
)
B0(X) = exp(X0)
(4.7)
Example 4.2.2 (A1-type). In the case of SL2:
dBt(X) = Bt(X)
(
dXt 0
dt −dXt
)
Solving the differential equation leads to:
Bt(X) =
(
eXt 0
eXt
∫ t
0 e
−2Xsds e−Xt
)
Example 4.2.3 (A2-type). For the canonical representation of SL3, a = {x ∈ R3|x1 +
x2 + x3 = 0}:
dBt(X) = Bt(X)
dX1t 0 0dt dX2t 0
0 dt dX3t

Solving the differential equation leads to:
Bt(X) =
 e
X1t 0 0
eX
1
t
∫ t
0 e
−α1(Xs) eX2t 0
eX
1
t
∫ t
0 e
−α1(Xs)ds
∫ s
0 e
−α2(Xu)du eX2t
∫ t
0 e
−α2(Xs)ds eX3t

where (α1 = (1,−1, 0), α2 = (0, 1,−1)) are the simple roots.
Now define (At(X))t∈R+ and (Nt(X))t∈R+ via the NA decomposition of B.(X) =
N.(X)A.(X):
At(X) = eXt (4.8)
Nt(X) =
∑
k≥0
∑
i1,...,ik
∫
t≥tk≥···≥t1≥0
e−αi1 (Xt1 )···−αik (Xtk )fi1 · fi2 . . . fikdt1 . . . dtk (4.9)
Lemma 4.2.4. A.(X) and N.(X) are solution of the following equations:
dAt(X) = At(X)dXt, A0(X) = exp(X0) (4.10)
dNt(X) = Nt(X)
∑
α∈∆
e−α(Xt)fαdt
 , N0(X) = id (4.11)
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Proof. It is quite trivial for the A-part. Then, since Bt(X) = Nt(X)At(X), we have by
differentiation (Stratonovich differentiation rule in the stochastic case):
dNt(X)At(X) +Nt(X)dAt(X) = Bt(X)
∑
α∈∆
fαdt+ dXt

⇔ dNt(X)At(X) +Nt(X)At(X)dXt = Nt(X)At(X)
∑
α∈∆
fαdt+ dXt

⇔ dNt(X)At(X) = Nt(X)At(X)
∑
α∈∆
fαdt

⇔ dNt(X) = Nt(X)At(X)
∑
α∈∆
fαdt
At(X)−1
⇔ dNt(X) = Nt(X)
∑
α∈∆
e−α(Xt)fαdt

The last step uses the Ad action of the torus on the Chevalley generators.
4.2.2 Group considerations
Morally speaking, B.(X) is obtained by infinitesimal increments that are totally non-
negative. Therefore, as totally non-negative matrices form a semigroup, the following
theorem is no surprise. For the convenience of the reader, we recall the proof.
Theorem 4.2.5 ([BBO], lemma 3.4 - Total positivity of the flow B.). Let X ∈ C(R+, a).
Then for all t ≥ 0, Bt(X) is totally non-negative. More precisely:
∀t > 0, Bt(X) ∈ Nw0>0A
Proof. For t = 0, B0(X) = eX0 ∈ A which is totally non-negative.
For t > 0, clearly we need to prove that Nt(X) ∈ Nw0>0 or equivalently, thanks to theorem
3.13.1 that all minors ∆wωi,ωi (Nt(X)) , 1 ≤ i ≤ n,w ∈W are positive:
∆wωi,ωi (Nt(X))
=〈Nt(X)vωi , w¯vωi〉
=
∑
k≥0
∑
i1,...,ik
∫
t≥tk≥···≥t1≥0
e−αi1 (Xt1 )···−αik (Xtk )dt1 . . . dtk
〈fi1 · fi2 . . . fikvωi , w¯vωi〉
Because of lemma 7.4 in [BZ01], we have that:
∀k ∈ N,∀w ∈W, 〈fi1 · fi2 . . . fikvωi , w¯vωi〉 ≥ 0
and therefore, we have a sum of non-negative terms. In order to see that ∆wωi,ωi (Nt(X))
is strictly positive, only one of them needs to be non-zero.
As w¯vωi generates the one dimensional weight space V (ωi)wωi , there is some sequence
i1, . . . , ik such that αi1 + · · ·+αik = ωi−wωi and w¯vωi is proportional to fi1 ·fi2 . . . fikvωi .
Hence a non-zero scalar product.
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The following path transform will play a fundamental role in the sequel.
Definition 4.2.6. When it exists, for g ∈ G and X a continuous path in a, define:
TgX(t) := log [gBt(X)]0
The previous expression makes sense when gBt(X) has a Gauss decomposition and [gBt(X)]0 ∈
A, in order to be able to consider its logarithm.
This path transform has the property:
Theorem 4.2.7 ([BBO2], proposition 6.4). Let X be a continuous path in a and g ∈
G. Assume that gBt(X) has a Gauss decomposition on an open time interval J . Then
[gBt(X)]−0 solves for t ∈ J :
d[gBt(X)]−0 = [gBt(X)]−0
(∑
α
fαdt+ d (TgX)t
)
There are certain sets D ⊂ G such that for g ∈ D, gBt(X), t ≥ 0 has always a Gauss
decomposition. The following will play an important role:
D := N ·A · U≥0
Proposition 4.2.8. For g ∈ D, we have a well-defined path transform:
Tg : C(R+, a)→ C(R+, a)
such that for X ∈ C(R+, a), TgX is the unique path in a such that:
[gBt(X)]−0 = [g]−Bt(TgX)
Proof. We only need to prove that the path transform is well defined. As for all t ≥ 0,
Bt(X) ∈ G≥0, we have that (AU≥0)Bt(X) ⊂ G≥0, since the totally non-negative matrices
form a semigroup. Hence DBt(X) ⊂ NG≥0, which is a set whose elements admit a Gauss
decomposition (see theorem 3.11.2).
In order to prove that the equation driving [gBt(X)]−0 is of the required form, use the
previous theorem.
Properties 4.2.9. Let X be a continuous path. Then:
(i) ∀g1, g2 ∈ G such that g1 ∈ D, g1g2 ∈ D, we have:
Tg1g2 = Tg1[g2]− ◦ Tg2
In particular, ∀u1, u2 ∈ U≥0, Tu1u2 = Tu1 ◦ Tu2.
(ii) ∀g ∈ D,∀n ∈ N,Tng = Tg
(iii) ∀g ∈ D,∀a ∈ A, TagX = TgX + log a
(iv) ∀g ∈ D,x ∈ a, Tg(X + x) = Tgex(X)
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(v) If α ∈ ∆ and g = xα(ξ), ξ > 0, then:
(TgX)t = Xt + log
(
1 + ξ
∫ t
0
e−α(Xs)ds
)
α∨
Proof. The proof uses the properties of the Gauss decomposition in equations 3.4 and 3.5.
(i)
[g1g2Bt(X)]−0 = [g1[g2Bt(X)]−0]−0
⇒ [g1g2]−Bt(Tg1g2X) = [g1[g2]−Bt(Tg2X)]−0 = [g1[g2]−]−Bt(Tg1[g2]− ◦ Tg2X)
⇒ Bt(Tg1g2X) = Bt(Tg1[g2]− ◦ Tg2X)
(ii) [ngBt(X)]−0 = [ng]−B(TgnX) by definition. And on the other hand, is it also
equal to n[gBt(X)]−0 = n[g]−Bt(TgX)
(iii) [agBt(X)]−0 = [ag]−B(TagX) = a[g]−a−1B(TagX) by definition. And on the other
hand, is it also equal to a[gBt(X)g]−0 = a[g]−Bt(TgX). Then, we have a−1Bt(Tag(X) =
Bt(TgX).
(iv) One can check that Bt(X + x) = exp(x)Bt(X)
(v) Direct computation, using the embedding from SL2 into the closed subgroup of G
whose Lie algebra is generated by the sl2-triplets (eα, fα, hα). One can also use the lemma
in the next subsection.
4.2.3 Extension of the path transform
Now, looking at property (v), it is natural to expect the path transform Txα(ξ) to be
extended to negative values of ξ, although this will depend on the path taken as input.
Let us examine first when a Gauss decomposition exists for xα(ξ)Bt(X), or equivalently
xα(ξ)Nt(X).
Lemma 4.2.10. For different α and β in ∆:
∀t ≥ 0,∆ωβ (xα(ξ)Nt(X)) = 1
∀t ≥ 0,∆ωα (xα(ξ)Nt(X)) = 1 + ξ
∫ t
0
e−α(Xs)ds
Proof. The first identity is a consequence of proposition 2.2 in [FZ99]. For the second, we
start by using equation 4.9 and work with the highest weight representation V (ωα). We
have:
∆ωα (xα(ξ)Nt(X))
=〈exp(ξeα)Nt(X)vωα , vωα〉
=
∑
k≥0
∑
i1,i2,...,ik
∫
t≥t1≥···≥tk≥0
e−αi1 (Xt1 )−...αik (Xtk )dt1 . . . dtk
〈exp(ξeα)fi1 . . . fikvωα , vωα〉
Hence, as we will write the expansion eξeα = ∑n∈N ξnn! enα, we need to consider vectors of
the form:
enαfi1 . . . fikvωα
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Now notice that:
∀n ∈ N, ∀k ∈ N, enαfi1 . . . fikvωα ∈ V (ωα)µ
where V (ωα)µ is the weight space in V (ωα) corresponding to the weight
µ = ωα + nα−
k∑
j=1
αij
Weight spaces in V (ωα) corresponding to different weights are orthogonal under the in-
variant scalar product 〈., .〉. Therefore, if k 6= n or there is a j such that αij 6= α, we
have:
〈enαfi1 . . . fikvωα , vωα〉 = 0
Moreover, in the representation V (ωα), we have:
∀n ≥ 2, fnαvωα = 0
Therefore, most terms are zero:
∆ωα (xα(ξ)Nt(X))
=〈vωα , vωα〉+ ξ〈eαfαvωα , vωα〉
∫ t
0
e−α(Xs)ds
=1 + ξ
∫ t
0
e−α(Xs)ds
The last equality is due to the fact that:
eαfαvωα
=[eα, fα]vωα + fαeαvωα
=hαvωα
=vωα
This lemma encourages us to consider paths only up to a certain horizon T and when
applying Txα(ξ) to X ∈ C ([0;T ], a), one can only take ξ ∈ (− 1∫ T
0 e
−α(X) ; +∞). This can be
summarized in the following proposition.
Proposition 4.2.11. For every α ∈ ∆ and c ∈ R, there is a path transform:
ecα : C ([0;T ], a) −→ C ([0;T ], a)
such that for X ∈ C ([0;T ], a):
ecα ·X = T
xα
(
ec−1∫ T
0
e−α(X)
) (X)
This path transform is in fact the corner stone of the geometric path model we will
now present. For instance, as we will see, we have:
ec+c
′
α = ecαec
′
α
It is in fact the geometric lifting of the Littelmann operators.
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4.3 The geometric path model
In this section, we define a continuous family of Littelmann path models depending on a
parameter q, as well as q-tensor product. For q → 0, we recover the continuous ’frozen’
setting presented at the beginning of [BBO2]. Since all q-Littelmann models for q > 0 are
equivalent in certain sense, our study will focus on the q = 1 case and prove that tensor
product of crystals is given by the concatenation of their elements.
The path transforms described in the previous section naturally appear as the building
blocks for the Littelmann operators ecα. We will also benefit from the construction by
Berenstein and Kazhdan ([BK00, BK04, BK06]) while exhibiting Verma relations and
finally we show that a simple projection exists between the path model and the group
picture B.
4.3.1 Path models
Definitions
Let C ([0;T ], a) be set of a-valued continuous functions on [0, T ]. Its elements are loosely
referred to as paths in a. We call a ’model’ a candidate for becoming a crystal. Hence
a path model will be a set of paths endowed with structure maps. The subscript 0 will
indicate that they are starting at zero.
Definition 4.3.1. A path crystal L is a subset C0 ([0;T ], a), where a is the real Cartan
subalgebra, endowed with maps γ, εα, ϕα and actions (e.α)α∈∆ such that
• The ’weight’ map γ : L→ a gives the endpoint:
γ(pi) = pi(T )
• L is an abstract geometric crystal as in definition 4.1.1.
Duality
Define the duality map ι : C0 ([0;T ], a) → C0 ([0;T ], a) that associates to each path pi its
dual piι. It is defined as
piι(t) = pi(T − t)− pi(T )
A crystal structure is said to behave well with respect to duality if:
e−cα = ι ◦ ecα ◦ ι
ϕα = εα ◦ ι
Continuous q-Littelmann model
Here we define a family of path models indexed by q, a parameter that can be understood
as temperature. When q = 0, we recover the continuous path model introduced and
studied in [BBO2] as the continuous counterpart of Littelmann’s path model ([Litt95]
[Litt97]).
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Models: When q > 0, a continuous q-Littelmann model is a subset L of C0 ([0;T ], a)
endowed with the structure Lq =
(
γ, (εα, ϕα, e.α)α∈∆
)
:
• The ’weight’ map γ : L→ a is the endpoint:
γ(pi) = pi(T )
• εα, ϕα : L→ R defined for every α ∈ ∆ as
εα(pi) := q log
(∫ T
0
e−q
−1α(pi(s))ds
)
ϕα(pi) := α (pi(T )) + q log
(∫ T
0
e−q
−1α(pi(s))ds
)
• ecα : L→ L, c ∈ R, α ∈ ∆ defined as
ecα · pi(t) := pi(t) + q log
(
1 + e
q−1c − 1
eq−1εα(pi)
∫ t
0
e−q
−1α(pi(s))ds
)
α∨
When q = 0, we take as defining axioms the limit q → 0:
εα (pi) = − inf0≤s≤T α (pi(s))
ϕα (pi) = α (pi(T ))− inf0≤s≤T α (pi(s))
∀0 < t < T, ecα (pi) (t) = pi(t)+ inf0≤s≤T α (pi(s))α
∨−min
(
inf
0≤s≤t
α (pi(s))− c, inf
t≤s≤T
α (pi(s))
)
α∨
ecα (pi) (0) = pi(0) = 0
ecα (pi) (T ) = pi(T ) + cα∨
Indeed, the limits for εα and ϕα are an immediate application of the Laplace method. The
latter limit comes from re-arranging the expression before using the Laplace method as
well:
ecα · pi(t) = pi(t) + q log
(
1 + e
q−1c − 1
eq−1εα(pi)
∫ t
0
e−q
−1α(pi(s))ds
)
α∨
= pi(t) + q log
(
eq
−1c
∫ t
0
e−q
−1α(pi(s))ds+
∫ T
t
e−q
−1α(pi(s))ds
)
α∨
− q log
(∫ T
0
e−q
−1α(pi(s))ds
)
α∨
q→0→ pi(t) + inf
0≤s≤T
α (pi(s))α∨ − α∨min
(
inf
0≤s≤t
α (pi(s))− c, inf
t≤s≤T
α (pi(s))
)
Notice that the condition 0 < t < T is essential in Laplace method, as certain integral
terms disappear at t = 0 and t = T . We claim that this expression is exactly the same
as the one defining the generalized Littelmann operators defined in [BBO2] section 3. We
discuss that point in the next subsection ’q = 0 limit’.
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Crystals: A q-Littelmann model that satisfies the crystal axioms is called a q-Littelmann
crystal. An important fact is that for q > 0, all the continuous q-Littelmann structures
(Lq)q>0 on C0 ([0;T ], a) are equivalent. That is why we can restrict our attention to the
case q = 1. We will use the term ’Geometric Littelmann crystal’ to refer to the q = 1
model as it is the path model for the geometric crystals introduced by Berenstein and
Kazhdan. The link will be made clear further in the presentation.
The fact that q-Littelmann crystal structures on C0 ([0;T ], a) are equivalent for q > 0
can easily be checked by using the rescaling on reals and on paths.
∀x ∈ R, ψq,q′ (x) = q
′
q
x
∀pi ∈ C0 ([0;T ], a) , ψq,q′ (pi) = q
′
q
pi
ψq,q′ intertwines structural maps. Let Lq =
(
γ, (εα, ϕα, e.α)α∈∆
)
and Lq′ =
(
γ′,
(
ε
′
α, ϕ
′
α, e
′.
α
)
α∈∆
)
the two continuous Littelmann structures on C0 ([0;T ], a) associated to q and q′. We have:
γ
′ (
ψq,q′ (pi)
)
= ψq,q′ (γ (pi))
ε
′
α
(
ψq,q′ (pi)
)
= ψq,q′ (εα (pi))
ϕ
′
α
(
ψq,q′ (pi)
)
= ψq,q′ (ϕα (pi))
e
′ψq,q′ (c)
α · ψq,q′ (pi) = ψq,q′ (ecα · pi)
Remark 4.3.2. Our choice of describing this relationship as ’equivalence’ and not ’iso-
morphism’ in the strict sense is because the real parameter c in the actions ecα, α ∈ ∆ is
rescaled. The structural maps εα, ϕα are also rescaled.
In fact, this transformation is more easily seen as a change of underlying semifields as we
will see much later in chapter 7.
Another fact worth mentioning is the commutation with respect to tensor product: If
Bq and B
′
q are q-Littelmann crystals then
ψq,q′
(
Bq ⊗q B′q
)
= ψq,q′ (Bq)⊗q′ ψq,q′
(
B
′
q
)
4.3.2 Classical Littelmann model as a limit
In [BBO2] definition 3.3, the continuous path model described, which in fact coincides
with Littelmann’s original definition, has the following structural maps:
εα (pi) = − inf0≤s≤T α (pi(s))
ϕα (pi) = α (pi(T ))− inf0≤s≤T α (pi(s))
If 0 ≤ c ≤ εα (pi) , Ecα (pi) (t) = pi(t)−min
(
0,−c− inf
0≤s≤T
α (pi(s))− inf
0≤s≤t
α (pi(s))
)
If − ϕα (pi) ≤ c ≤ 0, Ecα (pi) (t) = pi(t)−min
(
−c, inf
t≤s≤T
α (pi(s))− inf
0≤s≤T
α (pi(s))
)
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In this subsection, we give explicit indications on why these are exactly the same maps as
our q = 0 limit. The identification is quite immediate except when it comes to recognizing
our actions e.α. Recall that:
∀0 < t < T, ecα (pi) (t) = pi(t)+α∨ inf0≤s≤T α (pi(s))−α
∨min
(
inf
0≤s≤t
α (pi(s))− c, inf
t≤s≤T
α (pi(s))
)
ecα (pi) (0) = pi(0) = 0
ecα (pi) (T ) = pi(T ) + cα∨
It shows that our description has at least an advantage at q = 0: Only one formula for ecα
independently of the sign of c.
Notice that for paths starting from zero, if c ≥ 0:
min
(
inf
0≤s≤t
α(pi(s))− c, inf
t≤s≤T
α(pi(s))
)
= min
(
inf
0≤s≤t
α(pi(s))− c, inf
0≤s≤t
α(pi(s)), inf
t≤s≤T
α(pi(s))
)
= min
(
inf
0≤s≤t
α(pi(s))− c, inf
0≤s≤T
α(pi(s))
)
While if c ≤ 0:
min
(
inf
0≤s≤t
α(pi(s))− c, inf
t≤s≤T
α(pi(s))
)
=− c+ min
(
inf
0≤s≤t
α(pi(s)), c+ inf
t≤s≤T
α(pi(s))
)
=− c+ min
(
inf
0≤s≤t
α(pi(s)), inf
t≤s≤T
α(pi(s)), c+ inf
t≤s≤T
α(pi(s))
)
=− c+ min
(
inf
0≤s≤T
α(pi(s)), c+ inf
t≤s≤T
α(pi(s))
)
= min
(
−c+ inf
0≤s≤T
α(pi(s)), inf
t≤s≤T
α(pi(s))
)
Replacing in each case, min (inf0≤s≤t α(pi(s))− c, inft≤s≤T α(pi(s))) in our expression for
ecα recovers Ec, c ≥ 0 and Ec, c ≤ 0.
Remark 4.3.3. The ’cutting’ conditions −ϕα(pi) ≤ c ≤ εα(pi) will appear naturally later.
For now, we can notice that in order for ecα to preserve continuity at t = 0, one needs
c ≤ εα(pi). In order to preserve continuity at t = T , we need −ϕα(pi) ≤ c.
4.3.3 A rank 1 example
In rank 1, crystal actions on paths in a are in fact one dimensional, and via projection a
can be considered as R.
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Connected crystal at q = 1: Let pi ∈ C0 ([0;T ], a) be a path and 〈pi〉 be the connected
crystal generated by pi:
〈pi〉 = {pic = ecα · pi, c ∈ R} =
{
t 7→ pi(t) + log
(
1 + (ec − 1)
∫ t
0 e
−α(pi)∫ T
0 e
−α(pi)
)
α∨
}
Notice that there is an extremal element η = e−∞α · pi that does not belong to the crystal,
as it diverges at its endpoint (t = T ):
η (t) = pi (t) + log
(
1−
∫ t
0 e
−α(pi)∫ T
0 e
−α(pi)
)
α∨
The transform e−∞α is a projection as it gives η when applied to any element of the
crystal, as a consequence of e−∞α · ecα = e−∞α . As such, it is clearly not an injective map.
However there is only one real number that is lost in this process, and it is in fact
∫ T
0 e
−α(pi).
This basic remark will be a key element in parametrizing path crystals.
4.3.4 Geometric Littelmann model
As announced, we will now restrict our attention to the q = 1 case, which we call the
geometric case. In the next subsection we prove there is a projection morphism to B the
typical crystal in the sense of Berenstein and Kazhdan.
Geometric Littelmann Crystal
A geometric Littelmann crystal L is a subset of C0 ([0;T ], a) endowed with
• A ’weight’ map γ : L→ a defined as
γ(pi) = pi(T )
• For every α ∈ ∆, maps εα, ϕα defined as:
εα(pi) := log
(∫ T
0
e−α(pi(s))ds
)
ϕα(pi) := εα ◦ ι(pi) = α (pi(T )) + log
(∫ T
0
e−α(pi(s))ds
)
• The actions (e.α)α∈∆ defined as:
ecα · pi(t) := pi(t) + log
(
1 + e
c − 1
eεα(pi)
∫ t
0
e−α(pi(s))ds
)
α∨
Example 4.3.4. The whole set C0 ([0;T ], a) is a crystal.
The following properties show that it is indeed a crystal in the usual sense:
Properties 4.3.5. A geometric Littelmann crystal is a geometric path crystal in the sense
that for pi ∈ L, the following properties are satisfied:
(i) ϕα(pi) = εα(pi) + α (γ(pi))
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(ii) γ (ecα · pi) = γ (pi) + cα∨
(iii) εα (ecα · pi) = εα (pi)− c
(iv) ϕα (ecα · pi) = ϕα (pi) + c
(v) e.α are indeed actions as ecα · ec
′
α = ec+c
′
α
(vi) The Littelmann action behaves well with respect to time-reversal:
e−cα = ι ◦ ecα ◦ ι
ϕα = εα ◦ ι
Proof. (i) Obvious.
(ii)
γ (ecα · pi)
=pi(T ) + log
(
1 + e
c − 1
eεα(pi)
∫ T
0
e−α(pi(s))ds
)
α∨
=pi(T ) + log (1 + (ec − 1))α∨
=γ (pi) + cα∨
(iii)
εα (ecα · pi)
= log
∫ T
0
e−α(pi(s))(
1 + ec−1
eεα(pi)
∫ s
0 e
−α(pi(u))du
)2ds

= log
(
eεα(pi)
ec − 1
(∫ T
0
− d
ds
(
1
1 + ec−1
eεα(pi)
∫ s
0 e
−α(pi(u))du
)
ds
))
= log
(
eεα(pi)
ec − 1
(
1− e−c))
=εα(pi)− c
(iv) Obvious using (i), (ii) and (iii).
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(v) (
ecα · ec
′
α · pi
)
(t)
=
(
ec
′
α · pi
)
(t) + log
(
1 + e
c − 1
eε(ec
′
α ·pi)
∫ t
0
e
−α
(
ec
′
α ·pi(s)
)
ds
)
α∨
=
(
ec
′
α · pi
)
(t) + log
1 + ec − 1
eε(pi)−c′
∫ t
0
e−α(pi(s))(
1 + ec
′−1
eεα(pi)
∫ s
0 e
−α(pi(u))du
)2ds
α∨
=
(
ec
′
α · pi
)
(t) + log
1 + ec − 1
eε(pi)−c′
eε(pi)
ec′ − 1
∫ t
0
− d
ds
 1
1 + ec
′−1
eεα(pi)
∫ s
0 e
−α(pi(u))du
 ds
α∨
=
(
ec
′
α · pi
)
(t) + log
1 + ec′ ec − 1
ec′ − 1
1− 1
1 + ec
′−1
eεα(pi)
∫ t
0 e
−α(pi(s))ds
α∨
=
(
ec
′
α · pi
)
(t) + log
1 + ec′ ec−1eεα(pi) ∫ t0 e−α(pi(s))ds
1 + ec
′−1
eεα(pi)
∫ t
0 e
−α(pi(s))ds
α∨
=
(
ec
′
α · pi
)
(t) + log
1 + ec+c′−1eεα(pi) ∫ t0 e−α(pi(s))ds
1 + ec
′−1
eεα(pi)
∫ t
0 e
−α(pi(s))ds
α∨
=
(
ec+c
′
α · pi
)
(t)
(vi)
(ι ◦ ecα ◦ ι) (pi)(t)
=ι
(
t 7→ piι(t) + log
(
1 + e
c − 1
eεα(piι)
∫ t
0
e−α(pi
ι(s))ds
)
α∨
)
(t)
=pi(t) + ι
(
t 7→ log
(
1 + e
c − 1
eϕα(pi)
∫ t
0
e−α(pi
ι(s))ds
)
α∨
)
(t)
=pi(t) + ι
(
t 7→ log
(
1 + e
c − 1
eϕα(pi)
eα(pi(T ))
∫ T
T−t
e−α(pi(s))ds
)
α∨
)
(t)
=pi(t) + ι
(
t 7→ log
(
1 + e
c − 1
eεα(pi)
∫ T
T−t
e−α(pi(s))ds
)
α∨
)
(t)
=pi(t) + log
(
1 + e
c − 1
eεα(pi)
∫ T
t
e−α(pi(s))ds
)
α∨ − log
(
1 + e
c − 1
eεα(pi)
∫ T
0
e−α(pi(s))ds
)
α∨
=pi(t) + log
(
1 + e
c − 1
eεα(pi)
(∫ T
0
e−α(pi(s))ds−
∫ t
0
e−α(pi(s))ds
))
α∨ − cα∨
=pi(t) + log
(
ec − e
c − 1
eεα(pi)
∫ t
0
e−α(pi(s))ds
)
α∨ − cα∨
=pi(t) + log
(
1 + e
−c − 1
eεα(pi)
∫ t
0
e−α(pi(s))ds
)
α∨
As for ϕα = εα ◦ ι, it is obvious.
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Tensor products of crystals and concatenation of paths
In this subsection, we will see that the seemingly complicated definition for the tensor
product of crystals is in fact easily coded within a path model using the concatenation of
paths. Define the concatenation of two paths pi1 : [0, T ] → a and pi2 : [0, S] → a as the
path pi1 ∗ pi2 : [0, T + S]→ a given by:
pi1 ∗ pi2 (t) =
{
pi1(t) if 0 ≤ t ≤ T
pi1(T ) + pi2 (t− T ) otherwise
Theorem 4.3.6.
θ : C0 ([0;T ], a)⊗ C0 ([0;S], a) → C0 ([0;T + S], a)
pi1 ⊗ pi2 7→ pi1 ∗ pi2
is a crystal isomorphism. In fact, the following properties are true:
(i) γ (pi1 ∗ pi2) = γ (pi1 ⊗ pi2)
(ii) εα (pi1 ∗ pi2) = εα (pi1 ⊗ pi2) or equivalently ϕα (pi1 ∗ pi2) = ϕα (pi1 ⊗ pi2)
(iii) ecα (pi1 ∗ pi2) = θ (ecα (pi1 ⊗ pi2))
Proof. Given those properties, θ clearly transports the crystal structure. The fact that it
is invertible with a morphism as inverse map is obvious. Let us show these relations:
(i)
γ (pi1 ∗ pi2)
=pi1 ∗ pi2 (T + S)
=pi1(T ) + pi2(S)
=γ (pi1 ⊗ pi2)
(ii)
εα (pi1 ∗ pi2)
= log
(∫ T+S
0
e−α(pi1∗pi2(s))ds
)
= log
(∫ T
0
e−α(pi1(s))ds+ e−α(pi1(T ))
∫ S
0
e−α(pi2(s))ds
)
=εα (pi1) + log
(
1 + eεα(pi2)−α(γ(pi1))−εα(pi2)
)
=εα (pi1) + log
(
1 + eεα(pi2)−ϕα(pi2)
)
=εα (pi1 ⊗ pi2)
(iii) One first needs to remember that
ecα (pi1 ⊗ pi2) = ec1α · pi1 ⊗ ec2α · pi2
with
ec1 = e
c+ϕα(pi1) + eεα(pi2)
eϕα(pi1) + eεα(pi2)
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ec2 = e
ϕα(pi1) + eεα(pi2)
eϕα(pi1) + e−c+εα(pi2)
So that we will compute both parts of the concatenated path θ (ecα (pi1 ⊗ pi2)) sepa-
rately: - The first half is, using 0 ≤ t ≤ T :
θ (ecα (pi1 ⊗ pi2)) (t) = ec1α · pi1(t) = pi1(t) + α∨ log
(
1 + e
c1 − 1
eεα(pi1)
∫ t
0
e−α(pi1(s))ds
)
But as:
ec1 − 1
eεα(pi1)
=
ec+ϕα(pi1)+eεα(pi2)
eϕα(pi1)+eεα(pi2) − 1
eεα(pi1)
= e
ϕα(pi1) (ec − 1)
eεα(pi1)
(
eϕα(pi1) + eεα(pi2)
)
= e
c − 1
eεα(pi1) + eεα(pi2)−α(γ(pi1))
= e
c − 1
eε(pi1∗pi2)
We get:
∀0 ≤ t ≤ T, θ (ecα (pi1 ⊗ pi2)) (t) = ecα · (pi1 ∗ pi2) (t)
- Moving on to the second half:
θ (ecα (pi1 ⊗ pi2)) (T + t)
=ec1α · pi1(T ) + ec2α · pi2(t)
=pi1(T ) + c1α∨ + pi2(t) + log
(
1 + e
c2 − 1
eεα(pi2)
∫ t
0
e−α(pi2(s))ds
)
α∨
=pi1 ∗ pi2(T + t) + c1α∨ + log
(
1 + e
c2 − 1
eεα(pi2)
∫ t
0
e−α(pi2(s))ds
)
α∨
Then, as:
ec2 − 1
eεα(pi2)
=
eϕα(pi1)+eεα(pi2)
eϕα(pi1)+e−c+εα(pi2) − 1
eεα(pi2)
= 1− e
−c
eϕα(pi1) + e−c+εα(pi2)
We get:
θ (ecα (pi1 ⊗ pi2)) (T + t)
=pi1 ∗ pi2(T + t) + c1α∨ + log
(
1 + e
c − 1
ec+ϕα(pi1) + eεα(pi2)
∫ t
0
e−α(pi2(s))ds
)
α∨
=pi1 ∗ pi2(T + t) + c1α∨+
log
(
1 + e
c − 1
ec+ϕα(pi1) + eεα(pi2)
eα(γ(pi1))
(∫ T+t
0
e−α(pi1∗pi2(s))ds− eεα(pi1)
))
α∨
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But
1− e
c − 1
ec+ϕα(pi1) + eεα(pi2)
eα(γ(pi1))+εα(pi1)
=1− e
c − 1
ec+ϕα(pi1) + eεα(pi2)
eϕα(pi1)
= e
ϕα(pi1) + eεα(pi2)
ec+ϕα(pi1) + eεα(pi2)
=e−c1
So that:
θ (ecα (pi1 ⊗ pi2)) (T + t)
=pi1 ∗ pi2(T + t) + c1α∨ + log
(
e−c1 + e
c − 1
ec+ϕα(pi1) + eεα(pi2)
eα(γ(pi1))
∫ T+t
0
e−α(pi1∗pi2(s))ds
)
α∨
=pi1 ∗ pi2(T + t) + log
(
1 + ec1 e
c − 1
ec+ϕα(pi1) + eεα(pi2)
eα(γ(pi1))
∫ T+t
0
e−α(pi1∗pi2(s))ds
)
α∨
=pi1 ∗ pi2(T + t) + log
1 + ec−1ec+ϕα(pi1)+eεα(pi2) eα(γ(pi1))
1− ec−1
ec+ϕα(pi1)+eεα(pi2) e
α(γ(pi1))+εα(pi1)
∫ T+t
0
e−α(pi1∗pi2(s))ds
α∨
=pi1 ∗ pi2(T + t) + log
(
1 + (e
c − 1) eα(γ(pi1))
ec+ϕα(pi1) + eεα(pi2) − (ec − 1) eϕα(pi1)
∫ T+t
0
e−α(pi1∗pi2(s))ds
)
α∨
=pi1 ∗ pi2(T + t) + log
(
1 + e
c − 1
eϕα(pi1) + e−α(γ(pi1))+εα(pi2)
∫ T+t
0
e−α(pi1∗pi2(s))ds
)
α∨
=pi1 ∗ pi2(T + t) + log
(
1 + e
c − 1
eεα(pi1∗pi2(s))
∫ T+t
0
e−α(pi1∗pi2(s))ds
)
α∨
=ecα (pi1 ∗ pi2) (T + t)
4.3.5 Projection on the group picture
A little lemma shows how the Littelmann operators are linked to the transform Tg:
Lemma 4.3.7. For g = xα
(
ec−1
eεα(pi)
)
, one has:
∀pi ∈ C0 ([0, T ], a) , ecαpi = Tgpi
Such an expression for the group element xα
(
ec−1
eεα(pi)
)
is no coincidence, as it looks very
similar to the left action on the crystal B.
Let L be a geometric Littelmann crystal. We define a projection map:
p : L → B = (B ∩B+w0B+)≥0
pi 7→ BT (pi)
We claim that p is surjective provided that L is large enough. A nice Brownian proof
could be developped using the following idea: when pi is a Brownian motion, the random
variable BT (pi) has a density with support equal to B. We will not pursue such a lead,
as we will prove a more precise statement, dealing with the parametrization of connected
components in the next section. For now, let us show that p transports structures:
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Theorem 4.3.8. p is a morphism of abstract crystals, as the following properties hold:
(i) γ (pi) = γ (p (pi))
(ii) p ◦ ι = ι ◦ p where ι stands for duality on the left-hand side and for positive inverse
on the right-hand side.
(iii) εα = εα ◦ p or equivalently ϕα = ϕα ◦ p
(iv) ecα · p (pi) = p (ecα · pi)
Proof. (i)
γ (p (pi))
=γ (BT (pi))
=pi(T )
=γ (pi)
(ii)
p ◦ ι (pi)
=p (piι)
=
∑
k≥1
∑
i1,...,ik
∫
T≥tk≥···≥t1≥0
e−αi1 (pi
ι(t1))···−αik (piι(tk))fi1fi2 . . . fikdt1 . . . dtk
 epiι(T ) + epiι(T )
Since:
e−αi1 (pi
ι(t1))···−αik (piι(tk))fi1fi2 . . . fik
=e−αi1 (pi(T−t1))···−αik (pi(T−tk))+αi1 (pi(T ))···+αik (pi(T ))fi1fi2 . . . fik
=e−αi1 (pi(T−t1))···−αik (pi(T−tk))e−pi(T )fi1fi2 . . . fikepi(T )
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We get:
p ◦ ι (pi)
=
∑
k≥1
∑
i1,...,ik
∫
T≥tk≥···≥t1≥0
e−αi1 (pi(T−t1))···−αik (pi(T−tk))e−pi(T )fi1fi2 . . . fike
pi(T )dt1 . . . dtk

e−pi(T ) + e−pi(T )
=e−pi(T )
id+ ∑
k≥1
∑
i1,...,ik
∫
T≥tk≥···≥t1≥0
e−αi1 (pi(T−t1))···−αik (pi(T−tk))fi1fi2 . . . fikdt1 . . . dtk

=
∑
k≥1
∑
i1,...,ik
∫
T≥tk≥···≥t1≥0
e−αi1 (pi(T−t1))···−αik (pi(T−tk))fik . . . fi2fi1dt1 . . . dtk + id
 epi(T )
ι
=
∑
k≥1
∑
i1,...,ik
∫
T≥t1≥···≥tk≥0
e−αi1 (pi(t1))···−αik (pi(tk))fik . . . fi2fi1dt1 . . . dtk + id
 epi(T )
ι
=
∑
k≥1
∑
i1,...,ik
∫
T≥tk≥···≥t1≥0
e−αi1 (pi(t1))···−αik (pi(tk))fi1fi2 . . . fikdt1 . . . dtk + id
 epi(T )
ι
= (BT (pi))ι
=ι ◦ p (pi)
(iii) The two propositions are equivalent as in both the path model and Berenstein and
Kazhdan’s model, εα = ϕα ◦ ι.
εα ◦ p(pi)
=χα (BT (pi))
=χα (NT (pi))
All that remains to be proven is eχα(NT (pi)) =
∫ T
0 e
−α(pi(s))ds. Both expressions
coincide for T = 0, and have the same derivatives with respect to T .
(iv)
ecα · p (pi)
=ecα ·BT (pi)
=xα
(
ec − 1
eεα(BT (pi))
)
·BT (pi) · xα
(
e−c − 1
eϕα(BT (pi))
)
=BT (Tgpi)
where g = xα
(
ec − 1
eεα(pi)
)
=BT (ecα · pi)
=p (ecα · pi)
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4.3.6 Verma relations
Thanks to the previous subsection, we know that the geometric crystals given by the path
model, in a certain sense, sit above the group picture B. The Verma relations are also
valid at the path level: Given a geometric Littelmann crystal L, for any i ∈ Ik, k ∈ N
consider the map e.i as in subsection 4.1.6.
The analogue of proposition 4.1.25 holds:
Proposition 4.3.9. In the Littelmann geometric path model, ei depends only on:
w = si1 . . . sik ∈W
Proof. For pi ∈ C0 ([0, T ], a), t ∈ a and i, i′ words defining the same Weyl group element
consider:
η = eti · pi
η′ = eti′ · pi
Now let us prove that η = η′. Because the Littelmann path operators can be expressed
thanks to the operator T., there are two elements u, u′ ∈ U such that:
η = Tupi, η′ = Tu′pi
Furthermore, after applying the crystal morphism p = BT (.):
BT (η) = [uBT (pi)]−0, BT (η′) = [u′BT (pi)]−0
But since the Verma relations hold for the group picture (proposition 4.1.25):
BT (η) = BT (η′)
Now, using the fact that [uBT (pi)]−0 = uBT (pi)[uBT (pi)]−1+ write:
g = [w¯−10 BT (η)ι]+
= [w¯−10
(
[uBT (pi)]−1+
)ι
BT (pi)ιuι]+
= [w¯−10 BT (pi)ι]+uι
Symetrically, g = [w¯−10 BT (pi)ι]+uι = [w¯−10 BT (pi)ι]+(u′)ι. Hence u = u′ and η = η′.
Notice that one can also prove the Verma relations for the path model by direct com-
putation on paths, though it is more complicated. Instead of group operations, one has to
do multiple integrations by parts. Here we only give a partial sketch in the simply-laced
case, using a classical procedure.
A1 case: In the case that α (β∨) = β (α∨) = 0, the actions e.α and e.β commute, which
proves the required Verma relation for type A1:
ec1α · ec2β = ec2β · ec1α
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A2 case: By writing t = c1ω1 + c2ω2, the Verma relationship becomes
ec1α · ec1+c2β · ec2α = ec2β · ec1+c2α · ec1β
A tedious computation gives the following lemma, that we give without proof:
Lemma 4.3.10. If α (β∨) = β (α∨) = −1, then
ec1α · ec1+c2β · ec2α · pi(t) = pi(t)
+ α∨ log
1 +
(
ec1+c2 − 1
) ∫ t0 e−α(pi(s))
(
1 + (ec1 − 1)
∫ s
0 e
−β(pi(u))du∫ T
0 e
−β(pi(u))du
)
∫ T
0 e
−α(pi(s))
(
1 + (ec1 − 1)
∫ s
0 e
−β(pi(u))du∫ T
0 e
−β(pi(u))du
)

+ β∨ log
1 +
(
ec1+c2 − 1
) ∫ t0 e−β(pi(s))
(
1 + (ec2 − 1)
∫ s
0 e
−α(pi(u))du∫ T
0 e
−α(pi(u))du
)
∫ T
0 e
−β(pi(s))
(
1 + (ec2 − 1)
∫ s
0 e
−α(pi(u))du∫ T
0 e
−α(pi(u))du
)

By inspecting the formula, one realizes that is symmetric in α and c1 on the one hand,
and β and c2 on the other hand. As such, by swapping those variables in the left hand-side
term, one gets the Verma relation for type A2:
ec1α · ec1+c2β · ec2α = ec2β · ec1+c2α · ec1β
ADE case: Root systems from the ADE classifications have Dynkin diagrams with
single edges as α (β∨) = −1 in all cases. Hence, the only Verma relations needed are of
type A1 and A2 and ew is unambiguously defined for any element w in a Weyl group of
ADE type.
4.4 Parametrizing geometric path crystals
In this section, we will show how connected components of a geometric Littelmann path
crystal are parametrized by the totally positive group elements. In the same fashion as in
the group picture (section 4.1), we will associate to every path its Lusztig parameter, an
element in Uw0>0 or equivalently a Kashiwara parameter in C
w0
>0. For such an endeavour,
we will need to consider paths whose endpoint or starting point is not defined anymore,
as we will move to the ’edges’ of the crystal. Such paths will be referred to as extended
paths. The highest weight path will be given by a path transform Tw0 .
More precisely, we fix a time horizon T > 0, then consider a path pi ∈ C0 ([0, T ], a)
and the crystal 〈pi〉 it generates. We will show how Lusztig parameters and Kashiwara
(or string) parameters can be retrieved from a path. The expressions found for string
coordinates are geometric liftings of the formulas used in the classical Littelmann path
model. Basically, we construct maps for every reduced word i ∈ R(w0), m = `(w0):
%Li : 〈pi〉 → (R>0)m
%Ki : 〈pi〉 → (R>0)m
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Uw0>0 (R>0)
m 〈pi〉 (R>0)m Cw0>0
B(λ)
%Ki x−i%
L
ixi
p p−1
bLλ
%L
bKλ
%K
Figure 4.2: Parametrizations for a connected crystal 〈pi〉, with pi ∈ C0([0, T ], a) and λ =
Tw0pi(T )
The maps %Li (resp. %Ki ) give the Lusztig (resp. Kashiwara) parameters for a path,
in the sense that the diagram 4.2 is commutative (corollaries 4.4.19 and 4.4.29). This
completes the group picture from figure 4.1. Such an important commutative diagram is
also reproduced in appendix A.
A variant of Littelmann’s independence theorem is then proved, with the projection
map p being an automorphism of crystals once restricted to connected components (the-
orem 4.4.34). We interpret it as a geometric version of the Robinson-Schensted-Knuth
correspondence, for which we also give a dynamical version (theorem 4.4.35).
Finally, for the purpose of greater generality, we will also consider a possibly infinite
time horizon, an essential ingredient for chapter 6. In such a case, paths will need to have
a drift inside the Weyl chamber (subsection 4.4.7).
4.4.1 Extended paths and related path transforms
A novelty in the path model approach to geometric crystals is the appearance of extended
paths at the ’edges’ of geometric crystals. This allows a simple compactification that does
not involve the geometry of Bruhat cells. A visual sketch is given in figure 4.3.
High path transforms
A first example giving extended paths was introduced in [BBO]: for every simple root
α, define the following transform of a continuous path pi ∈ C(R∗+, a), such that e−α(pi) is
integrable at the neighborhood of 0:
∀t > 0, Tα(pi)(t) := pi(t) + log
(∫ t
0
e−α(pi(s))ds
)
α∨
Notice that Tα(pi) is not defined at zero. A ’tropicalization’ gives the Pitman operators
Pα∨ = limε→0 εTαε−1:
∀t > 0,Pα∨(pi)(t) = pi(t)− inf0≤s≤tα (pi(s))α
∨
It was also proven that the (Tα)α∈∆ satisfy the braid relationships. We give a simpler
proof shortly.
Theorem 4.4.1 ([BBO]). If w¯ = s¯i1 . . . s¯ik is a representative in G of w ∈ W written in
a reduced fashion and pi is a continuous path, then:
eTw(pi)t := [w¯−1Bt(pi)]0
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Figure 4.3: Sketch of extremal paths corresponding to a geometric Littelmann path pi with
Lusztig parameter g ∈ Uw0>0
0
T
pi
ηhigh = Tw0pi
ηlow = e−∞w0 pi
Tg
Tw0
e−∞w0
is well defined for t > 0 and
Tw = Tαik ◦ · · · ◦ Tαi2 ◦ Tαi1
Moreover, the operators (Tα)α∈∆ satisfy the braid relationships.
The path operator Tw0 arises then in a very natural way as the highest weight path
transform for the geometric Littelmann model. Indeed, considering a connected geometric
crystal, because crystal actions are free, there is no such thing as a dominant path that
could be preferred, unlike the q = 0 case considered in [BBO2], or the original setting
considered by Littelmann. Hence the idea of finding an invariant under crystal actions
that will play that role. In the group picture, we have already introduced a notion of
highest weight in definition 4.1.12 which fullfills that purpose as invariant (lemma 4.1.23).
Now that we have at our disposal the projection map p, it is natural to transport the
definition of highest weight from the group picture.
Definition 4.4.2. If pi ∈ C([0, T ], a) the associated highest weight is given by:
hw(pi) := hw(BT (pi))
And evidently:
Proposition 4.4.3. If pi ∈ C([0, T ], a) then:
hw(pi) = Tw0(pi)(T )
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A key difference with the ’crystallized’ case obtained in [BBO, BBO2] is that the path
Tw0pi does not belong to the crystal generated by pi. For instance, it is not defined at zero.
It is however an invariant. This difference would explain why the naturality of Tw0 has
been so elusive, so far.
Now, going back to discussing the braid relations, we make a simple remark:
∀t > 0, Tξ−α∨xα(ξ)(pi)(t) = pi(t) + log
(1
ξ
+
∫ t
0
e−α(pi(s))ds
)
α∨
ξ→+∞−→ Tα(pi)(t)
This will allow us to give a simpler proof of the braid relations for (Tα)α∈∆ using the path
transform properties 4.2.9 as suggested at the end of [BBO2] (section 6.6).
Proof of theorem 4.4.1. We will show that the operators (Tα)α∈∆ satisfy the braid rela-
tionships as a consequence of the fact that the representatives (s¯α)α∈∆ also satisfy them.
Let pi a continuous path in a and fix g ∈ H>0Uw>0 such that:
g = ξhikk xik
( 1
ξk
)
. . . ξ
hi1
1 xi1
( 1
ξ1
)
for parameters ξi > 0.
We will make use of the approximants:
s¯i(t) := φi
((
t −1
1 0
))
= yi
(
−1
t
)
thixi
(1
t
)
(4.12)
¯¯si(t) := φi
((
t 1
−1 0
))
= yi
(1
t
)
thixi
(
−1
t
)
(4.13)
which converges respectively to s¯i and ¯¯si = s¯−1i1 as the parameter goes to zero. Let us
start by writing:
∀t > 0, eTg(pi)(t) = [gBt(pi)]0
=
[
ξ
hik
k xik
( 1
ξk
)
. . . ξ
hi1
1 xi1
( 1
ξ1
)
Bt(pi)
]
0
=
[
yik
( 1
ξk
)
¯¯sik(ξk) . . . yi1
( 1
ξ1
)
¯¯si1(ξ1)Bt(pi)
]
0
Here we need to make ξj successively go to zero in the decreasing order j = k, . . . , 1. Let
us prove by induction that at the step k ≥ j > 1, we get the quantity:[
sik . . . sij+1yij
(
1
ξj
)
¯¯sij (ξj) . . . yi1
( 1
ξ1
)
¯¯si1(ξ1)Bt(pi)
]
0
(4.14)
Since Bt(pi) is totally positive inside B (theorem 4.2.5), then for all j = k, . . . , 1, it is also
the case for
gj = ξ
hij
j xij
(
1
ξj
)
. . . ξ
hi1
1 xi1
( 1
ξ1
)
Bt(pi)
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Therefore, the minors ∆ωα
(
sij+1 . . . sik
−1gj
)
are non zero, a topologically open property
that stays valid for the ξj in a neighborhood of zero. Hence, taking those limits and
considering those Gauss decompositions is allowed.
First, at step j = k, we can get rid of yik
(
1
ξk
)
∈ N :
eTg(pi)(t) =
[
yik
( 1
ξk
)
¯¯sik(ξk) . . . yi1
( 1
ξ1
)
¯¯si1(ξ1)Bt(pi)
]
0
ξk→0−→
[
¯¯sik . . . yi1
( 1
ξ1
)
¯¯si1(ξ1)Bt(pi)
]
0
Now, assume that equation (4.14) is proven for step j:[
sik . . . sij+1yij
(
1
ξj
)
¯¯sij (ξj) . . . yi1
( 1
ξ1
)
¯¯si1(ξ1)Bt(pi)
]
0
Here, write:
sik . . . sij+1yij
(
1
ξj
)
= exp
(
1
ξj
Ad(sik . . . sij+1)fij
)
sik . . . sij+1
And since Ad(sik . . . sij+1)fij ∈ g−sik ...sij+1αij ⊂ n, one has:[
sik . . . sij+1yij
(
1
ξj
)
¯¯sij (ξj) . . . yi1
( 1
ξ1
)
¯¯si1(ξ1)Bt(pi)
]
0
=
[
exp
(
1
ξj
Ad(sik . . . sij+1)fij
)
sik . . . sij+1 ¯¯sij (ξj) . . . yi1
( 1
ξ1
)
¯¯si1(ξ1)Bt(pi)
]
0
=
[
sik . . . sij+1 ¯¯sij (ξj) . . . yi1
( 1
ξ1
)
¯¯si1(ξ1)Bt(pi)
]
0
ξj→0−→
[
sik . . . sij+1sij . . . yi1
( 1
ξ1
)
¯¯si1(ξ1)Bt(pi)
]
0
The previous limit gives step j − 1.
At the end, we get:
[sik . . . si1Bt(pi)]0 =
[
w¯−1Bt(pi)
]
0
= exp (Twpi(t))
On the other hand, because the group elements belong to the appropriate sets, we can use
the composition property among properties 4.2.9:
∀t > 0, Tg (pi) (t) = T
ξ
hik
1 xik
(
1
ξk
) ◦ · · · ◦ T
ξ
hi1
1 xi1
(
1
ξ1
) (pi) (t)
−→ Tk ◦ · · · ◦ T1(pi)(t)
The previous limit makes sense if and only if for every j = k, . . . , 1, exp
(
−αij (Tsi1 ...sij−1pi)
)
is integrable. Later, we have a much precise description of this integrability property, but
for now, we already know thanks to the previous computation that the Gauss decomposi-
tions exist at every level. Therefore, the highest path transforms (Tα)α∈∆ must have been
applied to paths with the appropriate integrability property. Identifying both limits, the
braid relationships are proven:
∀t > 0, Tk ◦ · · · ◦ T1(pi)(t) = Twpi(t)
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Low path transforms
Define e−∞α : C0 ([0;T ), a)→ C0 ([0;T ), a) as
∀0 ≤ t < T, e−∞α · pi(t) := pi(t) + log
(
1−
∫ t
0 e
−α(pi)∫ T
0 e
−α(pi)
)
α∨
Notice that T is excluded and that this path transform makes sense even if
∫ T
0 e
α(pi) =∞.
The notation obviously comes from the fact that e−∞α = limc→−∞ ecα, hence the name of
’low’ path transforms.
Clearly, e−∞α is a projection in the sense that ecα · e−∞α = e−∞α · ecα = e−∞α and it
stabilizes paths pi such that
∫ T
0 e
−α(pi) = +∞. In fact, we can associate such transforms
to each element of the Weyl group:
Definition 4.4.4. Given a reduced expression w = si1 . . . sil for w ∈ W and `(w) = l,
e−∞w is defined unambiguously as
e−∞w = e−∞αil . . . e
−∞
αi1
Proof. A first proof uses remark 4.4.5 and the braid relations for (Tw)w∈W . A second proof
consists of using the Verma relations in order to check the claim in the case of a braid
move: w = sisjsi · · · = sjsisj . . . . Indeed let (β1, β2, β3, . . . ) and (β′1, β′2, β′3, . . . ) the two
positive roots enumerations associated to each reduced word.
∀t ∈ a, etw = eβ1(t)αi · eβ2(t)αj · · · = e
β′1(t)
αj · eβ
′
2(t)
αi . . .
Then take t = −Mµ with µ in the open Weyl chamber, M a real number, and have M go
to +∞.
The name of ’high’ path transforms for (Tw)w∈W is justified by the fact that they are
dual to ’low’ path transforms:
Lemma 4.4.5.
e−∞α ◦ ι = ι ◦ Tα
And for w ∈W :
e−∞w ◦ ι = ι ◦ Tw
Proof. The first identify is a quick computation. The second one is a consequence.
Remark 4.4.6. Notice that it does not make sense to apply the duality map ι after e−∞w
for w ∈ W , since it produces a path lacking an endpoint. Though, an extended duality
holds, as we will see.
Moreover, the transforms (Tw)w∈W are not projections.
Of course e−∞w0 is special projection as:
∀α ∈ ∆, ∀c ∈ R, e−∞w0 · ecα = ecα · e−∞w0 = e−∞w0
The following proposition shows that it is constant on the crystal’s components:
Proposition 4.4.7. If pi1 and pi2 are connected then e−∞w0 · pi1 = e−∞w0 · pi2
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Proof. It is quite obvious. Being connected means that there are real numbers (c1, . . . , cl)
and indices (i1, . . . , il) such that:
pi2 = ec1αi1 . . . e
cl
αil
pi1
Then:
e−∞w0 · pi2 = e−∞w0 · ec1αi1 . . . e
cl
αil
pi1 = e−∞w0 · pi1
In theorem 4.4.33, we will see that the converse is true giving a connectedness criterion.
A certain property of the Weyl co-vector
While moving to the edges of geometric crystals, we will obtain paths that go to infinity
in possibly finite time. The direction taken to go to infinity will be of utmost importance,
involving the Weyl co-vector:
ρ∨ :=
∑
α∈∆
ω∨α =
1
2
∑
β∈Φ+
β∨
We will need a little property linking ρ∨ and the weak Bruhat order.
Lemma 4.4.8. Let w = si1si2 . . . sik ∈ W with `(w) = k. It defines a positive roots
enumeration (β1, β2, . . . , βk). Then:
•
ρ∨ − wρ∨ = β∨1 + β∨2 + · · ·+ β∨k
• `(sαw) = `(w) + 1 if and only if −α (ρ∨ − wρ∨) ≥ 0
Proof. The first statement comes as an application of formula (C.0.6). Concerning the
second, following Bourbaki ( [Bou], Ch. V, §3, Th. 1, (ii)), ` (sαw) = 1+` (w) is equivalent
to saying that C and w (C) are on the same side of the wall associated to α. As the Weyl
co-vector is inside C, it tantamounts to α (wρ∨) > 0. In the end:
−α (ρ∨ − wρ∨) > −1
The proof is finished once we notice that the left-hand side is an integer.
Remark 4.4.9. If w is taken as w0 the longest element, we recover the identity we used
to define the Weyl co-vector.
Extended path types
The paths transforms (Tw)w∈W ( resp. (e−∞w )w∈W ) give paths that lack a starting (resp.
an ending) point. In order to examine the possible asymptotics, let us first start by a
simple lemma:
Lemma 4.4.10. If pi ∈ C ([0, T ], a) then for all w ∈W :
Twpi(t) = w−1pi(0) + log(t)
(
ρ∨ − w−1ρ∨
)
+ cw + o(1)
where cw is a constant depending only on w and o(1) goes to zero as t→ 0.
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Proof. By induction on `(w). If `(w) = 0, then w = e and the result is obvious (ce = 0).
If w = usα with u ∈W and `(w) = `(u) + 1, then:
Tw = Tα ◦ Tu
Using the induction hypothesis, for s > 0:
e−α(Tupi(s)) = e−α(u−1pi(0)+cu)+o(1)s−α(ρ∨−uρ∨)
Lemma 4.4.8 applied to w−1 tells us that −α(ρ∨−u−1ρ∨) ≥ 0, and e−α(Tupi(s)) is integrable
at the neighborhood of zero. Since integrating equivalents is allowed, and using that
α (ρ∨) = 1: ∫ t
0
e−α(Tupi)
=e−α(u−1pi(0)+cu)+o(1)
∫ t
0
s−α(ρ
∨−u−1ρ∨)ds
=e−α(u−1pi(0)+cu)+o(1) t
1−α(ρ∨−u−1ρ∨)
1− α(ρ∨ − u−1ρ∨)
=e−α(u−1pi(0)+cu)+o(1) t
(uα)(ρ∨)
(uα)(ρ∨)
Then:
Twpi(t) = Tupi(t) + α∨ log
∫ t
0
e−α(Tupi)
= u−1pi(0) + log(t)
(
ρ∨ − u−1ρ∨
)
+ cu+
− α
(
u−1pi(0) + cu
)
α∨ + log t
(uα)(ρ∨)
(uα)(ρ∨)α
∨ + o(1)
= w−1pi(0) + log(t)
(
ρ∨ − u−1ρ∨ + (uα)(ρ∨)α∨
)
+ sαcu − α∨ log
(
(uα)(ρ∨)
)
+ o(1)
= w−1pi(0) + log(t)
(
ρ∨ − w−1ρ∨
)
+ sαcu − α∨ log
(
(uα)(ρ∨)
)
+ o(1)
Set cw = sαcu − α∨ log ((uα)(ρ∨)).
Finally, in order to prove that cw depends only on w and not the reduced expression used,
we invoke the fact that the asymptotic development is unique and Tw depends only on
w.
For completeness, we give an explicit expression for the constants cw, w ∈W , without
proof, as we will not use them:
Lemma 4.4.11.
∀w ∈W, cw = w−1
∑
β∈Inv(w)
log
(
β(ρ∨)
)
β∨
where Inv(w) is the set of inversions of W .
Lemma 4.4.10 suggests to allow paths with undefined starting point, and to distinguish
between them depending on their asymptotic behaviour at t = 0, hence a definition:
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Definition 4.4.12. For T > 0, we say that a path pi ∈ C ((0, T ], a) is a high path of type
w ∈W when the following asymptotic development holds at 0:
pi(t) = log(t)
(
ρ∨ − w−1ρ∨
)
+ cw + o(1)
The set of all high paths of type w ∈W in C ((0, T ], a) is denoted Chighw ((0, T ], a).
Remark 4.4.13. As ce = 0, Chighe ((0, T ], a) = C0 ([0, T ], a).
By duality, having in mind remark 4.4.5:
Definition 4.4.14. For T > 0, we say that a path pi ∈ C0 ([0;T ), a) is a low path of type
w ∈W when the following asymptotic development holds at T :
∃Cpi, pi(t) = Cpi + log(T − t)
(
ρ∨ − w−1ρ∨
)
+ cw + o(1)
The set of all low paths of type w ∈W in C ([0, T ), a) is denoted C loww ([0, T ), a).
Remark 4.4.15. A low path pi of type e has a continuous extension at t = T by letting
pi(T ) = Cpi, hence:
C lowe = C0 ([0, T ], a)
Both high and low paths will be referred to as extended paths. Clearly, the extended
paths of type w0 deserve a special name. As such, high (resp. low) paths of type w0 will
be referred to as highest (resp. lowest) paths.
4.4.2 String parameters for paths
Definition
Let i ∈ R(w0). For any path pi ∈ C0 ([0, T ], a), define %Ki (pi) as the sequence of numbers
c = (c1, c2, . . . , cm) recursively as:
ck =
1∫ T
0 e
−αik
(
Tsi1 ...sik−1 pi
)
Theorem 4.4.16. The map %Ki is well-defined on C0 ([0, T ], a) and takes values in Rm>0.
Moreover, for pi ∈ C0 ([0, T ], a), the m-tuple %Ki (pi) allows to recover pi from the highest
weight path Tw0pi.
The proof is given soon after a few discussions.
Extracting string parameters
Building up on lemma 4.4.10, we will see when it is possible to apply (Tα)α∈∆ depending
on a path’s type. The importance of the weak Bruhat order is quite remarkable. Also,
the use of the geometric Pitman operator Tα for α ∈ ∆ corresponds to the loss of exactly
one real number.
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Proposition 4.4.17. Let w ∈W and α ∈ ∆ such that `(wsα) = `(w) + 1.
(1) If pi is a high path of type w then c = 1∫ T
0 e
−α(pi) > 0 and η = Tαpi has type wsα.
(2) Reciprocally, given η , a high path with type wsα, and a positive c > 0, there is a
unique high path pi of type w such that c = 1∫ T
0 e
−α(pi) > 0 and η = Tαpi. It is given by:
∀0 < t ≤ T, pi(t) = η(t) + log
(
c+
∫ T
t
e−α(η)
)
α∨
Proof. (1) Using lemma 4.4.8, if pi is a high path of type w and `(wsα) = `(w) + 1, then
e−α(pi) is integrable at the neighborhood of zero, hence c > 0.
Thanks to the proof of 4.4.10, we have seen that η = Tαpi will have the right asymptotics
at t = 0, so that it will be of type wsα.
(2) By composing the equality η = Tαpi with e−α(.):
e−α(η(t))
= e
−α(pi(t))(∫ t
0 e
−α(pi)
)2
=− d
dt
1∫ t
0 e
−α(pi)
Then after integration between t > 0 and T :
∀t > 0,
∫ T
t
e−α(η) = 1∫ t
0 e
−α(pi) − c
Reinjecting this relation in the definition of η:
∀t > 0, pi(t) = η(t) + α∨ log
(
c+
∫ T
t
e−α(η)
)
Finally, all that is left is to check that pi has the type w. The asymptotic development at
0 follows from a computation similar to the proof of lemma 4.4.10. Indeed, since η is of
type wsα, we have the following asymptotics for e−α(η) at zero:
e−α(η(t)) = e−α(cwsα )+o(1)t−α(ρ∨−sαw−1ρ∨)
As −α(ρ∨−sαw−1ρ∨) ≤ −1 (lemma 4.4.8), integrating e−α(η) gives a divergent integral at
zero. Therefore, discarding the other end of the integral, we have the following equivalent
for t→ 0: ∫ T
t
e−α(η)
=e−α(cwsα )+o(1)
∫ +∞
t
s−α(ρ
∨−sαw−1ρ∨)ds
=e−α(cwsα )+o(1)
[
s1−α(ρ∨−sαw−1ρ∨)
]+∞
t
1− α(ρ∨ − sαw−1ρ∨)
= e
−α(cwsα )+o(1)
(wα) (ρ∨) t(wα)(ρ∨)
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Because `(wsα) = `(w) + 1, wα is a positive root and wα(ρ∨) > 0. Thus, we can write:
pi(t)
= log(t)
(
ρ∨ − sαw−1ρ∨
)
+ cwsα + log
(
c+ e
−α(cwsα )+o(1)
(wα) (ρ∨) t(wα)(ρ∨)
)
α∨ + o(1)
= log(t)
(
ρ∨ − sαw−1ρ∨ − (wα)(ρ∨)α∨
)
+ sαcwsα − log
(
(wα)(ρ∨)
)
α∨ + o(1)
= log(t)
(
ρ∨ − w−1ρ∨
)
+ sαcwsα − log
(
(wα)(ρ∨)
)
α∨ + o(1)
Noticing that sαcwsα − log ((wα)(ρ∨))α∨ = cw concludes the proof.
Proof of theorem 4.4.16. Start with pi ∈ C0 ([0, T ], a). It is a high path of type e. When
composing the geometric Pitman operators (Tα)α while respecting the weak Bruhat order,
we obtain paths whose types are climbing the Hasse diagram, until we reach Tw0pi. At
each step, exactly one positive real number is lost using proposition 4.4.17.
This drawing sums up the situation in the case of A2:
w0
s1s2s2s1
s1 s2
e
Tα1
Tα2
Tα1
Figure 4.4: Extracting string parameters and climbing Hasse diagram of type A2
Inversion lemma
The inversion lemma is a bijective correspondence between NT (pi) and the string param-
eters %Ki (pi). Its proof is inspired from theorem 6.5 in [BBO2].
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Theorem 4.4.18. For i ∈ R(w0) and pi ∈ C0 ([0, T ], a):
x−i ◦ %Ki (pi) = [w¯0−1NT (pi)]T0+
or equivalently:
NT (pi) = [
(
w¯0
(
x−i ◦ %Ki (pi)
)T)−1
]−1−
Proof. In fact, this works with w ∈W and i = (i1, . . . , ij) ∈ R(w). Write:
[w¯−1NT (pi)]0+
=[w¯−1NT (pi)]−1− w¯−1NT (pi)
=[w¯−1NT (pi)]−1− s¯−1ij . . . s¯
−1
i1 NT (pi)
=[w¯−1NT (pi)]−1− s¯−1ij [si1 . . . sij−1
−1NT (pi)]−
[si1 . . . sij−1−1NT (pi)]−1− s¯−1ij−1 [si1 . . . sij−2
−1NT (pi)]−
[si1 . . . sij−2−1NT (pi)]−1− s¯−1ij−2 . . .
. . . s¯−1i2 [s¯
−1
i1 NT (pi)]−
[s¯−1i1 NT (pi)]
−1
− s¯
−1
i1 NT (pi)
=[s¯−1ij [si1 . . . sij−1
−1NT (pi)]−]0+
[s¯−1ij−1 [si1 . . . sij−2
−1NT (pi)]−]0+
. . .
[s¯−1i1 NT (pi)]0+
Notice that each element xk = [s¯−1ik [s¯
−1
ik−1 . . . s¯
−1
i1 NT (pi)]−]0+, 1 ≤ k ≤ j, in the previous
product, belongs to the reduced Bruhat cell Ns¯−1ik N ∩ B+. Using theorem 4.5 in [BZ01]
xk = y−ik(ck) where:
c
−α∨ik
k =[xk]0
=[s¯−1ik [si1 . . . sik−1
−1NT (pi)]−]0
=[s¯−1ik [si1 . . . sik−1
−1BT (pi)]−]0
=[si1 . . . sik−1BT (pi)[si1 . . . sik−1−1BT (pi)]−10+]0
=eTsi1 ...sik pi−Tsi1 ...sik−1 pi
Hence we obtain exactly the string parameters
ck =
1∫ T
0 e
−αik (Tsi1 ...sik−1 pi)
And
[w¯−1NT (pi)]0+ = y−ij (cj) . . . y−i1(c1)
4.4. Parametrizing geometric path crystals 97
Taking the transpose concludes the proof.
Finally, in order to see that the second expression can be deduced from the first, write
NT (pi)
=[
(
w¯0[w¯0−1NT (pi)]−1− w¯−10 NT (pi)
)−1
]−1−
=[
(
w¯0[w¯0−1NT (pi)]0+
)−1
]−1−
=[
(
w¯0
(
x−i ◦ %Ki (pi)
)T)−1
]−1−
As a corollary, we get the commutativity of the right side in the diagram 4.2:
Corollary 4.4.19.
∀i ∈ R(w0), ∀pi ∈ C0 ([0, T ], a) , x−i ◦ %Ki (pi) = %K ◦ p(pi)
Proof. Theorem 4.4.18 and definition 4.1.15 because:
[p(pi)]− = NT (pi)
4.4.3 Lusztig parameters for paths
In the same fashion, we define Lusztig parameters for a path and show how to extract
them.
Definition
Let i ∈ R(w0). For any path pi ∈ C0 ([0, T ], a), define %Li (pi) as the sequence of numbers
t = (t1, t2, . . . , tm) recursively as:
tk =
1∫ T
0 e
−αik
(
e−∞si1 ...sik−1
pi
)
Theorem 4.4.20. The map %Li is well-defined on C0 ([0, T ], a) and takes values in Rm>0.
Moreover, for pi ∈ C0 ([0, T ], a), the m-tuple %Li (pi) allows to recover pi from the lowest
weight path e−∞w0 pi.
Let us now explain how to prove this theorem carefully using duality.
Extracting Lusztig parameters
Let w ∈ W . It is quite obvious that if pi′ ∈ Chighw ((0, T ], a) then ι(pi′) makes sense and
belongs to C loww ([0, T ), a). The symmetric situation is not quite true, since one cannot
apply the duality map ι to low paths. But we still have:
Lemma 4.4.21 (Extended duality lemma). Let w ∈ W . If pi ∈ C loww ([0, T ), a) is a low
path of type w, there is a unique pi′ ∈ Chighw ((0, T ], a) such that:
pi =
(
pi′
)ι
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Proof. Simply take for 0 ≤ t < T , pi′(t) = pi(T−t)−Cpi, where Cpi is the constant appearing
in the definition of low paths. It is immediate that it satisfies all the requirements.
Remark 4.4.22. Mapping pi to pi′ can be thought of as an extension of the duality map
to low paths.
Remark 4.4.23. Putting together the previous lemma and lemma 4.4.5, one sees that the
path transforms (e−∞w )w∈W and (Tw)w∈W are in extended duality.
Thus, we can easily prove analogous statements to the previous case:
Proposition 4.4.24. Let w ∈W and α ∈ ∆ such that `(wsα) = `(w) + 1.
(1) If pi is a low path of type w then c = 1∫ T
0 e
−α(pi) > 0 and η = e
−∞
α pi has type wsα.
(2) Reciprocally, given η, a low path with type wsα, and a positive c > 0, there is a unique
low path pi of type w such that c = 1∫ T
0 e
−α(pi) > 0 and η = e
−∞
α pi. It is given by:
∀0 ≤ t < T, pi(t) = Txα(c)η(t) = η(t) + log
(
1 + c
∫ t
0
e−α(η)
)
α∨
Proof. (1) Using lemma 4.4.21, we get pi′ a high path of type w. Using proposition 4.4.17,
we get that:
c = 1∫ T
0 e
−α(pi) =
e−α(pi′(T ))∫ T
0 e
−α(pi′) > 0
And:
η = e−∞α pi
= e−∞α ◦ ι(pi′)
= ι ◦ Tα(pi′)
which is a low path of type wsα since Tα(pi′) ∈ Chighwsα ((0, T ], a).
(2) Again, using the extended duality lemma, there exists η′ ∈ Chighwsα ((0, T ], a) such that
η = ι(η′). The result is proven by using (2) in proposition 4.4.17. In order to recover pi
from η, rather than rearranging the formula from proposition 4.4.17, let us direcly solve:
η(t) = pi(t) + α∨ log
(
1− c
∫ t
0
e−α(pi)
)
By evaluating the e−α(.) on each side of the previous equality:
e−α(η(t)) = e
−α(pi(t))(
1− c ∫ t0 e−α(pi))2
This expression can be integrated and rearranged as:(
1 + c
∫ t
0
e−α(η)
)(
1− c
∫ t
0
e−α(pi)
)
= 1
As such, since η has type wsα, we have that
∫ T
0 e
−α(η) = +∞. Hence:
c = 1∫ T
0 e
−α(pi)
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Also by replacing log
(
1− c ∫ t0 e−α(pi)) by − log (1 + c ∫ t0 e−α(η)), we get the result:
pi(t) = η(t) + log
(
1 + c
∫ t
0
e−α(η)
)
α∨ = Txα(c)η(t)
Proof of theorem 4.4.20. Apply iteratively proposition 4.4.24. Successive projections give
low paths whose types goes down the Hasse diagram. At every composition, exactly one
positive real parameter is lost.
This drawing illustrates the situation in the case of A2:
Figure 4.5: Extracting Lusztig parameters and going down the Hasse diagram of type A2
e
s2s1
s1s2 s2s1
w0
e−∞α1
e−∞α2
e−∞α1
This time, a path transform we already encountered appears:
Theorem 4.4.25. Given a lowest path η, a reduced word i = (i1, . . . , im) ∈ R (w0) and
strictly positive parameters (t1, . . . , tm) ∈ Rm>0, there is a unique path pi ∈ C0 ([0, T ], a)
such that:
• e−∞w0 pi = η
• ηj = e−∞si1 ...sijpi = e
−∞
αij
· ηj−1
• tj = 1∫ T
0 e
−αij (ηj−1)
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It is given by:
pi = Tzη
where
z = xi1 (t1) . . . xim (tm) ∈ Uw0>0
Proof. At each level, ηj−1 = Txαij (ξj)ηj . Then, using the composition property among
properties 4.2.9:
pi = Txαi1 (ξ1) ◦ Txαi2 (ξ2) ◦ · · · ◦ Txαij (ξj) (η) = Tz (η)
Remark 4.4.26. A similar statement holds for paths of type w, using group elements in
Uw>0. And this z ∈ Uw0>0 is the Lusztig parameter, as we will see shortly.
Corollary 4.4.27. A connected component generated by a path pi0 can be parametrized by
the totally positive part Uw0>0 thanks to the bijection:
Uw0>0 → 〈pi0〉
z 7→ Tz
(
e−∞w0 · pi0
)
Proof. Recall that η = e−∞w0 pi does not depend on pi ∈ 〈pi0〉, but only on the connected
component. And every path in pi ∈ 〈pi0〉 is uniquely determined by an u ∈ Uw0>0 such that
pi = Tuη thanks to the previous theorem.
Inversion lemma
Again, we have a bijective correspondence between NT (pi) and the Lusztig parameters
%Li (pi) ∈ R`(w0)>0 :
Theorem 4.4.28. For η ∈ C loww0 ([0, T ), a), let pi = Tgη be is a crystal element with Lusztig
parameters encoded by g = xi1 (t1) . . . xim (tm) = xi ◦ %Li (pi) ∈ Uw0>0 . Then:
NT (pi) = [gw¯0]−
or equivalently
g = [w¯−10 NT (pi)
ι]ι+ = [w¯−10 BT (pi)
ι]ι+
Proof. This can be deduced from theorem 4.4.18. However, we choose to give a separate
proof that is easily adapted to the case of T =∞. First, in order to see that both identities
are equivalent, since w¯−10
(
[gw¯0]−10+
)ι
w¯0 ∈ B, write:
g =[gι]ι+
=[w¯−10
(
[gw¯0]−10+
)ι
w¯0g
ι]ι+
=[w¯−10
(
gw¯0[gw¯0]−10+
)ι
]ι+
Therefore:
NT (pi) = [gw¯0]− = gw¯0[gw¯0]−10+
if and only if:
g = [w¯−10 NT (pi)
ι]ι+
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One can also add the torus part and write:
g = [w¯−10 NT (pi)
ι]ι+ = [w¯−10 BT (pi)
ι]ι+
Now, let us prove the above statement using a similar decomposition to the one used
in the proof of theorem 4.4.18:[
w¯−10 BT (piι)
]
+
=
[
w¯−10 BT (piι)
]−1
−0 w¯
−1
0 BT (piι)
=
[
w¯−10 BT (piι)
]−1
−0 s¯
−1
im
[
si1 . . . sim−1
−1BT (piι)
]
−0
·
[
si1 . . . sim−1
−1BT (piι)
]−1
−0 s¯
−1
im−1
[
si1 . . . sim−2
−1BT (piι)
]
−0
·
[
si1 . . . sim−2
−1BT (piι)
]−1
−0 s¯
−1
im−2
[
si1 . . . sim−3
−1BT (piι)
]
−0
. . . . . . . . . . . .
·
[
si1
−1BT (piι)
]−1
−0 s¯
−1
i1 BT (pi
ι)
=
[
s¯−1im
[
si1 . . . sim−1
−1BT (piι)
]
−0
]
+
·
[
s¯−1im−1
[
si1 . . . sim−2
−1BT (piι)
]
−0
]
+
·
[
s¯−1im−2
[
si1 . . . sim−3
−1BT (piι)
]
−0
]
+
. . . . . . . . . . . .
·
[
s¯−1i1 BT (pi
ι)
]
+
In the previous equation, we have a product ofm terms, each of the form xj = [s¯−1ij b]
−1
−0s¯
−1
ij
b =
[s¯−1ij b]+, 1 ≤ k ≤ m with b =
[
si1 . . . sij−1
−1BT (piι)
]
−0. As it belongs to the reduced double
Bruhat cell U ∩BsijB, we can use theorem theorem 4.5 in [BZ01] and write xj = xαij (tj).
The quantity tj will be computed at the end. Hence:
[w¯−10 BT (piι)]+ = xim (tm) . . . xi2 (t2)xi1 (t1)
or equivalently:
[w¯−10 BT (pi)
ι]ι+ = xi1 (t1)xi2 (t2) . . . xim (tm)
Now, all that is left is to prove that the Lusztig parameters for pi are nothing but the
quantities tj , j = 1, . . . ,m. We have:
xαij (tj) =
[
s¯−1ij
[
si1 . . . sij−1
−1BT (piι)
]
−0
]
+
=
[
si1 . . . sij
−1BT (piι)
]−1
−0 s¯
−1
ij
[
si1 . . . sij−1
−1BT (piι)
]
−0
=e−Tsi1 ...sij ◦ι(pi)(T )
[
si1 . . . sij
−1BT (piι)
]−1
− s¯
−1
ij
[
si1 . . . sij−1
−1BT (piι)
]
− e
Tsi1 ...sij−1 ◦ι(pi)(T )
=e−Tsi1 ...sij ◦ι(pi)(T )yje
Tsi1 ...sij−1 ◦ι(pi)(T )
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where yj = y−αij (cj) ∈ B+ ∩Ns¯−1ij N . Necessarily:
c
−α∨ij
j = [yj ]0
= eTsi1 ...sij ◦ι(pi)(T )−Tsi1 ...sij−1 ◦ι(pi)(T )
= exp
(
log
∫ T
0
e
−αij (Tsi1 ...sij−1 ◦ι(pi))α∨ij
)
Therefore:
cj =
1∫ T
0 e
−αij (Tsi1 ...sij−1 ◦ι(pi))
And:
tj = cj exp
(
−αij
(
Tsi1 ...sij−1 ◦ ι(pi)(T )
))
= 1∫ T
0 e
−αij (ι◦Tsi1 ...sij−1 ◦ι(pi))
= 1∫ T
0 e
−αij (e−∞si1 ...sij−1 (pi))
Again, as a corollary, we have the commutativity of the left side in the diagram 4.2:
Corollary 4.4.29.
∀i ∈ R(w0),∀pi ∈ C0 ([0, T ], a) , xi ◦ %Li (pi) = %L ◦ p(pi)
Proof. Theorem 4.4.28 and definition 4.1.15.
4.4.4 Crystal actions in coordinates
The actions (e.α)α∈∆ have a very simple expression in the appropriate charts for a connected
crystal. Clearly, this property is a geometric lifting of the equations from (3.6) to (3.9)
for Kashiwara operators.
Proposition 4.4.30. Consider a path pi ∈ C0 ([0, T ], a), i ∈ R(w0) and α = αi1. If:
%Li (pi) = (t1, . . . , tm)
%Ki (pi) = (c1, . . . , cm)
Then for every ξ ∈ R:
%Li
(
eξα · pi
)
=
(
eξt1, . . . , tm
)
%Ki
(
eξα · pi
)
=
(
eξc1, . . . , cm
)
Remark 4.4.31. Here, we do not require twisting the Kashiwara operators like in [BZ01]
section 5.2.
We will need the following important property of the highest and lowest path trans-
forms.
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Lemma 4.4.32. For pi ∈ C0 ([0, T ], a), α ∈ ∆ and ξ ∈ R::
e−∞α ·
(
eξα · pi
)
= e−∞α · pi
Tα ·
(
eξα · pi
)
= Tα · pi
Proof. The first identity is obvious and has already been referred to. The second one can
be proved either by direct computation or by using the extended duality between e−∞α and
Tα.
Proof of proposition 4.4.30. Write:
%Li
(
eξα · pi
)
=
(
t′1, . . . , t
′
m
)
%Ki
(
eξα · pi
)
=
(
c′1, . . . , c
′
m
)
The previous lemma along with the definitions for Lusztig and Kashiwara parameters (see
subsections 4.4.3 and 4.4.2) tell us that:
∀j ≥ 2, tj = t′j , cj = c′j
Moreover:
t1 = c1 =
1∫ T
0 e
−α(pi)
and:
t′1 = c′1
= 1∫ T
0 e
−α(eξ·pi)
= 1
eεα(eξ·pi)
= 1
eεα(pi)−ξ
=eξt1 = eξc1
4.4.5 Connectedness criterion
Because of the previous investigations, it is easy to give a simple criterion that forces two
paths to belong to the same connected component.
Theorem 4.4.33. Consider two paths pi and pi′ in C0 ([0, T ], a). The following proposi-
tions are equivalent:
(i) pi and pi′ are connected.
(ii ) (
e−∞w0 (pi)t, 0 ≤ t < T
)
=
(
e−∞w0 (pi
′)t, 0 ≤ t < T
)
(iii)
(Tw0(pi)t, 0 < t ≤ T ) =
(Tw0(pi′)t, 0 < t ≤ T )
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Proof. Proposition 4.4.7 says that (i) implies (ii), while corollary 4.4.27 gives the converse.
In order to prove the equivalence between (i) and (iii), notice that pi and pi′ are con-
nected if and only if the same holds for their duals. Therefore, we have an equivalence
between (i) and: (
e−∞w0 ◦ ι(pi)t, 0 ≤ t < T
)
=
(
e−∞w0 ◦ ι(pi′)t, 0 ≤ t < T
)
Applying lemma 4.4.5, we have the result.
4.4.6 Geometric RSK correspondence and Littelmann’s independence
theorem
Theorem 4.4.34 (Static version). Let pi0 ∈ C0 ([0, T ], a) and 〈pi0〉 be the connected crystal
it generates. Set λ = Tw0pi0 (T ). Then the projection is an automorphism of crystals:
p : 〈pi0〉 → B(λ)
pi 7→ BT (pi)
Proof. The arriving set is indeed the appropriate one. The inverse map is constructed
using the corollary 4.4.27.
Theorem 4.4.35 (Dynamical version). For each T > 0, define the set:
PT :=
{
(x, η) ∈ B × Chighw0 ([0, T ], a) | hw(x) = η(T )
}
Then, we have a bijection:
RSK : C0 ([0, T ], a) −→ PT
pi 7→ (BT (pi) , (Tw0pit; 0 < t ≤ T ))
Proof. By theorem 4.4.16, the knowledge of a path pi ∈ C0 ([0, T ], a) is exactly equivalent
to that of knowing the string parameters and the highest weight path. And thanks to
4.4.29, the string parameters along with the highest weight λ = Tw0pi(T ) are encoded by
BT (pi) ∈ B(λ).
With this presentation, the analogy with the classical RSK correspondence is quite
clear. The path pi plays the role of a word. Elements in B, the crystal elements, play the
role of semi-standard tableaux. Highest paths of type w0 play the role of shape dynamic.
Finally the condition:
hw(x) = Tw0pi(T )
is the equivalent of saying that the ’P’ tableau and the ’Q’ tableau have the same shape.
Remark 4.4.36. The previous theorem means that in the path model, there is a relatively
large amount of automorphic crystals. In the group picture, however the only crystal
automorphism of B (λ) is the identity. In that sense, the group picture is “minimal”.
As a corollary, we have the geometric analogue of Littelmann’s independence theorem
Theorem 4.4.37 (Geometric Littelmann independence theorem). For any connected ge-
ometric path crystal L ⊂ C0 ([0, T ], a), the crystal structure only depends on λ = Tw0pi (T )
for any pi ∈ L.
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4.4.7 The case of infinite time horizon
Most of the previous results carry on the case where T = ∞. We will explain how to
proceed in order to construct Lusztig parameters for a path pi ∈ C0(R+, a).
Clearly, low path transforms can be applied to paths in C0 (R+, a). And:
Lemma 4.4.38. Let pi ∈ C0 (R+, a) such that pi(t) ∼
t→∞ µt with α (µ) > 0. Then:∫ ∞
0
e−α(pi) <∞
And
e−∞α pi(t) ∼t→∞ sα(µ)t
Proof. The first assertion is clear. For the second, note that:
log
∫ ∞
t
e−α(pi(s))ds ∼
t→∞ −α (µ) t
Therefore:
e−∞α pi(t) = pi(t) + log
(
1−
∫ t
0 e
α(pi)∫∞
0 e
α(pi)
)
α∨
= pi(t) + log
(∫ ∞
t
eα(pi)
)
α∨ − log
(∫ ∞
0
eα(pi)
)
α∨
∼
t→∞ sα(µ)t
Hence the idea, that in this case, path types should depend on asymtotical behavior.
Definition 4.4.39 (Low path types in infinite horizon). We say that a path pi ∈ C0 (R+, a)
is a low path of type w ∈W when it has a drift in wC:
∃µ ∈ wC, pi(t) ∼
t→∞ µt
The set of all low paths of type w ∈W in C (R+, a) is denoted C loww ([0, T ), a).
Lusztig parameters also have a straightforward definition. Let i ∈ R(w0). For any path
pi ∈ C0 (R+, a) with drift in the Weyl chamber, define %Li (pi) as the sequence of numbers
t = (t1, t2, . . . , tm) recursively as:
tk =
1∫∞
0 exp
(
−αik
(
e−∞si1 ...sik−1pi
))
Thanks to the previous lemma, all tj are > 0. Finally the inversion lemma 4.4.28 is valid
with infinite horizon. It is proven by simply taking T to infinity.
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4.4.8 Minimality of group picture
Thanks to Littelmann’s independence theorem, we have seen that there are a lot of different
but isomorphic path crystals. And all of them project (thanks to the map p) to a certain
B(λ), what we called the ’group picture’. Now one can ask the question of how minimal
this group picture is. A reasonable answer can be the fact that there are very few crystal
morphisms on the group picture B(λ).
Theorem 4.4.40. Let f : B(λ)→ B(µ) be a map such that:{
∀α ∈ ∆, ∀c ∈ R, f ◦ ecα = ecα ◦ f
∀α ∈ ∆, εα ◦ f = εα
If λ = µ, then f = id.
Proof. Let x ∈ B(λ) and y = f(x) ∈ B(µ). We start by lifting the problem to the path
model. This means that we consider pi and pi′ in C0 ([0, T ], a) such that:
x = p(pi) = BT (pi), y = p(pi′) = BT (pi′)
and
Tw0pi(T ) = λ, Tw0pi(T ) = µ
Therefore, we see B(λ) ≈ 〈pi〉 and B(µ) ≈ 〈pi′〉 as path crystals. Let us prove that for all
k ∈ N, i ∈ Ik and (c1, . . . , ck) ∈ Rk:
1∫ T
0 exp
(
−αik
(
e
ci1
αi1
· · · ecik−1αik−1pi′
)) = 1∫ T
0 exp
(
−αik
(
e
ci1
αi1
· · · ecik−1αik−1pi
))
Indeed, using the same notations in the path model and in the group picture, this is
equivalent to:
εαik
(
e
ci1
αi1
· · · ecik−1αik−1pi′
)
=εαik
(
e
ci1
αi1
· · · ecik−1αik−1y
)
=εαik
(
e
ci1
αi1
· · · ecik−1αik−1f(x)
)
=εαik ◦ f
(
e
ci1
αi1
· · · ecik−1αik−1x
)
=εαik
(
e
ci1
αi1
· · · ecik−1αik−1pi
)
Taking all the cj → −∞ and i a positive root enumeration, one finds that the Lusztig
parameters of pi and pi′ coincide (see subsection 4.4.3). Then the same goes for x and y.
And if λ = µ, we have x = y.
Note that the condition λ = µ can be deduced from elsewhere if for instance γ(x) =
γ(y). Hence the following remark.
Remark 4.4.41. λ = µ is for instance implied by:
γ ◦ f = γ
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4.5 Involutions and crystals
4.5.1 Kashiwara involution
The Kashiwara involution was defined at the level of the enveloping algebra as the unique
anti-automorphism satisfying
eια = eα, f ια = fα hια = −hα
It can naturally be lifted to a group anti-automorphism, and we have seen on the path
model that it is the group picture counterpart of duality: pi 7→ pi (T − t)− pi (T ).
4.5.2 Schützenberger involution
This map was originally introduced by Schützenberger as an involution on semi-standard
tableaux of a given shape. As tableaux with n letters of a given shape λ can be identified
with the highest weight crystal B (λ) of type An, it can be seen as an involution on highest
weight crystals.
Definition in the group picture
Definition 4.5.1 (Schützenberger involution on G).
∀x ∈ G,S (x) = w−10 (x−1)iTw0 = w0(x−1)iTw−10
Remark 4.5.2. This is defined “coordinate free” on the entire group.
Remark 4.5.3. Both definitions agree because w20 belongs to Z(G), the center of G as a
consequence of the following lemma.
Lemma 4.5.4. For each w, define t(w) = ww−1. We have:
t(w) = eipi(ρ∨−wρ∨)
In particular:
t(w0) = w20 = ei2piρ
∨
Proof. Using the notations from preliminaries:
t(w) = s¯i1 . . . s¯il s¯il . . . s¯i1
= φil
(
eipih
)si1 ...sil−1 φil−1 (eipih)si1 ...sil−2 φi2 (eipih)si1 φi1 (eipih)
= exp
(
ipi
l∑
k=1
si1 . . . sik−1hik
)
= exp
(
ipi
l∑
k=1
β∨k
)
= exp
(
ipi
(
ρ∨ − wρ∨))
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Properties 4.5.5. • S is an involutive anti-automorphism on the group.
•
∀k ∈ N, (i1, . . . , ik) ∈ Ik, S (xi1 (t1) . . . xik (tk)) = xi∗k (tk) . . . xi∗1 (t1)
•
S (w¯0) = w¯0
•
∀x ∈ B+w0B+, hw (S (x)) = hw (x)
Proof. It is easy to see that S is an anti-automorphism as the composition of three anti-
automorphisms (inverse, transpose and Kashiwara involution ι) and an automorphism
(conjugation by w¯0), the first property. The second property is known to Berenstein and
Zelevinsky (relation 6.4 in [BZ01]) and is a consequence of Ad(w¯0)ei = −fi∗ (proposition
3.3.4). The rest is easy to check by direct computation.
Since S stabilizes the geometric crystal B and preserves the highest weight, it is indeed
an involution on highest weight crystals B (λ).
Definition in the path model
Definition 4.5.6 (Schützenberger involution on paths).
S (pi) = −w0piι
As usual, this definition in fact agrees with the group picture after projection.
Theorem 4.5.7.
p ◦ S = S ◦ p
where on the right-hand side, S stands for the Schüzenberger involution on the group, and
the left-hand side it is considered in the path model.
Proof. Consider a smooth path pi. Since S◦ι is an automorphim, the left invariant equation
solved by S ◦ ι (Bt (pi)) is:
dS ◦ ι (Bt (pi)) = S ◦ ι (Bt (pi)) d(S ◦ ι)
(∑
fα + dpit
)
= S ◦ ι (Bt (pi))
∑
α∈∆
fα∗ − w0dpit

= S ◦ ι (Bt (pi))
∑
α∈∆
fα − w0dpit

Then:
S ◦ ι (Bt (pi)) = Bt (−w0pi)
Replacing pi by piι gives the result for all smooth paths:
S (Bt (pi)) = Bt (−w0piι)
The smoothness assumption can then be discarded.
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Remark 4.5.8. In the path model, S does not preserve connected components, but thanks
to the previous theorem, it stabilizes highest weight crystals in the group picture. As such it
preserves isomorphism classes of path crystals using Littelmann’s independence theorem.
As pointed out in [BBO2] p. 1552 lemma 4.19 the following can be taken as a definition
for the Scützenberger involution for An crystals. We prove the analogous statement in the
geometric setting:
Theorem 4.5.9. The Schützenberger involution is the unique map S on geometric crystals
(resp. path crystals up to crystal isomorphism) such that:
• γ ◦ S (x) = w0γ (x)
• εα ◦ S (x) = ϕα∗ (x) or equivalently ϕα ◦ S (x) = εα∗ (x)
• ∀c ∈ R, ecα · S (x) = S
(
e−cα∗ · x
)
Proof. Computations can be carried out very easily both in the group or on the path
model.
For uniqueness, if S and S′ satisfy those properties, then SS′ is an automorphism of
(path) crystals. In the group picture, there is no crystal automorphism aside from the
identity (see subsection 4.4.8), hence the uniqueness up to isomorphism.

Chapter 5
Canonical measure on crystals and
superpotential
For classical discrete crystals, the measure of interest is the counting measure. For in-
stance, the number of elements gives the dimension of the associated module. More
precisely, for λ ∈ P+ is a dominant weight, consider B(λ) the Kashiwara crystal with
highest weight λ. The canonical measure is simply:∑
b∈B(λ)
δb (5.1)
where δb stands for the Dirac measure at the element b. The character ch(Vλ) is the
Laplace transform of the induced measure on weights:
∀µ ∈ a, ch (Vλ) (µ) =
∑
b∈B(λ)
e〈µ,wt(b)〉 (5.2)
This allows us to define a canonical probability measure on B(λ) with spectral parameter
µ by:
1
ch (Vλ) (µ)
∑
b∈B(λ)
e〈µ,wt(b)〉δb (5.3)
Then, as discussed in [BBO2], the object of interest in the case of continuous crystals
is the Lebesgue measure on the polytope that parametrizes continuous crystals. In the
geometric setting, it is natural to wonder what can play the role of canonical measure.
We start in sections 5.1 and 5.2 by presenting some surprising ingredients involved:
the seemingly innocent toric reference measure ω and the superpotential map fB.
Then, the canonical measure on B(λ) is defined. The reason why it is natural uses
extensively the tools of probability and will be the subject of the next chapter. For
now, we will rather focus on drawing consequences. Its image through the weight map is
the geometric analogue of the Duistermaat-Heckman measure. Whittaker functions are
defined and play the role of characters in this geometric representation-theoretic setting.
Finally a geometric Littlewood-Richardson rule is investigated. We prove in theorem
5.6.8 that the tensor product of crystals each endowed with the canonical measure, is
nothing but a convolution measure thanks to the group structure. Moreover, it disinte-
grates with respect to the family of canonical measures indexed by their highest weight.
As such, the decomposition of a tensor product into its connected components carries on
to canonical measures. Finally, we write a product formula for Whittaker functions that
is interpreted as a linearization formula for characters with positive coefficients.
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5.1 The toric reference measure
Let us start with a simple object:
Definition 5.1.1 (The measure ωtoric). Define the measure ωtoric on Rm>0 by:
ωtoric =
m∏
j=1
dtj
tj
Remark 5.1.2. Notice that ωtoric is nothing but the flat measure in logarithmic coordi-
nates, or the Haar measure on the multiplicative torus Rm>0.
ωtoric has the remarkable property that it is invariant under changes of parametrization
for both the Lusztig variety and Kashiwara variety.
Theorem 5.1.3 ([GLO1] lemma 3.1 and [Rie07] theorem 7.2). For all reduced words i
and i′ in R(w0), the image measure of ωtoric through the map x−1i′ ◦ xi (resp. x−1−i′ ◦ x−i) is
itself. Meaning that if the following change of variables hold:(
t′1, t
′
2, . . . , t
′
m
)
= x−1i′ ◦ xi (t1, . . . , tm)(
c′1, c
′
2, . . . , c
′
m
)
= x−1−i′ ◦ x−i (c1, . . . , cm)
Then:
m∏
j=1
dt′j
t′j
=
m∏
j=1
dtj
tj
m∏
j=1
dc′j
c′j
=
m∏
j=1
dcj
cj
Proof. It is essentially the content of lemma 3.1 in [GLO1] for classical types and theorem
7.2 in [Rie07], both proved by direct computation. A proof without any computation
comes as a side product of theorem 6.1.6 and will be given in section 5.5.
This allows us to define a measure on B(λ) that has virtually the same expression
regardless of the chosen parametrization. It is nothing more than the image measure of
ωtoric under any of the usual parametrizations of B(λ).
Theorem 5.1.4. There is a unique measure on B(λ) denoted by ωB(λ) such that, for all
measurable functions ϕ : B(λ)→ R+ and reduced word i ∈ R(w0):∫
B(λ)
ϕ(x)ωB(λ)(dx) =
∫
Rm>0
ϕ ◦ bLλ ◦ xi (t1, . . . , tm)
m∏
j=1
dtj
tj
=
∫
Rm>0
ϕ ◦ bKλ ◦ x−i (c1, . . . , cm)
m∏
j=1
dcj
cj
=
∫
Rm>0
ϕ ◦ bTλ ◦ xi (t1, . . . , tm)
m∏
j=1
dtj
tj
Moreover, ω is invariant with respect to crystal actions e.α, α ∈ ∆, meaning that:
∀c ∈ R, ∀α ∈ ∆,
∫
B(λ)
ϕ(x)ωB(λ)(dx) =
∫
B(λ)
ϕ(ecα · x)ωB(λ)(dx)
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Proof. See section 5.5.
Notation 5.1.5. When the choice of highest weight crystal is clear from context, we will
simply write ω instead of ωB(λ)
Although we will not use this result in the sequel, ωtoric can be easily seen as linked
to the Haar measure on UR, the real group generated by {xα(t), α ∈ ∆, t ∈ R}:
Proposition 5.1.6 (Essentially [GLO1] Proposition 3.1 for classical types). Let i ∈ R (w0)
and parametrize group elements u ∈ UR thanks to their Lusztig parametrization:
u = xi (t1, . . . , tm)
Using the Weyl vector ρ = ω1 + · · ·+ ωn, define the measure du as:
du =
∏
j
(
t
ρ(β∨j )
j
dtj
tj
)
The measure du does not depend on a choice of reduced word i and is the Haar measure
with normalizing condition: ∫
U>0
e−χ(u)du =
m∏
j=1
Γ
(
ρ(β∨j )
)
where χ is the principal character on U such that:
∀t ∈ C, ∀α ∈ ∆, χ(eteα) = t
Proof. The normalizing condition is clear. For proving that the definition of du does not
depend on the choice of i, use the fact that (4.1.19):
[uw0]0 =
∏
j
t
β∨j
j
Hence, we can write the measure in the following form:
du = [uw0]ρ0
m∏
j=1
dtj
tj
Now that we know that the measure du does not depend on the choice of reduced
word i, one can choose αi1 as any root α. Therefore u = xi (t1, . . . , tm) is a product of
the form u = xα (t1) . . . , and du = dt1 . . . . It is indeed invariant under the one parameter
subgroup xα (R) for all α, hence the left invariance. It is also right invariant because UR
is unimodular.
5.2 The superpotential
We will use the elementary additive unipotent characters χα : U → C given by:
∀t ∈ C, ∀α, β ∈ ∆, χα(eteβ ) = tδα,β
The principal character χ : U → C is defined as:
χ =
∑
α∈∆
χα
Recall that B is the set of totally positive, lower triangular elements in G (see definition
4.1.11).
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Definition 5.2.1. Define the superpotential fB on B as the map:
fB : B → R>0
x = zw¯0tu 7→ χ(z) + χ(u)
Recall that, in the decomposition x = zw¯0tu, we have z ∈ Uw0>0 , u ∈ Uw0>0 and t ∈ A.
Example 5.2.2. In rank one case, by writing for x ∈ B(λ):
x =
(
t 0
1 t−1
)
eλα
∨ =
(
1 t
0 1
)(
0 −1
1 0
)(
eλ 0
0 e−λ
)(
1 e−2λt
0 1
)
We find the ’superpotential’ (cf [Rie11]):
fB (x) = t+
e−2λ
t
The following properties are easy to prove:
Properties 5.2.3. For x ∈ B:
fB (x) = fB (xι) = fB ◦ S (x)
∀w ∈W, fB (w · x) = fB (x)
fB (ecα · x) = fB(x) +
ec − 1
eεα(x)
+ e
−c − 1
eϕα(x)
Proof. The first relations are immediate. The invariance under the Weyl group action
on the crystal can be checked easily on the reflections sα, α ∈ ∆. For the last one, use
theorem 4.1.22 and the superpotential’s definition.
Notation 5.2.4. Let x be an element in B(λ) with u = %T (x). Define the twist map as
in [BZ97] by:
ηw0(u) = [w¯−10 uT ]+
Thanks to the definition 4.1.15:
fB(x) = χ
(
e−ληw0(u)eλ
)
+ χ(u)
The main obstruction for fB to have a simple expression is this twist.
Using the notations and formulas in proposition 4.1.16, we have the following semi-
explicit expressions:
Proposition 5.2.5 (Semi-explicit expressions in coordinates). Let x ∈ B(λ) and:
v = %K(x) = x−i (c1, . . . , cm)
u = %T (x) = xi (t1, . . . , tm)
Then:
fB(x) =χ ◦ S ◦ ι
(
e−λ[w¯−10 uT ]+eλ
)
+ χ(u) = χ
(
e−ληw0(u)eλ
)
+
m∑
j=1
tj
=χ (ηw0,e(v)) + χ
(
e−λvT [vT ]−10 eλ
)
= χ (ηw0,e(v)) +
m∑
k=1
e−αik (λ)c−1k
m∏
j=k+1
c
−αik (α∨ij )
j
This seemingly simple and innocent map has recently appeared in two quite different
circumstances.
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Geometric crystals: Berenstein and Kazhdan use the map fB to ’cut’ the discrete
free crystals Bfree(λ) obtained by tropicalizing B(λ) and its structural maps. Then they
obtain normal Kashiwara crystals by setting ([BK06]):
B (λ) =
{
b ∈ Bfree(λ) | [fB]trop(b) ≥ 0
}
The surprise is in the fact that a simple function like fB encodes exactly the string cones.
As stated in the introduction of ([BK04]), exhibiting such a function, along with its prop-
erties, proves a corollary of the Local Langlands conjectures.
Mirror symmetry: Rietsch used the same function in her mirror symmetric construc-
tion of the quantum Toda lattice for general type in [Rie11] (definitions in section 6). It
is also related to Givental’s construction, using however different coordinates ([Gi97]).
Mirror symmetry is a phenomenon first noticed in string theory: Morally speaking,
mirror symmetry says that a certain string theory called the A-model with underlying
Calabi-Yau manifold X is equivalent to another string theory, the B-model, on an entirely
different Calabi-Yau manifold Y . X and Y are called mirrors to each other. The A-model
has Gromov-Witten invariants as coupling constants which capture a symplectic structure
on X, while the B-model captures a complex structure on Y .
Such a phenomenon has been generalized to other cases than Calabi-Yau. In the con-
text of mirror symmetry for the flag manifolds G/B, the mirror variety is encoded by a pair
(X, e−W ) where X is a complex variety and W is the Landau-Ginzburg ’superpotential’.
For P1(C) ≈ G/B, with G = SL2, one finds X = C∗ and:
W (t) = t+ e
−2λ
t
This is exactly fB(x) if x ∈ B(λ) has Lusztig parameter t (see example 5.2.2 ).
We have no explanation as why mirror symmetry appears while investigating geometric
crystals and we will not try to push into that direction. However, in the context of
combinatorial representation theory, the strength of our approach is that the Landau-
Ginzburg potential e−fB(x)ω(dx) will appear naturally as a canonical measure on geometric
crystals. The measure is canonical in the sense that, once normalized into a probability
measure, it is precisely the distribution of a random crystal element conditionnally to its
highest weight. A random crystal element is given by a Brownian motion in the context
of our geometric Littelmann path model.
5.2.1 Algebraic structure of fB
The map fB has a nice and deep algebraic structure. A first flavour that is sufficient for
our needs is:
Theorem 5.2.6. If x ∈ B(λ) with twisted Lusztig parameter
u = ρT (x) = xi (t1, . . . , tm)
then fB(x) is a Laurent polynomial in the variables (t1, . . . , tm) with positive coefficients.
Before giving a proof, let us observe that fB has an expression in term of generalized
minors:
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Lemma 5.2.7 ( Variant of corollary 1.25 in [BK06] ). For x ∈ B(λ), with twisted Lusztig
parameter u = %T (x), we have:
fB (x) =
∑
α∈∆
e−α(λ)
∆sαωα,w0ωα(u)
∆ωα,w0ωα(u)
+ ∆ωα,sαωα(u)
Proof. The character χα can also be expressed as a minor ([BK06] relation 1.8):
∀u ∈ Uw0>0 , χα(u) = ∆ωα,sαωα(u)
Therefore, if (proposition 4.1.16):
x = bTλ (u) = S ◦ ι
(
e−λ[w¯−10 uT ]+eλ
)
w¯0e
λu
Using, χ ◦ S ◦ ι = χ, we have:
fB(x) = χ ◦ S ◦ ι
(
e−λ[w¯−10 uT ]+eλ
)
+ χ(u)
=
∑
α∈∆
e−α(λ)χα([w¯−10 uT ]+) + χα(u)
=
∑
α∈∆
e−α(λ)∆ωα,sαωα([w¯−10 uT ]+) + ∆ωα,sαωα(u)
Moreover:
∆ωα,sαωα([w¯−10 uT ]+) = ∆ωα([w¯−10 uT ]+s¯α)
= ∆ωα([w¯−10 uT ]−10 [w¯−10 uT ]0+s¯α)
= ∆
ωα(w¯−10 uT s¯α)
∆ωα(w¯−10 uT )
= ∆
ωα(s¯−1α uw¯0)
∆ωα(uw¯0)
Hence the result.
Proof of theorem 5.2.6. Thanks to the previous lemma, all we need to know is that
∆ωα,sαωα(u)
∆sαωα,w0ωα(u)
∆ωα,w0ωα(u)
is a Laurent polynomial with positive coefficients in the variables tj . The first one is easy
to deal with as:
∆ωα,sαωα(u) = χ(u) =
∑
αij=α
tj
For the second one, using [BZ01] theorem 5.8, each of the minors ∆sαωα,w0ωα(u) and
∆ωα,w0ωα(u) are linear combinations of monomials with positive coefficients. The latter
has only one monomial term by applying corollary 9.5 in [BZ01] (with u = e, w = w0 and
γ = wα).
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Examples in rank 2
Let x be an element in B(λ) with u = %T (x). For each classical Cartan-Killing type, we
specify a reduced expression i for w0 that gives rise to a parametrization of u ∈ Uw0>0 :
u = xi1 (t1) . . . xim (tm)
We give explicit expressions in term of the tj variables for fB(x), while computing as an
intermediary step the twist:
ηw0(u) = [w¯−10 uT ]+
• A2: w0 = s1s2s1 u = x1(t1)x2(t2)x1(t3)
ηw0 (u) = x1
 1
t1
(
1 + t1t3
)
x2
(
1 + t1t3
t2
)
x1
( 1
t1 + t3
)
(5.4)
fB(x) = t1 + t2 + t3 + e−α1(λ)
1
t1
+ e−α2(λ)
( 1
t2
+ t1
t2t3
)
• B2: w0 = s1s2s1s2 u = x1(t1)x2(t2)x1(t3)x2(t4)
ηw0 (u) = x1
 1
t1
(
1 + t1t3
(
1 + t2t4
)2)
x2

(
1 + t1t3
(
1 + t2t4
)2)
t2
(
1 + t2t4
)
 (5.5)
· x1

(
1 + t2t4
)2
t1
(
1 + t2t4
)2
+ t3
x2 ( 1
t2 + t4
)
(5.6)
fB(x) = t1 + t2 + t3 + t4 + e−α1(λ)
1
t1
+ e−α2(λ)
( 1
t2
+ t1t2
t3t24
+ t1
t3t4
)
• C2: w0 = s1s2s1s2 u = x1(t1)x2(t2)x1(t3)x2(t4)
ηw0 (u) = x1
 1
t1
(
1 + t1t3
(
1 + t2t4
))
x2

(
1 + t1t3
(
1 + t2t4
))2
t2
(
1 + t2t4
)
 (5.7)
· x1

(
1 + t2t4
)
t1
(
1 + t2t4
)
+ t3
x2 ( 1
t2 + t4
)
(5.8)
fB(x) = t1 + t2 + t3 + t4 + e−α1(λ)
1
t1
+ e−α2(λ)
(
1
t2
+ 2t1
t2t3
+ t
2
1
t2t23
+ t
2
1
t23t4
)
Link to cluster algebras
In the examples of the previous subsection, we witness the so-called Laurent phenomenon:
When computing the characters χα ◦ ηw0(u) that are a priori just rational expression
in the variables (t1, . . . , tm), many simplifications occur and we end up with a Laurent
polynomial with positive coefficients.
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The Laurent phenomenon is a characteristic of cluster algebras. A cluster algebra is a
commutative algebra with a specific set of chosen generators called clusters. Here we are
concerned with the coordinate algebra of the double Bruhat cell Gw0,e := B+w0B+ ∩ B,
C[Gw0,e], which has the structure of a cluster algebra (theorem 2.10 [BFZ05]). The clusters
∆ (i) are made of generalized minors and indexed by the possible reduced words i ∈ R(w0).
In the notations of section 3.13, the minors in ∆(i) are the principal minors along with
those from the family F (i):
∆(i) := F (i)
⊔
{∆ωα , α ∈ ∆}
It is well known that the tj are linked to minors in x from a specific ’cluster’ ∆(i0)
via an invertible monomial transformation ([BZ97], [BZ01]). The theory of cluster alge-
bras indicates that every minor is a Laurent polynomial in the variables of a previously
fixed cluster. The fact that those Laurent polynomials have positive coefficients is still
a quite open conjecture. The link with cluster algebras is quite clear at this point: the
minors appearing in the superpotential are variables in a cluster than can be obtained via
seed mutation of the cluster ∆ (i0). Laurent phenomenon and coefficient’s positivity is
expected.
Therefore, theorem 5.2.6 is not a suprise given that fB can be expressed in term of
generalized minors. We were able to prove it without any reference to the general theory
of cluster algebras because the minors involved in our situation were not very complicated.
A complete understanding of the underlying cluster algebra would provide more explicit
versions of theorem 5.2.6.
Computations using the geometric path model
The superpotential fB has the following expression in term of the geometric path model:
Lemma 5.2.8. Let x ∈ B(λ) and pi ∈ C0 ([0, T ], a). If x has twisted Lusztig parameter
u = %T (x) = xi (t1, . . . , tm), while pi has usual Lusztig parameters %Li (pi) = (t1, . . . , tm), we
have:
fB(x) =
m∑
j=1
tj +
∑
α∈∆
e−α(λ)
∫ T
0
e−α(pi(s))ds
Proof. By theorem 4.4.28, NT (pi) = [uw¯0]−. Hence:∫ T
0
e−α(pi) = χ−α (NT (pi))
= χ−α ([uw¯0]−)
= χα
(
[w¯−10 uT ]+
)
Recalling that:
fB(x) = χ(u) +
∑
α
e−α(λ)χα
(
[w¯−10 uT ]+
)
finishes the proof.
The geometric path model allows the computation of minors using integration by parts,
while keeping the positivity property obvious. We illustrate this claim by an explicit
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computation in the A2 type. Choose i = (1, 2, 1) and consider as in the previous lemma a
path pi ∈ C0 ([0, T ], a) such that:
%Li (pi) = (t1, t2, t3)
Then: ∫ T
0
e−α1(pi) = 1
t1∫ T
0
e−α2(pi) = 1
t2
+ t1
t2t3
Proof. Recall from subsection 4.4.2 that if we write for j = 1, 2, 3:
ηj = e−∞si1 ...sij · pi
We have, with the convention η0 = pi:
tj =
1∫ T
0 e
−αij (ηj−1)
ηj−1 = Txαij (tj)ηj
The first identity comes from the definition of Lusztig parameters for a path. The
second one needs a little more work.∫ T
0
e−α2(pi)
=
∫ T
0
dse−α2(η1(s))
(
1 + t1
∫ s
0
e−α1(η1)
)−α2(α∨1 )
=
∫ T
0
e−α2(η1) + t1
∫ T
0
dse−α2(η1(s))
∫ s
0
e−α1(η1)
= 1
t2
+ t1
∫ T
0
dse−α2(η1(s))
∫ s
0
e−α1(η1)
Moreover, using an integration by parts and the fact that
∫ T
0 e
−α2(η2) =∞:∫ T
0
dse−α2(η1(s))
∫ s
0
e−α1(η1)
= 1
t2
∫ T
0
− d
ds
(
1
1 + t2
∫ s
0 e
−α2(η2)
)
ds
∫ s
0
e−α1(η1)
= 1
t2
[
− ∫ s0 e−α1(η1)
1 + t2
∫ s
0 e
−α2(η2)
]T
0
+ 1
t2
∫ T
0
ds
e−α1(η1(s))
1 + t2
∫ s
0 e
−α2(η2)
= 1
t2
∫ T
0
ds
e−α1(η1(s))
1 + t2
∫ s
0 e
−α2(η2)
= 1
t2
∫ T
0
e−α1(η2)
= 1
t2t3
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5.2.2 Existence and uniqueness of minimum on B(λ)
Because of the following theorem, fB deserves the name of potential as it behaves like a
potential well on B(λ) ≈ Rm>0: level sets are compact.
Theorem 5.2.9 ([Rie11] proposition 11.3). For M > 0, consider the set:
KM (λ) = {x ∈ B(λ)|fB(x) ≤M}
If M is large enough, KM (λ) is a non-empty compact set.
Proof. First parametrize x ∈ KM (λ) by t = (t1, . . . , tm) ∈ Rm>0 such that:
xi(t1, . . . , tm) = u = %T (x)
Then:
fB(x) = χ
(
e−ληw0(u)eλ
)
+ χ(u)
= χ
(
e−ληw0(u)eλ
)
+
m∑
j=1
tj
Clearly, the condition x ∈ KM (λ) implies tj ≤M for j = 1, . . . ,m. All we need is to prove
that the components of t are bounded away from zero.
Here we can produce two arguments, the first one is the geometric argument produced
by Rietsch. We give a quick sketch. Extend ηw0 to the totally positive part of the flag
manifold in the following way:
ηw0 : (G/B)≥0 → (B\G)≥0
uB 7→ Bw0uT
It is straightforward that the extended ηw0 maps B+B ∩ BwB to Bw0B ∩ Bw0w−1B+.
The idea is that if some of the tj go to zero, our group element uB leaves the cell
Uw0>0B ⊂ B+B ∩Bw0B
and exits to a cell of type Uw>0B, ` (w) < ` (w0). If:
Bu′ = Bxi
(
t′1, . . . , t
′
m
)
= ηw0(u)
then, as some of the tj go to zero, Bu′ heads to Bw0B ∩ Bw0w−1B+. However, in order
to reach it, some of the parameters t′j need to go infinity.
The second argument is based on the geometric path model, and is simpler given pre-
vious results. Using 5.2.8, if pi ∈ C0([0, T ], a) is a path with Lusztig parameters t1, . . . , tm,
then:
fB(x) =
m∑
j=1
tj +
∑
α∈∆
e−α(λ)
∫ T
0
e−α(pi(s))ds
As some of the tj go to zero, the path pi converges to η ∈ C0([0, T [, a), an extended path
of type `(w) > `(e) (see definition 4.4.14). Hence, because of the divergent behavior at
the endpoint, there is an α such that:∫ T
0
e−α(pi) =∞
This cannot happen on KM (λ), and the tj are indeed bounded away from zero.
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Corollary 5.2.10. fB reaches a minimum inside of B(λ)
The following answers the uniqueness question raised by Rietsch in [Rie11]:
Theorem 5.2.11. The superpotential fB reaches its minimum on B(λ) at a unique non
degenerate point mλ. Moreover, it is fixed by the Schützenberger involution and has zero
weight:
γ(mλ) = 0
Proof. We use logarithmic coordinates ξj = log (tj). In such coordinates, denoting by
ξ ∈ Rm the coordinate vector and 〈, 〉 the usual Euclidian scalar product, fB(x) has the
form (theorem 5.2.6):
fB(x) =
∑
i∈I
cie
〈ai,ξ〉
where ci are positive coefficients and ai ∈ Zm encode exponents. Among the ai, i ∈ I,
there is the Euclidian canonical basis (ej)1≤j≤m because of the term:
m∑
j=1
tj =
m∑
j=1
t〈ej ,ξ〉
Now, it is easy to see that fB(ξ) is strictly convex as for all v ∈ Rm:
m∑
k,l=1
vkvl
∂2f
∂ξk∂ξl
=
m∑
k,l=1
∑
i∈I
civkai,kvlai,le
〈ai,ξ〉
=
∑
i∈I
ci〈v, ai〉2e〈ai,ξ〉 ≥ 0
The hessian matrix is also everywhere non-degenerate: the previous inequality is strict
as soon as v is non zero because among the ai, there is the canonical Euclidian basis.
Uniqueness for mλ follows.
The Schützenberger involution S stabilizes B(λ) and fB ◦ S = fB. Because of the
minimum’s uniqueness, one must have S(mλ) = mλ, hence γ(mλ) = w0γ(mλ) which
implies that the weight is zero.
Another way of seeing that γ(mλ) = 0 consists in computing the first order condition
for a point x ∈ B(λ) being an extremal point:
fB (ecα · x)− fB (x)
=e
c − 1
eεα(x)
+ e
−c − 1
eϕα(x)
=ceεα(x)
(
1− eϕα(x)−εα(x)
)
+ o(c)
=ceεα(x)
(
1− eα(γ(x))
)
+ o(c)
If x critical:
∀α, α (γ(x)) = 0
Hence γ(x) = 0.
The exact computation of this minimum would be interesting for example in computing
the precise behaviour of Whittaker function ψµ(λ), that we will introduce later, as λ goes
to ’−∞’ and the semiclassical limit for the quantum Toda equation.
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5.2.3 An estimate
The following estimate is crucial in order to prove the integrability of e−fB(x)ω(dx) on
B(λ).
Theorem 5.2.12. There are rational exponents nj > 0 depending only on the group such
that for all x ∈ B(λ):
fB (x) ≥
m∑
j=1
tj +
e−maxα α(λ)∏m
j=1 t
nj
j
where x is parametrized as %T (x) = xi (t1, . . . , tm).
Proof. If:
u = %T (x) = xi (t1, . . . , tm)
Then using definition 4.1.15 and proposition 5.2.5:
fB(x)
=χ (u) +
∑
α
e−α(λ)χα
(
[w¯−10 uT ]+
)
≥
m∑
j=1
tj + e−maxα α(λ)χ
(
[w¯−10 uT ]+
)
Moreover, in terms of the variable t = (t1, . . . , tm),
L(t) = χ
(
[w¯−10 uT ]+
)
is a Laurent polynomial with positive integer coefficients (theorem 5.2.6). We write it as:
L(t) =
∑
i∈I
ci
1
tai
Here I is an index set, ai =
(
a1i , . . . , a
m
i
) ∈ Zm for i ∈ I are exponent vectors and
ci ∈ N∗, i ∈ I are the Laurent polynomial’s coefficients. We use the notation ta := ∏mj=1 tajj
for a ∈ Zm.
In order to prove the theorem, we will focus on the lattice cone
C(N) :=
{∑
i∈I
λiai, λi ∈ N
}
and prove that:
C(N) ∩ (N∗)m 6= ∅ (5.9)
Once this result obtained, pick an m-tuple v ∈ C(N)∩ (N∗)m and call M = ∑ vj ∈ N∗ the
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sum of its components. Then, for t ∈ (R∗+)m:
L(t)M
=
∑
i1,i2,...,iM
ci1 . . . ciM
1
tai1 ...aiM
≥
∑
i1,i2,...,iM
1
tai1+···+aiM
=
∑
a∈C(N),
∑m
j=1 a
j=M
1
ta
≥ 1
tv
Letting nj = vjM ∈ Q∗+ will finish the proof.
Now, let us go back to proving identity (5.9). For the purpose of using a density
argument, define the convex cones:
C(Q+) :=
{∑
i∈I
λiai, λi ∈ Q+
}
C(R+) :=
{∑
i∈I
λiai, λi ∈ R+
}
The convex cone C(R+)−Rm+ =
{
a− b, a ∈ C(R+), b ∈ Rm+
}
cannot entirely lie in a linear
half-space. If it was the case, denote by H such a half-space defined by a normal direction
x ∈ Rm:
H := {y ∈ Rm|〈y, x〉 ≥ 0}
We have:
∀i ∈ I, 〈ai, x〉 ≥ 0
And since −Rm+ ⊂ H, we necessarily have xj ≤ 0 for j = 1, . . . ,m. Now, for λ ∈ R:
L
(
eλx1 , . . . , eλxm
)
=
∑
i∈I
cie
−λ〈ai,x〉
Because x is non zero with xj ≤ 0, taking λ → ∞ forces at least one of the components
of t =
(
eλx1 , . . . , eλxm
)
to zero, while L(t) stays bounded. This contradicts theorem 5.2.9.
We have then proved indeed that the convex cone C(R+) − Rm+ cannot entirely lie in a
linear half-space. Moreover, it is well known that the only convex cone in Rm that is not
included in a half-space is Rm, forcing C(R+)−Rm+ = Rm. Therefore, C(Q+)−Qm+ is dense
in Rm and C(Q+) ∩
(
Q∗+
)m is not empty. This implies the identity (5.9).
5.3 Canonical measure
Definition 5.3.1 (Canonical measure on geometric crystals). Define the canonical mea-
sure on B(λ) as the measure:
e−fB(x)ω(dx)
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Recall we have defined the reference measure ω(dx) for x ∈ B(λ) as being given in
either of the coordinates:
%L(x) = xi (t1, . . . , tm)
%K(x) = x−i (c1, . . . , cm)
%T (x) = xi
(
t′1, . . . , t
′
m
)
ω(dx) =
m∏
j=1
dtj
tj
=
m∏
j=1
dcj
cj
=
m∏
j=1
dt′j
t′j
Since both fB and ω are invariant with respect to the W action on the geometric
crystal B(λ), the same holds for the canonical measure.
Originally, the Duistermaat-Heckman measure was used to refer to the asymptotic
weight multipliticities for a very large finite dimensional representation of a semisimple
group ([Heck82], [GS90] section 33). It is also the image measure of the uniform measure
on a continuous crystal under the weight map ([BBO2] section 5.3 ). One can use the
Littelmann path model for very long paths to recover easily the Duistermaat-Heckman
measure as asymptotic weight multiplicities ([BBO] remark 5.8). Thus, now that we
have identified a natural measure on geometric crystals, we will take virtually the same
definition.
Definition 5.3.2. For λ ∈ a, define the geometric Duistermaat-Heckman measure DHλ
on a as the image of the canonical measure under the weight map γ.
We will see that this measure intertwines the Laplacian on a and the quantum Toda
Hamiltonian, or equivalently Brownian motion and the Whittaker process.
The Fourier-Laplace transform of the Duistermaat-Heckman measure plays the role of
character, analogously to equation 5.2. In the geometric setting, it is a representation-
theoretic definition of Whittaker functions. In a way, this is a geometric lifting of the
famous Harish-Chandra Itzykzon Zuber formula.
Definition 5.3.3 (Whittaker functions). Whittaker functions are defined as the Laplace
transform of the geometric Duistermaat-Heckman measure. For λ ∈ a and µ ∈ h, it is
given by:
ψµ(λ) =
∫
a
e〈µ,k〉DHλ(dk)
=
∫
B(λ)
e〈µ,γ(x)〉−fB(x)ω(dx)
We will see in the next section that the integral is finite and that the Whittaker func-
tions are well behaved. This semi-explicit integral formula given for Whittaker functions
hints directly to the work of [GLO1, GLO2, Gi97]. It is not so easy to link their formulae
to ours, because of the multiple choices of coordinates. Notice however that our approach
makes the choice of totally positive matrices a natural integration cycle.
In the next subsection, we will see that such functions are well-behaved and link them
to Jacquet’s original definition. Unless otherwise stated, the µ parameter will be taken in
a, making ψµ into a positive function.
5.4. Whittaker functions as geometric characters 125
Definition 5.3.4 (Canonical probability measure with spectral parameter µ ∈ a). For a
spectral parameter µ ∈ a, define Cµ(λ) as a B(λ)-valued random variable whose distribution
satisfies for every bounded measurable function on B(λ):
E (ϕ(Cµ(λ))) =
1
ψµ(λ)
∫
B(λ)
ϕ(x)e〈µ,γ(x)〉−fB(x)ω(dx) (5.10)
We will refer to its law as the canonical probability measure on B(λ) with spectral parameter
µ. And Cµ(λ) will be referred to as a canonical random variable on B(λ) with spectral
parameter µ.
It is the geometric analogue of the probability measure defined in 5.3.
Properties 5.3.5. For λ ∈ a and µ ∈ a:
(i)
S (Cµ(λ))
L= Cw0µ(λ)
(ii)
ι (Cµ(λ))
L= C−µ(−w0λ)
(iii) W -invariance:
∀w ∈W,Cwµ(λ) L= Cµ(λ)
Proof. In section 5.5.
5.4 Whittaker functions as geometric characters
We definedWhittaker functions ψµ as the Laplace transform of measure induced on weights
by the canonical measure. This definition is different from Jacquet’s original definition as
an integral on the unipotent group ([Ja67]). Whittaker functions are of special interest in
number theory for instance. They appear in the Fourier expansion of Maass forms (see
Goldfeld [Gol06], chapter 5). A good knownledge of their properties is therefore essential.
Our approach has the advantage to define well-behaved functions using integrals that con-
verge rapidly for all µ. Moreover, the integrands are positive. Finally, a lot of structure is
exhibited thanks to the underlying geometric crystals: Whittaker functions play the role
of characters in the theory.
Define b : h→ C as the meromorphic function
b(µ) :=
∏
β∈Φ+
Γ
(〈β∨, µ〉)
It allows to define a natural normalization in our setting.
Theorem 5.4.1. The Whittaker function
ψµ(λ) =
∫
B(λ)
e〈µ,γ(x)〉−fB(x)ω(dx)
satisfies the following:
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(i) ψµ(λ) is an entire function in µ ∈ h = a⊗ C ≈ Cn.
(ii) ψµ is invariant in µ under the Weyl group’s action.
(iii) For µ ∈ C, the Weyl chamber, we have a probabilistic representation of the Whittaker
function using W (µ) a Brownian motion on a with drift µ:
ψµ (λ) = b(µ)e〈µ,λ〉Eλ
exp
−∑
α∈∆
1
2〈α, α〉
∫ ∞
0
ds e−α(W
(µ)
s )

and is the unique solution to the quantum Toda eigenequation:
1
2∆ψµ(x)−
∑
α∈∆
1
2〈α, α〉e
−α(x)ψµ(x) =
1
2〈µ, µ〉ψµ(x)
such that ψµ(x)e−〈µ,x〉 is bounded with growth condition ψµ(x)e−〈µ,x〉
x→∞,x∈C−→ b(µ)
Proof. (i) In coordinates, thanks to the estimate in theorem 5.2.12 and the weight map
expression in 4.1.20, we see that
φ(µ, x) := exp (〈µ, γ(x)〉 − fB(x))ω(dx)
is holomorphic in µ ∈ h and integrable in the x parameter uniformly for µ in a
compact set. The same holds for partial derivatives w.r.t to µ. Thus, integration in
the x parameter will give a holomorphic function whose domain is all of h. Hence,
ψµ(λ) is entire in the µ parameter.
(ii) Invariance under the Weyl group action is a consequence of the invariance for
e−fB(x)ω(dx), and equivariance for the weight map.
(iii) In proposition 6.5.10, we prove that the probabilistic representation coincides indeed
with the previous definition. For the characterization as the unique solution of the
above PDE, see proposition 6.5.1.
Example 5.4.2. Once we choose a coordinate chart, plenty of explicit formulas are avail-
able. For instance, we can parametrize the elements x ∈ B(λ) thanks to (c1, . . . , cm) ∈ Rm
such that:
%K(x) = x−i
(
e−c1 , . . . , e−cm
)
for a certain i ∈ R(w0). Then the formula in definition 5.3.3 becomes:
• A1 case:
ψµ(λ) =
∫
R
exp
(
µ(λ− c)− e−c − ec−2λ
)
dc
This is a well-known formula for the Bessel function of the second kind also known
as the MacDonald function.
• A2 case, i = (1, 2, 1):
ψµ(λ) =
∫
R3
dc1dc2dc3e
〈µ,λ−c1α∨1−c2α∨2−c3α∨1 〉 exp(−e−c1 − e−c3 − e−(c2−c3)
− ec1−α1(λ−c2α∨2−c3α∨1 ) − ec2−α2(λ−c3α∨1 ) − ec3−α1(λ))
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5.4.1 Jacquet’s Whittaker function
Now, we link our definition of Whittaker functions to Jacquet’s original definition in [Ja67].
In his thesis, Jacquet introduced Whittaker functions in the more general case of algebraic
semi-simple groups over a locally compact field. We will mainly follow the presentation of
Hashizume ([Ha82]) who deals with Whittaker functions on real Lie groups. In fact, the
Whittaker function we considered is the Whittaker function on G0 the split real subgroup
of the complex Lie group G. The following definitions are valid only in the scope of this
subsection.
A real form g0 of g is a real Lie algebra whose complexification is g:
g = g0 ⊗ C
The real form g0 is said to be split or normal if for any Cartan decomposition:
g0 = k0 + p0
a Cartan subalgebra of g0 can be taken in p0. Any complex semi-simple Lie algebra g has
a split real form that is unique up to isomorphism (Ch IX theorem 5.10 in [Hel78]).
Let G0 be the connected real subgroup of G whose Lie algebra g0 is the split real form
of g. The Cartan subalgebra in g0 can be taken as the subset of h where the roots take
real values. Hence, it is nothing but a.
The list of possible groups we are concerned with is:
• Type An: G0 = SLn(R) ⊂ G = SLn(C)
• Type Bn: G0 = SO(n+ 1, n) ⊂ G = SO2n+1(C)
• Type Cn: G0 = Spn(R) ⊂ G = Spn(C)
• Type Dn: G0 = SO(n, n) ⊂ G = SO2n(C)
• Split real forms of the complex exceptionnal types.
Let G0 = U0AK0 be an Iwasawa decomposition of G0. Here U0 is the upper unipotent
subgroup, A the Cartan subgroup of G0 and K0 a maximal compact subgroup. The
Iwasawa decomposition for a group element g ∈ G0 is written:
g = u(g)h(g)k(g), u(g) ∈ U0, h(g) ∈ A, k(g) ∈ K0
Let ψ be a non-degenerate (multiplicative) unitary character on U0, meaning that:
∀t ∈ R,∀α ∈ ∆, ψ
(
eteα
)
= eitηα
where ηα ∈ R∗.
The Haar measure on U0 will be simply denoted by du and is normalized in the following
way: consider the Lebesgue measure on u0 and define du as the image measure through
the exponential map exp : u0 −→ U0 which is a diffeomorphism. It is a (left and right)
Haar measure (theorem 1.2.10 in [CG04]). The Lebesgue measure on u0 is defined using as
underlying Euclidian scalar product for (x, y) ∈ u0 × u0, K(x, yT ) where K is the Killing
form.
Restricting the definition Hashizume to our case ([Ha82] equation 6.4):
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Definition 5.4.3 (Jacquet’s Whittaker function). For g ∈ G0, ν ∈ a∗⊗C and ψ a unitary
non-degenerate character on U0, define Jacquet’s Whittaker function as:
W Jacquet (g : ν, ψ) :=
∫
U0
h
(
w¯−10 ug
)ν+ρ
ψ(u)−1du
The Harish-Chandra c function is defined as :
∀ν ∈ a∗, c(ν) =
∫
U0
h (w¯0u)ν+ρ du
An explicit expression for the c function is in [Ha82] equation (6.12).
Both of integrals are convergent for ν belonging to the domain:
D := {ν ∈ a∗ ⊗ C | < (〈α, ν〉) > 0}
Here < denotes the real part of a complex number.
Using the Iwasawa decomposition of the element g = u(g)h(g)k(g), one obtains that
W Jacquet is entirely determined by a function on depending on h(g) only:
W Jacquet (g : ν, ψ) = ψ (u(g))h(g)ρΨν,ψ (log h(g))
The function Ψν,ψ is called the class one Whittaker function. It has a convenient char-
acterization of Baudoin and O’Connell ([BOC09] proposition 4.1). We identify a and a∗
using the Killing form.
Theorem 5.4.4. For ν ∈ C, the Weyl chamber, the class one Whittaker function solves
the quantum Toda eigenfunction equation:
1
2∆Ψν,ψ −
∑
α∈∆
e2α(x)Ψν,ψ =
1
2〈ν, ν〉Ψν,ψ
with e−〈w0ν,x〉Ψν,ψ(x) being bounded and:
lim
x∈−C,x→∞
e−〈w0ν,x〉Ψν,ψ(x) = c(ν)
Proof. Uniqueness comes from the martingale argument in proposition 2.3 in [BOC09].
We reproduce it in 6.5.1.
The partial differential equation is established in the proof of proposition 3.2 in [Ha82].
Notice that the difference of sign inside the exponential compared to the Toda potential.
Using the invariance property of the Haar measure:
W Jacquet (g : ν, ψ) = ψ (u(g))
∫
U0
h
(
w¯−10 uh(g)
)ν−ρ
ψ(u)−1du
Then, because:
h
(
w¯−10 uh(g)
)
= h(g)w0h
(
w¯−10 h(g)−1uh(g)
)
and
d
(
h(g)uh(g)−1
)
= h(g)2ρdu
we have:
W Jacquet (g : ν, ψ) = ψ (u(g))h(g)w0ν+ρ
∫
U0
h
(
w¯−10 u
)ν+ρ
ψ(h(g)uh(g)−1)−1du
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Hence, an integral formula for the class one Whittaker function is:
Ψν,ψ(x) = e〈w0ν,x〉
∫
U0
h
(
w¯−10 u
)ν+ρ
ψ(exue−x)−1du
As ψ is unitary, it is clear that e−〈w0ν,x〉Ψν,ψ(x) is bounded. Moreover, as:
∀n ∈ N, lim
x∈−C,x→∞
exne−x = id
we get the asymptotical behavior:
lim
x∈−C,x→∞
e−〈w0ν,x〉Ψν,ψ(x) = c(ν)
Therefore, we can deduce:
Corollary 5.4.5. For x ∈ a and ν ∈ a:
ψν (x) = Ψ2w0ν,ψ
−12x−∑
α∈∆
log |ηα|√
2〈α, α〉ω
∨
α
 b(ν)
c(−2w0ν)
∏
α∈∆
(
|ηα|√
2〈α, α〉
)−〈2ν,ω∨α〉
Proof. Let us prove the result for ν ∈ C. The general case is obtained by meromorphic
extension. For such a case, −2w0ν is in domain of convergence for Jacquet’s Whittaker
function.
Using the previous theorem, Ψ−2w0ν,ψ
(
−12x
)
solves:
1
2∆f(x)−
∑
α∈∆
1
4 |ηα|
2e−α(x)f(x) = 12〈ν, ν〉f(x)
Hence, adding the shift s ∈ a defined by:
s :=
∑
α∈∆
log |ηα|√
2〈α, α〉ω
∨
α
the function Ψ−2w0ν,ψ
(
−12x− s
)
solves:
1
2∆f(x)−
∑
α∈∆
1
2〈α, α〉e
−α(x)f(x) = 12〈ν, ν〉f(x)
Therefore, both functions ψν and Ψ−2w0ν,ψ
(
−12x− s
)
solve the same eigenfunction equa-
tion. Both of them are bounded once multiplied by e−〈ν,x〉. By uniqueness, they are
proportionnal and their behavior at infinity inside the Weyl chamber allows us identify
the right propotionnality constant:
lim
x∈C,x→∞
e−〈ν,x〉ψν(x) = b(ν)
lim
x∈C,x→∞
e−〈ν,x〉Ψ−2w0ν,ψ(−
1
2x− s) = c(−2w0ν)e
〈2ν,s〉
Hence the result.
Remark 5.4.6. Instead of G0 the split real subgroup, we could have considered the real
group obtained by looking at G as a real group. The classical Whittaker functions are again
proportionnal to ours.
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5.4.2 The Whittaker Plancherel theorem
Following Wallach ([Wa92], Chapter 15), Whittaker functions define an invertible integral
transform. For the group SL2(R), this recovers the well known Lebedev-Kontorovich
transform. Because the result is stated in term of the class one Whittaker function Ψν,ψ,
we take the time of reformulating it in terms of our Whittaker functions ψν .
Let C∞c (a) be the space of infinitely differentiable functions with compact support and
recall that n = dim a is the rank of G. For f ∈ C∞c (a), define its Whittaker transform as:
∀ν ∈ a, fˆ(ν) :=
∫
a
f(x)ψiν(x)dx
The Sklyanin measure is the measure with density s(ν) defined for ν ∈ a as:
s(ν) = 1(2pi)n|W |
∏
β∈Φ+
(
〈β∨, ν〉 sinh (pi〈β∨, ν〉)√ 2〈β, β〉
)
= 1(2pi)n|W |
∏
β∈Φ+
(
pi
Γ(i〈β∨, ν〉)Γ(−i〈β∨, ν〉)
√
2
〈β, β〉
)
where |W | stands for the cardinal of the Weyl group. Notice that the Sklyanin measure is
invariant under the Weyl group action.
Theorem 5.4.7. The Whittaker transform defines an isometry from L2(a, dx) to L2(a, s(ν)dν)
with inverse, for fˆ ∈ L1(a, s(ν)dν):
∀x ∈ a, f(x) =
∫
a
fˆ(ν)ψ−iν(x)s(ν)dν
Proof. The isometry property follows from the above inversion formula, which we will now
explain. It can be recovered from the similar transform in [Wa92] 15.12.10 that uses class
one Whittaker functions. It acts on f ∈ C∞c (a) as:
∀ν ∈ a, f˜(ν) =
∫
a
f(x)Ψiν,ψ(x)dx (5.11)
that is inverted thanks to:
f(x) = γA|W |cA
∫
a
f˜(ν)Ψ−iν,ψ(x)
dν
c(iν)c(−iν) (5.12)
where, using the notations of the previous subsection, c is Harish-Chandra c-function and
γA and cA are certains constants. Thanks to 12.5.3 and 13.8.2 in [Wa92], one sees that
γA = c(ρ) and therefore, using the explicit expression in [Ha82] (6.11):
γA =
∏
β∈Φ+
(
pi
√
2
〈β, β〉
)
The constant cA is given in [Wa92] 13.3.2 and the usual Fourier inversion formula leads
to:
cA = (2pi)n
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Now, because of corollary 5.4.5, there is a fonction h and a shift vector s such that:
∀ν ∈ a,∀x ∈ a, ψiν(x) = Ψ2w0iν,ψ
(
−12x+ s
)
h(iν)
As a consequence of equation (5.12), after rearranging everything, the inversion formula
for the transform f 7→ fˆ holds with the measure:
s(ν) = γA|W |cAh(iν)h(−iν)c(2w0iν)c(−2w0iν)
= γA|W |cAb(iν)b(−iν)
It is indeed the Sklyanin measure.
Remark 5.4.8. In the sense of distributions, theorem 5.4.7 leads to:
∀(x, y) ∈ a2, δx=y =
∫
a
ψiν(x)ψ−iν(y)s(ν)dν
Having in mind that Whittaker functions play the role of characters, this can be interpreted
as an orthogonality of characters.
5.5 Some proofs
Here the proofs will use probabilistic results on Brownian motion that are proved in the
next chapter.
Proof of theorem 5.1.3. Invariance with respect to changes of parametrizations in both
coordinate systems are equivalent, since if we write:
(
x−i1(c1) . . . x−ij (cj)
)T
= c
−α∨i1
1 . . . c
−α∨ij
j xij (tj) . . . xi1(t1)
Then thanks to lemma 4.1.8, (log tj)1≤j≤m and (log cj)1≤j≤m are related to each other
by a linear transformation with matrix M . The matrix M is upper triangular with unit
diagonal, therefore the transformation has a jacobian equal to 1.
Two reduced words i and i′ can be obtained from each other by a sequence of braid
moves. As such, it is sufficient to prove the statement for i and i′ reduced words from
a root system of rank 2. This is exactly the computation made in [GLO1] lemma 3.1
for types A2 and B2 and in [Rie07] theorem 7.2 for all types. Another proof with no
computation uses the following argument.
Thanks to 6.1.6, by writing for ϕ a test function on B(λ):
E
(
ϕ
(
e−θBt (W ) eθ
)
|FΛt ,Λt = λ
)
= 1
ψ0(λ)
∫
Rm>0
ϕ(x)e−fB(x)ω(x)
we see that ∏ dtjtj appears as the reference measure for the law of an intrinsic random
variable on B(λ), when using the Lusztig parametrization for a specific reduced word i.
The law of the random variable Cµ(λ) is intrinsic in the sense that it should not depend
on a choice of reduced word, hence the invariance.
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Proof of theorem 5.1.4. Fix a reduced word i ∈ R(w0) and an element x ∈ B(λ).
Using from properties 5.3.5, the property (ii) with δ = 0, the reference toric measure on
Lusztig parameters is transported by the Schützenberger involution to the toric measure
on twisted Lusztig parameters as:
%T (S(x)) = S
(
%L(x)
)
giving the equality:∫
Rm>0
ϕ ◦ bLλ ◦ xi∗ (tm, . . . , t1)
m∏
j=1
dtj
tj
=
∫
Rm>0
ϕ ◦ bTλ ◦ xi (t1, . . . , tm)
m∏
j=1
dtj
tj
Notice that the change in order and reduced words. However, because of theorem 5.1.3,
it does not matter.
Moreover, for an x ∈ B(λ), the parameters
v = %K(x) = ◦x−iop (cm, . . . , c1)
u = %T (x) = ◦xi (t1, . . . , tm)
are linked by the simple transform (section 4.1)
u = e−λvT [vT ]−10 eλ
which yields a monomial change of variable between (c1, . . . , cm) and (t1, . . . , tm) that
preserves the toric measure. Hence:∫
Rm>0
ϕ ◦ bKλ ◦ x−iop (cm, . . . , c1)
m∏
j=1
dcj
cj
=
∫
Rm>0
ϕ ◦ bTλ ◦ xi (t1, . . . , tm)
m∏
j=1
dtj
tj
Invariance with respect to crystal actions comes from the fact that if x ∈ B(λ) has
i-Lusztig coordinates
(t1, t2, . . . , tm)
then ecα · x, with α = αi1 , has Lusztig coordinates (proposition 4.4.30):
(ecαt1, t2, . . . , tm)
Proof of properties 5.3.5. Notice that
0 =θ + w0θ (5.13)
Indeed, the involution ∗ acts on simple roots as α∗ = −w0α for any α ∈ ∆. Then:
eα(θ) = 〈α, α〉2
= 〈α
∗, α∗〉
2
= eα∗(θ)
= eα(−w0θ)
Now for fixed T > 0, consider a Brownian motion
(
W
(µ)
t
)
0≤t≤T in a with drift µ, on
the time interval [0, T ] :
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(i) The Schützenberger involution acts at the path level as (see subsection 4.5.2):
S
(
W (µ)
)
t
= −w0
(
W
(µ)
T −W (µ)T−t
)
; 0 ≤ t ≤ T
which is also a Brownian motion, with drift w0µ. Because the Schützenberger in-
volution leaves the highest weights fixed (properties 4.5.5), we have equality for
endpoints:
λ = Tw0
(
W (µ)
)
T
= Tw0 ◦ S
(
W (µ)
)
T
Hence, even if the filtrations generated by the paths Tw0
(
W (µ)
)
and Tw0 ◦S
(
W (µ)
)
are different, we still have:(
BT
(
W (µ)
)
|Tw0
(
W (µ)
)
T
= λ
) L= (BT (S(W (µ))) |Tw0 (S(W (µ)))
T
= λ
)
Using theorems 4.5.7 and 6.1.6, we have:
Cθµ(λ)
L= S
(
Cθw0µ(λ)
)
Therefore:
e−w0θS (Cµ(λ)) ew0θ
L= eθCw0µ(λ)e−θ
Evacuating θ using equation (5.13) finishes the proof.
(ii) The proof is similar to (i) as the involution ι changes the drift µ to −µ when applied
to a Brownian motion and ι (B(λ)) = B(−w0λ).
(iii) It is a consequence of the invariance of fB w.r.t the action of W on the crystal and
the invariance of ω w.r.t. to crystal actions (theorem 5.1.4). The weight map is also
equivariant.
5.6 Geometric Littlewood-Richardson rule
5.6.1 Classical Littlewood-Richardson rule
The simplest way to define Littlewood-Richardson coefficients cνλ,µ is to refer to the enu-
meration of Young tableaux. cνλ,µ is the number of skew-tableaux of shape ν/λ and weight
µ.
In the representation theory of SLn, they are the linearization coefficients of Schur
functions:
sλsµ =
∑
ν∈P+
cνλ,µsν
As a natural extension to the representation theory for semi-simple groups, the Littlewood-
Richardson rule is the way one can compute the multiplicities of irreductible highest
weight representations V (ν) in a tensor product V (λ)⊗V (µ). The generalized Littlewood-
Richardson coefficients cλ,µ(ν) are thus defined so that:
V (λ)⊗ V (µ) =
⊕
ν∈P+
cνλ,µV (ν)
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5.6.2 Generalized Littlewood-Richardson rule and probabilistic reinter-
pretation
In Littelmann’s discrete path model ([Litt95, Litt97]) for the the group G∨, one associates
to every highest weight representation V (λ), λ ∈ (P+)∨ a path crystal generated by a
dominant path in a with endpoint λ. In this case, of course, the crystal actions are
discrete. The irreductible components in V (λ)⊗ V (µ) are in bijection with the connected
components of the crystal generated by η1 ? η2, where η1 and η2 are dominant paths with
λ and µ as endpoint. In order to count them, one has to count the dominant paths in
〈η1〉 ? 〈η2〉, which are necessarily of the form η1 ? pi2, pi2 ∈ 〈η2〉. Hence the statement:
Theorem 5.6.1 (Generalized Littlewood-Richardson rule([Litt97] p.42)). In the discrete
Littelmann model, cνλ,µ is the number of paths pi2 in 〈η2〉 such that η1 ?pi2 is dominant and
has ν as endpoint.
A probabilistic reinterpretation is possible. As usual endow both discrete highest
weight crystals with the uniform probability measure. Then we can view (normalized)
Littlewood-Richardson coefficients cνλ,µ
dimV (ν)
dimV (λ) dimV (µ) as the conditionnal distribution of
a dominant path inside the crystal generated by η1 ? η2 knowing the dominant paths η1
and η2. The normalization is only there so that the coefficients sum up to 1. Such an idea
still makes sense in a continuous setting provided that we consider canonical distributions.
5.6.3 The geometry of connected components
In the context of geometric crystals, connected components are continuous objects and
therefore it is important to understand their geometry before proceeding to analyzing
canonical measures on them.
Define the shift operator τs : C ([0, s+ t], a)→ C ([0, t], a) as:
∀0 ≤ r ≤ t, τs (pi) (r) := pi(s+ r)− pi(s)
From now on, let pi1 ∈ C0 ([0, s], a), pi2 ∈ C0 ([0, t], a) and pi = pi1 ? pi2. And consider
the crystals they generate. Suppose that the highest weights are λ = Tw0 (pi1) (s) and
µ = Tw0 (pi2) (t). As such, we have isomorphisms of crystals (theorem 4.4.34):
〈pi1〉 ≈ B(λ) (5.14)
〈pi2〉 ≈ B(µ) (5.15)
And (theorem 4.3.6):
〈pi1〉 ⊗ 〈pi2〉 = 〈pi1〉 ? 〈pi2〉 ≈ B(λ)⊗ B(µ) (5.16)
Characterizing connected components in a tensor product
Proposition 5.6.2. Consider pi1 ∈ C0 ([0, s], a), pi2 ∈ C0 ([0, t], a) and their concatenation
pi = pi1 ? pi2. If u = %T (Bs(pi1)) ∈ Uw0>0 is the twisted Lusztig parameter for the path
pi1 = (pi(r); 0 ≤ r ≤ s), then:
(τs ◦ Tw0(pi)r, 0 ≤ r ≤ t) = (Tu ◦ τs(pi)r, 0 ≤ r ≤ t)
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Corollary 5.6.3. Consider η1 ∈ C0 ([0, s], a), η2 ∈ C0 ([0, t], a) and η = η1 ? η2. Let pi1,
pi′1 in 〈η1〉 and pi2, pi′2 in 〈η2〉. The paths pi = pi1 ? pi2 and pi′ = pi′1 ? pi′2 belong to the same
connected component in 〈η1〉 ? 〈η2〉if and only if the following equality holds in Uw0>0 :
%T (Bs(pi1)) %L (Bt(pi2)) = %T
(
Bs(pi′1)
)
%L
(
Bt(pi′2)
)
Proof. Set:
u = %T (Bs(pi1)) , z = %L (Bt(pi2))
u′ = %T
(
Bs(pi′1)
)
, z′ = %L
(
Bt(pi′2)
)
By theorem 4.4.33, pi and pi′ belong to the same component if and only if the corresponding
highest weight paths are equal:
(Tw0(pi)u, 0 < u ≤ s+ t) =
(Tw0(pi′)u, 0 < u ≤ s+ t)
Equality already holds on the interval [0, s], because we took pi1 and pi′1 in the same
connected component. Therefore, by applying proposition 5.6.2, an equivalent condition
is:
(Tu(pi2)r, 0 ≤ r ≤ t) =
(
Tu′(pi′2)r, 0 ≤ r ≤ t
)
Or by theorem 4.4.25, writing κ = e−∞w0 pi2 = e
−∞
w0 pi
′
2:
(Tuz(κ)r, 0 ≤ r ≤ t) = (Tu′z′(κ)r, 0 ≤ r ≤ t)
Hence the result.
Before the proof of proposition 5.6.2, we give a little lemma:
Lemma 5.6.4.
τs ◦ Tα (pi) = Txα(ξα) ◦ τs (pi)
where
ξα =
1∫ s
0 e
−α(piι)
Proof. For a time 0 ≤ r ≤ t
τs ◦ Tα (pi) (r) = pi(s+ r)− pi(s) + log
(∫ s+r
0 e
−α(pi)∫ s
0 e
−α(pi)
)
α∨
= τs(pi)(r) + log
(
1 +
∫ r
0 e
−α(pi(s+u))du∫ s
0 e
−α(pi)
)
α∨
= τs(pi)(r) + log
(
1 +
∫ r
0 e
−α(pi(s+u)−pi(s))du∫ s
0 e
−α(pi−pi(s))
)
α∨
= τs(pi)(r) + log
(
1 + ξα
∫ r
0
e−α(τspi)
)
α∨
Proof of proposition 5.6.2. Applying repeatedly the previous lemma, we have by induction
over the length k of w = si1 . . . sik ∈W that:
(τs ◦ Tw(pi)r, 0 ≤ r ≤ t) = (Tu ◦ τs(pi)r, 0 ≤ r ≤ t)
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where
u = xαik (tk) . . . xαi1 (t1)
and for all 1 ≤ j ≤ k:
tj =
1∫ s
0 e
−αij
(
ι◦Ti1...ij−1 (pi)
)
= 1∫ s
0 e
−αij
(
e−∞i1...ij−1◦ι(pi)
)
Therefore, for w = w0, the tj , 1 ≤ j ≤ m are the Lusztig parameters for the crystal
element Bs(piι). The product giving u uses the reversed order, and the following indentity
concludes the proof, making u the twisted Lusztig parameter associated to Bs(pi):
u = ι ◦ %L (Bs(piι)) = %T (Bs(pi))
The tensor product as a crystal bundle
Denote by C the set of all connected components in B(λ)⊗B(µ). Equivalently speaking,
it is the quotient space for the equivalence relation ∼ of ’being connected’:
C := B(λ)⊗ B(µ)/ ∼
In general, a quotient space is a topological space at best, without natural smooth struc-
ture. Here, define:
Π : B(λ)⊗ B(µ) −→ Uw0>0
b1 ⊗ b2 7→ %T (b1)%L(b2)
The product is simply the group product of totally positive elements which is totally
positive. Clearly, thanks to corollary 5.6.3, after using the isomorphisms in equations
(5.14), (5.15), (5.16), b1 ⊗ b2 and b′1 ⊗ b′2 in B(λ) ⊗ B(µ) belong to the same connected
component if and only if Π(b1 ⊗ b2) = Π(b′1 ⊗ b′2).
Therefore Π is identified with the canonical surjection B(λ)⊗B(µ)→ C that maps an
element to its connected component. Notice that, Π is smooth and, in terms of topological
properties, it is a much nicer map than the universal quotient map.
The canonical surjection Π defines a fiber bundle with base space C ≈ Uw0>0 . And for
each C ∈ C , the fiber Π−1({C}) is a crystal isomorphic to B (hw(C)). Hence, we can speak
of crystal bundle. A “trivialization” is given by the map:
φ : B(λ)⊗ B(µ) −→ {(C, b) ∈ C × B|hw(C) = hw(b)}
b1 ⊗ b2 7→ (Π(b1 ⊗ b2), b1b2) (5.17)
Remark 5.6.5. It is indeed almost a trivialization, since all highest weight crystals are
diffeomorphic to Rm>0, m = `(w0), using for instance the Lusztig parametrization. There-
fore, the target set for φ can be seen as C ×Rm>0. Hence, geometrically, (B(λ)⊗ B(µ),Π)
is a trivial fiber bundle. However, this fact misses the point since the relevant information
is in the crystal structure of the fibers.
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5.6.4 Geometric Littlewood-Richardson rule
In the proofs of the geometric Littlewood-Richardson rule, we will use probabilistic results
from the next chapter. Let pi =
(
W
(δ)
r ; 0 ≤ r ≤ s+ t
)
a Brownian path on [0, s + t] with
drift δ in the Cartan subalgebra a. We consider separately the crystals generated by the
Brownian path pi1 =
(
W
(δ)
r ; 0 ≤ r ≤ s
)
on [0, s] and by its shift pi2 =
(
τsW
(δ)
r ; 0 ≤ r ≤ t
)
which is a path on [0, t].
Following on the probabilistic interpretation in subsection 5.6.2, the notion that embod-
ies the idea of knowing the highest weight paths, Tw0
(
W (δ)
)
0<r≤s and Tw0
(
τsW
(δ)
)
0<r≤t,
in each of the crystals 〈pi1〉 and 〈pi2〉, is the σ-algebra:
Gs,t = σ
{
Tw0
(
W (δ)
)
r
, 0 < r ≤ s; Tw0
(
τsW
(δ)
)
r
, 0 < r ≤ t
}
We will examine the measure induced by Brownian motion on the tensor product 〈pi1〉 ⊗
〈pi2〉, knowing both highest weight paths. It is the perspective taken in [BBO2] for con-
tinuous path crystals and the same idea proves to be very fruitful in the geometric case
too. Because of the semigroup structure, there is also a nice interpretation of the measure
induced on fibers in term of measure convolution. Moreover, the central charge defined by
Berenstein and Kazhdan in [BK06] naturally appears in the measure induced on the set
of connected components, just like the superpotential showed up in the measure induced
on geometric crystals.
For convenience, define also the filtration associated to the full highest weight path:
Fs+t = σ {Tw0 (pi)r , 0 < r ≤ s+ t}
And the σ-algebra generated by the connected component of pi = pi1 ? pi2 in 〈pi1〉 ⊗ 〈pi2〉 is:
σ
(
Π
(
Bs(W (δ))⊗Bt(τsW (δ))
))
Filtrations properties
As a corollary of proposition 5.6.2, we find that the highest weight path in 〈pi2〉 and the
connected component of pi in 〈pi1〉 ⊗ 〈pi2〉 are functionals of the full highest weight path(
Tw0(W (δ))r; 0 < r ≤ s+ t
)
, which in terms of filtrations is expressed as:
Proposition 5.6.6.
Gs,t ⊂ Ft+s
and
σ
(
Π
(
Bs(W (δ))⊗Bt(τsW (δ))
))
⊂ Ft+s
Proof. By applying the highest weight path transform to the relation given in proposition
5.6.2, we obtain:
(Tw0 ◦ τs ◦ Tw0) (pi)r; 0 ≤ r ≤ t = (Tw0 ◦ τs) (pi)r ; 0 ≤ r ≤ t
which proves the first inclusion.
The second comes from the fact that Π
(
Bs(W (δ))⊗Bt(τsW (δ))
)
is the Lusztig pa-
rameter of the path τs ◦ Tw0(pi). Indeed, as in the proof of corollary 5.6.3, set:
u = %T
(
Bs(W (δ))
)
, z = %L
(
Bt(τsW (δ))
)
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Then:
τs ◦ Tw0(W (δ)) = Tu ◦ τsW (δ) = Tuz
(
e−∞w0 τsW
(δ)
)
Thanks to theorem 4.4.25, uz = Π
(
Bs(W (δ))⊗Bt(τsW (δ))
)
is definitely the Lusztig pa-
rameter of τs ◦ Tw0(pi).
Central charge
The central charge on B(λ)⊗ B(µ) is defined ([BK06]) as:
∆ : B(λ)⊗ B(µ) −→ R
b1 ⊗ b2 7→ fB(b1) + fB(b2)− fB(b1b2)
As explained in [BK06], one can easily prove it is invariant under the tensor product’s
crystal actions. Therefore, it can be lifted as a map on connected components. In coordi-
nates, it is a rational substraction free expression. Therefore, it can be tropicalized, giving
a non-negative integer for very Kashiwara crystal element. Berenstein and Kazhdan used
it to define a q-deformation of Littlewood-Richardson coefficients. We will prove that this
function appears naturally in the geometric Littlewood-Richardson rule.
Disintegration of canonical measures on a tensor product
Now endow each of the highest weight crystals B(λ) and B(µ) with canonical measures
as in theorem 6.1.6. When forming the tensor product, we examine the induced measure
and how it behaves on the fiber bundle. The following theorem tells us that the canonical
measure on a tensor product separates nicely, respecting its structure as a crystal bundle.
First, notice that the natural measure on fibers is just a convolution measure.
Theorem 5.6.7. On the Cartan subalgebra, let W (δ) be a Brownian motion with drift δ.
Consider the λ = Tw0
(
W (δ)
)
s
and µ = Tw0 ◦ τs
(
W (δ)
)
t
.
The distribution induced on fibers within the tensor product on 〈W0≤u≤s〉⊗〈(τsW )0≤u≤t〉
is a convolution measure that depends only on λ and µ:
Bθs+t
(
W (δ)
)
|Gs,t L= Cδ (λ)Cδ (µ)
where Cδ (λ) and Cδ (µ) are two independent canonical random variables with spectral
parameter δ.
Proof.
Bθs+t
(
W (δ)
)
= Bt
(
τsW
(δ)
)
Bs
(
W (δ)
)
Then using theorem 6.1.6:
Bθt
(
τsW
(δ)
)
|Gs,t L= Cδ (λ)
Bθs
(
W (δ)
)
|Gs,t L= Cδ (µ)
Recall that the connected components of B(λ)⊗ B(µ) is denoted by:
C = B(λ)⊗ B(µ)/ ∼
We also use the “trivialization” map φ defined by equation 5.17.
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Theorem 5.6.8 (Geometric Littlewood-Richardson rule). Consider the measure ωB(λ)(dx)ωB(µ)(dy)
on B(λ)⊗ B(µ). Its image through the map φ is of the form:
m(dC)ωB(hw(C))(db)
where m is a Radon measure on C .
Moreover, the measure induced by canonical measures on a tensor product disintegrates
as follows. For any positive measurable function f on C × B, we have:∫
B(λ)×B(µ)
f ◦ φ(x⊗ y)e−fB(x)−fB(y)ωB(λ)(dx)ωB(µ)(dy)
=
∫
C
m(dC)e−∆(C)
∫
B(hw(C))
f (C, b) e−fB(b)ωB(hw(C))(db)
Before giving a proof, let us a give a probabilistic version from which theorem 5.6.8
will be easily deduced.
Theorem 5.6.9 (Probabilistic version). Let λ, µ and δ be elements in a. If Cδ(λ) and
Cδ(µ) are two independent canonical random variables with spectral parameter δ, then, for
every positive measurable function f on C ⊗ B, we have:
E (f ◦ φ (Cδ(λ)⊗ Cδ(µ))) =
∫
C
P (Π(Cδ(λ)⊗ Cδ(µ)) ∈ dC)E (f (C, Cδ (hw(C))))
Proof. We can suppose that for all (C, b) ∈ C × B, f(C, b) = f1(C)f2(b). Using theorem
6.1.6, we have:
E (f ◦ φ (Cδ(λ)⊗ Cδ(µ))) = E
(
f ◦ φ
(
Bθs (W (δ))⊗Bθt (τsW (δ))
)
|Gs,t
)
Remember that thanks to proposition 5.6.6, Gs,t ⊂ Fs+t. Then using the law of iterated
expectations, we have:
E (f ◦ φ (Cδ(λ)⊗ Cδ(µ)))
=E
(
E
(
f ◦ φ
(
Bθs (W (δ))⊗Bθt (τsW (δ))
)
|Fs+t
)
|Gs,t
)
=E
(
E
(
f1 ◦Π
(
Bθs (W (δ))⊗Bθt (τsW (δ))
)
f2
(
Bθs+t(W (δ))
)
|Fs+t
)
|Gs,t
)
Again because of proposition 5.6.6, the conjugation by θ playing no role:
E (f ◦ φ (Cδ(λ)⊗ Cδ(µ)))
=E
(
f1 ◦Π
(
Bθs (W (δ))⊗Bθt (τsW (δ))
)
E
(
f2
(
Bθs+t(W (δ))
)
|Fs+t
)
|Gs,t
)
By writing Λt+s = hw
(
Bθs+t(W (δ))
)
, theorem 6.1.6 tells us that the law of Bθs+t(W (δ))
conditionally to Fs+t depends only on Λt+s. Moreover the highest weight Λt+s is given
by:
Λt+s = hw ◦Π
(
Bθs (W (δ))⊗Bθt (τsW (δ))
)
Therefore:
E (f ◦ φ (Cδ(λ)⊗ Cδ(µ)))
=E
(
f1 ◦Π
(
Bθs (W (δ))⊗Bθt (τsW (δ))
)
E (f2 (Cδ (Λt+s))) |Gs,t
)
=
∫
C
P (Π(Cδ(λ)⊗ Cδ(µ)) ∈ dC) f1(C)E (f2 (Cδ (hw(C))))
=
∫
C
P (Π(Cδ(λ)⊗ Cδ(µ)) ∈ dC)E (f (C, Cδ (hw(C))))
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Proof of theorem 5.6.8. Recall that the distribution of the random variable Cδ(λ) is given
by (definition 5.3.4):
P (Cδ(λ) ∈ dx) = 1
ψδ(λ)
e〈δ,γ(x)〉−fB(x)ωB(λ)(dx)
Then, the identity in theorem 5.6.9 becomes, for f bounded measurable function on C ⊗B:∫
B(λ)×B(µ)
f ◦ φ(x⊗ y)e−fB(x)−fB(y)ωB(λ)(dx)ωB(µ)(dy)
=
∫
C
P (Π(Cδ(λ)⊗ Cδ(µ)) ∈ dC) ψδ(λ)ψδ(µ)
ψδ (hw(C))
∫
B(hw(C))
f (C, b) e−fB(b)ωB(hw(C))(db)
Now define a Radon measure on C by:
m(dC) = P (Π(Cδ(λ)⊗ Cδ(µ)) ∈ dC) ψδ(λ)ψδ(µ)
ψδ (hw(C)) e
∆(C)
Therefore: ∫
B(λ)×B(µ)
f ◦ φ(x⊗ y)e−fB(x)−fB(y)ωB(λ)(dx)ωB(µ)(dy)
=
∫
φ(B(λ)⊗B(µ))
f (C, b) e−fB(b)−∆(C)m(dC)ωB(hw(C))(db)
And since fB(x)+fB(y) = ∆ (Π(x⊗ y))+fB(xy), the change of variable formula using the
map φ tells us that m(dC)ωB(hw(C))(db) is indeed the image measure of ωB(λ)(dx)ωB(µ)(dy)
through φ.
Remark 5.6.10. An interesting identity appearing in the previous proof is the law induced
on connected components:
P (Π(Cδ(λ)⊗ Cδ(µ)) ∈ dC) = ψδ (hw(C))
ψδ(λ)ψδ(µ)
e−∆(C)m(dC)
5.6.5 Product formula for Whittaker functions
Denote by cλ,µ(dν) the image measure of m(dC)e−∆(C) through the map hw : C → a.
Theorem 5.6.11. For every δ ∈ a:
ψδ (λ)ψδ (µ)
=
∫
C
m(dC)e−∆(C)ψδ (hw(C))
=
∫
a
cλ,µ(dν)ψδ (ν)
Proof. In theorem 5.6.8, take f (C, b) = e〈δ,γ(b)〉, where γ is the weight function on geo-
metric crystal.
Remark 5.6.12. This identity is interpreted as the geometric counterpart of the lineariza-
tion formula for characters evaluated at δ:
ch (V (λ)) (δ)ch (V (µ)) (δ) =
∑
ν∈P+
cνλ,µch (V (ν)) (δ)
Chapter 6
Random crystals and hypoelliptic
Brownian motion on solvable
group
In the context of geometric crystals, we aim at identifying the previously described canoni-
cal measure in a natural way. A fruitful idea is to consider the measure induced on crystals
by uniform paths in a path model. In the discrete Littelmann path model, taking the uni-
form probability measure on finite paths induces the measure 5.1 on the generated crystal
(see RSK correspondence for the Littelmann path model). In the continuous setting, the
uniform measure on finite paths is replaced by the Wiener measure: a ’uniformly chosen
path’ is nothing but Brownian motion. It is the essence of [BBO2]. And this idea proves
to be very fruitful also in the geometric setting.
In this chapter, we consider a Brownian motion W in a and study the path crystal it
generates Bt = 〈(Ws)0≤s≤t〉 as a random object. Recall that for a path pi ∈ a, 〈pi〉 denotes
the crystal generated by pi. By analogy with the Young tableaux growth one obtains in
the classical RSK correspondence (section 2.1, one can think of Bt as a dynamical object
growing with time. There are mainly two aspects in this description:
• One can examine how the ’shape’ of Bt evolves with time, or more precisely the
dynamics of its highest weight Λt = hw (Bt) which encodes its isomorphism class as
a geometric crystal. Λt is a Markov process whose infinitesimal generator is given by
a Doob transform of the quantum Toda Hamiltonian using one of its eigenfunctions,
a Whittaker function.
• We will examine the law of 〈(Ws)0≤s≤t〉 conditionally to its highest weight being
λ. This probability measure on B(λ) will be the canonical measure on a geometric
crystal appropriately normalized into a probability measure.
We will start by stating precisely those two results in section 6.1.
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Chapter 6. Random crystals and hypoelliptic Brownian motion on
solvable group
6.1 Main results
The usual framework is the probability triplet (Ω,A,P) with Ω the sample space, A the
set of events and P our working probability measure. Equality in law between random
variables or processes will be denoted by L=.
Processes : From now on, the abbreviation ’BM’ will be short for ’Brownian motion’.
For every process X (or even a deterministic path) taking its values in a Euclidian space,
we will use the notation X(µ)t := Xt + µt. Also, we use Xx0 := X + x0. Unless otherwise
stated, the absence of superscript will indicate that the process is starting at zero.
The filtration generated by X is denoted by:
FXt := σ (Xs; s ≤ t)
Laws : We denote by γµ for µ > 0, a gamma random variable with parameter µ:
P(γµ ∈ dt) = 1Γ(µ) t
µe−t
dt
t
And eµ stands for an exponential random variable with parameter µ:
P(eµ ∈ dt) = µe−µtdt
Having in mind the geometric RSK correspondence (theorem 4.4.35), meaning the
bijective map:
(Ws; s ≤ t) 7→
(
Bt(W (µ)), (Tw0(W )s; s ≤ t)
)
it is natural to look for a description of the highest weight process (Tw0 (W )s ; s ≤ t) and
the distribution of the random crystal element Bt(W (µ)) conditionnally to the highest
weight being fixed. Both aspects in this description have known analogues in the classical
case of Young tableaux (see O’Connell [OC03]): the dynamic of the Q tableau, or equiv-
alently the shape, is Markovian and the distribution of the P tableau conditionnally to
the shape being fixed is the uniform measure on semi-standard tableaux. Our two main
theorems are the geometric analogues.
Therefore, we will study the hypoelliptic Brownian motion Bt(W (µ)) (see equation 4.6)
on the solvable group B, that is driven by the Euclidian Brownian motion W (µ) with drift
µ on a. Only a little shift appears, morally because time is not flowing in the same way
along all simple roots. Let us introduce the shift vector:
θ =
∑
α∈∆
log
(〈α, α〉
2
)
ω∨α
Notation 6.1.1. For the purpose of simpler notations, we write for any continuous path
pi with values in a:
Bθt (pi) = e−θBt (pi) eθ
Remark 6.1.2. In the simply-laced (ADE) cases, θ = 0 because all roots can be chosen
and are chosen to be of the same squared norm 2.
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In the previous chapters, we chose to define the group picture of a path pi ∈ C0 ([0, T ], a)
as BT (pi) rather than BθT (pi) because, as long as we were not concerned with probability
distributions, this shift would have made things needlessly more complicated. As such,
now, we will be interested in the process
(
Bθt
(
W (µ)
)
; t ≥ 0
)
. For every finite horizon
t > 0, it gives a random crystal element in B and dynamically, it can be seen as a random
growing crystal.
6.1.1 Markov property for highest weight
As announced, an important aspect in the description of random growing crystals is that
the highest weight is a Markov process.
Theorem 6.1.3. Let W (µ) be a Brownian motion with drift µ in the Cartan subalgebra
a ≈ Rn, then
Λt = hw
(
Bθt
(
W (µ)
))
= θ − w0θ + Tw0W (µ)t
is a diffusion process with infinitesimal generator
L = ψ−1µ
1
2∆−
∑
α∈∆
1
2〈α, α〉e
−α(x) − 〈µ, µ〉2
ψµ = 12∆ +∇ log (ψµ) · ∇
And, for fixed t > 0, the law of Λt is given by:
dxψµ(x)e−
t〈µ,µ〉
2
∫
a
e−
t〈ν,ν〉
2 ψ−iν(x)s(ν)dν
where s is the Sklyanin measure.
Proof. In section 6.5, we prove weaker versions and strenghten them in section 6.7.
Remark 6.1.4. A pedantic way of stating this theorem would be “the isomorphism class
of crystals generated by Brownian motion is Markovian”.
Remark 6.1.5. In the same fashion the classical Robinson-Schensted correspondence gives
growing Young tableaux and a Markov property on the shape (or equivalently the Q tableau)
with dynamics given by Schur functions (see section 2.1). Here, the ’shape’ Λt is Markov,
with dynamics given by Whittaker functions, the geometric analogue of characters.
This theorem reduces to the Matsumoto-Yor theorem ([MY00-1, MY00-2]) in the case
of SL2 and the theorem by O’Connell ([OC09]) in the case of GLn (type An). Note that
since O’Connell’s contruction has an application to a semi-discrete polymer model, one
expects other Lie types to be related to different geometries.
In chapter 7, we will see that this theorem is a geometric lifting of theorem 5.6 in
[BBO], which represents the highest weight process in the continuous Littelmann path
model as a Brownian motion in the Weyl chamber.
6.1.2 The canonical probability measure as a conditionnal distribution
Recall that we defined a canonical probability measure on B(λ) with spectral parameter
µ ∈ a. It is the law of a random variable Cµ(λ) with density (definition 5.3.4):
P (Cµ(λ) ∈ dx) = 1
ψµ(λ)
e〈µ,γ(x)〉−fB(x)ω(dx)
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As the following theorem shows, this is indeed what appears when considering a random
crystal element in B conditioned to have its highest weight being λ. This theorem is in
fact its “raison d’être”.
Theorem 6.1.6. Let W (µ) be a BM with drift µ in a and fix t > 0. The distribution of
Bθt (W (µ)) conditionally to the highest weight being λ and the σ-algebra FΛt depends only
on λ and given by: (
Bθt
(
W (µ)
)
|FΛt ,Λt = λ
) L= Cµ(λ) (6.1)
Proof. See section 6.7.
6.1.3 Outline and strategy of proof
We will start by definitions regarding what we mean by ’Brownian motion’ and the spaces
considered, before focusing on a hypoelliptic Brownian motion on the real solvable group
and its harmonic functions. Our approach finds its source in the classical potential theory
and its probabilistic counterparts, which revolves around a central idea: Harmonic func-
tions on a domain are given by integrating functions on the boundary against the ’exiting
law’ of the underlying random walk, here the hypoelliptic Brownian motion.
Whittaker functions can be seen as harmonic functions for this process having a certain
invariance property. This will be made precise in section 6.2. We are able to explicitly
compute this boundary distribution in section 6.4, using inductively one dimensional re-
sults that were known to Matsumoto and Yor. Such results are reviewed beforehand in
section 6.3. At this level, we will have to restrict our framework to µ ∈ C, the Weyl
chamber. For such µ, Whittaker functions ψµ are defined simply as the integral of a char-
acter on N over the exit law. The previously given formula (iii) in theorem 5.4.1 is thus
obtained.
Through conditionning, Whittaker functions define a different exit law that is abso-
lutely continuous w.r.t the original one. The hypoelliptic BM conditioned to exit according
to this law will give rise to the Whittaker process, a Markov process. For arbitrary finite
starting points, it is an approximation of the highest weight process. Finally, we will
have to deal with two technicalities in order to provide complete proofs of the two main
theorems 6.1.3 and 6.1.6.
• Obtain the highest weight process and thus theorem 6.1.3 by taking a starting point
that is ’−∞’ (section 6.7.3).
• Extend the framework to arbitrary µ (section 6.7). We will use an intertwining
argument that will lead to a proof the theorem 6.1.6.
6.2 The hypoelliptic Brownian motion on the solvable group
and its Poisson boundary
6.2.1 Brownian motions
Let us start with simple definitions.
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Since a is an Euclidian space thanks to the Killing form 〈., .〉, there is a natural notion
of Brownian motion on a. Plainly, fix an orthonormal basis on (X1, . . . , Xn) on a. Then
a Brownian motion W on a is written as:
∀t ≥ 0,Wt :=
n∑
r=1
βrtXr
where (βrt := 〈Wt, Xr〉; t ≥ 0)1≤r≤n is a Brownian motion on Rn.
For µ ∈ a, W (µ), the Brownian motion with drift µ is given for t ≥ 0 by:
W
(µ)
t = Wt + tµ
Let NR be the real part of the unipotent group N . It is the group generated by
yα(t), t ∈ R, α ∈ ∆. Then, the real part of the Borel group B, is given by BR = NRA. By
using the explicit expression in equation (4.6), we obtain after conjugation by θ:
Bθt (W (µ)) (6.2)
=
∑
k≥0
∑
i1,...,ik
∫
t≥tk≥···≥t1≥0
e
−αi1 (W
(µ)
t1
)···−αik (W
(µ)
tk
) ||αi1 ||2
2 . . .
||αik ||2
2 fi1 . . . fikdt1 . . . dtk
 eW (µ)t
(6.3)
Considering the Stratonovitch integral, denoted by the symbol ◦, one has the same
differentiation rules as in the usual case. Using equation (4.5),
(
Bθt
(
W (µ)
)
; t ≥ 0
)
is
a left-invariant process on BR with independent increments, satisfying the left-invariant
SDE on BR: {
dBθt (W (µ)) = Bθt (W (µ)) ◦
(∑
α∈∆
1
2〈α, α〉fαdt+ dW
(µ)
t
)
Bθ0(W (µ)) = id
(6.4)
Let C∞(BR) be the space of continuously differentiable functions on the real solvable
group BR. Recall that every X ∈ bR, can be seen as left-invariant derivation acting on
C∞ (BR) as:
∀f ∈ C∞(BR),∀b ∈ BR, Xf(b) = d
dt
(
f(getX)
)
|t=0
The Laplace operator on A is defined using the orthonormal basis (X1, . . . , Xn) by:
∆a :=
n∑
i=1
X2i
Definition 6.2.1. For µ ∈ a, define D(µ) to be the left-invariant differential operator on
the real solvable group BR given by:
D(µ) := 12∆a + µ+
1
2
∑
α∈∆
〈α, α〉fα
Such an operator is linked to the Casimir element in Kostant’s Whittaker model. More
details are given in the appendix B.
Proposition 6.2.2. The operator D(µ) is the infinitesimal generator of the hypoelliptic
Brownian motion
(
Bt := Bθt (W (µ)), t ≥ 0
)
driven by W (µ), a Euclidian Brownian motion
on a with drift µ.
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This proposition follows easily from chapter 5, theorem 1.2 in Ikeda and Watanabe
[IkWa89], which is a standard reference for stochastic analysis on manifolds. However,
for the convenience of the reader, we explain how to proceed using only linear algebra,
differential calculus and Euclidian Brownian motion.
Remark 6.2.3. Let
X0 = µ+
1
2
∑
α∈∆
〈α, α〉fα
This allows us to write the infinitesimal generator in the usual form:
D(µ) = 12
n∑
i=1
X2i +X0
We call Bt := Bθt
(
W (µ)
)
; t ≥ 0 the hypoelliptic Brownian motion on BR driven by
W (µ), because its infinitesimal generator satisfies the (parabolic) Hörmander condition:
When taking the vector fields (X1, . . . , Xn) and their iterated Lie brackets with the family
{X0, X1, . . . , Xn}, one generates indeed all of bR = TeBR.
Although we will not make use of this fact, it is reassuring to know that it has a smooth
transition kernel.
Because the group BR is a matrix group, we can consider that BR ⊂ Mp(R), for a
certain p ∈ N. Its Lie algebra bR is also a subset of Mp(R). The left-invariant derivations
can be expressed in coordinates using the usual differential calculus. Indeed, if we denote
the first and second order differentials of f ∈ C∞(BR) at b ∈ BR by:
Df(b) : Mp(R) −→ R
and
D2f(b) : Mp(R)×Mp(R) −→ R
then, it is straightforward to check that for f ∈ C∞(BR), b ∈ BR and (X,Y ) ∈ b2R:
Xf(b) = Df(b).(bX) (6.5)
XY f(b) = Df(b).(bXY ) +D2f(b).(bX).(bY ) (6.6)
Using the two conventions for stochastic integration: the Stratonovitch convention
denoted by ◦ or the Ito convention denoted the usual way.
Lemma 6.2.4. The process
(
Bt = Bθt (W (µ)), t ≥ 0
)
solves the SDE written in matrix
form:
dBt = Bt ◦
dW (µ)t + ∑
α∈∆
1
2〈α, α〉fαdt
 (6.7)
= Bt
dW (µ)t + n∑
r=1
1
2X
2
r dt+
∑
α∈∆
1
2〈α, α〉fαdt
 (6.8)
with initial condition the identity element id.
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Proof. If we assume the Stratonovitch differentiation convention, the chain rule is left
unchanged and we can use equation 4.5 to obtain, after conjugation by θ:
dBt = Bt ◦
dW (µ)t + ∑
α∈∆
1
2〈α, α〉fαdt

The SDE in Ito’s convention needs to be established in coordinates using the fact that for
two real semi-martingales Y and Z:
Yt ◦ Zt = YtdZt + 12d〈Y, Z〉t
where 〈Y,Z〉t is their bracket. We fix two indices 1 ≤ i, j ≤ p and view the process
(Bt; t ≥ 0) as taking its values in Mp(R). For shorter notation, introduce the bR-valued
process given by:
Kt = W (µ)t +
∑
α∈∆
1
2〈α, α〉tfα
Therefore, the coefficient (Bt)ij satisfies:
d(Bt)ij
= (Bt ◦ dKt)ij
=
p∑
k=1
(Bt)ik ◦ (dKt)kj
=
p∑
k=1
(Bt)ik(dKt)kj +
1
2
p∑
k=1
d〈(B)ik, (K)kj〉t
=(BtdKt)ij +
1
2
p∑
k=1
d〈(B)ik, (K)kj〉t
Now, recall that there is an Brownian motion
(
β1, . . . , βn
)
such that:
∀t ≥ 0,Wt =
n∑
r=1
βrtXr
Then, when considering the Doob-Meyer decomposition of the coefficient (Bt)ik, the local
martingale part is equal to:
(BtdWt)ik =
n∑
r=1
(BtXr)ikdβrt
The local martingale part in (Kt)kj is:
(dWt)kj =
n∑
r=1
(Xr)kjβrt
Because the bracket between two semi-martingales is the bracket of their local martingale
parts, we have:
d〈(B)ik, (K)kj〉t =
n∑
r=1
(BtXr)ik(Xr)kjdt
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Therefore:
d(Bt)ij = (BtdKt)ij +
1
2
n∑
i=1
(BtXrXr)ijdt
Hence the result.
Now let us establish in the same fashion an Ito formula for the process (Bt; t ≥ 0):
Lemma 6.2.5 (Ito formula for Bt). For f ∈ C∞(BR):
∀t ≥ 0, f(Bt) = f(id) +
∫ t
0
Df(Bs)dBs +
1
2
∫ t
0
n∑
i=1
D2f(Bs).(BsXr).(BsXr)ds
Proof. Again, we view b ∈ BR as a matrix b = (bij)1≤i,j≤p ∈ Mp(R). In coordinates, f is
a function of the bij variables. Thanks to the chain rule, while using the Stratonovitch
convention, we know that:
df(Bt) = Df(Bt) ◦ dBt
Therefore:
df(Bt)
=
p∑
i,j=1
∂f
∂bij
(Bt) ◦ d(Bt)ij
=
p∑
i,j=1
∂f
∂bij
(Bt)d(Bt)ij +
1
2
p∑
i,j,k,l=1
∂2f
∂bij∂bkl
d〈(B)ij , (B)kl〉t
Now, when considering the Doob-Meyer decomposition of the coefficient (Bt)ij , the local
martingale part is equal to:
(BtdWt)ij =
n∑
r=1
(BtXr)ijdβrt
Then:
d〈(B)ij , (B)kl〉t =
∑
r=1
(BtXr)ij(BtXr)kldt
This yields the result.
Proof of proposition 6.2.2. Fix b ∈ BR. By the Itô formula applied to f ∈ C∞(BR):
lim
s→0
E
(
f(Bt+s)− f(Bt)|FBt , Bt = b
)
s
=Df(b).
bµ+ 12b
n∑
i=1
X2i +
1
2b
∑
α∈∆
〈α, α〉fα
+ 12
n∑
r=1
D2f(b).(bXr).(bXr)
Moreover, because of equation 6.6, we have:
∆af(b) = Df(b).
(
n∑
r=1
X2r
)
+
n∑
r=1
D2f(b).(bXr).(bXr)
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Hence, using equation 6.5:
lim
s→0
E
(
f(Bt+s)− f(Bt)|FBt , Bt = b
)
s
=12∆af(b) + µf(b) +
∑
α∈∆
1
2〈α, α〉fαf(b)
This is the announced result.
6.2.2 Harmonic functions for an invariant process
The classical approach to the Whittaker functions (cf. [Ha82] for instance) is to look
at them as eigenfunctions of the quantum Toda Hamiltonian, a Schrödinger operator on
a ≈ Rn:
H = 12∆−
1
2
∑
α
〈α, α〉e−α(x)
They satisfy:
Hψµ =
1
2〈µ, µ〉ψµ
A way to turn the problem into an invariant problem is to look at the Whittaker
functions as harmonic functions for an invariant process. Let χ− : N → C be the principal
character on N defined by:
∀t ∈ C,∀α ∈ ∆, χ−(etfα) = t
Then:
Lemma 6.2.6. A function ψµ : a→ C on a solves:
Hψµ =
1
2〈µ, µ〉ψµ
if and only if the function Φµ : BR → C defined by:
Φµ(nex) := exp
(−χ−(n))ψµ(x)e−〈µ,x〉
is harmonic for D(µ) (i.e D(µ)Φµ = 0).
Proof. Notice that for t ∈ R and for α ∈ ∆:
Φµ(nexetfα) = Φµ
(
n exp(te−α(x)fα)ex
)
= exp
(
−te−α(x)
)
Φµ(nex)
Hence:
fαΦµ(nex) =
d
dt
(
Φµ(nexetfα)
)
|t=0
= −e−α(x)Φµ(nex)
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Therefore, writing ϕµ = ψµe−〈µ,.〉, we have the following succession of equivalent state-
ments:
D(µ)Φµ = 0
⇔12(∆ϕµ)e
−χ− + 〈µ,∇ϕµ〉e−χ− + 12
∑
α∈∆
〈α, α〉fαΦµ = 0
⇔12(∆ϕµ) + 〈µ,∇ϕµ〉 −
1
2
∑
α∈∆
〈α, α〉e−α(x)ϕµ = 0
⇔Hψµ = 12〈µ, µ〉ψµ
6.2.3 Probabilistic integral representations on the boundary
Because it is a harmonic function, we should be able to represent Φµ as the integral of a
function over the ’boundary’ of B. Here however, the notion of boundary needed is not
the topological one. Furstenberg developed such a notion and a very good account of the
theory of boundaries on Lie groups is explained in [Bab02] in the case of random walks.
The continuous case is, in a way, simpler.
For boundary, one has to consider a space with a BR-action and a natural invariant
measure ν. Restricting ourselves to the case where µ ∈ C, we can see that the NR-part of
the process
(
Bθt (W (µ)); t ≥ 0
)
(equation 6.2) is:
N θt (W (µ)) (6.9)
=
∑
k≥0
∑
i1,...,ik
∫
t≥tk≥···≥t1≥0
e
−αi1 (W
(µ)
t1
)···−αik (W
(µ)
tk
) ||αi1 ||2
2 . . .
||αik ||2
2 fi1 . . . fikdt1 . . . dtk
(6.10)
and converges in NR when t → ∞. Therefore, a natural choice for a boundary of BR is
simply NR and the invariant measure ν is the law of N θ∞(X(µ)) when µ ∈ C.
The Borel subgroup BR acts on NR as:
∀b = na ∈ BR,∀n′ ∈ NR, (na) · n′ = nan′a−1
Hence for any bounded function ϕ on NR, we obtain a harmonic function for D(µ) simply
by considering:
na 7→ E
(
ϕ(naN θ∞(W (µ))a−1)
)
(6.11)
The previous subsection tells us to take ϕ as a character of the unipotent subgroup NR,
in order to obtain Whittaker functions. As we will see in theorem 6.4.5, ν has support in
totally positive matrices, hence their importance.
In short, the key object that we need to understand is ν, the law of N θ∞(W (µ)). This
will be the subject of the two next sections, before resuming the study of random crystals.
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6.3 A review on a relationship proven by Matsumoto and
Yor
This section contains a version of the Matsumoto and Yor relationship between Brownian
motions with opposite drifts [MY01], which itself is based on many previous works related
to exponential functionals of BM.
Theorem 6.3.1 ( Matsumoto-Yor [MY01], theorem 2.2 ). Let B(µ) be a Brownian motion
on a Euclidian vector space V ≈ Rn with drift µ and β a linear form on V such that
β(µ) > 0. Denote by sβ the hyperplane reflection with respect to kerβ and by Qy the
measure of BM conditionally to its exponential functional being equal to y > 0:
Qy := P
(
|
∫ ∞
0
e−β(B
(µ)
s )ds = y
)
and:
β∨ = 2β〈β, β〉
Then:
Bˆ
(sβµ)
t = B
(µ)
t + log
(
1− 1
y
∫ t
0
e−β(B
(µ)
s )ds
)
β∨
is a Qy-BM with drift sβµ = µ− β(µ)β∨.
This theorem has a dual version that characterises the reciprocal transform of Brownian
motion as a Brownian motion conditioned with respect to its exponential functional:
Theorem 6.3.2 ( Matsumoto-Yor [MY01], theorem 2.1). Let W (sβµ) be a BM on V ≈ Rn
with drift sβµ, β(µ) > 0 and:
Xt = W
(sβµ)
t + log
(
1 + 1
y
∫ t
0
e−β(W
(sβµ)
s )ds
)
β∨
Then X is a BM with drift µ, B(µ), conditionned to
∫∞
0 e
−β(B(µ)s )ds = y.
If moreover, we pick y as random with y L= 2〈β,β〉γ〈β∨,µ〉 independent from W then X is a
Brownian motion with drift µ.
Notice that compared to the original formulation, we used a multidimensional setting.
The change of sign is simply replaced by a hyperplane reflection. For completeness, we
provide in this section a proof and an overview of the tools involved, while not using any
group theory. In the following section, we start by explaining the link to our problem,
interpreting the previous theorem as the SL2 case of theorem 6.4.2.
6.3.1 Exponential functionals of BM
First let us start by proving theorem 6.3.1 using known results on exponential functionals
of BM. An important ingredient is Dufresne’s identity in law:
Proposition 6.3.3 ( Dufresne [Duf90] ). If W (µ) is a one dimensional Brownian motion
with drift µ > 0, then: ∫ ∞
0
e−2W
(µ)
s ds
L= 12γµ
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Quick proof. By time inversion, for any fixed t > 0, the random variable
∫ t
0 e
−2W (µ)s ds has
the same law as e−2W
(µ)
t
∫ t
0 e
2W (µ)s ds. Let (Zt, t > 0) be given by:
e−Zt := e−2W
(µ)
t
∫ t
0
e2W
(µ)
s ds
And, by Ito’s lemma, Zt can be easily checked to be a diffusion process since it satisfies
for t > 0 the SDE:
dZt = 2dW (µ)t − eZtdt
Hence it has as infinitesimal generator:
L = 2∂2z + (2µ− ez)∂z
The sequence Zt converges in law to a unique invariant measure because e−Zt has the same
distribution as
∫ t
0 e
−2W (µ)s ds, which converges almost surely. This invariant measure will
be the law of
∫∞
0 e
−2W (µ)s ds. Therefore, all we need to do is to prove that the distribution
of log 2γµ is an invariant measure for Zt. This is done easily by checking that the adjoint
of L annihilates the density p(z) of the law log 2γµ.
We have:
p(z) = 1Γ(µ)2µ exp
(
µz − 12e
z
)
Applying L∗, the adjoint of L:
L∗ = 2∂2z − ∂z(2µ− ez)
We get:
L∗p(z) = 2∂2zp(z)− 2∂z
(
(µ− 12e
z)p(z)
)
= 2∂2zp(z)− 2∂2zp(z)
= 0
Now, let B(µ)t be an n-dimensional BM with drift µ, FBt its natural filtration, β a
linear form such that β(µ) > 0 and:
Nt :=
∫ t
0
exp(−β(B(µ)s ))ds
N∞ = lim
t→∞Nt
Law of N∞:
The law of N∞ comes as a simple application:
Corollary 6.3.4.
N∞ :=
∫ ∞
0
exp
(
−β(B(µ)s )
)
ds
L= 2||β||2γ〈β∨,µ〉
Therefore, the density is:
P (N∞ ∈ dn) = 1Γ(〈β∨, µ〉)n
−〈β∨,µ〉 exp
(
− 2||β||2n
)( 2
||β||2
)〈β∨,µ〉 dn
n
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Proof. Define the real Brownian motion W by β(Bt) = ||β||Wt for t ≥ 0. Then:
N∞ =
∫ ∞
0
e−β(B
(µ)
t )dt
=
∫ ∞
0
e−||β||Wt−β(µ)tdt
L=
∫ ∞
0
e
− ||β||√
c
Wtc−β(µ)tcc dt using Brownian scaling for c > 0
= 1
c
∫ ∞
0
e
− ||β||√
c
Wu−β(µ)uc du using change of variable u = tc
= 4||β||2
∫ ∞
0
e
−2Wu−4β(µ)u||β||2 du by choosing c = ||β||
2
4
= 4||β||2
∫ ∞
0
e−2(Wu+〈β
∨,µ〉u)du
The result holds using Dufresne’s identity in law. As for the density, for all f ≥ 0 bounded
measurable function, and while writing ν = 〈β∨, µ〉, we have:
E (f(N∞)) =
∫ ∞
0
f( 1||β||2t/2)
e−ttν
Γ(ν)
dt
t
= 1Γ(ν)
∫ ∞
0
f(n) exp
(
− 2||β||2n
)( 2
||β||2n
)ν 2
||β||2
dn
n
by letting n = 2||β||2t
= 1Γ(ν)
∫ ∞
0
f(n) exp
(
− 2||β||2n
)( 2
||β||2
)ν
n−ν
dn
n
Initial enlargement of the filtration FB using the random variable N∞
In order to compute the law of N∞ conditionnally on FBt , the following decomposition is
essential:
N∞ =
∫ t
0
e−β(B
(µ)
s )ds+ e−β(B
(µ)
t )N˜∞ (6.12)
with N˜∞ is a copy of N∞ independent from FBt . Indeed:
N∞ =
∫ ∞
0
e−β(B
(µ)
s )ds
=
∫ t
0
e−β(B
(µ)
s )ds+ e−β(B
(µ)
t )
∫ ∞
t
e−β(B
(µ)
s −B(µ)t )ds
=
∫ t
0
e−β(B
(µ)
s )ds+ e−β(B
(µ)
t )N˜∞
For readability purposes, and because it is not necessary to invoke general filtration
enlargement theorems, we will give a complete proof using the usual tools. Indeed, as
proved before the law of N∞ has a (smooth) density dP(N∞≤y)dy with respect to the Lebesgue
measure, making possible the following computations.
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Let Qy = P(.|N∞ = y) be a regular version of the conditionnal probability, f ≥ 0
bounded measurable function, and A ∈ FBt . We have:
∫
dyf(y)Qy(A)dP(N∞ ≤ y)
dy
= E(QN∞(A)f(N∞))
= E(1Af(N∞))
= E(1AE(f(N∞)|FBt ))
= E(1A
∫
f(n)dP(N∞ ∈ dy|FBt ))
=
∫
dyf(y)E(1A
dP(N∞ ≤ y|FBt )
dy
) (Fubini)
Then:
Qy(A) = E
(
1A
dP(N∞ ≤ y|FBt )
dy
/
dP(N∞ ≤ y)
dy
)
We conclude thatQy is absolutely continuous with respect to P and that the likelihood/Radon-
Nikodym derivative on FBt is given by the P-martingale:
q(B(µ)t , Nt, n) :=
dQn
dP |FBt
=
dP(N∞≤n|FBt )
dn
dP(N∞≤n)
dn
Using the expression for the density of N∞ from corollary 6.3.4, we get:
q(B(µ)t , Nt, n)
=
dP(N˜∞≤(n−Nt)eβ(B
(µ)
t
)|FBt )
dn
dP(N∞≤dn)
dn
=eβ(B
(µ)
t )
exp
(
− 2
||β||2(n−Nt)eβ(B
(µ)
t
)
)(
(n−Nt)eβ(B
(µ)
t )
)−(1+〈β∨,µ〉)
exp
(
− 2||β||2n
)
n−(1+〈β∨,µ〉)
Hence:
log q(B(µ)t , Nt, n) = At − 〈β∨, µ〉β(B(µ)t )−
2e−β(B
(µ)
t )
||β||2(n−Nt)
where At has a zero quadratic variation. Therefore, the semimartingale bracket between
6.3. A review on a relationship proven by Matsumoto and Yor 155
β(B(µ)) and log q is:
〈β(B(µ)), log q〉t
=〈β(B(µ)),−〈β∨, µ〉β(B(µ). )−
2e−β(B(µ). )
||β||2(n−N.)〉t
=− 〈β∨, µ〉||β||2 − 2||β||2 〈β(B),
e−β(B(µ). )
n−N. 〉t
=− 2β(µ) + 2
∫ t
0
e−β(B
(µ)
s )
n−Ns ds
=− 2β(µ) + 2
∫ t
0
dNs
n−Ns
=− 2β(µ)− 2 log
(
1− Nt
n
)
In the end, using Girsanov theorem ([RY] Chapter VIII, theorem 1.4):
Bˆt = Bt − β||β||2 〈β(B
(µ)), log q〉t
is a Qn Brownian motion, hence the proof of theorem 6.3.1.
6.3.2 Inversion
A natural question is can we recover Bˆ or B from the other. The answer is yes and the
argument is again due to Matsumoto and Yor [MY01]. This can be restated as a disinte-
gration formula for the Wiener measure that will give, later, a probabilistic interpretation
of the group path transforms.
The proof of theorem 6.3.2 follows from 6.3.1 and an inversion lemma.
Lemma 6.3.5 (Inversion lemma). Let x and y be V valued paths i.e functions on R+.
Then
(1) x(t) = y(t) + log(1 + 1
n
∫ t
0
e−β(y))β∨
if and only if
(2)
{
∀t > 0, ∫ t0 e−β(x) < n
y(t) = x(t) + log(1− 1n
∫ t
0 e
−β(x))β∨
Moreover, in any case:
(3) (1 + 1
n
∫ t
0
e−β(y))(1− 1
n
∫ t
0
e−β(x)) = 1
and if
∫∞
0 e
−β(y) =∞ then ∫∞0 e−β(x) = n
Proof. It is immediate to see that (1) and (2) are simultaniously true if and only if (3) is
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true. Then all we need to prove is (1)⇒ (3) and (2)⇒ (3)
(1) ⇒ e−β(x) = e
−β(y)
(1 + 1n
∫ t
0 e
−β(y))2
⇒ 1
n
∫ t
0
e−β(x) = [ −1
1 + 1n
∫ t
0 e
−β(y) ]
t
0
⇒ 1
1 + 1n
∫ t
0 e
−β(y) = 1−
1
n
∫ t
0
e−β(x)
⇒ (3)
and
(2) ⇒ e−β(y) = e
−β(x)
(1− 1n
∫ t
0 e
−β(x))2
⇒ 1
n
∫ t
0
e−β(y) = [ 1
1− 1n
∫ t
0 e
−β(x) ]
t
0
⇒ 1
1− 1n
∫ t
0 e
−β(x) = 1 +
1
n
∫ t
0
e−β(y)
⇒ (3)
Then (3) gives the convergence of
∫ t
0 e
−β(x) to n, right-away.
Now we are ready to prove theorem 6.3.2:
Proof of theorem 6.3.2: Consider a Brownian motion B(µ) with drift µ conditionned to∫∞
0 e
−β(B(µ)s )ds = n. By the previous filtration enlargement argument, there is Bˆ a BM in
the enlarged filtration, such that:
Bˆ
(sβµ)
t = B
(µ)
t + log
(
1− 1
n
∫ t
0
e−β(B
(µ)
s )ds
)
β∨
Using the inversion lemma:
B
(µ)
t = Bˆ
(sβµ)
t + log
(
1 + 1
n
∫ t
0
e−β(Bˆ
(sβµ)
s )ds
)
β∨
Then the following equalities in law between processes follow:
(
B
(µ)
t ; t ≥ 0|
∫ ∞
0
e−β(B
(µ)
s )ds = n
)
= Bˆ(sβµ)t + log
(
1 + 1
n
∫ t
0
e−β(Bˆ
(sβµ)
s )ds
)
β∨; t ≥ 0
L= W (sβµ)t + log
(
1 + 1
n
∫ t
0
e−β(W
(sβµ)
s )ds
)
β∨; t ≥ 0
= Xt; t ≥ 0
This ends the proof of the first fact.
The second fact is just a consequence of knowing the law of
∫∞
0 e
−β(B(µ)s )ds and usual
disintegration formula given for F continuous functional on the sample space by:
E
(
F (B(µ). )
)
= E
(
E
(
F (B(µ). )|
∫ ∞
0
e−β(B
(µ)
s )ds
))
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6.4 Conditioned Brownian motion and invariant measure
Now we will go back to our general group-theoretic setting and resume the study of the
hypoelliptic Brownian motion on the solvable group B.
We prove a theorem that represents a certain transform of Brownian motion as having
the same law as a Brownian motion X(µ) conditioned to have N θ∞(X(µ)) fixed. As a
consequence, we obtain an explicit expression for the invariant measure given by the law
of N θ∞(X(µ)). Later, this will allow us to condition with respect to an apropriate ’exit’
law, giving Whittaker functions. Finally, because this measure is defined in a coordinate
chart indexed by a reduced word i ∈ R(w0), it contains hidden identities we will discuss.
This approach owes a lot to Baudoin and O’Connell ([BOC09]) in spirit, but is quite
different in essence. Indeed, that paper considered a conditionning of a Brownian motion
X(µ) with respect to simple integrals, whereas our representation theoretic approach makes
it more natural to condition a Brownian path to have all its Lusztig parameters fixed.
Thanks to theorem 4.4.28, we know that it is nothing more than conditionning with respect
to N θ∞(X(µ)). The random variable N θ∞(X(µ)) not only contains the simple integrals∫∞
0 e
−α(X(µ)), but also interated ones.
The subtlety at this level is that because Whittaker functions will be built out of an
N -character applied to the random variable N θ∞(X(µ)), only the law of simple integrals
will matter in the end.
In term of the group path transforms described in the first chapter, the result from
Matsumoto and Yor ( theorem 6.3.2 ) can be reformulated as:
Theorem 6.4.1 (SL2 conditional representation). If g = xα(ξ), ξ > 0, W (sαµ) a BM on a
with drift sαµ such that α(µ) > 0 then X := Tg(W (sαµ)) is a BM with drift µ conditionned
to
∫∞
0 e
−α(Xs)ds = 1ξ .
If moreover we pick ξ as random with ξ L= 〈α,α〉2 γ〈α∨,µ〉 independent from W then X is
a Brownian motion with drift µ.
It is very surprising and impressive to say that they fully worked out the SL2 case
without starting without any group-theoretic considerations. We will now state what
seems like the natural extension of theorem 6.4.1.
6.4.1 Conditional representation theorem
From now on, fix a reduced word i ∈ R(w0) of length m = `(w0) and call (β1, . . . , βm) the
associated positive roots enumeration.
Theorem 6.4.2 (Conditionnal representation of Tg(W )). Let g ∈ Uw0>0 , µ ∈ C, W a
standard BM on a.
Then Λx0 := x0 + Teθge−θ
(
W (w0µ)
)
is distributed as a BM Xx0,(µ)
• with drift µ
• with initial position x0
• conditioned to N θ∞(X0,(µ)) = Θ(g) where
Θ : Uw0>0 −→ Nw0>0
is the bijective function Θ(g) = [gw¯0]−
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Moreover, if we pick g = xi1(t1) . . . xim(tm),m = `(w0) being random with independent
Lusztig parameters such that tj
L= γ〈β∨j ,µ〉, then Λ
x0 is a standard BM with drift µ starting
at x0.
Proof. We can of course take x0 = 0. Let X = Teθge−θ(W (w0µ)), and we get:
X = Teθge−θW (w0µ)
= T
xi1 (
〈αi1 ,αi1 〉
2 t1)...xim (
〈αim,αim 〉
2 tm)
W (w0µ)
= T
xi1 (
〈αi1 ,αi1 〉
2 t1)
◦ · · · ◦ T
xim (
〈αim,αim 〉
2 tm)
W (w0µ)
We apply inductively theorem 6.4.1 with Lusztig parameters taken to follow the right laws,
in order to get successive BM.
The end of proof follows from the deterministic formula proven in theorem 4.4.28,
which we know to be also valid for an infinite time horizon (subsection 4.4.7):
N∞
(
Teθge−θ
(
W (w0µ)
))
= Θ
(
eθge−θ
)
Hence:
N θ∞
(
X0,(µ)
)
= Θ (g)
Remark 6.4.3. Recall that in the case of SL2, Θ
((
1 ξ
0 1
))
=
(
1 0
1
ξ 1
)
. This gives
exactly theorem 6.4.1.
6.4.2 Law of N∞(X(µ))
Dufresne identity in law (proposition 6.3.3) states that if X(µ) is a one dimenstional BM
with drift µ > 0 then
∫∞
0 e
−2X(µ)t dt has the same law as 12γµ . One can notice that in A1
case, if we see this BM as living in a, computing the law of N θ∞(X(µ)) tantamounts to
proving Drufesne’s identity, since:
N θ∞(X(µ)) =
(
1 0
2
∫∞
0 e
−2X(µ)s ds 1
)
Remark 6.4.4. Only in the A1 case, we take θ 6= 0 and opt-out of the choice made in
remark 6.1.2. Indeed, the classical choice for the only root is α = 2. Hence the factor
〈α,α〉
2 = 2 in the previous identity.
If however, we consider a general semi-simple group, with X(µ) be an n-dimensional
BM in a and µ ∈ C, the open Weyl chamber, an explicit formula for N θ∞(X(µ)) is a gen-
eralization of Dufresne identity and allows explicit representations of harmonic functions
for the operator D(µ) (definition 6.2.1). Thanks to the conditional representation theorem
6.4.2, we get it in fact with little effort.
Theorem 6.4.5 (Law of N θ∞(X(µ))). If X(µ) is a BM with drift µ ∈ C, then N θt (X(µ))
converges almost surely inside the open cell Nw0>0 and N θ∞(X(µ)) = Θ (xi1(t1) . . . xim(tm))
where the Lusztig parameters tj are independent random variables with:
tj
L= γ〈β∨j ,µ〉
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Proof. The condition µ ∈ C entails the convergence of iterated integrals in the explicit
expression of N∞(X). Moreover, in the same fashion as theorem 4.2.5, we have that:
∀w ∈W, ∀α ∈ ∆,∆wωα,ωα
(
N∞(X(µ))
)
> 0
Using the total positivity criterion given in 3.13.1, we deduce that N∞(X(µ)) ∈ Nw0>0 .
The law of N∞(X(µ)) comes directly from theorem 6.4.2. It is worth noting that the
probability measure has a smooth density and charges the entire space Nw0>0 that is an open
dense cell of N≥0. Other cells are of smaller dimension and therefore of zero measure.
Here, the law of N∞(X(µ)) can be seen as a meaningful generalization of Dufresne’s
identity which gives an inverse gamma shifted by a scalar factor 2. In the group setting,
we have then a natural notion of gamma law and inverse gamma law, where the map Θ
plays the role of the inverse map.
Definition 6.4.6 (Gamma law on U and inverse gamma on N). For (β1, . . . , βm) being
the positive roots enumeration associated to a reduced expression of w0 = si1 . . . sim, and
µ ∈ C define Γµ to be the law of the positive (in the sense of total positivity) Uw0>0-valued
random variable
Γµ
L= xi1
(
γ〈β∨1 ,µ〉
)
. . . xim
(
γ〈β∨m,µ〉
)
Define the inverse gamma law on Nw0>0 as:
Dµ
L= Θ (Γµ)
Those laws are well defined, in the sense that the above expressions do not depend on
the choice of a reduced expression. Indeed, theorem 6.4.5 can be restated as:
N θ∞(X(µ))
L=Θ (Γµ)
L= Dµ (6.13)
As such, it is obvious that Γµ and Dµ are unambiguously defined since the left-hand side
does not depend on a choice of reduced expression for w0. Furthermore, Dµ could be seen
as a N≥0-valued random variable, or even a (G/B)≥0-valued random variable, since the
lower dimensional cells have zero measure.
Example 6.4.7 (A1-type). For G = SL2, a = R, α = 2, α∨ = 1 and:
N θ∞(X(µ)) =
(
1 0∫∞
0 2e−2X
(µ)
s ds 1
)
We know that Θ
((
1 n
0 1
))
=
(
1 0
1
n 1
)
, and as such:
Dµ =
(
1 0
1
γµ
1
)
Exactly as announced, saying Dµ
L= N θ∞(X(µ)) recovers Dufresne identity in law.
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Example 6.4.8 (A2-type). For G = SL3, a =
{
x ∈ R3 | x1 + x2 + x3 = 0
}
. Consider
a Brownian motion X(µ) on a with drift µ in the Weyl chamber. The simple roots are
α1 =
 1−1
0
 , α2 =
 01
−1
.
N θ∞(X(µ)) =

1 0 0∫∞
0 e
−α1(X(µ)s ) 1 0∫∞
0 e
−α1(X(µ)s )ds
∫ s
0 e
−α2(X(µ)u )du
∫∞
0 e
−α2(X(µ)s )ds 1

We choose the reduced word i = (1, 2, 1) ∈ R(w0). If:
(t1, t2, t3)
L=
(
γ〈α∨1 ,µ〉, γ〈α∨1 +α∨2 ,µ〉, γ〈α∨2 ,µ〉
)
are independent gamma random variables with corresponding parameters, then equation
(5.4) and theorem 6.4.5 tell us that:
N θ∞(X(µ))
L= y1
( 1
t1 + t3
)
y2
(
1 + t1t3
t2
)
y1
 1
t1
(
1 + t1t3
)

=

1 0 0
1
t1
1 0
1
t1t2
1+ t1
t3
t2
1

6.4.3 Beta-Gamma algebra identities
The formula defining Γµ has more to it than it seems. Indeed, in order to have the
law being the same for all reduced expressions of w0, there has to be hidden non-trivial
equalities in law. Those can be qualified as identities from the Beta-Gamma algebra as
Dufresne, Letac, Yor and others call them ([Duf98] for instance). It is remarkable to think
of them as a probabilistic manifestation of a group structure, and more precisely braid
relationships.
Considering two reduced expressions of the same Weyl group element, one can obtain
the other from successive braid moves:
sisjsi · · · = sjsisj . . .
Using this fact, saying that Dµ is defined unambiguously is equivalent to saying that for
any µ ∈ a, such that αi(µ) > 0 and αj(µ) > 0, one has:
xi
(
γ〈α∨i ,µ〉
)
xj
(
γ〈siα∨j ,µ〉
)
xi
(
γ〈sisjα∨i ,µ〉
)
. . .
L= xj
(
γ〈α∨j ,µ〉
)
xi
(
γ〈sjα∨i ,µ〉
)
xj
(
γ〈sjsiα∨j ,µ〉
)
. . .
In the end, the rank 2 (A2, B2, C2 and G2) cases contain all the possible hidden identities.
In the following γ. denote independent random variables. We write µ = a1ω∨i + a2ω∨j ,
make use of the explicit formulas for the change of Lusztig parametrization in Uw0>0 and
the root enumerations given in tables C.1, C.2, C.3 and C.4. In the following list, we write
(p1, p2, . . . ) = Ri,i′ (t1, t2, . . . ) (cf equation 4.1) and give the corresponding equality in law
between gamma variables.
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• Type A2 (table C.1): w0 = s1s2s1 = s2s1s2. i = (1, 2, 1) and i′ = (2, 1, 2). Let
p1 = t2t3t1+t3 , p2 = t1 + t3, p3 =
t1t2
t1+t3 . Then:
(t1, t2, t3)
L= (γa1 , γa1+a2 , γa2)
if and only if
(p1, p2, p3)
L= (γa2 , γa1+a2 , γa1)
• Type B2 (table C.2): w0 = s1s2s1s2 = s2s1s2s1. i = (1, 2, 1, 2) and i′ = (2, 1, 2, 1).
Let:
p1 =
t2t23t4
pi2
, p2 =
pi2
pi1
, p3 =
pi21
pi2
, p4 =
t1t2t3
pi1
where pi1 = t1t2 + (t1 + t3)t4, pi2 = t21t2 + (t1 + t3)2t4. Then:
(t1, t2, t3, t4)
L= (γa1 , γa1+a2 , γa1+2a2 , γa2)
if and only if
(p1, p2, p3, p4)
L= (γa2 , γa1+2a2 , γa1+a2 , γa1)
• Type C2 (table C.3): w0 = s1s2s1s2 = s2s1s2s1. i = (1, 2, 1, 2) and i′ = (2, 1, 2, 1).
Let:
p1 =
t2t3t4
pi1
, p2 =
pi21
pi2
, p3 =
pi2
pi1
, p4 =
t1t32t3
pi1
where pi1 = t1t2 + (t1 + t3)t4, pi2 = t3t24 + (t2 + t4)2t1. Then:
(t1, t2, t3, t4)
L= (γa1 , γ2a1+a2 , γa1+a2 , γa2)
if and only if
(p1, p2, p3, p4)
L= (γa2 , γa1+a2 , γ2a1+a2 , γa1)
• Type G2 (table C.4): w0 = s1s2s1s2s1s2 = s2s1s2s1s2s1. i = (1, 2, 1, 2, 1, 2) and
i′ = (2, 1, 2, 1, 2, 1). Let:
p1 =
t2t33t
2
4t
3
5t6
pi3
, p2 =
pi3
pi2
, p3 =
pi32
pi3pi4
p4 =
pi3
pi1pi2
, p5 =
pi31
pi4
, p6 =
t1t2t23t4t5
pi1
where:
pi1 =t1t2t23t4 + t1t2(t3 + t5)2t6 + (t1 + t3)t4t25t6
pi2 =t21t22t33t4 + t21t22(t3 + t5)3t6 + (t1 + t3)2t24t35t6+
t1t2t4t
2
5t6(3t1t3 + 2t2 + 2t3t5 + 2t1t5)
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pi3 =t31t22t33t4 + t31t22(t3 + t5)3t6 + (t1 + t3)3t24t35t6+
t21t2t4t
2
5t6(3t1t3 + 3t2 + 3t3t5 + 2t1t5)
pi4 =t21t22t33t4(t1t2t33t4 + 2t1t2(t3 + t5)3t6 + (3t1t3 + 3t23 + 3t3t5 + 2t1t5)t4t25t6)+
t26(t1t2(t3 + t5)2 + (t1 + t3)t4t25)3
Then:
(t1, t2, t3, t4, t5, t6)
L= (γa1 , γ3a1+a2 , γ2a1+a2 , γ3a1+2a2 , γa1+a2 , γa2)
if and only if
(p1, p2, p3, p4, p5, p6)
L= (γa2 , γa1+a2 , γ3a1+2a2 , γ2a1+a2 , γ3a1+a2 , γa1)
Lukacs identity in law for gamma variables ([Luk55] or [Duf98]) is easy to retrieve from A2
case. Indeed, by considering (t1, t2, t3)
L= (γa1 , γa1+a2 , γa2) independent variables with the
designated laws and (p1, p2, p3) algebraically defined as above, we know that p2 and p3 are
independent. And since p2 independent of t2, we get that p2 = γa1 + γa2 is independent
of p3t2 =
γa1
γa1+γa2
.
We can see that those identities in law are very rich, and one could try to retrieve other
identities in law. This could be the object of future work.
Exponential identities
One can recover a “crystallized” versions of these identities using Laplace method. They
will involve exponential variables. The following easy lemma gives a hint on how gamma
variables can degenerate to exponential variables.
Lemma 6.4.9. As β goes to zero, −β log γβµ converges in law to eµ, an exponential
variable with parameter µ.
Proof. Considering f a bounded measurable function, the following easily holds:
E (f (−β log γβµ))
=
∫ ∞
0
dx
Γ(βµ)f (−β log x) e
−xxβµ−1
=
∫
R
dy
Γ(βµ)f (−βy) e
−ey+βµy
=
∫
R
dy
βΓ(βµ)f (y) e
−e−
y
β −µy
β→0→
∫ ∞
0
dyf (y)µe−µy
6.4. Conditioned Brownian motion and invariant measure 163
Therefore, we introduce the following component-wise crystallizing procedure for the
rational substraction-free expressions Ri,i′ . The use of the logarithm function has to be
understood as component-wise:[
Ri,i′
]
trop (u1, u2, . . . ) = limβ→0−β logRi,i′
(
e
−u1
β , e
−u2
β , . . .
)
Thanks to the Beta-Gamma algebra identities for proven before, we know that before
crystallization, for the parameter βµ and as soon as a braid relationship sisj · · · = sjsi . . .
holds, we have: (
γ〈α∨i ,βµ〉, γ〈siα∨j ,βµ〉, . . .
)
L= Ri,i′
(
γ〈α∨j ,βµ〉, γ〈sjα∨i ,βµ〉, . . .
)
Then: (
e〈α∨i ,µ〉, e〈siα∨j ,µ〉, . . .
)
L= lim
β→0
−β log
(
γ〈α∨i ,βµ〉, γ〈siα∨j ,βµ〉, . . .
)
L= lim
β→0
−β logRi,i′
(
γ〈α∨j ,βµ〉, γ〈sjα∨i ,βµ〉, . . .
)
= lim
β→0
−β logRi,i′
e
−β log
(
γ〈α∨
j
,βµ〉
)
β , e
−β log
(
γ〈sjα∨i ,βµ〉
)
β , . . .

=
[
Ri,i′
]
trop
(
e〈α∨j ,µ〉, e〈sjα∨i ,µ〉, . . .
)
Again, as all the information is contained in the rank two case, there is a finite list
of identities between exponential variables that sums up the results so far. Crystallizing
rational expressions is easily computed with the rules:
a+ b = min(a, b)
ab = a+ b
a/b = a− b
• Type A2 (table C.1): w0 = s1s2s1 = s2s1s2. Let p1 = t2 + t3 − min(t1, t3), p2 =
min(t1, t3), p3 = t1 + t2 −min(t1, t3).Then:
(t1, t2, t3)
L= (ea1 , ea1+a2 , ea2)
if and only if
(p1, p2, p3)
L= (ea2 , ea1+a2 , ea1)
• Type B2 (table C.2): w0 = s1s2s1s2 = s2s1s2s1. Let:
p1 = t2 + 2t3 + t4 − pi2, p2 = pi2 − pi1, p3 = 2pi1 − pi2, p4 = t1 + t2 + t3 − pi1
where pi1 = min(t1 + t2,min(t1, t3) + t4), pi2 = min(2t1 + t2, 2 min(t1, t3) + t4). Then:
(t1, t2, t3, t4)
L= (ea1 , ea1+a2 , ea1+2a2 , ea2)
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if and only if
(p1, p2, p3, p4)
L= (ea2 , ea1+2a2 , ea1+a2 , ea1)
• In the same fashion one can deduce the exponential identities for types C2 and G2.
At this point, it seems very important to mention that in [BBO2], a path model for
Coxeter groups was developped, and exponential laws play a key role as infinimums of
a Brownian motion, with appropriate drift. One could define an exponential law on the
Berenstein-Zelevinsky polytope. There, once again, hidden identities in law can be found,
involving general Coxeter braid relations which goes beyond the crystallographic case we
just considered.
6.5 Whittaker process
Because of the conditional representation theorem, we know that:
Xx0,(µ) := x0 + Teθge−θ
(
W (w0µ)
)
is a BM starting at x0 conditionned to N θ∞(X0,(µ)) = Θ(g). The purpose of the next
section is to take g as random and independent of W therefore conditionning N θ∞(X0,(µ))
to follow a certain specific law. The goal is to identify a remarkable law that will force
Xx0,(µ) into becoming a Markov process. These laws are deformations of the law Γµ
introduced earlier (after theorem 6.4.5) and use the principal character χ− on N .
Having in mind the construction in section 6.2, this can be seen as conditionning
Bt
(
Xx0,(µ)
)
to hit the Poisson boundary according to the distribution induced by a char-
acter of N .
In the rank one setting, it is the natural group-theoretic generalization of ’generalized
inverse Gaussian’ laws used by Matsumoto and Yor ([MY00-2]). The main ideas were in
fact already in [BOC09] where the Whittaker process was built out of a Brownian motion
conditionned with respect to its exponential functionals.
6.5.1 Whittaker functions
Recall that b is the function:
b(µ) =
∏
β∈Φ+
Γ
(〈β∨, µ〉)
As starting point, we will consider a probabilistic definition as in theorem 5.4.1 (iii), which
makes sense only when µ ∈ C:
∀x ∈ a, ψµ (x) := b(µ)e〈µ,x〉E
exp
−∑
α∈∆
1
2〈α, α〉
∫ ∞
0
ds e−α(x+W
(µ)
s )

where W (µ) a Brownian motion on a with drift µ. Later, in proposition 6.5.10, we will see
that it coincides with the point of view adopted in definition 5.3.3. Therefore, this ψµ has
an analytic extension to all µ ∈ a.
Baudoin and O’Connell give a nice characterization of this function:
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Proposition 6.5.1 ([BOC09] corollary 2.3). The function ψµ is the unique solution to
the quantum Toda eigenequation:
1
2∆ψµ(x)−
∑
α∈∆
1
2〈α, α〉e
−α(x)ψµ(x) =
1
2〈µ, µ〉ψµ(x)
such that ψµ(x)e−〈µ,x〉 is bounded with growth condition ψµ(x)e−〈µ,x〉
x→∞,x∈C−→ b(µ)
Proof. Write ϕµ = ψµe−〈µ,.〉, which needs to be the unique bounded solution to:
1
2∆ϕµ(x) + 〈µ,∇ϕµ〉 −
∑
α∈∆
1
2〈α, α〉e
−α(x)ϕµ(x) = 0
with growth condition ϕµ(x)
x→∞,x∈C−→ b(µ).
As a consequence of the Feynman-Kac formula:
ϕµ(x) = b(µ)E
exp
−∑
α∈∆
1
2〈α, α〉
∫ ∞
0
ds e−α(x+W
(µ)
s )

solves the partial differential equation. For uniqueness, we use a martingale argument. If
φ is a bounded solution such that:
φ(x) x→∞,x∈C−→ 0
Then:
φ(x+W (µ)t ) exp
−∑
α∈∆
1
2〈α, α〉
∫ ∞
0
ds e−α(x+W
(µ)
s )

is bounded martingale going to zero as t → ∞. Therefore, it must vanish identically.
Hence uniqueness, by linearity.
Notice that the Whittaker function ψµ can be written thanks to theorem 6.4.5 as:
ψµ(x) = b(µ)e〈µ,x〉E
(
exp
(−χ−(exDµe−x))) (6.14)
Hence the idea of introducing a deformation of the laws of Γµ and Dµ:
Definition 6.5.2 (Generalized gamma and inverse gamma). For µ ∈ C and λ ∈ a, define
Dµ (λ) as the N -valued random variable defined by:
∀ϕ ≥ 0,E (ϕ(Dµ(λ))) = b(µ)e
〈µ,x〉
ψµ(λ)
E
(
ϕ(Dµ) exp
(
−χ−(eλDµe−λ)
))
and the U -valued random variable Γµ(λ) as:
Dµ(λ) = Θ (Γµ(λ))
Even though the definition assumes µ ∈ C, those probability measures are in fact
well-defined for all µ ∈ a as we will see in proposition 6.5.10.
Example 6.5.3 (A1-type). In the A1 type, if Dµ(λ) =
(
1 0
GIGµ(λ) 1
)
then GIGµ(λ) is
the generalized inverse gaussian law used in [MY00-2]:
P (GIGµ(λ) ∈ dt) ∼ t−µe− 1t−te−2λ dt
t
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6.5.2 Related Markov processes
Such a deformation is remarkable because it is a key ingredient in the generalization of
proposition 3.3 in [OC09] to all Lie groups.
Theorem 6.5.4. Let W be a Brownian motion, a drift µ and an independent random
variable g L= Γµ(x0).
Then the process Xx0,(µ)t = x0 + Teθge−θ
(
W (w0µ)
)
t
, t ≥ 0 is Markovian with infinitesi-
mal generator
1
2∆ +∇ logψµ.∇
Proof. The proof for µ ∈ C is given in 6.5.4. The proof for all µ uses an intertwining
argument in section 6.7.
In order to prove theorem 6.1.3, we will need to take x0 to ’−∞’. And that will be
done is subsection 6.7.3. Nevertheless, we can already describe the end of the story to
the impatient reader, at the expense of being a bit redundant later. There is a measure
concentration result that tells us how the distribution of the random path transform
x0 + TeθΓµ(x0)e−θ behaves as x0 goes to infinity in the opposite Weyl chamber:
Theorem 6.5.5. Consider the family of random path transforms x0 + TeθΓµ(x0)e−θ for
x0 ∈ a. For x0 = −Mρ∨, M → ∞, we have the following convergence in probability for
every continuous path pi ∈ C(R+, a):
∀t > 0, x0 + TeθΓµ(x0)e−θpi(t)
P−→ θ − w0θ + Tw0pi(t)
Proof. See subsection 6.6.
Corollary 6.5.6. [Whittaker process] Let W (µ) be a Brownian motion in a with drift µ.
Then the process: (
θ − w0θ + Tw0
(
W (µ)
)
t
; t > 0
)
is Markovian with infinitesimal generator
1
2∆ +∇ logψµ.∇
Proof. The Markov property is preserved after taking limits in probability. Moreover,
changing w0µ for µ is allowed because Whittaker functions are invariant w.r.t to W .
Now in order to prove theorem 6.5.4 for µ ∈ C, start by using theorem 6.4.2. It tells
us that Xx0,(µ) = x0 + Teθge−θW (w0µ) with g random is a Brownian motion having drift
µ with N θ∞(X0,(µ)) conditioned to follow the law of Θ(g). If we take this law has having
a density v with respect to the original law, we need to be able to describe the process
Xx0,(µ) before going further. For now, let us do our computations for general v, even if
we will end up taking v proportional to a character of N . We simply ask for which v
the process Xx0,(µ) ends up being Markovian. We will see that the announced choice is
virtually the only interesting one.
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6.5.3 Conditionning N∞(Xx0,(µ)) to follow a certain law
Let P be a probability under which g L= Γµ. Under P, Xx0,(µ) is a Brownian motion in a
with drift µ. Denote its natural filtration by:
Ft := σ
(
Xx0,(µ)s |0 ≤ s ≤ t
)
Let v : N>0 → R∗+ be a smooth positive function such that:
E
(
v
(
N θ∞(Xx0,(µ))
))
= 1 (6.15)
The function v is used to define a deformed probability measure Pv. More precisely, define
Pv thanks to its Radon-Nikodym derivative with respect to P:
dPv
dP
= v
(
N θ∞(Xx0,(µ))
)
The probability measures P and Pv are equivalent since by definition dPvdP > 0 almost surely.
Moreover, Pv can be interpreted as a probability measure under which N θ∞(Xx0,(µ)) is
conditioned to follow a certain law. This law has a density v with respect to the original
law of N θ∞(X(x0,µ))
L= ex0Dµe−x0 . We are interested in describing the process Xx0,(µ)
under Pv. A first step is to explicit the likelihood process:
Lt :=
dPv
dP |Ft
In order to do so, a decomposition analogous to the one in equation (6.12) in the
general group setting is needed. For X = X0,(µ), let Bt(X) = Nt(X)At(X) be the NA
decomposition of B.(X). Because of left-invariance, for all t, s > 0:
Bt+s(X) = Bt(X)Bs(Xt+. −Xt)
⇔ Nt+s(X)At+s(X) = Nt(X)At(X)Ns(Xt+. −Xt)As(Xt+. −Xt)
⇔ Nt+s(X) = Nt(X)eXtNs(Xt+. −Xt)e−Xt
Letting s→∞, it gives us a decomposition of N∞(X) in terms of FXt -measurable variables
and an independent variable N∞(Xt+. −Xt) with same law:
N∞(X) = Nt(X)eXtN∞(Xt+. −Xt)e−Xt (6.16)
The same decomposition holds easily for N θ∞
(
Xx0,(µ)
)
:
N θ∞(Xx0,(µ)) = N θt (Xx0,(µ))eX
x0,(µ)
t N θ∞(X
x0,(µ)
t+. −Xx0,(µ)t )e−X
x0,(µ)
t (6.17)
Lemma 6.5.7 (Likelihood).
Lt :=
dPv
dP |Ft
= Φv
(
N θt (Xx0,(µ)), X
x0,(µ)
t
)
where:
Φv(n, x) = E
(
v
(
nexDµe
−x))
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Proof. We drop the superscript µ for convenience. Using equation (6.17) and the likeli-
hood’s definition:
Lt :=
dPv
dP |Ft
= P
(
dPv
dP
|Ft
)
= P
(
v
(
N θ∞(Xx0)
)
|Ft
)
= P
(
v
(
N θt (Xx0)eX
x0
t N θ∞(Xx0t+. −Xx0t )e−X
x0
t
)
|Ft
)
Because N θ∞(Xx0t+.−Xx0t ) L= Dµ under P (equation 6.13) and is independent of Ft, we have
the required result:
Lt = E
(
v
(
nexDµe
−x) |N θt (Xx0) = n,Xx0t = x)
Corollary 6.5.8.
X
x0,(µ)
t − x0 − µt−
∫ t
0
∇x log Φv
(
N θs (Xx0,(µ)), Xx0,(µ)s
)
ds
is a Pv Brownian motion.
Proof. By Girsanov’s theorem ([RY] Chapter VIII, theorem 1.4 or ([KS91] theorem 5.1)):
X
x0,(µ)
t − x0 − µt−
∫ t
0
d〈logL,X〉s
is a Pv Brownian motion. Thanks to the previous lemma and to the fact that N θt (Xx0)
has zero quadratic variation, the bracket d〈logL,X〉s is indeed:
∇x log Φv
(
N θs (Xx0,(µ)), Xx0,(µ)s
)
ds
6.5.4 The remarkable deformations Dµ(λ) and Γµ(λ)
We are aiming at identifying a function v that forces Xx0,(µ) to be a Markov process. As
such, we want a term ∇x log Φv(n, x) that only depends on x for a certain v. Equivalently
Φv(n, x) has to break down into the product of two functions gv(n)fv(x).
Proposition 6.5.9. If:
v(n) = exp (−χ
− (n))
E (exp (−χ− (ex0Dµe−x0)))
Then:
dPv
dP
= exp
(
−χ−
(
N θ∞(Xx0,(µ))
)) b(µ)
ψµ(x0)e−〈µ,x0〉
(6.18)
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The function Φv defining the likelihood Lt splits into:
Φv(n, x) = exp
(−χ− (n)) ψµ(x)e−〈µ,x〉
ψµ(x0)e−〈µ,x0〉
(6.19)
And under Pv:
N θ∞(Xx0,(µ))
L= ex0Dµ(x0)e−x0 (6.20)
Before diving into the proof, the following dicussion explains the reasons that lead to
the choice of function v made in proposition 6.5.9. Assume a general v. For starter, notice
that for all y ∈ Nw0>0 , exye−x −→ id as x → ∞ staying inside a sector of the open Weyl
chamber. In order to see that, write y = yi(t1, . . . , tm) hence:
exye−x = yi
(
t1e
−αi1 (x), . . . , tme−αim (x)
)
→ id
For such asymptotical directions, Φv(x, n) actually converges to:
gv(n)fv(∞) = lim
x→∞,x∈C
E
(
v
(
nexDµe
−x)) = v (n)
and then Φv has in fact to breaks down to Φv(n, x) = v (n) fv(x)fv(∞) .
Hence, the objective we want to achieve is:
∃v : Nw0>0 → R,Φv(x, n) = E
(
v
(
nexDµe
−x)) ?= v (n) fv(x)
fv(∞)
A sufficient (and probably necessary) condition to have this factorization is to make use
of a multiplicative character of the lower nilpotent group N . Hence the idea to use the
principal additive character χ− defined by its action on the Chevalley generators:
∀t ∈ C,∀α ∈ ∆, χ−(etfα) = t
And v should be proportional to the multiplicative character:
exp
(−χ− (n))
Indeed, in order to avoid integrability issues, it is sufficient for exp (−χ−) to be bounded
on Nw0>0 , which is ascertained by the minus sign. There is no loss of generality in using the
standard character. More general characters simply add a shift via conjugation by torus
elements.
Proof of proposition 6.5.9. The quantity E
(
e−χ− (ex0Dµe−x0)
)
= ψµ(x0)e
−〈µ,x0〉
b(µ) is a nor-
malization constant so that equation (6.15) is true.
With such a function v, equation (6.18) follows from:
dPv
dP
=v
(
N θ∞(Xx0,(µ))
)
= exp
(
−χ−
(
N θ∞(Xx0,(µ))
)) b(µ)
ψµ(x0)e−〈µ,x0〉
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We also get the splitting we wanted for Φv:
Φv(x, n) = exp
(−χ− (n)) E (exp (−χ− (exDµe−x)))
E (exp (−χ− (ex0Dµe−x0)))
Then equation (6.14) implies equation (6.19).
And finally, if ϕ : Nw0>0 → R>0 is a smooth test function. Equation (6.20) follows from:
Pv
(
ϕ
(
N θ∞
(
Xx0,(µ)
)))
=P
(
ϕ
(
N θ∞
(
Xx0,(µ)
))
v
(
N θ∞
(
Xx0,(µ)
)))
=E
(
ϕ
(
ex0Dµe
−x0) v (ex0Dµe−x0))
=E (ϕ (e
x0Dµe
−x0) exp (−χ− (ex0Dµe−x0)))
E (exp (−χ− (ex0Dµe−x0)))
=E
(
ϕ
(
ex0Dµ(x0)e−x0
))
Proof of theorem 6.5.4 for µ ∈ C. If g is taken to follow the law Γµ(x0), we are in the
situation where corollary 6.5.8 is applicable with choice for v made in proposition 6.5.9.
The reference measure is already of the form Pv, with P the probability under which
g
L= Γµ. As such, there is a Brownian motion Bt such that:
X
x0,(µ)
t
=x0 + µt+
∫ t
0
∇x log
(
ψµ
(
Xx0,(µ)s
)
e−〈µ,X
x0,(µ)
s 〉
)
ds+Bt
=x0 +
∫ t
0
∇x logψµ
(
Xx0,(µ)s
)
ds+Bt
6.5.5 Harmonicity: Quantum Toda equation
From now on, v is chosen proportional to a character of N , like in the previous subsection.
Writing:
∀n ∈ N, ∀x ∈ a,Φµ(nex) = Φv(n, x)
one defines a function of the same form as in lemma 6.2.6.
Clearly, Φµ is harmonic for the operator D(µ) as:
Φv
(
N θt (Xx0,(µ)), X
x0,(µ)
t
)
= dP
v
dP |Ft
is a P-martingale. Another way of seeing it, is the Poisson integral:
∀n ∈ N, ∀x ∈ a,Φµ(nex) =
E
(
exp
(
−χ−
(
nexN θ∞(W (µ))e−x
)))
E
(
exp
(−χ− (ex0N θ∞(W (µ))e−x0)))
with W (µ) Brownian motion in a with drift µ ∈ C. Of course, this is directly hinting to
equation (6.11) exactly as foretold.
Recall that Φµ being harmonic is equivalent to saying that ψµ satisfies the quantum
Toda eigenequation.
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6.5.6 Link between Γµ (λ) and canonical measure
The following proposition shows that Γµ (λ) has the same law as the twisted Lusztig
parameter corresponding to a canonical random variable on B(λ) (see definition 5.3.4).
Moreover, we recover as a side product that ψµ is the one in definition 5.3.3, as announced
before.
Proposition 6.5.10. For µ ∈ C and λ ∈ a:
Γµ(λ)
L= %T (Cw0µ(λ))
This extends the definition of Γµ(λ) to all µ ∈ a. Moreover, the Whittaker function has
indeed the integral representation:
ψµ(λ) =
∫
B(λ)
e〈µ,γ(x)〉−fB(x)ω(dx)
Proof. Let i = (i1, . . . , im) be a reduced word for w0 and (β∨1 , . . . , β∨m) a positive roots
enumeration associated to it.
Let ϕ be a positive measurable function on U that will serve the purpose of test
function, µ in the open Weyl chamber and λ ∈ a. By definition, Γµ (λ) is a deformation
of:
Γµ = xi
(
γβ∨1 (µ), . . . , γβ∨m(µ)
)
using the unipotent character e−χ− on Dµ where Dµ = Θ (Γµ). Hence:
E (ϕ (Γµ (λ)))
=b(µ)e
〈µ,λ〉
ψµ(λ)
E
(
ϕ(Γµ) exp
(
−χ−(eλ[Γµw¯0]−e−λ)
))
= e
〈µ,λ〉
ψµ(λ)
∫
(R>0)m
m∏
j=1
(
dtj
tj
t
〈β∨j ,µ〉
j e
−tj
)
ϕ(g)e−χ−(eλ[gw¯0]−e−λ)
where:
g = xi1(t1) . . . xim(tm)
Now let us reorganize the terms in the previous integral. On the one hand, thanks to
the choice made in proposition 4.1.16, we notice that the term in the exponential is:
m∑
j=1
tj + χ−
(
eλ[gw¯0]−e−λ
)
=χ(g) + χ
(
e−λ[w¯0−1gT ]+eλ)
)
=χ ◦ S ◦ ι
(
e−λ[w¯0−1gT ]+eλ)
)
+ χ(g)
=fB
(
S ◦ ι
(
e−λ[w¯−10 gT ]+eλ
)
w¯0e
λg
)
=fB
(
bTλ (g)
)
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On the other hand, using the expression for the weight map on bTλ (g) given in theorem
4.1.20:
e〈µ,λ〉
m∏
j=1
(
t
〈β∨j ,µ〉
j
)
= exp
〈µ, λ〉+ m∑
j=1
〈β∨j , µ〉 log tj

= exp
〈µ, λ+ m∑
j=1
log(tj)β∨j 〉

= exp
〈w0µ,w0
λ− m∑
j=1
log( 1
tj
)β∨j
〉

= exp
(
〈w0µ, γ(bTλ (g))〉
)
In the end, using the notations in section 5.3:
E (ϕ (Γµ (λ)))
= 1
ψµ(λ)
∫
(R>0)m
exp
(
〈w0µ, γ(bTλ (g))〉 − fB
(
bTλ (g)
))
ϕ(g)
m∏
j=1
dtj
tj
= 1
ψµ(λ)
∫
B(λ)
e〈w0µ,γ(x)〉−fB(x)ϕ ◦ %T (x)ω(dx)
=E
(
ϕ ◦ %T (Cw0µ(λ))
)
Notice that by taking ϕ = 1, we see that the Whittaker function defined using Brownian
motion is the same as in definition 5.3.3. It is known to be W -invariant (theorem 5.4.1
(ii) ), allowing us to change ψw0µ to ψµ.
6.6 Measure concentration
In this section, we investigate how the law of Cµ(λ) behaves as λ goes to infinity in
the opposite Weyl chamber. In subsection 6.7.3, this will be very important in order to
complete the proofs of theorems 6.1.3 and 6.1.6, by having the Whittaker process start at
’−∞’.
The following proposition is based on a weak version of the Laplace method.
Proposition 6.6.1. For given ζ ∈ a, µ ∈ a and M → ∞, we have convergence in
probability for the B(ζ)-valued random variable:
e−Mρ
∨
Cµ(ζ − 2Mρ∨)eMρ∨ P−→ mζ
where mζ is the unique minimizer for the superpotential fB on B(ζ).
Corollary 6.6.2. With the same notations, as M →∞, the following limit holds in B:
Cµ(ζ − 2Mρ∨) P−→ id
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Proof. Recall that γ(mζ) = 0 ( theorem 5.2.11) and therefore mζ ∈ N . The result is
obtained using proposition 6.6.1 and the following:
∀n ∈ N, eMρ∨ne−Mρ∨ P−→ id
Proof of proposition 6.6.1. For easier notation write:
XM := e−Mρ
∨
Cµ(ζ − 2Mρ∨)eMρ∨
Because the map κ : y 7→ e−Mρ∨yeMρ∨ maps B(ζ − 2Mρ∨) to B(ζ), this random variable
is indeed in B(ζ). That is a consequence of the straightforward computation:
hw(e−Mρ∨yeMρ∨)
=− w0Mρ∨ + hw (y) +Mρ∨
=− w0Mρ∨ +
(
ζ − 2Mρ∨)+Mρ∨
=ζ
Let ϕ be a positive test function on B(ζ). By the canonical measure’s definition:
E (ϕ(XM )) = E
(
ϕ(e−Mρ∨Cµ(ζ − 2Mρ∨)eMρ∨)
)
= 1
ψµ(ζ − 2Mρ∨)
∫
B(ζ−2Mρ∨)
e〈µ,γ(y)〉−fB(y)ϕ
(
e−Mρ
∨
yeMρ
∨)
ω(dy)
Now, let us make the change of variables x = e−Mρ∨yeMρ∨ = κ(y). Since ω(dy) is by
definition the toric measure on the twisted Lusztig parameters of y and:
%T (x) = e−Mρ∨%T (y)eMρ∨
it is left unchanged. Hence the image measure for ω on B(ζ − 2Mρ∨) under this change
of variable is again ω on B(ζ):
ω(dy) = ω(dx) (6.21)
It is obvious that:
γ(y) = γ(x) (6.22)
And moreover:
fB(y) = eMfB (x) (6.23)
Indeed, by writing:
y = u′w¯0eζ−2Mρ
∨
u
where u ∈ Uw0>0 , u′ ∈ Uw0>0 , we have:
x = e−Mρ∨u′eMρ∨w¯0eζe−Mρ
∨
u′eMρ
∨
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Therefore:
fB(x) = χ
(
e−Mρ
∨
u′eMρ
∨)+ χ (e−Mρ∨u′eMρ∨)
= e−Mχ (u) + e−Mχ
(
u′
)
= e−MfB(y)
In the end, putting equations 6.21, 6.22 and 6.23 together yields the appropriate formula
for the Laplace method:
E (ϕ(XM )) =
∫
B(ζ) e
〈µ,γ(x)〉−eMfB(x)ϕ (x)ω(dx)∫
B(ζ) e〈µ,γ(x)〉−e
MfB(x)ω(dx)
(6.24)
The following is quite standard. By theorem 5.2.11, fB has a unique minimizer on
B(ζ) denoted by mζ . Consider V a neighborhood of mζ . Because mζ is a non-degenerate
critical point, such a neighborhood contains a compact set of form:
Kδ := {x ∈ B(ζ)|fB(x) ≤ fB(mζ) + δ}
for δ small enough. We denote by V c the complement of V . The theorem is proved once
the following holds:
P (XM ∈ V c) M→∞−→ 0
We have:
P (XM ∈ V c) ≤P (XM ∈ Kcδ)
=
∫
Kc
δ
e〈µ,γ(x)〉−eMfB(x)ω(dx)∫
B(ζ) e〈µ,γ(x)〉−e
MfB(x)ω(dx)
= 1
1 +
∫
Kδ
e
〈µ,γ(x)〉−eM (fB(x)−fB(mζ)−δ)ω(dx)∫
Kc
δ
e
〈µ,γ(x)〉−eM (fB(x)−fB(mζ)−δ)ω(dx)
In the ratio of two integrals, the numerator goes to infinity asM →∞ because for instance
of the contribution of K δ
2
⊂ Kδ:∫
Kδ
e〈µ,γ(x)〉−e
M (fB(x)−fB(mζ)−δ)ω(dx)
≥
∫
K δ
2
e〈µ,γ(x)〉−e
M (fB(x)−fB(mζ)−δ)ω(dx)
≥
∫
K δ
2
e〈µ,γ(x)〉−e
M δ
2ω(dx)
→∞
The denominator decreases to zero as M →∞ using the dominated convergence theorem.
As a consequence:
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Lemma 6.6.3. Let x0 = ζ − 2Mρ∨ for any ζ ∈ a. Then as M → ∞, in term of left
N -orbits:
Nex0eθΓµ(x0)e−θ P−→ Neθ−w0θw¯−10
Proof. Using proposition 6.5.10, we write:
Γµ(x0) = %T (Cw0µ(x0)) = [w¯−10 Cw0µ(x0)]+
Let XM := e−Mρ
∨
Cw0µ(x0)eMρ
∨ . Thanks to proposition 6.6.1, XM converges in probabil-
ity to mζ . Hence:
Nex0eθΓµ(x0)e−θ
=Nex0+θ[w¯−10 eMρ
∨
XMe
−Mρ∨ ]+e−θ
=Nex0+θ+Mρ∨ [w¯−10 XM ]+e−Mρ
∨−θ
=Neζ−Mρ∨+θ[w¯−10 XM ]−1−0w¯−10 XMe−Mρ
∨−θ
=Neζ−Mρ∨+θ[w¯−10 XM ]−10 w¯−10 XMe−Mρ
∨−θ
Moreover, XM ∈ B(ζ) and as such, [w¯−10 XM ]−10 = e−ζ . Therefore:
Nex0Γθµ(x0)
=Ne−Mρ∨+θw¯−10 XMe−Mρ
∨−θ
=Neθ−w0θw¯−10 eMρ
∨+θXMe
−Mρ∨−θ
The fact that eMρ∨+θXMe−Mρ
∨−θ → id concludes the proof.
As a corollary, we can prove theorem 6.5.5.
Proof of theorem 6.5.5. Simply recall that the path transform Tgpi(t) on a path is defined
for t > 0 as:
eTgpi(t) = [gBt(pi)]0
Using the previous theorem, there is a sequence nM ∈ N such that as M →∞:
nMe
x0Γθµ(x0)
P→ eθ−w0θw¯−10
Hence:
exp
(
x0 + TeθΓµ(x0)e−θpi(t)
)
=[ex0eθΓµ(x0)e−θBt(pi)]0
=[nMex0eθΓµ(x0)e−θBt(pi)]0
→ exp (θ − w0θ + Tw0pi(t))
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6.7 Intertwined Markov operators
With theorem 6.5.4, we proved that for µ ∈ C, if W is a standard Brownian motion in a
and Θ (g) independent following the law of Dµ (x0), then
Xx0t = x0 + Teθge−θ
(
W (w0µ)
)
; t ≥ 0
is Markovian, what we called the Whittaker process. The results of Rogers and Pitman in
[RP81] on Markov functions teach us that there should be an intertwining relation between
the semi-groups of Brownian motion on the one hand, and the semi-group of the Whittaker
process, using this remarkable law Dµ (x0). In fact, this is how the extensions of Pitman’s
theorem in [RP81] and [OC09] were proven. The only trick is that intertwining is easy to
establish, once we know the answer.
What we did so far is identifying the right objects. Using intertwining Markov opera-
tors, we will strenghten the previous result to all possible drifts µ and not only for µ in the
Weyl chamber. Then taking x0 to ’−∞’ will give us the highest weight process, finishing
the proof of theorem 6.1.3.
Let us first quickly review the result of Pitman and Rogers on Markov function from
[RP81].
6.7.1 Markov functions
Let S and S0 be topological spaces. Let φ : S → S0 be a continuous function. Consider
a Markov process (Xt)t≥0 with state space S and define the process Yt = φ(Xt). We are
interested in sufficient conditions that insure the Markov property for Y .
Of course one can suppose that φ is surjective by setting S0 = φ(S). And clearly, in
most cases of interest where φ is not injective, the inclusion between filtrations FY ⊂ FX
is strict. Meaning that the observation of Y contains only partial information on X. And
in order to quantify this information, we need to “filter” X through FY .
In the sequel, we denote by Pt the semi-group for X, and Qt the semi-group for
Y , when it exists. Φ : C(S0) → C(S) is the Markov operator from S to S0 given by
Φ(f)(x) = f ◦ φ(x). It just transports measures on S to their image measure on S0.
A first answer would be Dynkin’s criterion, for cases where Y is Markovian for all
initial laws of X:
Theorem 6.7.1 (Dynkin’s criterion). If there exist a Markov operator Q such that:
∀t ≥ 0, Pt ◦ Φ = Φ ◦Qt
meaning, in terms of transporting measures, that the following diagram is commutative:
S S
S0 S0
Pt
Qt
Φ Φ
Then Y is a Markov process and its semi-group is Qt.
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Remark 6.7.2. In probabilistic terms, the condition that Pt ◦ Φ(f)(x) only depends on
φ(x) translates as saying that the law of (φ(Xt)|X0 = x) only depends of φ(x). The
theorem seems then quite trivial. We wrote it that way to stress the intertwining.
Another solution has been formalized in [RP81]. In some cases, if Y starts at y ∈ S0,
it is Markovian only for specific entrance laws K(y, .) on X. In such a case, this initial law
for X is going to be the “missing” information from FY ( FX .
Furthermore, at each time, we must ask the missing information to be stationnary in
law, otherwise filtering Xt|FYt will give a fluctuating distribution and will not be able to
extract the law of Xt conditionnally to FY , in such a way that it depends only on Yt. One
could speak of a “Markovian stationary coupling” or a “Markovian filtering” phenomenon,
which brings the following equivalent definitions due to Rogers and Pitman:
Theorem 6.7.3. Let K : C(S) → C(S0) be a Markov operator, X a Markov process with
semigroup Pt and Y = φ(X). Y is assumed to start at y. The following propositions are
equivalent:
(i) ( Markovian filtering )
∀t ≥ 0,∀f ∈ C(S),∀y ∈ S0,EX0∼K(y,.)
(
f(Xt)|FYt
)
= K(f)(Yt) a.s
where the subscript X0 ∼ K(y, .) indicates the initial law for X.
(ii) ( Intertwining operators ) For all t ≥ 0, Qt := K ◦ Pt ◦ Φ satisfies:
K ◦ Φ = idS0
K ◦ Pt = Qt ◦ K
Meaning, in terms of transporting measures, that the following diagram is commu-
tative:
S S
S0 S0 S0
Pt
K K
Qt id
Φ
In both cases, Qt is a semi-group and is interpreted as:
Qt(f)(y) = EX0∼K(y,.) (f(Yt))
Proof. The semi-group property of Qt is a consequence of (ii):
Qt+s
=Qt+s ◦ K ◦ Φ
=K ◦ Pt+s ◦ Φ
=K ◦ Pt ◦ Ps ◦ Φ
=Qt ◦ K ◦ Ps ◦ Φ
=Qt ◦Qs ◦ K ◦ Φ
=Qt ◦Qs
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(i)⇒ (ii) : The first identity is easy. Indeed, let g ∈ C(S0). By taking f = g ◦φ in (i) and
t = 0, one gets:
K ◦ Φ(g)(y) = EX0∼K(y,.) (Φ(g)(X0)) = EX0∼K(y,.) (g(Y0)) = g(y)
Concerning the second one:
K ◦ Pt(f)(y)
=EX0∼K(y,.) (f(Xt))
=EX0∼K(y,.)
(
EX0∼K(y,.)
(
f(Xt)|FYt
))
=EX0∼K(y,.) (K(f)(Yt))
=K ◦ Pt ◦ Φ ◦ K(f)(y)
=Qt ◦ K(f)(y)
(ii) ⇒ (i) : Consider increasing times 0 ≤ s1 ≤ s2 · · · ≤ sn ≤ t and test functions
g1, . . . , gn on S0:
EX0∼K(y,.) (g1(Ys1) . . . gn(Ysn)f(Xt))
=KPs1Φ(g1)Ps2−s1Φ(g2) . . . Psn−sn−1Φ(gn)Pt−snf(y)
=Qs1KΦ(g1)Ps2−s1Φ(g2) . . . Psn−sn−1Φ(gn)Pt−snf(y)
=Qs1g1Qs2−s1g2 . . . Qsn−sn−1gnKPt−snf(y)
=Qs1g1Qs2−s1g2 . . . Qsn−sn−1gnQt−snKf(y)
=EX0∼K(y,.) (g1(Ys1)g2(Ys2) . . . gn(Ysn)K(f)(Yt))
This proves the Markovian filtering property.
Theorem 6.7.4 (Pitman and Rogers criterion). If the equivalent hypotheses previously
cited are satisfied, take X with initial law K(y, .) and Y = φ(X). Then Y is a Markov
process starting at y and its semi-group is Qt.
Proof. Let us prove the Markov property:
EX0∼K(y,.)
(
f(Yt+s)|FYs
)
=EX0∼K(y,.)
(
E
(
f ◦ φ(Xt+s)|FXs
)
|FYs
)
=EX0∼K(y,.)
(
Pt (f ◦ φ) (Xs)|FYs
)
=EX0∼K(y,.)
(
Pt ◦ Φ (f) (Xs)|FYs
)
Using the hypothesis (i) from theorem 6.7.3, we have:
EX0∼K(y,.)
(
f(Yt+s)|FYs
)
=K ◦ Pt ◦ Φ (f) (Ys)
=Qt ◦ K ◦ Φ (f) (Ys)
=Qt(f) (Ys)
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6.7.2 The canonical measure intertwines the hypoelliptic BM and the
highest weight process
Now, let us specialize the previous framework to our case. The semi-group for the hypoel-
liptic Brownian motion (Bθt (W (µ)), t ≥ 0) is denoted by Pt:
Pt := exp
(
tD(µ)
)
Recall that the highest weight process is:
Λt := hw(Bθt (W (µ))) = θ − w0θ + Tw0W (µ)t
Finally, define the Markov kernel Kµ : C (B)→ C(a) from a to B by:
∀ϕ ∈ C(B),Kµ(ϕ)(λ) := E (ϕ (Cµ(λ)))
Since the random variable Cµ(λ) is B(λ) valued, it is clear that:
Kµ ◦ hw = ida
The following ’Markovian filtering’ holds:
Theorem 6.7.5. Let x0 ∈ a, µ ∈ a, W (µ) a BM in the Cartan subalgebra a and Cµ(x0) an
independent random variable whose distribution follows the canonical probability measure
on B(x0), with spectral parameter µ. If:
Xx0t := hw
(
Cµ(x0)Bθt (W (µ))
)
and f : B −→ R is a bounded function, then:
E
(
f
(
Cµ(x0)Bθt (W (µ))
)
|FXx0t , Xx0t = x
)
= E (f(Cµ(x)))
Proof. For notational reason, we write Ft instead of FXx0t .
As a first step, let us prove that the theorem for general µ ∈ a is a consequence of the
case µ ∈ −C using a change of probability measure. Assume for now that the result is
true for µ ∈ −C. It is straightforward to check that for ν ∈ a:
E (f (Cµ(x0))) =
ψν(x0)
ψµ(x0)
E
(
e〈γ(Cν(x0)),µ−ν〉f (Cν(x0))
)
and using the Girsanov-Cameron-Martin theorem for Brownian motion ([KS91] theorem
5.1), for any functional F :
E
(
F
(
W (µ)s ; s ≤ t
))
= E
(
e〈W
(ν),µ−ν〉− 12 (||µ||2−||ν||2)tF
(
W (ν)s ; s ≤ t
))
Hence, because Cµ(x0) and W (µ) are independent, in the following change of probability,
the density is the product of the two previous densities:
ψν(x0)
ψµ(x0)
exp
(
〈γ (Cν(x0)) +W (ν), µ− ν〉 − 12(||µ||
2 − ||ν||2)t
)
180
Chapter 6. Random crystals and hypoelliptic Brownian motion on
solvable group
Using the Bayes formula, we have that, on the set {Xx0t = x}:
E
(
f
(
Cµ(x0)Bθt (W (µ))
)
|Ft
)
=
E
(
e〈γ(Cν(x0))+W
(ν),µ−ν〉− 12 (||µ||2−||ν||2)tf
(
Cν(x0)Bθt (W (ν))
)
|Ft
)
E
(
e〈γ(Cν(x0))+W (ν),µ−ν〉−
1
2 (||µ||2−||ν||2)t|Ft
)
=
E
(
e〈γ(Cν(x0)Bθt (W (ν))),µ−ν〉f
(
Cν(x0)Bθt (W (ν))
)
|Ft
)
E
(
e〈γ(Cν(x0)Bθt (W (ν))),µ−ν〉|Ft
)
Applying the result for ν ∈ −C, one has:
E
(
f
(
Cµ(x0)Bθt (W (µ))
)
|FXx0t , Xx0t = x
)
=
E
(
e〈γ(Cν(x)),µ−ν〉f (Cν(x))
)
E
(
e〈γ(Cν(x)),µ−ν〉
)
=E (f (Cµ(x)))
Now let us prove the theorem when µ ∈ −C = w0C. Using proposition 6.5.10, we write:
Cµ(x0) = zw¯0ex0g
where g L= Γw0µ(x0). Now notice that:
Xx0t = hw
(
Cµ(x0)Bθt (W (µ))
)
= log[w¯−10 zw¯0ex0gBθt (W (µ))]0
= x0 + log[gBθt (W (µ))]0
= x0 + log[eθge−θBt(W (µ))]0
= x0 + Teθge−θ
(
W (µ)
)
For shorter notations introduce n = N θt (Xx0) and x = Xx0t . Thus we have:
nex =
[
ex0gBθt (W (µ))
]
−0
Then, using the properties of the Gauss decomposition:
Bθt (W (µ))
= (ex0g)−1 ex0gBθt (W (µ))
= (ex0g)−1 nex
[
ex0gBθt (W (µ))
]
+
But since Bθt (W (µ)) ∈ B, we have:
Bθt (W (µ)) =
[
(ex0g)−1 nex
]
−0
6.7. Intertwined Markov operators 181
And the following decomposition holds:
ex0gBθt (W (µ)) = ex0g
[
(ex0g)−1 nex
]
−0 (6.25)
= nex
[
(ex0g)−1 nex
]−1
+
(6.26)
= nex
[(
ex0ge−x0
)−1
nex
]−1
+
(6.27)
= nex
[(
e−xn−1ex0ge−x0ex
)−1]−1
+
(6.28)
Therefore:
Cµ(x0)Bθt (W (µ))
=bTx
([
w¯−10 Cµ(x0)Bθt (W (µ))
]
+
)
=bTx
([
ex0gBθt (W (µ))
]
+
)
=bTx
([(
e−xn−1ex0ge−x0ex
)−1]−1
+
)
Thanks to theorem 6.4.2, we know that:
N θ∞(Xx0) = Θ(ex0ge−x0)
Moreover, equation (6.17) tells us:
N θ∞(Xx0) = nexN θ∞(Xx0t+. −Xx0t )e−x
Hence, since Θ(ng) = nΘ(g) for n ∈ N :
N θ∞(Xx0t+. −Xx0t ) = Θ(e−xn−1ex0ge−x0ex)
And:
Cµ(x0)Bθt (W (µ)) = bTx
([
Θ−1
(
N θ∞(Xx0t+. −Xx0t )
)−1]−1
+
)
As Θ−1
(
N θ∞(Xx0t+. −Xx0t )
)
∈ U , we have in the end:
Cµ(x0)Bθt (W (µ)) = bTx ◦Θ−1
(
N θ∞(Xx0t+. −Xx0t )
)
(6.29)
Recall that under our working probability measure g L= Γµ(x0) and Xx0 follows the
Whittaker process. In the context of proposition 6.5.9, our working probability measure
can be considered of the form Pv. Under the equivalent probability measure P, g has the
same law as Γµ and Xx0 is distributed as a BM with drift w0µ ∈ C.
dPv
dP
= exp
(
−χ−
(
N θ∞(Xx0)
)) b(w0µ)
ψw0µ(x0)e−〈w0µ,x0〉
dPv
dP |Ft
= exp (−χ− (n)) ψw0µ(x)e
−〈w0µ,x〉
ψw0µ(x0)e−〈w0µ,x0〉
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Thus, we get the simplification:
dPv
dP
/
dPv
dP |Ft
= b(w0µ)
ψw0µ(x)e−〈w0µ,x〉
exp
(
−χ−
(
nexN θ∞(Xx0t+. −Xx0)e−x
))
exp (−χ− (n))
= b(w0µ)
ψw0µ(x)e−〈w0µ,x〉
exp
(
−χ−
(
exN θ∞(Xx0t+. −Xx0)e−x
))
Therefore, on the set {Xx0t = x}, by equation (6.29) and using the fact that E = Pv:
E
(
f
(
Cµ(x0)Bθt (W (µ))
)
|Ft
)
=E
(
f ◦ bTx ◦Θ−1
(
N θ∞(Xx0t+. −Xx0t )
)
|Ft
)
=Pv
(
f ◦ bTx ◦Θ−1
(
N θ∞(Xx0t+. −Xx0t )
)
|Ft
)
By the Bayes formula:
E
(
f
(
Cµ(x0)Bθt (W (µ))
)
|Ft
)
=
P
(
dPv
dP f ◦ bTx ◦Θ−1
(
N θ∞(Xx0t+. −Xx0t )
)
|Ft
)
dPv
dP |Ft
= b(w0µ)
ψw0µ(x)e−〈w0µ,x〉
P
(
e−χ−(exNθ∞(X
x0
t+.−Xx0 )e−x)f ◦ bTx ◦Θ−1
(
N θ∞(Xx0t+. −Xx0t )
)
|Ft
)
Since under P,Xx0 is a Brownian motion with drift w0µ, we know thatN θ∞
(
Xx0t+. −Xx0t
)
is independent from Ft and has the same law as Dw0µ. In the end:
E
(
f
(
Cµ(x0)Bθt (W (µ))
)
|FXx0t , Xx0t = x
)
= b(w0µ)
ψw0µ(x)e−〈w0µ,x〉
E
(
exp
(−χ− (exDw0µe−x)) f ◦ bTx ◦Θ−1 (Dw0µ))
=E
(
f ◦ bTx ◦Θ−1 (Dw0µ(x))
)
=E
(
f ◦ bTx (Γw0µ(x))
)
Proposition 6.5.10 yields the result by giving:
Cµ(x)
L= bTx (Γw0µ(x))
As a consequence, the condition (i) of theorem 6.7.3 is valid with an initial law for the
hypoelliptic Brownian motion being Cµ(x0). Moreover
Qt := Kµ ◦ Pt ◦ hw
is a semi-group making the following diagram commutative.
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B B
a a a
etD(µ)
Kµ Kµ
Qt id
hw
The theorem 6.7.4 is applicable and tells us that Xx0 is Markov with semigroup Qt.
It can be easily identified:
Proposition 6.7.6. The semigroup Q is generated by the Doob transform of the quantum
Toda Hamiltonian:
Qt = exp (tL)
with:
L = ψ−1µ (H −
1
2〈µ, µ〉)ψµ =
1
2∆a + 〈∇ logψµ,∇〉
Proof. When µ ∈ −C = w0C, we are in the same situation as theorem 6.5.4, where we
identified the infinitesimal generator as:
1
2∆a + 〈∇ logψw0µ,∇〉
Hence the result as ψw0µ = ψµ.
For general µ ∈ a, we use the fact that:
∀t ≥ 0, Qt = Kµ ◦ Pt ◦ hw
Therefore Qt has infinitesimal generator:
Lµ = Kµ ◦
(
1
2∆a + 〈µ,∇a〉+
1
2
∑
α∆
〈α, α〉fα
)
◦ hw
Against a smooth function f : a→ R, at a point x, Lµ(f)(x) is analytic in the parameter
µ and equal to
1
2∆a + 〈∇ logψµ,∇〉
for µ ∈ −C. The result holds by analytic extension.
6.7.3 Entrance point at ’−∞’
Now it is quite easy to give a proof of theorems 6.1.3 and 6.1.6.
Proof of theorems 6.1.3 and 6.1.6. Take in theorem 6.7.5 x0 = ζ − 2Mρ∨ and as in corol-
lary 6.6.2 take M →∞, giving:
Cµ(ζ − 2Mρ∨) P−→ id
The Markov process Xx0t = hw
(
Cµ(x0)Bθt (W (µ))
)
will converge in probability to the
highest weight process Λt = hw
(
Bθt (W (µ))
)
. The filtering equation in theorem 6.7.5
degenerates to the relation in theorem 6.1.6.
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It also shows the Markov property in theorem 6.1.3, leaving only the fixed time
marginal to prove. This fixed time marginal is the correct way of defining the entrance
law. As we will see, it is a simple matter of diagonalizing the infinitesimal generator thanks
to the Whittaker-Plancherel transform (theorem 5.4.7). Let g(t, .) be the density at time
t > 0 of the process Xx0t . It is obtained by solving the forward Kolmogorov equation ( or
Fokker-Planck equation): {
∂g
∂t = L∗g
g(0, .) = δx0
where L∗ is the dual of L. Setting g(t, x) = h(t, x)ψµ(x)e−t
〈µ,µ〉
2 , h solves:{
∂h
∂t = Hh
h(0, .) = ψµ(x0)−1δx0
where H is the quantum Toda Hamiltonian. It is diagonalized by the the Whittaker-
Plancherel transform. Indeed, since Hψiν = −12〈ν, ν〉ψiν , the function:
hˆ(t, ν) :=
∫
a
h(t, x)ψiν(x)dx
solves the simple PDE:  ∂hˆ∂t (t, ν) = −
〈ν,ν〉
2 hˆ(t, ν)
hˆ(0, ν) = ψiν(x0)ψµ(x0)
Hence:
g(t, x) = ψµ(x)e−
t〈µ,µ〉
2
∫
a
h˜(0, ν)e−
t〈ν,ν〉
2 ψ−iν(x)s(ν)dν
Again, we use corollary 6.6.2 to finish the proof. It gives us as M →∞:
h˜(0, ν) = E
(
e〈iν−µ,Cµ(x0)〉
)
→ 1
6.7.4 Intertwining property at the torus level
The geometric Duistermaat-Heckman measure intertwines Brownian motion and the quan-
tum Toda Hamiltonian. Formally, introduce the Markov kernel Kˆµ : C (a)→ C(a) defined
by:
∀ϕ ∈ C(a), Kˆµ(ϕ)(λ) := E (ϕ ◦ γ (Cµ(λ)))
= 1
ψµ(λ)
∫
a
e〈µ,γ(x)〉f(y)DHλ(dy)
The following diagram is commutative.
a a
a a
exp
(
t
(
1
2∆a + 〈µ,∇a〉
))
Kˆµ Kˆµ
Qt
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This can be easily checked by applying the earlier intertwining:
Kµ ◦ etDµ = Qt ◦ Kµ
to functions depending on the weight only.

Chapter 7
Degenerations
As we have seen, there is a natural q-deformation of the geometric Littelmann path model
that is given by rescaling paths and corresponding actions. We will interpret this defor-
mation as a change of semi-fields and describe the deformed structures. The q → 0 limit
makes sense, and is exactly the free version of the continuous Littelmann model given in
[BBO2]. A cutting procedure is needed in order to “prune” such a free Kashiwara crys-
tal, and obtain a polytope. While Berenstein and Kazhdan have used the superpotential
function fB ([BK00, BK04]) to encode this cutting procedure, there is not a clear reason
why it should be that way. In our point of view, the superpotential fB appeared naturally
in the canonical measure on geometric crystals.
While describing deformations, we will see that the q-deformations of theorem 6.1.3
uses the operator qTw0q−1 q→0−→ Pw0 . This recovers the crystalline generalisation of Pitman’s
theorem proved in [BBO] where Pw0W is Brownian motion conditionned to never leave
the Weyl chamber. In the An type, this is a realization of Dyson’s Brownian motion which
gives a connection to Random Matrix theory.
Also, in this crystallization procedure, the canonical measure degenerates to the uni-
form measure on a polytope, which is nothing but the string polytope in the appropriate
coordinates. This recovers previous results.
7.1 Deformations
7.1.1 Semifields and Maslov quantification
This subsection mainly follows the presentation of Itenberg in [Iten]. A semifield (S,⊕,)
is defined as the next best thing to a field, as we weaken the assumption of invertibility
for the law ⊕.
Definition 7.1.1. A semifield is an algebraic structure (S,⊕,) such that:
• (S,⊕) is a commutative semigroup.
• (S,) is a commutative group with neutral element e.
• Distributivity of  over ⊕:
∀a, b, c ∈ S, (a⊕ b) c = (a c)⊕ (b c)
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The universal semifield we have been working with so far is (R>0,+, .). On this
semi-field, the natural counterpart of rational functions with n indeterminates is the
set of rational and substraction free expressions R>0 (x1, . . . , xn). Plainly, elements in
R>0 (x1, . . . , xn) are rational functions with indeterminates (x1, . . . , xn), real positive co-
efficients and using only operations +, × and /. For example f(x1, x2) = x
3
1+x32
x1+x2 =
x21 − x1x2 + x22 ∈ R>0(x1, x2). It is easy to check that if endowed with the same op-
erations, rational subtraction free expressions also form a semi-field.
Another classical example is the tropical semifield (R,min,+) as one easily checks
that + is distributive over min. Its importance in representation theory is related to
Kashiwara’s crystal basis, as changes of coordinates are rational functions on S0. The
study of algebraic curves on this field has given rise to tropical geometry, now a field of its
own, where max usually replaces min. The name ’tropical’ was coined by French computer
scientists to honor their colleague Imre Simon for his work on the max-plus algebra. It
has no intrinsic meaning aside from refering to the weather in Brazil.
In fact, we will see later that this semifield can be viewed like the zero temperature
limit of family of semifields Sq. This suggests the name of “crystallized” semifield, that fits
better in name to the crystal basis. However, it is too late to reverse the trend, already
solidly established.
Tropicalization (or crystallization) is a procedure that takes as input objects on the
semi-field (R>0,+, .) and gives objects on (R>0,min,+). As such, if f ∈ R>0(x1, . . . , xn), a
substraction free rational function, one obtains [f ]trop a function in the variables (x1, . . . , xn)
applying the morphism of semi-fields [ ]trop. If a and b are elements in R>0(x1, . . . , xn)
then:
[ ]trop : (R>0,+, .) −→ (R,min,+)
a+ b 7→ min([ a ]trop, [ b ]trop)
a.b 7→ [ a ]trop + [ b ]trop
a/b 7→ [ a ]trop − [ b ]trop
a ∈ R>0 7→ 0
A less algebraic definition could be used, using a limit that always exists:
Proposition 7.1.2. For f a rational and substraction free expression in k variables, we
have for all (x1, . . . , xk) ∈ Rk and q > 0:
−q log f
(
e
−x1
q , . . . , e
−xk
q
)
= [f ]trop (x1, . . . , xk) +O(q) (7.1)
where O(q) is a quantity such that O(q)q is bounded as q → 0, uniformly in the variables
(x1, . . . , xk).
Proof. Let us prove the statement by induction on the size of the expression f , meaning
the number of operations it uses (addition, multiplication and division). For the base case,
notice that if f is a monomial or a constant, then the statement is trivially true.
Now, for the inductive step, if f is a product or ratio of two rational substraction free
expressions, for which the statement is true, the statement carries on using the properties
of the logarithm. If f is a sum whose terms satisfies the induction hypothesis:
f = f1 + f2
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Then for x = (x1, . . . , xk) ∈ Rk:
− q log f
(
e
−x1
q , . . . , e
−xk
q
)
=− q log
(
f1
(
e
−x1
q , . . . , e
−xk
q
)
+ f2
(
e
−xk
q , . . . , e
−xk
q
))
=− q log
(
eO(1)−q
−1[f1]trop(x) + eO(1)−q−1[f2]trop(x)
)
= min ([f1]trop(x), [f2]trop(x)) +O(q)
− q log
(
1 + exp
(
O(1)− q−1|[f1]trop − [f2]trop|(x)
))
=[f ]trop(x) +O(q)
Such a limit suggests a continuous deformation from (R>0,+, .) to (R,min,+) called
the Maslov quantification of real numbers. Define the continuous family of semifields
(Sq = R,⊕q,q) for q ≥ 0 with:
a⊕q b = −q log
(
e
−a
q + e−
b
q
)
aq b = a+ b
At the limit, when q goes to zero, we recover the previous example (R,min,+). All the
semifields (Sq)q>0 are isomorphic to (R>0,+, .) except for q = 0. The isomorphism of
semifields that transports structure is ψq = −q log : (R>0,+, .)→ (Sq = R,⊕q,q)
As such, ψq,q′ = ψq′ ◦ ψ−1q : (Sq = R,⊕q,q) →
(
Sq′ = R,⊕q′ ,q′
)
is a rescaling when
identifying both semifields to R: ψq,q′ (x) = q
′
q x
Notation 7.1.3. A tilde will refer to quantified variables when there is the possibility of
confusing them with variables in R>0. In c = e−
c˜
q , c is seen as a variable in the usual
semi-field R>0 while c˜ is in Sq.
7.1.2 A remark on integrals of semifield valued functions
Let f : [0, T ]→ Sq be a (smooth) function with values in the semifield Sq. For readability
purposes, the subscript q will be dropped when designating operations on Sq. The monoid
of integers in Sq is the monoid generated by the neutral element 0. It is in fact given by
all numbers nq =
⊕n
i=1 0 = −q log (n). As such, Riemann sums in Sq take the form:
(1 nq)
n⊕
i=1
f(ti)
=− q log
(
1
n
n∑
i=1
e
− f(ti)
q
)
−→
n→+∞− q log
(∫ T
0
e
− f
q
)
Therefore, the natural candidate for integrals on the semifield Sq are exponential func-
tionals and the q = 0 limit gives inf0≤s≤T f(s) using the Laplace method.
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We will define a q-Littelmann model using exponential integrals over paths. It can be
formulated in such a way that no minus sign appears. In the formalism of semi-fields, all
actions become in fact rational, in the sense of the semi-field Sq. Exponential integrals
are simply semifield integrals that degenerate to infimums.
7.1.3 Deformed Lusztig and Kashiwara varieties
Following the same idea as [BFZ96] section (2.2), one can define the Lusztig and Kashiwara
varieties Uw0>0 and C
w0
>0 by their parametrizations, by identifying m-tuples that give the
same element. Since changes of parametrization x−1i′ ◦ xi are rational and substraction
free, one can view them as rational for the semi-field Sq and define:
Definition 7.1.4 ( Lusztig and Kashiwara varieties on Sq ).
Uw0>0(Sq) :=
{
(ti)i∈R(w0) ∈
(
Smq
)R(w0) |∀i, i′ ∈ R(w0), x−1i′ ◦ xi(ti) = ti′}
Cw0>0(Sq) :=
{
(ci)i∈R(w0) ∈
(
Smq
)R(w0) |∀i, i′ ∈ R(w0), x−1−i′ ◦ x−i(ci) = ci′}
The q → 0 limit gives the tropicalized version of the changes of parametrization.
As such, by theorem 5.2 [BZ01], the Lusztig variety Uw0>0(S0) really encodes the Lusztig
parametrization of the G∨ canonical basis; while the tropical Kashiwara variety encodes
the string parametrization.
7.1.4 Deformed structure of Littelmann crystals
We have seen that q-Littelmann models for different q are equivalent, provided that we
properly rescale the reals in the actions, and values taken by εα and ϕα. In fact, the
set of real numbers had to be considered as the semifield Sq, and this rescaling becomes
natural as we also have to change the structure semifield. Now we are ready to list the
q-deformation of our previous results.
In order to distinguish between structures at q = 1 and for q, let L =
(
γ, (εα, ϕα, e.α)α∈∆
)
the path crystal structure for q = 1 and Lq =
(
γ′,
(
ε
′
α, ϕ
′
α, e
′.
α
)
α∈∆
)
for generic q. We will
use the subscript q in 〈pi〉q to indicate the crystal generated by pi using the q-deformed
structure.
Generated crystal: Let 〈pi〉q be the q-Littelmann crystal generated by pi. After trans-
porting the structure to q = 1 by rescaling, we have to consider the geometric crystal
generated by q−1pi. In the end, in term of the geometric structure (q=1), we have:
〈pi〉q = q〈pi
q
〉
Highest weight: The natural invariant under crystal action, which plays the role of
highest weight, is then
T qw0 := qTw0q−1
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It is natural because varying q interpolates between different path models, and gives for
each q the highest weight path. And it gives the rescaling considered in [BBO] and [BBO2]
in order to recover the Pitman operator:
Pw0 = lim
q→0 qTw0q
−1
Analogously, we have:
∀w ∈W, T qw := qTwq−1 q→0−→ Pw
Parametrizations: Fix i ∈ R(w0).
Transporting the semi-field structure from R>0 to Sq and using the results from subsection
4.4.2, we define the q-deformed string parameter of a path as the m-tuple in (Sq)m given
by the map :
%q,Ki : C0 ([0, T ], a) −→ (Sq)m
pi 7→ (c1, . . . , cm)
For pi ∈ C0 ([0, T ], a), the m-tuple c = (c1, . . . , cm) = %q,Ki (pi) is defined recursively as:
∀1 ≤ k ≤ m, ck = q log
∫ T
0
exp
(
−q−1αik
(
T qsi1 ...sik−1pi
))
Clearly, as q → 0, one recovers the definition of string parameters in the classical Littel-
mann path model (see [BBO2]):
∀1 ≤ k ≤ m, q log
∫ T
0
exp
(
−q−1αik
(
T qsi1 ...sik−1pi
))
→ − inf
0≤t≤T
αik
(
Psi1 ...sik−1 (pi)
)
Finally, thanks to diagram 4.2 and the morphism of semi-fields ψq = −q log we have:
∀pi ∈ C0 ([0, T ], a) , %q,Ki (pi) = ψq ◦ x−1−i ◦ %K
(
BT (q−1pi)
)
(7.2)
where we applied the semi-field morphism ψq = −q log on Rm>0 point-wise.
Similarly, q-deformed Lusztig parameters are constructed. Indeed, all elements of 〈pi〉q
can be projected on the lowest path η = qe−∞α q−1pi and every single path can be recovered
via:
pi = qTgq−1η
where
• g = xi1
(
e
− t1
q
)
. . . xim
(
e
− t1
q
)
∈ Uw0>0
• ηj = qe−∞si1 ...sij ·
pi
q = qe−∞αij ·
ηj−1
q
• tj = q log
∫ T
0 exp
(
−q−1αik
(
qe−∞si1 ...sik−1 q
−1pi
))
We are aiming at understanding the law %q,Ki (pi) when pi is taken as a Brownian motion.
This is the natural q-deformation of the previously studied canonical measure, viewed in
Kashiwara coordinates.
192 Chapter 7. Degenerations
7.1.5 Brownian scaling and consequences
In order to obtain the announced deformation of our probabilistic results, the tool we will
use is simply Brownian scaling property. For W a Brownian motion in a, µ ∈ a and c > 0,
it is the equality in law between processes:
W
(µ)
t ; t ≥ 0 L= cW (cµ)t/c2 ; t ≥ 0 (7.3)
Let us first examine the effect of scaling on the flow B.(.):
Lemma 7.1.5 (Effect of accelerating a path X on B. (X)). Given a continuous path X
in a:
Bt
(
X./c2
)
= c−2ρ∨Bt/c2 (X) c2ρ
∨
Proof. Using the change of variable uj = tj/c2, we have:
Bt
(
X .
c2
)
=
∑
k≥0
∑
i1,...,ik
∫
t≥tk≥···≥t1≥0
e
−αi1 (Xt1/c2 )···−αik (Xtk/c2 )fi1 . . . fikdt1 . . . dtk
 eX tc2
=
∑
k≥0
∑
i1,...,ik
∫
t
c2≥tk≥···≥t1≥0
e−αi1 (Xu1 )···−αik (Xuk )fi1 . . . fikdu1 . . . dukc
2k
 eX tc2
=
∑
k≥0
∑
i1,...,ik
∫
t
c2≥uk≥···≥u1≥0
e−αi1 (Xu1 )···−αik (Xuk )c−2ρ
∨
fi1 . . . fikc
2ρ∨du1 . . . duk
 eX tc2
=c−2ρ∨B t
c2
(X) c2ρ∨
Hence:
Lemma 7.1.6.
Bt
(
q−1W (µ)
)
; t ≥ 0 L= q−2ρ∨Bt/q2
(
W (qµ)
)
q2ρ
∨ ; t ≥ 0
Proof. Use the scaling equation (7.3) with c = q and lemma 7.1.5.
Therefore, we can give a deformation of theorems 6.1.3 and 6.1.6. Define the rescaled
highest weight process as:
∀t > 0,Λqt := q hw
(
Bθt (q−1W (µ))
)
= q(θ − w0θ) + T qw0(W (µ))t
The properly rescaled Whittaker function on a is, with m = `(w0):
∀λ ∈ a, ψq,µ(λ) = qmψqµ
(
λ− 4q log(q)ρ∨
q
)
Using theorem 5.4.1, it is immediate that when µ ∈ C, ψq,µ solves the eigenfunction
equation:
1
2∆ψq,µ −
∑
α∈∆
1
2〈α, α〉q
2e−q
−1α(.)ψq,µ =
〈µ, µ〉
2 ψq,µ (7.4)
with ψq,µ(x)e−〈µ,x〉 being bounded and having growth condition:
lim
x→∞,x∈C
ψq,µ(x)e−〈µ,x〉 = qmb(qµ)
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Theorem 7.1.7 (Markov property for rescaled highest weight). The process Λq is a dif-
fusion with infinitesimal generator
ψ−1q,µ
1
2∆−
∑
α∈∆
1
2〈α, α〉q
2e−q
−1α(x) − 〈µ, µ〉2
ψq,µ = 12∆ +∇ log (ψq,µ) · ∇
Proof. Thanks to lemma 7.1.6 and properties 4.1.13:
Λqt ; t ≥ 0 L= 4q log(q)ρ∨ + q hw
(
Bθt/q2
(
W (qµ)
))
; t ≥ 0
The result is a consequence of theorem 6.1.3 and the following general fact applied to the
highest weight process. Consider an Euclidian space V and a ∈ V . If (Xt; t ≥ 0) is a
diffusion on V with generator L then (qXt/q2 + a; t ≥ 0) is a diffusion with generator G.
For a smooth function f : V → R, we have G(f) : x 7→ q−2L (f(q.+ a)) (x−aq ). Here, one
needs to take V = a, X is the highest weight process and a = 4q log(q)ρ∨.
The deformation of theorem 6.1.6 is:
Theorem 7.1.8 (Rescaled canonical measure).
∀t > 0,
(
Bθt
(
q−1W (µ)
)
|Λqt = λ
) L= q−2ρ∨Cqµ (λ− 4q log(q)ρ∨
q
)
q2ρ
∨
Proof. Using lemma 7.1.6, we have for fixed t > 0:(
Bθt
(
q−1W (µ)
)
|Λqt = λ
)
L=
(
q−2ρ
∨
Bθt/q2
(
W (qµ)
)
q2ρ
∨ |hw
(
q−2ρ
∨
Bθt/q2
(
W (qµ)
)
q2ρ
∨) = q−1λ)
=
(
q−2ρ
∨
Bθt/q2
(
W (qµ)
)
q2ρ
∨ |hw
(
Bθt/q2
(
W (qµ)
))
= q−1λ− 4 log qρ∨
)
Combining this with theorem 6.1.6 yields the result.
7.1.6 Explicit computation in string coordinates
We are now able to give an integral formula for the law of q-deformed string parameters
extracted from a finite Brownian path. We present it in a form that allows to compute
the q → 0 limit. It uses the map ηw0,e defined as:
∀v ∈ B ∩ Uw¯0U, ηw0,e (v) = [
(
w¯0v
T
)−1
]+
Recall that ηw0,e restricts to a bijection from Cw0>0 to U
w0
>0 (theorem 4.1.9).
Proposition 7.1.9. Let i ∈ R(w0) and t > 0. Consider in a a Brownian motion with
drift µ up to time t,
(
W
(µ)
u ; 0 ≤ u ≤ t
)
. Then for any ϕ : Rm → R bounded measurable
function:
E
(
ϕ
(
%q,Ki
(
W (µ)u ; 0 ≤ u ≤ t
))
| T qw0W
(µ)
t = λ
)
= 1
ψq,µ (λ+ q(w0θ − θ))
∫
Rm
dcϕ(c) exp
(
〈µ, λ−
m∑
k=1
ckα
∨
ik
〉 − fK,iB,q,λ(c)
)
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where dc is the Lebesgue measure on Rm and the deformed superpotential in string coor-
dinates is given by:
fK,iB,q,λ(c) :=
∑
α∈∆
2q2
〈α, α〉χα ◦ η
w0,e ◦ x−i
(
e−q
−1c1 , . . . , e−q
−1cm
)
(7.5)
+
m∑
j=1
2q2
〈αij , αij 〉
exp
−λ−
(
cj +
∑m
k=j+1 ckαij (α∨ik)
)
q
 (7.6)
Proof. Using equation (7.2), while writing f = ϕ ◦ ψq ◦ x−1−i ◦ %K :
E
(
ϕ
(
%q,Ki
(
W (µ)u ; 0 ≤ u ≤ t
))
| T qw0W
(µ)
t = λ
)
=E
(
f
(
Bt(W (µ))
)
| T qw0W
(µ)
t = λ
)
As a consequence of theorem 7.1.8 and then the integral formula from equation (5.10), we
have:
E
(
ϕ
(
%q,Ki
(
W (µ)u ; 0 ≤ u ≤ t
))
| T qw0W
(µ)
t = λ
)
=E
(
f
(
eθρ−2ρ
∨
Cqµ(
λ− 4q log qρ∨ + q(θ − w0θ)
q
)ρ2ρ∨e−θ
))
= q
m
ψq,µ (λ+ q(θ − w0θ))
∫
B
(
λ−4q log qρ∨+q(θ−w0θ)
q
) f(eθρ−2ρ∨xρ2ρ∨e−θ)e〈qµ,γ(x)−fB(x)ω(dx)
Making the change of variable y = eθρ−2ρ∨xρ2ρ∨e−θ, which maps B
(
λ−4q log qρ∨+q(θ−w0θ)
q
)
to B
(
λ
q
)
:
E
(
ϕ
(
%q,Ki
(
W (µ)u ; 0 ≤ u ≤ t
))
| T qw0W
(µ)
t = λ
)
= q
m
ψq,µ (λ+ q(θ − w0θ))
∫
B(q−1λ)
f(y)e〈qµ,γ(y)−fB(e−θρ2ρ
∨
yρ−2ρ
∨
eθ)ω(dy)
And for:
c = ψq ◦ x−1−i ◦ %K(y)
or equivalently
y = bKq−1λ ◦ x−i
(
e
− c1
q , . . . , e
− cm
q
)
We explicit the previous integral in terms of the variable c. Theorem 5.1.4 leads to:
ω(dy) = qm
m∏
k=1
dck = qmdc (7.7)
Theorem 4.1.20 gives:
γ(y) = 1
q
(
λ−
m∑
k=1
ckα
∨
ik
)
(7.8)
And as we will see:
fB(e−θρ2ρ
∨
yρ−2ρ
∨
eθ) = fK,iB,q,λ(c) (7.9)
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Putting together equations (7.7), (7.8) and (7.9) yields the result. Now, we only need
to prove the last equation. Recall that, by writing v = x−i
(
e
− c1
q , . . . , e
− cm
q
)
∈ Cw0>0 and
using proposition 4.1.16:
y =bKq−1λ ◦ x−i
(
e
− c1
q , . . . , e
− cm
q
)
=bKq−1λ(v)
=ηw0,e (v) w¯0vT [vT ]−10 eq
−1λ
Therefore:
fB(e−θρ2ρ
∨
yρ−2ρ
∨
eθ)
=fB(e−θρ2ρ
∨
ηw0,e (v) w¯0vT [vT ]−10 eq
−1λρ−2ρ
∨
eθ)
=χ
(
e−θρ2ρ
∨
ηw0,e (v) ρ−2ρ∨eθ
)
+ χ
(
e−θρ2ρ
∨
e−q
−1λvT [vT ]−10 eq
−1λρ−2ρ
∨
eθ
)
=
∑
α∈∆
2q2
〈α, α〉χα ◦ η
w0,e(v) +
m∑
j=1
2q2
〈αij , αij 〉
exp
−λ−
(
cj +
∑m
k=j+1 ckαij (α∨ik)
)
q

7.2 Crystallization
As the following proposition indicates, the superpotential degenerates to an indicator
function of a polytope. It is the string polytope for the Langlands dual G∨, thereby
recovering where the string parameters sit for the usual highest weight Kashiwara crystals
B(λ).
Proposition 7.2.1. For every i ∈ R(w0), there is a cone C∨i such that:
∀c ∈ R, lim
q→0 e
−fK,i
B,q,λ
(c) = 1{c∈C∨i }1
{
cj≤λ−
∑m
k=j+1 ckαij (α
∨
ik
)
}
It is the string cone for the group G∨ and it is given for any choice of i′ ∈ R(w0) by:
C∨i =
{
c ∈ Rm | [x−1i′ ◦ ηw0,e ◦ x−i]trop(c) ∈ Rm+
}
Notice the appearance of exactly the same cutting condition of the string cone C∨i as
the condition given in [Litt] page 5, giving the string polytope associated to the highest
weight λ.
Proof. Looking at proposition 7.1.9, the deformed superpotential e−f
K,i
B,q,λ
(c) is the product
of two terms. Each one of them leads to an indicator function. The easier one to deal
with is:
exp
− m∑
j=1
2q2
〈αij , αij 〉
exp
−λ−
(
cj +
∑m
k=j+1 ckαij (α∨ik)
)
q

q→0→ 1{
cj≤λ−
∑m
k=j+1 ckαij (α
∨
ik
)
}
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For the other term:
exp
− m∑
α∈∆
2q2
〈α, α〉χα ◦ η
w0,e ◦ x−i
(
e−q
−1c1 , . . . , e−q
−1cm
)
Start by choosing a reduced word i′ ∈ R(w0), independently of i ∈ R(w0). This choice
will not play any role. Let f be the rational substraction free function given by (theorem
4.1.10):
f = x−1i′ ◦ ηw0,e ◦ x−i : Rm>0 → Rm>0
Component-wise, we write f = (f1, . . . , fm). Then, after organizing that term and using
the analytic tropicalization procedure given in proposition (7.1.2):
exp
− m∑
α∈∆
2q2
〈α, α〉χα ◦ η
w0,e ◦ x−i
(
e−q
−1c1 , . . . , e−q
−1cm
)
= exp
− m∑
j=1
2q2
〈αi′j , αi′j 〉
fj
(
e−q
−1c1 , . . . , e−q
−1cm
)
= exp
− m∑
j=1
2q2
〈αi′j , αi′j 〉
exp
−−q log fj
(
e−q−1c1 , . . . , e−q−1cm
)
q

= exp
− m∑
j=1
2q2
〈αi′j , αi′j 〉
exp
(
− [fj ]trop(c) +O(q)
q
)
q→0→ 1{c∈Rm | ∀1≤j≤m,[fj ]trop(c)≥0}
Finally:
{c ∈ Rm | ∀1 ≤ j ≤ m, fj(c) ≥ 0} =
{
c ∈ Rm | [x−1i′ ◦ ηw0,e ◦ x−i]trop(c) ∈ Rm+
}
is the set of i-string parameters that are mapped to non-negative i′-Lusztig parameters.
It has to be exactly the string cone C∨i thanks to theorem 4.1.10. Clearly, changing i′
tantamounts to changing charts for the Lusztig parameters, and these charts are bijections
of the positive orthant Rm+ .
As a consequence, the geometric Duistermaat-Heckman measure degenerates to the
classical one, and its Laplace transform degenerates to the ’asymptotic’ Schur functions
(see [BBO2] theorem 5.5):
∀(λ, µ) ∈ a2, hµ(λ) :=
∑
w∈W (−1)`(w)e〈µ,wλ〉∏
β∈Φ+〈β∨, µ〉
Proposition 7.2.2. For λ ∈ a:
lim
q→0ψq,µ (λ) = hµ(λ)
where:
hµ (λ) =
∫
C∨i
dcϕ(c) exp
(
〈µ, λ−
m∑
k=1
ckα
∨
ik
〉
)
1{
cj≤λ−
∑m
k=j+1 ckαij (α
∨
ik
)
}
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Moreover, for µ ∈ C, hµ is a harmonic function on C the Weyl chamber with Dirichlet
boundary conditions and growth condition:
lim
λ→∞,λ∈C
hµ(λ)e−〈µ,λ〉 =
1∏
β∈Φ+〈β∨, µ〉
Proof. The function ψq,µ (λ) plays the role of normalization constant in proposition 7.1.9,
hence:
ψq,µ (λ) =
∫
Rm
dcϕ(c) exp
(
〈µ, λ− q(w0θ − θ)−
m∑
k=1
ckα
∨
ik
〉 − fK,iB,q,λ−q(w0θ−θ)(c)
)
The previous proposition yields the convergence of ψq,µ to hµ.
Now consider µ ∈ C. In order to see it is a harmonic function on the Weyl chamber with
Dirichlet boundary conditions, one can look at equation (7.4) and notice that the potential
goes to zero inside the Weyl chamber and +∞ outside.
For the growth condition, since ψq,µ(λ)e−〈µ,λ〉 is monotonically increasing for any sequence
λn ∈ C, λn →∞ along a ray, the convergence to qmb(qµ) is uniform in q by Dini’s theorem.
Therefore, we can obtain the limiting behaviour of hµ(λ)e−〈µ,λ〉 by inspecting:
lim
q→0 q
mb(qµ) = lim
q→0
∏
β∈Φ+
qΓ(q〈β∨, µ〉)
Recalling that for all z > 0, limq→0 qΓ(qz) = 1z finishes the proof.
Also, now we can recover the following results, already known to [BBO] and [BBO2],
as degenerations of theorems 7.1.7 and 7.1.8.
Theorem 7.2.3. For W (µ) a Brownian motion in a with drift µ, Pw0(W (µ)) is Brow-
nian motion conditioned to stay in the Weyl chamber by a Doob transform. It has the
infinitesimal generator:
1
2∆ + 〈log∇hµ,∇〉
And for every ϕ bounded measurable function on Rm and t > 0:
E
(
ϕ
(
%q=0,Ki
(
W (µ)u ; 0 ≤ u ≤ t
))
| Pw0(W (µ))t = λ
)
(7.10)
= 1
hµ (λ)
∫
C∨i
dcϕ(c) exp
(
〈µ, λ−
m∑
k=1
ckα
∨
ik
〉
)
1{cj≤λ−
∑m
k=j+1 ckαij (α
∨
ik
)} (7.11)
Proof. Immediate.

Appendix A
Reminder of geometric crystal’s
parametrizations
x ∈ B(λ)
z ∈ Uw0>0 v ∈ Cw0>0 u ∈ Uw0>0
%L
%K
%T
bLλ
bKλ
bTλ
ηe,w0
ηw0,e
Figure A.1: Reminder: Charts for the highest weight geometric crystal B(λ)
Uw0>0 (R>0)
m 〈pi〉 (R>0)m Cw0>0
B(λ)
%Ki x−i%
L
ixi
p p−1
bLλ
%L
bKλ
%K
Figure A.2: Reminder: Parametrizations for a connected crystal 〈pi〉, with pi ∈ C0([0, T ], a)
and λ = Tw0pi(T )

Appendix B
Kostant’s Whittaker model
For further details, we refer to the first section in [SEV00] as it gives a very good summary
of Kostant’s work on the Whittaker model and Whittaker modules. Here, we will mainly
be interested in the image of the Casimir operator in the Whittaker model, seen as a right
invariant differential operator on the lower Borel subgroup B.
Center:
Z(g) := {x ∈ U(g)|∀y ∈ U(g)[x, y] = 0}
The center Z(g) forms a commutative algebra. It is at the heart of both classical and
quantum integrable systems.
In Hamiltonian mechanics the Lie bracket is interpreted as a Poisson bracket and the
center is an algebra of Poisson commuting functions. These functions are the observables
that are integrals of motion. They are called the invariants. In quantum mechanics, the
story is a bit different. Observables are differential operators acting on a Hilbert space
of wave functions. Commuting observables give simultaniously measurable observables,
which is a very desired property. The center, again called the set of invariants, is a com-
mutative algebra of differential operators, and the Lie bracket is simply the commutator
[A,B] = AB−BA. Having this in mind, it will be no surprise that an integrable quantum
system will arise in our work.
The integrability property means that we have a maximal number of independent
invariants. Chevalley’s theorem tells us that the maximal number of independent central
elements is n, the rank of Lie algebra.
Theorem B.0.4 (Chevalley). Z(g) is a polynomial algebra with n independent generators
I1, I2, . . . , In. Z(g) = C[I1, I2, . . . , In]
Casimir element: The only element of order 2 in the center is the Casimir element C.
If (X1, . . . , Xn) is an orthonormal basis of h with respect to the Killing form, then:
C := 12
∑n
i=1X
2
i + 12
∑
β∈Φ+ (fβeβ + eβfβ)
= 12
∑n
i=1X
2
i +
∑
β∈Φ+ fβeβ + ρ∨
(B.1)
The second expression uses the Weyl co-vector ρ∨, which is the vector in a such that
α (ρ∨) = 1. ρ∨ is also the half sum of all positive coroots. In a way, C is the simplest
and most important element. In representation theory, it is used in order to prove the
reducibility of certain classes of representations. In analysis, because it is of order 2, it
can be considered as a heat kernel, when elliptic.
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Reduction to U(b): Let χ : U −→ C be the standard (additive) character on the
unipotent elements in U :
∀α ∈ ∆, χ
(
eteα
)
= t
Define the space of functions:
C∞χ (G) :=
{
f ∈ C∞ (G) | ∀u ∈ U, f(gu) = f(g)eχ(u)
}
Because the subset BB+, the cell where a Gauss decomposition holds, is dense in G, any
function in C∞χ is entirely determined by its restriction to the lower Borel subgroup B.
Moreover, differential operators in U (g) are reduced to elements of U (b) when acting on
such functions. By simple differentiation and restriction to C∞(B), C reduces to:
Cχ =
n∑
i=1
X2i +
∑
α∈∆
fα + ρ∨ (B.2)
Whittaker model W (b): The algebraic construction by Kostant tantamounts to re-
ducing central elements to elements in U(b). We reproduce the presentation of [SEV00]
keeping the same notations. χ extends to the U(n+) and gives a direct sum:
U(n+) = C1⊕ kerχ
Since U(g) = U(b)⊗ U(n+) because of the PBW basis theorem, we have:
U(g) = U(b)⊕ Iχ
where Iχ = U(g) kerχ is the left ideal generated by kerχ. Now let ρχ define the canonical
projection:
ρχ : U(g) −→ U(b)
It defines the Whittaker model for the center thanks to:
Theorem B.0.5 (Kostant, [Ko78], theorem 2.4.2). Let W (b) = ρχ (Z(g)). The map:
ρχ : U(g) −→W (b)
is an isomorphism.
One can easily compute the image of the Casimir element Cχ = ρχ (C): if β is a simple
root, eα acts like 1 after reduction while if β ∈ Φ+
∆ acts like 0. From the second line in (B.1), we recover the same operator as in (B.2).
Cχ is then interpreted as an operator on the solvable group B = NA. The Laplacian
1
2
∑n
i=1X
2
i is the infinitesimal generator of Brownian motion on a ≈ Rn. Hence, Cχ as
a whole is the infinitesimal generator of a Markov process driven by a simple Euclidian
Brownian motion on a.
Since, morally speaking, the Wiener measure charges all paths, we will need to study
invariant ordinary differential equations driven by a deterministic path, giving us tools for
a path-wise approach. This is another way of looking at the study of the flow (Bt(.), t ≥ 0)
defined by equation 4.5.
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Quantum Toda Hamiltonian: A further reduction to a space of χ−χ-binvariant func-
tions:
C∞χ (G) :=
{
f ∈ C∞ (G) | ∀u ∈ U, n ∈ n, f(ngu) = e−χ−(n)f(g)eχ(u)
}
Since a function in C∞χ (G) is entirely determined by its values on A = exp(a), it can be
viewed as a function on a. This gives a Schödinger operator on a ≈ Rn known as the
quantum Toda Hamiltonian:
H = 12∆ + ρ
∨ −
∑
α
e−α(x) (B.3)

Appendix C
Enumeration of positive roots
There is a very simple yet very useful identity that can be found in the book by Kumar
(corollary 1.3.22 [Kum02]). We will use it several times.
Lemma C.0.6. For λ ∈ a and w = si1 . . . sil a reduced expression for the Weyl group
element w of length l, we have:
λ− wλ =
l∑
k=1
αik(λ)β∨k (C.1)
λ− w−1λ =
l∑
k=1
βk(λ)α∨ik (C.2)
Proof.
λ− wλ =
l∑
k=1
si1 . . . sik−1λ− si1 . . . sikλ
=
l∑
k=1
si1 . . . sik−1 (λ− sikλ)
=
l∑
k=1
si1 . . . sik−1
(
αik(λ)α∨ik
)
=
l∑
k=1
αik(λ)β∨k
λ− w−1λ =
l∑
k=1
sik−1 . . . si1λ− sik . . . si1λ
=
l∑
k=1
(id− sik)
(
sik−1 . . . si1λ
)
=
l∑
k=1
αik
(
sik−1 . . . si1λ
)
α∨ik
=
l∑
k=1
βk(λ)α∨ik
206 Appendix C. Enumeration of positive roots
Table C.1: Positive roots enumerations for type A2
α1 =
 1−1
0
 , α2 =
 01
−1

121 212
β1 α1 α2
β2 α1 + α2 α1 + α2
β3 α2 α1
Table C.2: Positive roots enumerations for type B2
α1 =
(
1
−1
)
, α2 =
(
0
1
) 1212 2121β1 α1 α2
β2 α1 + α2 α1 + 2α2
β3 α1 + 2α2 α1 + α2
β4 α2 α1
One can check on tables C.1, C.2, C.3, C.4, and C.5 the previous facts.
Table C.3: Positive roots enumerations for type C2
α1 =
(
1
−1
)
, α2 =
(
0
2
) 1212 2121β1 α1 α2
β2 2α1 + α2 α1 + α2
β3 α1 + α2 2α1 + α2
β4 α2 α1
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Table C.4: Positive roots enumerations for type G2
α1 =
 01
−1
 , α2 =
 1−2
1
 ,
121212 212121
β1 α1 α2
β2 3α1 + α2 α1 + α2
β3 2α1 + α2 3α1 + 2α2
β4 3α1 + 2α2 2α1 + α2
β5 α1 + α2 3α1 + α2
β6 α2 α1
Table C.5: Some positive roots enumerations for type A3
α1 =

1
−1
0
0
 , α2 =

0
1
−1
0
 , α3 =

0
0
1
−1

123121 121321
β1 α1 α1
β2 α1 + α2 α1 + α2
β3 α1 + α2 + α3 α2
β4 α2 α1 + α2 + α3
β5 α2 + α3 α2 + α3
β6 α3 α3
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