This is the first of series of talks presented by authors at a permanent Rutgers workshop on noncommutative algebra and geometry. We study here quadratic and quadratic-linear algebras defined by factorizations of noncommutative polynomials and differential polynomials. Such algebras possess a natural derivation and give us a new understanding of a nature of noncommutative symmetric functions.
Introduction
Let R be a (not necessarily noncommutative) algebra over a field k and P (t) ∈ R[t]. Thus P (t) = a 0 t n + a 1 t n−1 + ... + a n with coefficients a 0 , a 1 , ..., a n in R and t is a formal commutative variable. Let R < x > be the algebra of polynomials over R with a noncommutative variable x (see [C1, C2, L] ). There exists a canonical Rmorpism α : R < x >→ R[t] defined by α(x) = t and a k-linear map β : R[t] → R < x > defined by β(at k ) = ax k , k = 0, 1, 2, .... Evidently, αβ = id. In this paper we denote β(P ) byP and call P,P associated polynomials. Relations between roots of noncommutative polynomials and their coefficients as well as their factorizations were studied in [GR3, 5] (see also [FS, CS] ); this led to a new understanding of noncommutative symmetric functions.
There is a connection due to Ore [O] between roots of a noncommutative polynomialP (x) and factorizations of the associated polynomial P (t) = a 0 t n + a 1 t n−1 + ... + a n into linear factors. The problem of factorization of P (t) seems to be even more natural than the study of roots and coefficients forP (x), or other versions of noncommutative polynomials.
In the generic noncommutative case the polynomial P (t) has n! distinct factorizations into linear factors. In this paper we describe those factorizations and relations between them. These relations are linear and quadratic, and algebras generated by those relations seem to be very interesting. These algebras may be viewed as a Galois type extension of an algebra of symmetric functions. A similar theory related to factorizations of differential polynomials over a noncommutative algebras is also presented in this paper. In a general case such factorizations (Miura decompositions) appeared in [EGR] and were heavily used in the study of noncommutative integrable systems. The theory of factorizations of noncommutative polynomials and differential polynomials presented in this talk is based on a theory of quasideterminants.
Quasideterminants were introduced in [GR1] , see also as follows. Let X be an m × m-matrix over a division algebra R. For any 1 ≤ i, j ≤ m, let r i (X), c j (X) be the i-th row and the j-th column of X. Let X ij be the submatrix of X obtained by removing the i-th row and the j-th column from X. For a row vector r let r (j) be r without the j-th entry. For a column vector c let c (i) be c without the i-th entry. Assume that X ij is invertible. Then the quasideterminant |X| ij ∈ A is defined by the formula
where x ij is the ij-th entry of X. The second author was partially supported by the National Science Foundation.
Differential quadratic algebras
In this section we introduce and study a quadratic algebra Q n generated by formal variables z A,i where A ⊂ {1, ..., n} is an unordered set of numbers, i / ∈ A ( here the set A might be empty). We will define a derivation ∂ of Q n .
The variables z A,i satisfy relations
Define ∂(1) = 0 and
1.1 The free skew-field k( < x 1 , ..., x n > ) and a canonical derivation.
We will now recall the definition [C1,C2] of the free skew-field k( < x 1 , ..., x n > ) generated by a set {x 1 , ..., x n }. Our object (Section 1.3) is to identify Q n with a subalgebra of k( < x 1 , ..., x n > ).
The free associative algebra, k < x 1 , ..., x n >, on the set {x 1 , ..., x n } over a field k is a free ideal ring. Consequently, k < x 1 , ..., x n > has a universal field of fractions, denoted k( < x 1 , ..., x n > ) and called the free skew-field over k on {x 1 , ..., x n }. Algebra k < x 1 , ..., x n > is naturally embedded into the algebra k( < x 1 , ..., x n > ). The universality means that if D is any division ring and α : k < x 1 , ..., x n >−→ D is a homomorphism then there is a subring R of k( < x 1 , ..., x n > ) containing k < x 1 , ..., x n > and an extension of α to a homomorphism β : R −→ D such that if a ∈ R and β(a) = 0 then a −1 ∈ R. Note that the symmetric group S n acts on k < x 1 , ..., x n > by permuting subscripts and so S n acts on k( < x 1 , ..., x n > ). Denote the free skew-field k( < x 1 , ..., x n > ) by F . The algebra F possesses canonical partial derivations ∂ i , i = 1, ..., n, such that 1)
∇ is also a derivation, ∇(1) = 0 and ∇x i = 1 for each i.
Vandermonde quasideterminants.
We will need a notion of Vandermonde quasideterminant developed in [GR5] . Let R be a division algebra. For y 1 , ..., y m ∈ R letṼ ...
the corresponding Vandermonde quasideterminant [GR3, GR5] .
Note that V (y 1 , ..., y m ) is a rational function in y 1 , ..., y m and that it does not depend of an order of y 1 , ..., y m−1 . Let elements x 1 , ..., x n belong to R and assume that the matrixṼ (
The elements x i 1 ...i k ,i do not depend on an order of x i 1 , ..., x i k .
1.3 A quadratic subalgebra of a free skew-field.
Here we are going to construct an embedding of the quadratic algebra Q n into the free skew-field F .
For any i set
Denote byQ n the subalgebra of the free skew-field F generated by all elements x A,i . Proposition 1.1. The subalgebraQ n is a differential subalgebra of (F, ∇).
The proof follows from Lemma 1.2 and Corollary 1.3 below. Example. ∇V (x 1 , x 2 ) = ∇(x 2 − x 1 ) = 0 and so ∇x 1,2 = 1. Construct a homomorphism α of the algebra Q n into the skew-field
Theorem 1.4. The homomorphism α is an embedding. It defines an isomorphism of differential quadratic algebras Q n andQ n .
Proof. The homomorphism α is correctly defined since from basic properties of quasideterminants ( it follows that the elements x A,i do not depend on an ordering of A and satisfy relations (1.1a), (1.1b), and also α∂ = ∇α.
It is evident that α is an epimorphism. One can show also that α is an isomorphism.
Remark. The derivation ∇ transfers identities (1.3b) into (1.3a) so algebra Q n is defined by multiplicative identity (1.3b) and the derivation ∂.
Relations (1.1a) and (1.1b) imply more general rational relations between generators z A,i in a "rational envelope" of the algebra Q n . These relations follow from expressions x A,i are described by the Theorem 1.5 below. Let A ⊂ {1, ..., n}, C ⊂ B ⊂ A, A \ B = {i 1 , ..., i p } and B \ C = {j 1 , ..., j q }.
The last identity may be rewritten as
Remark. Theorem 1.5 shows that algebra Q n may be embedded not only into the free skew-field generated by elements x k = x ∅,k but into a free skew-field generated by elements x B,i with |B| = m for a given m.
1.4. Subalgebras of differential quadratic algebra Q n .
Define an action of the symmetric group S n on Q n by σ(z A,i ) = z σ(A),σ(i) for σ ∈ S n , A ⊂ {1, ..., n}, i ∈ {1, ..., n}, i / ∈ A. For 1 ≤ k ≤ n let y k denote z 1...k−1,k . Let P n denote the subalgebra of Q n generated by y 1 , ..., y n .
For any 1 ≤ m ≤ l and an ordered set of elements u 1 , ..., u l define
.., l} = {1, ..., l} and σ{l + 1, ..., l + t} = {l + 1, ..., l + t}. Then for 1 ≤ m ≤ t we have
(b) Let σ ∈ S n . Let 0 = n 0 < n 1 < ... < n k = n be such that σ{n i−1 + 1, ..., n i } = {n i−1 + 1, ..., n i } for each i, 0 ≤ i < k, and that σ{n i−1 + 1, ..., v} = {n i−1 + 1, ..., v} for any v, n i−1 ≤ v < n i . Then P n ∩ σP n is generated by
Proposition 1.6 shows that expressions Λ m = Λ(y 1 , ..., y n ), m = 1, ..., n are invariant under the action of symmetric group S n . Their commutative analogues are well-known elementary symmetric functions in x 1 , ..., x n .
Denote by L the subalgebra of Q n generated by elements Λ k for k = 1, ..., n. Theorem 1.7. Algebra L is a free associative differential subalgebra of Q n .
To prove the theorem we need the following Proposition 1.8. For any k = 1, ..., n
This shows that L is a differential subalgebra of algebra Q n . From [GKLLRT] and [GR5] it follows that L is also a free algebra.
The following theorem gives a characterization of the intersection of all subalgebras σ(P n ), σ ∈ S n . Theorem 1.9. The following differential subalgebras of algebra Q n coincide:
(i) The intersection of all subalgebras σ(P n );
(ii) The algebra of S n -invariant elements of σ(P n ) for any σ ∈ S n ; (iii) The free associative algebra L generated by Λ k for k = 1, ..., n.
Noncommutative polynomials and their factorizations
2.1. Noncommutative polynomials. Let R be an associative algebra over a field k of characteristic zero. Throughout this paper we denote by x a noncommutative formal variable and by t a commutative formal variable. We consider here associated polynomialŝ P (x) = a 0 x n +a 1 x n−1 +...+a n and P (t) = a 0 t n +a 1 t n−1 +...+a n , a 0 = 0 over R. Recall that x does not commute with the coefficients a 0 , ..., a n but t is a commuting variable. Relations betweenP (x) and P (t) go back to Ore [O, L] ; in paticular one has the following:
Lemma 2.1. An element ξ ∈ R is a root of a polynomialP (x) if and only if P (t) = Q(t)(t − ξ), where Q(t) is a polynomial over R.
A generic polynomialP (x) of degree n over a division algebra has exactly n roots. It follows from the next result proven in [BW] , see also [L] .
Theorem 2.2. If a polynomial of degree n over a division ring has more than n roots than it has infinetly many roots.
Coefficients of polynomials with infinetly many roots were described in [BW] , see also [L] .
Remark. For polynomials over a ring without division Theorem 2.2 is not true. A generic polynomial of degree m over the ring of complex matrices of order n has nm m roots. It was shown in [GR5] that if a polynomialP (x) over a division algebra has n roots in a generic position than the associated polynomial P (t) admits a factorization into linear factors
In this talk we study all such decompositions and a quadratic algebra associated with them.
Factorizations of noncommutative polynomials.
A polynomialP (x) = a 0 x n + a 1 x n−1 + ... + a n over an algebra with division is called a generic polynomial ifP (x) has exactly n roots x 1 , ..., x n such that all rational expressions x i 1 ...i k−1 ,i k are defined and different from each other. A polynomial P (t) is called a generic polynomial ifP (x) is a generic polynomial. Set x ∅,i = x i . From [GR3, GR5] it follows Theorem 2.3. Let P (t) = a 0 t n + a 1 t n−1 + ... + a n be a generic polynomial. For any ordering i 1 , ..., i n of {1, ..., n} (2.1)
Conversely, for any factorization
there exists an ordering i 1 , i 2 , ..., i n of 1, 2, ..., n such that
Proof. In [GR3, GR5] it was shown that
where
The factorization (2.1) is equivalent to this system. This proves the first statement of the theorem. The second statement follows from the first one and Theorem 2.2.
Corollary 2.4. There exist exactly n! factorizations of a generic polynomial of order n.
Example. For a generic quadratic polynomialP (x) = a 0 x 2 +a 1 x+a 2 and its roots x 1 , x 2 one has
2.3. Basic relations arising from factorizations of noncommutative polynomials. Let P (x) = a 0 x n + a 1 x n−1 + ... + a n be a generic polynomial over an algebra with division and x 1 , ..., x n be its roots. We describe here basic relations for rational expressions x i 1 i 2 ...i k ,i k+1 for k = 0, ..., n − 1.
Let A = {i 1 , i 2 , ..., i k } be a subset of {1, 2, ..., n} and l / ∈ A, 1 ≤ l ≤ n. Denote by A ∪ l the set A ∪ {l}.
Theorem 2.5. Let |A| < n − 1. For any i, j / ∈ A (2.2a)
Example. Let n = 2, A = ∅, i = 1, j = 2. Then
As in Theorem 1.5 more general relations for expressions x A,i are described by the following theorem. Let A ⊂ {1, ..., n}, C ⊂ B ⊂ A, A \ B = {i 1 , ..., i p } and B \ C = {j 1 , ..., j q }.
3. Quadratic algebras associated with differential polynomials 3.1 Miura decompositions of differential polynomials.
In the next sections we transfer results obtained in previous sections to factorizations of differential polynomials. Let k be a field and (R, D) be a differential algebra with unit and with division. Here D : R → D is a k-linear map such that D(ab) = (Da)b + a(Db) for a, b ∈ R. We suppose D1 = 0. Sometimes we use a notation Da = a ′ and
and denote by W (φ 1 , ..., φ m ) the quasideterminant |W (φ 1 , ..., φ m )| 1m of this matrix. Suppose that L has n linearly independent solutions φ i ∈ R, i.e. L(φ i ) = 0, i = 1, ..., n. Suppose also that the matrixW (φ i 1 , ..., φ i m ) is invertible for any set {i 1 , ..., i m } ⊂ {1, ..., n}. Denote by V the space of all solutions of L. For any complete flag
The elements b k (F ) do not depend on on a choice of basis in V . The following theorem was proved in [EGR] .
Theorem 3.1.
It is easy to see that if F 1 , F 2 are complete flags in V such that F 
Factorizations of differential polynomials.
Motivated by results from previous sections we are going to study differential algebras generated by decomposition of differential polynomials. We do not suppose here that those polynomials have any solutions.
Let (R, D) be a k-differential algebra with unit over a field k and where L i are differential polynomials of degree n−1, i = 1, ..., n. Suppose that all square submatrices of the matrix (u p (f q )), p = 0, 1, .., n − 1, q = 1, ..., n, are invertible. For distinct i 1 , ..., i m , m = 1, ..., n, set θ(f i 1 , ..., f i m ) = |u p (f i s )| mm , where p = 0, ..., m − 1, s = 1, ..., m. When D = 0, the last quasideterminant is just a Vandermonde quasideterminant.
From a general property of quasideterminants it follows that θ(f i 1 , ..., f i m ) is symmetric in i 1 , ..., i m−1 . Set
The expressions f i 1 ,...,i m are also symmetric in i 1 , ..., i m 1 .
The decomposition (3.2) is similar to decomposition (2.1) for polynomials P (t).
The following theorem generalizes formulas (2a,b) for factorizations of noncommutative polynomials. As in formulas (2a,b) for a set A and an element l denote by A ∪ l the set A ∪ {l}. This is a generalization of Theorem 2.6.
