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11 Introduction
According to the laws of thermodynamics, two objects with different tem-
peratures exchange net heat when they are in thermal contact until a ther-
mal equilibrium is reached. This is a very intuitive result which we often
encounter in case of macroscopic objects but it is also valid near the micro-
scopic scale where quantum phenomena may dominate. In fact, there is an
upper bound for the heat conduction given by quantum mechanics [1]. The
upper bound is valid for a single channel which corresponds to a degree of
freedom such as a polarisation state of electromagnetic radiation [1]. The
total heat conduction between the objects occurs through separate chan-
nels. In order to observe the upper limit, it is beneficial to consider systems
with reduced dimensions at low temperatures, thus having very few parallel
channels. Quantum-limited heat conduction has previously been observed for
phonons [2], electromagnetic heat transfer [3,4], and electrons [5]. The length
scales were below 100 µm in these experiments performed at cryogenic tem-
peratures. Nevertheless, it is possible to study single-channel heat conduction
at the macroscopic scale.
The understanding of heat conduction mechanisms at low temperatures [6]
is essential in order to operate superconducting quantum bits, qubits, in a
quantum computer [7], which is an example of the promising applications in
the field of quantum nanoelectronics [8]. A qubit can have a value of 0 or
1 such as a classical bit but, in addition, it can also be in a superposition
state, i.e., in both 0 and 1 state at the same time. A quantum computer can,
in principle, solve certain problems significantly faster than a conventional
computer, and hence, the research related to them has been intense during
the last two decades [9]. Perhaps the most famous problem which can be
effectively solved by a quantum computer [10] is the factorisation of large
numbers used in several contemporary data encryption protocols. The su-
perconducting qubits provide one of the most promising architectures for a
quantum computer [9, 11].
The qubit must be controllable but at the same its evolution needs to be
coherent, which is obtainable by decoupling it from the environment [12]. In
addition, the qubits need to interact during the computation, for instance, by
means of circuit quantum electrodynamics (cQED) [12]. The control of the
environment of the qubits can be realised by cooling and heating with photons
transmitted over superconducting transmission lines [13] and, in addition,
superconducting quantum interference devices (SQUIDs) can provide an in-
situ tunable coupling strength, vital for quantum computation [14–16].
2In this thesis, we experimentally investigate quantum-limited heat conduc-
tion over macroscopic distances. We study heat conduction between two
normal-metal islands terminating a superconducting waveguide at different
ends. In this scenario, the implemented length of the waveguide is 1 m at
maximum, and the heat is dominantly carried by photons travelling in the
waveguide in a broad frequency band. Superconducting microwave resonators
provide also an opportunity to study single photon heat conduction, in which
the heat is mostly carried by single photons in the lowest cavity mode [13].
Although the studied system may find applications in quantum computing
as discussed above, the work in this thesis is also inspired by purely scientific
interests.
The structure of this thesis is as follows: The theoretical background is pre-
sented in Chapter 2. Firstly, the quantum of thermal conductance is intro-
duced. Secondly, the relevant theory for transmission lines is reviewed, and
transmission coefficients are calculated. Thirdly, the photonic heat trans-
fer as well as other heat transfer mechanisms present in superconducting
mesoscopic devices are discussed. The chapter is concluded by presenting
a thermal model for the studied system. The design and analysis methods
of the experimental samples are presented in Chapter 3, including a copla-
nar waveguide (CPW) structure with coupling capacitances. Furthermore,
we introduce the quality factor, which is a useful parameter characterising
resonators. In addition, the methods for island temperature simulations are
briefly discussed. Chapter 4 focuses on the fabrication methods of the sam-
ples. In addition, the measurement setups are presented for the experiments
at temperatures of 4 K and below 1 K. Experimental results are presented in
Chapter 5, and the results are compared with simulations. Both the control
samples and the actual samples are studied. Finally, conclusions are drawn
in Chapter 6.
32 Theoretical background
In this chapter, the theoretical background of the thesis is discussed. Firstly,
the concept of the quantum of thermal conductance is reviewed. Secondly,
transmission lines are analysed both classically and quantum mechanically.
Here, the derivations follow rather closely Ref. [17] starting from general
transmission lines. After the general cases, the photonic transmission coeffi-
cient for the experimentally studied system is presented. Thirdly, the prop-
erties of superconducting devices at the mesoscopic scale are discussed, and
various heat conduction mechanisms are presented. The understanding of
these mechanisms is essential in order to analyse the heat currents in the
sample. Finally, we present a thermal model of the studied system.
2.1 Quantum of thermal conductance
Heat transfer through a single channel is fundamentally limited, which has
been shown already three decades ago by J. B. Pendry [1]. He studied in-
formation, entropy, and energy flows through individual channels. A single
channel corresponds to one of the variables specifying the flow, and it can be
for example a polarisation state or a momentum state [1]. In this thesis we
study a single channel of electromagnetic waves in a CPW transmission line.
The quantum of thermal conductance can be derived using Landauer the-
ory according to which the heat conduction between two reservoirs may be
written as [18]
Q˙ =
∫ ∞
0
dk
2pi
E(k)v(k){fR[E(k), µR, TR]− fL[E(k), µL, TL]}, (1)
where k is the wave vector of the heat-mediating particles, E(k) is their
energy, v(k) their group velocity, and fR/L is the particle distribution function
of the right and left reservoir. The temperature and the chemical potential
of the right and left reservoir are denoted by TR/L and µR/L, respectively.
Here, we have assumed ballistic transport of particles through one channel.
If the particles are fermions, the particles obey Fermi–Dirac statistics and
the distribution function is given by
fFD(E, µ, T ) =
1
eβ(E−µ) + 1
, (2)
4where β = 1/(kBT ), and kB is Boltzmann’s constant. Bosonic particles obey
Bose–Einstein statistics with a distribution function
fBE(E, µ, T ) =
1
eβ(E−µ) − 1 . (3)
Changing the integration variable k to E introduces a function dk/dE into
the integral. The group velocity is given in one dimension by v = ~−1dE/dk,
and thus, it cancels the function dk/dE [18]. Here, ~ = h/(2pi) is the reduced
Planck constant. Consequently, the integral becomes
Q˙ =
∫ ∞
E(0)
dE
2pi~
E[fR(E, µR, TR)− fL(E, µL, TL)]. (4)
Assuming a linear response to the temperature and the chemical potential,
the thermal current from the left to the right reservoir can be written as [18]
δQ˙ =
(
∂Q˙
∂µ
)
T
δµ+
(
∂Q˙
∂T
)
µ
δT, (5)
where δµ = µR − µL is the potential difference and δT = TR − TL the
temperature difference between the two reservoirs. The transport coefficients
are obtained in the limit δT → 0, δµ → 0 [18]. The derivations in Eq. (5)
can be performed with respect to either reservoir if the sign is taken into
account.
Setting the potential difference between the reservoirs to zero, we are left with
the latter term in Eq. (5), which defines the quantum of thermal conductance
[18]. Using Eqs. (5), (4), and (2) or (3), we obtain that the heat conductance
Q˙ = GQδT is given by the quantum of thermal conductance [18]
GQ =
∂Q˙
∂T
=
pik2B
6~
T, (6)
where T = (TR +TL)/2. This result is valid for both fermions and bosons. In
fact, it is valid for even more general distribution functions [18]. We derive
this result for photons in Sec. 2.8. The quantum of thermal conductance gives
the upper bound to thermal conductance through a single channel. In case of
multiple channels, the thermal conductance is limited by an integer multiple
of the quantum of thermal conductance.
Similarly, one may calculate the electric current from [18]
I =
∫ ∞
0
dk
2pi
v(k){fR[E(k), µR, TR]− fL[E(k), µL, TL]}, (7)
5and assuming linear response, one may write [18]
δI =
(
∂I
∂µ
)
T
δµ+
(
∂I
∂T
)
µ
δT. (8)
Here, the latter term vanishes [18]. For electrons, the electric conductance can
be calculated from Eqs. (8), (7), and (2), and thus, the quantum of electric
conductance is given by [18]
GI =
∂I
∂µ
=
e2
h
. (9)
In contrast to the thermal conductance, the electric conductance is not statis-
tics independent.
2.2 Classical transmission line
Transmission lines are used for transmitting electrical signals in a variety of
practical applications ranging from consumer electronics to industrial scale
electronic devices. In this thesis, we consider transmission lines with a CPW
structure, which is described in Chapter 3. A transmission line can be anal-
ysed using a lumped element model [19,20]. In the model, a lumped element
is defined as an electrical component with spatial dimensions significantly
smaller than the wavelength.
The lumped element model of a transmission line is presented in Fig. 1. The
transmission line is divided into segments of length ∆x. The corresponding
capacitance between the conductor line and the ground plane is given by C =
Cl∆x, where Cl is the capacitance per unit length. Similarly, the inductance
of the segment is given by L = Ll∆x. The capacitance and the inductance
are assumed constant along the line. The current along the transmission line
at point k is denoted by Ik, and the potential by Vk. We denote the total
charge to the left of point k by Qk. Here, we assume the transmission line to
be infinitely long.
6Ik
VkVk−1
Ik−1 Ik+1
Vk+1
C
∆x
Qk−1 Qk Qk+1
L L L
C C
Figure 1: Lumped element model of an infinite transmission line. The voltage
at point k over capacitor C is denoted by Vk, the current through inductor
L is denoted by Ik, and the total cumulative charge to the left of point k
(including point k) is denoted by Qk. The length of a single segment is ∆x.
The potential difference across the capacitor is given by
Vk =
Qk −Qk−1
C
. (10)
At the continuum limit ∆x→ 0 we obtain
V (x, t) =
1
Cl
∂xQ(x, t). (11)
There is no charge transfer through the capacitors. Therefore, if the charge
on the left side is reduced, the current along the transmission line is positive.
Thus, the current can be written at the continuum limit as
I(x, t) = −∂tQ(x, t). (12)
The energy of the inductors corresponds to the kinetic energy of the system,
and the energy of the capacitors to the potential energy. Thus, the Lagrangian
of the system can be written in the form
L =
∫
dx
{
1
2
LlI(x, t)
2 − 1
2Cl
V (x, t)2
}
=
∫
dx
{
Ll
2
[∂tQ(x, t)]
2 − 1
2Cl
[∂xQ(x, t)]
2
}
. (13)
From Eq. (13), we identify the Lagrangian density
L = Ll
2
[∂tQ(x, t)]
2 − 1
2Cl
[∂xQ(x, t)]
2. (14)
7The Euler–Lagrange equation
∂L
∂Q
− ∂
∂t
∂L
∂ ∂Q
∂t
− ∂
∂x
∂L
∂ ∂Q
∂x
= 0, (15)
can be simplified to
Ll
∂2Q(x, t)
∂t2
− 1
Cl
∂2Q(x, t)
∂x2
= 0, (16)
which is a wave equation for waves with velocity
v =
1√
LlCl
. (17)
The canonically conjugated variable ΠQ can be obtained from Eq. (14):
ΠQ(x, t) =
∂L
∂(∂tQ)
= Ll∂tQ(x, t) = −LlI(x, t). (18)
Thus, the Lagrangian density can be written using variables ΠQ and Q as
L = 1
2Ll
[ΠQ(x, t)]
2 − 1
2Cl
[∂xQ(x, t)]
2. (19)
The Hamiltonian of the system is given by the Legendre transform of the
Lagrangian as
H =
∫
dx {[∂tQ(x, t)]ΠQ(x, t)− L}
=
∫
dx
{
1
2Ll
ΠQ(x, t)
2 +
1
2Cl
[∂xQ(x, t)]
2
}
=
∫
dx
[
1
2
LlI(x, t)
2 +
1
2
ClV (x, t)
2
]
. (20)
The Hamiltonian gives the total energy in the transmission line since the
system is conservative.
The solution of Eq. (16) can be presented by left- and right-moving waves
[17,21],
Q(x, t) = QL(t+ x/v) +QR(t− x/v), (21)
where v is given by Eq. (17). The left-moving waves can be rewritten using
the inverse Fourier transform as
QL(t+ x/v) =
1
2pi
∫ ∞
−∞
dωQL,ωe
iω(t+x/v). (22)
8Since the charge is real, we have QL,ω = Q
∗
L,−ω, and
QL(t+ x/v) =
1
2pi
∫ ∞
0
dωQL,ωe
iω(t+x/v) + c.c., (23)
where c.c. denotes the complex conjugate. Furthermore, using Eqs. (11) and
(12), we obtain left-moving voltage and current waves
VL(t+ x/v) =
1
2pi
∫ ∞
0
dωVL,ωe
iω(t+x/v) + c.c., (24)
IL(t+ x/v) =
1
2pi
∫ ∞
0
dωIL,ωe
iω(t+x/v) + c.c., (25)
where VL,ω =
iω
vCl
QL,ω and IL,ω = −iωQL,ω. Analogously, we obtain for the
right-moving waves
QR(t− x/v) = 1
2pi
∫ ∞
0
dωQR,ωe
iω(t−x/v) + c.c., (26)
VR(t− x/v) = 1
2pi
∫ ∞
0
dωVR,ωe
iω(t−x/v) + c.c., (27)
IR(t− x/v) = 1
2pi
∫ ∞
0
dωIR,ωe
iω(t−x/v) + c.c., (28)
where VR,ω = − iωvClQR,ω and IR,ω = −iωQR,ω. We may now define the char-
acteristic impedance or wave impedance as
Z0 =
VR,ω
IR,ω
=
−VL,ω
IL,ω
=
√
Ll
Cl
. (29)
2.3 Quantisation of the transmission line
In canonical quantisation, the variables Q and ΠQ are replaced by operators
Qˆ and ΠˆQ, which obey the commutation relations [17, 21][
Qˆ(x, t), Qˆ(x′, t)
]
= 0, (30)[
ΠˆQ(x, t), ΠˆQ(x
′, t)
]
= 0, (31)[
Qˆ(x, t), ΠˆQ(x
′, t)
]
= i~δ(x− x′). (32)
9The operators are in the Heisenberg picture, that is, they depend on time.
After the operator replacements, the Hamiltonian is given by
Hˆ =
∫
dx
{
1
2Ll
ΠˆQ(x, t)
2 +
1
2Cl
[∂xQˆ(x, t)]
2
}
=
∫
dx
{
1
2
Ll[∂tQˆ(x, t)]
2 +
1
2Cl
[∂xQˆ(x, t)]
2
}
. (33)
The Heisenberg equations of motion can be written in the form [17]
∂tQˆ(x, t) = − i~ [Qˆ(x, t), Hˆ]
=
1
Ll
ΠˆQ(x, t), (34)
∂tΠˆQ(x, t) = − i~ [ΠˆQ(x, t), Hˆ]
=
1
Cl
∂2xQˆ(x, t). (35)
These equations can be combined to give a wave equation similar to Eq. (16)
[17]
Ll
∂2Qˆ(x, t)
∂t2
− 1
Cl
∂2Qˆ(x, t)
∂x2
= 0. (36)
The solution can be written as a combination of left- and right-moving waves
as in the classical case:
Qˆ(x, t) = QˆL(t+ x/v) + QˆR(t− x/v). (37)
Consequently, using the Fourier transform, we obtain [17,21]
QˆL(t+ x/v) =
√
~
4piZ0
∫ ∞
0
dω
1√
ω
AˆL,ωe
−iω(t+x/v) + H.c., (38)
QˆR(t− x/v) = −
√
~
4piZ0
∫ ∞
0
dω
1√
ω
AˆR,ωe
−iω(t−x/v) + H.c., (39)
where Z0 is the characteristic impedance defined in Eq. (29), the operators
AˆL,ω and AˆR,ω are the annihilation operators for left- and right-moving pho-
tons, and H.c. denotes the Hermitian conjugate. Here we have used the fact
that the operators corresponding to physical observables are Hermitian. The
prefactor and the minus sign are chosen to simplify the equations below [17].
10
The annihilation operators satisfy the commutation relations [21][
Aˆα,ω, Aˆα′,ω′
]
= 0, (40)[
Aˆα,ω, Aˆ
†
α′,ω′
]
= δ(ω − ω′)δα,α′ , (41)
where α, α′ ∈ {L,R}. The Hermitian conjugates of the annihilation operators
are the corresponding creation operators.
Using the annihilation and creation operators, the Hamiltonian (33) can be
simplified to the form [17]
Hˆ =
∫ ∞
0
dω~ω
(
Aˆ†L,ωAˆL,ω + Aˆ
†
R,ωAˆR,ω
)
+ const. (42)
The current and voltage operators for left- and right-moving waves can be
calculated from QˆL/R using Eqs. (11) and (12) as in the classical case:
VˆL(t+ x/v) = −i
√
~Z0
4pi
∫ ∞
0
dω
√
ωAˆL,ωe
−iω(t+x/v) + H.c., (43)
VˆR(t− x/v) = −i
√
~Z0
4pi
∫ ∞
0
dω
√
ωAˆR,ωe
−iω(t−x/v) + H.c., (44)
IˆL(t+ x/v) = i
√
~
4piZ0
∫ ∞
0
dω
√
ωAˆL,ωe
−iω(t+x/v) + H.c., (45)
IˆR(t− x/v) = −i
√
~
4piZ0
∫ ∞
0
dω
√
ωAˆR,ωe
−iω(t−x/v) + H.c. (46)
2.4 Transmission line of a finite length
The wave equation (16) obtained in the case of an infinitely long transmis-
sion line is valid also in the case of a transmission line of a finite length.
Nevertheless, the finite length results in important properties including a
characteristic frequency and a phase shift which are discussed here.
2.4.1 Characteristic frequency
We consider a transmission line which is open at both ends of the line. The
current obeys the wave equation (16), and it is given by Eqs. (25) and (28).
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It can be written as
I(x, t) = IL,ω(t+ x/v) + IR,ω(t− x/v)
=
∫ ∞
0
dω
pi
{
|IL,ω| sin
[
ω
(
t+
x
v
)
+ϕL,ω
]
+|IR,ω| sin
[
ω
(
t−x
v
)
+ϕR,ω
]}
,(47)
where ϕL,ω and ϕR,ω are constant phase shifts. Here, we have used the prop-
erty a + a∗ = 2Re(a) valid for a complex number a. In addition, we have
used Re [exp(ia)] = cos(a) = sin(a+ pi/2), and included the complex phases
of the amplitudes in ϕL,ω and ϕR,ω.
Since the transmission line is open at both ends, the current must vanish
at the end points x = 0 and x = s. These boundary conditions restrict the
frequencies, and only frequencies
fn = nf0 (48)
are possible. Here, the characteristic frequency can be written as
f0 =
v
2s
=
1
2s
1√
LlCl
, (49)
where we have also used Eq. (17). The corresponding angular frequencies are
defined as
ωn = 2pifn. (50)
Consequently, the current assumes the form
I(x, t) =
∞∑
n=1
In cos(ωnt) sin
(ωnx
v
)
, (51)
where In corresponds to 2|IL,ω| = 2|IR,ω|, which are of the form of the Dirac
delta function. Here, the time t = 0 is fixed so that the phase disappears.
The solution has a form of a standing wave.
2.4.2 Phase shift
We study left-moving voltage waves without boundary conditions. The volt-
age wave for a single frequency component ω can be written using Eq. (24)
as
VL(x, t, ω) = Re
[
V˜L,ωe
i(kx+ωt)
]
, (52)
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where V˜L,ω is the amplitude, and k = ω/v is the wave number. The voltage
wave has different phases at different positions at a fixed time due to the
exponent ikx. In fact, the complex phase can be included in the amplitude.
Therefore, if the amplitude is V˜L,ω at the origin, it is e
iksV˜L,ω at x = s.
Similarly, we obtain for the right-moving waves from Eq. (27)
VR(x, t, ω) = Re
[
V˜R,ωe
−(ikx+ωt)
]
, (53)
where V˜R,ω is the amplitude, and the phase shift is opposite to the phase shift
for the left-moving voltage waves. If the amplitude is V˜R,ω at the origin, it is
e−iksV˜R,ω at x = s. The phase shift is equal also for the current and charge.
In the quantum-mechanical case, the annihilation operator obtains an anal-
ogous phase shift. Therefore, if the operator is AˆL at the origin, it is e
iksAˆL
at x = s. The creation operator is given by the Hermitian conjugate of the
annihilation operator.
2.5 Modelling resistor as a transmission line
A physical resistor always produces voltage fluctuations. Therefore, it can
be presented as an ideal resistor connected to a voltage source, as shown in
Fig. 2(a). The voltage V0 is given by
V0 = V +RI0. (54)
The resistor can be modelled as a semi-infinite transmission line [17]. The
analogous transmission line is shown in Fig. 2(b). The current at the end of
the transmission line is given by [17]
I0 = IR − IL = VR − VL
Z0
=
V0 − 2VL
Z0
, (55)
where V0 = VR + VL. This can be rewritten in the form [17]
V0 = 2VL + Z0I0, (56)
which is analogous to Eq. (54). Thus, the resistor can be modelled as a trans-
mission line with characteristic impedance equal to R, and the fluctuation
voltage divided by two needs to be replaced by the left-moving voltage am-
plitude. Thus, the fluctuations induce the left-moving waves and the factor
13
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RVV0
V0
(a)
(b)
I0
I0
Figure 2: (a) Physical resistor can be presented as a series circuit of an ideal
fluctuation-free resistor R and a voltage source V . The current through the
resistor is denoted by I0. (b) A semi-infinite transmission line with charac-
teristic impedance Z0. The voltage at the end of the line is denoted by V0
and the current to the right by I0.
of two can be explained by the fact that half of the voltage drop in a matched
circuit will be across the resistor and the other half radiates into the trans-
mission line.
The model of a resistor as a transmission line transforms a nonconservative
system into a conservative one. The energy dissipated at a resistor is rep-
resented by waves which travel into the semi-infinite transmission line and
never return.
2.6 Classical reflection and transmission coefficients
Classical reflection coefficients for two systems of particular interest are de-
rived in Appendix A. The systems are two connected transmission lines and
a transmission line terminated by an impedance. Here, we present an alter-
native method to derive the same results. This method is analogous with the
one used in the quantum-mechanical case in Sec. 2.7.
It is feasible to study an impedance-terminated transmission line by mod-
elling the real part of the impedance as a semi-infinite transmission line, and
the imaginary part as inductive and capacitive lumped elements at the posi-
14
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x
Figure 3: Transmission line terminated by an impedance presented as a com-
bination of two semi-infinite transmission lines, a capacitor, and an inductor.
tion x = 0. In the most general case, an infinite number of these components
are required to present the impedance. Here, we focus on a system consisting
of two transmission lines with charge Q(x), x > 0, in the line with a charac-
teristic impedance Z0, and Q1(x) in the line with a characteristic impedance
R1, combined with an inductance L1 and a capacitance C1 at x = 0. The
system is presented in Fig. 3.
The Lagrangian density of the system can be written as [17]
L(x) = δ(x)
[
L1
2
Q˙1(x)
2 − 1
2C1
Q1(x)
2
]
+θ(x)
{
L1,l
2
Q˙1(x)
2 − 1
2C1,l
[∂xQ1(x)]
2
}
+θ(x)
{
Ll
2
Q˙(x)2 − 1
2Cl
[∂xQ(x)]
2
}
, (57)
and the Hamiltonian density as
H(x) = δ(x)
[
L1
2
Q˙1(x)
2 +
1
2C1
Q1(x)
2
]
+θ(x)
{
L1,l
2
Q˙1(x)
2 +
1
2C1,l
[∂xQ1(x)]
2
}
+θ(x)
{
Ll
2
Q˙(x)2 +
1
2Cl
[∂xQ(x)]
2
}
, (58)
where δ(x) is the Dirac delta function and θ(x) is the Heaviside step function
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defined as
Θ(x) =
{
0, if x < 0,
1, if x ≥ 0. (59)
The wave equation must be valid in both semi-infinite transmission lines. The
boundary condition at x = 0 is given by Kirchhoff’s laws. Thus, we obtain
equations [17]
Q¨(x, t) = v2∂2xQ(x, t), (60)
Q¨1(x, t) = v
2
1∂
2
xQ1(x, t), (61)
1
Cl
∂xQ(x, t)|x=0 = 1
C1,l
∂xQ1(x, t)|x=0 − 1
C1
Q1(0, t)− L1Q¨1(0). (62)
Here, the velocity in the transmission line modelling the resistor can be chosen
to be equal to the velocity in the physical transmission line, v1 = v, since
we have two free parameters, C1,l and L1,l, which can simultaneously satisfy
both conditions: Z0 =
√
L1,l/C1,l and v = 1/
√
C1,lL1,l [17]. The solutions for
the two transmission lines can again be written as a combination of left- and
right-moving waves [17]:
Q(x, t) =
∫ ∞
−∞
dωALωe
iω(t+x/v) − ARωeiω(t−x/v), (63)
Q1(x, t) =
∫ ∞
−∞
dωA1Lωe
iω(t+x/v) − A1Rωeiω(t−x/v). (64)
Thus, using Eq. (62), one obtains [17]
Z0(ALω + ARω) = Z1(ω)
∗A1Lω + Z1(ω)A1Rω, (65)
where Z0 = 1/(Clv), Z1(ω) = R1 + iωL1 + 1/(iωC1), and R1 = 1/(C1,lv).
The value for the charge at point x = 0 can be chosen arbitrarily since it has
no physical meaning [17]. Thus, we can set
Q(0, 0) = −Q1(0, 0), (66)
which gives [17]
ALω − ARω = −A1Lω + A1Rω. (67)
Using these equations and Eq. (11), and setting A1Lω = 0, we obtain the
same voltage reflection coefficient as in Eqs. (A.3) and (A.13):
ΓV =
ARω
ALω
=
Z1(ω)− Z0
Z1(ω) + Z0
. (68)
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Similarly, the voltage transmission coefficient is given by
TV =
R1A1Rω
Z0ALω
. (69)
Assuming Z0 is real, and neglecting C1 and L1, we obtain
TV = 1 + ΓV , (70)
which is the same as Eq. (A.5).
2.7 Quantum-mechanical reflection and transmission
coefficients
In this section, quantum-mechanical reflection and transmission coefficients
are calculated for two different systems. One of them is the same as in the
previous section: two connected transmission lines. The other consists of a
transmission line terminated by two resistors, a system corresponding to the
fabricated samples.
2.7.1 Two connected transmission lines
Let us study a system consisting of two semi-infinite transmission lines that
are combined with an inductor and a capacitor at position x = 0. This system
is analogous to the system where a semi-infinite transmission line is termi-
nated by an impedance and the resistance is modelled as a transmission line,
which is presented in Fig. 3. The Hamiltonian operator can be obtained from
the classical Hamiltonian in Eq. (58). The operator replacements are similar
to the case of an infinite transmission line. In the original transmission line,
the charge operator is denoted by Qˆ, and in the transmission line representing
the resistor by Qˆ1.
Again, the wave equation must be valid in both transmission lines and, conse-
quently, the solution can be written as a combination of left- and right-moving
waves [17]:
Qˆ =
∫ ∞
0
dω
√
~
4piZ0ω
[
AˆL,ωe
−iω(t+x/v) − AˆR,ωe−iω(t−x/v) + H.c.
]
, (71)
Qˆ1 =
∫ ∞
0
dω
√
~
4piR1ω
[
Aˆ1L,ωe
−iω(t+x/v) − Aˆ1R,ωe−iω(t−x/v) + H.c.
]
. (72)
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The boundary conditions are also analogous to the classical case [17]. The
condition
Qˆ = −Qˆ1 (73)
at position x = 0 results in equation
1√
Z0
(AˆLω − AˆRω) = 1√
R1
(−Aˆ1Lω + Aˆ1Rω), (74)
and the condition
1
Cl
∂xQˆ(x, t)|x=0 = 1
C1,l
∂xQˆ1(x, t)|x=0 − 1
C1
Qˆ1(0, t)− L1 ¨ˆQ1(0), (75)
results in equation√
Z0(AˆLω + AˆRω) =
1√
R1
[
Z1(ω)Aˆ1Lω + Z1(ω)
∗Aˆ1Rω
]
. (76)
If we assume that Aˆ1Lω = 0, we obtain [17]
AˆRω =
Z1(ω)
∗ − Z0
Z1(ω)∗ + Z0
AˆLω. (77)
This is analogous to the classical voltage reflection coefficient, and it can be
written in terms of creation operators as [17]
ΓV =
Aˆ†Rω
Aˆ†Lω
=
Z1(ω)− Z0
Z1(ω) + Z0
. (78)
2.7.2 Resistors connected by a transmission line
We study a system consisting of two resistors connected to each other via
a transmission line. The resistors are also connected to the ground poten-
tial. We model the system as two semi-infinite transmission lines that are
connected to a transmission line of a finite length. Dimensionless inductive
and capacitive components are included in the model at the two junctions,
as shown in Fig. 4.
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Figure 4: (a) Two grounded resistors are connected to a transmission line of a
finite length s. In addition, inductors and capacitors are placed to the ends of
the transmission line. (b) The two resistors connected by the transmission line
presented as a system of three connected transmission lines. The annihilation
operators for the left- and right-moving waves at the different points of the
system are denoted by aˆi, bˆi, cˆi, and dˆi, i ∈ {L,R}.
The equations connecting the annihilation operators at different points of the
system (see Fig. 4) are given by the boundary conditions and can be written
as
1√
Z0
(bˆL − bˆR) = − 1√
R1
(aˆR − aˆL), (79)
1√
Z0
(cˆR − cˆL) = − 1√
R2
(dˆL − dˆR), (80)√
Z0(bˆL + bˆR) =
1√
R1
(Z1aˆR + Z
∗
1 aˆL), (81)√
Z0(cˆR + cˆL) =
1√
R2
(Z2dˆL + Z
∗
2 dˆR), (82)
cˆR = e
iφbˆR, (83)
bˆL = e
iφcˆL, (84)
where φ = ωs/v, Z1 = R1 + 1/(iωC1) + iωL1 and Z2 = R2 + 1/(iωC2) +
iωL2. Since we have eight unknown operators and six equations, we can solve
operators aˆL, bˆL, bˆR, cˆL, cˆR, and dˆR as functions of aˆR, and dˆL.
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In this circuit, the photons are noninteracting, which allows us to study
separately photons coming from the left and from the right. The case of
no photons coming from the right corresponds to the situation where the
resistor R1 is at finite temperature and the resistor R2 is at zero temperature.
The reflection and transmission coefficients can be solved using the boundary
conditions. Similarly, one can solve the situation where no photons are coming
from the left. The total heat transfer can then be solved by combining the
two solutions.
Therefore, assuming no photons coming from the left, dˆL = 0, we obtain
aˆL =
e2iφ(Z1 + Z0)(Z0 − Z∗2) + (Z1 − Z0)(Z0 + Z∗2)
e2iφ(Z0 − Z∗1)(Z0 − Z∗2)− (Z0 + Z∗1)(Z0 + Z∗2)
aˆR, (85)
bˆL =
2e2iφ
√
Z0R1(Z0 − Z∗2)
e2iφ(Z0 − Z∗1)(Z0 − Z∗2)− (Z0 + Z∗1)(Z0 + Z∗2)
aˆR, (86)
bˆR = − 2
√
Z0R1(Z0 + Z
∗
2)
e2iφ(Z0 − Z∗1)(Z0 − Z∗2)− (Z0 + Z∗1)(Z0 + Z∗2)
aˆR, (87)
cˆL = − i
√
Z0R1(Z0 − Z∗2)
IZ0(Z1∗ + Z∗2) cos(φ) + (Z
2
0 + Z
∗
1Z
∗
2) sin(φ)
aˆR, (88)
cˆR =
i
√
Z0R1(Z0 + Z
∗
2)
iZ0(Z∗1 + Z
∗
2) cos(φ) + (Z
2
0 + Z
∗
1Z
∗
2) sin(φ)
aˆR, (89)
dˆR =
2i
√
R2R1Z0
iZ0(Z∗1 + Z
∗
2) cos(φ) + (Z
2
0 + Z
∗
1Z
∗
2) sin(φ)
aˆR. (90)
The reflection coefficient for the annihilation operators r(ω) is given by
Eq. (85) and the transmission coefficient t(ω) by Eq. (90),
r(ω) =
e2iφ(Z1 + Z0)(Z0 − Z∗2) + (Z1 − Z0)(Z0 + Z∗2)
e2iφ(Z0 − Z∗1)(Z0 − Z∗2)− (Z0 + Z∗1)(Z0 + Z∗2)
, (91)
t(ω) =
2i
√
R2R1Z0
iZ0(Z∗1 + Z
∗
2) cos(φ) + (Z
2
0 + Z
∗
1Z
∗
2) sin(φ)
. (92)
The phase shift φ depends on the frequency.
We may study the special case with no lumped capacitances and inductances
between the transmission lines, Z1 = R1 and Z2 = R2. The simplified model
is presented in Fig. 5. Thus, the reflection and transmission coefficients can
be simplified to
rs(ω) =
e2iφ(R2 − Z0)(R1 + Z0) + (−R1 + Z0)(R2 + Z0)
e2iφ(R1 − Z0)(−R2 + Z0) + (R1 + Z0)(R2 + Z0) , (93)
ts(ω) =
2i
√
R1R2Z0
i(R1 +R2)Z0 cos(φ) + (R1R2 + Z20) sin(φ)
. (94)
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Figure 5: (a) Transmission line with characteristic impedance Z0 is termi-
nated by resistors R1 and R2. (b) The two resistors connected by a trans-
mission line presented as a system of three connected transmission lines. The
annihilation operators for the left- and right-moving waves at the different
points of the system are denoted by aˆi, bˆi, cˆi, and dˆi, i ∈ {L,R}.
Energy conservation yields
|r(ω)|2 + |t(ω)|2 = 1. (95)
The squared modulus of the simplified transmission coefficient obtains the
form
|ts(ω)|2 = 2
1 +
R21+R
2
2
2R1R2
+
R21R
2
2+Z
4
0−R21Z20−R22Z20
2R1R2Z20
sin2(φ)
. (96)
Thus, a full transmission, |ts(ω)|2 = 1, is obtained if R1 = R2 = Z0. Further-
more, the transmission coefficient is symmetric with respect to the change of
the resistances R1 and R2, as expected. Therefore, it is enough to consider
only the case dˆL = 0 since the case aˆR = 0 is obtained by symmetry.
2.8 Photonic heat conduction between two resistors
Energy dissipation at the resistor R2 is given by the average number of pho-
tons travelling to the right in transmission line R2 multiplied by the energy
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carried by a single photon. Therefore, the power per unit frequency is given
by
P→,ω = 〈~ωdˆ†RdˆR〉
= ~ω|t(ω)|2〈aˆ†RaˆR〉
= ~ω|t(ω)|2 1
exp( ~ω
kBT1
)− 1 , (97)
since the number of photons coming from the left is given in thermal equi-
librium by the Bose–Einstein distribution. By symmetry, the power transfer
to the other direction is given by
P←,ω = ~ω|t(ω)|2 1
exp( ~ω
kBT2
)− 1 . (98)
The net photonic power transfer from R1 to R2 can be expressed as
PΓ =
∫ ∞
0
dω
2pi
(P→,ω − P←,ω)
=
∫ ∞
0
dω
2pi
~ω|t(ω)|2
(
1
exp( ~ω
kBT1
)− 1 −
1
exp( ~ω
kBT2
)− 1
)
. (99)
In the special case of full transmission, the power simplifies to
Pmax =
∫ ∞
0
dω
2pi
~ω
(
1
exp( ~ω
kBT1
)− 1 −
1
exp( ~ω
kBT2
)− 1
)
=
pik2B
12~
(T 21 − T 22 )
=
pik2BT
6~
(T1 − T2), (100)
where we have defined T = (T1 +T2)/2. Thus, in the case of full transmission,
the thermal conductance is given by
G =
Pmax
T1 − T2
=
pik2BT
6~
= GQ, (101)
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Figure 6: Photonic power as a function of the island resistance R = R1 = R2
for the distances of 20 cm and 1 m. The resistor temperatures are T1 =
250 mK and T2 = 200 mK. Here, PΓ is the photonic power calculated
with Eq. (99), where |t(ω)|2 is calculated according to Eq. (96), and Pmax
is the maximum heat transfer given by the quantum of thermal conduc-
tance according to Eq. (100). The phase velocity is calculated according
to Eq. (17), and the characteristic impedance according to Eq. (29) with
Cl = 1.5× 10−10 Fm−1 and Ll = 4.1× 10−7 Hm−1. These values correspond
to the experimental samples.
where GQ =
pik2BT
6~ is the quantum of thermal conductance presented in
Sec. 2.1.
In a more general case, the power can be solved numerically from Eq. (99)
with t(ω) given by Eq. (92), and in the simplified case with ts(ω) given by
Eq. (94). The conductance of a single channel is limited by the quantum of
thermal conductance, and the maximum power transfer between two resis-
tors is obtainable if the resistors have resistances equal to the characteristic
impedance of the transmission line.
The photonic heat transfer depends on the matching between the resistors
and the transmission line as shown in Fig. 6. Photonic heat conduction PΓ ob-
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tains its maximum value Pmax given by the quantum of thermal conductance
for Z0 = R1 = R2. The photonic power is more than 90 % of its maximum
value if R/Z0 ∈ [0.62, 1.60] in case of a 1-m distance. Here, R = R1 = R2.
For a 20-cm-long transmission line, the ratio PΓ/Pmax is slightly below that
of a 1-m-long transmission line.
The result in Eq. (100) is the same as in Ref. [4], where it is derived from
Johnson–Nyquist noise [22, 23] using formula [24]
P =
∫ ∞
0
dω
2pi
4R1R2
|Z(ω)|2~ω
(
1
exp( ~ω
kBT1
)− 1 −
1
exp( ~ω
kBT2
)− 1
)
, (102)
and assuming perfect matching R1 = R2, Z(ω) = R1 + R2, the quantum of
thermal conductance is retrieved.
2.9 Normal-metal–insulator–superconductor junction
In this section, we study a structure where normal-metal (N) and supercon-
ducting (S) electrodes are connected through an insulator layer (I) forming
an NIS junction. This NIS structure can be further connected to form a sym-
metric SINIS structure, which is shown schematically in Fig. 7. First, some
general properties of superconductors are discussed. After that, the principles
of thermometry and refrigeration by NIS junctions are presented.
S I N I S
Figure 7: SINIS structure consists of two superconducting leads (S) and a
normal-metal block (N) connected through insulating barriers (I).
2.9.1 Superconductivity
Superconductivity is a quantum phenomenon typically observed at low tem-
peratures. It has many important features such as vanishing electrical resis-
tance and perfect diamagnetism. The microscopic theory for superconduc-
tivity was formulated by Bardeen, Cooper and Schrieffer (BCS) in 1957 [25].
Here, two electrons with opposite momenta form a Cooper pair due to a weak
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attractive interaction caused, for example, by lattice vibrations, phonons.
Electrons are fermions, and therefore only one electron can occupy one state.
Cooper pairs have integer spin and, thus, there is no limitation to the occu-
pation number of a single state at the relevant scale.
The energy of a Cooper pair is lower than that of two unpaired electrons. The
energy difference is denoted by 2∆, because in order to brake a Cooper pair,
both electrons need at least ∆ of energy. At zero temperature, the energy
gap is given by [26]
Eg = 2∆ = 3.5kBTC , (103)
where TC is the critical temperature defined as the transition temperature be-
tween the normal state and the superconducting state. The number of exited
electrons, quasiparticles, is given by the Fermi–Dirac distribution function in
Eq. (2).
The density of quasiparticle states in a superconductor can be presented by
a semiconductor model [26]. The BCS density of states can be written as [26]
nS(E) = N0
|E|√|E| −∆Θ(|E| −∆), (104)
where N0 denotes the normal-state density of states, and θ is the Heaviside
step function.
Since there are no states in the gap, there cannot exist electric current at
vanishing temperature if the voltage difference over the NIS junction is zero.
Nevertheless, a supercurrent can flow in a superconductor without a voltage
difference. However, in real junctions a subgap current can be observed. This
subgap current can be modelled by the Dynes density of states [27],
nS(E) = N0
∣∣∣∣∣Re E/∆ + iγ√(E/∆ + iγ)2 − 1
∣∣∣∣∣ , (105)
where γ is a parameter. Typically, γ is of the order 10−4 in high-quality
aluminium–aluminium-oxide–normal-metal junctions. A heat current is pos-
sible through an NIS junction if there is a temperature difference across the
junction.
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2.9.2 Thermometer
NIS junctions can be used as secondary thermometers [28]. An electric current
through an NIS junction is possible due to the fact that electrons can tunnel
through the insulator. The tunnelling rate Γ+ from the N electrode to the
S electrode depends on the occupation number of the N electrode, which is
given by the Fermi–Dirac distribution fFD in Eq. (2). It also depends on the
number of free states in the S electrode, which is proportional to 1 − fFD.
The occupation numbers are multiplied with the density of states functions
in order to obtain the number of electrons at a given energy. We assume that
the density of states is constant in the normal metal. The Fermi levels of the
N and S electrodes can be shifted with respect to one another by applying
a bias voltage V = VN − VS. With this definition, the current from N to
S is positive at positive voltages. The total tunnelling rates are obtained by
integrating over all energy states. The tunnelling rate Γ− from the S electrode
to the N electrode is calculated similarly. Thus, the tunnelling rates are given
by [29,30]
Γ± =
1
e2RTN0
∫ ∞
−∞
nS(E)fFD(E ± eV, TN)[1− fFD(E, TS)]dE, (106)
where RT is the normal-state tunnelling resistance of the junction, and TN
and TS are the electron temperatures of the N and S electrodes, respectively.
The charging energy of the normal-metal island is neglected since the island is
connected to the ground plane in the actual device by an NS contact without
an insulating barrier.
The electric current can be calculated from the tunnelling rates, and it sim-
plifies to [29,31]
I = −e(Γ+ − Γ−)
=
1
eRTN0
∫ ∞
0
nS(E)[fFD(E − eV, TN)− fFD(E + eV, TN)]dE. (107)
The current does not depend on the temperature of the superconductor,
except weakly through nS(E), and hence it can be used as a thermometer
for the electrons in the normal metal.
Two NIS junctions can be combined to an SINIS structure. If the junctions
are similar, the voltage difference across a single NIS junction is half of the
total voltage. Therefore, the voltage in Eq. (107) needs to be divided by 2.
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2.9.3 Refrigeration
An NIS junction can be used for refrigeration of the normal metal since the
electric current transfers also heat [28]. The amount of energy transferred by
each electron is given by E−eV . Here, the potential is defined as V = VN−VS.
The total heat currents can be calculated the same way as the tunnelling rates
in Eq. (106), and they can be expressed as [29]
Q˙+ =
1
e2RTN0
∫ ∞
−∞
nS(E)[E−eV ]fFD(E − eV, TN)[1−fFD(E, TS)]dE, (108)
Q˙−=
1
e2RTN0
∫ ∞
−∞
nS(E)[E−eV ]fFD(E, TS)[1−fFD(E − eV, TN)]dE. (109)
By combining these, we obtain the refrigeration power [28]
Prefr(V ) = Q˙
− − Q˙+
=
1
e2RTN0
∫ ∞
−∞
nS(E)[E−eV ][fFD(E−eV, TN)−fFD(E, TS)]dE.(110)
In contrast to the electric current, the power depends on the temperature
of the S electrode. In a symmetric SINIS structure, the power needs to be
multiplied by 2 and the voltage divided by 2. The principle of the SINIS re-
frigeration is shown in Fig. 8. In addition to refrigeration, the NIS junctions
may be used as thermal diodes [32]. In case of small temperature differences
and without applied voltages, the thermal rectification is of limited impor-
tance [32].
2.10 Electron–phonon coupling
Thermal energy of the atoms in a solid crystal produces lattice vibrations.
The vibrations are analysed with a phonon model in which the vibrations
have particle-like properties. The phonons can transfer energy and momen-
tum in the lattice.
The electrons and phonons in the normal metal may have different temper-
atures. The heat transfer between the electrons and phonons at the normal-
metal island i = 1, 2 (see Fig. 9) can be calculated according to the formula [4]
Pep,i = ΣAuPdΩi(T
5
0 − T 5i ). (111)
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Figure 8: SINIS structure and the cooling mechanism. Cold electrons tunnel
from the left superconductor to the normal metal, and hot electrons tunnel
from the normal metal to the superconductor. Consequently, the electron
temperature of the normal metal is reduced.
Here, ΣAuPd = 3.0 × 109 WK−5m−3 is a material parameter of AuPd [6],
which is used as the normal metal, and Ωi is the volume of the normal-metal
block i. The fabricated samples have identical island volumes, Ω1 = Ω2 = Ω.
2.11 Quasiparticle heat conduction
Cooper pairs in a superconductor do not transfer heat by the usual diffusion
mechanism but the quasiparticles do [33]. The quasiparticle heat conduction
into the island 1 (see Fig. 9) from the superconducting line can be described
by the formula [4]
Pqp,1 = κSAT
′(x1), (112)
and out of the island 2 into the superconducting line by
Pqp,2 = κSAT
′(x2), (113)
where κS is the heat conductivity of the superconductor, A the cross-sectional
area of the line, and T ′(xi) the derivative of the temperature at xi, i = 1, 2.
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The island 1 is at x1 = 0 and the island 2 at x2 = s. Superconductor heat
conductivity is given by [4, 34]
κS = γ(T0)κN , (114)
where γ is a suppression factor
γ(T0) =
3
2pi2
∫ ∞
∆/kBT0
t2
cosh2(t/2)
dt, (115)
and κN is the normal-state heat conductivity of the line, which is obtained
from the Wiedemann–Franz law as
κN =
l
A
L0T (x)
Rl
. (116)
Here, Rl is the normal-state electric resistance of the line, l is the length of
the line, and L0 = 2.44× 10−8 WΩK−2 is the Lorenz number.
The temperature profile of the line can be calculated according to the heat
diffusion equation [4]
d
dx
(
−κS dT
dx
)
= αΣAl[T
5
0 − T 5(x)], (117)
where ΣAl = 0.3 × 109 WK−5m−3 is a material parameter of Al [6], which
is used as the superconducting material. The heat source term on the right-
hand side describes the electron–phonon coupling in the superconducting
line, and it is suppressed by a factor [35]
α ≈ 0.98e−∆/kBT0 , (118)
with respect to the normal state.
If the distance between the normal-metal islands connected by a supercon-
ductor is large, the quasiparticles will be thermalised in the superconductor.
At low temperatures the relaxation length of the quasiparticles can be large,
and typically, the quasiparticle distribution thermalises over millimeter dis-
tances [36]. Nevertheless, the quasiparticles can thermalise in the normal-
metal shadows which are present in the fabricated samples due to the fab-
rication method. The normal-metal shadows act as quasiparticle traps [37].
Thus, the quasiparticles transfer heat between the two normal-metal islands
weakly.
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In the limiting case with α = 0, the temperature profile is linear, and the
derivative of the temperature profile assumes the form (T2 − T1)/s. There-
fore, the quasiparticle heat conduction in the studied samples is more than
three orders of magnitude weaker than in samples where the length of the
superconducting line is of the order of 50 µm as in Ref. [4]. Thus, it is of
little importance in the thermal conductance between the islands. However,
the normal-metal shadows that are in the vicinity of the islands may have
an important contribution to the individual island temperatures.
2.12 Thermal model
In this section, the temperatures of the two normal-metal islands resistively
terminating the transmission line (see Fig. 5) are analysed in a steady state.
The thermal model of the system is presented in Fig. 9. The temperature
of the island 1 is controlled by adjusting the refrigeration power Prefr. The
temperature of the island 2 is then altered due to the heat conduction be-
tween the resistors. The heat conduction can be photon transmitted, PΓ, or
it can be transmitted by quasiparticles through the center conductor, which
is thermally connected to the phonon bath. The quasiparticle heat conduc-
tions between the resistors and the center conductor are denoted by Pqp,i,
i = 1, 2. The electron–phonon coupling between the electronic excitations in
the resistors and the phonon bath are denoted by Pep,i, and that between the
center conductor and the phonon bath by Pep,Al. Thermometers need also be
considered in the thermal model, and their powers are denoted by Ptherm,i.
They are calculated similarly to the refrigeration power, but a current bias
is used instead of a voltage bias.
The observed refrigeration is not ideal, which can be modelled by a backflow
power [37]
Pbf,β = β(IV + Prefr), (119)
where β is typically between 0.01 and 0.1. This power is assumed to be
a consequence of the overheating of the superconducting lines [37]. Here,
a constant portion of the total electric power is assumed to flow into the
island [37].
An additional constant heating is included in the model. The constant heat-
ing powers Pconst,i account for heat leaks from a high-temperature environ-
ment, and they result in saturating island temperatures at very low phonon
temperatures.
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Figure 9: Thermal model of two normal-metal islands terminating a supercon-
ducting transmission line at temperatures T1 and T2 with additional normal-
metal blocks at temperatures T1s and T2s. The different powers included in the
model are refrigeration Prefr, photonic heat conduction PΓ, electron–phonon
coupling Pep,1, Pep,2, Pep,Al, Pep,1s, Pep,2s, quasiparticle heat conduction Pqp,1,
Pqp,2, Pqp,1s, Pqp,2s, thermometer powers Ptherm,2, Ptherm,2, backflow power
Pbf, and constant heating powers Pconst,1, Pconst,2. The arrows indicate the
directions of the positive heat flows.
The quasiparticle heat conduction between the normal-metal islands and the
normal-metal shadows is taken into account. Instead of modelling the com-
plex geometry of the structures near the islands in the fabricated samples,
we use a phenomenological approach by considering additional normal-metal
blocks of effective volume ν connected to both ends of the actual normal-
metal islands. For simplicity, only one additional block connected to each
island is drawn in Fig. 9. We denote the powers due to this quasiparticle
heat conduction by Pqp,1s and Pqp,2s and the temperatures of the additional
blocks by T1s and T2s. In the simulations, these additional blocks are as-
sumed to be connected to the actual islands through superconducting leads
with cross-sectional area Al = (200× 100) nm2, and length l = 4 µm, which
correspond to the realised sample geometry. The normal-state resistivity of
the leads is 1.5× 10−8 Ωm [38]. The electron–phonon coupling in the super-
conducting leads is very weak and, therefore, it is neglected. We assume that
the temperature of the leads used in Eq. (115) is approximately the same as
the temperature of the normal-metal island. The additional blocks transfer
heat with the phonon bath by electron–phonon coupling, which is denoted by
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Pep,1s and Pep,2s. This phenomenological approach can also account for the
weak electron–phonon coupling in the superconducting ground planes and
the center conductor.
Steady-state equations for both normal-metal islands and the additional
normal-metal blocks are obtained by combining the different powers as
Prefr − Pbf + Ptherm,1 + PΓ − Pep,1 − Pqp,1 − Pconst,1 − Pqp,1s = 0, (120)
Ptherm,2 − PΓ − Pep,1 + Pqp,2 − Pconst,2 − Pqp,2s = 0, (121)
Pqp,1s − Pep,1s = 0, (122)
Pqp,2s − Pep,2s = 0. (123)
The temperatures of the islands are given by these equations. Here, the effect
of two junctions in an SINIS structure instead of a single NIS junction is
included in the powers.
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3 Sample design and analysis methods
In this chapter, the structure of the studied coplanar waveguide is presented
followed by coupling capacitance simulations. Subsequently, the sample de-
sign is discussed as well as the concept of the quality factor. Finally, we
discuss analysis methods for the quality factor and the thermometry.
3.1 Coplanar waveguide
A CPW transmission line consists of a center conductor and two ground
planes on both sides of the center conductor. The structure of the CPW
transmission line is schematically presented in Fig. 10. In the studied struc-
ture, the width of the center conductor is w = 10 µm, the width of the gap is
g = 5 µm, the thickness of the metal is t = 200 nm, the thickness of the silicon
substrate is h1 = 550 µm, and the thickness of the oxide layer is h2 = 300 nm.
The relative permittivity of the silicon substrate is ε1 = 11.6 [39], and the
relative permittivity of the silicon oxide layer is ε2 = 3.78 [39].
A CPW transmission line may support several different modes [40]. In a fun-
damental even mode, the potential of the center conductor oscillates with
respect to the ground potential [40], as shown in Fig. 11(a). The fundamen-
tal even mode corresponds to quasi transverse electromagnetic (quasi-TEM)
waves, and it is also known as the CPW mode [40, 41]. In a fundamental
odd mode, the potentials of the two ground planes oscillate with respect to
one another [40,41], which is shown in Fig. 11(b). The properties of the fun-
damental odd mode depend on the finite width of the ground planes, and
it can be suppressed by bonding the left part of the ground plane to the
right part [40]. The fundamental odd mode is also known as the slot-line
mode [40, 41]. The electric field of the CPW mode is confined to a smaller
volume than that of the slot line mode, and the dispersion is lower in the
CPW mode [40]. In addition to these modes, the CPW structure may sup-
port parasitic modes including a parasitic even mode where the potential of
the ground planes and the center conductor oscillates with respect to the
potential of the metallic shield surrounding the sample [40]. The CPW mode
is the most important at low frequencies, whereas the other modes become
important at higher frequencies depending on the geometry [41].
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Figure 10: (a) Cross-section of a CPW transmission line. A layer of SiO2 with
permittivity 2 and thickness h2 is formed on a Si wafer with 1 and thickness
h1. The metal layer has a thickness of t. The width of the center conductor
is denoted by w, and the separation between the center conductor and the
ground plane by g. (b) Top view of a CPW showing the center conductor and
the ground plane. The relative dimensions are not to scale in these drawings.
(a)
(b)
Figure 11: Schematically presented cross-section of the electric field lines of
(a) a CPW mode, and (b) a slot line mode.
The phase velocity of the electromagnetic waves in a CPW transmission line
is given by [39,40]
v =
c√
εeff
, (124)
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where c is the velocity of light in vacuum and εeff is the effective permittivity.
The effective permittivity for quasi-TEM modes can be calculated analyti-
cally as [42]
εeff = 1 + q1(ε1 − 1) + q2(ε2 − ε1), (125)
where the partial filling factors are given by
q1 =
1
2
K(k1)
K(k′1)
K(k′0)
K(k0)
, (126)
q2 =
1
2
K(k2)
K(k′2)
K(k′0)
K(k0)
. (127)
Here K denotes the complete elliptic integral of the first kind,
k0 =
w
w + 2s
, (128)
k1 =
sinh( piw
4h1
)
sinh( piw
4h1
+ pig
gh1
)
, (129)
k2 =
sinh( piw
4h2
)
sinh( piw
4h2
+ pig
gh2
)
. (130)
and
k′i =
√
1− k2i , (131)
where i = 0, 1, 2. The capacitance and inductance per unit length can be
calculated as [39,42,43]
Cl = 4ε0εeff
K(k0)
K(k′0)
, (132)
Ll =
µ0
4
K(k′0)
K(k0)
, (133)
where ε0 is the vacuum permittivity, and µ0 vacuum permeability. These
equations are valid for unshielded samples with vanishing metal film thick-
ness. The characteristic impedance and the fundamental frequency are re-
lated to these by Eqs. (29) and (49). One can also calculate Cl numerically,
and then obtain Ll using Eqs. (132) and (133) [39].
The total inductance per unit length for a superconducting CPW is given as a
sum of the geometric inductance in Eq. (133) and kinetic inductance [41]. The
kinetic inductance accounts for the magnetic energy within the conductor,
and it originates from the inertia of the Cooper pairs, whereas the geometric
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inductance accounts for the magnetic energy external to the conductor [41].
Analytical expressions for the kinetic inductance can be derived yielding
results with rather good agreement with experimental measurements [44,45].
However, the kinetic inductance is approximately two orders of magnitude
lower than the geometric inductance in CPWs with dimensions close to the
ones studied in this thesis [39, 45]. Therefore, the kinetic inductance can be
neglected, and the total inductance is assumed to be equal to the geometric
inductance Ll given in Eq. (133).
3.2 Coupling capacitance
The transmission line is terminated at both ends by coupling capacitors.
The capacitances of the capacitors vary according to their structure. Gap
capacitors with a gap length ranging from 5 to 50 µm are studied. An example
of such a structure is shown in Fig. 12. In addition, we study interdigital
capacitors with the number of fingers ranging from 1+1 to 16+16. The length
of the fingers is between 50 and 200 µm, and their width and separation are
5 µm. An optical micrograph of a finger capacitor is shown in Fig. 13. All
the samples have identical capacitors at both ends of the resonator.
20µm
Figure 12: Optical micrograph of a coupling capacitor with 20 µm gap. The
dark regions in the figure are metal in the fabricated sample.
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200µm
Figure 13: Optical micrograph of a sample with a 16+16 finger coupling
capacitor. The width of the fingers and the gap between the fingers are both
5 µm, and the length of the fingers is 200 µm. In the upper left corner, part of
the bonding pads is visible. No resistors are fabricated to this device. Metal
appears bright in this image.
The capacitances are calculated with Comsol Multiphysics, which is a simula-
tion program based on the finite element method (FEM). The capacitances
can be calculated with analytical formulae [19] but we prefer simulations
since that way the capacitor design and the surroundings can accurately be
taken into account. The simulation results are presented in Table 1.
In the simulations, the simulated volume is spherical with a diameter of
500 µm in order to avoid electric field bending near the corners. The elements
in the FEM simulation are tetrahedral. The size of the elements is limited
to 2 µm in the region near the capacitors, and they are larger further away
from the capacitors where the electric field is more uniform. Figure 14 shows
the computational mesh, and Fig. 15 shows the resulting electric potential
in an example case of a 4+4 finger capacitor.
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Table 1: Capacitances obtained from FEM simulations for different coupling
capacitor structures. The gap length is varied in the gap capacitors, whereas
the number of fingers and the finger length are varied in finger capacitors. An
example of a gap capacitor is shown in Fig. 12, and an example of a finger
capacitor in Fig. 13.
Structure Capacitance (fF)
50 µm gap 0.052
20 µm gap 0.18
10 µm gap 0.34
5 µm gap 0.53
50 µm finger, 1+1 2.35
100 µm finger, 1+1 4.28
100 µm finger, 2+2 13.3
100 µm finger, 3+3 22.8
100 µm finger, 4+4 32.3
100 µm finger, 6+6 51.7
100 µm finger, 8+8 70.7
200 µm finger, 8+8 136
100 µm finger, 10+10 89.7
200 µm finger, 10+10 172
200 µm finger, 16+16 279
Figure 14: An example of coupling capacitance simulation mesh with a 4+4
finger capacitor. The fingers have a length of 100 µm and a width of 5 µm.
Grey colour in the figure denotes metal.
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Figure 15: Example of coupling capacitance simulation results with a 4+4
finger capacitor. (a) Electric potential on an x = 0 plane. The center con-
ductor is set to 1 V potential which is shown by the red colour while the
blue colour indicates zero potential. (b) Close view of the potential on the
x = 0 plane. The arrows indicate the direction of the electric field, and the
white regions are the cross sections of the fingers. (c) Top view of the electric
potential on a z = 0 plane.
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3.3 Sample layout design
The samples are designed using Layout Editor software. Samples with two
different resonator lengths are designed and fabricated. The shorter ones have
a length of 19.26 cm ≈ 20 cm, and the longer ones 104.34 cm ≈ 1 m.
The design of the 20-cm sample is presented in Fig. 16. Superconducting
CPWs with resembling double spiral structures can be used as wideband
amplifiers [46], and as delay lines [47]. Here, the 20-cm resonator forms a
double spiral structure with 14 full rotations. The distance between the ad-
jacent CPW lines is 250 µm, and the S-shaped part in the center of the
resonator consists of two arcs with a radius of 137.5 µm. The size of the chip
is 1×1 cm2. The 1-m sample is similar to the 20-cm sample but it has 35 full
Figure 16: Sample design of a 20-cm resonator forming a double spiral struc-
ture. This design is utilised in the fabrication of a mask in the optical lithogra-
phy. The marks at the corners enable alignment for fine-structure fabrication.
Here, the resonator is terminated at both ends by 10-µm gap capacitors.
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Figure 17: Mask design used for EBL. The red regions are drawn with EBL
on top of the blue regions that have previously been fabricated by optical
lithography.
rotations, and the chip size is 2× 2 cm2. The width of the center conductor
is 10 µm, and the width of the gap between the center conductor and the
ground plane is 5 µm in both 20-cm and 1-m samples.
The SINIS fine structures are fabricated with electron-beam lithography
(EBL) near the ends of the resonator, and their design is shown in Fig. 17.
The center conductor is terminated by the normal-metal blocks to the ground
plane.
3.4 Quality factor and scattering parameters
There is always some loss in microwave resonators. It can be described by a
quality factor Q defined as
Q = ω0
Ws
Pl
, (134)
where ω0 is the angular frequency at the resonance, Ws the average energy
stored in the resonator, and Pl the power loss [20]. The higher the Q factor,
the longer is the time required to damp the signal.
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An N -port microwave network presented in Fig. 18 can be analysed by study-
ing scattering parameters Sij. The scattering parameters are defined as ma-
trix elements relating the in- and out-going voltage wave amplitudes V +i and
V −i for port i, respectively, as [20]
V −1
V −2
...
V −N
 =

S11 S12 · · · S1N
S21 S22 · · · S2N
...
...
...
SN1 SN2 · · · SNN


V +1
V +2
...
V +N
 . (135)
The scattering matrix depends on the frequency. In case of a 2-port network,
it is a 2 × 2 matrix, where S11 gives the voltage reflection, and S21 the
transmission.
Since the power is proportional to the squared amplitude of the voltage, it
is also proportional to the squared amplitude of the scattering parameters.
We define band width ∆ω as the frequency range, outside which the power is
reduced to one half or a smaller fraction of its maximum value. If ω0  ∆ω,
the quality factor can be expressed as [20]
Q =
ω0
∆ω
. (136)
Therefore, if the quality factor is very high, the peak in S21 as a function of
frequency is narrow and the resonator is sensitive only to a small band of
frequencies around the resonance frequency.
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Figure 18: N -port network with in- and out-going current waves I+i , I
−
i and
voltage waves V +i , V
−
i .
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3.5 Scattering parameter analysis
In this section, we present the ABCD matrix method, which can be used
for analysing the scattering parameters defined in Sec. 3.4. In addition, we
describe several methods for extracting the quality factor from the measured
scattering parameters.
3.5.1 ABCD matrix
The properties of the superconducting CPW resonator are simulated with
Matlab. The scattering parameters of the system as functions of frequency
are calculated using the ABCD matrix formalism [20,39]. The ABCD matrix
is a transmission matrix of a two-port system [20]. It is defined as[
V1
I1
]
=
[
A B
C D
] [
V2
I2
]
, (137)
where the currents I1, I2 and the voltages V1, V2 are defined in Fig. 19. If the
network consists of several components in series, the total ABCD matrix can
be obtained as matrix product of the ABCD matrices of the components.
Some ABCD matrices for simple two-port networks are listed in Ref. [20].
Thus, the ABCD matrix method is a very straightforward approach to calcu-
lating the total transmission and reflection coefficients for two-port systems
consisting of several connected simpler two-port systems.
The scattering parameters can be obtained from the ABCD matrix by for-
mulae [20]
S11 =
A+B/Z0 − CZ0 −D
A+B/Z0 + CZ0 +D
, (138)
S12 =
2AD − 2BC
A+B/Z0 + CZ0 +D
, (139)
S21 =
2
A+B/Z0 + CZ0 +D
, (140)
S22 =
−A+B/Z0 − CZ0 +D
A+B/Z0 + CZ0 +D
. (141)
The ABCD matrix of the CPW resonator can be calculated as [39][
A B
C D
]
=
[
1 Zin
0 1
] [
t11 t12
t21 t22
] [
1 Zout
0 1
]
, (142)
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V1
I1
ABCD V2
I2
Figure 19: ABCD matrix representation of a two-port network with total
currents I1, I2 and voltages V1, V2.
where
t11 = cosh(γs), (143)
t12 = Z0 sinh(γs), (144)
t21 =
1
Z0
sinh(γs), (145)
t22 = cosh(γs), (146)
and the coupling impedances are given by [39]
Zin = Zout =
1
iωCκ
. (147)
Here, the coefficient for wave propagation is given by
γ = α + iβ, (148)
where α describes the damping of the signa, and β is the phase constant. In
a lossless line,
γ = iβ = ik = iω
√
LlCl, (149)
where k is a wavenumber. There are no normal-metal resistors in this system.
The reflection and transmission coefficients obtained with the ABCD matrix
method are identical to the ones in Eqs. (91) and (92) calculated with pho-
tonic creation and annihilation operators in case of vanishing damping. The
ABCD matrix method allows taking the damping into account in a straight-
forward way.
3.5.2 RLC approximation
The experimental control samples consist of a transmission line Z0 con-
nected through coupling capacitors Cκ to external lines with characteristic
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impedances RL as shown in Fig. 20(a). Near the nth resonance, the CPW res-
onator can be modelled as a parallel RLC resonator, as shown in Fig. 20(b),
where [39]
R =
Z0
αs
, (150)
L =
2Lls
n2pi2
, (151)
C =
Cls
2
. (152)
The angular frequency of the nth resonance is given by ωn = nω0. The exter-
nal transmission lines can be presented as resistors with resistances equal to
the characteristic impedance. The coupling capacitors Cκ and the resistances
of the lines RL can be combined to a Norton equivalent parallel circuit [see
Fig. 20(c)] yielding [39]
C∗ =
Cκ
1 + ω2nC
2
κR
2
L
, (153)
R∗ =
1 + ω2nC
2
κR
2
L
ω2nC
2
κRL
. (154)
Energy dissipation of the whole circuit is characterised by a loaded quality
factor QL. Assuming C  C∗, the loaded quality factor QL can be written
as [39]
1
QL
=
1
Qint
+
1
Qext
, (155)
where the internal quality factor is
Qint =
npi
2αs
, (156)
and the external quality factor
Qext =
ωnR
∗C
2
. (157)
The Qint factor describes the losses of the actual resonator, and Qext describes
the losses of the other parts of the circuit. Combining Eqs. (152), (154)–(157)
with Eqs. (48)–(50) and (124) we obtain
QL =
n
2αs
pi
+
4C2κRLcpi
Cls2
√
εeff
n2
. (158)
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Figure 20: (a) Transmission line with a characteristic impedance Z0 con-
nected through coupling capacitances Cκ to external lines with characteris-
tic impedances RL. (b) The transmission line is modelled as a parallel RLC
circuit, and the external lines as resistors. (c) The coupling capacitances and
the resistances of the lines are presented as a Norton equivalent circuit with
resistances R∗ and capacitances C∗.
3.5.3 Q factor analysis
The samples are measured with a vector network analyser (VNA), which
gives the scattering parameters of the samples as functions of frequency. The
loaded quality factor QL is then obtained from the scattering parameters
with various methods, as discussed below, following Ref. [48].
46
327.1 327.2 327.3 327.4 327.5 327.6 327.7
-30
-25
-20
-15
-10
f (MHz)
|S
2
1
|2
(d
B
)
Measurement
Lorentzian fit
Figure 21: Lorentzian fit to a resonance peak |S21|2 as a function of frequency.
The Lorentzian curve is symmetric whereas the measurement data shows
asymmetric features. The measured resonator has a length of 20 cm and 8+8
coupling capacitors with a 200-µm finger length.
The first method is to calculate the Q factor according to Eq. (136), where
ω0 is the frequency at which the resonance occurs, and ∆ω is the full width
of the peak at which the power is reduced to one half. This method is very
simple and it gives rather accurate results. However, if higher accuracy is
required, more sophisticated methods are beneficial.
The second method is to calculate the Q factor from a Lorentzian fit to the
resonance peak. The complex valued scattering parameter S21 is given by [48]
S21(f) =
max(|S21|)
1 + iQ
(
f
f0
− 1
) . (159)
This equation is based on the lumped element model, and it is valid near the
resonance f ≈ f0. The squared magnitude of S21(f) has a Lorentzian shape
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Figure 22: Scattering parameter S21 plotted on a complex plane. A circle is
fitted to the measurement data, and the circle and the data are translated
in such a way that the center of the circle is at the origin. The translated
data and the circle are also rotated to align max(|S21|) to the real axis. The
reference point used in Eq. (162) is defined as an average of the first and the
last data point.
given by [48]:
|S21(f)|2 = |max(|S21|)|
2
1 + 4Q2
(
f
f0
− 1
)2 . (160)
The factors max(|S21|), Q and f0 are used as fitting parameters. An example
of fitting a Lorentzian curve to measured data is shown in Fig. 21.
The third method is based on Eq. (159), which forms a circle in the complex
plane. In an ideal case, the circle is in the canonical position with the center
on the real axis and the arc intersecting the origin. The diameter of the circle
in the canonical position gives directly the transmission. However, in case of
a real sample, the circle is not in the canonical position due to the cross-talk
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Figure 23: Phase as a function of frequency. The phase corresponds to the
translated experimental data points on the complex plane obtained from the
circle fit. A curve is fitted to the measurement data according to Eq. (163).
between cables, which causes a complex translation X [48]. In addition, a
phase shift θ is introduced if the measurement ports do not coincide with the
ports of the resonator [48]. The shifted and translated transmission coefficient
has the form [48]
S˜21 = (S21 +X)e
iθ. (161)
A circle is fitted to the measurement data with a weight function [48]
Wi = [(xref − xi)2 + (yref − yi)2]2, (162)
where xref is defined as the average of the first and the last data point, and i
denotes the point index. This weight function gives more weight to the point
near the resonance. The fitted circle is first translated and rotated to the
canonical position where it intersects the origin and has the center on the
real axis. Then it is further translated in such a way that the center of the
circle is at the origin of the complex plane. An example of the translation
and the circle fit is shown in Fig. 22. The next step is to fit the phase of the
translated measurement points as a function of the frequency. The complex
phase of the translated circle is obtainable as an arctangent of the ratio of
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the imaginary and real parts, and it can be written as [48,49]
φ(f) = 2 arctan
[
2Q
(
1− f
f0
)]
. (163)
The fitting of the phase as a function of the frequency is presented in Fig. 23.
This method typically gives the most reliable value for the Q factor although
the Lorentzian fitting gives also very reliable results [48].
3.6 Temperature simulations
Experimentally obtained island temperatures are analysed by comparing the
results with simulations. The system is described by the thermal model (see
Fig. 9), and the simulations are performed with Matlab software, which is
used to solve the thermal balance for the normal-metal islands from Eqs. (120)
and (121), and for the additional normal-metal blocks from Eqs. (122) and
(123). In the simulations, the refrigerator voltage and the temperature of
the phonon bath are varied, which changes the heat flows in and out of the
normal-metal islands. The parameters used in the simulations are based on
the fabricated samples. No time dependence is taken into account, that is,
the system is studied in the steady state.
Examples of the temperature simulation curves are shown in Fig. 24. The re-
frigeration voltage is swept and the temperatures of both islands are solved at
various phonon bath temperatures T0. Here, the system is studied in an ideal
case with heat flows only in the form of refrigeration Prefr, electron–phonon
coupling Pep,i, i = 1, 2, and photonic heat conduction PΓ at the quantum
limit. The backflow power Pbf, the constant heating powers Pconst,i, i = 1, 2,
and all the quasiparticle powers Pqp,i, i ∈ {1, 2, 1s, 2s} are neglected. The pa-
rameters of the NIS junction are ∆ = 230 µeV, γ = 5.8×10−4, and RT = 30.7
kΩ. The island volume is Ω = 3.2 × 0.2 × 0.02 µm3. These parameters are
the same as in the experimental 20-cm sample in Sec. 5.2.
Since there are no constant heat leaks in this simulation, very low temper-
atures can be obtained. Furthermore, the island temperatures at V = 0
correspond to the phonon bath temperatures T0. The temperature of the is-
land 2 follows that of the island 1 very closely at T0 = 100 mK, which shows
the domination of the photonic heat conduction over the other heat currents.
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Figure 24: Examples of simulated island temperature curves in case of ideal
photonic heat conduction at the quantum limit. Here, we neglect thermome-
ter powers Ptherm,i, i = 1, 2, constant heating Pconst,i, i = 1, 2, all quasiparticle
powers Pqp,i, i ∈ {1, 2, 1s, 2s}, and backflow power Pbf. The used parameters
are ∆ = 230 µeV, γ = 5.8× 10−4, RT = 30.7 kΩ, Ω = 3.2× 0.2× 0.02 µm3.
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4 Sample fabrication and measurement se-
tups
The samples are fabricated in Micronova cleanroom facilities using processes
described in this chapter. The samples for the heat conductance measure-
ments contain NIS nanostructures whereas there are no nanostructures in
the control samples. The fabrication processes consist of several steps, which
can be varied in order to obtain different kind of samples. In addition, the
measurement setups are presented in this chapter. The samples with the
nanostructures are measured at sub-kelvin temperatures, and the control
samples at 4 K.
4.1 Control samples
The control samples are fabricated on commercial 4-inch silicon wafers of a
thickness of 0.6 mm. The wafer contains a silicon oxide layer of a thickness of
300 nm. The fabrication process starts with covering the silicon wafer with
200 nm of Nb. The next step is predicing. The wafer is covered with a resist
layer in order to protect the Nb layer. The predicing is done by cutting the
wafer half way from the back side. This enables processing several samples
at the same time and afterwards dicing the wafer accurately to individual
chips.
The next step is optical lithography with a mask aligner. Prior to the mask
aligner the wafer is primed with hexamethyldisilazane (HMDS) chemical and
covered with AZ5214E resist at 4000 rpm resulting in 1.4-µm layer thickness.
We use a commercial soda lime mask in hard contact lithography. A photo
resist is a material consisting of polymer chains. The solubility of the resist
can be controlled by exposing it to ultraviolet (UV) light. Depending on the
resist used, the exposed resist becomes either cross linked and, therefore,
insoluble whereas the unexposed resist remains soluble, or the exposed resist
becomes soluble if the UV light breaks the cross links of an otherwise insoluble
resist. The AZ5214E resist can be used either way. After the exposure, we
use image reversal bake at 120  followed by a flood exposure with the
mask aligner. As a consequence, the solubility of the resist is reversed and
the exposed resist is insoluble. After that the unexposed resist is removed
with AZ351B developer in 40 s.
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The next step is etching of Nb using reactive-ion etching (RIE). The etching
time is 3 min, and the gas flows in the etching chamber are 20 standard cubic
centimeters per minute (sccm) of SF6 and 10 sccm of Ar. The bias voltage is
approximately 330 V.
After the Nb etching, the rest of the resist needs to be removed and the
sample cleaned. The resist is removed with remover PG, NEP, or acetone.
After that the sample is cleaned with RIE where organic residues are etched
with Ar (25 sccm) in 1 min with a bias voltage of 370 V.
4.2 Samples for heat conductance measurements
The samples for the heat conductance measurements are fabricated out of
Al. The processing of the Al samples starts with optical lithography. The
lithography process is similar to the one used for the control samples. The
wafer is primed with HMDS, covered with resist, exposed with a mask aligner,
and developed. After that the wafer is cleaned with RIE using oxygen descum
process. The next step is evaporation of Al. The thickness of the Al layer is
200 nm. On top of the Al layer, we evaporate 3 nm of Ti and 5 nm of Au in
order to prevent oxidation of the Al. Acetone is used in the lift-off after the
evaporation. After that the wafer is prediced and cleaned with acetone and
isopropyl alcohol (IPA).
The small structures containing NIS junctions are fabricated using electron-
beam lithography (EBL). The EBL resist consists of three layers. The first
two are MMA(8.5)MAA EL 11 copolymer spun at 2500 rpm. The copoly-
mer consists of methyl methacrylate (MMA) and methacrylic acid (MAA)
components in ethyl lactate (EL) solvent. The topmost layer is polymethyl
methacrylate (PMMA) with 4 % of anisole (A4) spun at 2500 rpm. After each
layer, the wafer is baked at 170  for 1 min. The mask for the structures
is written with EBL using a 100-kV acceleration voltage, a 200-µm aperture
and a 1-nA current. The dose for the patterns is 650 µC/cm2. In addition
to the actual patterns, shadow patterns are also written in order to achieve
undercut. The dose for the shadow patterns is 160 µC/cm2, and the aper-
ture is 200 µm. The actual and shadow patterns overlap. The development
is performed in three steps: first methyl isobutyl ketone (MIBK):IPA 1:3 de-
veloper, second methyl glycol:methanol 1:2, and third IPA. The development
time is 20 s in the first two steps. The cleaning with IPA is also performed
in 20 s.
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After the development, the sample is cleaned with Ar plasma (5 min, 2 ×
10−6 mbar). This allows us to obtain good electrical contacts between the
large patterns produced with optical lithography and the small ones produced
with EBL. The Ar plasma cleaning is performed in the same vacuum chamber
as the following metal evaporation. We use three-angle evaporation in order
to obtain both NIS tunnel junctions and NS contacts. The first layer is of
Al (20 nm, -23°), after which it is oxidised (O2, 9 mbar, 5 min). The second
layer is of AuPd (20 nm, +24°), and the third layer of Al (100 nm, −7°). The
evaporation rate is between 1 and 2 A˚/s, and the pressure between 1× 10−7
and 2× 10−7 mbar. Lift-off is performed with acetone.
The Al samples contain two normal-metal islands with four NIS junctions
which are used for dc measurements. In addition, the islands are connected
to the center conductor and to the ground plane by NS contacts without an
insulating oxide layer, which is the reason for using three-angle evaporation
instead of two-angle evaporation. Images of a normal-metal island and NIS
junctions are shown in Fig. 25.
4.3 Variations to the basic processes
Several variations to the basic processes described above are used. The first
samples are fabricated using a laser writer instead of a mask aligner with a
mask. The advantage of the laser writer is the fact that it is fast in fabricating
a few test samples. However, if more samples are required, the mask aligner
is significantly faster.
If no EBL patterns are to be made, the wafer can be diced to small chips after
spinning the photo resist but before optical lithography. Here, the alignment
can be carried out using the chip corners.
In addition, several changes to the fabrication parameters such as devel-
opment and etching times, and the thicknesses of the metal layers are im-
plemented. The lift off is also tested with different chemicals (PG, NEP,
acetone).
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Figure 25: (a) SEM micrograph of a normal-metal island with four NIS junc-
tions and (b) AFM micrograph of the same device. The left end of the island
is connected to the center conductor and the right end to the ground plane
by NS contacts. There are excess unused lines due to the three-angle evapo-
ration.
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4.4 Sample holder
The samples are placed on a copper sample holder covered with a 0.5-µm gold
layer. Copper is chosen for its good thermal conductivity at low temperatures.
The purpose of the gold layer is to prevent oxidation and, thus, to enable
good thermal contact. The sample holder is presented in Fig. 26, and it is
designed with Solid Edge software.
The sample holder also contains a printed circuit board (PCB) to which the
sample is connected by aluminium bond wires. The surface of the sample
and that of the PCB are at the same level. The PCB is fabricated out of
glass-reinforced epoxy laminate FR4, which has a thickness of 1.6 mm. The
metal leads are fabricated out of a 35-µm copper layer covered with a thin
layer of silver. Both sides of the PCB are metallised, and they are connected
by vias. The PCB is designed with Eagle software, and it is fabricated by a
commercial company.
Surface-mount resistors can be connected to the dc lines. The RF lines are
attached to the PCB with SMA connectors.
Figure 26: Sample holder contains a PCB with surface-mount resistors, and
dc and rf connectors. The sample holder in this figure is designed for samples
with a size of 2 × 2 cm2. The sample can be placed to the square region in
the middle of the sample holder.
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4.5 Control measurements at 4 kelvin
Scattering parameter measurements are carried out at a 4-K bath tempera-
ture, which is achieved using liquid helium bath. The helium is in its most
common isotope 4He, and it is stored in a dewar shown in Fig. 27(a). The
measurements are performed with a VNA to which the sample is connected
by coaxial cables. Here, the VNA measures both the amplitude and the phase
of the signal. No attenuators are used. The sample is mounted to a dipstick
containing the necessary measurement cables, and the dipstick is dipped into
the dewar. The dipstick is shown in Fig. 27(b).
The samples used in these control measurements at 4 K are fabricated out of
Nb, which has a critical temperature of 9.25 K [50]. The Al samples cannot be
used since the transition to the superconducting state occurs at a temperature
of 1.2 K [50].
Figure 27: (a) Dewar containing liquid helium. (b) A dipstick used for mea-
surements at 4 K. A sample holder and a sample are visible at the end of the
dipstick since a protecting cover is not attached here.
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4.6 Sub-kelvin measurements
A BlueFors dry dilution refrigerator is employed for all measurements at
sub-kelvin phonon bath temperatures. The cooling mechanism of a dilution
refrigerator is based on the finite solubility of 3He in 4He at zero temperature
[33]. This is due to the fact that 3He is fermionic and 4He bosonic [33].
The dry dilution refrigerator and some measurement instruments are shown
in Fig. 28(a), and the cryostat without the vacuum chamber is shown in
Fig. 28(b). The dc lines are made of thermo coax cables. Furthermore, an
optoisolator is used to reduce noise due to ground loops.
The principle of the measurement scheme is presented in Fig. 29. The temper-
atures of both normal-metal islands are measured by applying a bias current
and observing the voltage across an SINIS structure. The bias current is ob-
tained by setting the sample in series with a 12-GΩ resistor and connecting
it to a voltage source. The voltage is measured with a voltage amplifier and
an oscilloscope. The temperature control is obtained by sweeping a voltage
across an SINIS structure. The sweeping time is 1 min. In addition, the cur-
Figure 28: (a) BlueFors dry dilution refrigerator is used for sub-kelvin mea-
surements. The sample is inside the white vacuum chamber near the center of
the figure. Part of the measurement electronics is visible on the left. (b) The
dry dilution refrigerator without the vacuum chamber. The sample is in the
middle of the figure attached to a sample holder in an opened radiation shield.
The lowest plate reaches temperatures below 10 mK. Some heat exchangers
and measurement cables are also visible.
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Figure 29: Measurement setup used at sub-kelvin temperatures. The island
temperatures are obtained by measuring the voltages Vth, i, i = 1, 2, across
an SINIS structure with bias currents Ith,i. The temperature of the island 1 is
controlled by varying the voltage V . The normal-metal islands are connected
to the center conductor and to the ground by NS contacts.
rent used for temperature control is also measured. The two unused dc lines
to the NIS junctions are left floating.
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5 Experimental results
The experimental results on the control measurements at 4 K and on the
photonic heat conduction over macroscopic distances at sub-kelvin temper-
atures are presented in this chapter. The measurement results are analysed
and compared with the simulations. The scattering parameter measurements
of the control samples characterise the quality of the CPW, and the thermom-
etry at sub-kelvin temperatures enables the observation of heat conduction
between the two normal-metal islands.
5.1 Scattering parameter
The frequency responses of the fabricated control samples are measured with
a VNA. There are no resistors in the cavities, and therefore, high Q factors
can be measured. The coupling capacitors allow voltages at the ends of the
resonators which have a length s ≈ λ/2. This relation is exact at the limit
Cκ → 0, in which case no currents can flow at the ends of the lines. Both
20-cm and 1-m resonators are measured.
The loaded Q factors of different resonance peaks are extracted from the
experimental data by fitting a Lorentzian curve and by using the phase–
frequency fit as shown in Sec. 3.5.3. The results for a 20-cm sample with 8+8
finger coupling capacitors of 200-µm finger length are presented in Fig. 30.
The Lorentzian fit and the phase–frequency fit yield quantitatively similar
results. The figure also shows a fitting curve based on the RLC model, where
α and Cκ are used as fitting parameters in Eq. (158). The values extracted
with the RLC model are shown in Table 2.
The scattering parameters can be calculated as a function of frequency using
the ABCD matrix method as described in Sec. 3.5.1. The simulated curve
is presented along with the measured data in Fig. 31. The simulation is
performed using α and Cκ extracted from the RLC approximation and data
in Fig. 30. The ABCD matrix simulation describes the measured scattering
parameter data rather well although there are some unexplained features at
0.9, 1.2 and 1.5 GHz. In addition, the simulation and the measured data start
to deviate more above 2 GHz. Nevertheless, all the features are significantly
weaker than the resonance peaks.
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Figure 30: Loaded quality factor QL of a 20-cm Nb resonator as a function
of the mode number n. The quality factor is determined from experimental
data using two different methods: Lorentzian fit and phase–frequency fit. The
simulation result (solid line) is obtained using α and Cκ as fitting parameters
in Eq. (158) of the RLC model. Here, n is a continuous variable although
in reality it can obtain only integer values. The device has 8+8 interdigital
coupling capacitors with 200 µm fingers.
The effect of the coupling capacitances is studied by comparing two 20-cm
samples with different coupling capacitors. The studied capacitors are 2+2
fingers with 100 µm length and the 8+8 fingers with 200 µm length. The
resulting experimentally obtained loaded quality factors are presented in
Fig. 32. Here, the QL values are calculated as averages of the values ob-
tained with the Lorentzian fit and and the phase–frequency fit methods. The
two methods are both considered reliable, and calculating an average of two
differently determined values reduces the uncertainty. Curves fitted to the
RLC model are also shown in Fig. 32, and the obtained fitting parameters
and calculated internal quality factors, Qint, are presented in Table 2. The
fitted value for Cκ of the 8+8 sample is 120.2 fF, which is approximately
10 % less than the simulated value in Table 1. The 2+2 sample has a fitted
Cκ of 26.3 fF whereas the simulated value is 13.3 fF. Both samples have Qint
higher than 5× 104.
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Table 2: Extracted parameters α and Cκ and internal quality factors Qint for
20-cm samples with different coupling capacitors.
Capacitance structure Cκ (fF) α (10
−4 m−1) Qint
100 µm finger, 2+2 26.3 1.15 7.09× 104
200 µm finger, 8+8 120.2 1.51 5.38× 104
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Figure 31: Transmission coefficient as a function of frequency for a 20-cm
Nb resonator with 8+8 interdigital coupling capacitors. The simulation is
performed using the ABCD matrix method presented in Sec. 3.5.1. The values
for α and Cκ (see Table 2) are obtained from the fit shown in Fig. 30. The
measured data is normalised by subtracting the scattering parameters of a
transmission line which has an otherwise similar structure but no coupling
capacitors.
The environment of the resonator also affects the reflection and transmission
coefficients. This effect is studied by measuring a sample with and without
an extra cover. The length of the resonator is 1 m, and it has 16+16 finger
coupling capacitors with a finger length of 200 µm. Without the extra cover,
the distance from the chip to a larger cover is more than 3 mm, and with the
cover the distance is reduced to 2 mm. The extra cover is made of brass.
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Figure 32: Loaded quality factor QL of a 20-cm resonator as a function of the
resonance number n for two different coupling capacitors. The quality factors
are obtained as averages of the Lorentzian fit and the phase–frequency fit
results. The solid lines are calculated using Eq. (158), where Cκ and α are
treated as fitting parameters.
The QL values of different modes of the 1-m sample are obtained similarly
as for the 20-cm sample, and the values are presented in Fig. 33. Curves
based on the RLC model are fitted to the measured QL data. Here, α and
Cκ are used as fitting parameters as above, and their values are presented
together with the extracted Qint in Table 3. In the measurements without
the cover, the fitted Cκ is 297.2 fF, which is approximately 5 % higher than
the simulated value. The fitted curve follows the measured values quite well.
The same 1-m sample is measured with the extra cover, and the results are
also presented in Fig. 33 and Table 3. The effect of the cover depends on the
mode number n. With the extra cover, the QL of the first mode is reduced
whereas it is increased for the other odd modes. There is only a minute differ-
ence between the QL values measured with and without the cover for the first
few even modes, but for n > 8, the QL factor is increased. The even modes
with mode number n have lower QL values than the odd modes with n± 1.
This is assumed to be caused by the fact that the even modes have anti-nodes
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Figure 33: Loaded quality factor QL of a 1-m resonator as a function of the
mode number n. The coupling capacitors are 16+16 finger capacitors with
a length of 200 µm. The measurements are performed with and without an
extra cover. The solid lines are fitted to the measurement data according to
Eq. (158).
of the voltage and the odd modes nodes at the center of the resonator. How-
ever, the exact mechanism is somewhat unclear, and the analysis of it requires
full simulation of the double spiral CPW system with and without the cover.
The RLC model does not consider the double spiral structure and cannot
describe the differences between the even and odd modes. Therefore, the
agreement between the fit and the measurements is not very good. The fit-
Table 3: Fitting parameters α and Cκ and internal quality factors Qint for a
1-m sample with and without an extra cover. The sample has 16+16 finger
coupling capacitors with a finger length of 200 µm.
Sample Cκ (fF) α (10
−5 m−1) Qint
without cover 297.2 2.56 6.12× 104
with cover 249.2 8.94 1.76× 104
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ted value of Cκ is 249.2 fF with the cover. However, the actual capacitance
stays approximately the same as without the cover since the distance to the
cover is significantly longer than the finger separation. Without the cover
Qint = 6.12× 104, which is close to the values measured for the 20-cm sam-
ples. Since the simple model does not describe the system with the cover
accurately, the calculated Qint = 1.76× 104 can be considered as an order of
magnitude estimate.
The above-discussed samples, for which the scattering parameters are mea-
sured, are fabricated with Nb. Similar Al samples are assumed to have some-
what lower Q values due to the thin Au layer deposited on top of the Al
to prevent oxidation. The Nb samples are also non-ideal since there is a na-
tive oxide layer on the surface. The actual samples used in the thermometry
contain normal-metal resistors unlike the control samples discussed in this
section. The samples with normal-metal resistors connecting the center con-
ductor to the ground plane have significantly lower Q factor. In an ideal
case, the transmission probability is 1, and no resonance can be observed.
The high Qint values measured in this section confirm the suitability of the
sample structure for the heat conductance measurements.
5.2 Heat conduction over 20-cm distance
The temperatures of two normal-metal resistors terminating a 20-cm-long
CPW transmission line are measured using the measurement setup presented
in Fig. 29. The thermal model of the system is presented in Sec. 2.12. The
temperatures of both normal-metal islands are measured and the temper-
ature of the island 1 is controlled with NIS refrigeration and heating as
discussed in Sec. 2.9. The heat conduction results in temperature changes
on the island 2. The refrigeration is obtained by voltage biasing one pair of
junctions, and the thermometry by current biasing another pair.
5.2.1 Junction properties
The properties of the NIS junctions are presented in Table 4. There are four
NIS junctions in the island on the left and four on the right denoted by
Li and Ri, i = 1, 2, 3, 4, respectively. The asymptotic and gap resistances
are measured pairwise with a current bias, while the other junctions are
floating. The junctions have very high resistance in the gap. The asymptotic
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Table 4: Measured junction properties of the 20-cm sample. The smearing
parameter for the superconductor density of states, γ, is obtained as a ratio
of the asymptotic resistance Rasymp and the resistance inside the gap Rgap.
Here, L denotes the island on the left and R on the right in Fig. 16.
Junction Rasymp (kΩ) Rgap (MΩ) γ
L1 12.3 0.022 3.1× 10−1
L2 3.4 – –
L3 23.0 0.882 2.6× 10−2
L4 49.4 139 3.5× 10−4
R1 26.0 3.56 7.3× 10−3
R2 4.6 0.011 4.3× 10−1
R3 16.3 0.362 4.5× 10−2
R4 30.7 53.0 5.8× 10−4
resistances are measured at voltages above 1.5 mV, and the gap resistances
at zero voltage. The junctions are not very uniform as asymptotic resistances
of the functioning junctions vary between 16 and 50 kΩ. The junction R2 has
a linear IV curve, and junctions R2 and L1 are of low quality as indicated
by the large γ values in Table 4. These junctions show only weakly NIS
features in their IV curves. A good junction has γ of the order of 10−4 or
below. Nevertheless, junctions with γ ≈ 10−2 can be used for refrigeration
and thermometry although the leakage current in the superconducting gap
is larger.
At island 1, the temperature is controlled by NIS refrigeration. In these
measurements, it is the island on the right and, consequently, the island
2 is on the left. The junction connections are presented in Table 5. The
thermometer bias current is 50 pA for both islands. The current bias is
obtained by applying a constant voltage over a 12-GΩ series resistance.
5.2.2 Superconducting gap
The superconducting gap ∆ is extracted from measured IV curves. Examples
of IV curves of NIS junctions at several phonon bath temperatures are shown
in Fig. 34. These curves are measured over junctions R2 and R4 with voltage
bias during the actual temperature measurements. Since the junction R2 has
an almost linear IV , the figure shows essentially IV curves of a single NIS
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Figure 34: Measured current as a function of voltage through junctions R2
and R4 of the 20-cm sample at various phonon bath temperatures. Note
that the junction R2 has an almost linear IV , and hence the measured data
essentially represents the IV of junction R4. The voltage and current offsets
of the measurement data have been subtracted.
junction R4. The same curves with normalised current and voltage are shown
in Fig. 35. The value of the superconducting gap is used as a fitting parameter
in Eq. (107), and it obtains a value ∆ = 230 µeV. The other parameters for
R4 that are used in Eq. (107) are shown in Table 4. The electron temperature
Table 5: Connections of the pairs of junctions in the measurement of the
20-cm sample. The thermometry is performed using these connections as
schematically presented in Fig. 29.
Connection Junctions
Island 1, refrigeration R2, R4
Island 1, thermometry R1, R3
Island 2, thermometry L3, L4
Island 2, floating L1, L2
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Figure 35: Measured current as a function of voltage through junctions R2
and R4 at various phonon bath temperatures. Only the junction R4 is a well-
functioning NIS junction. The solid lines are calculated according to Eq. (107)
at electron temperatures equal to the bath temperature using ∆ as a fitting
parameter. At low phonon bath temperatures, the electron temperature sat-
urates. The dashed line is calculated for 150-mK electron temperature, and
it closely follows the measured data for 100-mK bath temperature. The ex-
tracted value for the superconducting gap is ∆ = 230 µeV.
saturates at low phonon bath temperatures. According to the fit in Fig. 35,
the electron temperature is 150 mK at T0 = 100 mK. The subgap current
of R4 as a function of voltage at a phonon bath temperature of 300 mK is
shown in Fig. 36. The fitted curve follows the measured data reasonably well.
The figure shows also the noise level of the current measurement.
5.2.3 Thermometer calibration
The thermometers based on NIS junctions need to be calibrated. The cali-
bration is performed by measuring the voltage across a pair of junctions at
various bath temperatures with a constant bias current. The calibration data
for both islands is measured simultaneously.
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Figure 36: Measured subgap current as a function of voltage through an NIS
junction R4 at a phonon bath temperature of 300 mK. The solid line is fitted
using a parameter ∆ = 230 µeV. The current flows also through the junction
R2, which is not taken into account in the curve.
The measured temperature calibration data is presented in Fig. 37 along
with simulated curves and linear fits. The experimental data is plotted as a
function of the phonon bath temperature, and the theoretical curves as func-
tions of the electron temperature. The calibration is reliable at least in the
region where the experimental and theoretical data agree, and the temper-
ature response is linear. The parameters used in the simulations correspond
to the measured values of the actual device. The volumes of the islands are
3.2× 0.25× 0.02 µm3, and the junction properties are presented in Table 4.
The superconducting gap is ∆ = 230 µeV, as discussed above. The measured
calibration points and the simulation results have a rather good agreement
at temperatures above 200 mK. However, below 200 mK the measured volt-
ages saturate due to heat leaks from a high-temperature environment and
potentially due to low junction quality. The voltage saturates also in the
case of an ideal NIS junction due to a finite bias current. The linear fit to
the temperature calibration data is used to convert the measured voltages to
temperatures.
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Figure 37: Measured temperature calibration voltages (dots) of (a) island 1
and (b) island 2 as functions of the bath temperature. The simulation curves
(solid lines) are calculated numerically as functions of electron temperature
using Eq. (107) with parameters extracted from independent experiments.
The simulation curves are shifted by a constant voltage offset. The ther-
mometer junctions for the island 1 are R1 and R3, and for the island 2 L3
and L4. Their properties are shown in Table 4. The superconducting gap is
∆ = 230 µeV. Dashed lines are linear fits at temperatures between 300 and
400 mK, and they are used for the temperature conversion.
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5.2.4 Thermometry
Temperatures of both islands are shown in Fig. 38 as functions of the bias
voltage V of the refrigerator junction pair at the island 1. The temperature
minima occur at V ≈ ±∆/e. At larger absolute voltages the islands are
heated, and at smaller voltages, the temperatures are nearly constant. The
temperature variations are larger at low phonon bath temperatures. The data
at V = 0 is used for the temperature calibration. The island temperatures
at V = 0 do not reach very low values due to heat leaks and the loss of
thermometer sensitivity.
We define a temperature change ∆Ti,cool = min
V
[Ti(V )] − Ti(0), at island
i = 1, 2, as the difference between the temperature minimised over V and the
temperature at V = 0, as presented in Fig. 39. The minimum temperatures
of both islands are obtained at the same voltage. At higher absolute voltages,
the islands are heated, and we define another temperature change ∆Ti,heat =
Ti(Vheat)−Ti(0) as the difference between the temperature at |Vheat| = 1.3∆/e
and the temperature at V = 0. The definition of ∆T1,heat is also presented in
Fig. 39. Other values of the heating voltage Vheat can be used as well. Since
the temperature curves are symmetric with respect to voltage, the values of
∆Ti,cool and ∆Ti,heat are calculated as averages of the values at positive and
negative voltages.
The temperature changes, ∆Ti,cool, and their ratio are presented in Fig. 40.
At high temperatures, hardly any cooling is observed in either of the islands.
The temperature change of island 1, ∆T1,cool, reaches its minimum of −8 mK
at T0 = 180 mK, and that of island 2, ∆T2,cool, its minimum of −2 mK
at T0 = 130 mK. The absolute value of the temperature change of island
1 decreases with decreasing bath temperature below T0 = 180 mK, and it
saturates below 80 mK bath temperatures. The temperature change of island
2 saturates as well. The temperature data is most reliable between the bath
temperatures of 250 and 450 mK due to the good agreement between the
linear fit and the experiments in Fig. 37.
The island temperatures are simulated according to the thermal model pre-
sented in Sec. 2.12, and fitted curves are also shown in Fig. 40. The parame-
ters used in the simulations are shown in Table 6. We neglect the thermometer
powers Ptherm,i, i = 1, 2. The quasiparticle heat conduction from one island to
the other is also neglected. In contrast, the quasiparticle contribution from
the normal-metal shadows is taken into account. The total volume of the
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Figure 38: Measured island temperatures (a) T1 and (b) T2 at various phonon
bath temperatures T0 as functions of the refrigerator voltage V .
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Figure 39: Definition of the island 1 temperature changes ∆T1,heat and
∆T1,cool. Here, the temperature of island 1 is presented as a function of the
refrigerator voltage. The voltage defining ∆T1,heat is chosen to Vheat = 1.3∆/e.
evaporated AuPd within 50 µm distance from the actual normal-metal is-
land is more than 1000 times larger than the island volume, as can be seen
in Fig. 17. Nevertheless, the normal-metal forms only a thin layer on a thick
superconductor, and therefore, its contribution is significantly smaller than
that of a normal-metal of the same size on a silicon chip.
The simulated curves are adjusted to agree with the measurements by varying
parameters Pconst,i, ν, and β. The heating powers of the islands, Pconst,i, are
set be equal due to symmetry. The powers introduced by the thermometers
Ptherm,i are assumed to be negligible. The fitted curves in Fig. 40 qualita-
tively agree with the measurements. However, there is a slight quantitative
mismatch between the experiments and the simulations. The experimental
temperature change of the island 1 reaches its minimum value at a higher
phonon bath temperature than the simulated one, and it obtains higher val-
ues at T0 < 150 mK. Quantitatively, the experimental temperature change
of the island 2 is rather close to the simulated one. The temperature data
may not be very reliable below the bath temperatures of 200 mK due to the
thermometer voltage saturation.
The ratio of the temperature changes, ∆T2,cool/∆T1,cool, approaches zero as
the bath temperature is increased above 400 mK. However, the error of the
ratio increases due to the increasing relative errors of ∆T1,cool and ∆T2,cool.
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Table 6: Simulation parameters for the 20-cm sample. Here, s, Ω, Al, and l
are fixed by the realised sample geometry, and γ, ∆, R1, R2, RT are measured
values independent of the other measurements. We obtain Cl from Comsol
simulations, and calculate Ll using Eq. (133). Parameters ΣAuPd and ρ are
from Refs. [6] and [38], respectively. We use β, ν and Pconst,1 = Pconst,2 as
fitting parameters. The same value of ν is also used for the 1-m sample fitting.
Quantity Symbol Value Unit
Distance s 0.1926 m
Inductance per unit length Ll 4.1× 10−7 Hm−1
Capacitance per unit length Cl 1.5× 10−10 Fm−1
Dynes parameter γ 5.8× 10−4
Island volume Ω 3.2×0.25×0.02 µm3
Island 1 resistance R1 150 Ω
Island 2 resistance R2 150 Ω
Tunnelling resistance, junction R4 RT 30.7 kΩ
Superconducting gap ∆ 230 µeV
Material parameter for AuPd ΣAuPd 3.0× 109 WK−5m−3
Constant heat flow to island 1 Pconst,1 3.5 fW
Constant heat flow to island 2 Pconst,2 3.5 fW
Backflow coefficient β 0.103
Cross section of leads Al 200× 100 nm2
Length of leads l 4 µm
Resistivity of leads ρ 1.5× 10−8 Ωm
Effective volume of extra blocks ν 6.5× Ω
The ratio increases significantly with the temperature decreasing from 200 to
100 mK, which is a consequence of the photonic heat conduction dominating
over the other thermal links. The ratio saturates below 100 mK. The fitted
curve follows the experimental values rather accurately despite the quanti-
tative mismatch in the ∆Ti,cool results. There may be an error in both island
temperatures by the same factor, which can explain the good agreement.
Heating of the islands is studied with the same methods as the cooling. The
measurement results are presented in Fig. 41. Here, the temperature changes
approach zero at high temperatures, and they increase with decreasing tem-
perature. The maximum temperature change of island 1 is 110 mK, and
that of island 2 is 28 mK. Since the temperature changes are significantly
larger than in the cooling measurements, the signal-to-noise ratio is better
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Figure 40: (a) Temperature changes ∆Ti,cool for island i = 1, 2 as func-
tions of the bath temperature T0. (b) The ratio of the temperature changes
∆T2,cool/∆T1,cool as a function of T0. The dots are experimental results with
errorbars indicating the standard deviation of the measurement data, and the
solid lines are fitted curves. The parameters for the fit curves are presented
in Table 6.
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and the results are more reliable. The ratio of the temperature changes,
∆T2,heat/∆T1,heat, increases from 0 up to 0.25 as the bath temperature is
decreased from 400 mK to 50 mK. The ratio saturates at low temperatures.
The simulated curves in Fig. 41 for the heating data are calculated using the
same parameters as in the case of cooling. The parameters are presented in
Table 6. The simulated and the experimental temperature changes ∆Ti,heat
are in a very good quantitative agreement. Therefore, the simulated ratio of
the temperature changes is also in good agreement with the measurements.
The simulated temperature changes have a significantly better agreement
with the experiments in Fig. 41 than in Fig. 40 since the absolute temperature
changes are larger and, therefore, they suffer less from the reduced sensitivity
of the thermometry or from the inaccuracies in the simulations. A somewhat
better agreement in the cooling results could be obtained if the simulation
parameters were adjusted independently of the heating simulations.
The photonic heat transfer depends on the matching of the resistors and
the transmission line as shown in Fig. 6. The normal-metal resistances are
measured by applying a bias current through two junctions and measuring
the voltage V = RI from two other junctions. Here, R is the resistance of the
normal metal between the junctions used in the voltage measurement, and I
is the current. The total island resistances are calculated by combining the
resistances of different segments of the islands and using their symmetry. The
characteristic impedance is 52.4 Ω calculated from Cl and Ll given in Table 6
according to Eq. (29). The Cl value is obtained from Comsol simulations, and
Ll is calculated according to Eq. (133). Thus, the ratio is PΓ/Pmax = 0.6 for
the 20-cm sample.
In summary, the experimental data in Figs. 40 and 41 corresponds relatively
well to the thermal model. At low temperatures, the saturation of the island
temperatures and the possible reduction in thermometer sensitivity limit the
reliability of the experimental results. Nevertheless, the experimental data
can also be explained below 200-mK bath temperatures especially in the case
of heating. Therefore, the experimental data supports the theoretical model.
The quantum of thermal conductance is not reached due to unmatching
between the resistors and the transmission line. Nevertheless, the photonic
heat conduction dominates the heat exchange between the two normal-metal
islands.
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Figure 41: (a) Temperature changes ∆Ti,heat for island i = 1, 2 as func-
tions of bath temperature T0. (b) The ratio of the temperature changes
∆T2,heat/∆T1,heat as a function of T0. The dots are experimental results and
the solid lines fitted curves. The errorbars indicate the standard deviation
of the measurement data. The parameters for the fit curves are shown in
Table 6.
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5.3 Heat conduction over 1-m distance
A sample with a 1-m-long CPW is also measured according to the measure-
ment scheme presented in Fig. 29 and analysed according to the thermal
model presented in Sec. 2.12.
5.3.1 Junction properties and superconducting gap
The measured junction parameters are presented in Table 7. There is one
shorted junction at the left island, L3, and one at the right island, R1. Junc-
tion R4 is of very low quality. The asymptotic resistances of the functioning
junctions are significantly higher at the left island compared with the right
island. At the right island, Rasymp ranges from 25 to 71 kΩ, and at the left
from 237 to 343 kΩ. The smearing parameter γ is smaller in the left island.
The connections of the pairs of junctions are presented in Table 8. The right
island is used as island 1 in the measurements, and therefore, the left island
is the island 2. The measurement setup is shown in Fig. 29.
Table 7: Measured junction properties for the 1-m sample. The smearing pa-
rameter for the superconductor density of states is denoted by γ, the asymp-
totic resistance by Rasymp and the resistance inside the gap by Rgap. Here, L
denotes the island on the left (island 2) and R on the right (island 1).
Junction Rasymp (kΩ) Rgap (MΩ) γ
L1 272 389 7.0× 10−4
L2 237 345 6.9× 10−4
L3 0.6 – –
L4 343 259 1.3× 10−3
R1 0.6 – –
R2 70.5 42.4 1.7× 10−3
R3 37.9 1.15 3.3× 10−2
R4 25.0 0.14 1.8× 10−1
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Table 8: Connections of the pairs of junctions in the 1-m sample.
Connection Junctions
Island 1, refrigeration R1, R2
Island 1, thermometry R3, R4
Island 2, thermometry L1, L2
Island 2, floating L3, L4
The superconducting gap is extracted from the experimental data as in the
case of the 20-cm sample. The current through junctions R1 and R2 is mea-
sured as a function of the bias voltage at various phonon bath temperatures
as shown in Fig. 42. Theoretical curves are fitted according to Eq. (107) with
a fitting parameter ∆ = 250 µeV. Other parameters are given in Table 7
for the junction R2. The effect of the junction R1 is neglected. There is a
good agreement between the fitted curves and the experimental data at tem-
peratures 300 mK and 500 mK. However, the experimental curve at 100 mK
phonon bath temperature corresponds to a fitted curve with 180 mK electron
temperature.
5.3.2 Thermometer calibration
The temperature calibration data is shown in Fig. 43. The bias current ap-
plied through the thermometer junctions is 125 pA in island 1 and 75 pA in
island 2. A larger current is used in island 1 because of the elevated noise
level. The voltage of the island 1 deviates from the linear fit below 250 mK
whereas the voltage of the island 2 follows the linear fit down to 150 mK.
The voltages saturate as the bath temperature approaches zero.
Simulated temperature calibration curves are also shown in Fig. 43. The
simulated curve of the island 1 saturates at low temperatures, which indicates
that the sensitivity may be significantly reduced. The simulation curve of the
island 2 does not follow accurately the experimental data. The temperature
conversion is again performed using the linear fit.
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Figure 42: Measured current as a function of voltage through junctions R1
and R2 at various phonon bath temperatures. The junction R2 is a func-
tioning NIS junction, and R1 is shorted. The black solid lines are calculated
according to Eq. (107) at electron temperatures equal to the bath tempera-
ture by using ∆ as a fitting parameter yielding ∆ = 250 µeV. At low phonon
bath temperatures, the island temperatures saturate. The dashed line is cal-
culated for 180-mK electron temperature.
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Figure 43: The measured temperature calibration voltages (dots) of (a) is-
land 1 and (b) island 2 as functions of the bath temperature. The simulated
curves (solid lines) are calculated numerically as functions of the electron
temperature using Eq. (107) with parameters extracted from independent ex-
periments and a constant voltage offset. The dashed lines present linear fits,
which are used for the temperature conversion. The thermometer junctions
for the island 1 are R1 and R2, and for the island 2 L1 and L2. Their prop-
erties are shown in Table 7, and the superconducting gap is ∆ = 250 µeV.
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5.3.3 Thermometry
Electron temperatures of both islands are presented in Fig. 44 as functions of
the refrigerator voltage at island 1. The curves resemble the ones of the 20-cm
sample shown in Fig. 38 but the temperature changes are smaller. At high
bath temperatures, the islands remain almost at a constant temperature. The
temperature of the island 1 at V = 0 is approximately 230 mK at a phonon
bath temperature of 100 mK. However, the temperature extracted from the
fit in Fig. 42 is 180 mK. The difference is assumed to be a consequence of
the inaccurate thermometer calibration at low bath temperatures due to the
voltage saturation.
The observed temperature changes at the maximum cooling point, ∆Ti,cool,
are presented in Fig. 45. The maximum absolute value of the temperature
change is less than 2 mK for both islands. Hardly any cooling is observed in
the island 2 above the bath temperature of 230 mK although some cooling
can be observed in the island 1 up to a temperature of 300 mK. The island
temperatures are simulated similarly as in the case of the 20-cm sample,
and the simulation parameters are presented in Table 9. The volume of the
additional normal metal, ν, is set to be the same as for the 20-cm sample
due to similar geometry. The simulated temperature changes of the island 1
are in very good agreement with the experiments at T0 > 175 mK. At low
temperatures, the measured absolute values of the temperature changes are
slightly smaller than the simulated ones. However, the simulated temperature
changes of the island 2 do not follow the experimental data at low temper-
atures presumably due to the reduced thermometer sensitivity as discussed
above.
The ratio of the temperature changes for the cooling data, ∆T2,cool/∆T1,cool,
is also presented in Fig. 45. At high temperatures, the ratio vanishes since no
cooling is observed in the island 2. The ratio rises as the bath temperature
is reduced below 200 mK. The maximum value of the ratio occurs at tem-
peratures below 50 mK, where it is close to unity. However, the high values
of the ratio are most likely partly due to inaccuracy in the thermometry or
the calibration of island 1 at low bath temperatures. This also results in a
disagreement between the simulations and the experiments.
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Figure 44: Measured island temperatures (a) T1 and (b) T2 at various phonon
bath temperatures T0 as functions of the refrigerator voltage V .
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Figure 45: (a) Temperature changes ∆T1,cool and ∆T2,cool as functions
of the bath temperature T0. (b) The ratio of the temperature changes
∆T2,cool/∆T1,cool as a function of T0. The dots present the experimental data
with errorbars obtained from the standard deviation of the temperature data.
The solid lines are calculated using the thermal model and the parameters
in Table 9.
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Table 9: Simulation parameters for the 1-m sample. Here, s, Ω, Al, and l are
fixed by the realised sample geometry, and γ, ∆, R1, R2, RT are measured
values independent of the other measurements. We obtain Cl from Comsol
simulations, and calculate Ll using Eq. (133). Parameters ΣAuPd and ρ are
from Refs. [6] and [38], respectively. We use β, ν and Pconst,1 = Pconst,2 as
fitting parameters. The same value of ν is also used for the 20-cm sample
fitting.
Quantity Symbol Value Unit
Distance s 1.0434 m
Inductance per unit length Ll 4.1× 10−7 Hm−1
Capacitance per unit length Cl 1.5× 10−10 Fm−1
Dynes parameter γ 1.7× 10−3
Island volume Ω 3.2×0.25×0.04 µm3
Island 1 resistance R1 75 Ω
Island 2 resistance R2 75 Ω
Tunnelling resistance, junction R4 RT 70.5 kΩ
Superconducting gap ∆ 250 µeV
Material parameter for AuPd ΣAuPd 3.0× 109 WK−5m−3
Constant heat flow to island 1 Pconst,1 14 fW
Constant heat flow to island 2 Pconst,2 14 fW
Backflow coefficient β 0.02
Cross section of leads Al 200× 100 nm2
Length of leads l 4 µm
Resistivity of leads ρ 1.5× 10−8 Ωm
Effective volume of extra blocks ν 6.5× Ω
The island temperatures are also studied in the case of heating, which pro-
vides higher signal-to-noise ratios. The temperature changes ∆T1,heat and
∆T2,heat and their ratio ∆T2,heat/∆T1,heat are presented in Fig. 46, where the
heater voltage is set to Vheat = 1.3∆/e. The temperature change of the island
2 vanishes above 250 mK. For T0 < 250 mK, the temperature change starts
to increase and it saturates to 18 mK below the bath temperature of 100 mK.
The temperature change of island 1 vanishes at T0 = 500 mK. At low bath
temperatures, it saturates to 32 mK. The ratio of the temperature changes,
∆T2,heat/∆T1,heat, obtains its maximum value of 0.55 at low temperatures.
The simulated temperature changes of the island 1 follow the experimental
results at temperatures above 300 mK. Below that, there is a clear differ-
ence between the simulation and the experiments. This is most likely due to
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the temperature calibration. The real temperature of the island 1 may be
approximately 50 mK lower than the value given by the thermometer cali-
bration at zero voltage as discussed above. There may also be some error in
the temperature value at V = 1.3∆/e. Nevertheless, this error is smaller than
the zero voltage value due to the higher temperature. Consequently, ∆T1,heat
is assumed to obtain higher values than the experimental data in Fig. 46.
Therefore, the disagreement between the simulation and the experiments is
reasonable.
The island resistance of 75 Ω yields a photonic heat transfer of 94 % of the
theoretical maximum according to Fig. 6. The island resistance is calculated
using the same normal-metal resistivity as in the 20-cm sample. Unfortu-
nately, the inaccuracies in the thermometry prevent a reliable verification
of the high photonic heat conduction. Nevertheless, the results support the
model according to which the heat transfer between the islands is mostly
photon mediated, and the heat conduction is close to the fundamental upper
limit given by quantum mechanics.
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Figure 46: (a) Temperature changes ∆T1,heat and ∆T2,heat as functions
of the bath temperature T0. (b) The ratio of the temperature changes
∆T2,heat/∆T1,heat as a function of T0. Experimental data is presented by dots,
and the solid lines are fitted curves. The errorbars are obtained from the stan-
dard deviation of the temperature data. The parameters of the fitted curves
are presented in Table 9.
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6 Conclusions
The heat conduction through a single channel is fundamentally limited by
quantum mechanics [1]. In this thesis, the heat conduction between two
normal-metal resistors terminating a superconducting microwave transmis-
sion line at different ends was studied experimentally. For the first time, the
quantum-limited heat conduction was studied at macroscopic length scales.
The theoretical basis for the heat conduction experiments was also reviewed.
Control samples without the resistors were fabricated out of Nb and mea-
sured at a temperature of 4 K. The quality factors of these resonators were
observed to be of the order of 104 implying weak energy dissipation. The ob-
served high intrinsic quality factor of the transmission line enables effective
photonic heat transfer between the resistors it connects in the actual sam-
ple. Furthermore, different loaded quality factors were obtained by varying
the coupling capacitance. In addition, the environment of the resonator was
observed to affect the quality factor. Nevertheless, even the lowest quality
factors observed were high enough for the dissipation in the transmission
line to be negligible in the heat conduction experiments.
The samples for the heat conduction experiments were fabricated out of
Al and measured at sub-kelvin temperatures in a dilution refrigerator. The
heat conduction between two normal-metal islands was measured with the
help of NIS thermometry and temperature control. The temperatures of the
normal-metal islands saturated at low temperatures due to heat leaks, which
prevented reliable measurements below 150 mK. In addition, the accuracy
of the thermometry was reduced due to saturation. Despite these sources
of uncertainty, the experimental results support the theoretical model. Our
conclusion is that photon-dominated heat conduction between the normal-
metal islands was observed over distances of 20 cm and 1 m. Furthermore,
the photonic heat conductance was close to the fundamental upper limit, the
quantum of thermal conductance, according to the theoretical model.
The experimental results confirm the opportunity to realise temperature con-
trol of superconducting qubits over large distances. Both cooling and heating
are feasible. The temperature control of the superconducting qubits is vital
for their ultimate operation. In addition, the studied system may find other
applications in remote cooling of very sensitive devices, such as measurement
instruments operating at sub-kelvin temperatures.
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This thesis contributed to further understanding the heat transfer mecha-
nisms at sub-kelvin temperatures. However, more research is needed in study-
ing the thermal conductance at the quantum limit in order to realise the full
potential of the heat transfer applications in quantum nanoelectronics. The
results presented in this thesis need to be verified with more accurate mea-
surements at very low temperatures.
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A Classical reflection and transmission coef-
ficients
In this appendix, classical reflection and transmission coefficients are derived
for two different systems. The systems are analogous and, therefore, the re-
sults are similar. An alternative method for calculating the coefficients is
presented in Sec. 2.6.
Two connected transmission lines
When two transmission lines with different characteristic impedances are
connected, only part of the incoming wave is transmitted while the rest is
reflected. The incoming voltage and current waves with a single frequency ω
are denoted by V1,R and I1,R, the reflected waves by V1,L and I1,L, and the
transmitted waves by V2,R and I2,R. There are no waves moving to the left
in transmission line 2, V2,L = 0, I2,L = 0. We set the coordinates such that
the junction is at position x = 0. A schematic presentation of the system is
shown in Fig. A.1.
Z1 Z2
V1,R I1,R
V1,L I1,L
V2,R I2,R
Figure A.1: Two connected transmission lines with different characteristic
impedances Z1 and Z2. The voltage and current wave directions are indicated
with arrows.
The voltage must be equal on both sides of the junction. In addition, the
current must be conserved. Therefore, we obtain two equations:
V1,L + V1,R = V2,R, (A.1)
−I1,L + I1,R = I2,R. (A.2)
Since the current and voltage are related by Iα,β = Vα,β/Zα, where α = 1, 2,
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and β = L,R, we obtain the voltage reflection coefficient
ΓV =
V1,L
V1,R
=
Z2 − Z1
Z2 + Z1
. (A.3)
Similarly, we obtain the voltage transmission coefficient
TV =
V2,R
V1,R
=
2Z2
Z2 + Z1
. (A.4)
These coefficients are related by
TV = 1 + ΓV . (A.5)
The average in-coming power can be calculated from the voltage amplitude
as [20]
P1,R =
1
2
Re(V1,RI
∗
1,R) =
1
2
|V1,R|2
Z1
. (A.6)
Here, we have assumed that the line is lossless, and hence Z1 is real. The
transmitted and reflected powers are calculate similarly. Thus, the power
reflection and transmission coefficients can be obtained
ΓP =
P1,L
P1,R
=
(
Z2 − Z1
Z2 + Z1
)2
= Γ2V , (A.7)
TP =
P2,R
P1,R
=
4Z2Z1
(Z2 + Z1)2
=
Z1
Z2
T 2V . (A.8)
Due to the energy conservation, we have
ΓP + TP = 1. (A.9)
Transmission line terminated by an impedance
Let us study the reflection caused by an impedance at the end of a transmis-
sion line. The system is shown in Fig. A.2. We set the impedance to position
x = 0.
The voltage and current at the impedance are given by
V = VL + VR, (A.10)
I = IR − IL = VR − VL
Z0
. (A.11)
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Z0
VR IR
VL IL
Z1
Figure A.2: Transmission line terminated by an impedance Z1.
These are related to impedance Z1 by
Z1 =
V
I
=
VL + VR
VR − VLZ0. (A.12)
From this we obtain the voltage reflection coefficient
ΓV =
VL
VR
=
Z1 − Z0
Z1 + Z0
, (A.13)
which agrees with Eq. (A.3). The power reflection coefficient is again given
by
ΓP = Γ
2
V . (A.14)
