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Les équations di¤érentielles stochastique rétrogrades (EDSR) est sont une
nouvelle classe déquations di¤érentielles stochastiques, leur valeur est don-
née en temps terminale T. Les EDSR ont recevé une attention considérable
dans la recherche en probabilité car les EDSR fournissent une représentation
probabiliste pour les solutions de certaine classe déquations aux dérivées
partielles quasilinéaires parabolique de second ordre, et ont une relation avec
les solutions de viscosité des EDP. La théorie des EDSR a trouvé beaucoup
dapplications telles que la théorie du controle stochastique, économie, et à
des problèmes de mathématiques nancières.
Commencée en 1973, les équations di¤érentielles stochastiques linéaires
ont été dabord introduite par (Bismut, 1973) [2], qui a utilisé ces EDSR
pour étudier les problemes de controle optimal stochastique dans la version
stochastique du principe de maximum de Pontryagin. Cinq ans plus tard,
(Bismut, 1978) [3] prolonge sa théorie et montre lexistence dune solution
unique bornée de lEDSR de Riccati.
En 1990, la théorie des EDSR a été grandement developpé par de nom-
breux chercheurs, et ily avait un grand nombre darticles publiés consacrés à
la théorie des EDSR et leurs applications. Parmi ces auteurs, les plus célèbres
sont (Pardoux et Peng, 1990) [31] qui ont considéré des EDSR générale de la
forme suivante
dYt =  f(t; Yt; Zt)dt+ ZdBt; YT = 
et montrent lexistence et lunicité de lEDSR sous quelques hypothèses
telle que la condition de Lipschitz du drift f .
A partir de la, un grand nombre de travaux ont été consacré à létude
de la thérie des EDSR. La première importante est la recherche fonda-
mentale détablir lexistence et lunicité des solutions de lEDSR sous des
des formes plus complexes (par exemple, EDSR avec saut ; EDSR reé-
chie ; EDSPR, EDSR dirigé par une martingle ; etc) et/ou sous des hypo-
thèses faibles sir les coe¢ cients pour prolonger le résultat initial de Pardoux-
Peng. On peut se réferer à Pardoux-Peng [33], El Karoui [9], Lepeltier-San
2
Martin [24, 25], Kobylanski [22], Briand-Hu [6, 7], Chen [8] , Jia [18, 19,
20], Briand-Delyon-Pardoux-Hu-Stoica [5], Mao [28], Hu-Peng [16], Hu-Yong
[17], Peng-Wu [34], Ma-Protter-Yong [26], Ma-Yong [27], Pardoux-Tang [32],
Peng-Shi [35], Wu[37, 38] , El Karoui-Kapoudjian-Pardoux-Peng-Quenez [11],
Kobylanski-Lepeltier-Quenez-Torres [23], Matoussi [29], Hamadène-Lepeltier-
Matoussi [13], Hamadène [14], Hamadène-Lepeltier-Wu [15] et les références
là-dedans.
Depuis le premier résultat dexistence et dunicité, de nombreux articles
ont été consacré à lexistence et/ou lunicité sous des hypothèses faibles.
Parmi ces articles on peut distinguer deux classes di¤érentes : les EDSR sca-
laires et les EDSR multidmensionelles. Dans le premier cas, on peut prendre
un avantage du théorème de comparaison. Pour les EDSR multidimension-
nelles, il ny a pas de théorème de comparaison et pour surmonter cette
di¢ culté une hypothèse de monotonicité sur le générateur f dans la variable
y est utilisée. Au lieu dutiliser lhypothèse de monotoniçité, Mao [.] a proposé
une sorte dhypothèse non Lipschitz pour faire face avec les EDSR multidi-
mensionnelles et avec laide de linégalité de Bihari, il démontre le résultat
dexistence et dunicité.
Ce mémoire est composé de quatre chapitres :
Le premier chapitre : On donne les résultats classiques dexistence et
dunicité pour les solutions des EDSR (en particulier les EDSR linéaires qui
sont classique en nance).
Le deuxième chapitre : On démontre lexistence de la solution dEDSR
unidimensionnel dans le cas où le coe¢ cient est continu,et à ccroissance li-
néaire et la condition terminale est de carré intégrable.
Le troisième chapitre : On étudie les EDSR multidimensionnelles avec
un coe¢ cient localement Lipshitz en (y; z) et la condition terminale est de
carré intégrable.
Le quatrième chapitre : On démontre lexistence de la solution de







Les équations di¤érentielles stochastiques rétrogrades (EDSR) sont un
nouveau type déquations di¤érentielles stochastiques (EDS) qui ne peuvent
pas être traitées par les méthodes usuelles pour les EDS Une des principales
raisons est quon ne peut pas renverser le "temps". Voyons un exemple simple,
Supposons d = r = 1.Considérons lEDS suivante




;FT ), lensemble des variables aléatoires FT -mesurables et de
carré intégrables. Puisque lunique solution de cette EDS est Yt = ;pour
tout t; Y est par conséquent nest pas une solution "adaptée" à (1:1) dans le
sens usuel dItô. Cependant cet exemple trivial na pas de solution adaptée
dans les sens usuels.
Dans plusieurs dapplications, il est crucial que la solution de lEDS soit
adaptée à la ltration où le mouvement Brownien est adapté. Un exemple
fréquemment cité, qui est lessentielle à lorigine de la théorie des EDSR, est
quon appelle le principe de maximum de Pontryagin pour les problèmes de
contrôle optimal stochastique.Ceci est la condition nécessaire pour le contrôle
optimale, qui contient une "équation adjointe" qui prend la forme dune
EDSR. Motivé par de tels problèmes, Bismut est le premier qui à proposé la
méthode suivante pour trouver une solution adaptée pour les EDSR.Prenant
le cas simple (1:1) comme un exemple.
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On suppose que la ltration (Ft) est Brownienne, cest-à-dire quil existe
un mouvement Brownien W = (Wt) déni dans (
;F ;P) telle que Ft=Fwt P,
pour tout t  0:Ici Fwt = fWs : 0  s  tg, et f:g déni laugmentation par
les éléments de P-négligable. Supposons maintenant que 2L2(
;FT ), et no-
tons Yt = E(=Ft); t  0:Alors, Y est une L2 martingale et par la théorème
Représentation de martingale existe un processus prévisible Z telle que :








Bismut propose que au lieu de regarder seulement le processus Y comme
la solution à lEDSR on peut considérer le couple (Y; Z) comme une solu-
tion de lEDSR (1:1) et la forme appropriée dune EDS avec une condition
terminale serait de la forme (1:3) que celle de (1:1):
On peut écrire (1:3) comme "une équation intégrale".En e¤et intégrons
(1:3) de t à T on obtient que :
Yt =   
Z T
t
ZsdWs; 8t2 [0; T ] :
Ceci est lEDSR simple dans sa forme intégrale.
1.2 Notation et dénition
Soient (
;F ;P) un espace de probabilité complet et W un mouvement
Brownien de d-dimensionnel (dans Rd) sur cet espace.
W = fW it t  0; 1  i  d g
On notera fFtg la ltration naturelle de mouvement Brownien :
Ft =  (Ws [N; 0  s  t)
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Tout processus de 
R+ dans ou Rkd mesurable par rapport à la tribu
previsible B[0;T ] F est dit prévisible.
Soit S2(Rk) lespace vectoriel formé des processus Y progréssivement me-
surables a valeur dans Rd telle que :







et S2c (Rk) est un sous espace de S2(Rk) formé par les processus continus.
Soit M2(Rkd) celui formé par les processus Z progréssivement mesu-




kZk2 dt = E
Z T
0
trace (ZZ) dt <1:
M2(Rkd) désigne lensemble des classes déquivalence deM2(Rkd):
Les espaces S2; S2c ; M
2 sont des espace de Banach pour ces normes.
On désigne par B2 lespace de Banach S2c (Rkd )M2(Rkd):
On considère léquation di¤érentielle stochastique rétrograde (EDSR) :

dYt = f (s; Yt; Zt) dt  ZtdWt 0  t  T:
YT = :
Ou de façon équivalente, sous forme intégrale :
Yt =  +
Z T
t






 [0; T ] Rk  Rkd  ! Rk:
: 
  ! Rk:
Sont des donneés telle que f sappelle le génerateur et mesurable par
rapport P[0;T ] B, et  est FT mesurable carré integrable 2L2(FT ):
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Dénition 1.1 Une solution de cette équation est le couple des processus
f(Yt; Zt)g0tT vériant :
1- Y et Z sont progréssivement mesurables à valeurs respectivement dans
Rket Rkd.
2- P  p:s: (
Z T
0
(jf (s; Ys; Zs)j+ kZsk2)ds) <1:
3- P p:s: on a :
Yt =  +
Z T
t
f (s; Ys; Zs) ds 
Z T
t
ZsdWs t 2 [0; T ] :
Où Y est une semi martingale continue Y 2S2c (Rk) et Y0 est une quantité
déterministe.
On peut dire que Y est un processus dItô à valeur dans Rk pour i =
1; :::; k:












s , t 2 [0; T ] :
On peut retenir la notation vectorielle et on écrit :
Yt = Y0 +
Z T
0
f (s; Ys; Zs) ds 
Z T
0
ZsdWs; t 2 [0; T ] :
Avant de donner la démonstration de lexistence et de lunicité, on montre
que sous une hypothèse relativement faible sur le générateur, le processus Y
appartient à S2c :
Proposition 1.2 Supposons quil existe un processus fftg 0 t T 2M2 (R)
positif et telle que :
jf (t; y; z)j  ft +  (jyj+ kzk) :
Si f(Yt; Zt)g0 t T est une solution de lEDSR telle que Z2M2(Rkd)
alors : Y 2S2c :
Preuve. On a pour t2 [0; T ]
Yt = Y0  
Z T
0





Où Y0 est déterministe.




















































































R t0 ZsdWs2 :




























jYtj2  C1 jY0j2 + C2
R T
0



















 C1 jY0j2 + C2 E
R T
0



















; t 2 [0; T ] :








































et Z 2M2(Rkd) alors,
Z t
0
YsZsdWs; t 2 [0; T ]

est une martingale uniformément intégrable.






































































1.3 Le cas Lipschitzien
1.3.1 EDSR Lipschitziennes non linéaire
Considérons les hypothèses (L) suivantes :
(L)
1. 2L2 (FT ) ie,  est FT -mesurable et E(jj2) <1:
2. Condition de lipschitz en (Y; Z);
9 une constante  telle que :




jf (s; 0; 0)j2 ds < +1:
La solution (Y; Z)2B(Rk) B(Rkd)= S2c (Rk)M2(Rkd):
lespace des processus prévisibles, menu de la norme.










kZsk2 ds < +1:

















Maintenant on démontre quelques estimations où il sagit en fait détudier
la dépendance de la solution de lEDSR par rapport aux données qui sont
(la variable  et le processus ff (t; 0; 0)g 0  t  T ) :
Proposition 1.4 Soient (; f) vériés (L) et (Y; Z) La solusion de EDSR



















Preuve. On applique la formule dltô à eBt jYtj2 :






= BeBt jYtj2 dt+ 2eBt jYtj ( f (t; Yt; Zt)dt+ ZtdWt)





 eBT jj2 +
Z T
t





On a : 2Y f(t; Y; Z)  2 jY j jf (t; 0; 0)j+ 2 jY j2 + 2 jY j kZk :
Et 2ab  "a2 + b
2
"
pour " = 1; 2:
2Y f(t; Y; Z)   1 + 2+ 22 jY j2 + jf (t; 0; 0)j2 + kZk2
2
:
Pour B = 1 + 2+ 22




eBs kZsk2 ds  eBT jj2 +
Z T
t





































eBs jYsj kZsk dWs
#
:





























eBT jj2 + R T
0
























 2E eBt jj2+ Z T
0



















eBT jj2 + 2
Z T
0




eBT jj2 + 2
Z T
0
eBs jf (s; 0; 0)j2 ds

:
kY; ZkS2C  2 (1 + C
2)E

eBT jj2 + 2
Z T
0




1.4 Le résultat de Pardoux-Peng
Avec les conditions (L)
Cas où f (t; !; y; z) = F (t; !) ne dépend ni de y ni de z:
On considère léquation :






Zs où 0  t  T:







jF j2 ds <1

:





unique solution (Y; Z) telle que Z 2M2:
Preuve. a) Lexistence :
Supposons que la solution existe telle que Z 2 M2on prend lespé-
rance conditionnelle sachant FT :

























































Mt est une martingale carré intégrable.
Daprès le théorème de représentation des martingales il existe un pro-
cessus prévizible Z carré intégrable (Z2M2) telle que :
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Mt = E [MT ] +
Z t
0






















On vériant que (Y; Z) est une solution de lEDSR comme YT = :

































Supposons que (Y1; Z1) et(Y2; Z2) sont deux solutions.




Z^ dWs ; t 2 [0; T ] :









Z^ dWs ; t 2 [0; T ] :






















Y^t2#  2Z T
0
Z^sds  1: (1.4)
Nous appliquons la formule dItô à f (Yt) =
Y^t de t à T et on note que :
Y^T =     = 0:
On a :
0 =







Y^s dY^s =  Y^s Z^sdWs:
Donc : Y^t2 + Z T
t











Y^sZ^s2 ds; t 2 [0; T ] :
On utilisant lestimation (1.4) et linégalité de Cauchy Schwarz :
jhM;Nitj 
phMitphNit , t  0:
Donc :
jhNitj = jhN;NiT j = E
Z T
0
Y^sZ^s2 ds 12 :
 E
Y^t2 12 E Z T
0
Z^s2 ds 12  1:
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Remarque 1.6 On peut montrer que la martingale locale Nt = fNgt est
une martingale uniformément intégrable.
On prenant lespérance dans (1.5) et appliquant linégalité de Cauchy







Z^s2 ds = 0:
ceci démontre que Y^ = 0 et Z^ = 0 donc lunicité.
Cas où f (t; !; y; z) dépend de y et de z:
Théorème 1.7 On considère lEDSR (; f) suivante :
Yt =  +
Z T
t




avec lhypothèse (L) ;lEDSR admet une solution unique (Y; Z) dans B2 =
S2c (Rk)M2(Rkd):
Preuve. On utilise largument de point xe dans lespace de Banach
B2 = S2c (Rk)M2(Rkd)
Soit 	 une application telle que :
	 : B2 ! B2:
(U; V ) 7 ! 	(U; V ) = (Y; Z) :
Où (Y; Z) 2 B2 est une solution de lEDSR(; f):
Yt =  +
R T
t
f (s; Us; Vs) ds 
R T
t
ZsdWs , t 2 [0; T ]
On pose :
Fs = f (s; Us; Vs) 2 M2(Rk):
jFsj  jf (s; Us; Vs)  f (s; 0; 0)j+ jf (s; 0; 0)j :
 jf (s; 0; 0)j+  jUsj+  kVsk :
Et ces trois derniers processus sont carré intégrables donc Fs est carré
integrable.
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Soient (U1; V1) et (U2; V2) deux éléments de B2;
et (Y1; Z1) = 	 (U1; V1) ; (Y2; Z2) = 	 (U2; V2) :
Notons y^ = Y1   Y2, z^ = Z1   Z2 et y^T =     = 0, u^ = U1   U2
et v^ = V1   V2:
dy^t =  ff (t; U1; V1)  f (t; U2; V2)g dt+ z^tdWt:











= et jy^tj2 dt+ et kz^tk2 dt
+2et jy^tj [ff (t; U1; V1)  f (t; U2; V2)g dt+ z^tdWt] :
= et jy^tj2 dt+ 2et jy^tj z^tdWt + et kz^tk2 dt
 2et jy^tj [ ff (t; U1; V1)  f (t; U2; V2)g dt] :














Et comme f est Lipschitz il vient :
jf (t; U1; V1)  f (t; U2; V2)j  k [jU1   U2j+ jV1   V2j] :
2 jy^sj ff (s; U1; V1)  f (s; U2; V2)g  2 jy^sj k [jU1   U2j+ jV1   V2j]
 2k jy^sj ju^sj+ 2k jy^sj jv^sj :





2 jy^sj ff (s; U1; V1)  f (s; U2; V2)g  "k2 jy^sj2 + 1
"









































[ + 4k2] jy^sj2 + 1
2




2es jy^sj kz^sk dWs:













ju^sj2 + jv^sj2 ds Z T
t














ju^sj2 + jv^sj2 ds  Z T
t
2es jy^sj kz^sk dWs:





















ju^sj2 + jv^sj2 ds  2E Z T
t






es jy^sj kz^sk dWs

est une martingale nulle en 0
puisque Y1,Y22S2c (Rk) et Z1; Z22M2(Rkd):
Donc :
E







































kz^k2 + ky^k2 
1
2
ku^k2 + kv^k2 :
Donc lapplication 	 est une contraction de B2dans B2 admet un poit xe
(Y; Z) unique dite la solution unique de lEDSR.
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EDSR linéaire
Proposition 1.8 Soient (at; bt)t2[0;T ]un processus a valeur dans RRd pro-
gressivement mesurable et borné. Soient (Ct)t2[0;T ] un élément deM2 (R) et
 une variable aléatoire FT -mesurable carré intégrable à valeur réelles.
EDSR lineaire :
Yt =  +
Z T
t




























:pour 8t 2 [0; T ] :
Preuve. 1* On a asYs + bsZs + Cs = f (s; !; Ys; Zs) est Lipschitzien.
i)
f (s; Yt; Zt)  f s; Yt; Zt = at Yt   Yt+ bt Zt   Zt
 jatj
Yt   Yt+ jbtj Zt   Zt
M1
Yt   Yt+M2 Zt   Zt
 (M1 +M2)
Yt   Yt+ Zt   Zt
 L
Yt   Yt+ Zt   Zt :
ii) jf (s; Yt; Zt)j  jatj jYtj+ jbtj jZtj+ jCtj :
M1 jYtj+M2 jZtj+ jCtj :
iii) jytj jf (s; Yt; Zt)j M1 jYtj2 +M2 jYtj jZtj+ jYtj jCtj :
Donc f et  vériant les conditions du Théorème de l9 et lunicité.
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Donc lEDSR liniéaire posséde une solution (Y; Z) 2 B2:
2* Comme at et bt sont FWt adapté et borné alors lEDS linéaire


















 sbs =  (s; s) :
 sas =  (s; s) :
Donc : (s; s)   s;  s = bs  s    s
 jbsj
 s    s M1  s    s :
 (s; s)  s;  s = as  s    s
 jasj
 s    s M2  s    s :














On a  tYt estFt adapté puisque Yt existe etFt adapté et  t existe et Ft
adapté .
d ( tYt) =  tdYt + Ytd t + d h ; Y it :
=   tCt + ( tZt +  tYtbt) dWt:
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( sZs +  sYsbs) dWs:
Z t
0






































Modéle de Black Scholes
Un problème fréquent en nance consiste à donner un prix aux options,
une option européenne dachat une (calle) de maturité T et de prix dexercice
K est un contrôle qui donne le droit mais non lobligation à sons détenteur
dacheter une part de laction au prix dexercice K à la date T:
Le vendeur de loption sengage donc à payer son détenteur la somme
(ST   K)+ qui représente le prot que permet lexercice de loption, plus
généralement on peut imaginée un actif contingent dont le bénéce est une
variable aléatoire positive  qui dépend de (ST ).
Auquel prix v vendre loption le vendeur doit sassurer quen vendant
loption à ce prix à la date t = 0, il disposera de la somme  à la date t = T .
Pour trouver v lidée fondamentale est celle de duplication ; le vendeur
vend loption au prix v et investit cette somme dans le marché en suivant la
stratégie (Z) à trouver !.
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Donc pour trouver v t et Z on a le prix dune part de loption est régi par
lEDS : 
dSt = St (d t+ d Wt) :
S0 = x:
Ou  2 R et  > 0, le paramétre  sappelle la volatilité.
Donc :











On note Et le prix dune part dans une place sans risque dont le taux de
rendement est constant égale à R, est donné par :
dEt = rEtdt
E0 = y
i:e: Et = y exp rt:
la valeur de portefeuille à linstant t est :
Vt = qtEt + ptSt:
Où qt représente le nombre de parts dactif sans risque et pt celui dactif
risqué.
Lévolution de la valeur du portefeuille est décrite par :
dVt = qtdEt + ptdSt = rqtEt + ptSt (dt+ dWt) :
On a : qtEt = Vt   ptSt
Donc :
dVt = (rVt   rptSt) dt+ ptStdt+ ptStdWt (1.6)
On note :





(cest le risk premium) :
On a :
dVt = rVtdt+ t Ztdt+ ZtdWt:
Où VT =  et V0 = V:














































On compare avec (1.6) on obtient :
@Vt
@St































































  rVt = 0:
V (T; ST ) = :
V (t; St) =  
 1
t E ( TnFt) :

























  (WT  Wt) + 1
2
2 (T   t)  r (T   t)

:































Pour t = 0;





Où : d = d1 (t = 0) :
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Chapitre 2
EDSR à coe¢ cient continu
Dans cette partie on démontre lexistence de la solution pour de lEDSR
en une dimension (k = 1) telle que le coe¢ cient est à croissance linéaire et
est continu en (y; z) et la condition terminale est de carré intégrable,en plus à
cette hypothèse, on utilise un approximation de la générateur et la théorème
de comparaison.
Considérons (Wt)tT mouvement Brownienn de d-dimension dans un es-
pace (
;F ;P):
On noteP[0;T ] la tribu prévisible.
2.1 Existence
Théorème 2.1 Supposant que f : [0; T ]
RRd  ! R et P [0;T ]
B2
mesurable qui vérie :
1. La croissance linéaire 9K <1;8t; !; y; z; jf (t; !; y; z)j  K (1 + jyj+ jzj) :
2. Pour t; !; f (t; !; :; :) est continue.
3.  2 L2 (FT ) ;lEDSR :
Yt =  +
Z T
t
f (s; Ys; Zs) ds 
Z T
t
ZsdWs ; t 2 [0; T ] :
admet une solution unique (Y; Z) 2 B2:
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Lemme 2.2 Soit f : Rp ! R une fonction continue et à croissanse linéaire,
il éxiste une constante K <1 telle que :
8x 2 Rp jf (x)j  K (1 + jxj) :
Soit fn la suite des fonctions telle que :
fn (x) = inf
y2Qp
ff (y) + n jx  yjg :
On a alors pour tout n  K :
1.8x 2 Rp jfn (x)j  K (1 + jxj) :
2.8x; y 2 Rp; jfn (x)  fn (y)j  n (jxj   jyj) :
3.8x 2 Rp; (fn (x))n est une suite croissante.
4.Si xn !
n!+1
x;alors fn (xn) !
n!+1
f (x) :
Preuve. 1.fn (t; x) = inf

f (t; q) + n jx  qj ; q 2 Qd+1	 :
On a :
si n  K; fn (t; x)  f (t; x) :
Dapré la croissance liniare de f pour tout q 2 Qd+1;
fn (t; x)  inf f f (t; y) +K jx  yj ; y 2 Qpg :
fn (t; x)  inf f K  Ky +K jx  yj ; y 2 Qpg =  K (1 + jxj) :
Donc :
 K (1 + jxj)  fn (t; x)  f (t; x)  K (1 + jxj) :
Ceci montre que fn est bien dénie pour n  K et donne la croissance
linéaire ;
jfn (t; x)j  K (1 + jxj) :
2.fn (t; x) = inf ff (t; y) + n jx  yj ; y 2 Qpg :
donc :
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f (t; y) + n jx  yj  f (t; y) + n jx  yj+ jx  yj :
 f (t; y) + (n+ 1) jx  yj :
inf ff (t; y) + n jx  yj ; y 2 Qpg  inf ff (t; y) + (n+ 1) jx  yj ; y 2 Qpg :
Alors : fn (t; x)  fn+1 (t; x) :
fn est une suite croissante.
3.Montrons que fn est n Lipschitz.
Soient t; x et x;8y 2 Qp:
fn (x)  f (y) + n jx  yj  f (y) + n jx  yj+ n jx  xj :
On a :
fn (t; x)  fn (t; x) + n jx  xj :
Donc :
fn (t; x)  fn (t; x)  n jx  xj : (2.1)
8  0:
fn (t; x)  f (t; y) + n jx  yj   :
fn (t; x)  f (t; y) + n jx  yj+ n jx  yj   n jx  yj   :
fn (t; x)  f (t; y) + n jx  yj   n jx  xj   :
fn (t; x)  fn (t; x)  n jx  xj   :
fn (t; x)  fn (t; x)   n jx  xj   : (2.2)
de (2.1) et (2.2) on a :
jfn (t; x)  fn (t; x)j  n jx  xj :
4.On considère que xn ! x;
n!+1
pour tout n  K ; prenons yn 2 Qp
telle que :




Comme jf (t; x)j  K (1 + jxj) la bornitude de la suite (xn) entraine celle
de la suite (yn) puisque ;
K (1 + jxnj)   K (1 + jynj) + n jynj   n jxnj   1
n
:
ie ; (n K) jynj  (n+K) jxnj+ 2K + 1
n
:
La croissance de f donne à présent la bornitude de la suite (f (t; qn))n









f (t; xn)  f (t; qn) + 1
n
 1:




f (xn)  fn (xn)  f (qn)  1
n







fn (xn)  Lim
n!+1
f (xn)
f (x)  Lim
n!+1




fn (t; xn) = f (t; x) :
2.2 Preuve des resultats importants
On considère pour tout (t; !) la suite fn (t; !; Y; Z) associé à f
daprès Lemme 2 et h (t; !; Y; Z) = K (1 + jY j+ jZj) telle que fn; h sont
P[0;T ]  B2 mesurables et Lipschitziens.
Soit 2L2 (FT ) ;LEDSR suivante admet une unique solution S2c (R) 
M2(Rd) adaptée.










Zns dWs, n  K:
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Ut =  +
Z T
t




On montre que :
8n  m  K;Y mt  Y nt  Ut; dt dP  p:s:
On utilise le théorème de comparaison:
Théorème 2.3 (théorème de comparaison) Supposons k = 1 et que






On suppose également que :





Alors : P  p:s: 8t 2 [0; T ] Yt  Yt:
Preuve. La preuve se¤ectue par linéairité.
On cherche une équation satisfaite par :
St = Yt   Yt, Et = Zt   Zt et  =    :






























  f (s; Ys; Zs)
+ f (s; Ys; Zs)  f (s; Ys; Zs) :











as = 0 si non:
telle que as est a valeurs réelles.
Pour dénir b ou b est un vecteur(coulonne)dimension d:
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  f (s; Ys; Zis)
Eis
si V is 6= 0:
bis = 0 si non:
Puisque f est lipschitz ,ces deux processus sont progessivement musu-
rables et bornés.
Avec ces notations on a :
St =  +
Z T
t




Où Cs = f (s; Ys; Zs)  f (s; Ys; Zs) :
Par hypothèse on a   0 et Cs  0:
























pour 8t 2 [0; T ] :
Cette formule montre que :
St  0; i e, P  p:s:; 8t 2 [0; T ] ; Yt  Yt:
Daprès cette théorème et les propriétés suivantes :
Pour tout n  K;
jfn (s; Ys; Zs)j  K (1 + jYsj+ jZsj) :
fn (s; Ys; Zs)% est croissante.
8 (t; Y; Z) ; fn (s; Ys; Zs)  fn+1 (s; Ys; Zs)  hn (s; Ys; Zs) :
On a : 8 n+ 1  n  K; Ut  Y n+1  Y nt ; dt dP  p:s:
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8n  K; kY nk  A; kZnk  A: kUk  A; kV k  A:
Preuve. On applique la formule dItô à et jYtj2 :
d jY nt j2 = et jY nt j2 dt+ 2et jY nt j dYt +


et jY nt j2

dt:
= et jY nt j2 dt+ 2et jY nt j [ f (t; Y nt ; Znt ) dt+ ZndWt]
+et kZnt k2 dt:
= et jY nt j2 dt  2et jY nt j [f (t; Y n; Zn) dt] + 2et jY nt jZndWt
+et kZnk2 dt:
On intégré entre t et T on obtient :
et jY nt j2 +
Z T
t
es kZns k2 ds








2es jY ns j jZns j dWs:
Et comme f est :
fn (s; Ys; Zs)  K (1 + jYsj+ jZsj) :
Yn fn (s; Ys; Zs)  KYn (1 + jYsj+ jZsj) = KYn +KY 2n +KYn jZsj :
On a : 2a  a22 + 1
2




2Yn fn (s; Ys; Zs)  2KYn + 2KY 2n + 2KYn jZsj :








+ 2KY 2n :
On prend  = 1 et  = 2:
2Yn fn (s; Ys; Zs)  K2 + Y 2n + 2K2Y 2n +
Z2s
2
+ 2KY 2n :
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et jY nt j2 +
Z T
t
es kZns k2 ds













2es jY ns jZns dWs:
et jY nt j2 +
Z T
t
es kZns k2 ds













2es jY ns j kZns k dWs:





es kZns k2 ds
= eT jj2 +
Z T
t




2es jY ns jZns dWs:
On pose :  = 1 + 2K + 2K2:












2es jY ns jZns dWs:

























2es jY ns j kZns kWds

: (2.4)




es kZns k2 ds














es jY ns j kZns k dWs






es kZns k2 ds
















































































2 jY ns j
Z T
0



















es kZns k2 ds

:




























































es kZns k2 ds


















Lemme 2.5 fY nt gt2[0;T ] est une suite de Cauchy dans S2c (R):
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Preuve. P p:s:, pour tout t 2 [0; T ] la suite (Y nt )nest croissante et majorée




jY nt j  max
 Y Kt  ; jUtj :
et ce magerant appartient à S2c (R):
Le théorème de convergence dominée implique la convergence de Y nt vert
Y dans S2c (R)
Lemme 2.6 La suite f(Y nt ; Znt )gt2[0;T ] est une suite de Cauchy dans B2:
Preuve. On utilise La formule dItô à linégalité, avec les notations usuelles,
si m  n  K;




jZsj2 ds  2
Z T
t









jZsj2 ds  2E
Z T
0
jYsj jf m (s; Y ms ; Zms )  f n (s; Y ns ; Zns )j ds

:













jYsj jf m (s; Y ms ; Zms )  f n (s; Y ns ; Zns )j ds

:




















































































Il existe C dépend de K;T;E () telle que pour tout m  n  K;
kZSk2  2C kYtk :
donc (Zn) est une suite de Cauchy dans M2(Rd):








Notons (Y; Z) la limite de la suite (Y n; Zn) dans lespace de Banach B2
on veut passer à la limite terme à terme dans léquation :
Y nt =  +
Z T
t




s ) ds +
Z T
t
Zns dWs; 0  t  T (2.6)







































 2 k(Y n; Zn)  (Y; Z)k2 ! 0:
Il reste à étudié la convergence du terme absolument continu.
Daprès la propriété 4. de la suite fn :




f (s; Ys; Zs) dt  p:s:













R Tt f n (s; Y ns ; Zns ) ds  Z T
t






jf n (s; Y ns ; Zns )  f (s; Ys; Zs)j2 ds

! 0:










f (s; Ys; Zs) ds dans M2:
Passant à la limite sur (2.6) lorsque n! +1:
On obtient :
Yt =  +
Z T
t










Depuis le résultat dexistence et dunicité de EDSR. établir par Doux
et Peng (1990), il y a quelque travaux on essayé da¤aiblir la condition de
Lipschitz du coe¢ cient.
Dans ce chapitre on étend les résultats de lexistence et lunicité dEDSR
multidimensionnelles à coe¢ cient localement Lipschitz et condition terminale
carré intégrable.
On étudié lexistence et lunicité comme stabilité de solution, on va établir
lexistence et lunicité si le coe¢ cient f est localement Lipschitz dans les deux
variables (y et z) et que le constant Lipschitz LN dans la boule B(O;N) par
exemple LN = O(
p
(LogN)) donc EDSR a été une unique solution.
3.1 Notations, hypothèses et dénitions
Soit (
;F ;P) un espace de probabilité complet et (Wt) (t 2 [0; 1])
un processus denir dans cet espace.
Soit (Ft; t 2 [0; 1]) la ltration naturelle de (Wt) et  une variable
aléatoire (F1) mesurable d-dimensionnelle carré integrable.
Soit f dénit sur R+  
 Rd  Rdr a valeur dans Rd telle que :
pour tout (Y; Z) 2 Rd  Rdr f (t; !; Y; Z) est Ft progressivement mesu-
rables.
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On considère lEDSR suivant :






ZsdWs; 0 < t < 1: (3.1)
Dénition 3.1 Soit (B2; k:k) lespace de Banach où B2 lensemble des pro-
cessus (Y; Z) de R+  
 a valeur dans Rd  Rdr telle que :





jZsj2 ds < +1):
On considère les hypothèses suivantes :
H1) f est continue en (Y; Z) pour tout (t; !):
H2) Il existe deux constantes M > 0 et  2 [0; 1] ; telle que :
jf (t; !; Y; Z)j M(1 + jY j + jZj) P  p:s: 8 t 2 [0; 1].
H3) Pour tout N 2 N, il existe une constante LN > 0 telle que :f (t; !; Y; Z)  f (t; !; Y ; Z)  LN ( Y   Y +  Z   Z ):
P  p:s: 8 t 2 [0; 1] :
et 8 Y; Y ; Z; Z telle que : jY j  N ,
 Y   N; jZj  N;  Z  N:
H4) Il existe une constante L > 0 telle que :f (t; !; Y; Z)  f (t; !; Y; Z)  L(Y   Y + Z   Z):
P  p:s: 8 t 2 [0; 1] :
Quand les htpothèses (H1) et (H2) sont satisfaites on peut dénir une






jf (s; Y; Z)j2 ds)1=2:
On désigne par LipLoc (respectivement Lip) lensemble des fonctions f
vériant (H3) (resp(H4)) et par LipLoc; lensemble des fonctions qui vériées
lhypothèses (H2), (H4).
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3.2 EDSR avec coe¢ cient localement Lipschit-
zien
Théorème 3.2 Soit f 2 LipLoc; et  une variable aléatoire carré intégrable 
E jj2 < +1 :
Supposons en plus quil existe une constante positive L telle que LN =
L+
p
logN alors lEDSR (3:1) admet une solution unique.
Le corollaire suivant donne une condition faible sur LN dans le cas où
f est uniformement Lipschitzien en Z et localement Lipschitzien en Y:
Corollaire 3.3 Soit (H1), (H2) sont satisfaites et  est un variable aléatoire
carré intégrable.
Posons que f est uniformément Lipschitz en Z et localement Lipschitzien
en Y:
On disigné par LN un constant localement à f donc lequation (3:1) ad-
mette une unique solution si LN  L+ logN où L un constant positif.
On besoint les lemmes suivants pour preuvé le théorème et la corollaire.
Lemme 3.4 a) Soit (Y; Z) une solution de léquation (3:1) si f satisfaite
lhypothèse (H2) alors il existe une constante positive K = K(M; ) dépen-
dant seulement de M et de E () telle que :
pour tout t 2 [0; 1] ;E  jYtj2  K et EZ 1
0
jZtj2 ds  K:
b) Soit 1; 2 deux variables aléatoires d-dimensionnelle carré intégrables
sont F1 mesurables
Soient f1; f2 telle que f1 satisfaisant (H1), (H2) et (H3) et f2 satisfaisant
(H1) et (H2).
Soit (Y1; Z1) (resp (Y2; Z2)) solution de lEDSR, (3:1) (f1; 1) (resp (f2; 2)) ;




Z1s   Z2s 2 ds  K  M; 1; 2
"
E
1   2+ EZ 1
t










M ; 1 ; 2

L 2N N










est une constante dépend de M;E
12 etE22 :
Preuve. On a jxj  1 + jxj pour tout  2 [0; 1] :
1) Lassertion (a) sensuite de la formule dItô, lhypothèse (H2), Lemme
de Gronwall et linégalité de BDG donc on a :
jf (t; Y; Z)j M (1 + jY j + jZj)
M (1 + 1 + jY j+ 1 + jZj)
M (3 + jY j+ jZj)
 3M +M jY j+M jZj
Alors :
jY j jf (t; Y; Z)j  jY j ( 3M +M jY j+M jZj) :
 3M jY j+M jY j2 +M jY j jZj :
Utilisons le fait que pour " = 1 puis 2 ; ab  1
"
a2 + "b2:
jY j jf (t; Y; Z)j  9+M2 jY j2+ 1
2
M2 jY j2+2 jY j2+2M2 jY j2+ 1
2
jZj2
 9 + 4M2 jY j2 + jY j2 + 1
2
jZj2 :
On applique la formule dItô à jYtj2 pour obtenir :
d jYtj2 = 2 jYtj [ f (t; Y; Z) dt+ ZtdWt] + jZtj2 dt:














jZsj2 ds = 2 + 2
Z 1
t


































jZsj2 ds  jj2+
Z 1
t





















































Daprès le Lemme de Gronwall :












: exp [1 + 4M2] [1  t] :
Pour t = 0 :R 1
0
jZsj2 ds  2
 
E




jZsj2 ds  K (;M) :
Où K une constante dépend de  et M:
Revenant à linégalité :




















































































































 jj2+ 9 exp (1 + 4M2) :














 K (M; ) :
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2) Pour démontré linégalité (3.2) On utilise la formule dItô et linégalité
de Schwarz, avec la formule dItô en obtient :
jY 1t   Y 2t j2 +
Z 1
t
jZ1t   Z2t j2 ds
=
1   22 + 2Z 1
t




jY 1s   Y 2s j jZ1t   Z2t j dWs:
On prend lespérance :
E jY 1t   Y 2t j2 + E
Z 1
t
jZ1s   Z2s j2 ds
= E
1   22+2EZ 1
t
jY 1s   Y 2s j jf 1 (s; Y 1s ; Z1s )  f 2 (s; Y 2s ; Z2s )j ds:
























(3M + jY1j+ jZ1j+ 3M + jY2j+ jZ2j)2 ds
1=2
:
 K  M; 1; 2E Z 1
t







jZ1s   Z2s j2 ds
 K  M; 1; 2 "E 1   22 + EZ 1
t




Pour démontré linégalité (3.3) on utilise la formule dItô
On a :
jY 1t   Y 2t j2 +
Z 1
t
jZ1s   Z2s j2 ds =
=
1   22 + 2Z 1
t




jY 1s   Y 2s j jZ1t   Z2t j2 dWs:
Soit B une ensemble positive .
Pour N > 1 donnée, soit LN la constante de Lipschitz de f dans la boule









Prenant lespérance dans lequation précédente,
On déduire que :
E jY 1t   Y 2t j2 + E
Z 1
t
jZ1s   Z2s j2 ds
 E 1   22 + 2EZ 1
t
jY 1s   Y 2s j jf 1 (s; Y 1s ; Z1s )  f 2 (s; Y 2s ; Z2s )j ds:
 E 1   22 +B2EZ 1
t







f 1 (s; Y 1s ; Z
1
s )  f 2 (s; Y 2s ; Z2s )2 ds:
 E 1   22 +B2EZ 1
t



















jf 1 (s; Y 1s ; Z1s )  f 2 (s; Y 2s ; Z2s )j2
i
 ACNds:
 E 1   22 +B2EZ 1
t

























[jf 1 (s; Y 1s ; Z1s )  f 1 (s; Y 2s ; Z2s ) + f 1 (s; Y 2s ; Z2s )





 E 1   22 +B2E R 1
t




























jf 1 (s; Y 2s ; Z2s )  f 2 (s; Y 2s ; Z2s )j2
i
 ACNds:
 E 1   22 +B2EZ 1
t





























On utilise linégalité de Hölder et linégalité de Chebychev et le Lemme












































est une constante dépende de M;E
12 ;E 22 :
Alors :
E jY 1t   Y 2t j2 + E
R 1
t
jZ1t   Z2t j2 ds










1   f 2) + K ( M; 
1;  2)







jZ1s   Z2s j2 ds:
Si on choisit B telle que
2 L 2N
B 2
= 1 et sensuite de la formule de Gronwall
que, pour t 2 [0; 1] :
E jY 1t   Y 2t j2 

E




M ; 1 ; 2

L 2N N
2 ( 1   )
#
exp [(2L2 + 1) (1  t)] :
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Lemme 3.5 Soit f une fonction satisfaisant les hypothèses (H1) et (H2)
alors il existe une suite de fonction (fn) telle que :
i) a) Pour tout n, fn 2 Lip:
b) Pour tout n :
sup
n
jfn (t; !; Y; Z)j  jf (t; Y; Z)j M (1 + jY j + jZj)
P  p:s: P:p: t 2 [0; 1] :
ii) Pour chaque N, N (fn   f)! 0; quand n!1:
Preuve. Soit  n une suite de fonctions régulières telle que :
0   n (x)  1
 n (x) = 1 x  n:
 n (x) = 0: x >n+ 1:
On dénie lappliquation fn par fn (t; Y; Z) = f (t; Y; Z) n (Y ) n (Z) :
Donc :
i)-a) Pour chaque n :
j fn ( t; Y; Z ) j  jf ( t; Y; Z ) n (Y ) n (Z)j
 j f (t; Y; Z) j
M ( 1 + j Y j + j Z j) :
-b) Pour tout n :
sup
n
jfn (t; !; Y; Z)j =
f (t; !; Y; Z) sup
n




 jf (t; !; Y; Z)j M (1 + jY j  + jZj ) P  p:s:p:p t 2 [0; 1] :
































Lemme 3.6 Soient f et  satisfaisants les hypothèses du théorème (3.2).
Soit fn une suite de processus associe à f par lemme (3.5).
On note (Y n; Zn) la solution de léquation (3.1)(fn) alors il existe une










jZns j2 ds  K:
La démonstration de ce Lemme est comme la démonstration de lemme
(3.4-a).
Preuve. On a jxj  1 + jxj pour tout  2 [0; 1] :
1) Lassertion (a) sensuite de la formule dItô, lhypothèse (H2), Lemme
de Gronwall et linégalité de BDG donc on a :
jf (t; Y; Z)j M (1 + jY j + jZj)
M (1 + 1 + jY j+ 1 + jZj)
M (3 + jY j+ jZj)
 3M +M jY j+M jZj :
Alors :
2 jY j jf (t; Y; Z)j  2 jY j ( 3M +M jY j+M jZj)
 6M jY j+ 2M jY j2 + 2M jY j jZj :




2 jY j jf (t; Y; Z)j  9 +M2 jY j2 + 1M2 jY j2 + jY j2 + 2M2 jY j2 + 1
2
jZj2
 9 + 4M2 jY j2 + jY j2 + 1
2
jZj2 :
On applique la formule dItô à jY nt j2 pour obtenir :
d jY nt j2 = 2 jY nt j [ f n (t; Y nt ; Znt ) dt+ Znt dWt] + jZnt j2 dt:
Intégrant entre t et 1 donc :
2 jY nt j2 = 2
Z 1
t
 jY ns j jf (s; Y ns ; Zns )j ds+2
Z 1
t







jZns j2 ds = 2+2
Z 1
t
jY ns j jf (s; Y ns ; Zns )j ds 2
Z 1
t































jZns j2 ds  jj2+
Z 1
t
9+(1 + 4M2) jY ns j2 ds 2
Z 1
t










jY ns j2 ds 2
Z 1
t
jY ns j jZns j dWs
Prenant lespérance :
E jY nt j2+12E
Z 1
t




























jY ns j2 ds:
Daprès le Lemme de Gronwall :
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E jY nt j2 + 12E
Z 1
t







: exp [1 + 4M2] [1  t] :
Pour t = 0 :Z 1
0
jZns j2 ds  2
 
E
 jj2+ 9 exp (1 + 4M2) :
Donc :Z 1
0
jZns j2 ds  K (;M) :
Où K une constante dépend de  et M:
revenant à linégalité :
E jY nt j2+12E
Z 1
t















jY ns j jZns j dWs

:































































































 jj2+ 9 exp (1 + 4M2) :















 K (M; ) :
Lemme 3.7 Soient f et  comme dans la théorème (3.2)
Soit (fn) une suite de fonction associée à f daprès lemme(3.5) et on note
par (Y n; Zn) la solution de léquation (3.1)(fn; ) alors il existe une processus
(Y; Z) 2 B2 telle que :
Lim
n!+1
k(Y n; Zn)  (Y; Z)k = 0:
Preuve. Pour un calcul plus simple on suppose que L = 0;
remarquons que pour tout n  N + 1;fn (t; Y; Z)  fn t; Y ; Z  LN Y   Y + Z   Z :
dans la boule B(0; N):
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1)Supposant premièrement que LN 
p
(1  ) logN et comme dans
le lemme (3.4) on pose : 
Y 1; Z1; f 1; 1

= (Y n; Zn; fn; ) ,
 
Y 2; Z2; f2; 2











jY ns   Y ms j2 ds
1=2#
:
E jY nt   Y mt j2 
2 (fn   fm)L2N + K (M; )N2(1 )L2N

exp [(2L2N + 1) (1  t)]j :




jY nt   Y mt j2  2 (fn   f) + 2 (f   fm)(1  ) logN + K (M; )N2(1 ) (1  ) logN:

exp [((2 (1  ) logN) + 1) (1  t)]j :
On démontre que (Y n; Zn) est une suite de Cauchy dans lespace de Ba-
nach (B2; k:k) :
2) Supposons maintenant que LN 
p
logN:
Soit  un nombre strictement positif telle que  > 1  et soit [ti; ti+1]
une subdivision de [0; 1] telle que jti+1   tij  :
On applique lemme (3.4) dans tous les sens-intervalles [ti; ti+1] :
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Preuve du théorème (3.2) :
Lunicité
Soit (Y 1; Z1; f; ) et (Y 2; Z2; f; ) deux solutions de EDSR daprès la











jYsj jf (s; Y 1; Z1)  f (s; Y 2; Z2)j ds

:
Pour N  1;
On a :AN :=
n
(s; !) ; jY 1s j2 + jY 2s j2 + jZ1s j2 + jZ2s j2  N2
o
; ACN := 
=AN :
puisque ab  B2a2 + 1
B2
b2 pour chaque B 6= 0 alors :
E












jf (s; Y 1s ; Z1s )  f (s; Y 2s ; Z2s )j2 ACNds:
Et comme la preuve du lemme (3.4).b. on a :
E























Telle que : 2N (f   f) = 0:
E j   j = 0:
On choisit B telle que
2L2N
B2
= 1 et utilisant lemme de Gronwall :
E
jYtj2  (2L2N + 1)EZ 1
t
















N + 1] :
et ceci applique lunicité.
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Lexistence de la solution
Puisque la suite (Y n; Zn) est de Cauchy donc converge dans B2:
Daprès lemme (3.7) il existe (Y; Z) 2 B2 telle que :
k(Y n; Zn)  (Y; Z)k ! 0 quand n! +1:














jZns   Zj2 = 0:






s ) ds converge vers
Z 1
t
f (s; Ys; Zs) ds en probabilité.
Soit N > 0; LN le constant Lipschitz de f dans la boule B (0; N) :
On pose : AN :=

(s; !) ; jY ns j2 + jZns j2 + jYsj2 + jZsj2  N2
	
et ACN := 
=AN :






















fn (s; Ys; Zs) ds+
Z 1
t








































jfn (s; Y; Z)  f (s; Y; Z)j ds+ LNE
Z 1
0




jZns   Zsj ds+ E
Z 1
t














 C (M; )
(N2)1=2
 K (M; )
N
:
Où K (M; ) est une constante dépend sauf de M et E (jj) :
Daprès lemme (3.5)(ii) ;
Pour chaque N;









jfn (s; Y; Z)  f (s; Y; Z)j ds! 0:






jY ns   Ysj ds+ E
Z 1
0












jZns   Zsj2 ds = 0:



















E jY nj2 < K
!
;






















































Preuve de Corollaire (3.3)
Pour  = 1 le problème sera étudié comme le cas classic pour  < 1;
posons L = 0:
Soit L une constante uniformément Lipschitz de f sur le variable
aléatoire Z:





(s; !) ; jY ns j2 + jZns j2 + jY ms j2 + jZms j2  N2
	
:




Avec la formule dItô on a :
E
 jY nt   Y mt j2+ EZ 1
t
jZns   Zms j2 ds = I1 (n;m) + I2 (n;m) + I3 (n;m)
+I4 (n;m)
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I1 (n;m) = 2E
Z 1
t
jY ns   Y ms j jfn (s; Y ns ; Zns )  f (s; Y ns ; Zns )jANn;mds
I2 (n;m) = 2E
Z 1
t
jY ns   Y ms j jf (s; Y ns ; Zns )  f (s; Y ms ; Zms )jANn;mds
I3 (n;m) = 2E
Z 1
t
jY ns   Y ms j jf (s; Y ms ; Zms )  fm (s; Y ms ; Zms )jANn;mds
I4 (n;m) = 2E
Z 1
t
jY ns   Y ms j jfn (s; Y ns ; Zns )  fm (s; Y ms ; Zms )jANn;mds:
On va estimer successivement I1; I2; I3 et I4:
Soit B1; B2 deux constantes strictement positives.
(2)I1 (n;m)  2B2E
Z 1
t











jY ns   Y ms j2 ds +
2
B2











jY ns   Y ms j2 ds + 2N (fn   f) :
(3)I2 (n;m)  E
Z 1
t
2 jY ns   Y ms j
h













L jY ns   Y ms j
p
L jZns   Zms j
































jZns   Zms j2 ds:
(4) I3 (n;m)  2B2E
Z 1
t











jY ns   Y ms j2 ds +
2
B2











jY ns   Y ms j2 ds + 2N (fm   f) :




jY ns   Y ms j
p
1ANn;m












































Où K (M; ) est une constante dépend de M et E jj2 :
On choisit B2 = L et 2 = 2LN :
Alors on utilise (2), (3), (4), (5) et lemme de Granwall pour obtenir :
E jY ns   Y ms j2 

















jY ns   Y ms j2 1ANn;mds:
Donc :
E jY ns   Y ms j2 











Passons à la limite premièrement en n;m et après en N et on utilisant






jY ns   Y ms j2
   Limn!+12N (fn   f) + 2N (fm   f) + K (M; )2 (logN)N2(1 )

exp (2 (logN))  exp







jY ns   Y ms j2
  2N (fm   f) + K (M; )2 (logN)N2(1 )

exp (2 (logN))  exp









jY ns   Y ms j2
   Limm!+12N (fm   f) + K (M; )2 (logN)N2(1 )

exp (2 (logN))  exp








jY ns   Y ms j2












jY ns   Y ms j2
 = 0:
même chose de Banach (B2; k:k) :
3.3 Stabilité de la solution
Dans cette partie on va étudier la stabilité de la résultat pour le
solution avec les hypothèses de (f; )
* si fn converge vers f dans lespace métrique déni avec la semi-norme
(N)
* n converge vers  dans L
2 (
)
Alors (Y n; Zn) converge vers (Y; Z) en (B2; k:k) :
Soit fn une suite de fonctionFt progressivement mesurable pour tout
n:
Soit n une suite de variable aléatoire F1 mesurable pour tout n,
E jnj2 <1
Pour tout n lEDSR (3:1) correspondant avec les données (fn; n) nad-
mettes pas une unique solution chaque solution de léquation (3:1) (fn; n) on
dénote par (Y n; Zn) :
On suppose les hypothèses suivantes :
H3 : pour chaque N; N (fn   f)! 0; n!1:
H4 : E
 jn   j2! 0 quand n!1:
H5 : il existe deux constantes M > 0 et  2 [0; 1] telle que :
sup
n
jfn (t; !; Y; Z)j M (1 + jY j + jZj) P  p:s: P  p t 2 [0; 1] :
Théorème 3.8 Soient f et  satisfaisantes lhypothèse du théorème 1
Supposons H3;H4 et H5 sont satisfaites alors (Yn; Zn) converges vers (Y; Z)
dans lespace (B2; k:k) :
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Preuve. Pour  = 1; le résultat est classique.












E jnt   tj2 +
1
L 2N
2N (fn   f)
+
K (M ; n ; )
L 2N












K (M ; n ; )
L 2N





jY nt   Ytj2
!
 K (M ; )
logN
exp [2L2 + 1] :











K (M ; )
logN








jZns   Zsj2 ds  Lim
n!+1
k (M; n; )















jZns   Zsj2 ds = 0:
Nous avons étudiés le cas  < 1:
Appliquant lemme (3.4) à : 
Y 1; Z1; f1; 1

= (Y n; Zn; fn; 
n) ;
(Y 2; Z2; f2; ) = (Y; Z; f; )


















E jnt   tj2 +
1
logN
2N (fn   f)
+
K (M ; n ; )
logN N 2 ( 1   )












K (M ; )
logN N 2 ( 1   )














k (M; n; )
"













jZns   Zsj2 ds = 0:
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Chapitre 4
EDSR avec coe¢ cient
discontinu
Le théorème de comparaison joue un rôle très important dans beaucoup
travaux par exemple le travail de Pardoux et Peng (1990) qui sont les pre-
miers étudient lexistence et lunicité de lEDSR non linéaire avec quelque
conditions sur g et , même Lepletier et San Martin (1997) ont démontré
lexistence de la solution de lEDSR dans le cas où le génératreur est continu
et à croissance linéaire, Kobylanski (2000) a démontré lexistence et lunicité
dans le cas où g est continu et à croissance quadratique en z avec condition
terminale bornée.
Aussi Guangyan a étudié lexistence de la solution de lEDSR à une di-
mension dans le cas où g (le générateur) soit discontinue en y et vérie les
conditions suivantes :
H1) g(t; :; z) est continue à gauche, et g(t; y; :) est continue.
H2) il existe une constante positive A, telle que :
jg(t; y; z)j  A (jyj+ kzk+ 1) pour tout y; z; t 2 [0; T ] :
H3) il existe une fonction continue K(x) dénie en R1+d qui satisfaite
jK(x)j  A jxj pour tout x 2 R1+d où A est une constante positive telle que
pour tout :
y1  y2 2 R; t 2 [0; T ] ; z1; z2 2 Rd:
on a : g (t; y1; z1)  g (t; y2; z2)  K (y1   y2; z1   z2) :
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4.1 Préliminaire
On considère lEDSR de 1 dimension comme suivant :
Yt =  +
Z T
t
g (s; Ys; Zs) ds 
Z T
t
ZsdWs; t 2 [0; T ] :




;F ; (Ft)t2[0;T ] ;P

où (Ft)t2[0;T ] est la ltration naturelle
avec Ft =  fWt; s  tg :
g : la fonction génératrice de 
 [0; T ] R Rd dans R:
T : le temps terminal et  la variable aléatoire a valeur dans R;Ft-adaptée.
Soit P lensemble de  tribu dans 
  [0; T ] contient les ensembles Ft-
progressivement mesurables.
Soit M2d un ensemble des processus, P -mesurable,







et soit S2c lensemble des processus continus, P -mesurable V = (Vt)t2[0;T ]








la solution de lEDSR (g; T; ) est le processus (Y; Z) = (Yt; Zt)t2[0;T ] P -
mesurable a valeur dans R Rd telle que :
8<:
(Y; Z) 2 S2c M2d :
Yt =  +
Z T
t
g (s; Ys; Zs) ds 
Z T
t
ZsdWs; t 2 [0; T ] : (4.1)
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Lemme 4.1 Soit K (x) une fonction continue dénie sur R1+d; qui satisfai-
sant jK (x)j  A jxj pour chaque x 2 R1+davec A est une constante positive.
On considère lEDSR suivante :
Yt =  +
Z T
t
(K (Ys; Zs) + s) ds 
Z T
t
ZsdWs; t 2 [0; T ] : (4.2)
où  2 L2 (
;FT ;P) et s 2M2 (R) ; alors :
i) EDSR (4.2) admet une solution (Y; Z) 2 S2c M2d :
ii) Pour chaque solution (Y; Z) de (4.2), s  0 et   0 implique que :
Yt  0 P  p:s:pour t 2 [0; T ] :
Preuve. i) Comme K est continue et jK (x)j  A jxj donc :
lEDSR (4.2) admet au moins une solution ( Lepetier et San Martin, 1997)
ii) Soient les EDSR suivantes :
Y 1t =  +
Z T
t
  A Y 1s   AZ1s ds  Z T
t
Z1sdWs; t 2 [0; T ] : (4.3)
Y 2t =  +
Z T
t
  A Y 2s   AZ2s ds  Z T
t
Z2sdWs; t 2 [0; T ] : (4.4)
Chaque équation admet une solution dans S2c M2d :
Daprès le théorème de comparaison (El Karoui et al, 1997) on a que :
P  p:s: pour tout t  T; Y 1t  Y 2t  0:
Alors :
P  p:s: pour tout t  T; Yt  Y 1t :
On utilise la méthode de Lepeltier-San Martin.
On déni la suite des fonctions :
Kn (x) = inf
u2R1+d
fK (u) + (n+ A) jx  ujg ; n 2 N:
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Ces fonctions sont dénies pour tout n  0 et vérient :
kI) jKn (X)j  A jxj :
kII) jKn (X1) Kn (Y1)j  (n+ A) jX1   Y1j :
kIII) Kn  Kn+1:
kIV) si Xn !
n!+1
X; alors, Kn (Xn) !
n!+1
K (X) :
pour X;X1; Y1 2 R1+d:
Daprès (kI) et (kII).On conclut que pour chaque n; il existe une unique
solution à léquation suivante :











Pour t 2 [0; T ] ; n = 1; 2; :::
Avec les resultats sur les EDSR où le coe¢ cient est lipschitz, léquation
(4.5) (n = 1; 2; :::) admet une unique solution (respectivement), la solution
(Y n; Zn)n2N de léquation (4.5) converge vers la solution minimale (Y ; Z) de
(4.2) (comme dans le travaille de Lipleter et San Martin 1997).
Par le théorème de comparaison (Peng 1992, El Karoui et al 1997) pour
chaque entier positif n  0
On a :
Y nt  Y 1t
avec (Y 1; Z1) est la solution de (4.3) donc :
P  p:s: pour t  T;
Y t  Y 1t  Y 2t  0:
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4.2 Existence de la solution
On considère la suite des lEDSR comme suivant :
Y 0t =  +
Z T
t























où i = 1; 2; :::
Pour i = 1; 2; ::: lexistence de la solution de (4.7) est garantie daprès
Lemme(4.1).





On a une autre EDSR :
Y
0





Y 0s+ A Z0s+ A ds  Z T
t
Z0sdWs: (4.8)
Daprès les résultats sur des EDSR avec coe¢ cient Lipschitz les EDSR










Pour ces solutions on a les propriétés suivantes :
Lemme 4.2 Sous les hypothèses H1 H3 les propriétés suivantes sont vériées
1) Pour chaque entier positif i :
Y 0t  Y it  Y i+1t ;P  p:s:pour t  T:
2) Pour chaque entier positif i :
Y 0t  Y
0
t ;P  p:s:pour t  T:
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Preuve. 1) On preuve que Y 0t  Y 1t de (4.6) et (4.8), on a :

























Y 0s+ A Z0s+ A:









Y 0s  A Z0s  A+ A Y 0s+ A Z0s+ A:





j1sj2 ds = E
Z T
0










4A2 jY j2 + 4A2 jZj2 + 4A2 ds:
 +1:
Donc : 1s 2M2 (R) :
On applique le lemme (4.1) on a : Y 0t  Y 1t :
On pose que Y i 1t  Y it et on démontre que :
Y it  Y i+1t :
de lEDSR (4.7) on a :

















Où i+1s := g
 
s; Y is; Z
i
s
 g  s; Y i 1s ; Zi 1s  K  Y is   Y i 1s ; Zis   Zi 1s  :
Daprès H2 et H3 on a i+1s  0 et i+1s 2M2 (R) donc :
Y it  Y i+1t :
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2) On démontre que Y it  Y
0
t ; i = 0; 1; :::
a) Premièrement on a Y 0t  Y
0
t , lEDSR (4.6) et (4.8) donnent que :
Y
0













On a le terme drift  0 et la valeur terminale = 0:
Donc : Y
0
t  Y 0t :
b) De (4.7) et (4.8) on a :
Y
0





 Y 0s + A Z0s+ A  g  s; Y 0s; Z0s





















Y 0s   Y 1s+A Z0s   Z1s+A  Y 0s +A Z0s+A g  s; Y 0s; Z0s
 K  Y 1s   Y 0s; Z1s   Z0s :
 g  s; Y 1s; Z1s  g  s; Y 0s; Z0s K  Y 1s   Y 0s; Z1s   Z0s :
de H2 et H3 on a :
1s  0 et 1s 2M2 (R) :
Daprès le théorème de comparaison (Peng 1992, Elkaroui et Al 1997) on
a :




On pose que Y it  Y
0
t et on démontre Y
0
t  Y i+1t :
De léquation (4.7) et (4.8) on a :
Y
0















Y 0s   Y i+1s + A Z0s   Zi+1s + A Y 0s+ A Z0s+ A
 g  s; Y is; Zis K  Y i+1s   Y is; Zi+1s   Zis :
 g  s; Y i+1s ; Zi+1s  g  s; Y is; Zis K  Y i+1s   Y is; Zi+1s   Zis :
 0:
Daprès le théorème de comparaison (de Peng 1992, El Karoui et Al 1997).
On a : Y i+1t  Y
0
t :
Lemme (4.2) implique que la suite de solution minimale des équations
(4.6) et (4.7) est croissante admette une borne supérieur de la solution de(4.8)
telle que :
Y 0t  Y it  Y i+1t  Y
0
t ;P  p:s: pour i = 1; 2; :::et t  T: (4.9)








léquation (4.7) converge dans S2c  M2d vers (Y ; Z) qui est la solution de
léquation (4.1).













Y it2  E  sup
0tT
Y 0t 2+ E  sup
0tT
Y 0t 2 < +1:
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Appliquons la formule dItô à
Y i+1t 2 on a :
E
Y i+1t 2 = Y i+10 2 + EZ T
0
hZi+1t 2   2Y i+1t  g  t; Y it; Zit
+K
 
Y i+1t   Y it; Zi+1t   Zis

dt:


















Y i+1t   Y it; Zi+1t   Zis

dt+E jj2 :









E jj2+ 2EZ T
0
Y it2 + A Y i+1t + A j33A+ 2j Y i+1t 2 dt:
















Y i+1t   Y it; Zi+1t   Zis

:
Sont uniformément bornées dans M21 :






On applique la formule dItô à
Y Pt   Y qt  on a :
E
Y Pt   Y qt 2+EZ T
t










Y Pt   Y qt 2+EZ T
t




Y Ps   Y qs 	Ps + j	qsj ds
E
Y Pt   Y qt 2+EZ T
t
ZPt   Zqt2 ds  4C0 EZ T
0






i2N est une suite de Cauchy converge vers Zt dans M
2
d :
passons à la limite quand i!1 dans léquation (4.7) on obtient :
Y t =  +
Z T
t




nalement (Y s; Zs) est la solution de léquation (4.1).
Remarque 4.4 Daprès le théorème (3) on voit quil existe une solution de
lEDSR (4.1) sur les hypothèses H1 H3, mais la solution de léquation (4.1)









1 (Y ) =

1si Y > 0
0 si Y  0 :
On note que léquation (4.10) satisfaisant H1 H3 pour chaque c 2 [0; T ] ;
(Y; Z) = (max (c  t; 0) ; 0) :
Donc la solution de (4.10) nest pas unique.
Remarque 4.5 En particulier,
si g (t; Y; Z) = g1 (t; Y )+g2 (t; Z) la condition lipschitz en Z est peut
relaxe et que g2 continue en Z
donc dans cet cas lhypothèse H3 peut remplacer par la condition suivante :
- Il existe une fonction continue K (x) dénie dans R telle que pour tout
Y1  Y2 2 R; t 2 [0; T ] on a :
g (t; Y1)   g (t; Y2)  K (Y1   Y2) et jK (x)j  A jxj pour chaque
x 2 R:
On peut écrire léquation (4.6) comme suite :




















où gi2 (t; Z) = inf
u2Qd
[g2 (t; u) + (i+ A) jZ   uj] :
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dans Lepeltier et San Martin 1997 on note que :
1- gi2 est non décroissante en i:
2- gi2 lipschitzien continue en Z avec i constante.
3- jgi2 (t; Z)j  A (jZj+ 1)
4- si Zi ! Z; alors gi2 (t; Zi)! g2 (t; Z) quand i!1:
En utilisant la condition de Lipschitz , la croissance linéaire de gi2;la pro-
priété (4) et les preuves similaires daprès Lepeltier et San Martin 1997 ce
nest di¢ cile de noté que on peut obtenir le même résultat comme le théo-
rème(4.3) .
Remarque 4.6 Léquation (4.6) indique que la suite des solutions de léqua-
tion (4.7) soit décroissante
- Si il y a un processus
 
Y 0; Z0
 2 S2cM2d ; telle que la solution  Y 1; Z1
de léquation :
























où (Y ; Z) est la solution de (4.1).
- Si H1 est remplacée par la condition suivante :
H1 : g (t; :; z) est continue à gauche et g (t; y; :) est continue.
On peut obtenir quil existe un autre résultat, dans ce cas on considère
léquation suivante :



























pour i = 0; 1:::
évidemment, pour tout entier i non négative, léquation admette la der-
nière solution respectivement.










Nous donnons le résultat suivant :
Corollaire 7 :








des solutions de léquation (4.11)
alors :























solution de léquation (4.1).
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Annexe A
Outils du calcul stochastique
Théorème de convergence dominée de Lebesgue
Théorème A.1 Soit (Xn)n1 une suite de variables aléatoire convergeant
p.s vers X
Supposons quil existe une variable aléatoire Y intégrable telle que jXnj <
Y alors X est intégrable et E [jXn  Xj]! 0 quand n! +1:
Lemme de Fatou










Décomposition de Doob Meyer
Théorème A.3 Soit X une sous-martingale relativement à Ft telle que la
famille fXT ; T temps darrêt bornég est uniformement intégrable, il existe
une (Ft) martingale Mt et un processus croissant (Ft) adapté A telle que ;
Xt =Mt + At pour tout t  0
de plus M et A sont uniques à constante additive près
Lemme de Gronwal
Lemme A.4 Soit T  0 et g une fonction positive mesurable bornée telle
que ;
g (t) < a+ b
R t
0
g (s) ds: pour tout t  T
où a et b sont des constantes positives alors,
g (t) < aeBt pour tout t  T
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Théorème de comparaison
Théorème A.5 Soit fWt; t  0g un mouvement brounien réel, b1; b2 et 
trois fonctions globalement lipschitziennes, x1  x2 deux réels.








 (X is) dWs pour
i = 1; 2...
supposons que b1 (x)  b2 (x) pour tout x 2 R alors,
x1t  x2t p:s: pour tout t  0
Inégalité de Burkholder-Davis-Gundy
Théorème A.6 Soit p > 0 un réel, il existe deux constantes cp et Cp telles
















Théorème de représentation des martingales
Théorème A.7 Soit M une martingale (cà d làg) de carré intégrable pour la
ltration (Fwt )t2[0;T ] alors il existe un unique processus (Ht)t2[0;T ] appartenant
à M2 (Rt) telle que ;




Linégalité de Cauchy Schwarz
Soient X et Y deux variables aléatoires de L2 on a ;R
XY ds   R X2ds1=2  R Y 2ds1=2 :
Linégalité de Hölder








XY ds   R Xpds1=p  R Y qds1=q :
Linégalité de Chebychev
Soit X variable aléatoire





Cest la formule centrale du calcul stochastique
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Théorème A.8 Soit g (t; x) : [0;1] Rn ! RP une fonction C1;2
g (t; x) =

g1 (t; x) ; :::g (t; x)p

:
alors, le processus Y (t) = (Y 1 (t) ; :::Y p (t)) = g (t;Xt) est un pro-
cessus dItô qui satisfait






















Létude des équations di¤érentielles stochastiques rétrogrades est très im-
portante, pour cela nous avons étudiés les résultats dexistences de lEDSR
unidimensionnel dans le cas ou le générateur soit :
- Continu en y et accroissance linéaire.
- f est discontinu en y et continu en z.
On démontre aussi le théorème dexistence et dunicité de lEDSR multi-
dimensionnelle ou le générateur f est localement lipschitz.
En générale des nombreux travaux sur létude de lEDSR qui détermine
lexistence et lunicité de la solution sur des conditions minimales.
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