We study the complex-valued modified Korteweg-de Vries equation (mKdV) on the circle. We first consider the real-valued setting and show global well-posedness of the (usual) renormalized mKdV equation in the Fourier-Lebesgue spaces.
In this paper, we study the Cauchy problem for the complex-valued modified Korteweg-de Vries equation (mKdV) on the onedimensional torus T = R/Z:
The mKdV equation (1.1) has been extensively studied from both the theoretical and applied points of view. We will pursue a harmonic analytic approach to study the wellposedness of (1.1) in the Fourier-Lebesgue spaces (see (1.5) ). Let us first go over the local-in-time results in L 2 -based Sobolev spaces. In [1] , Bourgain introduced the Fourier restriction norm method, utilizing the X s,b -spaces (see (2.1)), and proved local well-posedness in H s (T), for any s ≥ 1 2 , of the first renormalized 1 
The renormalized equation (1.2) is obtained from mKdV (1.1) through the following gauge transformation
where µ(u(t)) := u(t) 2
L 2
x denotes the mass, a conserved quantity of the system, i.e., µ(u(t)) = µ(u 0 ). Note that mKdV1 (1.2) and the original mKdV equation (1.1) are equivalent in L 2 (T).
Bourgain's result follows from a contraction mapping argument and it is sharp with respect to this method, since the data-to-solution map fails to be C 3 -continuous [3] and locally uniformly continuous in H s (T) for s < 1 2 [6] . We point out that Bourgain's analysis focused on real-valued inital data u 0 , whose corresponding solution u is real-valued and satisfies the following equation:
x u = ±u 2 ∂ x u. The results mentioned above extend to the complex-valued setting.
In the real-valued setting, Takaoka-Tsutsumi [30] and Nakanishi-Takaoka-Tsutsumi [25] applied the energy method and proved local well-posedness of mKdV in H s (T) for s > 1 3 . In a recent paper [23] , Molinet-Pilod-Vento extended this result to the end-point s = 1 3 . By exploiting the completely integrable structure of the equation, Kappeler-Topalov [17] used the inverse spectral method to show global existence and uniqueness of solutions to the real-valued defocusing mKdV (with the + sign) in H s (T), s ≥ 0. Here, solutions are understood as the unique limit of smooth solutions and it is not required that the equation is satisfied in the sense of distributions (see [17, 21, 28] for further details).
Using the short-time Fourier restriction norm method, Molinet [22] proved existence of distributional solutions for the real-valued mKdV equation in L 2 (T) (without uniqueness). In the same paper, he showed that mKdV is ill-posed below L 2 (T), in the sense that the 1 Equation (1.2) is usually referred to as the renormalized mKdV equation. However, we will introduce a second gauge transform and second renormalization in Section 1.3 which motivates the change in notation.
data-to-solution map is discontinuous in H s (T) for s < 0. This ill-posedness result shows the sharpness of the well-posedness theory in L 2 -based Sobolev spaces. However, the scaling analysis suggests that local well-posedness should hold in H s (T) for s > − 1 2 , as we illustrate in the following.
Consider the following symmetry of the mKdV (1.1) equation on the real line: given a solution u of mKdV (1.1) with initial data u 0 , then u λ (t, x) = λu(λ 3 t, λx), λ > 0, (1.4) is also a solution of mKdV, with rescaled initial data λu 0 (λx). A direct calculation shows that the homogeneousḢ s (R)-norm is preserved under the scaling (1.4) when s = − 1 2 . Although the scaling (1.4) does not hold in the periodic setting, the scaling heuristics are still relevant: the mKdV equation is conjectured to be well-posed in H s (T) for s > − 1 2 . This gap between the scaling prediction and the ill-posedness result by Molinet motivates the search for spaces with analogous scaling. One such choice are the Fourier-Lebesgue spaces FL s,p (T) defined by the norm f F L s,p = n s f (n) ℓ p n .
(1.5)
We can conduct a similar scaling analysis on the homogeneous spaceḞL s,p (R) defined by the norm
It follows that theḞL s crit (p),p (R)-norm is invariant under the scaling (1.4), where s crit (p) = − 1 p , with the convention s crit (∞) = 0. Once again, transporting the scaling heuristics to the periodic setting, we say that the mKdV equation (1.1) is scaling-critical in FL 0,∞ (T). On the other hand, we have that FL s,p (T) ⊂ H σ (T) for σ ≤ s, 1 ≤ p ≤ 2 or σ < s + 1 p − 1 2 , 2 ≤ p < ∞. Regarding the local-in-time analysis, Kappeler-Molnar proved local well-posedness of the real-valued defocusing mKdV in FL s,p (T) for s ≥ 0 and 1 ≤ p < ∞. In view of scaling critical regularity, this result covers the entire subcritical range, in the scale of the Fourier-Lebesgue spaces. Unlike the L 2 (T) solutions, the solutions in [15] are not yet known to satisfy the equation in the distributional sense.
Lastly, we turn our attention to the global aspect of well-posedness. In [1] , Bourgain proved global well-posedness of (1.2) in H s (T) for s ≥ 1. For the real-valued setting, Colliander-Keel-Staffilani-Takaoka-Tao [7] showed global well-posedness in H s (T), s ≥ 1 2 , using the I-method. This result was extended to H s (T) for s ≥ 0 for the real-valued defocusing mKdV by Kappeler-Topalov [17] , using the complete integrability of the equation. In [15] , Kappeler-Molnar proved global-in-time existence of solutions for the real-valued mKdV with small initial data in FL s,p (T), s ≥ 0 and 1 ≤ p < ∞.
In a recent paper [18] , Killip-Vişan-Zhang exploited the completely integrable structure of the equation and established global-in-time a priori bounds, in the complex-valued setting. These a priori bounds, combined with the local well-posedness result in [23] , yield global well-posedness of the real-valued mKdV equation in H s (T) for s ≥ 1 3 . Oh-Wang [27] extended the result in [18] to the Fourier-Lebesgue setting and established global-in-time a priori bounds in FL s,p (T) for 2 ≤ p < ∞ and 0 ≤ s < 1 − 1 p (see Proposition 7.1).
Our goal in this paper is to study the mKdV equation in the Fourier-Lebesgue spaces, both in the real and the complex-valued settings. In particular, we find that there is an additional difficulty in the low regularity complex-valued setting, which will be discussed in Section 1.3. This is a phenomenon particular to the mKdV equation, since for other dispersive equations, such as the Korteweg-de Vries and the Benjamin-Ono equations, it is not necessary to distinguish between these two settings (see [16, 7, 14] ).
1.2. The real-valued setting. We start by considering the real-valued mKdV1 equation (1.2) . Our first result is the local well-posedness of mKdV1 (1.2) below H 1 2 (T) with realvalued initial data, indeed proving that the solutions in [15] satisfy the equation in the sense of distributions. We use the Fourier restriction norm method, with X s,b -spaces adapted to the Fourier-Lebesgue spaces, hence not relying on the complete integrability of the equation. Theorem 1.1. Let (s, p) satisfy one of the following conditions: [15] , we believe the restriction on the range of p is artificial, but we do not know how to remove it at this point. Nevertheless, this range for (s, p) agrees with Nguyen's local well-posedness result in the Fourier-Lebesgue spaces in [26] , using the power series method in [5] . Note that the result in [26] does not guarantee uniqueness of solutions.
(ii) In a forthcoming work, we plan to combine the energy method in [25] and the Fourier restriction norm method adapted to the Fourier-Lebesgue spaces to improve the range of (s, p) in Theorem 1.1.
(iii) As a consequence of the contraction mapping argument, uniqueness holds conditionally, in the following sense: the solutions in Theorem 1.1 are unique in Theorem 1.1 and the a priori bound in [27] . When s ≥ 1 − 1 p , we combine the global-intime a priori bound with a persistence of regularity argument (see Section 7) .
(iii) In [2] , Bourgain proved the invariance of the Gibbs measure under the flow of the real-valued mKdV equation,
by establishing local well-posedness of mKdV (1.1) in H s (T) ∩ FL s 1 ,∞ (T) for some s < 1 2 < s 1 < 1, which includes the support of (1.6). The invariance of the Gibbs measure on FL s,p (T) follows from the global well-posedness result in the real-valued setting in Theorem 1.3, as FL s,p (T) with s < 1 − 1 p includes the support of (1.6).
1.3. The complex-valued setting. The main focus of our paper is on the complex-valued mKdV equation. We prove that the mKdV1 equation (1.2) is ill-posed in the Fourier-Lebesgue spaces, at low regularity, and propose an alternative equation as the correct model in the low regularity setting. We start by considering the nonlinearity N (u) of mKdV1 (1.2) on the Fourier side, omiting the time dependence,
for n = (n 1 , n 2 , n 3 ) and Λ(n) := (n 1 , n 2 , n 3 ) ∈ Z 3 : n = n 1 + n 2 + n 3 , (n 1 + n 2 )(n 1 + n 3 )(n 2 + n 3 ) = 0 . (1.8)
In the real-valued setting, we have Im(u∂ x u) ≡ 0 which implies that the last term on the right-hand side of (1.7) is zero. However, in the complex-valued case, this contribution may be nonzero. We define the momentum P (u) as follows:
and write the nonlinearity as N (u) = N * (u) + iP (u)u. For a solution u ∈ C(R; H 1 2 (T)), the momentum P (u(t)) is finite and conserved, but below this regularity it is not clear if it is finite let alone conserved. Consequently, a new phenomenon arises in the complex-valued setting at low regularity, as the nonlinearity (1.7) may be ill-defined. In particular, we see that the momentum is responsible for the following ill-posedness of mKdV1 (1.2) outside of H 
where P ≤N denotes the Dirichlet projection onto the spatial frequencies {|n| ≤ N }. Then, for any T > 0, there exists no distributional solution u ∈ C([−T, T ]; FL s,p (T)) to the complex-valued mKdV1 equation (1.2) satisfying the following conditions:
Remark 1.6. (i) The second condition in Theorem 1.5 is a natural one to impose, as we would expect "good" solutions to have the property of being well-approximated by the smooth solutions corresponding to the truncated initial data.
(ii) The proof of Theorem 1.5 is based on the argument for the nonlinear Schrödinger equation by Guo-Oh [12] . The restricted range of (s, p) follows from the need to use a local well-posedness result for a related equation (1.10) (Theorem 1.7). We do not believe this restriction to be sharp.
(iii) An analogous non-existence result holds in the Sobolev spaces H s (T) for 1 3 < s < 1 2 , i.e., outside of H Motivated by the ill-posedness result in Theorem 1.5, we propose an alternative model to the complex-valued mKdV1 equation (1.2) . Analogously to the first gauge transform G 1 (1.3), which exploited conservation of mass, we introduce a second gauge transform G 2 using the conservation of momentum to remove the singular contribution iP (u)u from the nonlinearity. Given u ∈ C(R; H 1 2 (T)), we define the following invertible gauge transform
A direct computation shows that v ∈ C(R; H 
(1.10)
Focusing on the Fourier-Lebesgue spaces, for 1 ≤ p < ∞ and s > 1− 1 p , the gauge transform G 2 is well-defined in C(R; FL s,p (T)) and the equations mKdV1 (1.2) and mKdV2 (1.10) are equivalent. However, for 2 ≤ p < ∞ and 1 2 ≤ s ≤ 1 − 1 p , we have that FL s,p (T) ֒→ H 1 2 (T). Since the momentum may be infinite, we cannot make sense of the gauge transform G 2 , and thus cannot, in general, convert solutions of mKdV2 (1.10) into solutions of mKdV1 (1.2).
Although any renormalization is a matter of choice, we believe that Theorem 1.5 provides evidence for our choice of G 2 . In particular, since the assumption of infinite momentum of the initial data u 0 can only hold if u 0 ∈ H 1 2 (T), we propose mKdV2 (1.10) as the correct model to study the complex-valued mKdV equation (1.1) outside of H 1 2 (T). To further our evidence, we establish the following local well-posedness result for mKdV2 (1.10) outside of H 1 2 (T). Theorem 1.7. Let (s, p) satisfy one of the following conditions:
Then, mKdV2 (1.10) is locally well-posed in FL s,p (T).
The restriction s ≥ 1 2 is necessary if we require uniform continuity of the solution map, as shown by the following proposition. Proposition 1.8. Let s < 1 2 and 1 ≤ p < ∞. The data-to-solution map for mKdV2 (1.10) fails to be locally uniformly continuous in C(R; FL s,p (T)).
Since we prove Theorem 1.7 by a contraction mapping argument in the X s,b -spaces adapted to FL s,p (T), this local well-posedness is sharp with respect to this approach as a consequence of Proposition 1.8 (see Appendix A for details).
In order to infer on the local well-posedness of mKdV1 (1.2) in FL s,p (T) for 2 ≤ p < ∞ and 1 2 ≤ s < 1 − 1 p , we must endow the momentum with a notion of conditional convergence at low regularity. Since the momentum is not a sign definite quantity, we want to exploit the possible cancellation between positive and negative frequencies. This is achieved in the following definition, by considering symmetric truncations of the momentum.
Then, we say that f has finite momentum and denote the limit by P (f ).
The following proposition validates our notion of finite momentum as follows: consider initial data u 0 ∈ H 1 2 (T) with finite momentum in the sense of Definition 1.9; then, not only does the corresponding solution u to mKdV2 (1.10) have finite momentum but the momentum is also conserved. Proposition 1.10. Let (s, p) satisfy one of the following conditions:
In addition, let u 0 ∈ FL s,p (T) with finite momentum in the sense of Definition 1.9 and u ∈ C([−T, T ]; FL s,p (T)) the corresponding solution to mKdV2 (1.10). Then, we have that P P ≤N u(t) → P (u 0 ), N → ∞, and we denote the limit by P u(t) ≡ P (u 0 ), for each t ∈ [−T, T ].
In order to show Proposition 1.10, we follow the argument by Takaoka-Tsutsumi and Nakanishi-Takaoka-Tsutsumi (see Lemma 2.5 in [30] and Lemma 3.1 in [25] ) and estimate the difference of momentum at time t ∈ [−T, T ] and at the initial time. Namely, we require the following energy estimate. Proposition 1.11. Let (s, p) satisfy one of the following conditions:
Let u be a smooth solution of (1.10) with u| t=0 = u 0 . Then, the following estimate holds
, for any N ∈ N and 0 < ε ≪ 1 small enough, where P >N = Id −P ≤N . Remark 1.12. In [25] , the energy estimate holds in H σ (T) for σ > 1 3 . Taking into account that the Fourier-Lebesgue spaces FL s,p scale like H σ for σ = s + 1 p − 1 2 , 2 ≤ p < ∞, the condition s > 5 6 − 1 p agrees with the restriction in [25] . We would like to relax the regularity constraints to s > 3 4 − 1 p , to match the local well-posedness of mKdV2 (1.10) (Theorem 1.7). In fact, some contributions in the estimate can be controlled at this regularity. In the most difficult cases, the normal form approach assures that the estimate holds outside of H 1 2 (T), but it also introduces additional resonances. Consequently, we cannot use the modulations to help estimate the multiplier, which imposes the condition σ > 1 3 . Neverthless, these heuristics do not imply the failure of the estimate for lower regularity, s ≤ 5 6 − 1 p and σ ≤ 1 3 .
As a consequence of the conservation of momentum at low regularity in Proposition 1.10, we have the following existence result for mKdV1 (1.2). Proposition 1.13. Let (s, p) satisfy one of the following conditions:
and u 0 ∈ FL s,p (T) with finite momentum, in the sense of Definition 1.9. Then, there exists T > 0 and a function u ∈ C([−T, T ]; FL s,p (T)) with u| t=0 = u 0 such that u satisfies the following equation:
Remark 1.14. In order to establish existence of solutions for the complex-valued mKdV1 equation (1.2), we needed the following three ingredients: (i) a notion of finite momentum for the initial data, which exploited the sign indefinite nature of momentum; (ii) to show that the notion of finite momentum was strong enough to guarantee that the corresponding solutions would also have finite momentum; and (iii) that the momentum of solutions is actually conserved. Points (ii) and (iii) follow from the energy estimate in Lemma 1.11, which is responsible for the regularity constraint in Proposition 1.13.
We conclude this section by stating some further remarks.
Remark 1.15. We can also consider the question of invariance of the Gibbs measure for the complex-valued mKdV equation (1.1) and the well-posedness of this equation with randomised initial data. In particular, initial data of the following form
where {g n } n is a family of independent standard complex-valued Gaussian random variables, i.e., real and imaginary parts are independent Gaussian random variables, with mean 0 and variance 1. It is known that u 0 ∈ H 1 2 − (T) \ H 1 2 (T) almost surely, therefore it is unclear if the corresponding solutions would satisfy conservation of momentum. However, we can show that its momentum is finite almost surely, which gives some hope of proving the invariance of the Gibbs measure in the complex-valued setting. The momentum is given by the following quantity
|g n (ω)| 2 n .
Therefore, using Isserlis' Theorem we have
Hence the momentum P (u 0 ) is finite, almost surely.
Remark 1.16. The non-existence result in Theorem 1.5 is not particular to the Fourier-Lebesgue setting and can be extended to other spaces outside of H 1 2 (T). In particular, the same result holds for initial data in H s (T), 1 3 < s < 1 2 . By adapting the energy method in [25] to the complex-valued setting, we can show that local well-posedness of mKdV2 (1.10) holds in H s (T) for 1 3 < s < 1 2 . In particular, for any sequence of smooth functions {u 0n } n with u 0n → u 0 in H s (T), the corresponding smooth global solutions {u n } n converge to the solution u of mKdV2 (1.10) in C([−T, T ]; H s (T)). If we focus on the initial data u 0 ∈ H s (T) \ H 
Deng-Nahmod-Yue [9] showed almost optimal local well-posedness in FL 1 2 ,p (T) for 2 ≤ p < ∞ (see also [11] ). As in the case of mKdV (1.1), the main difficulty in the low regularity well-posedness theory is handling the derivative loss arising from the nonlinearity. In order to overcome this problem, Herr [13] introduced the following gauge transform
where I(u) is the mean zero anti-derivative of |u| 2 − T |u| 2 dx. The gauge transformation G removes the following singular contribution in the nonlinearity 2 T Im(u∂ x u)dx u.
(1.11)
In FL 1 2 ,p (T), 2 ≤ p < ∞, the quantity (1.11) is not well-defined, but the gauge transformation G is continuous and invertible, which allows for the recovery of solutions of DNLS from solutions of the gauged equation.
In this paper, in order to overcome the derivative loss, we introduced a gauge transformation G 2 which removes the following contribution
However, in our case, the gauge transformation G 2 depends explicitly on the momentum, which is not well-defined outside of H 1 2 (T). Thus, we cannot freely convert solutions of mKdV2 (1.10) to solutions of mKdV1 (1.2), a problem which is new to the complex-valued mKdV equation, when compared to DNLS. This additional difficulty, not present for DNLS, lead us to the introduction of a new notion of finite momentum (Definition 1.9) and its conservation at low regularity (Proposition 1.10). Only then could we prove existence of solutions of mKdV1 (1.2) in Proposition 1.13. Remark 1.18. In [19] , Kishimoto-Tsustumi focused on the ill-posedness of the nonlinear Schrödinger equation with third order dispersion and Raman scattering term:
Note that for α 2 = γ 1 = 0, the equation resembles mKdV (1.1), however, this regime is not covered in their analysis. The last term, the Raman scattering term, is responsible for the ill-posedness of this equation and can be rewritten as follows
(1.12)
The resonance relation for this equation is
therefore, Φ(n 1 , n 2 , n 3 ) = 0 if and only if (n 1 +n 2 )(n 2 +n 3 ) = 0. Consequently, the first term on the right-hand side of (1.12) corresponds to the non-resonant contribution, analogous to N * (u) in our case (see (1.7)) Delving deeper into the Raman scattering term, note that the last two contributions on the right-hand side of (1.12) can be written on the physical side as T |u| 2 dx ∂ x u and P (u)u, respectively. In [19] , the term that is responsible for ill-posedness is the last contribution in (1.12), i.e., the one that depends on the momentum. For mKdV (1.2), both resonant contributions in (1.12) are removed by the application of the gauge transformations G 1 and G 2 , respectively. Moreover, it is also the contribution iP (u)u which is responsible for the non-existence of solutions to mKdV1 (1.2) in low regularity. This paper is organized as follows. In Section 2, we introduce notation and function spaces along with their relevant properties. In Section 3, we establish the main trilinear estimate. In Section 4, we start by showing local well-posedness of the real-valued mKdV1 equation (1.2) and of mKdV2 (1.10) in the Fourier-Lebesgue spaces. In addition, in the complex-valued setting, we show non-existence of solutions for initial data with infinite momentum (Theorem 1.5). The infuence of momentum on low regularity well-posedness of mKdV1 (1.2) is explored further in Section 5, where we establish the conservation of momentum and the existence of solutions for the complex-valued equation with initial data with finite momentum. In order to show conservation of momentum, we prove an energy estimate for smooth solutions of mKdV2 (1.10) in Section 6. In Section 7, by establishing a modified version of the trilinear estimate, we prove global well-posedness for the real-valued mKdV1 equation (1.2) (Theorem 1.3). Lastly, in Appendix A, we show failure of local uniform continuity of the solution map for s < 1 2 , in the context of the Fourier-Lebesgue spaces (Proposition 1.8).
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Notation, function spaces and linear estimates
We start by introducing some useful notation. Let A B denote an estimate of the form A ≤ CB for some constant C > 0. Similarly, A ∼ B will denote A B and B A, while A ≪ B will denote A ≤ εB, for some small constant 0 < ε ≪ 1. The notations a+ and a− represent a + ε and a − ε for arbitrarily small ε > 0, respectively. Lastly, our conventions for the Fourier transform are as follows. The Fourier transform of u : R × T → C with respect to the space variable is given by
The Fourier transform of u with respect to the time variable is given by
The space-time Fourier transform is denoted by F = F t F x . For simplicity, we will drop the harmless factors of 2π. Now, we focus on the relevant spaces of functions. Let S(R × T) denote the space of functions u :
In [1] , Bourgain introduced the X s,b -spaces defined by the norm
In the following, we define the X s,b -spaces adapted to the Fourier-Lebesgue setting (see Grünrock-Herr [11] ).
When p = q = 2, the X s,b p,q -spaces defined above reduce to the standard X s,b -spaces defined in (2.1).
Recall the following embedding. For any 1 ≤ p < ∞,
We want to conduct a contraction mapping argument in an appropriate X s,b p,2 -space. As we see in Section 3, in order to establish a trilinear estimate, we must work with b = 1 2 .
However, this space fails to embed into C(R; FL s,p (T)). Therefore, instead of X
To show local well-posedness, we will use the local-in-time versions of these spaces.
Let S(t) denote the linear propagator of the Airy equation, defined as follows
The following linear estimates are needed to show local well-posedness (Theorems 1.1 and 1.7) (see [27, 11] for analogous proofs).
Then, the following estimates hold:
for any 0 < T ≤ 1.
Lastly, we state an auxiliary result, needed for the trilinear estimate in Section 3, adapted from [29] .
Nonlinear estimate
In this section, we establish a fundamental trilinear estimate, required to show Theorems 1.1 and 1.7. Recall from (1.7) that the nonlinearity of the real-valued mKdV1 equation (1.2) and of mKdV2 (1.10) have the following form, written on the Fourier side and omitting time dependence
where n = (n 1 , n 2 , n 3 ) and Λ(n) = {(n 1 , n 2 , n 3 ) ∈ Z 3 : n = n 1 + n 2 + n 3 , (n 1 + n 2 )(n 1 + n 3 )(n 2 + n 3 ) = 0}.
The following trilinear estimate holds.
Proposition 3.1. Let (s, p) satisfy one of the following conditions:
, the following estimate holds:
for some 0 < δ ≪ 1, any 0 < T ≤ 1 and with N * as defined in (3.1).
If the functions u j , j = 1, 2, 3, in (3.2) are real-valued, the nonlinear estimate is simpler due to symmetrization of the nonlinearity. Consequently, we will focus on showing the nonlinear estimate in full generality, for complex-valued functions. Before proceeding to the proof of Proposition 3.1, recall the following well-known tools (see [ 
Proof of Proposition 3.1. Letũ j denote an extension of u j , j = 1, 2, 3, on [−T, T ]. Then, it suffices to show
as the desired estimate follows by taking infimum over all extensions. For simplicity, we denoteũ j by u j , j = 1, 2, 3, in the following. In order to gain a small power of T , we show the stronger estimate
for some small ν > 0. Note that using Lemma 2.4, the intended estimate follows from (3.3). Let σ 0 = τ − n 3 , σ j = τ j − n 3 j , j = 1, 2, 3, µ = (τ, n) and µ j = (τ j , n j ), j = 1, 2, 3. We can decompose the nonlinearity in non-resonant and resonant contributions N * = N * 1 + N * 2 , respectively, where the terms are defined as follows
. We will estimate the two components separately, starting with N * 1 .
Part 1
We first estimate the X
, j = 1, 2, 3, the estimate follows once we prove
The following resonance relation holds
Note that the right-hand side of (3.5) does not vanish for n ∈ Λ(n), as defined in (1.8) . Let |n min | ≤ |n med | ≤ |n max | denote the increasing rearrangement of the frequencies n 1 , n 2 , n 3 . We consider two cases:
where λ, λ 1 , λ 2 ∈ {|n 1 + n 2 |, |n 1 + n 3 |, |n 2 + n 3 |}. From (3.5), we can use the highest modulation σ max = max j=0,...,3 |σ j | to gain a power of Φ(n).
Case 1.1: |n 1 | ∼ |n 2 | ∼ |n 3 | and |n max |λ 1 λ 2 σ max We start by estimating the multiplier on the left-hand side of (3.4) as follows
.
In order to gain the small power of T , we will actually prove the slightly stronger estimate
for some 0 < ν ≪ 1, corresponding to the contribution σ max = |σ k |, k = 0, 1, 2, 3. Subcase 1.1.1: σ max = |σ 0 | Consider the following contribution and apply Hölder's inequality
, by two applications of Lemma 3.2, with 0 < ν < 1 6 . Hence, J 1 is uniformly bounded. Minkowski's inequality gives
(3.10)
Using Hölder's inequality, we have
It is sufficient to show that J ′ 1 is uniformly bounded in n. Let λ j = |n − n ′ j |, j = 1, 2, where n ′ 1 , n ′ 2 are two distinct frequencies in n 1 , n 2 , n 3 . Since λ 1 , λ 2 |n 3 |, we have
τ (R), consider the contribution
, by two applications of Lemma 3.2, with 0 < ν < 1 6 . Hence, J 2 is uniformly bounded. Using Cauchy-Schwarz inequality, we have
Since g L 2 τ 1, the arguments used for (3.10) hold. 
where λ ∈ {|n min + n med |, |n − n min |}. To gain the small power of T , we show the stronger estimates
where M k defined in (3.9), k = 0, . . . , 3.
The approach in Case 1.1 applies to the multiplier M k . Thus, we have LHS of (3.11)
Applying Hölder's inequality yields
Hence, it suffices to show that J 3 is uniformly bounded. We must take into account the value of λ. If λ = |n min + n med |, since |n min |, |n min + n med | |n med |, we have
If λ = |n − n min |, since |n − n min |, |n min | |n med |, the same estimate follows from using Lemma 3.3.
This completes the proof of (3.8).
Part 2: X s,−1 p,1 -norm Next, we consider the X s,−1 p,1 -norm of N * 1 . It suffices to show the following estimate
If σ max = |σ j |, for some j ∈ {1, 2, 3}, using Cauchy-Schwarz in τ , the left-hand side of (3.13) is controlled by
with 0 < ν ≪ 1. The result follows from the stronger estimate (3.8) established for the X s,− 1 2 p,2 -norm. Hence, we can assume that |σ 0 | ≫ |σ j |, j = 1, 2, 3, which implies that |σ 0 | ∼ |σ 0 − σ 1 − σ 2 − σ 3 |. We will consider the same case separation as for Part 1 defined by (3.6) and (3.7). Case 2.1: |n 1 | ∼ |n 2 | ∼ |n 3 | and |n max |λ 1 λ 2 σ max In this case, the multiplier is controlled as follows n s |n 3 | n 1 s n 2 s n 3 s |Φ(n)| .
We will show the stronger estimate
for some 0 < ν ≪ 1. Using Hölder's inequality, we obtain
for any 1 ≤ q < 2 and
by two applications of Lemma 3.2, for 1 q > max 4ν, 1 4 + 3ν . Since by Hölder's inequality it follows that
q < 1 2 + ν, and the two conditions on ν are compatible, we can always choose q = 2− and 0 < ν < 1 8 . Consequently, we have
Thus, the approach used for (3.10), in Case 1, applies. n min s n med s λ 1 2
withM defined in (3.14) . Using the same approach as in Case 2.1, we have
The arguments used to estimate (3.12) in Subcase 1.2.1 apply, and the result follows. This completes the proof of the estimate (3.13).
Next, we consider the resonant part N * 2 . We want to show the stronger estimate
for some 0 < ν ≪ 1. Since
, for ν > 0, it suffices to show the estimate (3.16) for the X s,− 1 2 +ν p,2 -norm. Using the previous notation, it is equivalent to showing τ =τ 1 +τ 2 +τ 3 n s |n| n 3s
Denote the left-hand side by III. To control the multiplier, we must impose s ≥ 1 2 . Using Cauchy-Schwarz inequality, it follows that
from two applications of Lemma 3.2 with 0 < ν < 1 6 . Hence, using Hölder's inequality gives III Proof of Theorem 1.7. Let (s, p) satisfy one of the following conditions (i) 1 2 
Let R > 0 and
Using Lemma 2.3 and Proposition 3.1, for some 0 < δ ≪ 1, we have
for constants C 1 , C 2 , C 3 > 0 and 0 < T ≤ 1.
for a constant C 4 > and 0 < T ≤ 1. Choosing R := 2C 1 u 0 F L s,p and 0 < T = T (R) ≤ 1 such that
it follows from (4.1) and (4.2) that Γ u 0 is a contraction on the closed ball
It only remains to show that Γ u 0 is locally uniformly continuous with respect to the initial data u 0 . Let u 0 , v 0 ∈ FL s,p (T) and u, v be the respective solutions of mKdV1 (1.2). Repeating the analysis for the integral part, with the conditions imposed on T , we have
Using the embedding Z 
which is sufficient to show that the data-to-solution map is locally uniformly continuous. This completes the proof of Theorem 1.7.
4.2.
Non-existence of solutions to the complex-valued mKdV1. In this section, we combine the local well-posedness result for mKdV2 (1.10) and the argument by Guo-Oh [12] to show Theorem 1.5.
Proof of Theorem 1.5. Let (s, p) satisfying one of the conditions (i) 
Now, we want to exploit the rapid oscillation of the phase introduced by G 2 to arrive at a contradiction.
Let F (t) := u(t, ·), φ(t, ·) L 2 x . It follows from the support of φ, that F is supported on [−T, T ]. In addition, F is continuous. Let t ∈ [−T, T ] and {t n } n ⊂ [−T, T ] a sequence converging to t, then
. Therefore, F ∈ L 1 (R) and by the Riemann-Lebesgue Lemma,
Now, focus on the convergence of {v N } N in the sense of distributions,
The first term converges to zero as a consequence of (4.3) and the assumption that |P (u 0N )| → ∞, while the second is a consequence of u N → u in C([−T, T ]; L 2 (T)). Hence, {v N } N converges to zero in the sense of distributions and to v in C([−T, T ]; FL s,p (T)). Therefore, v ≡ 0. However, 0 = v(0) = u 0 , which means that P (u 0 ) must be finite, i.e., |P (P ≤N u 0 )| = |P (u 0N )| converges as N → ∞, which contradicts the assumption on the initial data.
The non-existence of solutions for the complex-valued mKdV1 equation (1.2) for initial data with infinite momentum suggests that the mKdV2 equation (1.10) is the correct model to study outside of H 1 2 (T). In the following section, we show that imposing conditional convergence of the momentum of the initial data (in the sense of Definition 1.9) is sufficient for the corresponding solutions of mKdV2 (1.10) to have finite and conserved momentum. Consequently, we can make sense of the gauge transformation G 2 at low regularity and obtain solutions for the complex-valued mKdV1 equation (1.2).
Existence of solutions to the complex-valued mKdV1 equation with finite momentum
In this section, using the energy estimate Lemma 1.11, we show conservation of momentum at low regularity. Consequently, we can make sense of the nonlinearity of the complex-valued mKdV1 equation ( In order to show convergence of {P (P ≤N u(t))} N , t ∈ [−T, T ], and its conservation, we will fix t ∈ [−T, T ] and prove the following
If the two equalities hold, we have lim N →∞
using conservation of momentum for smooth solutions u M and the assumption of finite momentum of u 0 , in the sense of Definition 1.9. Hence, it suffices to show that (5.1) and (5.2) hold. We start by showing (5.1). Note that
Since u, u M are solutions of (1.10), using stability of solutions, we have
as M → ∞, which shows (5.1). Now, we want to show that (5.2). Since P (P ≤N u M (t)) = P (u M (t)) − P (P >N u M (t)), we will focus on showing that the second term goes to zero. Note that
Using Lemma 1.11, for some 0 < ε ≪ 1, we have Since v N are smooth solutions, conservation of momentum holds and P (v N (t)) = P (u 0N ) for all t ∈ R. It follows from the definition of finite momentum that P (u 0N ) → P (u 0 ), as N → ∞.
Let u N := G −1 2 (v N ) = e ±iP (u 0N )t v N a smooth global solution of mKdV1 (1.2) with initial data u 0N , N ∈ N. We want to show that the sequence {u N } N converges in Z s, 1 2 p (T ). The limit will be our candidate solution in C([−T, T ]; FL s,p (T)). We start by showing that 
for some constants C 1 , C 2 , C 3 > 0. By definition of u N and continuous dependence on the initial data for mKdV2 (1.10), for large enough N , we have u N Z s,
for some C > 0. Analogously, for large enough N , |P (u 0N )| ≤ |P (u 0 )| + 1. Consequently,
, for N, M large enough.
Choosing 0 < T 0 ≤ T such that 
Considering the linear part and any test function
It suffices to show that the norm of φ is finite. If 1 ≤ p ≤ 2, the estimate follows from ℓ 2 (Z) ⊂ ℓ p ′ (Z) and s ≥ 0, otherwise we require Hölder's inequality and s > 1 2 − 1 p , as follows
Therefore,
Using the convergence of momentum P (u 0N ) → P (u 0 ) and of {u N } N , it suffices to estimate the first term on the right-hand side and the norms of φ. From Hölder's inequality, it follows that
using the nonlinear estimate in Proposition 3.1, we have that
, and the convergence follows from that of {u N } N . The limit u satisfies the following equation
in the sense of distributions, where P (u 0 ) is interpreted in the sense of Definition 1.9.
Momentum estimate
In this section we establish an energy estimate on smooth solutions of the mKdV2 equation (1.10), namely we prove Lemma 1.11. This proof follows the argument by Nakanishi-Takaoka-Tsutsumi [25] and is essential in showing conservation of momentum at low regularity.
We start by recalling some embeddings used in the proof. From [1] , we have the following L 6 -Strichartz estimates
Interpolating (6.1) with the Sobolev inequality X
t,x , we have the following
We will also need the fact that multiplication by a sharp cut-off is a bounded operation in X s,b 2,2 (see [8] , for example). 
Proof of Lemma 1.11. Using integration by parts and the equation (1.10) on the Fourier side, we have the following
Let |n min | ≤ |n med | ≤ |n max | denote the ordered rearrangement of n 1 , n 2 , n 3 . We will consider the following 6 cases depending on the relative size of the frequencies:
In cases 1-4, the difference can be estimated directly, while in cases 5 and 6 we will require the normal form approach.
Part 1
We start by focusing on Cases 1-4. Let σ j := τ j − n 3 j , j = 1, 2, 3, and σ 0 := τ − n 3 denote the modulations. The following relation holds
In Cases 1-4, the resonance relation Φ(n) satisfies the following
where λ ∈ {|n 1 + n 2 |, |n 1 + n 3 |, |n 2 + n 3 |}. Let µ j = (τ j , n j ), j = 1, . . . , 3, µ = (τ, n) and assume that σ max = |σ 0 |, as the remaining cases can be handled analogously. In order to extend the integral from [0, t] to the whole real line, we must associate the time-cutoff with one of the factors, for example u(t, n 1 ). Using Parseval's identity, we have that
We now consider the case separation.
Case 1: |n max | ≫ |n med | |n 3 | or |n max | ∼ |n med | ≫ |n 3 | As |Φ(n)| |n max | 2 , we have the following Then, using Hölder's inequality, L 6 -Strichartz (6.2) and Lemma 6.1, we have
Case 2: |n max | ≫ |n 3 | ≫ |n min | Since |Φ(n)| ∼ |n max | 2 |n 3 |, we have that
Proceeding as in the previous case, the estimate follows for 1 ≤ p < ∞ and s > max 1 6 , 2 3 − 1 p .
Case 3: |n 3 | ∼ |n med | ≫ |n min | We want to consider two different subcases: (i) |n 3 + n med | |n| or (ii) |n 3 + n med | ≪ |n|. If (i) holds, then |Φ(n)| |n 3 | s |n| and we can estimate the multiplier as follows
If (ii) holds, then |n| ∼ |n min | and we have that
In both cases, the estimate follows from Case 1. On the other hand, if (ii) holds, |Φ(n)| ∼ |n 3 | 5 2 and it follows that
The estimate follows from the same approach in Case 1, for 1 ≤ p < ∞, s > max 1 3 , 5 6 − 1 p .
Part 2
We now focus on Cases 5-6. Since P (P >N u(t)) = P (P >N v(t)), where v(t) = S(−t)u(t) stands for the interaction representation, the difference of momenta can be written as follows, in terms of v,
Using integration by parts we obtain
The last term on the right-hand side will give rise to 8 terms, depending on which of the 4 factors the derivative hits and if we are focusing on the non-resonant or resonant contribution from the nonlinearity. Therefore, writing the terms depending on u, we are interested in estimating the following quantities
where m = (m 1 , m 2 , m 3 ).
• Estimate for B
Case 5: |n 1 | ∼ |n 2 | ∼ |n 3 | Note that |Φ(n)| ∼ |n 3 |λ 1 λ 2 , where λ 1 , λ 2 ∈ {|n 1 + n 2 |, |n 1 + n 3 |, |n 2 + n 3 |}, λ 1 = λ 2 . Assume that λ 1 = |n 1 + n 3 |, λ 2 = |n 2 + n 3 |. We will omit the estimate for the remaining choices of λ 1 , λ 2 , as it follows an analogous approach. Therefore, we have that |nn 3 | |Φ(n)|( n n 1 n 2 n 3 )
Hence, with g(t, n) = n s | u(t, n)|, using Hölder's inequality and the fact that |n| |n j |, j = 1, 2, 3, it follows that
Assume that n med = n 2 , n min = n 1 , as the estimate is analogous otherwise. Since |Φ(n)| ∼ |n 3 | 2 |n 1 + n 2 |, we control the multiplier as follows
We will focus on estimating R 0 . The estimate for the remaining contributions follows by a similar approach. Let the following notation denote the modulations of the 6 factors σ j = τ j − n 3 j , j = 1, 2, 3, σ 4 = τ 4 + n 3 , σ 5 = τ 5 − n 3 , σ 6 = τ 6 + n 3 , which implies that σ 1 + σ 2 + σ 3 + σ 4 + σ 5 + σ 6 = Φ(n). Thus, on the Fourier side, we can use the highest modulation to gain a power of Φ(n). Assume that |σ 1 | is the highest modulation. Then, we can associate the time cut-off with the second factor. If another |σ j | is the highest modulation, we can associate the cut-off with the first factor and the estimate follows an analogous approach. Note that we can rewrite R 0 as follows
× u(τ 3 , n 3 ) u(−τ 4 , n) u(τ 5 , n) u(−τ 6 , n) dτ 1 . . . dτ 5 .
Using the notation
apply Cauchy-Schwarz inequality to obtain the following estimate
Focusing on the last factor and applying Lemma 3.2, we obtain
Thus, the estimate reduces to showing |n|>N n∈Λ(n) |n| 2+ |n 3 | |Φ(n)| 3 2 ( n 1 n 2 n 3 ) s n 3s
, from Lemma 6.1.
Case 5: |n 1 | ∼ |n 2 | ∼ |n 3 | Since |Φ(n)| |n 3 |λ 1 λ 2 , for λ 1 , λ 2 ∈ {|n 1 + n 2 |, |n 1 + n 3 |, |n 2 + n 3 |}, λ 1 = λ 2 , we have the following |n| 2+ |n 3 | |Φ(n)| 
1.
Let n ′ 1 , n ′ 2 ∈ {n 1 , n 2 , n 3 } with the same sign. Then, since |n| |n j |, j = 1, 2, 3, using Holder's inequality gives LHS of (6.4) .
Using Holder's inequality, it follows that LHS of (6.4)
Since the estimate for N R 3 follows a similar approach, we will only include the estimate for N R 0 . Let the following denote the modulations of the 6 factors σ j = τ j − n 3 j , j = 1, 2, 3, 3 3 , which implies that σ 1 + σ 2 + σ 3 + σ 4 + σ 5 + σ 6 = Φ(n) + Φ(m). Thus, we will consider two regions: 
Proceeding as in the estimate for R 0 , assuming that we can associate the time cut-off with the first factor, we have
For simplicity, we can apply Lemma 6.1 to obtain g 2 L 2 τ g 1 L 2 τ . In order to control the multiplier, we must consider further case separation, depending on the relative sizes of the frequencies m j , j = 1, 2, 3. Case 5: |n 1 | ∼ |n 2 | ∼ |n 3 | Subcase 5.1: |m 1 | ∼ |m 2 | ∼ |m 3 | First consider that (6.5) holds. Since |Φ(m)| ∼ |m 3 ||n + m ′ 1 ||n + m ′ 2 |, for some distinct m ′ 1 , m ′ 2 ∈ {m 1 , m 2 , m 3 } with the same sign, we can control the multiplier as follows
where n ′ 1 , n ′ 2 ∈ {n 1 , n 2 , n 3 } distinct frequencies with the same sign. Using Hölder's inequality, we get (6.7) n∈Λ(n)
, for s > max 3 4 − 1 p , 1 4 , 1 ≤ p < ∞. Now consider the case (6.6), where we can only estimate the multiplier as follows
Using Cauchy-Schwarz as before, the estimate holds for s > max 5 6 − 1 p , 1 3 , 1 ≤ p < ∞. Subcase 5.2: |m max | 2 |Φ(m)| and (6.5) We control the multiplier as follows |n| 1+ |n 3 m 3 | |Φ(n)||Φ(m)| 1 2 ( n 1 n 2 n 3 )
where we use n ′ 1 , n ′ 2 to denote two frequencies in {n 1 , n 2 , n 3 } which have the same sign and λ ∈ {|m max + m med |, |m med + m min |}. Since ( m max m med ) − 1 Cauchy-Schwarz inequality as in the previous case, we obtain (6.7) n∈Λ(n)
where m ′ 1 ∈ {m max , m min } depending on the value of λ, for s > max 5 6 − 1 p , 1 3 , 1 ≤ p < ∞. Subcase 5.3: |m max | 2 |Φ(m)| and (6.6) In this case, |Φ(n)| ∼ |Φ(m)|. Thus, using the notation from Subcase 5.2, we have
The estimate follows from the same approach as in Subcase 5.2, for s > max 5 
In this case, we do not have enough terms depending on m j that we can use for summation. Therefore, using L 6 -Strichartz estimates (6.2), it follows that
Case 6.2: |m max | 2 |Φ(m)| and (6.5) In this case, we want to use the largest modulation to gain a power of |Φ(m)| to control the multiplier as follows
Since ( n 1 n 2 ) − 1 4 − n min − 1 2 − , we can estimate (6.7) by using Cauchy-Schwarz inequality as in the previous subcases. Case 6.3: |m max | 2 |Φ(m)| and (6.6) In this case, we cannot use the maximum modulation to help estimate the multiplier. However, we can use the fact that |Φ(n)| ∼ |Φ(m)| ∼ |m max | 2 λ, for λ ∈ {|m 1 + m 2 |, |m 1 + m 3 |, |m 2 + m 3 |}. It follows that
In order to estimate the remaining quantity, we must consider further case separation. We can estimate the multiplier as follows 
It remains to estimate the contribution in the region defined by (g). In order to estimate this last case, we will take into account the following decomposition N R 0 = Im t 0 |n|>N n∈Λ(n) m∈Λ(−n)
In order to estimate I 0 , note that nn 3 − (n 1 + n 3 )(n 2 + n 3 ) = n 2 3 + (n 1 + n 2 )n 3 − n 1 n 2 − (n 1 + n 2 )n 3 − n 2 3 = −n 1 n 2 , which implies that
Hence, using Hölder's inequality and L 6 -Strichartz estimates (6.2), we have
for 1 ≤ p < ∞ and s > max 1 2 − 1 p , 0). Now, we focus on estimating II 0 . First, assume that n 3 + m 3 = 0. Then,
Then, using the largest modulation we have
Proceeding as in (6.7), we first focus on estimating II 0 with respect to time
|n|>N n∈Λ(n) m∈Λ(−n) 1 n 1 + n 2 ( n 1 n 2 n 3 m 1 m 2 m 3 ) s− g 1 (n 1 ) L 2
Since |n 3 | ∼ |m 3 |, using Cauchy-Schwarz inequality, we have
On the other hand, if n 3 + m 3 = 0, focus on the following quantity
In order to estimate this quantity we need further assumptions on the frequencies. Let ε > 0 denote the constant such that |n 1 |, |n 2 |, |m 1 |, |m 2 | ≤ ε|n 3 | 1 2 . We will consider two distinct cases: (i) |n 1 + n 2 | > ε 2 |n 3 | 1 2 ; (ii) |n 1 + n 2 | ≤ ε 2 |n 3 | For simplicity, assume that |n 1 | ≤ |n 2 | and |m 1 | ≤ |m 2 |. Consequently, following a similar approach to (6.8) to handle the time integral and Cauchy-Schwarz inequality, we have |II 0 | n,n 1 , n 2 ,m 1 . Under this assumption and |n j | ≤ ε|n 3 | 1 2 , j = 1, 2, it follows that |n j | ≤ ε|n 3 | 1 2 − |n 1 + n 2 | or ε|n 3 | 1 2 − |n 1 + n 2 | < |n j | < ε|n 3 | 1 2 , j = 1, 2. For simplicity, let |n 1 | ≤ |n 2 | and |m 1 | ≤ |n 1 + n 2 + m 2 |, as the result follows from an analogous approach for the remaining cases. We consider the following two regions of summation
We first consider the contribution restricted to the region H 2 , when |n 1 | ≥ ε|n 3 | 1 2 −|n 1 +n 2 |. Note that the following holds
Therefore, the multiplier can be controlled as follows
The estimate follows the same approach as (6.8), for s > max 5 6 − 1 p , 1 3 , 1 ≤ p < ∞. It only remains to consider the contribution on the region H 1 , with the change of variables
Use J to denote the two inner sums. We can decompose J as follows
This completes the estimate for the contribution N R 0 .
• Estimate for N R 1 , N R 2 In order to control the contributions N R 1 , N R 2 , we will follow a similar approach to that of N R 0 . To avoid repetition, we will only point out where the estimates differ significantly. In Cases 5, 6.1 and 6.2, the estimate follows from an analogous approach to that of N R 0 , by substituting the powers of n 1 by powers of n, when estimating the multipliers. Thus, it only remains to estimate Case 6.3. Case 6.3: |m max | 2 |Φ(m)| and |Φ(m)| ≫ |Φ(n) + Φ(m)| In this case, we cannot use the maximum modulation to help estimate the multiplier. However, we can use the fact that |Φ(n)| ∼ |Φ(m)| to obtain the following
for some 0 ≤ α ≤ 1. Estimating this multiplier requires more care than for the N R 0 contribution since we cannot directly compare the sizes of |n|, |n 3 | and |m max |. We will consider the following cases:
(a) |m 1 |, |m 2 | |m 3 | =⇒ (6.9) |n 3 m 1 m 2 m 3 | The estimate follows from applying L 6 -Strichartz (6.2) and Hölder's inequality for (a) and (b), given that s > max 3 4 − 1 p , 1 4 , 1 ≤ p < ∞. Note that condition (c) implies that |Φ(n)| ≫ |Φ(m)|, thus |Φ(n) + Φ(m)| ∼ |Φ(n)|, which contradicts the second condition of Case 6.3. This completes the estimate for N R 1 .
A priori estimate and global well-posedness
In this section we focus on showing global well-posedness of the real-valued mKdV1 equation (1.2) . Note that the same argument can be used to extend solutions of mKdV2 (1.10) globally in time.
The following result from [27] is essential to extend local-in-time solutions to global ones. where λ 1 = min{|n 1 +n 2 |, |n 1 +n 3 |, |n 2 +n 3 |}. Suppose that λ 1 = |n 1 +n 2 |, as the remaining cases follow from an analogous approach. Using Minkowski's and Hölder's inequalities, we have I n 1 ,n 2 f 2 (n 1 ) L 2 τ f 2 (−n 2 ) L 2 τ f 1 (n − n 1 − n 2 ) L 2 τ .
For simplicity, assume that |n 1 | ≤ |n 2 | ≤ |n 3 |, as the remaining cases follow by a similar approach. Proceeding as in the previous case, we have I n 1 ,n 2 f 2 (n 1 ) L 2 τ f 2 (−n 2 ) L 2 τ f 1 (n − n 1 − n 2 ) L 2 τ n 1 s ′ n 2 s ′ n 1 + n 2 the estimate follows from Lemma 3.3, for s ′ > 3 4 − 1 q , 2 ≤ q < ∞. It remains to consider the case when |n min | ≪ |n med | ∼ |n max |. We can write the following Φ(n) = 3nn max (n min + n med ) + 3(n min + n med )n min n med .
Consequently, we consider the case when n = 0 and when n = 0 and one of the following holds, |Φ(n)| |nn max (n min + n med )|, (7.3) |Φ(n)| ≪ |nn max (n min + n med )|. (7.4) If n = 0, Φ(n) = 3(n min + n med )n min n med and n max = −(n min + n med ). We can estimate the multiplier as follows |n 3 | n max s |Φ(n)| .
As before, assume that |n 1 | ≤ |n 2 | ≤ |n 3 |. We use Hölder's inequality to control the following contribution I n 1 ,n 2 f 2 (n 1 ) L 2 τ f 2 (−n 2 ) L 2 τ f 1 (−n 1 − n 2 ) L 2 τ n 1
, using Lemma 3.3, with s ′ > 1 2 − 1 q , 2 ≤ q < ∞. Now, take n = 0. If (7.3) holds, we control the multiplier as follows n s |n 3 | n max s |Φ(n)| which can be estimated as (7.2). If (7.4) holds, then |nn max (n min + n med )| ∼ |n min n med (n min + n med )|, which means we can use powers of |n min | to control |n| in the numerator as follows n s |n 3 | n min s |Φ(n)| 1 2 1 n med + n max 1 2 . Proceeding as before, assuming that |n 1 | ≤ |n 2 | ≤ |n 3 |, we have I n 2 ,n 3 f 1 (n − n 2 − n 3 ) L 2 τ f 2 (−n 2 ) L 2 τ f 2 (n 3 ) L 2 τ n 2 s ′ n 3 s ′ n 2 + n 3 where σ j = τ j − n 3 , j = 1, 3, and σ 2 = τ 2 + n 3 . Using Cauchy-Schwarz inequality, we obtain LHS of (7.5) sup . Part 2: X s,−1 p,1 -norm As in the proof of Proposition 3.1, we first handle the time variable in N * 1 . If σ max = |σ j |, for some j = 1, 2, 3, we apply Cauchy-Schwarz inequality and duality to obtain the following Let u n = u Nn,1 ,ũ n = u Nn,1+ 1 n be the solutions corresponding to initial data u 0n ,ũ 0n , respectively. Now, considering the difference between the two solutions at time t ∈ R, we have u n (t) −ũ n (t) F L s,p ∼ e ±N 1−2s 1−(1+ 1 n ) 2 t − 1 + 1 n .
Therefore, the solutions have opposite phases at time t n > 0 defined as follows t n = πN 2s−1 n 1 + 1 n 2 − 1 .
Since s < 1 2 , we can choose N n large enough, such that t n ≤ 1 n . Consequently, we have u n (t n ) −ũ n (t n ) F L s,p ∼ 2 + 1 n ≥ 2.
Since t n → 0 as n → ∞, the functions constructed satisfy the intended conditions and the lemma follows.
