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WEAK INDEX PAIRS AND THE CONLEY INDEX FOR
DISCRETE MULTIVALUED DYNAMICAL SYSTEMS
BOGDAN BATKO AND MARIAN MROZEK
Abstract. Motivated by the problem of reconstructing dynamics from
samples we revisit the Conley index theory for discrete multivalued dy-
namical systems [11]. We introduce a new, less restrictive definition of
the isolating neighbourhood. It turns out that then the main tool for
the construction of the index, i.e. the index pair, is no longer useful. In
order to overcome this obstacle we use the concept of weak index pairs.
1. Introduction
Multivalued dynamical systems are dynamical systems without forward
uniqueness of solutions. The interest in such systems originated in the qual-
itative analysis of differential equations without uniqueness of solutions and
differential inclusions [1]. Surprisingly, the theory of multivalued dynamics
is also important in the study of single valued dynamical systems, particu-
larly in the rigourous numerical analysis of differential equations and iter-
ates of maps. All what we can rigorously extract from a finite numerical
experiment is a multivalued map enclosing as a selector the generator of the
discrete dynamical system or time t map of a differential equation. Depend-
ing on the quality of the enclosure, some qualitative features of the single
valued dynamics may be rigorously inferred from the multivalued dynamics
via topological invariants such as the Conley index. This type of analysis
was originated in [13] and since then applied to many concrete problems.
Recall that according to [11] a compact set N is an isolating neighbour-
hood of a multivalued map F if
(1) dist(InvN, bdN) > max{diamF (x) | x ∈ N},
where InvN stands for the invariant part of F in N (see Definition 3.3).
A compact set S is an isolated invariant set if there exists an isolating
neighbourhood N such that S = InvN . A slightly weaker but essentially
similar definition of an isolated invariant set is presented in [23]. The aim
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of this paper is to define the Conley index of a multivalued map F for an
isolating neighbourhood defined as a compact set N satisfying the condition
(2) InvN ⊂ intN,
that is the same condition as for single-valued maps. To avoid ambiguity,
in this paper we refer to an isolating neighbourhood in the sense of (1) as a
strongly isolating neighbourhood and by an isolating neighborhood we mean a
compact set N satisfying (2). We extend this convention to isolated invari-
ant sets. Obviously, every strongly isolating neighborhood is an isolating
neighborhoood and every strongly isolated invariant set is an invariant set.
We show (see Example 4.6) that isolating neighbourhoods in the sense of (2)
may not admit index pairs, the main tool for the construction of the Conley
index. However, we prove that weak index pairs, a concept adapted form
[19], do exist (see Theorem 4.12). Moreover, after suitable modifications the
construction of the Conley index in [11] works also with weak index pairs
(see Theorem 6.4) and the new definition generalizes the earlier definitions
(Theorem 6.5).
The motivation for the proposed generalization comes from sampled dy-
namics. More precisely, the Conley index for isolating neighbourhoods of
multivalued maps in the sense of (2) may be useful in the reconstruction
of the qualitative features of an unknown dynamical system on the basis of
the available experimental data only. In general, the reconstruction prob-
lem is difficult. The potential benefits from applying topological tools to
the reconstruction problem are demonstrated in [14, 15] and recently also in
[7]. We use the leading example of [7] to explain in Section 2 the benefits
of the proposed generalization for sampled dynamical systems. The theory
presented in this paper is also needed in extending towards the Conley in-
dex theory the results of [12]. These recent results provide the formal ties
between the classical dynamics and the combinatorial dynamics in the sense
of Forman [8].
The organization of the paper is as follows. A motivating example is
presented in Section 2. Section 3 presents preliminaries needed in the pa-
per. Section 4 introduces the new definition of the isolating neighbourhood
and discusses its relation with the former definitions. We show that unlike
strongly isolating neighbourhoods, isolating neighbourhoods do not guaran-
tee the existence of index pairs, however, they admit weak index pairs. In
Section 5 we present several properties of weak index pairs that we need
to well pose the definition of the Conley index in Section 6. In Section 7
we show that an isolated invariant set may be treated as a strongly iso-
lated invariant set, if we embed it into an appropriate ”dual” space. In the
last section we compute the Conley indexes of the two examples studied in
Section 2.
32. Sampling dynamics: a motivating example
There are many dynamical systems for which neither analytic computa-
tions nor a rigourous numerical analysis are possible. Several issues cause
this situation. The total lack of a mathematical model, inadequate knowl-
edge of parameters or complicated global nonlinearities may prevent com-
putations at all. Additionally, sensitive dependence on initial conditions,
blowup of error estimates or lack of sufficient computational power may
make the rigourous numerical analysis infeasible. Thus, sampling the dy-
namical system is often the only way to infer some knowledge about the
system. By sampling we mean collecting a finite amount of points and their
approximate images under the generator of the dynamical system. This
may be done in a physical experiment or in a numerical experiment if suffi-
cient information about the system is available. Then, there is the question
whether this finite amount of data is sufficient to obtain some global, general
knowledge about the system and how to do it. In general, this is difficult,
particularly in the case of chaotic dynamics, when the intrinsic problems of
chaotic systems are amplified by the introduction of noise, parameter drift,
and experimental error. In this situation the coarseness of topological in-
variants as the Conley index and persistent homology [6] turn out to be
helpful. In particular, it is demonstrated in [14, 15] that the Conley index
combined with multivalued approach suffices to detect chaotic dynamics in
experimental data. And it is shown in a recent paper [7] that the eigenvalues
of the map induced in homology may be reconstructed from a very small
sample of a continuous map by means of a technique known as persistence.
Both papers are concerned with a similar situation which may be roughly
described as follows.
Assume X ⊂ Rd is an unknown space, f : X → X is the generator of an
unknown dynamical system, A ⊂ X is a collection of finite samples of X and
g := f|A : A→ X samples the map f . Note that in a more realistic situation
the set of samples A may only lie in a vicinity of X and the sampling map
g may only have its graph nearby f . Also, as in [14, 15], samples may
not be available directly but only through a set of measurements. The
reconstruction may take the form of a simplicial map as in [7] or, as in
[14, 15], may be a multivalued map constructed as follows. Divide Rd into a
grid of compact, acyclic sets, for instance hypercubes (see [18] for a general
definition of a grid). Assume that for a finite family A of grid elements we
may construct a possibly small acyclic set acA ⊂ Rd such that ⋃A ⊂ acA.
In the case of a cubical grid this may be the smallest hypercuboid containing
all the hypercubes in the family A. Let K denote the family of grid elements
whose intersection with A is nonempty and assume the grid elements and/or
the sample set A are large enough to guarantee that X ⊂ ⋃K. Define the
combinatorial multivalued map
G : K 3 Q 7→ {P ∈ K | ∃x ∈ Q : g(x) ∈ P } ⊂ K.
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and the multivalued map
(3) F : X 3 x 7→ ac
 ⋃
x∈Q∈K
G(Q)
 ⊂ Rd.
It is not difficult to prove that F is upper semicontinuous and g(x) ∈ F (x)
for any x ∈ A. However, we cannot expect that the whole f is a selector for
F , that is f(x) ∈ F (x) for any x ∈ X. Even worse, we cannot expect that
F has any continuous selector at all. In practice, the continuous selector
requirement often fails due to insufficient number of samples and a locally
expanding behaviour of f . But, in the method proposed in [14, 15] the
continuous selector requirement has to be satisfied, because the approach
is based on the Conley index for continuous maps and not on the Conley
index for upper-semicontinuous multivalued maps. The multivalued map F
is used in [14, 15] only to construct the so called index pair. An index pair is
needed in the computation of the Conley index for the selector. As a remedy,
one can enlarge the values of F to guarantee the existence of a continuous
selector. But, such an enlarging often leads to overestimation and loss of
isolation properties. An alternative is to apply the Conley theory directly to
the multivalued map F constructed from the experimental data and extend
the results to the unknown generator f by means of continuation. The
theory developed in [11, 23] only requires that F is upper-semicontinuous
but does not require the existence of a continuous selector. In particular,
the generator f may be located nearby F but not necessarily inside F .
Unfortunately, such an approach suffers from the very restrictive nature of
condition (1) in the definition of isolating neighbourhood adopted in [11]. In
practice, it is difficult to satisfy condition (1), because controlling the size
of values of F is either very expensive or just not possible.
To illustrate the problem, let us go back to the motivating example of [7].
Take S1 = R/Z and, to keep the notation simple, identify a real number
x ∈ R with its equivalence class [x] ∈ R/Z. Consider the self-map
(4) f : S1 3 x 7→ 2x ∈ S1.
Let xi :=
i
16 and take A := {xi | i = 0, 1, 2, . . . , 15 } ⊂ S1 as the finite
sample. Since f(A) ⊂ A, the restriction g := f|A is an exact sample of f
on A. Consider the grid A on S1 consisting of intervals [xi − 132 , xi + 132 ].
The graph of the multivalued map F obtained via (3) from the smallest
combinatorial enclosure G of g on A is presented in Figure 1. Note that F
does not admit a continuous selector.
Example 2.1. Note that 0 is a hyperbolic fixed point of f . Thus, {0}
is an isolated invariant set of f . It belongs to S := [3132 ,
1
32 ] ∈ A. It is
straightforward to observe that S is an invariant set for F . Let N := [1516 ,
1
16 ].
Since F (S) = [2732 ,
5
32 ], the set N is not a strongly isolating neighbourhood for
F and S. However, one easily verifies that N is an isolating neighbourhood
5for F and S. Also, it is not difficult to verify that N fails to be an isolating
neighborhood if the values of F are enlarged to make f a continuous selector
of F . We will show in Section 8 that the Conley index of S for F is the
same as the Conley index of {0} for f .
Example 2.2. Note that {13 , 23} is a hyperbolic periodic trajectory of f . In
particular, it is an isolated invariant set for f . Consider the cover of this set
by elements of the grid A and set S := [ 932 , 1332 ]∪[1932 , 2332 ]. It is easy to see that
S is an invariant set for F , because each point of S belongs to a 2-periodic
trajectory of F in S. We have F (S) = [ 332 ,
29
32 ]. Thus, if S is a strongly
isolated invariant set, then any strongly isolating neighbourhood isolating
S must contain F (S). But, { 732 , 1132 , 2532 , 2132} is a 4-periodic trajectory of F
contained in F (S). Thus, any strongly isolating neighbourhood containing
S has its invariant part essentially larger than S. It follows that S is not
a strongly isolated invariant set for F . However, it is easy to see that
N := [1764 ,
27
64 ] ∪ [3764 , 4764 ] is an isolating neighbourhood isolating precisely S.
Thus, the grid consisting of 16 equal intervals suffices to pickup S as an
isolated invariant but not as a strongly isolated invariant set. We will show
in Section 8 that the Conley index of S for F is the same as the Conley
index of {13 , 23} for f .
3. Preliminaries
We denote the sets of all integers, non-negative integers and non-positive
integers by Z, Z+ and Z−, respectively. By an interval in Z we mean a trace
of a closed real interval in Z.
Given a topological space X and A ⊂ X, the notation clX A, intX A
and bdX A will be used respectively for the closure, the interior and the
boundary of A in X. If the space is clear from the context, we shall drop
the subscript X in this notation.
Let P(Y ) stand for the set of all subsets of a given topological space Y .
A mapping F : X → P(Y ) is called upper semicontinuous (usc for short) if
for an arbitrary closed set B ⊂ Y its large counter image under F , i.e. the
set
F−1(B) := {x ∈ X | F (x) ∩B 6= ∅},
is closed. It is equivalent to the assertion that the set {x ∈ X | F (x) ⊂ B},
called the small counter image of B, is open for any open B ⊂ Y . Recall
that any usc mapping with compact values has a closed graph and it sends
compact sets into compact sets. If F : X → P(Y ) is usc then its effective
domain, i.e. the set D(F ) := {x ∈ X | F (x) 6= ∅}, is closed.
Given A ⊂ X we define its image under F as F (A) := ⋃{F (x) | x ∈ A}.
If F : X → P(Y ) and G : Y → P(Z) then the composition G◦F : X → P(Z)
is defined by
(G ◦ F )(x) :=
⋃
{G(y) | y ∈ F (x)} for x ∈ X.
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Figure 1. The graph of the map f given by (4), marked in
black, and its sampling. The 16 sampled points are marked
with green dots. The grid consisting of 16 intervals is marked
in orange. The graph of F constructed from the sampling
points via (3) is marked in blue. A candidate for an isolated
invariant set S is marked in red. Its image F (S), showing
that S is not a strongly isolated invariant set, is marked in
brown. An isolating neighbourhood N for S is marked in
green.
Finally, if F : X → P(X) then by F k, for k ∈ Z+ \ {0}, we understand the
composition of k copies of F .
Definition 3.1. (cf. [11, Definition 2.1]). An usc mapping F : X × Z →
P(X) with compact values is called a discrete multivalued dynamical system
(dmds) if the following conditions are satisfied:
(i) for all x ∈ X, F (x, 0) = {x},
(ii) for all n,m ∈ Z with nm ≥ 0 and all x ∈ X, F (F (x, n),m) =
F (x, n+m),
7(iii) for all x, y ∈ X, y ∈ F (x,−1)⇔ x ∈ F (y, 1).
Note that Fn(x) := F (x, n) coincides with a superposition of F 1 : X →
P(X) or its inverse (F 1)−1. Therefore we will call F 1 the generator of the
dmds F . Moreover, we will denote the generator simply by F and identify
it with the dmds.
In what follows we assume that F is a given dmds.
Definition 3.2. (cf. [11, Definition 2.3]). Let I ⊂ Z be an interval contain-
ing 0. A single valued mapping σ : I → X is called a solution for F through
x ∈ X if σ(0) = x and σ(n+ 1) ∈ F (σ(n)) for all n, n+ 1 ∈ I.
Definition 3.3. Given N ⊂ X we define the following sets
Inv+N := {x ∈ N | ∃σ : Z+ → N a solution for F through x},
Inv−N := {x ∈ N | ∃σ : Z− → N a solution for F through x},
InvN := {x ∈ N | ∃σ : Z→ N a solution for F through x},
called the positive invariant part, negative invariant part and the invariant
part of N , respectively.
Note that, by (i), InvN = Inv+N ∩ Inv−N .
We will frequently consider pairs of topological spaces. For the sake of
simplicity we will denote such pairs by single capital letters and then the
first or the second element of the pair will be denoted by adding to the letter
the subscript 1 or 2, respectively. In other words, if P is a pair of spaces
then P = (P1, P2) where P1, P2 are topological spaces. Consequently, the
rule extends to any relation R between pairs P and Q, i.e. any statement
that pairs P and Q are in a relation R will mean that Pi is in a relation
R with Qi for i = 1, 2. According to our general assumption, whenever we
say that F is a map of pairs P and Q it means that F maps Pi into Qi for
i = 1, 2.
4. Definition of an isolating neighbourhood and construction
of a weak index pair
Let F : X → P(X) be a given dmds. We begin this section with the
definition of an isolating neighbourhood.
Definition 4.1. A compact subset N ⊂ X is an isolating neighbourhood for
F if InvN ⊂ intN .
Note that the above definition generalizes earlier notions of isolating
neighbourhoods for multivalued maps. Recall that in [11] an isolating neigh-
bourhood N in a locally compact metric space is defined as a compact set
satisfying
(5) dist(InvN, bdN) > max{diamF (x) | x ∈ N}.
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In [23] the isolation property has been slightly relaxed i.e. instead of (5) it
is required that
(6) InvN ∪ F (InvN) ⊂ intN.
Note that if F is single valued, conditions (5), (6) and the assertion of Def-
inition 4.1, coincide. However, as we are going to show below, for a general
mv map F this is not the case. In order to avoid the misunderstanding,
throughout this paper isolating neighbourhoods in the sense of [11] or [23]
will be called strongly isolating neighbourhoods.
Proposition 4.2. Any strongly isolating neighbourhood is an isolating neigh-
bourhood. The converse is not true.
Proof: The first statement is obvious. The second follows from Example
2.1. 
Definition 4.3. We say that a compact set S ⊂ X is invariant with respect
to F if S = InvS. It is called an isolated invariant set if it admits an isolating
neighbourhood N for F such that S = intN . If in the above assertion N is
a strongly isolating neighbourhood then S will be called a strongly isolated
invariant set.
As a straightforward consequence of Proposition 4.2 and Example 2.2 we
have the following.
Proposition 4.4. Any strongly isolated invariant set is an isolated invariant
set. The converse is not true.
The main tool in constructing the Conley index for flows as well as for
discrete dynamical systems is the index pair.
Definition 4.5. A pair P = (P1, P2) of compact sets P2 ⊂ P1 ⊂ N is called
an index pair in N if
(a) F (Pi) ∩N ⊂ Pi for i ∈ {1, 2},
(b’) F (P1 \ P2) ⊂ N ,
(c) InvN ⊂ int(P1 \ P2).
An index pair appears to be an effective tool also in studying discrete
multivalued dynamical systems, when strongly isolating neighbourhoods are
considered. However, as Example 4.6 shows, invariant sets isolated in the
sense of Definition 4.1 do not necessarily guarantee the existence of index
pairs.
Example 4.6. Consider the dmds F , the isolated invariant set S and its
isolating neighbourhood N , defined in Example 2.2 (see Figure 1). Suppose
that there exists an index pair P = (P1, P2) in N . Then, by (b’) and (c),
[ 332 ,
29
32 ] = F (S) ⊂ N = [1764 , 2764 ] ∪ [3764 , 4764 ], a contradiction.
To avoid this obstacle, in what follows we adapt to our needs the notion
of a weak index pair introduced in [19]. We will prove that for any isolated
9invariant set a weak index pair exists, and that this is sufficient to well pose
the definition of the Conley index.
We define an F -boundary of a given set A ⊂ X by
bdF (A) := clA ∩ cl(F (A) \A).
Definition 4.7. A pair P = (P1, P2) of compact sets P2 ⊂ P1 ⊂ N is called
a weak index pair in N if
(a) F (Pi) ∩N ⊂ Pi for i ∈ {1, 2},
(b) bdF P1 ⊂ P2,
(c) InvN ⊂ int(P1 \ P2),
(d) P1 \ P2 ⊂ intN .
The following straightforward proposition shows that, apart from condi-
tion (d), the axioms of a weak index pair are less restrictive than those of
an index pair.
Proposition 4.8. Any index pair P in N such that P1 \ P2 ⊂ intN is a
weak index pair in N .
Proof: We shall verify that P satisfies condition (b). Suppose the
contrary and take a y ∈ bdF (P1) \ P2. Then, there exists a sequence
{yn} ⊂ F (P1) \ P1 convergent to y. Since yn ∈ F (P1), by (a) we have
yn /∈ N . However, y ∈ P1 \ P2 ⊂ intN , hence yn ∈ N for large enough n, a
contradiction. 
Given N ⊂ X and an interval I in Z set
Sol(N,F, I) := {σ : I → N a solution for F }
and for x ∈ N and n ∈ Z+ define
FN,n(x) := {y ∈ N | ∃σ ∈ Sol(N,F, [0, n]) : σ(0) = x, σ(n) = y},
FN,−n(x) := {y ∈ N | ∃σ ∈ Sol(N,F, [−n, 0]) : σ(−n) = y, σ(0) = x},
F+N (x) :=
⋃
n∈Z+
FN,n(x),
F−N (x) :=
⋃
n∈Z+
FN,−n(x).
Lemma 4.9. Let N ⊂ X be compact and suppose that D(FN,n) 6= ∅ for all
n ∈ Z+. Then InvN 6= ∅. Moreover, Inv(±)N = ⋂{D(FN,n) | n ∈ Z (n ∈
Z+, n ∈ Z−, respectively)}.
Proof: We start with the proof for Inv+N . By [11, Proposition 2.7],
for each n ∈ Z, the map FN,n is usc. This implies that D(FN,n) is com-
pact. Thus, the sequence {D(FN,n)}n∈Z+ has a nonempty intersection K
as a decreasing sequence of nonempty compact sets. We shall prove that
Inv+N = K. Clearly, Inv+N ⊂ K. Suppose that x ∈ K. Then, for each
n ∈ Z+ there exists a solution σn : [0, n]→ N for F through x. We construct
a solution σ : Z+ → N for F through x by induction. Evidently, σ(0) = x.
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Suppose that σ|[0,n] is constructed and that there is a sequence {ki} with
ki > n such that σki(n) → σ(n) as i → ∞. Since N is compact, passing to
the subsequence, if necessary, we may assume that σki(n+1)→ y(n+1) ∈ N
as i→∞. By the closed graph property, yn+1 ∈ F (σ(n)), hence we may set
σ(n+ 1) := yn+1.
Now we focus on Inv−N . Observe that if D(FN,n) 6= ∅ for all n ∈ Z+
then also D(FN,n) 6= ∅ for all n ∈ Z−. Indeed, if σ : [0, n]→ N is a solution
for F through σ(0) then σ′ : [−n, 0] 3 i 7→ σ(i+ n) ∈ N is a solution for F
through σ′(0). The remaining part of the proof for Inv−N runs similarly as
for Inv+N .
Since InvN = Inv+N ∩ Inv−N , we infer that InvN = ⋂{D(FN,n) | n ∈
Z}. By the equality ⋂{D(FN,n) | n ∈ Z} = ⋂{⋂kn=−kD(FN,n) | k ∈ Z+},
the set InvN is nonempty as a decreasing sequence of nonempty compact
sets. 
For the reader’s convenience let us quote the following two lemmas from
[11].
Lemma 4.10. (cf. [11, Lemma 2.9]) Let N ⊂ X be compact. Then
(i) The sets Inv+N , Inv−N and InvN are compact;
(ii) If A is compact with Inv−N ⊂ A ⊂ N then F+N (A) is compact.
Lemma 4.11. (cf. [11, Lemma 2.10]) Let K ⊂ N be compact subsets of X
such that K ∩ Inv+N = ∅ (respectively K ∩ Inv−N = ∅). Then
(i) FN,n(K) = ∅ for all but finitely many n > 0 (respectively n < 0);
(ii) The mapping F+N (respectively F
−
N ) is usc on K;
(iii) F+N (K) ∩ Inv+N = ∅ (respectively F−N (K) ∩ Inv−N = ∅).
The main result of this section reads as follows.
Theorem 4.12. Let N be an isolating neighbourhood for F . For every
neighbourhood W of InvN there exists a weak index pair P in N such that
P1 \ P2 ⊂W .
Proof: Let U, V be open in N such that Inv+N ⊂ U , Inv−N ⊂ V
and U ∩ V ⊂ W ∩ intN . By [11, Lemma 2.11] there exists a compact
neighbourhood A of Inv−N such that F+N (A) ⊂ V . We define
P1 := F
+
N (A), P2 := F
+
N (P1 \ U).
The proof that P1, P2 are compact, P1 \ P2 ⊂ W , P2 ⊂ P1 and (a), (c) are
satisfied is analogous as in [11, Theorem 2.6]. We present it here for the sake
of completeness. Since P1 ⊂ V and P1 \ U ⊂ P2, we have P1 \ P2 ⊂ U and
consequently P1\P2 ⊂ U∩V ⊂W . P1 is compact by Lemma 4.10 (ii). Since
P1 \ U is compact, by Lemma 4.11 (ii) so is P2. Clearly, P2 ⊂ F+N (A) ⊂ P1.
To verify (a) take x ∈ Pi and y ∈ F (x)∩N . Then, there exists a solution
σ : [0, n]→ N with σ(n) = x and σ(0) ∈ A in the case i = 1 or σ(0) ∈ P1 \U
in the case i = 2. One may extend σ to [0, n+ 1] by putting σ(n+ 1) := y.
Hence y ∈ Pi.
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In order to verify (c) observe that P1 is a neighbourhood of Inv
−N and,
by Lemma 4.11 (iii), the set N \P2 is a neighbourhood of Inv+N . Therefore,
P1 \ P2 = P1 ∩ (N \ P2) is a neighbourhood of Inv−N ∩ Inv−N = InvN .
We still need to prove (b) and (d). Since P1 \ P2 ⊂ W and W ⊂ intN ,
condition (d) is verified. In order to prove (b) ssume to contrary that there
exists an x ∈ bdF P1 \ P2. Then x ∈ P1 ∩ U ⊂ V ∩ U ⊂ intN . Since
x ∈ bdF P1, there exists an x¯ ∈ intN ∩ F (P1) \ P1. Let u ∈ P1 be such
that x¯ ∈ F (u) and let σ : [0, k] → N be a solution such that σ(0) ∈ A and
σ(k) = u. Since x¯ ∈ N ∩ F (u), we may extend σ to [0, k + 1] by setting
σ(k + 1) := x¯. This shows that x¯ ∈ F+N (A) = P1, a contradiction. 
5. Properties of weak index pairs
In this section we present several properties of weak index pairs that will
be used for the construction of the Conley index.
Lemma 5.1. Let S be an isolated invariant set, N an isolating neighbour-
hood of S and P = (P1, P2) a weak index pair in N . If M ⊂ N is an
isolating neighbourhood for S such that P1 \ P2 ⊂ intM , then Q := P ∩M
is a weak index pair in M .
Proof: By the property (a) of P we have F (Qi)∩N ⊂ F (Pi)∩N ⊂ Pi.
Thus F (Qi) ∩M ⊂ Pi ∩M = Qi which shows that Q satisfies (a).
Observe that bdF (Q1) ⊂ P1∩cl(F (P1)\ (P1∩M)) ⊂ P1∩cl(F (P1)\P1)∪
P1 ∩ cl(F (P1) \M) which, according to (b) satisfied by P , yields
(7) bdF (Q1) ⊂ P2 ∪ P1 ∩ cl(F (P1) \M).
For the indirect proof of (b) for Q suppose the contrary, i.e. assume there
exists a y ∈ bdF (Q1)\Q2. Then y ∈M and, by (7), y ∈ P1∩ cl(F (P1)\M).
Thus, we have a sequence {yn} ⊂ F (P1)\M with y = limn→∞ yn. However,
y ∈ P1 \ P2 ⊂ intM which means that yn ∈ intM for large enough n ∈ N
and brings a contradiction.
Observe that Q1 \Q2 = (P1 \P2)∩M which, along with P1 \P2 ⊂ intM ,
implies Q1 \Q2 = P1 \ P2. Thus conditions (c) and (d) for Q follow. 
Lemma 5.2. If P is a weak index pair in N then bdF (P1) ⊂ bdN .
Proof: Suppose, for contradiction, that there exists a y ∈ bdF (P1)\bdN
and consider a sequence {yn} ⊂ F (P1)\P1 with y = limn→∞ yn. Notice that
y ∈ intN . Thus, for almost all n ∈ N we have yn ∈ N , and property (a) of
P yields yn ∈ P1, a contradiction. 
Lemma 5.3. If P and Q are weak index pairs in N then so is P ∩Q.
Proof: Applying property (a) of P we can write F (Pi ∩ Qi) ∩ N ⊂
F (Pi) ∩ N ⊂ Pi. By the symmetry with respect to P and Q we also have
F (Pi ∩Qi) ∩N ⊂ Qi. The above inclusions prove condition (a) for P ∩Q.
In order to verify that P∩Q satisfies (b) suppose the contrary and consider
a y ∈ bdF (P1∩Q1)\ (P2∩Q2). Then, y ∈ P1∩Q1. Moreover, there exists a
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sequence {yn} ⊂ F (P1 ∩Q1) \ (P1 ∩Q1) such that limn→∞ yn = y. Without
loss of generality we may assume that either {yn}∩P1 = ∅ or {yn}∩Q1 = ∅.
Since the above cases are analogous let us assume that {yn}∩P1 = ∅. Then,
yn ∈ F (P1)\P2 and y = limn→∞ yn ∈ cl(F (P1)\P2). Since y ∈ P1 it follows
that y ∈ bdF (P1) which along with property (b) of P results with y ∈ P2.
Consequently, y ∈ Q1 \Q2 ⊂ intN as y /∈ P2 ∩Q2 and y ∈ Q1. However, by
Lemma 5.2, y ∈ bdN , a contradiction.
By property (c) of P and Q we have InvN ⊂ int(P1 \P2)∩ int(Q1 \Q2) =
int(P1∩Q1 \ (P2∪Q2)) ⊂ int(P1∩Q1 \ (P2 ∩Q2)), hence P ∩Q satisfies (c).
We also have (d). Indeed, P1∩Q1\P2∩Q2 = (P1\P2)∩Q1∪(Q1\Q2)∩P1 ⊂
(P1 \ P2) ∪ (Q1 \Q2) ⊂ intN . 
Lemma 5.4. If P ⊂ Q are weak index pairs in N then so are (P1, P1 ∩Q2)
and (P1 ∪Q2, Q2).
Proof: Let us start with (P1, P1∩Q2) and observe that P1 \ (P1∩Q2) ⊂
P1 \P2 ⊂ intN . Hence, we have (d). Clearly bdF (P1) ⊂ P2 ⊂ P1 ∩Q2, thus
(b) holds. Verification of properties (a) and (c) is straightforward.
Property (d) of (P1∪Q2, Q2) holds as we have (P1∪Q2)\Q2 = P1 \Q2 ⊂
Q1 \Q2 ⊂ intN . Verification of (a) and (c) is routine.
It remains to prove (b). For the indirect proof suppose that y ∈ bdF (P1∪
Q2)\Q2. There exist sequences {xn} ⊂ P1∪Q2 and {yn} ⊂ F (xn)\(P1∪Q2)
with limn→∞ yn = y. Without loss of generality we may assume that either
{xn} ⊂ P1 or {xn} ⊂ Q2. Suppose at first that {xn} ⊂ P1. Since yn ∈
F (P1) \ P1 and y ∈ P1 we have y ∈ bdF (P1) ⊂ P2 ⊂ Q2, a contradiction. If
{xn} ⊂ Q2 then yn ∈ F (Q2) ⊂ F (Q1) and, by property (a) of Q, we infer
that yn /∈ Q1 as yn /∈ Q2. Since y ∈ P1 ⊂ Q1, we have y ∈ bdF (Q1) ⊂ Q2, a
contradiction. 
Lemma 5.5. If A ⊂ B ⊂ N and A is positively invariant in N , i.e. F (A)∩
N ⊂ A, then bdF (A) ⊂ bdF (B).
Proof: If y ∈ F (A) \ A, then y /∈ N which yields y /∈ B. Clearly,
y ∈ F (B). Thus, y ∈ F (B) \ B. This shows that F (A) \ A ⊂ F (B) \ B.
In consequence, bdF (A) = clA ∩ cl(F (A) \ A) ⊂ clB ∩ cl(F (B) \ B) =
bdF (B). 
Lemma 5.6. Let P ⊂ Q be weak index pairs in N . Define a pair of sets
G(P,Q) by
Gi(P,Q) = Pi ∪ (F (Qi) ∩N) for i = 1, 2.
If P1 = Q1 or P2 = Q2 then
(i) Pi = Qi implies Gi(P,Q) = Pi = Qi, for i = 1, 2,
(ii) P ⊂ G(P,Q) ⊂ Q,
(iii) G(P,Q) is a weak index pair in N .
(iv) F (Qi) ∩N ⊂ Gi(P,Q), for i = 1, 2.
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Proof: Condition (i) follows from property (a) of weak index pairs. The
first inclusion in (ii) is obvious. The second one follows from the first one
and property (a) of Q. Condition (iv) is obvious.
We shall prove (iii). We start with property (d). If P1 = Q1 then
G1(P,Q) \G2(P,Q) ⊂ P1 \P2 ⊂ intN . If P2 = Q2 then we have G1(P,Q) \
G2(P,Q) ⊂ Q1 ∪ F (Q1) ∩N \ P2 ⊂ Q1 \Q2 ⊂ intN .
In order to verify (a) let x ∈ Gi(P,Q) and y ∈ F (x) ∩ N . If x ∈ Pi
then obviously y ∈ Gi(P,Q). If x ∈ F (Qi) ∩ N then x ∈ Qi. Hence,
y ∈ F (Qi) ∩N ⊂ Gi(P,Q).
By Lemma 5.5 and (i) we have bdF G1(P,Q) ⊂ bdF (Q1). Thus, if P1 =
Q1, then bdF G1(P,Q) ⊂ bdF (Q1) = bdF (P1) ⊂ P2 ⊂ G2(P,Q). If P2 =
Q2, then bdF G1(P,Q) ⊂ bdF (Q1) ⊂ Q2 = P2 ⊂ G2(P,Q).
For (c), let us note that InvN ⊂ int(P1 \ P2) ∩ int(Q1 \ Q2), hence it is
enough to show that (P1 \ P2) ∩ (Q1 \ Q2) ⊂ G1(P,Q) \ G2(P,Q). Indeed,
if y ∈ (P1 \ P2) ∩ (Q1 \ Q2) then y ∈ G1(P,Q) and the supposition that
y ∈ G2(P,Q) implies y ∈ F (Q2) ∩N ⊂ Q2, a contradiction. 
Lemma 5.7. Let P ⊂ Q be weak index pairs in N such that P1 = Q1 or
P2 = Q2. Then, there exists a sequence of weak index pairs such that
P = Qn ⊂ Qn−1 ⊂ · · · ⊂ Q1 ⊂ Q0 = Q
with the following properties
(i) Pi = Qi implies Q
k
i = Pi = Qi for all k = 1, 2, . . . , n− 1, i = 1, 2,
(ii) F (Qki ) ∩N ⊂ Qk+1i for k = 0, 1, . . . , n− 1, i = 1, 2.
Proof: Let us define Qk by the recurrence formula Q0 = Q, Qk+1 =
G(P,Qk) for k ∈ Z+. By Lemma 5.6 and induction on k, {Qk} is a decreas-
ing sequence of weak index pairs satisfying (i) and (ii) for all k ∈ Z+. It
remains to show that for some n we have Qn = P . To the contrary suppose
that the inclusion P ⊂ Qk is strict for all k. Fix k ∈ Z+ and i ∈ {1, 2} such
that Qki \ Pi 6= ∅, and observe that
(8) there exists a solution σk : [0, k]→ Qi \ Pi.
Indeed, choose σk(k) ∈ Qki \Pi ⊂ Qi \Pi. Then σk(k) ∈ F (Qk−1i ∩N), hence
there exists σk(k−1) ∈ Qk−1i with σk(k) ∈ F (σk(k−1)). By property (a) of
P we may assume that σk(k−1) /∈ Pi. Hence, σk(k−1) ∈ Qk−1i \Pi ⊂ Qi\Pi.
By the reverse recurrence we are done.
Since k was arbitrarily chosen, by (8) and Lemma 4.9, we have
(9) Inv(Qi \ intPi) 6= 0.
For i = 1 we get ∅ 6= Inv(Q1 \ intP1) ⊂ Q1 \ intP1. However, by property
(c) of P , Inv(Qi \ intPi) ⊂ InvN ⊂ int(P1 \ P2) ⊂ intP1, a contradiction.
If i = 2 then InvQ2 6= ∅, because by (9), ∅ 6= Inv(Q2 \ intP2) ⊂ InvQ2.
On the other hand, by property (c) of Q, InvQ2 ⊂ InvN ⊂ int(Q1 \Q2) ⊂
Q1 \Q2 which means that InvQ2 = ∅, a contradiction. 
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6. Definition of the Conley index
Since now on we will require that the generator F : X → P(X) of the
dmds, restricted to appropriate pairs of sets, induces a homomorphism in
cohomology. Therefore, we assume that F is determined by a given mor-
phism. For the details concerning this concept we refer to [9], [10] and [17].
Let us remind that, in particular, any single-valued continuous map as well
as any composition of acyclic maps (i.e. usc maps with compact acyclic
values) belongs to this class.
For a weak index pair P in an isolating neighbourhood N we let
T (P ) := TN (P ) := (P1 ∪ (X \ intN), P2 ∪ (X \ intN)).
Lemma 6.1. If P is a weak index pair for F in N then
(i) F (P ) ⊂ T (P ),
(ii) the inclusion iP,T (P ) : P → T (P ) induces an isomorphism in the
Alexander-Spanier cohomology.
Proof: Condition (i) follows from property (a) of P . Since we have
T1(P ) \ T2(P ) = (P1 \P2)∩N = P1 \P2, and P1 \P2 ⊂ intN , condition (ii)
is a consequence of the strong excision property (cf. [20]). 
Let FP,T (P )(x) := F (x) for x ∈ P . By Lemma 6.1 (i) such a restriction
of F is a map of pairs FP,T (P ) : P → P(T (P )). Put iP := iP,T (P ). By
Lemma 6.1 (ii) H∗(iP ) is an isomorphism. Thus, we can pose the following
definition.
Definition 6.2. The endomorphism H∗(FP,T (P )) ◦H∗(iP )−1 of H∗(P ) will
be called the index map associated with the index pair P and denoted by
IP .
Applying the Leray functor L to (H∗(P ), IP ) we obtain a graded module
over Z and its endomorphism, which is called the Leray reduction of the
Alexander-Spanier cohomology of P . For the details we refer to [17].
Definition 6.3. The module L(H∗(P ), IP ) will be called the cohomological
Conley index of S and denoted by C(S, F ), or simply by C(S) if F is clear
from the context.
To have the Conley index well defined, the following theorem, which is an
analogue of [11, Theorem 3.2], is necessary.
Theorem 6.4. Let S be an isolated invariant set. Then C(S, F ) is inde-
pendent of the choice of an isolating neighbourhood N for S and of a weak
index pair P in N .
Proof: Let M , N be two isolating neighbourhoods of S and P , Q weak
index pairs inN andM , respectively. We need to prove that L(H∗(P ), IP ) =
L(H∗(Q), IQ). The proof runs in five steps, similarly as the proof of [11,
Theorem 3.2].
Step 1. Let us consider the following special case
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(i) M = N ,
(ii) P ⊂ Q,
(iii) P1 = Q1 or P2 = Q2,
(iv) F (Q) ⊂ TN (P ).
By (iv) we may treat F as a map of pairs FQ,T (P ) : Q → P(TN (P )). Let
IQ,P := H
∗(FQ,T (P )) ◦ H∗(iP )−1 be the induced homomorphism. We have
the following commutative diagram
H∗(P ) IP←−−−−−− H∗(P )
H∗(j)
x ↙IQ,P
xH∗(j)
H∗(Q)
IQ←−−−−−− H∗(Q)
in which j : P → Q is the inclusion. This shows that (H∗(P ), IP ) and
(H∗(Q), IQ) are linked in the sense of [17] hence LH∗(j) : L(H∗(Q), IQ)→
L(H∗(P ), IP ) is an isomorphism.
Step 2. We lift the assumption (iv). Let Qk, k = 1, 2, . . . , n be the
sequence of weak index pairs, existence of which follows from Lemma 5.7.
Then each pair (Qk+1, Qk) of weak index pairs satisfies assumptions (ii) –
(iv), hence by Step 1 their corresponding Leray reductions are isomorphic.
Since Q0 = Q and Qn = P , the conclusion follows.
Step 3. We lift the assumption (iii). Let R1 := (P1 ∪Q2), R2 := P1 ∩Q2.
By Lemma 5.4 (P1, R2) and (R1, Q2) are weak index pairs. Consider the
following commutative diagram of inclusions
(P1, R2)
j2−−−−−−→ (R1, Q2)
j1
x
xj3
(P1, P2)
j4−−−−−−→ (Q1, Q2)
Obviously pairs (P1, P2), (P1, R2) and (R1, Q2), (Q1, Q2) satisfy assumptions
(ii) and (iii), therefore by Step 2 inclusions j1 and j3 induce isomorphisms.
Since P1 \R2 = P1 \Q2 = R1 \Q2, by the strong excision property inclusion
j2 induces an isomorphism.
Step 4. We assume only (i). By Lemma 5.3 P ∩Q is a weak index pair,
hence the conclusion follows from Step 3 applied to pairs P ∩ Q ⊂ P and
P ∩Q ⊂ Q.
Step 5. If M 6= N one may assume that M ⊂ N since otherwise M ∩N
can be considered as an isolating neighbourhood of S. By Step 4 it suffices
to show the existence of weak index pairs P and Q in N and M respectively,
and such that L(H∗(P ), IP ) and L(H∗(Q), IQ) are isomorphic.
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By Proposition 4.7 there exists a weak index pair P in N such that P1 \
P2 ⊂ intM . By Lemma 5.1, Q := P ∩ M is a weak index pair in M .
Moreover Q1 \ Q2 = (P1 \ P2) ∩M = P1 \ P2 hence the inclusion Q ⊂ P
induces an isomorphism in cohomology, by the strong excision property. 
We finish this section with the following theorem showing that the defini-
tion of the Conley index for dmds proposed in this paper generalizes earlier
definitions.
Theorem 6.5. Assume S is a strongly isolated invariant set of a dmds F .
Then, S is an isolated invariant set in the sense of Definition 4.3. Moreover,
the Conley index of S in the sense of Definition 6.3 coincides with the Conley
index of S in the sense of [11, 23].
Proof: The theorem is an immediate consequence of Propositions 4.4, 4.2,
Theorem 2.6 in [11], Proposition 4.8 and Theorem 6.4. 
7. Construction of the dual discrete multivalued dynamical
system admitting index pairs
From now on we assume that X is a locally compact normal space and P
is a weak index pair in N .
We select compact, disjoint sets C,D ⊂ P1 ∪ (X \ intN) such that
cl(P1 \ P2) ⊂ C
and
X \ intN ⊂ D.
By Urysohn’s lemma we can choose a continuous function α : X → [0, 1] =: I
such that α|C = 0 and α|D = 1. Let
X¯ := X¯(P ) := (P1 \ P2)× {0} ∪ (P2 ∪ (X \ intN))× I ∪X × {1}
with the Tichonov topology. Consider
µ : X¯ 3 (x, t) 7→ t+ (1− t)α(x) ∈ I.
The following properties of µ are straightforward.
Proposition 7.1. For any (x, t) ∈ X¯ we have
(1) µ(x, 0) = α(x),
(2) x ∈ C ⇒ µ(x, t) = t,
(3) x ∈ D ∨ t = 1⇒ µ(x, t) = 1,
(4) µ is nondecreasing with respect to the second variable.
Proposition 7.2. We have a well defined usc, acyclic valued map
F¯ : X¯ 3 (x, t) 7→ F (x)× {µ(x, t)} ⊂ X¯.
Proof: We shall verify that F (x) × {µ(x, t)} ⊂ X¯ for any (x, t) ∈ X¯.
According to Proposition 7.1 (3) the conclusion is straightforward whenever
x ∈ X \ intN or t = 1. By Lemma 6.1 (i) we have F¯ (x, t) ⊂ (P2 ∪ (X \
intN))× I ⊂ X¯ for x ∈ P2 and any t ∈ I. It remains to consider x ∈ P1 \P2
17
and t = 0. Then, by Lemma 6.1 (i) and Proposition 7.1 (2), F¯ (x, 0) ⊂
(P1 ∪ (X \ intN))× {0} ⊂ X¯.
Upper semicontinuity of F¯ follows from the upper semicontinuity of F
and the continuity of µ.
Since for any (x, t) ∈ X¯ the set F¯ (x, t) is homeomorphic to F (x), acyclicity
of values is obvious. 
Consider the homeomorphism (onto its image)
ι : P1 ∪ (X \ intN) 3 x 7→ (x, 0) ∈ X¯.
From the lines of the proof of Proposition 7.2 the following corollary follows.
Corollary 7.3. We have
(i) F¯ (ι(cl(P1 \ P2))) ⊂ ι(P1 ∪ (X \ intN)),
(ii) F¯ ((X \ intN)× I) ⊂ X × {1}.
Let
η : (P1 \ P2)× {0} ∪ (P2 ∪ (X \ intN))× I 3 (x, t) 7→ (x, 0) ∈ X¯.
Lemma 7.4. We have
(i) ι(F (x)) = η(F¯ (ι(x))) for x ∈ P1,
(ii) ι(F (x)) = F¯ (ι(x)) for x ∈ cl(P1 \ P2).
Proof: In order to verify (i) consider x ∈ P1. Then η(F¯ (ι(x))) =
η(F¯ (x, 0)) = F (x) × {0} = ι(F (x)). Condition (ii) is a consequence of (i)
and Corollary 7.3 (i). 
Proposition 7.5. Let S be an isolated invariant set for F in its isolating
neighbourhood N , and let P be a weak index pair. Assume that X¯ and F¯
are defined as above. Then S¯ := ι(S) is an isolated invariant set for F¯ ,
N¯ := ι((P1 ∪ (X \ intN))∩N) is its isolating neighbourhood and P¯ := ι(P )
is a weak index pair for S¯ in N¯ .
Proof: The set N¯ is compact as a homeomorphic image of a compact
set. By property (c) of P we have S¯ ⊂ ι(int(P1 \ P2)) = int(ι(P1 \ P2)) =
int(P¯1 \ P¯2) ⊂ int N¯ . Thus S¯ ⊂ int N¯ and P¯ satisfies (c).
We shall verify that Inv N¯ = S¯. Let (x, 0) ∈ Inv N¯ and let σ¯ : Z → N¯
be a solution for F¯ with σ¯(0) = (x, 0). By Proposition 7.1 (3), σ¯(k) ∈ P¯1
for k ∈ Z. Define σ(k) : Z → P1 by σ(k) := ι−1(σ¯(k)) for k ∈ Z. Then
σ(0) = x and, by Lemma 7.4 (i) for any k ∈ Z, σ(k + 1) = ι−1(σ¯(k +
1)) ∈ ι−1(F¯ (σ¯(k)) = ι−1(F¯ (ι(σ(k))) = F (σ(k)), which means that σ is a
solution for F through x in N . Therefore (x, 0) ∈ S¯. We have proved that
Inv N¯ ⊂ S¯. In order to prove the opposite inclusion consider (x, 0) ∈ S¯.
Since M := cl(P1 \ P2) is an isolating neighbourhood for S, there exists
σ : Z → M , a solution for F through x. One can check that then ι ◦ σ is a
solution for F¯ through (x, 0) in ι(M) ⊂ N¯ , hence, (x, 0) ∈ Inv N¯ .
Now we will show that P¯ is a weak index pair for S¯ in N¯ . Note that
property (c) of P¯ has already been verified. Moreover, it is clear that P¯2 ⊂ P¯1
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are compact subsets of N¯ with P¯1\P¯2 ⊂ int N¯ , hence (d) is verified. In order
to verify condition (a) for P¯ observe that
F¯ (P¯i) ∩ N¯ = F¯ (ι(Pi)) ∩ ι(N ∩ (P1 ∪ (X \ intN)))
⊂ η(F¯ (ι(Pi))) ∩ ι(N ∩ (P1 ∪ (X \ intN)))
= ι(F (Pi) ∩N ∩ (P1 ∪ (X \ intN))),
where the last equality follows from Lemma 7.4 (i). By the above inclusion
and property (a) of P , we have F¯ (P¯i)∩ N¯ ⊂ ι(Pi ∩ (P1 ∪ (X \ intN))) = P¯i.
It remains to prove condition (b). We have
bdF¯ (P¯1) = ι(P1) ∩ cl(F¯ (ι(P1)) \ ι(P1))
= ι(P1) ∩ cl(F¯ (ι(P1 \ P2)) ∪ F¯ (ι(P2)) \ ι(P1))
and consequently, using Lemma 7.4 (ii), we get
bdF¯ (P¯1) = ι(P1) ∩ cl[ι(F (P1 \ P2)) ∪ F¯ (ι(P2)) \ ι(P1)]
⊂ ι(P1) ∩ [cl(ι(F (P1 \ P2) \ P1)) ∪ cl(F¯ (ι(P2)))]
= ι(P1 ∩ cl(F (P1 \ P2) \ P1)) ∪ (ι(P1) ∩ cl(F¯ (ι(P2))))
⊂ ι(P2) ∪ (ι(P1) ∩ cl(F¯ (ι(P2)))),
where the last inclusion follows from property (b) of P . By Lemma 6.1 (i)
we have F¯ (ι(P2)) ⊂ (P2 ∪ (X \ intN))× I, hence
ι(P1) ∩ cl(F¯ (ι(P2))) ⊂ ι(P1) ∩ P2 × I ∪ ι(P1) ∩ (X \ intN))× I
⊂ ι(P2) ∪ ι(P1) ∩ (X \ intN))× I
and, finally, ι(P1) ∩ (X \ intN)× I ⊂ P¯2 as P1 \ P2 ⊂ intN . 
Theorem 7.6. Let S be an isolated invariant set for F in its isolating
neighbourhood N , and let P be a weak index pair. Assume that X¯, F¯ and S¯
are defined as in Proposition 7.5. Then C(S, F ) = C(S¯, F¯ ).
Proof: By Proposition 7.5, S¯ is an isolated invariant set for F¯ . Consider
a weak index pair P¯ for S¯ in N¯ , as defined in Proposition 7.5. By Theorem
6.4 it suffices to show that L(H∗(P ), IP ) and L(H∗(P¯ ), IP¯ ) are isomorphic.
By Lemma 6.1 (i), F is a map of pairs (P1, P2) and (TN,1(P ), TN,2(P )).
By similar reasons F¯ maps (P¯1, P¯2) into (TN¯,1(P¯ ), TN¯,2(P¯ )). We have the
commutative diagram
(P1, P2)
F−→ (TN,1(P ), TN,2(P )) j1←− (P1, P2)xp1 xp2 xp1
(P¯1, P¯2)
F¯−→ (TN¯,1(P¯ ), TN¯,2(P¯ ))
j2←− (P¯1, P¯2)
in which j1, j2 are inclusions and
p1 : (P¯1, P¯2) 3 (x, 0) 7→ x ∈ (P1, P2),
p2 : (TN¯,1(P¯ ), TN¯,2(P¯ )) 3 (x, t) 7→ x ∈ (TN,1(P ), TN,2(P ))
are projections. By Lemma 6.1 (ii) inclusion j1 induces an isomorphism in
cohomology, and so does j2. Since, additionally, projection p1 induces an
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isomorphism, it follows that p2 induces an isomorphism. Eventually we infer
that IP and IP¯ are conjugate. 
Theorem 7.7. Under the regime of Theorem 7.6, S¯ is a strongly isolated
invariant set for F¯ .
Proof: We need to find a strongly isolating neighbourhood M for S¯.
Let N , P , N¯ and P¯ be as in Proposition 7.5. Define M := (P1 \P2)×{0}∪
(P2 ∪ (X \ intN)) × [0, 12 ]. Clearly S¯ ⊂ M are compact subsets of X¯. By
Proposition 7.5, S¯ ⊂ int N¯ ⊂ intM and S¯ = Inv N¯ ⊂ InvM . We shall prove
that InvM ⊂ S¯. By Corollary 7.3 (ii) we have InvM ∩ (X \ intN)× I = ∅.
Suppose that (x, t) ∈ InvM ∩ [((P1 \ P2) × {0} ∪ P2 × [0, 12 ]) \ S¯]. Let
σ¯ : Z → M be a solution for F¯ with σ¯(0) = (x, t). According to Corollary
7.3 (ii) we may assume that σ¯(k) ∈M \ (X \ intN)× [0, 12 ] for k ∈ Z. Then
η ◦ σ¯ : Z → N¯ is a solution for F¯ through (x, 0) hence, by Proposition 7.5,
(x, 0) ∈ S¯, a contradiction.
By Corollary 7.3 (i), F¯ (S¯) ⊂ (P1 ∪ (X \ intN)) × {0} ⊂ intM , which
along with S¯ ⊂ intM yields S¯ ∪ F¯ (S¯) ⊂ intM . 
8. Examples
Example 8.1. Let f be given by (4) and let F be defined as in Section 2
(see Figure 1). As in Example 2.1 consider 0, a hyperbolic fixed point of f
and an isolated invariant set S := [3132 ,
1
32 ] ∈ A for F containing 0.
We are going to show that the Conley index of S for F is the same as the
Conley index of {0} for f .
Observe that the set N := [1516 ,
1
16 ] is an isolating neighbourhood for F
and S. The sets P1 := N and P2 := {1516} ∪ { 116} give raise to a weak index
pair P = (P1, P2) for F in N . Then H
∗
k(P ) has one generator for k = 1 and
is trivial for other k. An easy computation shows that
Ck(S, F ) =
{
(Z, id) for k = 1
0 otherwise.
Let us note that N is also an isolating neighbourhood for {0} and f , and P
is a weak index pair for f in N . It can be easily verified that
Ck({0}, f) =
{
(Z, id) for k = 1
0 otherwise.
Example 8.2. Let f and F be the same as above. In Example 2.2 we
have observed that S′ := {13 , 23} is a hyperbolic periodic trajectory of f .
Moreover, S := [ 932 ,
13
32 ] ∪ [1932 , 2332 ] is a cover of S′ by elements of the grid A
and each point of S belongs to a 2-periodic trajectory of F in S. The set
N := [1764 ,
27
64 ] ∪ [3764 , 4764 ] is an isolating neighbourhood for S and F .
In order to compute C(S, F ), define P1 := N and P2 := {1764 , 2764 , 3764 , 4764}.
It is straightforward to observe that P = (P1, P2) is a weak index pair for
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F in N . Then H∗k(P ) is trivial for k 6= 1 and it has 2 generators for k = 1.
The index map is an isomorphism
IP =
[
0 1
1 0
]
.
We have
Ck(S, F ) =
{
(Z2, τ) for k = 1
0 otherwise,
where τ is a transposition τ : Z2 3 (x, y) 7→ (y, x) ∈ Z2.
It is easy to verify that N is an isolating neighbourhood for S′ and f , and
P is a weak index pair for f in N . Again, H∗k(P ) is trivial for k 6= 1 and
has two generators for k = 1. The index map has the form
IP =
[
0 1
1 0
]
and
Ck(S
′, f) =
{
(Z2, τ) for k = 1
0 otherwise.
Thus, the Conley index of S for F is the same as the Conley index of {13 , 23}
for f .
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