Abstract. The density matrix formalism and the equation of motion approach are two semi-analytical methods that can be used to compute the non-equilibrium dynamics of correlated systems. While for a bilinear Hamiltonian both formalisms yield the exact result, for any non-bilinear Hamiltonian a truncation is necessary. Due to the fact that the commonly used truncation schemes differ for these two methods, the accuracy of the obtained results depends significantly on the chosen approach. In this paper, both formalisms are applied to the quantum Rabi model. This allows us to compare the approximate results and the exact dynamics of the system and enables us to discuss the accuracy of the approximations as well as the advantages and the disadvantages of both methods. It is shown to which extent the results fulfill physical requirements for the observables and which properties of the methods lead to unphysical results.
Introduction
In about the last 15 years, refined experimental techniques based on ultracold gases in optical lattices, created by intense laser fields [1, 2, 3, 4, 5] , have allowed for studies of closed quantum systems far away from equilibrium. Two facts are important: First, the systems must be well isolated in order not to exchange energy with the environment quickly. In this way, long observation times are possible. Second, the systems must be externally controllable in time. This is achieved by manipulating the laser fields and other external electromagnetic fields. In this way, an externally controlled H(t) can be tailored to the needs of experiments which are not possible in solid state systems. One efficient way to push the system far out of equilibrium is to start from an initial quantum state which is not an eigenstate of the Hamiltonian H(t ≥ 0) which is constant for positive times. For instance, one may suddenly change parameters which is called a quench.
Typically, the quenched systems are in highly excited states with respect to the quenched Hamiltonian. Thus their dynamics is governed by processes on all energy scales including high energies. Properties may occur which are totally different from the equilibrium ones. This makes the field of non-equilibrium physics particularly fascinating, both, from the experimental and from the theoretical point of view. While the earlier experiments dealt with bosonic system [1, 2, 3, 4, 6, 7] , in the last years more and more investigations of fermionic systems are performed [8, 9, 10, 5, 11, 12, 13] or mixtures of both [14] . Recently, the spin degree of freedom and its correlations are also addressed [15, 16, 17, 18, 19, 20] .
The necessity to include all energy scales makes theoretical calculations, numerical or analytical ones, challenging [21] . The set of tools which can be used is limited. So far, the majority of theoretical investigations were focused on one-dimensional (1D) systems, on infinite dimensional systems, and on small finite systems because for these cases powerful tools are available. For 1D systems, the tool box is best: quantum field theoretical descriptions provide analytical approaches [22, 23, 24, 25, 26, 27, 28] . The best understood models remain those which correspond to non-interacting fermionic or bosonic systems [29, 30, 31, 32] or models which are effectively close to non-interacting ones [33] . Time dependent density matrix renormalization group is a powerful numerical tool which enables to study non-equilibrium phenomena in 1D systems [34, 35, 36, 37, 38, 39, 40, 41, 6, 12] . The other dimensionality allowing for well-controlled studies is infinite dimensions where dynamical mean-field theory becomes exact [42, 43, 44, 45] and Gutzwiller approaches are well justified [46, 47] .
Exact diagonalization is completely flexible concerning dimensionality, but it is restricted to small systems [48, 49, 50] . The intricate choice of basis states allows to reach even larger system size for specific issues [51, 52, 53, 54, 55] . Recently, the technique of exact diagonalization has been boosted by using it in a cluster approach for 1D systems [56] . While the results do not suffer from any finite size effects their validity is limited by the maximum extension of the clusters which can be evaluated.
A powerful macroscopic approach is to use the quantum Boltzmann equation to describe the temporal evolution of the density. This works very well for a variety of problems [57, 11, 18] . Generically, the required scattering matrix elements are taken from leading order perturbation theory. Thus, complementary microscopic approaches are still desirable to verify the known results and to extend them to large interactions.
So far, the question to which extent conserved quantities strongly restrict or even prevent relaxation was in the center of interest [48, 24, 58, 59, 31, 32] . Thus, integrable systems and systems close to integrability were studied, which drew the interest to 1D systems and to zero dimensional ones [60, 61, 62] .
Microscopic studies of two-dimensional (2D) models out of equilibrium are still very rare; quantum Monte Carlo studies are an option [63] . Other 2D studies address the influence of a strong electric field on the dynamics of carriers in a Mott insulator [53, 54, 55] . The life time of double occupancies in 2D models has been investigated experimentally and perturbatively [10] and by exact diagonalization [64] . Furthermore, the efficient representation of states as projected entangled pairs is one of the promising numerical approaches to date [15, 37, 65] . Still, the exponential growth of entanglement entropy restricts the application to short times in any dimension [66, 21] and poses a constraint in particular in two dimensions which is not easy to overcome. Of course, three dimensional systems are even more difficult to describe reliably.
In solid state physics, pump-probe experiments provide a wealth of information on the solid systems away from equilibrium [67, 68, 69, 45, 70, 71] . Currently, particular interest is devoted to stirring ordered phases such as charge density waves [72, 73] or superconducting phases [68, 69, 70, 74, 75, 76, 77] .
The above brief review, which cannot be exhaustive, illustrates impressively that the field of non-equilibrium physics in general is currently an extremely active field of research. Thus, the development of theoretical approaches and their assessment is a timely task. To this end, we study two approaches based on the Heisenberg equations of motion and compare them in the present article. The two approaches are the density-matrix formalism (DMF) and the iterated equations of motion (iEoM), see below. They will be applied to the quantum Rabi model (QRM) which is overseeable enough to understand the origin of the observed behavior. In addition, its great advantage is that an exact solution exists which we can use to gauge the approximate approaches. Thus, the QRM provides an ideal testbed. Our study is intended to render the application of either of the approximate approaches to more complex extended models more efficiently.
The article is set up as follows. In Sect. 2, we briefly introduce the model which serves as the testbed. In Sect. 3, the two approximate approaches are introduced and their applications to the model are explained. The results are presented in Sect. 4. Finally, our findings are summarized in the Conclusions 5 where we provide an outlook as well.
The quantum Rabi model
The quantum Rabi model (QRM), which was introduced in 1936 by Rabi [78] , describes the interaction between a single bosonic mode and a two-level system. It is one of the simplest strongly coupled quantum systems. The Hamiltonian reads
where b † and b are the bosonic creation and annihilation operators, ω the boson frequency and σ x and σ z are Pauli matrices describing the two-level system. The two-level system represented by H σ is characterized by the energy difference ω 0 . It is coupled to the bosonic environment H B . The coupling between system and environment is described by the interaction Hamiltonian H I with coupling parameter g.
Every state of the Rabi model can be expanded in product states of a bosonic state and a spin state. In this basis, both H σ and H B can be chosen diagonal. However, there is no common eigenbasis for σ x and σ z . Therefore, there is no common eigenbasis of all parts of the Hamiltonian. Only the total energy is preserved. We choose ω as our energy unit, i.e., all energies are given in units of ω. Also,h is set to unity for convenience.
One key advantage of this model is that an exact solution is available. On the basis of discrete symmetries, Braak obtained an exact set of eigenstates and eigenvalues in 2011 [79] . On this basis the numerically exact time evolution of the observables σ x and σ z [80] 
Therefore the expectation value of the number operator remains non-negative at all times. Every two-level system can be represented by a spin S = 
Methods
Here we briefly present the two general approaches used and compared in this article.
The density matrix formalism
The density matrix formalism (DMF) derives the equations of motion of expectation values by using the Heisenberg equation of motion. If the considered operators are not explicitly time dependent, but the time dependence is only induced by the Hamiltonian, the Heisenberg equation of motion reads
In the Heisenberg picture, the states |Ψ and the corresponding density matrices ρ Ψ are time independent. Therefore the temporal evolution of an expectation value is given by
Depending on the Hamiltonian, calculating the commutator of the operator A and the Hamiltonian may (and generically will) result in the appearance of additional expectation values whose temporal evolutions have to be calculated again by applying equation (4) . In case of a bilinear fermionic or bosonic Hamiltonian, this procedure results in a closed set of differential equations that can be computed exactly. But in the case of interacting Hamiltonians, for instance the QRM, the application of (4) leads to an infinite hierarchy of differential equations which does not close. Hence, these equations cannot be integrated straightforwardly.
A truncation is necessary in order to obtain a closed system so that the temporal evolution of expectation values can be computed. One way to truncate is to neglect the interaction between operators if the corresponding cumulant exceeds a certain order. The order of the cumulant is given by the number of operators appearing in it [81, 82] . The fundamental idea of the DMF is that the contribution of the cumulant including a larger number of operators, i.e., being of higher order, is smaller.
Cumulants occur upon factorizing the expectation value of an operator product [81] . They are calculated according to
and comprise the dynamics of the interaction between the operators in the initial product. For instance, the cumulants for expectation values consisting of one, two and three operators are given by
The number n in (5) denotes the order of the cumulant, i.e., the number of operators occuring in it. To construct the truncation by cumulants, the system of differential equations for the expectation values has to be converted into a system of differential equations for the corresponding cumulants. For instance, the temporal evolution of σ z b can be expressed in cumulants according to
Furthermore, using the product rule for calculating the derivative with respect to the time leads to
Equating (7b) and (8b) yields the differential equation for the cumulant
The cumulants marked in red (dark grey) are of third order because the number of operators involved in the cumulant is three. Thus, these cumulants are truncated in an approximation of second order. We emphasize that this is not equivalent to a perturbative truncation in the order of the coupling parameter g. The truncation based on the order of cumulants only requires the assumption that the contribution of a cumulant decreases with the number of operators involved. This leads to a closed system of differential equations amenable to numerical solution.
The iterated equation of motion approach
Similar to the DMF, the approach of iterated equations of motion (iEoM) is based on the Heisenberg equation of motion. But instead of directly deriving the temporal evolution of certain expectation values, the temporal evolution of certain operators is computed [23, 83, 84, 85, 86] . As in the DMF, the commutator in the Heisenberg equation of motion leads to an infinite hierarchy of differential equations for generic Hamiltonians. Thus, in order to solve for the temporal evolution of the operators, a truncation becomes necessary. To this end, we start from an operator basis for which we solve the iEoM. The basic idea is that the approximation becomes more and more accurate upon extending this basis. Such an operator basis can be obtained by systematically extending the ansatz for each initial operator or by defining a common operator basis for all operators under study. The time dependences of the operators in the Heisenberg picture being elements of the chosen basis are put into prefactors γ nl (t) of the time independent operators V S n in the Schrödinger picture. Hence, the ansatz for the dynamics of an operator V H n in the Heisenberg picture is given by
The initial conditions of the prefactors are
As mentioned above, the operator basis can be obtained by initially only considering the operator V n and extending the basis systematically by operators V new occurring in the commutator in Eq. (3). The resulting differential equations can be truncated strictly in the order of the coupling parameter g by including only operators of O(g n ) in the operator basis. The alternative approach is to define a common operator basis for all operators. If such a common operator basis is defined beforehand the truncation is not applied in a strict order of the coupling parameter g. Contributions of O(g n+m ) are included if the corresponding operator is an element of the chosen basis. Thus, the results obtained by truncating using an operator basis will differ from the results obtained by truncating strictly in the order of the coupling parameter.
For instance, the initial ansatz for the annihilation operator is given by
Heisenberg's equation of motion implies
so σ x is included in the extended ansatz which now reads
This can again be computed using the Heisenberg equation of motion. Extending the ansatz systematically and only considering contributions in O(g 1 ) eventually leads to
so that the temporal evolution of the annihilation operator is given both by
Comparing Eqs. (16b) and (17) yields the closed system of differential equations
which can be solved numerically. In this case, truncating strictly in the coupling parameter g and truncating according to the operator basis yields the same result. But if contributions in O(g 2 ) are considered, computing Heisenberg's equation of motion for the ansatz
In a strict truncation in O(g 2 ), both the operators highlighted in green (light grey) and in red (dark grey) are neglected. This differs from the truncation in the more general approach based on a pre-defined operator basis. Using the pre-defined operator basis the green (light grey) contributions in O(g 3 ) are kept because σ y , which can be found in the ansatz (19) , is an element of the operator basis.
The definition of a common operator basis for all operators allows us to describe the dynamics of the operators in matrix notation. The temporal evolution of an operator that is not explicitly time dependent is given by
The dynamics of the vector V containing all operators in the basis can therefore be described using the matrix M according to
Henceforth, we will call the transposed matrix M T the dynamic matrix belonging to the chosen basis of operators.
The Hamiltonian H R is not time dependent and thus equal in both the Schrödinger and the Heisenberg picture. The Heisenberg equation of motion can be written as
Using (10), the commutator yields
Comparing Eqs. (23d) and (24) we obtain
where the latter notation underlines the matrix form of the equation. Both γ and M are quadratic matrices. Eq.
(25b) is equivalent to the vector equation
Here, γ n is a column vector made from the elements of the n-th row of the matrix γ. Transposing (26) leads to the vectorial differential equation
that is solved by
Here, λ m denotes the eigenvalues and u m the eigenvectors of the dynamic matrix M T . Therefore, choosing an operator basis that corresponds to a hermitian matrix M guarantees that the temporal evolution consists of oscillatory contributions only as is physically reasonable in quantum mechanics. No exponentially diverging time dependence can occur. Conversely, if the dynamic matrix M T is not hermitian complex eigenvalues may appear which imply exponentially diverging contributions which are unphysical.
For the QRM no operator basis can be found that implies a hermitian dynamic matrix M T and comprises all operators in O(g 2 ). But there is a basis that leads to a matrix with only real eigenvalues satisfying exactness in O(g 3 ). This basis will be discussed more specifically in the following section.
We stress an inherent advantage of the iEoM approach, namely that the non-negativity of the number operator is guaranteed. Calculating the temporal evolution of b(t) the number operator can be expressed by b † (t)b(t) which is a non-negative operator by construction. Thus, the resulting expectation values will always be non-negative as it has to be on physical grounds.
Results
The systems of differential equations for both the DMF and the iEoM approach are solved numerically using the Livermore Solver for Ordinary Differential Equations [87] or, alternatively, a Runge Kutta algorithm of fourth order [88] . The system of differential equations for the DMF cannot be integrated for long time intervals with either of these algorithms because the numerically iterated matrix of coefficients becomes singular within machine precision.
The energy splitting of the spin ω 0 used below in the computations of the temporal evolutions of the expectation values is ω 0 = 0.5ω. This value is chosen because it was also used in the exact data provided in Ref. [80] . For the iEoM, two different operator bases are considered. Both comprise the elementary set of operators
where the pre-factors are chosen such that the ensuing dynamic matrix M T is hermitian. However, the basis V is not sufficient to describe the QRM because H B in (1) contains the bosonic operators without spin operators attached but neither b † b, nor b or b † are elements of V . Thus, we consider two extensions
The difference between both bases is that one (V prod ) contains b † b in a product while the other (V sep ) contains the bosonic creation and annihilation operator separately.
While none of the two operator bases leads to a hermitian dynamic matrix M T , we find that the matrix resulting from V prod only has real eigenvalues. Therefore, no exponential divergences occur if this basis is used to calculate the expectation values. In contrast, the matrix resulting from V sep has complex eigenvalues occurring in conjugate pairs with finite imaginary parts. This implies that exponentially diverging solutions for the expectation values occur. Independent from the divergence behavior the expectation value b † b (t) remains non-negative at all times.
Temporal evolution of the spin operators
Due to the truncation, the DMF approach may lead to unphysical behaviour, for instance the expectation values for the spin operators can have absolute values beyond unity or the expectation value for the particle number turns negative. The QRM is an excellent testbed to study and to analyze such behavior. Fig. 1 shows the DMF results for the temporal evolution of the spin operators in first and second order for g = 0.1ω, where the initial state is set to
that is to say that the spin is polarized in x-direction and the bosonic mode is initially unoccupied. In first order, where the iEoM and the DMF approach produce the same results, σ x and σ y oscillate with a constant phase shift of π 2 . This corresponds to a rotation in the xy-plane as expected for a precessing spin (Larmor precession). Inspecting the second order results of the DMF, it becomes evident that for tω[2π] > 12.5 the absolute expectation values of the Pauli matrices exceed unity which clearly is unphysical. Fig. 2 displays the results of the DMF in comparison to the exact solution from Ref. [80] and to the results of the iEoM using the operator bases V prod and V sep . It should be noted that calculating the temporal evolution of the spin operators using the iEoM, a strict truncation in second order of the coupling parameter equals a truncation using the operator basis V prod .
Looking at short times, it is obvious that the DMF results in first order differ significantly from the exact solution in both amplitude and phase. But the second order DMF results agree better with the exact solution than the results of the iEoM using V prod . At the same time, the temporal evolution computed using the iEoM based on V sep is in remarkable agreement with the exact evolution. To illustrate this good agreement, a zoom of the peak of the temporal evolution around tω = 2π · 8.2 is displayed in the middle panel in Fig. 2 . This excellent agreement persists for longer times as displayed in the lower panel. In addition, the lower panel shows that the expectation value computed using second order DMF diverges exponentially which is a serious caveat physically. In contrast, the results of the iEoM using V prod show no unphysical behavior and no exponential divergences. This remains true for larger coupling parameters and was to be expected because the dynamic matrix M T resulting from V prod only has real eigenvalues. But the iEoM approach based on V prod leads to large discrepancies to the exact solution. It is remarkable that the analytically better justified ansatz leads to qualitatively worse results. While the computation using V sep implying complex eigenvalues agrees significantly better, the expectation values of the spin operators show unphysical results exceeding unity, even though no divergences occur on the considered time scales. Because the deviations of the results computed using the DMF in 1 st order be- come evident on short time scales, these results are not displayed for larger time scales in the lowest panel.
We depict only the temporal evolution of σ x , but the computation of σ z yields similar results when using V prod and V sep . This is due to the block structure of the dynamic matrix M T in (27) . There are submatrices which are not linked to the other blocks so that the dynamics of certain operators is not coupled to the other operators in the operator basis. This means that for certain initial conditions reduced bases V red can be identified yielding the same temporal evolution as the compuation in the full basis.
In concrete terms, neither the coefficients corresponding to b and b † nor the coefficient belonging to the number operator appear in the evolution of σ z . Hence, the reduced basis
is sufficient and the corresponding dynamic matrix is hermitian. Therefore, the results for the temporal evolution of σ z agree almost perfectly with the exact temporal evolution for small coupling parameters and even for larger coupling parameters no unphysical behavior is observed.
Temporal evolution of the particle number operator and the expectation value of energy
The main advantage of the iEoM over the DMF is that products of operators with their hermitian conjugates will yield non-negative results by construction. By this argument, the operator basis V sep comprising b as well as b † guarantees a non-negative temporal evolution of the number operator. We observe, however, that the expectation values of the number operator b † b computed in the operator basis V prod does not display negative values either. So these results are physically reasonable. But at present, we do not see a compelling mathematical argument why this is so.
In the upper panel of Fig. 3 it is evident, that the DMF results in second order display unphysical behavior, namely particle densities falling below zero, even for short times. These negative expectation values are highlighted in red. By contrast, the expectation value of the number operator remains non-negative for all times within the iEoM approach.
While the expectation value computed using V prod shows regular oscillations and does not exceed a maximum value the expectation value computed using V sep diverges exponentially. This must be classified unphysical since the full quantum mechanical dynamics is unitary and thus cannot yield diverging results. For instance, the expectation value of the total energy has to stay constant.
Computing the expectation value of the energy using the iEoM, it is important to calculate the expectation value H I = g σ x b + b † using the evolution of σ x b and σ x b † which are elements of both operator bases. Using the product of the temporal evolutions of σ x and b or b † computed separately, the argument implicitly assumes that [σ i , b µ ] = 0. But this does not hold true for the truncated temporal evolutions of the operators except at t = 0 for trivial reason. Therefore, the expectation value σ x (t) b(t) + b † (t) computed from the product has a non-negligible imaginary part even though the operator is hermitian. By contrast, the expectation value computed using σ x b(t) and σ x b † (t) remains real for all times as it has to be.
The temporal evolution of the expectation value of energy is displayed in Fig. 4 . As expected, the evolution computed using V sep diverges. This divergence is solely due to the contribution of the number operator to H R , as the temporal evolution of σ x b is the same for V sep and for V prod .
Nevertheless, since all calculations are exact in second order in g, no matter if they are based on V sep or on V prod , the error of H R is of order g 3 or possibly of higher order. The plot of the deviation of H R from zero on a double logarithmic scale reveals that for small couplings the proportionality H R ∝ g 4 holds true. This behavior agrees with our expectation because H R is invariant under the transformation iEoM V sep iEoM V prod Fig. 4 . iEoM results for the temporal evolution of the expectation value of the energy for σx (0) = 1, ω0 = 0.5ω, and g = 0.1ω using the operator bases V prod and Vsep.
which implies that the ground state energy and certain other expectation values only depend on even powers of g. Thus, the accuracy of the energy in order g 3 implies the accuracy in order g 4 . Note that V sep is the operator basis that leads to a significantly better agreement with the exact results for the temporal evolution of the spin operators, in spite of the detrimental long time behavior discernible in Fig. 4 . Contrary to the energy computed using V sep , the energy using V prod does not diverge. Here, the expectation value oscillates around zero and shows beating behavior with a constant amplitude for all times. So again, we observe that the conceptually more suitable operator basis leads to results that deviate more from the exact solution for intermediate times.
Conclusions and Outlook

Objective
We studied the real time behavior in the quantum Rabi model (QRM) off equilibrium by two related, but distinct approximate approaches. The QRM is chosen because it represents a correlated non-trivial model for which an exact solution for the non-equilibrium dynamics exists [79, 80] .
Both approximate approaches to be compared are based on the Heisenberg equations of motion. The first approach is the widely used density-matrix formalism (DMF) which directly focuses on the time dependence of expectation values [67, 74, 75, 77] . The second approach is dubbed iterated equations of motion (iEoM) and focuses on the time evolution of the operators described in a basis of time independent operators [23] . The motivation is to study how well these approaches work and to judge their strengths and weaknesses. This will help to employ them for other systems more efficiently.
Summary
We found that the DMF applied to the QRM in second order leads to non-physical results. The expectation values of the non-negative number operator turn spuriously negative. Furthermore, significant deviations from the exact solution occur.
The iEoM approach requires to work with an operator basis chosen beforehand. Different choices of this basis lead to different dynamic matrices and thus to different results. A key advantage of the iEoM approach is that densities stay non-negative by construction as it has to be.
Conceptually, the dynamic matrices describing the operator dynamics in the iEoM should have only real eigenvalues because only real frequencies guarantee solutions of merely oscillatory character avoiding exponential divergences. It is such oscillatory behavior which is characteristic for unitary quantum dynamics. This is ensured formally for hermitian dynamic matrices.
For the QRM, an operator basis (V sep ) comprising both b and b † leads to a dynamic matrix with complex eigenvalues. Still, non-negative expectation values for the number operator are guaranteed. The complex eigenvalues, however, imply that the expectation values of the number operator show exponential divergence. In addition, unphysical results occur for the expectation values of the spin operators for longer times.
An alternative operator basis (V prod ) avoiding the single operators b and b † but including the product b † b leads to a dynamic matrix with only real eigen values. Here, no unphysical results or divergences occur. The number operator remains non-negative, even though this is not guaranteed by construction. Therefore, this is the basis of choice on conceptual grounds.
But we observe that the former choice of basis agrees significantly better than the latter choice in spite of the conceptual assets of the latter. At first sight, this appears astonishing. At second thought, however, the explanation is that it is strongly advantageous to include the fundamental operators b and b † in the basis even though their inclusion makes some eigenvalues of the dynamic matrix complex.
It is a general caveat in dealing with bosonic systems that the dynamic matrices turn out to be non-hermitian so that the conceptual issues cannot be avoided. Hence, for short and moderate times a better agreement can be achieved, but the solutions for long times are spoilt by the conceptual deficiencies.
Conclusions
Comparing the DMF and the iEoM we conclude from our results that the iEoM is advantageous, at least for the QRM, but also generally. One general advantage consists in the possibility to improve the approximation in a systematic way even if no small parameter exists. A larger operator basis leads to improved results. Another advantage consists in the preserved non-negativity of operators.
A caveat of the iEoM applied to the QRM is that we could not find large operator bases implying a hermitian dynamic matrix. From our findings, such a basis should yield good and systematically controlled results. We tried to identify modified scalar products for the operators to reach hermitian dynamic matrices, but failed to conceive such scalar products which are easy to use in practice.
Outlook
A key problem in the search for better adapted scalar products is the infinitely large Hilbert space of bosonic modes. For finite local Hilbert spaces, the situation is decisively different and much more promising. Thus, models consisting only of spins and lattice fermions can be treated by iEoM starting from operator bases with hermitian dynamic matrices so that the approach starts from firm conceptual underpinnings.
The appropriate scalar product between two operators A and B reads
where d is the dimension of the total Hilbert space of the model. Clearly, this scalar product is well defined on any finite lattice. The thermodynamic limit of infinite lattices is also defined if the operators A and B have a finite spatial support, i.e., they are defined on a cluster with a finite number of lattice sites. The key observation ensuring that the dynamic matrix M is hermitian is the following identity for hermitan Hamiltonians H
This means that the commutation with H, also called Liouvillean super-operator, is self-adjoint. Thus its representation as a matrix with respect to an orthonormal basis is hermitian. Therefore, by the above very general argument, we have devised a way to avoid exponential divergences and to construct approximations displaying oscillatory behavior as is generic in quantum mechanics. This route of iEoM for non-equilibrium physics shall be explored further in future research. In parallel, we think that it will be also instructive to compare the DMF and the iEoM approach to the standard diagrammatic approach based on Keldysh diagrams [42, 89] . This is another interesting line of research.
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