Abstract-In this paper, an intelligent backstepping controller, tuned using a chaotic particle swarm optimization (CPSO), is proposed to control of chaos in Genesio 
I. INTRODUCTION
Chaotic behavior is a very interesting nonlinear phenomenon which has been intensively studied during the last two decades. The effect of chaotic system is usually undesirable in practice due to its sensitivity to initial conditions, unpredictable behavior and thereby restricts the operation of physical plants. Because of the difficulty of accurate prediction of a chaotic system behavior, chaos may cause system instability or degradation in performance, and it should be eliminated in many cases.
Many approaches and techniques have been proposed for the control of chaos such as OGY method [1] , bang-bang control [2] , optimal control [3] , intelligent control based on neural network [4] , feedback linearization [5] , differential geometric method [6] , adaptive control [7] - [10] , H  control method [11] , and many others [12] , [13] .
The backstepping approach is one of the most popular nonlinear techniques of controller design. It is capable of generating a globally asymptotically stabilizing control laws to suppress and synchronize chaotic system [14] - [17] . The idea of backstepping design is to select recursively some appropriate functions of state variables as pseudo-control inputs for lower dimension subsystems of the overall system. Each backstepping stage results in a new pseudo-controller Hamed Mojallali is with the Electrical Engineering Department, Faculty of Engineering, University of Guilan, Rasht, Iran (e-mail: mojallali@guilan.ac.ir).
design, expressed in terms of the pseudo-controller from preceding design stages. When the procedure is terminated, a feedback controller is designed which achieves the original design objective by virtue of a final Lyapunov function formed by summing up the Lyapunov functions associated with each individual design stage.
PSO is a kind of evolutionary algorithm based on a population of potential solutions and motivated by the simulation of social behavior instead of the survival of the fittest individual. It is a population-based evolutionary algorithm. Similar to the other population-based evolutionary algorithms, PSO is initialized with a population of random solutions. Unlike the most of the evolutionary algorithms, each potential solution (individual) in PSO is also associated with a randomized velocity, and the potential solutions, called particles, are then ""flown"" through the problem space [18] . The performance of the traditional PSO greatly depends on its parameters, and it often suffers the problem of being trapped in local optima [19] , [20] . In order to avoid these disadvantages, the chaotic particle swarm optimization (CPSO) method based on the logistic equation has been proposed [20] , [21] . Such an algorithm which is known as Chaotic Particle Swarm Optimization (CPSO) is used in this paper in order to determine the intelligent backstepping controller parameters. This algorithm has been utilized widely in recent researches [22] [23] [24] [25] [26] [27] .
The backsteppingcontroller consists of positive parameters which are determined optional and by trial and error. The system response depends on the choice of these parameters. Improper choice of the parameters causes improper performance and sometimes instability of the system. In this paper, the CPSO algorithm is utilized for determination of proper values of the parameters. In fact, this algorithm determines the parameters of backstepping controller by minimizing the objective function. The objective function, used for controller tuning has been taken as a weighted sum of the Integral of Time multiplied Absolute Error (ITAE) and squared control signal.
The rest of the paper is organized as follows. Section 2 describes the backstepping method. PSO and CPSO are described in Section 3. The proposed intelligent backstepping controller is described in Section 4. In Section 5,simulation results are provided to validate the effectiveness of the proposed method. The paper ends with the conclusion as Section 6 followed by the references.
II. BACKSTEPPING METHOD
Consider the following n-order system with strict-feedback form: 
Step 3: Take 4 x as a virtual control input and the 1 2 3 ( , , ) x x x subsystem is changed to (10) .
which is in the form of backstepping method, so the control law 3 u is as follows:
where 3 0 k  . This control law asymptotically stabilizes 1 2 3 ( , , ) (0, 0, 0) x x x  and Lyapunov function is as (12) .
Substituting (11) into (9) 
Step n:
Actual control law u where can asymptotically stabilize (1), is as follows:
where 0 and Lyapunov function is as (15).
International Journal of Computer and Electrical Engineering, Vol. 4, No. 5, October 2012 III. OPTIMIZATIONMETHOD
A. Particle Swarm Optimization (PSO)
In original PSO [18] , each particle is analogous to an individual ""fish"" in a school of fish. It is a population-based optimization technique, where a population is called a swarm. A swarm consists of N particles moving around in a D-dimensional search space. The position of the ith particle can be represented by 1 2 ( , ,..., )
. The velocity for the ith particle can be written as 12 ( , ,..., )
Each particle coexists and evolves simultaneously based on knowledge shared with neighboring particles; it makes use of its own memory and knowledge gained by the swarm as a whole to find the best solution. The best previously encountered position of the ith particle is denoted its individual best position old id x is the current particle position, and new id x is the new, updated particle position. The inertia weight w controls the impact of the previous velocity of a particle on its current one [28] . In general, the inertia weight is decreased linearly from 0.9 to 0.4 throughout the search process to effectively balance the local and global search abilities of the swarm [29] . The equation for the inertia weight w can be written as:
In Eq. (18), max w is 0.9, min w is 0.4 and max Iteration is the maximum number of allowed iterations.
B. Chaotic Particle Swarm Optimization (CPSO)
In the field of engineering, it is well recognized that chaos theory can be applied as a very useful technique in practical application. The chaotic system can be described by a phenomenon, in which a small change in the initial condition will lead to nonlinear change in future behavior, besides that the system exhibits distinct behaviors under different phases, i.e. stable fixed points, periodic oscillations, bifurcations, and ergodicity [30] . Chaos [31] is also a common nonlinear phenomenon with much complexity and is similar to randomness. Chaos is typically highly sensitive to the initial values and thus provides great diversity based on the ergodic property of the chaos phase, which transits every state without repetition in certain ranges. It is generated through a deterministic iteration formula. Due to these characteristics, chaos theory can be applied in optimization.
In PSO, the parameters w , 1 r and 2 r are the key factors affecting the convergence behavior [32] , [33] . The inertia weight controls the balance between the global exploration and the local search ability. A large inertia weight favors the global search, while a small inertia weight favors the local search. For this reason, an inertia weight that linearly decreases from 0.9 to 0.4 throughout the search process is usually used [29] . Since logistic maps are frequently used chaotic behavior maps and chaotic sequences can be quickly generated and easily stored, there is no need for storage of long sequences [34] . In CPSO, sequences generated by the logistic map substitute the random parameters 1 r and 2 r in PSO. The parameters 1 r and 2 r are modified by the logistic map based on the following equation.
( 1) ( 
In Eq. (20) , Cr is a function based on the results of the logistic map with values between 0.0 and 1.0. Fig. 1 In fact, In CPSO, a chaotic map was embedded to determine the PSO parameters 1 r and 2 r . The PSO parameters 1 r and 2 r cannot ensure optimal ergodicity in the search space because they are absolutely random [36] i.e. the 1 r and 2 r are generated by a linear congruential generator (LCG) with a random seed. The generated sequence of LCG consists of pseudo-random numbers that have periodic characteristics [37] . Furthermore, the generated sequence of a logistic map also consists of pseudo-random numbers, but there are no fixed points, periodic orbits, or quasi-periodic orbits in the behavior of the chaos system [38] . As a result, the system can avoid being entrapment in local optima [20] . So we use CPSO, in this paper. 
IV. PROPOSED INTELLIGENT BACKSTEPPING CONTROLLER
By adopting the chaotic searching to improve the global searching performance of the particle swarm optimization (PSO), and using the improved PSO (CPSO) to optimize the key parameters of the backstepping controller, an intelligent backsteppingcontroller (IBSC) is formed. This algorithm determines the parameters of backstepping controller by minimizing the objective function. The objective function, used for controller tuning has been taken as a weighted sum of the Integral of Time multiplied Absolute Error (ITAE) and squared controller output similar to that of [39] , [40] , i.e. x is equal to zero. Also, n represents the system degree.
J w t E t w u t dt E t e t e t x t x
It is worth mentioning that the weights 1 w and 2 w have been introduced in the objective function (21) with a provision of balancing the impact of the error and control signal. In the present simulation study we have considered equal weights for the two objectives to be met by the controller as such the minimization of the error index is as equally important as the control signal is. The objective function J in (21) is now minimized to find out the optimal set of controller parameters which simultaneously reduces the ITAE and control signal () ut .In fact, in the proposed controller, the backstepping method parameters are chosen such that the time response of system states converges to zero in a short time, i.e. the system chaos is controlled faster. Besides, more limited control signal is needed for stabilization of system states and chaos control.
V. AN ILLUSTRATED EXAMPLE

A. Genesio-Tesi Chaotic System
The Genesio-Tesi system, proposed by Genesio and Tesi [41] , is one of paradigms of chaos since it captures many features of chaotic systems. It includes a simple square part and three simple ordinary differential equations that depend on three positive real parameters. The dynamic equation of the system is as follows: 
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B. Controlling Genesio-Tesi Chaotic System
As shown in Figs. 2 and 3 , the system has chaotic behavior when the control input does not apply.In this section, the backstepping method is utilized for the control of chaos of the Genesio-Tesi system. For this purpose, a control signal u is added to the equation (1) . The system (1) is rewritten, as following: 
Backstepping method is used to set states 1 2 3 ,, x x x to the origin point (0, 0, 0) via the control signal u calculated with threesteps.According to Section II, the design procedure is as follows:
Step1: 2 x is taken as (26) to construct the Lyapunovfunction (25) for (24).
Step2: Take virtual control input (28) and Lyapunov function (29) for 12 ( , ) xx of (27). 
Step 3: Final control input and Lyapunov function are given in (31) and (32) for (30). 
According to Eq. (31), it is observed that the control signal consists of the parameters which are positive. These parameters have to be chosen properly. Improper choice of the parameters causes improper performance and even instability of the system. Besides, finding the parameters through trial and error is so time-consuming. The CPSO algorithm obtains the proper values of the parameters via minimizing the fitness function. The parameters of the CPSO algorithm are set as shown in Table I . The sampling time in this simulation is 0.02. In the proposed controller, the searching ranges for the backstepping parameters 1 k , 2 k , and seconds.Besides, the weights w 1 and w 2 of fitness function are chosen as 0.5. n represents the system degree and is equal to 3 in this example. . The search process of CPSO algorithm for finding the parameters is shown in Fig. 4 . Besides, the fitness value obtained by the algorithm is 0.1084. The trajectory of fitness variations with respect to algorithm iteration is shown in Fig.5 . [42] .Also, the inertia weight w is critical for the convergence behavior of PSO. A suitable value for the inertia weight ω usually provides a balance between global and local exploration abilities and consequently results in a better optimum solution. Initially, the inertia weight was constant. However, experimental results indicated that it is better to initially set the inertia to a large value in order to promote global exploration of the search space and decrease it to get more refined solutions. Therefore, a decaying inertia weight starting at 0.9 and ending at 0.4 was used for PSO [43] .
Therefore, by choosing 12 2 cc  and decreasing inertia weight linearly from 0.9 to 0.4, the CPSO algorithm shows the best performance. Based on this result, the mentioned values are chosen for the parameters.
Also, the population size must be chosen properly. If small population size is chosen, the algorithm search ability will decrease and the algorithm will not have a proper performance. On the other part, the choice of big population size leads to good algorithm search and the convergence rate increases, but the algorithm run time will be high. Figs. 6-9 , if the population size is chosen as 5, 10, 20 and 40 in order to optimize the backstepping method, it is observed that the small population size (i.e. 5) does not have a suitable performance. In addition, the population size10 needs more iterations to reach the optimal point and also, does not have an adequate convergence rate. In spite of the fact that big population size, for example 40, decreases the required iterations to reach the optimal point, but the algorithm run time is very high. Therefore, in order to reach the optimal point in fewer iterations and also, to have loweralgorithm run time, the population size 20 is utilized in this work, which leads to acceptable results. The time response of the states of Genesio system after applying the controller is shown in Figs. 10-12 . The controlled chaos of the system is demonstrated in Fig. 13 . Also, the control signal is illustrated in Fig. 14 . As shown in Figs.10-13 , the CPSO algorithm causes the states of the system converge to zero in a shorter time by minimizing the fitness function and in consequence, the system chaos is controlled in much shorter time. In addition, according to Fig. 14, it is observed that the proposed controller has created a limited control signal to chaos control of Genesio system. Because the control effort is applied, in the proposed objective function.Then, by minimizing the objective function, the saturation of control signal is avoided. 
VI. CONCLUSION
In this paper, a new nonlinear controller named "intelligent backstepping controller" is established by combination of backstepping method and CPSO algorithm. This new controller is utilized for chaos control of Genesio-Tesi system.The CPSO algorithm determines the optimal parameters of the backstepping method by minimizing the objective function. By this new controller, the fastest response is achieved with the least control effort. The simulation results of Genesio-Tesi chaotic system show the effectiveness of the proposed controller and the tuning process.
