We show a surprising connexion between a property of the inf convolution of a family of convex lsc functions and the fact that the intersection of maximal cyclically monotone graphs is the critical set of a bipotential.
Introduction
X and Y are topological, locally convex, real vector spaces of dual variables x ∈ X and y ∈ Y , with the duality product ·, · : X × Y → R. We shall suppose that X, Y have topologies compatible with the duality product, that is: any continuous linear functional on X (resp. Y ) has the form x → x, y , for some y ∈ Y (resp. y → x, y , for some x ∈ X).
To any convex and lsc function φ : X →R we associate a function called separable bipotential b : X × Y →R, defined by the formula:
b(x, y) = φ(x) + φ * (y) (for the general notion of a bipotential see Definition 2.4). Here the function φ * : Y →R is the Fenchel conjugate of φ, defined by the expression (2.0.1).
The function b is obviously bi-convex and lsc in each argument. By Fenchel inequality we have b(x, y) ≥ x, y (1.0.1)
Also the following string of equivalences is true:
y ∈ ∂b(·, y)(x) ⇐⇒ x ∈ ∂b(x, ·)(y) ⇐⇒ b(x, y) = x, y (1.0.2) which is just another way of writing the well known string of equivalences y ∈ ∂φ(x) ⇐⇒ x ∈ ∂φ * (y) ⇐⇒ φ(x) + φ * (y) = x, y
In mechanics subgradient inclusions y ∈ ∂φ(x) are related to associated constitutive laws [7] . There exist also non-associated constitutive laws which take the form y ∈ ∂b(·, y)(x) for functions b of two variables, convex and lsc in each argument and satisfying (1.0.1), (1.0.2), which are called bipotentials. Such an approach to non-associated constitutive laws has been first proposed in [13] . Examples of such non associated constitutive laws are: non-associated Drücker-Prager [15] and Cam-Clay models in soil mechanics [16] , cyclic Plasticity ( [14] , [2] ) and Viscoplasticity [8] of metals with non linear kinematical hardening rule, Lemaitre's damage law [1] , the coaxial laws ( [17] , [20] ).
Of special interest to us is the formulation in terms of bipotentials of the Coulomb's friction law [13] , [14] , [3] , [5] , [6] , [9] , [15] , [18] , [10] .
In [4] we solved two key problems: (a) when the graph of a given multivalued operator can be expressed as the set of critical points of a bipotentials, and (b) a method of construction of a bipotential associated (in the sense of point (a)) to a multivalued, typically non monotone, operator. The main tool was the notion of convex lagrangian cover of the graph of the multivalued operator, and a related notion of implicit convexity of this cover.
The results of [4] apply only to bi-convex, bi-closed graphs (for short BB-graphs) admitting at least one convex lagrangian cover by maximal cyclically monotone graphs. This is a rather large class of graph of multivalued operators but important applications to the mechanics, such as the bipotential associated to contact with friction [13] , are not in this class.
This paper is dedicated to the extension of the method presented in [4] to a more general class of BB-graphs. This is done in two steps. In the first step we prove Theorem 3.1, the main result of this paper.The result is that the intersection of two maximal cyclically monotone graphs is the critical set of a strong bipotential if and only if a condition formulated in terms of the inf convolution of a family of convex lsc functions is true. In the second step we extend the main result of [4] by replacing the notion of convex lagrangian cover with the one of a bipotential convex cover (definition 4.2). In this way we are able to apply our results to the bipotential for the Coulomb's friction law.
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Notations and Definitions
For any convex and closed set A ⊂ X, its indicator function, χ A , is defined by
The indicator function is convex and lsc.
We use the notation:R = R ∪ {+∞}. Given a function φ : X →R, the conjugate φ * : Y →R is defined by:
The conjugate is always convex and lsc.
We denote by Γ(X) the class of convex and lsc functions φ : X →R. The class of convex and lsc functions φ : X →R with non-empty epigraph is denoted by Γ 0 (X).
The effective domain of a function φ : X →R is dom φ = {x ∈ X : φ(x) < +∞}. For X real locally convex topological vector space and f, g : X →R the inf-convolution of f and g at x ∈ X is defined by:
The subgradient of a function φ : X →R at a point x ∈ X is the (possibly empty) set:
In a similar way is defined the subgradient of a function ψ : Y →R in a point y ∈ Y , as the set: 
The dual operator is given by
The domain of the graph M (or the effective domain of the associated operator m) is the set
For any φ ∈ Γ(X) we shall denote by M (φ) the graph:
The operator associated to the graph M (φ) is ∂φ. The dual operator associated to M (φ) is ∂φ * (the subgradient of the Legendre-Fenchel dual of φ).
Definition 2.2 A graph M is cyclically monotone if for all integer m > 0 and any family of couples
(x j , y j ) ∈ M, j = 0, 1, . . . , m, x 0 − x m , y m + m k=1 x k − x k−1 , y k−1 ≤ 0. (2.0.4)
A cyclically monotone graph M is maximal if it does not admit a strict prolongation which is cyclically monotone.
By reindexing the couples, we easily recast the previous inequality as
fact which shows that the graphs of a law and of its dual law are simultaneously cyclically monotone. Rockafellar [12] 
where x 0 and φ(x 0 ) are arbitrarily fixed and the 'sup' is extended to any m > 0 and to any couples (x k , y k ) ∈ M, k = 1, 2, . . . , m.
Because the dual law is also cyclically monotone, we can apply once again the construction of the previous Theorem, giving the function
. Excepted when M is maximal, φ and ψ * are in general distinct function, as it will be seen further in the application. 
Particular cases of bipotentials are separable ones, described in the introduction. Many other non separable bipotentials exist.
We introduce next the notion of a strong bipotential. Conditions (B1S) and (B2S) appear as relations (51), (52) in [10] . 
Proposition 2.6 Any strong bipotential is a bipotential.
Proof. Let b be a strong bipotential. From (B1S) and (B2S) we have to prove conditions (b) and (c) of Definition 2.4.
Remark first that any of the two conditions (B1S) and (B2S) implies (b). All is left to prove is (c).
For this take x ∈ X, y ∈ Y such that y ∈ ∂b(·, y)(x). This is equivalent with: x is a minimizer of the function z ∈ X → (b(z, y) − z, y ). But according to (B1S) the minimum of this function is equal to 0. Therefore b(x, y) = x, y . We proved that y ∈ ∂b(·, y)(x) =⇒ b(x, y) = x, y . The inverse implication is trivial, thus we have an equivalence.
In the same, using (B2S) we prove that x ∈ ∂b(x, ·)(y) ⇐⇒ b(x, y) = x, y . The condition (c) is therefore satisfied and b is a bipotential.
Any separable bipotential is a strong bipotential. Indeed, for any convex lsc φ : X →R we have:
by the definition (2.0.1) of φ * . The notion of a strong bipotential (introduced in relations (51), (52) [10] ) is motivated also by the fact that all bipotentials considered in applications in mechanics are in fact strong bipotentials.
Not all bipotentials are strong bipotentials. Consider for example X = Y = R, with the duality x, y = xy, and b : R × R → R defined by:
This is bipotential which is not a strong bipotential, and M (b) = {0} × R. Indeed, b is convex and lsc in each argument and b(x, y) ≥ xy for any x, y ∈ R. It is easy to check that y ∈ ∂b(·, y)(x) ⇐⇒ x ∈ ∂b(x, ·)(y) ⇐⇒ x = 0. But x = 0 is equivalent with b(x, y) = xy, therefore b is a bipotential. Nevertheless, this is not a strong bipotential. Indeed, for x = 0 we have inf {b(x, p) − x, p : p ∈ R} =| x | ∈ {0, +∞}
Bipotentials for cyclically monotone graphs
Maximal cyclically monotone graphs are critical sets of separable bipotentials. The following Theorem shows that there exist bipotentials b with the property that M (b) is a cyclically monotone, but not maximal set. In this section we show a surprising connection between bipotentials and the inf convolution operation. 
for any i = 1, 2 and (x, y) ∈ X × Y . Consider the following assertions:
(ii') For any y ∈ dom φ * 1 ∩ dom φ * 2 and for any λ ∈ [0, 1] we have
(ii") For any x ∈ dom φ 1 ∩ dom φ 2 and for any λ ∈ [0, 1] we have
Then the point (i) is equivalent with the conjunction of (ii'), (ii"), (for short: (i) ⇐⇒ ( (ii') AND (ii") ) ).
Remark 3. 
is the intersection of two maximal cyclically monotone graphs.
Proof. Before we begin to prove the equivalence let us remark that for any x ∈ X and for any y ∈ Y , the functions b(·, x) and b(·, y) are convex and lsc as superior envelopes of such functions. Also, for any (x, y) ∈ X × Y we have b 1 (x, y) ≥ x, y and b 2 (x, y) ≥ x, y , therefore
Thus the equivalence we have to prove becomes:
(I) the condition (B1S) from Definition 2.5 is equivalent with (ii'), (II) the condition (B2S) from Definition 2.5 is equivalent with (ii").
These two equivalences have similar proofs. We shall give the proof of the first equivalence. The function b admits the following characterization:
For any y ∈ Y such that φ * 1 (y) < +∞, φ * 2 (y) < +∞ define the set C(y) = {z ∈ X : b 1 (z, y) < +∞ , b 2 (z, y) < +∞} and remark that C(y) ⊂ X is a convex set. In fact C(y) = dom φ 1 ∩ dom φ 2 , therefore we may drop the y argument and write C instead of C(y).
Consider then the function f (·, ·, y) :
. This function is affine and continuous in λ, [0, 1] is a compact convex subset of the vector space R. Also, this function is concave and upper semicontinuous in z ∈ C. Therefore we are in position to apply the minimax Theorem of Sion [19] and deduce that:
Let us compute the terms of the equality (3.0.3). We have:
For the other term of the equality (3.0.3) we have:
We have A = B thus (3.0.3) is equivalent with: 
But in general we have
which comes from the equality true for any λ ∈ [0, 1]:
We find therefore that for any λ ∈ [0, 1] 
}, which is not bi-convex. The conditions (ii'), (ii") from Theorem 3.1 imply relations which can be expressed with the help of inf convolutions. Let us examine condition (ii'); the same arguments can be used for the symmetric condition (ii'). Consider φ 1 , φ 2 ∈ Γ 0 (X). For any λ ∈ (0, 1) we introduce two functions defined on X by:
Then condition (ii") implies that for any x ∈ dom φ 1 ∩ dom φ 2 and for any λ ∈ (0, 1) we have
The space X is locally convex therefore
Therefore (ii") implies that
which, by the definition (2.0.2) of the inf convolution operation, is equivalent with (3.0.5). This is leading us to the following corollary of Theorem 3.1.
is a strong bipotential. Then, with the previous notations, for any x ∈ dom φ 1 ∩ dom φ 2 and for any λ ∈ (0, 1) we have
Proof. By Theorem 3.1, if b is a strong bipotential then (ii") is true. By previous reasoning this implies the relation (3.0.5). We apply then Lemma 2.6, Lemma 2.7 [21] and we obtain that
From the definition of the functions f 1,λ , f 2,λ we obtain the conclusion. The following interesting question has been suggested by the anonymous referee: can the maximum of two separable bipotentials be a non strong bipotential?
Bipotential convex covers
Let Bp(X, Y ) be the set of all bipotentials b : X ×Y →R. We shall need the following Definition concerning implicitly convex functions. 
In the following Definition we generalize the notion of a bi-implicitly convex lagrangian cover, Definitions 4.1 and 6.6 [4] . We shall see in the section concerning the applications to the Coulomb's friction law that there exists bipotential convex covers with the property that for any λ ∈ Λ the set M (b λ ) is cyclically monotone but non maximal. This is done by using bipotential covers constructed with the help of Theorem 3.1.
A bipotential convex cover is in some sense described by the collection {b λ : λ ∈ Λ}. This is shown in the next Proposition. Proof. This is obvious due to the general fact that if f : Λ × V →R is implicitly convex and g : Λ → Λ is a bijection then the function
is implicitly convex. This reflects into the fact that a bipotential convex cover is a notion invariant with respect to continuous reparametrizations of Λ (the continuity is needed in order to preserve the lower semi continuity assumptions from point (b) of the Definition 4.2).
The next Theorem generalizes Theorem 6.7, the main result of [4] . We shall skip its proof because it is just a rephrasing of the proof of Theorem 6.7 [4] . 5 Application: Coulomb's law of dry friction contact All these subgraphs are cyclically monotone but none of them is maximal. Let us construct by Rockafellar's Theorem the corresponding associated functions φ p and ψ p such that x 0 = 0 and φ p (0) = ψ p (y 0 ) = 0. For p ∈ (0, +∞), the computations give
Their Legendre-Fenchel duals are φ * p (y) = χ {p} (y n ) + χ D(p) (y t ) , ψ * p (x) = µp x t +χ {0} (x n ) .
For p = 0, we obtain φ 0 (x) = 0 , ψ 0 (y) = χ K0 (y) . If φ * p (y) < +∞ , ψ p (y) < +∞ then in particular y n = p and we obtain (3.0.1) as an equality 0 = 0. All other cases, involving λ = 1 or p = 0 are solved in the same way.
The bipotential b p has the expression:
b p (x, y) = µp x t +χ D(p) (y t ) + χ {p} (y n ) + χ {0} (x n ), p ∈ (0, +∞) , b 0 (x, y) = χ {0} (y) + χ (−∞,0] (x n ) .
It is easy to check that the function p ∈ [0, +∞] → b p is a bipotential convex cover, therefore by Theorem 4.6 we obtain a bipotential for the set M . By direct computation, this bipotential, defined as b(x, y) = inf {b p (x, y) : p ∈ [0, +∞]} , has the following expression:
b(x, y) = µy n x t +χ Kµ (y) + χ K * 0 (x) .
Therefore, we recover the bipotential previously given in [13] .
Conclusion
The present approach shows that the bipotential related to Coulomb's friction law is related to a specific bipotential convex cover with the property that any graph of the cover is non maximal cyclically monotone.
