Introduction {#Sec1}
============

Particles containing radionuclides are emitted during processes related to the nuclear fuel cycle (e.g. in enrichment facilities and in nuclear reactors). The knowledge of the uranium (U) and/or plutonium (Pu) isotopic signatures of such particles is highly valuable for international safeguards \[[@CR1]\] and nuclear forensics \[[@CR2]\], as it helps to verify the absence of undeclared nuclear activities. International Atomic Energy Agency (IAEA) inspectors collect these particles, which typically exhibit sizes in the low micrometer range, by means of cotton swipes during routine inspections of nuclear facilities and the nearby environment \[[@CR3], [@CR4]\].

Considering the analysis of the sampled particles, individual analysis of single particles is preferred over bulk analysis of the entire swipe. The swipe may contain a small number of particles with hidden isotopic signatures together with a large number of particles having known or natural isotopic composition. In such a case, bulk analysis of the entire swipe would yield a 'mixed' U or Pu isotopic composition, and isotopic signatures of suspicious particles would eventually not be detected \[[@CR1], [@CR3]\]. However, it has to be stressed that bulk analysis, including the measurement of U and Pu concentrations and isotopic compositions, is equally important for verifying the completeness and correctness of States Declarations \[[@CR5]\].

A promising technique for U isotope ratio analyses of single particles is laser ablation--multi-collector--inductively coupled plasma mass spectrometry (LA-MC-ICPMS) \[[@CR6]--[@CR11]\]. LA of single particles with sizes in the low micrometer range typically yields transient signals lasting less than 1 s.

However, transient signals are also generated by other sample introduction techniques such as high performance liquid chromatography (HPLC) \[[@CR12]\], gas chromatography (GC) \[[@CR13]--[@CR15]\], flow-injection \[[@CR16]\] or gold trap \[[@CR17], [@CR18]\]. Compared to continuous steady-state signals measured after solution nebulization, transient signals usually lead to less precise isotope ratios \[[@CR12], [@CR19]\], which is mainly attributed to shorter measurement times, lower signal intensities due to lower analyte concentrations introduced and isotope ratio drifts over the transient signal \[[@CR20]\]. Moreover, precision of individual data points, which is often referred to as 'internal' precision in literature \[[@CR14], [@CR17]\], varies over the transient signal as a result of varying signal intensities. According to counting statistics \[[@CR21]\] in which the relative standard deviation is expressed as the square root of the reciprocal of the registered counts, higher counts are yielding a smaller relative standard deviation and more precise isotope ratio data. Günther-Leopold et al. \[[@CR12]\], for example, observed the smallest isotope ratio (point-to-point) fluctuations at the top of the peak when performing neodymium (Nd) measurements by HPLC-MC-ICPMS. In LA-MC-ICPMS analyses, improved signal-to-noise ratios can be achieved by applying a laser cell with fast washout of the generated aerosol \[[@CR22]\]. In addition, high spatial resolution analysis is enabled as mixing of aerosol from different spots is avoided \[[@CR23]\].

Isotope ratio drifts over the transient signal have been reported by several authors using GC \[[@CR14], [@CR24]--[@CR26]\], HPLC \[[@CR12], [@CR27]\] and LA \[[@CR28], [@CR29]\] as sample introduction techniques for MC-ICPMS. Krupp and Donard \[[@CR14]\] considered four effects as potential causes for the observed drifts in lead (Pb) and mercury (Hg), respectively, isotope ratio measurements by GC-MC-ICPMS. They studied instrumental mass bias, chromatographic fractionation in the GC column, a rise in the background signal during peak elution and the influence of analyte concentration and peak shape. As only an influence with respect to the peak width was identified, the authors pointed out the possibility that the relative change in analyte intensity per time might be the most pronounced effect driving the extent of the isotope ratio drift \[[@CR14]\]. Hence and due to the fact that isotope ratio drifts were observed applying different MC-ICPMS instruments (i.e. 'Axiom' (Thermo, Winsford) \[[@CR14]\], 'Isoprobe' (GV Instruments, Manchester) \[[@CR14]\] and 'Neptune' (Thermo Fisher Scientific, Germany) \[[@CR12]\]), it was assumed that the data acquisition system design behind the Faraday cups might lead to problems with respect to the acquisition of short, fast changing signals \[[@CR14]\]. The same postulation was given by Dzurko et al. \[[@CR24]\] and Günther-Leopold et al. \[[@CR27]\]. During the simultaneous acquisition of transient signals, Faraday amplifier outputs are lagging behind input signals after a change in signal intensities. Thus, any difference in the amplifier response times leads to signal intensities that are enhanced or reduced relative to each other \[[@CR29]\]. Hirata et al. \[[@CR28]\] investigated the effect of fast increasing or decreasing copper (Cu) isotope ratios over a transient signal, whereat changing Cu isotope ratios were also attributed to the slow response of Faraday preamplifiers. The introduction of a correction factor enabled to minimize the systematic increase of Cu isotope ratios with prolonged LA from 3--5 ‰ to \<1 ‰ \[[@CR28]\].

A drift of Pb isotope ratios during the course of LA-MC-ICPMS measurements of fluid inclusions using a 'Nu Plasma 1700' MC-ICPMS (Nu Instruments Limited, Wrexham, UK) was observed by Pettke et al. \[[@CR29]\], who again attributed this observation to Faraday amplifier response differences. The authors investigated two different signal decay functions (i.e. Tau-correction) as well as two different integration methods for the determination of accurate Pb isotope ratios of fluid inclusions, whereupon integration of single intensities over the entire transient signal was regarded as method of choice. In addition, applying Tau-correction allowed accounting for differences in Faraday amplifier responses \[[@CR29]\]. Cottle et al. \[[@CR22]\] observed differing detector response times with respect to Faraday detectors and ion counting multipliers (i.e. discrete-dynode secondary electron multipliers) when performing Pb/U isotope ratio measurements by means of a 'Nu Plasma' MC-ICPMS (Nu Instruments Limited, Wrexham, UK). Both signals rose at a similar rate, but the Faraday signal was delayed by about 0.2 s relative to the ion counting multiplier. The influence of this time-offset as well as of the Faraday amplifier response effects on the determined isotope ratios was circumvented by integrating the single measured signal intensities over the whole transient signal prior to the calculation of the isotope ratios \[[@CR22]\].

Recently, Fietzke et al. \[[@CR30]\] proposed a new data evaluation strategy for transient LA-MC-ICPMS signals. In their approach, strontium (Sr) isotope ratios were derived from the slope of a linear regression, with the isotope representing the numerator on the *y*-axis and the denominator on the *x*-axis. The authors highlighted several advantages such as (1) the avoidance of a subjective influence that might occur by setting integration limits, (2) the use of all data (i.e. including background data), (3) the contribution of each data point, dependent on its signal intensity, to the linear regression and (4) the detection of interferences or fractionation due to deviations from the ideal linear fit \[[@CR30]\]. In comparison to conventional data reduction (i.e. separate background correction and calculation of ^87^Sr/^86^Sr isotope ratios for each individual point), four to five times better precision and accuracy could be achieved for LA-MC-ICPMS ^87^Sr/^86^Sr isotope ratio measurements of a carbonate sample. Moreover, the authors stated that the ^87^Sr/^86^Sr isotope ratios determined in their study were almost as precise as those measured by means of conventional liquid nebulization MC-ICPMS \[[@CR30]\]. Epov et al. \[[@CR13]\] compared three data reduction methods (i.e. 'peak area integration', 'point-by-point' and 'linear regression slope' method) for the determination of Hg isotopic compositions by means of GC-MC-ICPMS. It was demonstrated that the method using the slope of a linear regression typically yielded more precise and accurate δ Hg values than the other strategies. In addition, Rodríguez-Castríllon \[[@CR31]\] applied this new data evaluation strategy for the determination of Sr and Nd isotope ratios by means of MC-ICPMS coupled to on-line liquid chromatography.

The above-discussed publications dealing with isotope ratio determinations from transient signals illustrate well that data treatment is a crucial step. However, the analytical community strives towards new data evaluation strategies in order to reduce the relative difference to the certified value and the uncertainty of isotope ratios from transient signals as was recently shown by various authors \[[@CR13], [@CR30], [@CR31]\]. This work aimed at investigating the applicability of different data reduction strategies for the computation of major U isotope ratios (i.e. ^235^U/^238^U) from single particle measurements and to provide accurate measurement results on single particles with combined uncertainty and traceability. The usefulness of an innovative evaluation approach, termed 'finite mixture model' \[[@CR32]\], was demonstrated by applying this approach for the accurate determination of multiple U isotopic signatures measured in single particles.

Experimental {#Sec2}
============

Reagents and certified reference materials {#Sec3}
------------------------------------------

Certified reference materials (CRM) that are certified with respect to their U isotope ratios---IRMM-184 (European Commission-JRC, Institute for Reference Materials and Measurements, Geel, Belgium \[[@CR33]\]), CRM U030-A (New Brunswick Laboratory, US Department of Energy, Washington, DC, USA \[[@CR34]\]) and CRM U500 (New Brunswick Laboratory, US Department of Energy, Washington, DC, USA \[[@CR35]\])---were used for the determination of external correction factors for correcting mass bias. The certified reference materials were introduced by solution nebulization after dilution to concentrations less than 10 ng g^−1^ by 1 % (m/m) HNO~3~. One percent (m/m) HNO~3~ was prepared by diluting 65 % (m/m) HNO~3~ (Merck KGaA, Darmstadt, Germany) with ultrapure water (18 MΩ cm at 25 °C; PURELAB® Classic, Veolia Water Systems Austria GmbH, Wien, Austria at BOKU Vienna; Milli-Q® Element, Millipore, Millipore Corporation, Billerica, MA, USA at ETH Zurich). Ultrapure water and 65 % (m/m) HNO~3~ were purified by sub-boiling distillation (Savillex Corporation, Eden Prairie, MN, USA at BOKU Vienna; DuoPUR, Milestone S.r.l., Italy at ETH Zurich) prior to use.

The following single uranium oxide particles, which are certified for their U isotopic compositions, were measured: 9073-01-B (UO~2~ · 2 H~2~O particles, European Commission-JRC, Institute for Reference Materials and Measurements, Geel, Belgium \[[@CR36]\]), CRM U010 (U~3~O~8~ particles, New Brunswick Laboratory, US Department of Energy, Washington, DC, USA \[[@CR37]\]) and NUSIMEP-7 test samples (U~3~O~8~ particles, Nuclear Signatures Interlaboratory Measurement Evaluation Programme, European Commission-JRC, Institute for Reference Materials and Measurements, Geel, Belgium \[[@CR38]\]). NUSIMEP-7 was an interlaboratory comparison (ILC) organized by the Institute for Reference Materials and Measurements. Participating laboratories received two test samples with U particles with undisclosed U isotope ratios. The 'single' deposition sample had one U isotopic composition, whereas the 'double' deposition sample had two different isotopic compositions. The average diameter of the NUSIMEP-7 samples was reported to be 0.327 ± 0.139 μm \[[@CR38]\], whereas the particle sizes of 9073-01-B and CRM U010, which were determined by means of scanning electron microscopy at the TU Vienna (Quanta 200, FEI, Eindhoven, The Netherlands), ranged from about 1 to 5 μm. The used particle reference materials are considered to be representative for particles collected by IAEA inspectors using swipe sampling, even though they are exhibiting a broad particle size distribution. However, swipe samples may contain particles of different origins, and thus of different chemical compositions and sizes. The certified isotope ratios of the used CRMs are listed in Table [1](#Tab1){ref-type="table"}.Table 1Certified isotope ratios of CRMs measured in the course of this study^235^U/^238^UReferenceIRMM-184^a^0.007 262 3(22)\[[@CR33]\]CRM U030-A (U~3~O~8~)^b^0.031 366 6(83)\[[@CR34]\]CRM U500 (U~3~O~8~)^b^0.999 6(14)\[[@CR35]\]CRM U010 (U~3~O~8~)^b^0.010 140(10)\[[@CR37]\]9073-01-B (UO~2~ · 2 H~2~O)0.007 255 7(36)\[[@CR36]\]NUSIMEP-7 'single' deposition (U~3~O~8~)0.009 072 6(45)\[[@CR38]\]NUSIMEP-7 'double' deposition (U~3~O~8~)0.009 072 6(45)\[[@CR38]\]0.034 148(17)^a^Chemical form is not stated in the certificate^b^The stated isotope amount ratios and according uncertainties (*k* = 2) were calculated from the certified atom percents of ^235^U and ^238^U and their uncertainties as stated in the certificates

Particle preparation for LA-MC-ICPMS analyses {#Sec4}
---------------------------------------------

Particle preparation for LA-MC-ICPMS analyses of 9073-01-B (UO~2~ · 2 H~2~O) and CRM U010 (U~3~O~8~) particles was performed in a class 100 clean room at the IAEA Safeguards Analytical Laboratory in Seibersdorf, Austria. The 9073-01-B and CRM U010 particles were distributed on cotton swipes, from which they were sampled onto silicon planchets by means of a vacuum impactor.

Silicon planchets are typically used for particle preparation for subsequent LA-MC-ICPMS analysis in our laboratory, as particles are more easily identifiable than with carbon planchets with the observation of the LA system. However, the particles of the NUSIMEP-7 samples were already distributed on graphite planchets, which are routinely used for particle preparation for secondary ion mass spectrometry (SIMS). The potential formation of carbon-containing cluster ions was monitored by measuring blank planchets, but no interferences were detected. The NUSIMEP planchets used in this work were found to have been contaminated with enriched U during sample handling in a laminar flow bench, typically used for U sample preparation. Nonetheless, these planchets were analyzed to demonstrate the potential of the developed evaluation method to identify multiple isotopic compositions in mixed samples.

All planchets were covered with a colourless, commercially available nail polish, which was mixed 1:1 (*v*/*v*) with acetone (acetone p.a., Merck KGaA, Darmstadt, Germany). This step ensured that the particles were not moved during the LA process.

LA-MC-ICPMS {#Sec5}
-----------

U isotope ratio measurements of 9073-01-B and CRM U010 single U particles were accomplished at the ETH Zurich with a double-focusing high-resolution sector field MC-ICPMS ('Nu Plasma HR', Nu Instruments Limited, Wrexham, UK). The instrument was coupled with a femtosecond (fs) LA system operating at a wavelength of 795 nm. The fs LA system uses a chirped pulse amplification Ti-sapphire-based laser system (Legend, Coherent Inc., Santa Clara, CA, USA). A large ablation cell with fast washout (i.e. decrease to signal intensities as low as 0.1--1 % within 1.3--2.6 s) was used \[[@CR23]\].

U isotope ratio measurements of the NUSIMEP-7 test samples were performed at the BOKU Vienna by coupling a nanosecond excimer-based LA system (NWR 193, ESI--NWR Division, Electro Scientific Industries, Inc., Portland, CA, USA) with a 'Nu Plasma HR' MC-ICPMS (Nu Instruments Limited, Wrexham, UK). The used laser cell also enabled a fast washout (i.e. decrease to signal intensities as low as 1 % within less than 1.5 s) of the generated laser aerosol.

The dark background of the planchets and the particle sizes (ca. 0.3--5 μm) hampered the identification of individual particles with the observation systems attached to the LA systems. Therefore, line or raster scans were applied.

In both cases, a desolvating nebulizer system (DSN-100, Nu Instruments Limited, Wrexham, UK) was connected in parallel to the LA system by means of a laminar flow adapter. The DSN-100 was used for solution nebulization to produce a dry aerosol for determining external correction factors. Blank correction of the solution-nebulized CRMs was accomplished by 1 % (m/m) HNO~3~. No solution was aspirated during LA to minimize possible blank influences during the ablation process.

Faraday cups (i.e. L1 and L3) were used for the detection of the major U isotopes ^235^U and ^238^U on both instruments.

Operating parameters are given in Table [2](#Tab2){ref-type="table"}.Table 2Operating parameters for LA-MC-ICPMS analysesfs-LA-MC-ICPMS (ETH Zurich)ns-LA-MC-ICPMS (BOKU Vienna)Laser parameter  Ablation modeLine scanRaster scan  Wavelength (nm)795193  Pulse duration∼150 fs3 ns  Fluence (J cm^−2^)120  Repetition rate (Hz)415  Spot size (μm)∼705  Scan speed (μm s^−1^)102  He carrier gas (L min^−1^)0.90.8DSN-100  NebulizerMicromistPFA 100  Nebulizer gas pressure (Pa)∼2.1 × 10^5^∼2.0 × 10^5^--2.4 × 10^5^  Hot gas (L min^−1^)∼0.3∼0.25--0.3  Membrane gas (L min^−1^)∼3.15∼3.2--3.5  Spray chamber temperature (°C)112--116112--116  Membrane temperature (°C)119--123119--123Nu plasma HR MC-ICPMS  RF power (W)1,3001,300  Auxiliary gas (L min^−1^)0.750.8  Cool gas (L min^−1^)1313  ConesNiNi  Mass separation11  Isotopes monitored^235^U, ^238^U^235^U, ^238^U  Acceleration voltage (V)6,0004,000  Resolution *m*/∆*m*300 (low resolution)300 (low resolution)  Detection systemFaraday cups L1 and L3Faraday cups L1 and L3  Voltages applied to deceleration filter    Retard (filter 1) (V)5,9934,012    Lens (filter 2) (V)5,8403,850  Data acquisition modeTRA^a^ (acquisition time per data point: 0.2 s)TRA^a^ (acquisition time per data point: 0.1 s)^a^Time-resolved analysis

Data treatment {#Sec6}
==============

IRMM-184, U030-A and U500, respectively, were measured before and after the particle analyses for the determination of the external correction factor $\documentclass[12pt]{minimal}
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                \begin{document}$$ \mathrm{C}{{\mathrm{F}}_{{{R_{{23{5_{\mathrm{U}/}}23{8_{\mathrm{U}}}}}}}}} $$\end{document}$, which corrects primarily for mass bias in the case of ^235^U/^238^U measurements \[[@CR6]\].

Signal intensities of the U isotopes during LA-ICPMS measurements were recorded in time-resolved analysis mode. The blank signals were calculated from the U background signals of blank planchets (i.e. planchets with no particles but covered with nail polish). Typically, the average of up to 500 readings was used for assessing the blank signals. After blank correction, a threshold was set. Only signals higher than 3× the standard deviation of the blank of ^235^U (lower abundant isotope) were considered for further data processing.

Different data evaluation approaches were investigated for the calculation of ^235^U/^238^U isotope ratios of individual particles (taking into account all data of one peak per particle above a certain threshold).

'Point-by-point' method (PBP) {#d29e1259}
-----------------------------

Calculation of U isotope ratios was accomplished by averaging the U isotope ratios derived from dividing individual, simultaneously acquired data points. All data points of one peak are contributing equally, independent on the signal intensity.

'Integration' method {#d29e1264}
--------------------

^235^U/^238^U isotope ratios were calculated by dividing the signal intensities which were integrated over the selected peak area. Small count rates contribute to a lesser extent to the isotope ratio than higher count rates. This approach is commonly applied in chromatography \[[@CR12], [@CR15], [@CR20], [@CR26]\].

'Linear regression slope' method (LRS) {#d29e1286}
--------------------------------------

The U isotope ratios were calculated by means of the slope of a linear regression using the 'least squares' method of the regression analysis. The intercept was not considered as blank corrected data were used. All selected data points of one peak (i.e. \>3× standard deviation of the blank) are contributing to the linear fit (i.e. *y* = *ax*), whereupon higher signal intensities are having a larger impact. Moreover, the LRS method was applied to non-blank corrected data. In this case, the intercept (i.e. *y* = *ax* + *b*) was considered as both the blank and the particle signal intensities (non-blank corrected) were taken into account.

'Finite mixture model' {#d29e1306}
----------------------

The 'finite mixture model' was applied for the determination of an unknown number of different ^235^U/^238^U isotopic signatures. The isotope ratios are again derived from the slopes of linear regression lines. In the 'finite mixture model', an algorithm applying fixed residual variances is used for clustering of the data points of interest and subsequent estimation of the slopes of the linear regression lines. The number of clusters, which represent the isotopic compositions, is estimated by the algorithm. Finite mixture models with components of the form (see Eqs. [1](#Equ1){ref-type=""} and [2](#Equ2){ref-type=""})$$\documentclass[12pt]{minimal}
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                \begin{document}$$ {\pi_k}\geq 0,\sum\limits_{k=1}^K {{\pi_k}=1} $$\end{document}$$are considered as described in e.g. Leisch \[[@CR32]\]. *y* is a dependent variable with conditional density *h*, *x* is a vector of independent variables, π~*k*~ is the prior probability of component *k*, *θ*~*k*~ is the component specific parameter vector for the density function *f*, and *Ψ* is the vector of all parameters.

In our case, we assume *f* to be a univariate normal density with component-specific mean *β*~*k*~*x* and non-component-specific fixed residual variance *σ*^2^ for all values of *k*, so we have θ~*k*~ = (*β*~*k*~, *σ*^2^)′. We interpret *x* as ^238^U signal intensities, *y* as ^235^U signal intensities, *K* as the number of isotope ratios, *β*~*k*~ as the isotope ratio of cluster *k*, *σ*^2^ as the reproducibility of the measurement and π~*k*~ as the percentage of data points belonging to cluster *k*. As we used blank corrected data, we forced the regressions through the origin, which kept the number of parameters in the model small. Using non-blank corrected data would need to include component-specific or non-component specific intercepts in the model, which would increase the complexity of the model significantly without additional benefit.

Parameter estimation (i.e. (*β*~*k*~, *σ*^2^)) is done from *N* data points by maximising the log-likelihood function (see Eq. [3](#Equ3){ref-type=""})$$\documentclass[12pt]{minimal}
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                \begin{document}$$ \log L=\sum\limits_{n=1}^N {\log h\left( {{y_n}\left| {{x_n},\psi } \right.} \right)} =\sum\limits_{n=1}^N {\log } \left( {\sum\limits_{k=1}^K {{\pi_k}f\left( {{y_n}\left| {{x_n},{\theta_k}} \right.} \right)} } \right) $$\end{document}$$using an iterative expectation--maximization (EM) algorithm \[[@CR39]\]. Determination of the number of isotope ratios is done by neglecting clusters below a certain threshold. In our case, clusters that contained less than 1 % of the data points in any iteration step were dropped. The final number of clusters is determined by the model fitting procedure. However, it is necessary to define an upper end of clusters as the EM algorithm can only reduce the number of clusters.

Computation was done in R \[[@CR40]\], Version 2.15.2, using Grün and Leisch's FlexMix package \[[@CR41]\]. The raw data of ^235^U and ^238^U measurements were imported to the script. Blank correction and data selection by means of 3× SD was directly accomplished in R. An exemplary R script for the computation of multiple isotopic signatures is given in the [Electronic Supplementary Material](#MOESM1){ref-type="media"}. It should be noted that the data given in this R script were simulated for demonstration purposes and are not corresponding to data recorded during LA-MC-ICPMS measurements.

Finally, the U isotope ratios were multiplied with the external correction factor $\documentclass[12pt]{minimal}
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                \begin{document}$$ \mathrm{C}{{\mathrm{F}}_{{{R_{{{}^{235}\mathrm{U}/{}^{238}\mathrm{U}}}}}}} $$\end{document}$ to correct the isotope ratios for mass bias.

Data from 9073-01-B particle measurements (single isotopic composition) were used for the comparison of the 'point-by-point', the 'integration' and the 'linear regression slope' method. Data sets from 9073-01-B and CRM U010 were combined to one data set for the development of the 'finite mixture model'. The NUSIMEP-7 test samples (multiple isotopic compositions) were evaluated by means of the 'finite mixture model' and compared to the commonly applied 'point-by-point' method.

Calculations of combined standard measurement uncertainties {#Sec7}
===========================================================

Computation of expanded (*k* = 2) uncertainties (U) was performed according to ISO/GUM \[[@CR42]\] and EURACHEM \[[@CR43]\] guidelines with the GUM Workbench Pro software (Version 2.4, Metrodata GmbH, Weil am Rhein, Germany). The applied model equations are described as follows (i.e. Eqs. [4](#Equ4){ref-type=""}--[6](#Equ6){ref-type=""}):$$\documentclass[12pt]{minimal}
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                \begin{document}$$ {R_{{^{235}\mathrm{U}{/^{238}}\mathrm{U},\ \mathrm{CR}{{\mathrm{M}}_{\mathrm{lq}}},\ \mathrm{measured},\ \mathrm{final}}}} $$\end{document}$ was expressed in a separate equation (i.e. Eq. [6](#Equ6){ref-type=""}) in order to not only account for the standard uncertainty (*u*) of the measurement of the liquid CRM but also for standard uncertainties resulting from blank contributions. $\documentclass[12pt]{minimal}
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The combined standard measurement uncertainties *u*~c~ were multiplied with a coverage factor of 2 (i.e. *k* = 2) in order to obtain expanded uncertainties (U).

Results and discussion {#Sec8}
======================

Comparison of data evaluation methods for particles with single isotopic composition (CRM 9073-01-B) {#Sec9}
----------------------------------------------------------------------------------------------------

A typical transient signal record of single particle measurements by LA-MC-ICPMS is shown in Fig. [1](#Fig1){ref-type="fig"}.Fig. 1LA-MC-ICPMS transient signal recorded during line scanning of 9073-01-B particles (1--5 μm)

The maximum ^238^U signal intensities of all analyzed 9073-01-B particles ranged from about 0.5 to 9.7 V. (Higher signal intensities led to a saturation of the detector and were not taken into account.) In Fig. [1](#Fig1){ref-type="fig"}, it can be seen that some peaks are exhibiting two or more peak maxima, which most likely result from adjacent particles entering the ICP almost simultaneously. To simplify matters for further evaluation, data points that belonged to one peak were regarded as signal intensities of one single particle. This simplification was considered as justified because the investigated test material has one certified U isotopic composition. Considering the 'LRS' method, two different evaluation approaches (i.e. *y* = *ax* and *y* = *ax* + *b*) were compared. In case of blank corrected data, the regression line was forced through the origin (i.e. *y* = *ax*), whereas the intercept (*y* = *ax* + *b*) was taken into account for non-blank corrected data. External correction was accomplished by means of IRMM-184. A summary of the different evaluation strategies is given in Table [3](#Tab3){ref-type="table"}.Table 3Comparison of the 'PBP', 'integration' and 'LRS' method for *N* = 118 particles (each particle was individually evaluated by applying each method)PBPIntegrationLRS (data blank corrected, *y* = *ax*)LRS (data not blank corrected, *y* = *ax* + *b*)Average ^235^U/^238^U isotope ratio (*N* = 118)0.007290.007330.007360.00740SD0.000080.000110.000170.00022RSD (%)1.11.52.33.0SEM^a^0.0000070.0000100.0000150.000020RD^b^ (%)0.51.01.52.0RU^c^ (*k* = 2) (%)1.82.13.13.9Certified ^235^U/^238^U isotope ratio0.0072557(36)0.0072557(36)0.0072557(36)0.0072557(36)^a^Standard error of the mean^b^Relative difference to the certified value^c^Relative expanded uncertainty

All evaluation strategies yield average ^235^U/^238^U isotope ratios that are, within their uncertainties, in accordance with the certified value. Although the 'PBP' method yielded the best precision and the smallest relative difference to the certified value in this study, the other strategies can be advantageous from a statistical point of view as they are taking weighted signal intensities into account. A comparison of the 'LRS method' with regard to its application to blank and non-blank corrected data yielded better precision and a smaller relative difference to the certified value for the blank corrected data, from which isotope ratios were computed by forcing the regression line through the origin. Moreover, forcing the regression line through the origin is regarded as advantageous, as in this case, it is ensured that high intensities are dominating the regression.

The uncertainties of single particle measurements with different maximum ^238^U signal intensities were calculated. Typically, apart from the 'LRS' (*y* = *ax* + *b*) method, the largest relative expanded uncertainties (RU) were observed for particles with the lowest signal intensities, whereas similar uncertainties were observed for particles with peak intensities higher than about 1.5 V. In Table [4](#Tab4){ref-type="table"}, relative expanded uncertainties (RU) and relative contributions of input parameters are given for three single particles with different maximum ^238^U signal intensities.Table 4Relative expanded uncertainties (RU) and relative contributions of input parameters of ^235^U/^238^U isotope ratio measurements of single particlesData evaluation strategyPBPIntegrationLRS (data blank corrected, *y* = *ax*)LRS (data not blank corrected, *y* = *ax* + *b*)Maximal ^238^U signal intensities of individual particles (V)0.53.19.70.53.19.70.53.19.70.53.19.7RU (*k* = 2) (%)3.52.32.34.03.33.15.84.74.86.06.16.2Relative contributions (%)$\documentclass[12pt]{minimal}
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                \begin{document}$$ {R_{{^{235}\mathrm{U}{/^{238}}\mathrm{U},\ \mathrm{Particle},\ \mathrm{measured}}}} $$\end{document}$) was identified as the main contributor to the uncertainty. This is also in good accordance to previous work \[[@CR6]\]. However, an exception from this was observed for the RU of the ^235^U/^238^U isotope ratio with the lowest maximal ^238^U signal intensity of the 'PBP' method. In this case, the main contribution resulted from the ^235^U LA blank (i.e. 62.2 %), followed by the reproducibility (i.e. 37.8 %). ^235^U blank contributions were also pronounced for the 'integration' and the 'LRS' (*y* = *ax*) method with respect to particles with the lowest peak intensities. The influence of the ^235^U LA blank is significantly reduced at higher signal intensities for the 'integration' and the 'LRS' (*y* = *ax*) method as compared to the 'PBP' method. This can be explained by the fact that in the 'PBP' method, high and low intensities are contributing equally to the isotope ratio.

'Finite mixture model' {#Sec10}
----------------------

Evaluation methods taking weighted signal intensities into account are considered as data evaluation strategies of choice when dealing with short transient signals resulting from LA-MC-ICPMS analyses. Considering real safeguards samples, the typical situation is that one has to deal with an unknown number of particles that can differ in their isotopic signatures.

In Fig. [2](#Fig2){ref-type="fig"}, a typical transient signal recorded during raster scanning of a NUSIMEP-7 test sample is shown. LA of NUSIMEP-7 particles having an average diameter of 0.327 ± 0.139 μm yields very sharp signals with maximal ^238^U signal intensities below 1 V. In most cases, only one data point per particle was observed in the transient signal.Fig. 2LA-MC-ICPMS transients signal recorded during raster scanning of a NUSIMEP-7 interlaboratory comparison test sample

Thus, 'integration' and 'PBP' methods are becoming practically indistinguishable. The commonly applied approach for determining multiple isotopic signatures from transient signals is the 'PBP' method and plotting the isotope ratios in ascending order. In Fig. [3](#Fig3){ref-type="fig"}, the results of the 'PBP' method for the 'double' deposition NUSIMEP-7 test sample, which was expected to have two different isotopic compositions, is shown. As can be seen, two different major areas (i.e. two steps in the graph) of isotope ratios could be identified, indeed. In order to determine the isotopic compositions, the averages of the isotope ratios of these two areas were calculated. The data set was divided into two groups at the inflection points. Isotope ratios that were not within two times the standard deviation were not considered for calculating the average values. Isotope ratios that are between the two areas are typically considered as mixed ratios, whereas those at the lower and the upper end are typically regarded, dependent on their number, as other isotopic compositions or outliers resulting from the measurement. Based on the 'PBP' method, two main isotopic compositions (i.e. 0.0340(76) and 0.210(46)) were identified. A comparison with the certified isotopic compositions (Table [1](#Tab1){ref-type="table"}) yields that one certified isotopic composition (i.e. 0.0090726(45)) of the original particles on the planchet was not identified. The reason is that the isotopic composition of the contamination, which occurred during sample handling, was dominant. The isotope ratios at the lower and upper end of the step-profile were regarded as outliers, as their number was rather small compared to the main isotopic compositions (one certified isotopic composition and the contamination). The drawbacks of this evaluation strategy for multiple isotopic signatures are evident: (1) low and high signal intensities are contributing equally to the isotope ratio, (2) the determination of the main compositions depends on the judgment of the analyst and (3) other isotopic compositions present may be hidden by the major constituents.Fig. 3Use of the 'PBP' method for the evaluation of the NUSIMEP-7 'double' deposition measurement data. ^235^U/^238^U isotope ratios are plotted in ascending order. The *dotted lines* are indicating the lower and the upper ends of the standard deviations (2×)

In order to improve data evaluation, we made use of the principle of the linear regression slope method. All signal intensities of interest are plotted in an *x*--*y* chart. Data from 9073-01-B and CRM U010 particle measurements were combined for a test data set in order to simulate a sample with particles of different known isotopic compositions. In Fig. [4a](#Fig4){ref-type="fig"}, the scatter plot of this test data set is shown.Fig. 4Determination of two different ^235^U/^238^U isotope ratios by means of the slopes of linear regression lines applying the 'finite mixture model'. **a***Scatter plot* of a data set of 9073-01-B and CRM U010 particle measurements that were combined to one test data set. **b** Application of the 'finite mixture model' to the test data set: the *circles* and the *triangles* are representing the two clusters (i.e. two isotopic signatures) that are distinguishable. The isotopic signatures are determined by means of the slope of the linear regression lines. The slopes that are stated in the legend are not externally corrected. Outliers are marked by *grey-coloured circles*

At this step, no differentiation between the data points of different isotopic compositions can be accomplished. A 'finite mixture model' was applied for the deconvolution of this data set to determine the different ^235^U/^238^U isotopic signatures. The data points are clustered, which is demonstrated by the two different symbols (i.e. circle and triangle; Fig. [4b](#Fig4){ref-type="fig"}). Finally, the slopes of the linear relationships and the respective uncertainties of the clustered data points are estimated by the model \[[@CR32], [@CR41]\]. All selected data points are contributing to each linear fit, and the regression lines are forced through the origin. Higher signal intensities have a larger leverage effect on the slope than lower ones, which is given by the model. In an additional step, the isotope ratios that are derived from the slope of the regression lines have to be corrected by means of the external correction factor $\documentclass[12pt]{minimal}
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                \begin{document}$$ \mathrm{C}{{\mathrm{F}}_{{{R_{{^{235}\mathrm{U}{/^{238}}\mathrm{U}}}}}}} $$\end{document}$ (equal to the other data evaluation strategies). In the case of the test data set, external correction was accomplished by means of IRMM-184.

Fitting mixture models by the EM algorithm is known to be sensitive to outliers in the data (see Fig [4b](#Fig4){ref-type="fig"}). Outlier elimination can be accomplished by using a robust version of the EM algorithm, which includes a background noise component with a very large variance collecting all outliers \[[@CR46]\]. However, in our case, it is important to identify outliers, as these data points might indicate an additional isotopic composition. This was accomplished by fixing the variances of all components to be the same. Moreover, this reduced the number of the estimated parameters.

In addition, it is possible to easily trace back single data points that are far off from the computed linear regression lines to the raw data set by using R. The test data set consists of two certified ^235^U/^238^U isotopic signatures. Data points that are outside the uncertainty of the computed isotopic compositions (i.e. slopes) can be excluded, and the model is recalculated. Recalculation and outlier detection are performed according to an iterative approach. The principle of outlier detection is discussed for two data points marked in Fig. [4b](#Fig4){ref-type="fig"}. The outliers resulted from different decay times of the two Faraday detectors. The transient signals revealed that the Faraday detector L1 (^238^U) had been saturated just before the signal of the outlier was recorded. Therefore, these data points were regarded as measurement artefacts and excluded from the regression. Outlier elimination resulted in smaller relative differences to the certified values with regard to the determined isotopic signatures (from 0.2 % to −0.03 % for 9073-01-B and from 0.6 % to 0.5 % for U010) and reduced the uncertainties of the slope (from 14 % to 10 % for 9073-01-B and from 10 % to 7 % for U010). Expanded uncertainties (Eqs. [4](#Equ4){ref-type=""}--[6](#Equ6){ref-type=""}) of 19 % (*k* = 2) and 14 % (*k* = 2) were computed for the ^235^U/^238^U isotopic signature of 9073-01-B (i.e. 0.00725) and U010 (i.e. 0.01019), respectively. The major contributor to the uncertainty is the uncertainty of the slope which is determined by the fixed residual variances of the model.

Application of the 'finite mixture model' to NUSIMEP-7 interlaboratory comparison test samples {#Sec11}
----------------------------------------------------------------------------------------------

The 'finite mixture model' was applied to the ^235^U and ^238^U measurement data of the NUSIMEP-7 interlaboratory comparison test samples in order to investigate its applicability for the determination of different unknown U isotopic compositions. The clusters and linear regression lines that were computed for both the 'single' and the 'double' deposition samples by the 'finite mixture model' are shown in Fig. [5](#Fig5){ref-type="fig"}.Fig. 5Application of the finite mixture model to the blank corrected ^235^U and ^238^U measurement data of the NUSIMEP-7 interlaboratory comparison test samples: (**a**) NUSIMEP-7 'single' deposition; (**b**) NUSIMEP-7 'double' deposition. A contamination during sample handling with a ^235^U enrichment of about 21 % was detected on both planchets

The 'finite mixture model' yielded ^235^U/^238^U isotopic compositions that were, within their uncertainties, in good agreement with the certified values (Table [5](#Tab5){ref-type="table"}). Nonetheless, the uncertainties were larger compared to uncertainties of SIMS measurements in this ILC \[[@CR38]\]. SIMS is considered as mainstay technique for particle analysis. Both test samples had been contaminated with a ^235^U enrichment of about 21 %. Thus, one additional isotopic composition was determined for both the 'single' and 'double' deposition test samples. The additional isotopic composition of the contaminant is in agreement between the two test samples indicating the same source of contamination.Table 5Summary of NUSIMEP-7 resultsNUSIMEP-7 test sample^235^U/^238^UCRM for external correctionRU (*k* = 2) (%)RD^b^ (%)*z* score^c^zeta score^c^Cluster size/data points'Single' deposition0.00898(90)IRMM-18410.0−1.0−2.04−0.211440.2130(10)CRM U5000.5--^a^--^a^--^a^119'Double' deposition0.0090(11)IRMM-18412.2−0.7−1.60−0.13290.0332(10)CRM U030-A3.0−2.6−5.55−1.896330.2096(11)CRM U5000.5--^a^--^a^--^a^122^a^Contamination^b^Relative difference to the certified value^c^Interpretation of scores: \|score\| ≤ 2, satisfactory result; 2 \< \|score\| \< 3, questionable result; \|score\| \> 3, unsatisfactory result

Moreover, *z* and zeta scores were calculated in order to assess the performance of LA-MC-ICPMS measurements, using the 'finite mixture model' for data evaluation, with respect to the stringent performance criteria of the NUSIMEP-7 ILC for the major U (^235^U/^238^U) isotope ratio \[[@CR38]\]. As can be seen in Table [5](#Tab5){ref-type="table"}, regarding the *z* scores, some measurements could not be performed in accordance with requirements considered as good practice for IAEA Network Analytical Laboratories (NWAL) (i.e. \|score\| ≤ 2). According to the NUSIMEP-7 report \[[@CR38]\], less than 50 % of the participants reported satisfactory results (i.e. 47 % for the 'single' deposition, 41 % for the first enrichment and 35 % for the second enrichment of the 'double' deposition). In case of the second enrichment, satisfactory results were only achieved by large geometry-secondary ion mass spectrometry (LG-SIMS), nanoSIMS and secondary electron microscope-thermal ionization mass spectrometry (SEM-TIMS) measurements \[[@CR38]\]. Worth mentioning is that the organizers stated in their NUSIMEP-7 report \[[@CR38]\] that questionable results would still have been satisfactory when applying the less stringent performance criteria from NUSIMEP-6, the previous ILC \[[@CR38]\].

Regarding the zeta scores, satisfactory results (i.e. \|score\| ≤ 2) were achieved for all isotopic compositions, which indicates that the estimate of the uncertainties are consistent with the deviations from the reference value \[[@CR38]\].

In the 'finite mixture model', the whole computation---blank correction, data selection by means of 3× SD, determination of the number of clusters, computation of the slope and of its uncertainty---of the data set having about 50,000 data points (including the blank measured in between the particle signals) is accomplished automatically by the applied algorithm. Thus, information about the isotopic composition is readily available. Moreover, data evaluation is not influenced by the analyst. In addition, the application of the 'finite mixture model' to the NUSIMEP-7 'double' deposition sample (Table [5](#Tab5){ref-type="table"}) demonstrated the model's strength for the determination of an accurate isotopic signature of a rather small population (i.e. 29 data points) present besides two larger ones (i.e. 122 and 633 data points).

Conclusions {#Sec12}
===========

In this study, four different data treatment strategies for the computation of ^235^U/^238^U isotope ratios of single particles from transient signals were evaluated. Generally, strategies in which higher signal intensities assume greater weight in the isotope ratio calculation ('integration' and 'linear regression slope' method) are regarded as advantageous from a statistical point of view. However, these methods can only be applied if individual particles can be analyzed and if the resulting peak consists of multiple data points. Considering real safeguards samples, an individual selection of the particles to be analyzed is often not feasible using LA-MC-ICPMS without pre-selection by means of e.g. fission track or scanning electron microscopy. Hence, the resulting peak may consist of data points from several particles having different isotopic compositions. Moreover, depending on the size of the particles, only one data point may be available for subsequent data treatment. The commonly applied 'point-by-point' method bears the danger to overlook isotopic compositions of particles being underrepresented. A 'finite mixture model' based on linear regression enables to identify an unknown number of entities of different isotopic composition, thus providing a significant contribution to fields dealing with multiple isotope ratios in mixed samples.

Even though in this study only results for the major U isotope ratio (^235^U/^238^U) were shown, the model is equally applicable for the determination of the minor isotope ratios (i.e. ^234^U/^238^U and ^236^U/^238^U). These ratios are equally important in nuclear safeguards and forensics for verifying the absence of undeclared nuclear activities. The applicability of LA-MC-ICPMS for the determination of the minor U isotopes was demonstrated in a recent study \[[@CR6]\], as well as within the NUSIMEP-7 ILC \[[@CR38]\].
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