F (·), where F n and F are the respective cdfs of X n and X.
We say F (·) is the limiting distribution of X.
The limiting mean and limiting variance of a rv are the mean and variance of its limiting distribution.
• Note how the different notions of convergence relate:
• Suppose we have a sample estimatorθ n of θ. We want to use the limiting distribution ofθ n to obtain an approximation for the unknown small sample distribution. However,
→ θ, but this means the distribution ofθ n collapses to a spike.
To get around this problem we use a stabilizing transformation such as √ n(θ n − θ). 
But now what is the distribution of
Note: σ 2 = var(X n ) (c) To see why stabilizing transformation is important consider how we derive the asymptotic distribution of X n , where the asymptotic distribution is used to approximate the true finite sample distribution ofX n . (d) To derive the asymptotic distribution we use the limiting distribution of a function of the rv of interest-in this casē X n . (e) From the specific statement of the CLT above we can saȳ
Note why having √ n out in front is important: ifX n has mean µ and variance We need to pick k such that it gives us a stable variance as n → ∞.
• Note: all of the above results extend to the multivariate case. E.g., if we haveX
. . . 
