Abstract-Evolutionary art system is facing the challenge of how aesthetic judgement can be automated for use as a fitness function. Judging beauty is a highly subjective task, but certain features are considered important in aesthetic judgement. This paper introduces an adaptive learning evaluation model for guiding the evolutionary process. Certain aesthetic features are extracted from internal evolutionary images and external real world paintings, which are then selected by the model. The model is built by selecting learning approach with better accuracy by training these features. Multi-layer perceptron and C4.5 decision tree are compared for machine learning of aesthetic judgements. Our results show that these features play important roles in aesthetic judgements and the adaptive model is efficient at predicting user's preference.
I. INTRODUCTION
Evolutionary Art is started from the Biomorphs program [1] . Subsequently, the work of Sims becomes popular by using list expressions to create art [2] . Following the idea of Sims, a wide research (see, for example, [3] , [4] ) used Genetic Programming (GP) to evolve images using symbolic expressions. One of the significant challenges in this field is to find an appropriate fitness function to reduce user fatigue, since most systems rely on Interactive Evolutionary Computation (IEC), which the user take the tedious task to make evaluation decisions.
Recently, there has been increased work in automating the evolutionary process [5] - [8] . Most of the work are relevant to the field of computational aesthetics [8] . It applies computational methods that can make applicable aesthetic decisions in a similar fashion as humans can [9] . These features or criteria are used to conduct the evolutionary process.
However, it is a highly subjective task to replace human for judging beauty. First, the aesthetic measurements for different people are different, they are not unanimous and static. It is hard to tell what kind of features are important for aesthetic judgements. Second, even we could extract all the aesthetic features, it is difficult to find how they finally influence the aesthetic criteria.
The specific aspects we are interested in are to (a) explore features that are relevant to aesthetic measurements; (b) find the relations in these features which quantitatively influence the fitness value. To achieve these goals, we introduce an adaptive learning evaluation model to automate the evolutionary process, instead of applying an ambitious definition of aesthetic measurement. In this paper, we aim to extract (a) several features that are relevant to aesthetic, (b) feature selection is introduced to reduce these features to an essential subset, (c) finally the adaptive learning model is built by selecting the adaptive approach with better accuracy. As a consequence, the feature reduction should not affect the learning performance. A comparison has been made between the multilayer perceptron (MLP), introduced by D. Rumelhart et al. [10] and the decision tree (DT) induced by C4.5 algorithm [11] . We perform this analysis by evaluating both of the classification accuracy.
The proposed model has been tested by our evolutionary art system (EAS), Bio-Evolutionary Art System (BioEAS). External images collected from famous paintings are included in training dataset. To easily manipulate the evolutionary process, intuitive mutation parameters are applied. Our experimental results show that it is possible to obtain the classification accuracy or even higher with a highly reduced number of features. It appears that the model is able to predict the users' preferences and classify high, medium and low valued images by learning the internal and external images selected by user.
The paper is organized as follows: Section II begins with an overview of previous work on automatic fitness assignment and computational aesthetics; in Section III we describe our adaptive learning evaluation model; next, the experiments and results analysis are included in Section IV; finally, in Section V we draw some conclusions and point directions for future research.
II. STATE OF ART
One of the main difficulties in EAS is the task for exploring an appropriate fitness function. Most EAS are either interactive (for example [2] , [3] , [12] , [13] , [15] ) or unsupervised (for example [5] , [7] ). A thorough survey of application and interface research on IEC can be found in [16] . In recent years, there have been increased activities in investigating unsupervised fitness assignment to reduce user fatigue [5] - [8] .
Considering to incorporate aesthetic criteria in fitness assignment, the field of computational aesthetics becomes relevant to the unsupervised fitness assignment. A brief historical review of the origins of the term could be found in [8] .
Birkhoff first formalized the aesthetic metric to the ratio between order and complexity [18] . This metric is then quantified by different measurements on the following work. The work of Bense [17] and Jaume [21] defines the complexity and order from Shannon's Information Theory [14] . There have been several efforts to use information theory to calculate the aesthetic value in EAS [5] , [19] .
Substantial efforts have been made to devise other good aesthetic measurements [5] , [19] - [21] . Some of the measurements are calculated from the low level, eg. pixels, some are from the high level, eg. image pattern, others are from the genotypes. The list of numbers obtained from the image are distributed in a specific, non-uniform way, which is described as Benford Law [22] . It is used to measure the distribution of the ordered digits. Global contrast factor is another aesthetic measure described in [23] . Basically, it computes contrast (difference in luminance or brightness) at various resolutions. Bell curve is the measurement based on the observation that changes in color gradients should reflect a bell curve distribution [24] . Aesthetic Measure based on the aesthetic theory of Machado and Cardoso [7] assert that the aesthetic value of an artwork is directly connected to Image Complexity (IC) and inversely connected to Processing Complexity (PC).
However, the unsupervised systems may suffer the difficulty that aesthetic measurements are not unanimous and static. It is hard to cooperate different criterias in the fitness assignment. To overcome this disadvantage, some approaches are proposed to combines these measurements.
The most simple way is to merge them together by a weighted sum. The work of [25] introduced a hardwired fitness function which combined several measurements that reflect aesthetics of forms and fractals for jewelry design. This measurement is based on mathematical foundations of fractal geometry, chaotic behavior and image processing. But fixed fitness function often introduces bias to the evaluation in evolutionary process.
[26] use an inference engine to create new rules for fitness assignment. [27] suggests the technique of evolutionary refinement for aesthetic patterns, which is an interesting way for evolutionary exploration strategy.
The first published research which uses machine learning approaches is the work of [28] , which relied on ANN to alleviate the burden of users. However, the results turned out to be "somewhat disappointing" [28] . [24] use multi-objective fitness testing to evaluate the candidate textures according to multiple criteria. The multi-objective approach to evaluate textures is also proposed in [29] . A Pareto ranking strategy is used to rank the populations, some diversity promoting strategies are then provided to generate a diversity assortment of solutions [24] . The results show that the techniques are ideally suited to texture synthesis.
Machado et al. present an IEC with a similarity-based approach in their EAS [20] . An Artificial Art Critic (AAC) is introduced to distinguish between external images (e.g., paintings) and the internal images created by evolutionary process. Thus it enables new trends and explorations in stylistic changes. The AAC includes two models: (i) the feature extractor and (ii) Artificial Neural Network (ANN). The evaluator is used to distinguish between the internal and external images [20] . Recent work have been done on modeling human visual preference by a set of aesthetic measures [5] , [19] . Experiments have been done on single measurement and combined set of measurements. The results show clearly different 'styles' of evolutionary art by different measurements. [6] investigate an multi-objective optimization method in evolutionary art. The results show that some combinations of aesthetic measures generate interesting images, others are not.
III. ADAPTIVE LEARNING EVALUATION MODEL
In this section we will describe the adaptive learning model that we used in our experiments. First of all, we extract aesthetic features from the evolutionary images and real world paintings. These features are fall into five categories: color ingredient, image complexity [21] , image order [31] , metric based on Benford Law [22] (BL metric) and metric based on Machado and Cardoso's work [7] (MC metric). We consider these features are the primary characteristics of users' aesthetic criteria. Then, the comparison was established with two different machine learning methods, MLP and DT. The better training output model selected from the previous comparison is used to automate the continuous evolutionary process.
A. Proposed Features
In this subsection we will give a brief description of each features for the adaptive learning model. This work is also a continuation of our previous work that primarily focused on the estimation of image complexity and image order [33] . The five categories of features are shown in Table I .
1) Color Ingredient:
This feature is calculated from three channels, which are hue, saturation and lightness. We use HSL color space instead of RGB color space, because it is more intuitive to describe perceptual color and similar to the way human define an image. Hue specifies the base color from the color wheel, the saturation represents the purity of the color, and light indicates the sunlight, shadow or darkness in an image. In our experiment, we converted the RGB data to HSL color space. We calculate the average value and the standard deviation in each of the three channels.
2) Image Complexity:
We proceed the image complexity from the information-theoretic perspective. The reason we consider informational aesthetics measurements from different channels is in [21] . The complexity of the image is calculated by multiplying every pixel's Shannon entropy and the number of pixels in each channel. Shannon entropy is computed from the intensity histogram for every channel. Then the image complexity for channel i is computed as follows:
in which p i represents probability distribution for channel i.
is the number of pixels in bin x. The values of χ for hue, saturation and lightness are 360, 100 and 100 respectively. Additionally, complexity based on RGB space and Y 709 are 512 and 256.
3) Image Order: Image Order is calculated by estimating shortest description of the image using an algorithm [31] . We use the real-world fractal compressor to achieve this algorithm. The priori distribution of the images, −logP (i), is assigned to 1, 0.5 or 0 which represents high, medium or low value. logP (C), the constant when C is given, is disregarded. According to the definition, the order of the image is calculated as follows:
where t e and ts are the end-time and start-time of fractal encoding.
4) MC Metric:
According to the aesthetic theory of Machado and Cardoso, the aesthetic value of an artwork is related to the relation between Image Complexity (IC) and Processing Complexity (PC) [7] . The MC metric of an image I is defined as
in which, IC(I) is estimated through the division of the root mean square error (RMSE) by the compression ratio resulting from the JPEG compression, IC(I) =
RM SE(I) CompressionRatio−JP EG(I)
. Then we use fractal image compression for estimating P C(I). The image varies in perception process as the time passes. In order to compute in different time points t 0 and t 1 , we measure it separately as P C(t 0 ) and P C(t 1 ). We argue that PC can be substituted by the following formula:
5) BL Metric:
We implement this feature based on Benford Law [22] . Benford Law (first-digit law) states that in lists of numbers from many real-life sources of data, the leading digit, the second digit, etc. are distributed in a non-uniform way. According to the law, the first digit occurs about one third of the time, the second occurs 17.6%. We use lightness channel to measure this feature. 9 bins of the lightness histogram in an image are used. The BC metric of image I is calculated by the following formula:
where D(I) is
where P (d) is the distribution of pixels in lightness histogram. d is the bin number in image I with N number of pixels.
is the value of distribution of lightness according to Benford Law (see Figure 1 ) . The D max is calculated as (1 − 0.301) a + (0.176) a + ... + (0.046) a , where a=3, a=2 and a=1. In our experiments we use a=1 (see [19] ).
This process yields a total of 14 features. To better capture features in different regions of the image, we segment each image into five different partitions: four quadrants and an central square with the same size. Then 14 features are applied to each of the partitions and the global image. Thus a total 84 features are extracted from an image.
B. Adaptive Learning Method
This section details two issues related to the adaptive evaluation learning model, (i) the collection of outer and inner images, from which we extract the previously demonstrated 84 features and (ii) a classifier selects the better approach from two different learning methods (MLP and DT).
1) Data Sets:
In order to build the aesthetic model, a training set of 64 × 64 pixel outer and inner images was used. The process used to obtain these images is as follows. For each generation, 67 images displayed on the screen are the inner candidates for the training set. The subject rank these images into three categories: low, medium and high, which are assigned to values 0.0, 0.5 and 1.0 respectively. Although collecting the inner images generated using IEC as the candidates would have been easier than including the real world artworks, it leads to specific stylistic images that only belong to the EC-generated class. Therefore, in order to provide the training set with external evaluations, images which the subject selecte from paintings and photographs are also required. These outer images are assigned to 1.0 as they were regarded as the interesting images. Through several interactive evolutions, hundreds of images are collected in total.
An image library is built to save different artworks that we collected from internet. During the evolutionary process, the subject can choose any pleasing images from our image library to adjust the model. To train the model, images are scaled to range 60×60. About 30 paintings are collected from different sources. The paintings are from the artists Edvard Munch, Marc Chagall and Vincent Van Gogh. Paintings from one artist can be chosen to allow a bias towards a particular artist's style, or a set of abstract paintings can be selected to guide the model towards a specific style.
The inner populations are gathered during the evolutionary process. The population size of each iteration is 67. The total number of the inner populations depends on the number of iterations before the evolutionary process stops.
2) Adaptive Approach: We build our adaptive learning model based on two different training approaches, the input of which is the features that we introduced, the output is the fitness.
Firstly, we reduce the 84 features to a relevant subset by feature selection. The features are selected by measuring the information gain with respect to class.
Inf oGain(C, Attr) = H(C) − H(C|Attr)
Secondly, adaptive learning approach is chosen by comparing the classification accuracy of MLP and DT model. Finally, the EAS uses the model to predict the fitness in the subsequent evolution. The architecture of the model is given in Figure 2 .
The goal of feature selection is to find a subset of significant features which are able to correctly predict fitness, to reduce user fatigue, and to reduce the cost of the activity of feature extraction from evolutionary images. Ranking features is possible since a large number of feature evaluation measures are available. In our experiments, we adopted attribute subset evaluator using Weka's attribute selection method:
InfoGainAttributeEval with Ranker Search Method:Evaluates attributes based on information gain which is followed by ranking based on their evaluation. This method is commonly used by DT algorithms when select attributes in a given branch of tree. And the experiments in the following section show that the classification performances improved because of the redundancy reduction in image description. The classifiers we considered here are: DT and MLP.
Decision trees(DT) We use C4.5 algorithm in our experiments. The decision Tree is built by progressively partitioning the training data into smaller partitions until each of them is homogeneous in the class. The reader can find an in-depth discussion in [11] . C4.5 algorithm induces the form of the decision tree, i.e. chooses the test condition at each node of the tree by the following rule. Given c class labels, let p(i,S) denote the fraction of records in S that belong to class i. The best attribute test at a node t is selected by entropy of the class value in the set of records at node t. Entropy of the set of records S, denoted by E(S), is a measure of impurity of the class in S. The information gain from the differences in the entropy when node is further divided, can be used a criterion to determinate the goodness of the split.
E(S)
Multi-layer perceptron(MLP) It is a feed-forward neural network with multiple layers of processing neurons. The neurons in one layer are directly connected to the ones in the next layer. Each sigmoidal neuron computes a weighted sum of its input signals and passes this value through its sigmoidal activation function to yield the neuron's activation value. The goal of the MLP learning algorithm is to determine a set of weights that minimize the total error over the training set. The network is trained by supervised learning using the iterative back-propagation algorithm. Beginning with small random weights, Backpropagation algorithm attempts to minimize the squared error between the output values and the target values for these outputs. A more detailed description of the weight update rule can be found in [10] . Once the neural network has been trained, the weights are saved and are ready to be used in the classification phase.
The classification accuracy of DT and MLP model is then compared to choose adaptive approach for the evaluation learning model. The model is applied in the new evolutionary process. It is used to classify new populations into three categories to help users accomplish the primary evaluation.
IV. EXPERIMENTS
In order to investigate and compare the aesthetic features we conducted a number of experiments. First, our EAS, BioEAS, which adopt the adaptive learning model is introduced. Next, by using the system the experiments were performed to better understand the human evaluation and automate the evolution process. This is done by analyzing two series of experiments. In the first series of experiments, we performed 10 runs by using adaptive learning model in BioEAS to compare the results with and without feature selection. In the second series of experiments, we completed 40 runs on BioEAS by 20 different subjects, two runs for each subject.
A. BioEAS: Bio-Evolutionary Art System
BioEAS (Bio-Evolutionary Art System) is our software environment which adopt adaptive learning model in the exploring process. Our system use Genetic Programming(GP) to generate images. The system is able to perform the evolutionary process both interactively and semiautomatically by adaptive learning model. The main window of the system is shown in Figure 3 . The details of BioEAS have been described in [32] , so we will not repeat it here. In addition to our system described in [32] we have implemented new features, feature selection module and different training approaches to apply for adaptive learning model. In this paper we will only discuss the experiments we did with adaptive learning model. The function set are showed in Table II . There are three kinds of root nodes to map the values into color, RGB node, color map node and HSL node. In Figure 4 we present some examples of genotype and its corresponding phenotypes. Four kinds of mutation operators applied in our system are also described in [33] .
In Table III we show the experimental settings in the following experiments. 67 images are displayed for each generation, all of which are rendered at 64 by 64 resolution. The user can zoom the image and display the expression tree by moving the mouse cursor over the image. The maximum initial tree depth is set to 6. 
B. Feature Selection Results
In this series of experiments, we conducted 10 runs from random populations to the last populations. We manipulated first 10 generations interactively for each run. Then we compare the results with and without feature selection by using classifiers, DT and MLP. We used implementations of these algorithms from the Waikato Environment for Knowledge Analysis (WEKA 3.6.6) machine learning library. Default setting for J48 in the experiments are described in Table IV. We also use default values for MLP learner. The only parameter change for MLP was to set 'hiddenLayers' to '4', which defines a network with one hidden layer containing four nodes. As we stated, the evaluator we used for feature selection is InfoGainAttributeEval with Ranker Search Method.
The design of our experiments can be summarized as follows. For each of the 10 runs, datasets from the first 10 iterations were collected and 2 different runs of fivefold cross validation (CV) were executed, with and without feature selection. The accuracy of the classifier is defined as the number of correctly classified instances divided by the total number of instances. To measure the performance of the feature selection, Accuracy (ACC) and Root Mean Squared Error (RMSE) were calculated.
As a consequence, the number of features should be reduced as much as possible but this reduction should not affect the classification performance. The results of these experiments are presented in Table V . The values of ACC and RMSE in the table is calculated from the adaptive classifier. The results show that the classification accuracy is approved with a highly reduced number of features in most of the runs, although only one of them is decreased. It is mainly because the number of selected features is settled to five during the experiments (We experimented with 3, 5 and 10). This could highly reduce the cost of feature collection in the evolutionary process.
C. Evolutionary Results
We focus on one single experiment from the first till the last iteration, paying particular attention to how this model influence the aesthetic judgement. Table VI show the correctly classified accuracy of all the images collected from the first ten generations, high valued, medium valued and low valued images respectively. The results prove that our model could successfully classify these three categories of images. The total accuracy of the correctly classified images is calculated using a 5-fold cross validation. All results show that our system is capable of learning user's behavior in the evolutionary process. DT model was chosen in this experiment compared with MLP. The tree view is shown is Figure 5 . Five descriptive features were selected with information related to aesthetic judgement, which are both image complexity of Y 709 and lightness extracted from centre and lower right of the image, and MC metric of the whole image. It provides us with important information on how these features are reflected to the aesthetic judgement. It shows that the image complexity in lightness and MC metric are more important in this process according to the ranking list of the features. The distribution of the features are shown in Figure 6 . It indicates that the user's judgement is mainly focused on the information from lightness and the image processing complexity.
Six images are handpicked from initial, 10th and final populations. The initial populations are shown in Figure 7 . Figure 8 shows the six images chosen from the last generation by using IEC. Most of the images generate an insectlike pattern. Once the adaptive model settled, the user can decide whether to continue training, start over or apply the model to the following evolutionary runs. From the continuous automatic evolutionary process, we find that the model is able to distinguish different classes of images successfully. And the images selected from the last population (see Figure 9 ) share some similarities in stylistic with images in Figure 8 .
D. Subjective Results
We request 20 students to conduct the system two times, with and without the adaptive learning model. In the first run, the subjects performed BioEAS using IEC, we asked the students to perform at least 10 generations. In the second run, the subject used the same populations in the 10th iteration generated in the previous run. And then they used the model to generate next 30 iterations. Students were asked to evaluate the images in the final generation. Table VII shows the average time consumption, number of total generated populations, number of generations and percentage of high valued images by different modes in our system. Clearly, BioEAS with the adaptive learning model took no more than half of the time used by IEC for each iteration. In other words, more high valued images are generated in certain time with adaptive learning model. With the model, it appears that the percentage of high valued images is increased although the total number of generation is three times more than that of IEC. These results show that BioEAS with adaptive learning model is able to reduce user's fatigue and keep user's interest high in the evolutionary process .
V. CONCLUSIONS AND FUTURE WORK
This paper introduces several features in the aesthetic learning model. The features are composed of color ingredient, image complexity, image order, MC metric and BL metric. External evaluations of real world paintings or photographs are introduced to help the aesthetic learning model involving outside values not only limited in IEC space. Feature selection and comparison with different learning approaches are also proposed to build the adaptive learning model. By learning aesthetic judgment and applying the knowledge to evolve aesthetical images, the model helps user to automate the process of evolutionary process. Several independent experimental results show that our system is efficient to reduce user fatigue in evolving art. Our results show that the performance of preferences prediction is convincing, with classification accuracies typically in excess of 80%, and sometimes in excess of 90%.
Although our system is very simple and only capable of generating mathematical images within a limited styles, it provides a suitable model to learn human aesthetic judgement in evolutionary process. More comprehensive evaluations are still needed to validate our model. The future work of this research includes several tasks. First, more external images are needed to explore stylistic changing in BioEAS. Second, comparison different features can help us to better understand the aesthetic criterias. Third, we can employ other machine learning methods to learn user's preferences. 
