The "stages of data processing growth" notion of Nolan and Gibson [16] and Nolan [13, 14, 15] is among the best known ideas in MIS [4] . However, like many important ideas, the "stages" model is merely an initial step in a chain of research activities that must be undertaken if the notion is to be made credible and practically useful. This study seeks to empirically examine the validity of the stage framework and to investigate the relationship of each stage to management problems and issues. 
Stages of Growth Hypothesis
Through examining the EDP budgets of companies, Nolan and Gibson [16] noted that the size of the budget forms an "S" shaped curve when plotted across time. This property created three distinct turning points that were deemed to be consistent with four stages of growth. Growth in each stage was reflected in the computer applications, the specialization of EDP personnel, and in the formal management techniques and organization [13, 14] .
In 1979, the four stage growth theory was expanded to six stages. Notan [15] essentially maintained stages one, two, and four, but the third stage was divided into three stages resulting in six distinct stages: initiation, contagion, control, integration, data administration, and maturity.
In Stage 1, paraphrasing Nolan [15] , several lowlevel operational systems in a functional area, typically accounting, are automated. During Stage 2 the organization encourages innovation and extensive application of DP technology by maintaining low control and high slack. Stage 3 is characterized by rebuilding and professionalizing the DP activity to give it more standing in the organization. When the computer utility and network reach a point where high quality services are being reliably provided to users, a subtle transition to Stage 4 takes place. In Stage 5, data administration is introduced and during Stage 6, the applications portfolio is completed, and its structure "mirrors" the organization and information flows in the company.
Not only are the six stages specified in the stage development framework but also, suggestions are made concerning what should be done in order to advance through the stages. For example, it is necessary in order to maintain EDP growth to acquire and develop EDP management and specialized personnel, including analysts, operators, and programmers. Three recommendations are emphasized: (1) centralizing decentralizing parts of the EDP resource, (2) realizing communication is vital and that management should set priorities, possibly through a steering committee, and finally (3) that systems analysts should become the "conduit" between users in the EDP department [15] .
A necessary prerequisite to applying transition strategies from one stage to the next is ascertaining the existing stage. According to Nolan [15] , this may be done by applying benchmarks to the organization. These benchmarks concern (a) the rate of expenditure, (b) the technological configuration, (c) the applications portfolio, (d) DP organization, (e) DP planning and control, and (f) user awareness characteristics. The benchmarks for the six stages are summarized in Table  1 . For example, a firm in Stage 1, initiation, is considered to have 100% batch processing, be concentrating on labor intensive automation, have a centralized DP organization, have planning and control to manage the computer, and find users to be reactive.
Methodology of the Study
In order to empirically examine in greater detail the application of the stage benchmarks, a questionnaire was constructed and used to collect data from companies. The first set of variables contained the five benchmarks. For example, consistent with the technology benchmark in Table 1 , respondents indicated whether their processing conforme~l closely to either 100% batch processing, 80% batch/20% remote entry, etc. They were offered six choices, each one consistent with one of the development stages for each variable. The level of expenditure benchmark variable contained in Table 1 when standardized across firms, proved to be stable across all development stages. For additional evidence, see Lucas and Sutton [9] . Since there would be no discriminating power between stages using this variable, only the other five benchmark variables are used in the remainder of this study.
In the second part of the questionnaire, respondents supplied information about the data processing planning and control techniques that had been adopted by their firms. The stage hypothesis suggests that through the middle of Stage 3, DP management is concerned with management of the computer. At Stage three, there is a transition to management of the data resources. This transition requires installing new management techniques. The third set of variables contained in the questionnaire contribute to understanding the implications for management of the stage hypothesis. Transition through stages and the implementation of appropriate planning and control techniques should eliminate or reduce problems in managing the data processing function. Recurring problem themes in the literature [5, 6, 10] center around management and user behavior and reactions to data processing developments and applications. Using the Likert procedure and scale [7] , each respondent's task was to select one of five response categories from strongly agreeing to strongly d sagreeing with each problem area assertion in the respondent's specific situation. The corresponding scale assigns a score of five to the category expressing the most intense agreement to one for the category expressing the strongest disagreement. The nine problem variable assertions which are reproduced from the questionnaire appear in Table 3 .
Interviews were conducted within five firms in order to pretest the questionnaire. Academic colleagues evaluated the questionnaire's instructions and format. The final questionnaire was sent to 200 companies selected from the Dun and Bradstreet Directory. Senior data processing executives completed the questionnaire. The usable sample consisted of 144 companies (72%). Follow-up letters and telephone calls suggest that non-response was due primarily to personal reasons and not the sample 
Characteristics of the Respondents
The majority of respondent companies were medium in size and from a cross section of industries. Forty percent responded that they used electronic data processing less than ten years; fifty percent, eleven to twenty years; and ten percent longer than twenty years. The importance of this characteristic was that the sample firms were likely to be distributed across all the stages rather than being concentrated toward only a few.
Analysis of the Stage Benchmarks
The importance of transitional DP development is that any organization is, at any time, in one of six stages from initiation to maturity. Applying the benchmark variables to a particular case classified DP within the firm as to stage, from which the current and next appropriate management strategy can be determined. As closely as possible, each of the five benchmark variables should indicate the same stage for a particular case.
In order to examine the data, the chi-square (X 2) test [11 ] was used because it is a classification test requiring only an ordinal scale. This test also has the advantage of being applied to the entire structure simultaneously. Since several independent chi-square tests were conducted, it may be considered that the data are contained in a matrix as appears in Table 1 . The cells within each column should be equal under the hypothesis that all benchmark variables will be consistent as defined by Nolan. The hypothesis that all benchmark variables would classify the same stages, was not accepted when tested at the .95 level with a sample of 144 organizations.
The lowest × 2 = 240.30 was obtained with an overall test of the column averages tested against the column cells. The critical X 2 = 31.41 for the sample and therefore the hypothesis is rejected. In general, the benchmark variables, as a group, fail to classify firms into stages.
A key factor in the stage classification structure is how the benchmark variables are related to each other. In moving from one stage to the next, all of the benchmark variables should be highly correlated with each other. Since the set of benchmark variables did not classify uniquely by stages, this may be due to the possibility that one or more of the variables is not highly correlated with the others, thereby confounding the classification attempt. The Spearman correlation matrix for the five benchmark variables is shown as Table 4 [17] . The first number in each cell is the correlation coefficient and the second is its statistical significance. The asterisks indicate the coefficients which are statistically significant at the ( c~ = .05) level.
All of the coefficients in Table 4 are positive and all of them except one are significant, indicating that the direction of the scale for each variable is consistent with the progression from lower to higher stages of DP development, but none of the correlation coefficients between any pair of variables is sufficiently high enough to indicate that it is only one or two variables which are out of phase. Instead, the benchmark variables are increasing at different and unpredicted rates across development stages, thereby negating the possibility of utilizing a reduced set for classification purposes. 
Assessing the Relationship between Management Problem Variables and Benchmark Variables
Despite the lack of verification of the stages of growth using the entire set of benchmarks, the benchmark variables are of interest in themselves since they involve dimensions of technology and management support that do change from one level of systems development to the next. In order to determine the effects of these changes on the issues facing DP management, the benchmark and problem variables were crosscorrelated with each other.
In Table 5 , the five benchmark variables across the top are correlated with the nine problem variables down the side. The first figure is the Spearman correlation coefficient, and the second is its significance level.
A negative sign for a correlation coefficient in Table 5 indicates that the management problem variable becomes less serious as higher levels, or later stages, of the benchmark variables are attained. Most of the correlation coefficients are negative. The exceptions are that higher levels of (1) technology and (2) applications associated with difficulty in completing DP projects on time and within budgets, and (3) advances in planning and control are associated with less risky projects undertaken. However, only about 42% of all the correlation coefficients are statistically significant at the c~ = .05 level, suggesting that while there is some reduction in the seriousness of the problems at higher benchmark levels, in general, it is not great.
The major exception is user awareness within an organization. The last column in Table 5 shows that all of the problem variables are significantly affected by this factor. The management data processing problem variables are uniformly associated with higher levels, or later stages, of user awareness in the organization. In comparison, the other benchmark variables, except in the few exceptional instances, have little relationship with the issues as they have been calibrated and measured in this study.
Relating Awareness and Technology to the Management Issues
The level of technology in the stage theory is a centrally important variable. With enabling technologies, successive stages of development are attained. In Nolan's words, enabling technologies permit companies to "manage data economically," allow "new approaches to management planning and control," opens "new opportunities for doing business," and enables a "shift from managing the computer to managing the company's data resources" [15] .
The importance of user awareness to DP management issues led to further analysis of the relationship of the awareness benchmark with the level of technology of the organization. In order to investigate this relationship, the sample of organizations was divided into three groups. Respondents had indicated in the questionnaire the stage of technology, and the stage of awareness, one to six, which they had achieved. Each case was examined and each company was assigned to one of the three groups depending on whether (1) the level of technology equals the level of awareness, (2) the level of awareness greater than the level of technology, or (3) the level of awareness is lower than the level of technology. Discriminant analysis was used to interpret the effects that the nine issue variables have in discriminating between the three groups [1] . In discriminant analysis, the independent issues variables are formed into a linear combination. The analysis produces a coefficient for each variable similar to that produced by regression analysis. The total score for each case is obtained in order to classify the case into one of the three dependent groups. The requirement of equality of the individual group's matrices was not violated with Box's M statistic. The stepwise method of entering variables together with Wilk's criterion was used. Only variables remained in the discriminant function at each step when the significance level was .001 or greater. Other independent variables were removed in further classification trials [12] . The first discriminant function generated was significant in capturing 79% of the variance. The standardized discriminant function coefficients ordered by size, with their signs, appear in Table 6 . Whether user awareness leads or follows technological changes has little effect on the time to resolve DP issues, the innovativeness of solutions, management commitment, conflicting user interests, or the riskiness of projects. Only the first four variables in Table 6 have discriminating power. The signs of the coefficients indicate that completing projects on time and the effective and efficient use of data processing are associated with user awareness leading the technology level. In contrast, changing users' minds and better DP planning and control are related to changes in technology which precede user awareness. Consequently, depending upon the level of technology, various DP management issues appear to be affected differently by the level of user DP awareness in the organization. The implication is that increasing user awareness is not a panacea in resolving management problems.
Utilization of Planning and Control Techniques
One consequence of systems becoming more complex, technically sophisticated, and encompassing more organizational functions, is the expectation that there will be a need to implement more, and better, planning and control techniques. Table 2 lists the sixteen different planning and control techniques which had been recommended in the stage hypothesis [15] as being appropriate for DP. Respondents indicated which planning and control techniques they had adopted.
Since the fourth benchmark variable concerned the stage of planning and control which respondents had achieved, a correlation analysis (Spearman's Rho) indicated that there was statistically significant relationship between the number of planning and control techniques which the organizations had implemented and the stage of planning and control achieved (r s = .417). However, when the number of techniques was correlated with the last (#9) management problem variable, satisfaction with planning and control, the correlation, while still statistically significant, was substantially lower (r s = .180). These results suggest that consistent with progress in systems sophistication, more planning and control techniques have been introduced, but that the mix at any point remains a source of continuing difficulty.
The list of sixteen planning and control techniques in Table 2 consists of one set of eight which are related to the first three development stages and a second set of eight which are, in theory, appropriate for the latter three stages. Since respondent firms indicated which set of planning and control techniques they have implemented, an analysis was directed toward determining whether the theoretical and the empirical mixes were consistent. The use of factor analysis with Roa's method and varimax rotations provided a separation of the firm data into two factors or sets [12] . Ten of the planning and control techniques loaded heavier on the first factor and the remaining six were relegated to the second factor. The comparison of the factor analytic structure with the prescribed stage structure separation is shown in Table 7 . The two factors have been named "Operating Control" and "Resource Planning" for convenience.
Within each factor group in Table 7 , the techniques are ranked according to their frequency of usage as indicated by the sample data. For example, documentation/programming standards are widely adopted, whereas few organizations have implemented DP performance measurement. Since the total sample represents all of the various stages of data processing development, the within-group ranking may also suggest the order of implementation which has been adopted by organizations.
The factor analysis produced a different mix of planning and control techniques than that which appears in the stage hypothesis structure of Table 2 . In the latter, techniques 0-7 through 0-10 were included in the second group, and techniques R-1 and R-5 were contained in the first group. Instead, the two groups of techniques were statistically separated more toward operating control and resource planning.
The analyses suggest that organizations have not taken a blanket approach to planning and control. The adoption of techniques appears to be progressive. Unfortunately, at the same time, 58% of the respondents indicated that they strongly or mildly agreed with the statement in the questionnaire that, "Data processing operations and costs could be controlled better," in their present stage of development. This dissatisfaction may emanate from the rate of implementation progression, the mix of techniques, the emphasis on control, or the inadequacy of individual techniques [8] . Consequently, while the empirical results summarize present practices, their prescriptive properties remain questionnable.
Discussion
There is both practical and conceptual appeal in specifying successive stages of data processing development. A prior ability to identify those management practices which may be used to overcome the new issues to be faced as each stage is entered would give managers confidence in their ability to manage orderly stage transitions.
In the initial design of this empirical study, the intent was to validate the stages of growth hypothesis by using the benchmark variables to identify which of the six stages of development sample firms occupy. Secondarily, it was planned to investigate the relationship of each stage to management problems and issues. In analyzing the data, it became evident that the goal was overly optimistic. While the benchmark variables change across the stages of development, they are inconsistent with each other and generally change at different rates. Thus, the stages of growth model could not be validated using the entire set of benchmarks. Some benchmark variables indicate higher stages earlier, and others indicate higher stages later than the stage development structure suggests. It may be possible to develop a linear combination of the variables to indicate the stage of the firm [2] . This, however, would require the development of a" new overall scale for assessment and classification. Whether all the benchmark variables are completely specified within the theoretical structure may be another issue that is worthy of investigation.
However, there is evidence that the individual benchmark variables are of interest individually in spite of their collective difficulties. For example, in this study, relationships between levels of user awareness, technology, and planning and control techniques were investigated. Depending on these relationships, various management User awareness is therefore indicated to be an integral element of the system's progression rather than a universal goal.
On the surface, the stage hypothesis seems to offer a viable structure for understanding systems evolution. However, in attempting to operationalize it, difficulties were encountered in this study with terminology, variables and relationships. This forces respondents, researchers, and practitioners to offer their own interpretations.
This need for interpretation seriously hampers empirical validation of the framework.
This study suggests that much remains to be done in specifying the appropriate planning and control techniques as firms progress toward systems maturity. There is some evidence suggesting an ordering of implementations and a separation between operating and resource planning techniques. Further, there is evidence that the more of these techniques which are implemented, the greater is the level of satisfac-tion with planning and control. Whether this results in illusory control or an aura of formalization rather than a force for effective development is impossible to determine. It may be that some management practices are effective only in combination or a mix of practices. Why some techniques are implemented earlier than others remains a subject for study.
Categorization of DP from initiation to maturity may no longer be feasible with the diffusion of new technologies and functions being introduced. Some applications such as those associated with DSS may use quite different management planning and control techniques than those that have traditionally been used. Yet the stages of growth idea is a well-known construct that may be adaptable to this new environment despite its lack of empirical validation.
