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Let H be a complex Hilbert space, and let Gi, i= 1,2, be closed and orthogonal 
subspaces of the product space H x H. The subspace G = G, @ G, is called a 
(graph) perturbation. We give conditions for invariance of regular operators (R.O.) 
under graph perturbations: When is the perturbation of a R.O. again a R.O.? If N 
is a Hilbert space we consider R.O. (i.e., densely defined and closed operators T) in 
H = Y*(N) such that G(T) = G(S) @ E?(M), where G denotes the graph, S is a 
decomposable operator in H, V a decomposable partial isometry such that the 
initial space of V(t) is equal to M a.e. t, and finally Z(M) is the Hardy space of 
analytic U; vector functions with values in M c N x N. Such operators T commute 
with the bilateral shift U; but, unless M= 0, T does not commute with U*. 
Conversely, this is a canonical model for all R.O. with said commutativity 
properties. Moreover, the model is unique when T is given, and M = G(w) where w 
is a partial isometry in N. The detailed structure of the model is analyzed in the 
special case where dim N = dim M = 1. We relate the problem to a condition of 
SzegG by showing that T is a R.O. iff 1:” log ( V,(t)1 dt = -a~, where V = (V, , V,) 
is the partial isometry in the special case of dimension one. Szeg6’s conditions 
enters in a different way in the analysis of the case M = N x N, as well as in the 
spectral analysis of T. Our results provide an answer to a commutativity problem 
posed by Fuglede. If T is an arbitrary densely defined operator, and A E B(H) is 
normal, we prove two theorems tating conditions for the implication AuT 3 ACT. 
These conditions cannot generally be relaxed. 
1. INTRODLJ~TI~N 
Let T be a normal operator in a Hilbert space and let B be bounded. A 
celebrated theorem of Fuglede states that commutativity of T and B implies 
commutativity of T and B* as well. The corresponding implication with the 
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role of T and B interchanged is known to be negative. (An example was first 
given by Fuglede.) 
In this paper general commutativity theorems are proved for unbounded 
operators. The problem for a single unbounded operator is reduced to that of 
two bounded ones by the method of characteristic projections of von 
Neumann and Stone. 
We also obtain and use a decomposition of a given densely defined 
operator, which is similar to the Lebesgue decomposition of a complex 
measure. 
Let S be a regular operator (densely defined, linear, and closed) in a 
Hilbert space H. Let G, be the graph of S, and let G, be a closed linear 
relation, also in H. Suppose G, 1 G,, orthogonality in H x H. Then we show 
that G, + G, is the graph of a regular operator T iff R(G,) n D(SS*) = 0. 
(R and D denote the range and the domain, tespectively.) T is called a graph 
perturbation of S. We list the following sample application of this pertur- 
bation method. 
Let $9 denote the circle group, and let U be the bilateral shift. Let S be a 
regular multiplication operator in Y2(@?, C). Let V be a partial isometry in 
YI(5Y, C’) which commutes with U (i.e., a multiplication operator). Assume 
V(t)* V(t) = M c C2 is a fixed one-dimensional subspace for a.a. t E Q. As 
an application we show that G(S) 0 V&“(M) is the graph of a regular 
operator T iff j, log 1 V,J dc = --co. Here Z’(M) denotes the Hardy space 
over M, and V = (V, , V,). Each of the operators T so constructed commutes 
with U but not with V. A point A. in the continuous spectrum of S is in the 
point spectrum of T iff la log ( v, + k r2 [ dc > --a. 
2. NOTATION 
C, iF?, Z denote the complex numbers, the reals, and the integers, respec- 
tively. Z, = (0, l,...}. Let H be a Hilbert space with inner product (., .), and 
let S c H be a subset. The closure of S will be understood to be the norm- 
closure, and it will be denoted by S-. For convenience all Hilbert spaces are 
assumed complex, although much of the theory also works for the real case. 
Subspaces are assumed linear but not necessarily closed. Subsets S, ans S, 
are said to be orthogonal, S, 1 S,, if (x,, x2) = 0 for all x, E S, , x2 E S,. 
SetS’={xEH:xlS). 
We write E, @ E, for the sum of subspaces E,, E2 satisfying E, I E,. 
Similarly E,@E, is defined if E, c E, by {x2 E E,: x2 I E,}. 
Projections P in H are always assumed selfadjoint (i.e., orthogonal) P = 
P* = P2. We shall identify a given projection P with its range, i.e., PH. The 
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projection with range PHI is P’ = Z-P. The standard order of projections 
P, < P, is used. It may be defined by P, = PIP,. 
We say that T is an operator from one Hilbert space H, into another H, if 
it is defined and linear on a subspace of H,, called the domain and denoted 
by D(T), and has its range in H,. Operators are always assumed linear. The 
restriction of T to a subspace E in D(7’) is denoted by T],. The graph G(T) 
is defined as {(x,, TX,): x, E D(T)}, and we say that T is closed if G(T) is 
closed in H, x H,. We say that T is densely defined (d.d.) if D(7) is dense 
in H,. T is said to be closable if G(T)- is the graph of an operator. If so, 
this operator is denoted by T and is a minimal closed extension of T. If T is 
both closed and d.d. it is said to be regular. 
Suppose ]I TX,]] < const (]xi (] for all x, E D(T). Then T is said to be 
bounded, and we shall identify T with the following natural extension i? 
First T is extended by limits to D(T)-. Then set TX = 0 if x I D(T). 9(H) 
denotes the algebra of all bounded operators on a given Hilbert space H. It 
wil be explicitly stated when a given operator is assumed bounded. A closed 
subspace E of H is said to be invariant under a given B E 9(H) if Bx E E 
for all x E E. It is reducing if it is also invariant under B*, or equivalently if 
the projection corresponding to E commutes with B. Finally, E is said to be 
simply invariant if it is invariant but not reducing. We note that main results 
from invariant subspace theory (for bounded operators) [ 1, 5, 7, 8, 14, 151 
apply to the subspace G(T) and yield new results on commutativity for 
unbounded operators. We analyze the cornmutant (T)’ of operators T 
obtained as graph perturbations. 
The symbols R(T) and N(T) are used for the range and the null space, 
respectively, of a given operator T. p(T), o(T), a,(T), oC(T), and a,( 7’) 
designate the resolvent set, the spectrum, and the point, continuous, resp. 
residual spectrum. Eigenspaces are denoted NT(L) = N(L - T). 
If T is d.d., then the adjoint T* is an operator. By standard theory [3, 
Chap. XII], T is closable iff D(T*) is dense. In this case T= T**. Suppose 
T is closable. We say that a subspace E of D(T) is a core for T if T(, = z 
We show that an arbitrary d.d. operator T has a natural decomposition 
T = T, + T, which is similar to the Lebesgue decomposition of a complex 
measure. T, is in a certain sense maximal closable, and T, is singular. We 
give an explicit formula for FcT,, the derivation of which depends on a core 
problem of independent interest. Similar core problems are present in 
Tomita-Takesaki theory, and recent proofs of the main results of the theory 
[2, lo] indicate potential applications. 
If S: H, + H, and U: H, + H, are also operators, then we shall use the 
usual calculus for unbounded operator [3, lot. cit.] in defining D(S + T) = 
D(S) n D(T), and (T + S) x = TX + Sx for x in the domain. In cases where 
D(S) n D(T) = 0 we shall employ an alternative and new definition, graph 
perturbation. US is defined as an operator, S followed by U, with domain 
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D(US) = {X E D(S): Sx E D(U)}. It is easy to verify that the associative law 
goes over to unbounded operators. Clearly D(US) = D(S) in the special case 
when II is bounded. 
Let T and B be operators in H, and assume B is bounded. We say that B 
and T commute, BUT, if D(T) is invariant under B and TBx = BTx for all 
x E D(T). The more precise notation BT c TB is also used. The set 
(B E 9(H): BUT) is designated (T)‘. If T is normal, the implication, 
BUT + BET, is due to Fuglede [6, 121. 
3. A DECOMPOSITION THEOREM 
Let T be a densely defined linear operator from a Hilbert space H, into 
another Hilbert space H,. Let K be the product space H, x H, with the 
usual inner product (x, y) = (x, , y,) + (x,, yZ) for vectors x = (x,, x2) and 
y = (y, ,.Y~) in K. As is implicit (., .) also denotes the inner product in each 
of the spaces H, and H,. The norm of a vector, or an operator, will always 
be denoted ]I . I], and it will be clear from the context how the spaces are 
specified. The norm on K is determined by the inner product (., .). 
Let G(T) denote the graph of T. The closure of this graph is denoted by 
G(T)- and the corresponding orthogonal projection is denoted by P. This 
projection was introduced by Stone and von Neumann [12a, 171, and it is 
called the characteristic projection. The analysis of P was further extended in 
the beautiful paper [ 131 of Nussbaum, and applied to establishing a complete 
reduction theory for closed operators. 
Clearly P may be expressed in matrix form P = (Pij)i,j=,., where P,,: 
H,-+H,, P,,: Hz --) H,, f’,,:H,+H,, and P,,: H, -+ H, are bounded 
operators. These operators are called the components of the characteristic 
projection and they were analyzed in [12a, 13, 171 in the special case where 
H, = H,. However those results needed for our present purpose go over 
mutatis mutandis to the general case. The reason for the generalization 
H, # H, will be clear after our first main result has been stated. We shall not 
review systematically the appropriate results, but only mention them briefly 
along the way as they are needed. We shall extend the main commutativity 
result [ 15, Theorem 51 in three directions: (i) from closed operators to non- 
closable ones, (ii) show that only two of the components P,, and P,, are 
neded for characterizing the cornmutant, and finally (iii) establish an explicit 
approximation for T,. 
The components P,j are determined as follows: (xi, x2) + (P, ,x, + P,,xz, 
P,,x, + P,,x,). Since P is a projection it follows, as in [ 13, p. 341, that 
llpiJll G l, 
PfpPji, _ + P,,P, = Pi, (3-l) 
k=l 
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for all i, j = 1, 2, and that 
W-P,,) = Wd (3.2) 
Generalizing Proposition 1 of [ 131 and the corollary to Theorem 2 of 
[ 17, p. 158) we note that T is closable iff N(Z - P,,) = 0. The easy proof, 
which is left to the reader, is bases on (3.2). 
If the given operator T is not closable, then it is of interest o establish a 
canonical decomposition T= T, + T, where T, is maximal closable, and T, 
is singular in a certain sense (to be specified below). Moreover we find 
explicit formulas for T, and T,, and show in particular that T, can be 
approximated by a very simple sequence of polynomials in the bounded 
selfadjoint operator P,, applied to P,, . We conclude, not only that 
Nussbaum’s theory extends to non-closable T, but we get explicit infor- 
mation about the cornmutant of T and of T,. 
THEOREM 3.1. Let T be a linear operator from H, to H, with dense 
domain and let P = (Pii) be the corresponding characteristic projection. Let 
Q denote the projection in H, with range D(T*)-, and set T, = QT and T, = 
Q-T. Then 
(a) T, is closable, i.e., D(T,*) is dense in H,. 
(b) D(TT) = D(T*) and T: = Ol,(,:,. 
(c) Let T = T, + T, be a decomposition of T into a sum of linear 
operators T, and T,. Assume T, closable and R(T,) I R(T,). Then 
R(T,)- c R(T,)-. Moreover T, = T, IT D(T2) = D(T*). 
(d) The equality D(T*) = N(I- Pz2)’ holds, and T is closable lfi 
R(T) c D(T*). 
(e) For all x, E D(T) we have the approximations 
1 
T,x, = lim - + Pt2Tx, 
n n + 1 kTO 
and 
1 
T,x, = lim - + kP;;kP,,xI, 
n n + 1 k:l 
(3.3) 
(3.4) 
where the convergence takes place in the norm of H,. 
(f) Formula (3.4) is valid for all vectors x, in D(T,). If, conversely, 
the right-hand side of (3.4) is known to be convergent for some x, E H,, we 
conclude that x, E D(T,) and that the limit equals T,x,. 
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Proof of Theorem 3.1. Let W denote the flip (x,, x1) + (-x1, x,). It is 
well known [3, p. 1189; 12b] that 
G(T*) = WG(T)‘. (3.5) 
Hence (0, x2) E G(T) iff ((0, x2), (--T*y,, y,)) = 0 for all y, E D(T*); and 
x2 1 D(T*) iff P(0, x,) = (Plzxz, Pzzx2) = (0, x,). This last condition is 
equivalent o x1 E N(Z - P,,) in view of (3.2). The first part of (d) follows. 
To finish we need only show D(T*) = H, if R(T) c D(T*); and that is clear 
from the observation that R(T)’ = N(T*) is always contained in D(7’“). 
We apply (d) to the proof of (a) and note that R(T,) c Q = D(T*). 
In the calculation of T,* and T,* the following general observation comes 
in handy: For every B E 9(H) and every densely defined operator T, the 
identity (BT)* = T*B* is valid. As a consequence D(T,*)= {x, E H,: 
Qxz E D(T*)} = D(T*) 0 Q’; the conclusion R(T,) c D(T,*) is immediate. 
Similarly D(T:) = (x, E H,: Q-x2 E D(T*)} = QH, = D(T*). 
Consider next the decomposition T = T, + T, satisfying the conditions 
stated in (c). Implicit in the formula is D(T) = D(T,) n D(T,). Let Q, be the 
projection with range R(T,). Then clearly T, = Q, T so that D(T:) = 
(x2 E H,: Q,x, E D(T*)} = (D(T*) 17 Q,) @ Qf. So D(T,*) can be dense 
only if D(T*) n Q, is dense in Q,. The conclusion Q, < Q is immediate 
from this; and the same argument with Q, replaced by Q2 = R(T,) shows 
that D(TF) = D(T*) iff Q@Q, = 0. This completes part (c) of the proof. 
Part (e): By the mean ergodic theorem [ 16, p. 4061, and part (d) above, 
we have Q’x, = lim,( l/(n + 1)) C: P:,x,. In particular, the limit exists for 
all x2 E H,. Since T, = Q’T, by definition, formula (3.3) is clear. 
Formula (3.4) requires more work. Consider first xi E D(T). We have 
P,,x, + P,, TX, = TX,, or equivalently P,, TX, = TX, - Pz,x,. By induction 
P:, TX, = TX, - Cz:h P:,Pz, x, . Summing this over k, we conclude 
1 1 
- ‘+ P;2 TX, = TX, - - ‘+ “+’ ph p 
n + 1 kyo n + 1 k:o h%6 ** 21x1 
1 n-l 
= TX, -- -T (n - W%P,,x, 
n + 1 & 
1 
= TX, -- ‘+ kP;.ykPzLx,. 
n + 1 kk, 
Using (3.3) we get existence of the limit on the right hand side of (3.4). 
When the resulting equation (n + 03) is taken together with T,x, = TX, - 
T,x,, identity (3.4) follows. 
Part (f) of the theorem isolates the analytic difficulties. It is based on the 
following three lemmas, the first two of which are of independent interest. 
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LEMMA 3.1. Let T: H, -+ H, be a densely defined operator with charac- 
teristic projection P = (Pii). When Z - P,, is restricted to N(Z - P22)1, it has 
a densely defined closed inverse, denoted by (I - PJ’, and 
~C=(z-P**)-‘P*,. (3.6) 




P,, 1 Qpzz - 
LEMMA 3.3. Let A be a positive selfadjoint operator in a Hilbert space L 
satisfying /AlI < 1 and N(Z - A) = 0. Then a given vector r in L is in 
D((Z - A)-‘) l@the limit lim,( l/(n + 1)) xi!, kAnmkr exists. Zfso, this limit 
equals (I - A)-’ <. 
We postpone the proofs. Here we only make the remark that the right- 
hand side of (3.6) is defined according to the rules of calculus for unbounded 
operators, cf. Section 2 (i.e., the domain of the operator on the right-hand 
side is {xl E H,: P,,x, E D((Z- PJ’) = R(Z- Pz2)}). 
Application of (3.4) shows that TCx, = (Z- PJ’ P,,x, for all 
x, E D(T,) = D(T). Here Lemma 3.3 is also applied with L = N(Z - Pzz): 
The closed operator S = (Z - P,,)- ’ P,, has therefore dense domain in H, 
and T, c S, and hence T, c S. Lemma 3.1 states that this is in fact an 
identity; and this is the core problem referred to in the Introduction. 
Suppose now x, E D(Fc). By (3.6) we get P,,x, E D((Z - P,,)-‘), and the 
“only if part” of Lemma 3.3 implies convergence of the right-hand side of 
(3.4), and moreover that r,x, equals the limit. If conversely the right-hand 
side of (3.4) is known to be convergent, it follows from the “if part” of 
Lemma 3.3 that P,,x, E D((Z-P,,)-‘), and then again by (3.6) that 
x, E D(T,). The proof of the theorem is completed. 
Proof of Lemma 3.3. Let E denote the resolution of the identity for A. 
For r E L we have C: kAnek< = C: k j: lnpkE(d,4) r = l: C: kAnekE(al) <. 
Simple algebra gives 
Clearly the integrand converges to (1 -A)-’ if A < 1. Moreover, 
rED((Z-A)-‘) iff 
I 
: (1 - A)-*Ii E(dJ) (11’ < 00 (3.8) 
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by the spectral theorem [3 1. Finally dominated convergence theorem implies 
the equivalence between (3.8), on the one hand, and convergence of the left- 
hand side of (3.7), in the norm of L, on the other hand. Q.E.D. 
Proof of Lemma 3.2. We have G(T,) = G(T,) = (I 0 Q) G(Z+), and T, 
is determined by P,‘x, + P,,x, -+ Q(P>,x, + Pzzxz). The matrix corre- 
sponding to this transformation is 
( 
PI’ PI2 
Qpz, 1 Qpzz * 
Since 
Qf'z, = Pz,, (3.9) 
this is the matrix given in the statement of the lemma. We have pointed out 
earlier R(P,,) c Q, so that (3.9) follows from this. It remains to show that 
the given matrix determines a projection, i.e., that relations (3.1) are satisfied 
when the entry P,, is replaced by QP,,. QPz2 is itself selfadjoint since Q and 
P,, commute. We check one of the additive relations in (3.1) and leave the 
remaining three to the reader. P,, P,* + (QP,,)’ = P,,P,, + Pi2 + QP:, - 
P& = Pzz - P,, Q’ = P,, Q = QP,, . Q.E.D. 
Proof of Lemma 3.1. Assume first that T is closed. Then we have the 
polar decomposition [3, p. 12491 T= U(T*T)‘!’ = (TT*)“* U where U is a 
partial isometry from the support of T onto the cosupport. By [ 17, Theorem 
4] P,, = T(Z+ T*7’-’ and I-P,, = (Z + TT*)-‘. Therefore 
(I- pz2)-’ P,, = (I+ TT*) T(Z+ T*T)-’ 
= U(Z + T*T) u*T(Z + T*T)-’ 
= U(Z + T*T)(T*T)“’ (Z + T*T,-’ 
= U(T*T)‘i2 
using the associative law for unbounded operators. 
We apply this and the previous lemma to T, and get TC = (I - QPJ’ Pz, 
= (Q(Z-P,,)-‘+Q’)P,, = Q(Z-Pzz)-‘P2, = (Z-P,,)-’ QPz,= 
(I - P,,) ’ Pz, where the spectra1 theorem was applied in the second step; 
and later (3.9) was applied twice. 
Remark 3.1. Lemma 3.1 also implies the representation formula 
TcP,, = P,,. Moreover, P,, = (I + T,*T,)-’ by [ 17, Theorem 41, and the 
inverse P;,’ = Z + T,*T, is selfadjoint (since P,, is), in particular closed. 
However the operator S, = P,,P;,’ need not be closed. Since D(S,) = 
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D( r:T,), S, is contained in Fc;,, and by general operator theory, see, e.g., 
[ 3 1, T, = s, . Another consequence of Lemma 3.1 is the relation 
UP,,uy:=I-QPzz, (3.10) 
where U is the unique partial isometry in the polar decomposition of T,. 
COROLLARY 3.1. 
T; = P,‘P,, . (3.11) 
Proof. Since the matrix of T, is given in Lemma 3.2, it follows that T,* 
has the matrix 
c 
I - QP,, P,, 
PI2 1 Z-P,, ’ 
and when Lemma 3.1 is applied to this, formula (3.11) is immediate. 
COROLLARY 3.2. The closable component T, of a densely defined 
operator T. H --) H is symmetric if and only if the implication 
P,,x E R(Z- P,,) =z- P,,x e R(P,,) holds, and 
P,,x = (I - P,,) P,‘P,IX. 
The spaces N(P,, f iP,,) are the defect spaces for T,. 
(3.12) 
Proof: The conclusions follow from the previous corollary noting that 
symmetry of T, is expressed by the inclusion T, c T,*, or equivalently 
T, c T,*. Finally note that the defect spaces are the respective spaces of 
vectors x * which solve the equations P,‘P,2xk = *ix, in case of 
symmetric. 
COROLLARY 3.3. Let T: H-+ H be as above, and let U be the partial 
isometry in the polar decomposition of FC Then T, is normal i@ U and P,, 
commute. If rC is also symmetric, then this condition is equivalent to selfad- 
jointness of T,. 
Proof Using (3.10) and [ 17, Theorem 41 we see that commutativity of U 
and P,, is equivalent to (I+ T,*FC)-’ = (I + F=T,*)-‘, and hence to 
CT, = Ii=, T,*. The conclusion for symmetric T, follows from this, or from 
Corollary 3.2. For identity (3.11) and the stated commutativity imply Pz, = 
P,, = PT, . Hence the components (P,) are commuting selfadjoint. Q.E.D. 
The following result is new even in the more special framework of Stone’s 
paper since symmetry has not earlier been expressed purely in terms of the 
characteristic projection matrix. 
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PROPOSITION 3.1. Let T: H + H be a dense@ defined operator with 
characteristic projections P = (Pii). 
Then T, is symmetric iff 
lIP2,x + ipIIxIlz = Ilp21-412 + IIp,,xl12 for all x E H. (3.13) 
Proof As pointed out in Remark 3.1 the space R(P,,) is a core for T,, so 
symmetry of T, is equivalent to (T, y,v) E F? for all 4’ E R(P, ,). Since 
T,y=P,,P,‘y, we get (P,,x,P,,x)EIR for x=P,‘q’. Hence (3.13) is 
satisfied by polarization. If conversely (3.13) is known to hold, (P2, x, P, ,x) 
must be real. Since R(P,‘) = H, the proof is completed. 
COROLLARY 3.4. If” T, is symmetric, then R(P,, + @‘,,) is dense in Hfor 
all non-zero purely imaginary complex numbers [. 
Proof. If c = i/3 (J real), then (3.13) is clearly equivalent to (I P,,x + 
~,,x(~~=(~P,,x~(*+~*~~P,,x~~*; and if P21x+rP,,.r=0 for somexE H, it 
follows that P, ix’ = 0, and hence x = 0. Recall N(P,,) = 0 since D(T) is 
dense. But R(P,, + @, ,)’ = N(P,, + pp, ,) and the proof is completed. 
It is clear from the four corollaries and the proposition that von 
Neumann’s extension theory for symmetric operators can conveniently be 
reformulated in terms of matrix considerations, the characteristic projection 
taking now the role of the Cayley transform. It is likely that this approach 
will also lead to new results in the area but we postpone such an 
investigation. 
4. COMMUTATIVIN FOR UNBOUNDED OPERATORS 
Let A be a normal operator (bounded or not) and let T be bounded. (It 
will be implicit here and in the sequel that both A and Tare linear operators 
in‘the same Hilbert space H.) Then it follows that A and T* commute if A 
and T do. This is precisely the celebrated theorem of Fuglede [6, 131. The 
problem dates back to [ 12~1. In this section we discuss the same implcation 
in the more general setting when A is bounded and T unbounded. That 
problem was raised in [6a]. Based on an example of von Neumann [ 12~ 
Appendix 3, pp. 60-6 11, and on comments made by Segal to Fuglede at the 
time, it seemed likely that the implication 
ATc TA =S AT* c T*A (4.1) 
should be false even when T is closed. Segal later suggested to us that there 
might be a relatively simple counter example based on the quantum- 
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mechanical PQ operators. The referee has brough the publications [6b] 
and[6c] to our attention. In [6b] the unbounded commutative problem was 
addressed again, by now with more restrictions on the pair (A, T). A coun- 
terexample was given in [6c] for A unitary and T symmetric. Fuglede 
showed that it is possible to choose a unitary operator U such that 
T, = U- ‘TU is a proper extension of a certain symmetric operator T. 
Fuglede’s example serves to illustrate that the assumption in Theorem 4.2 
below cannot be dropped. 
From the point of view of the present paper (cf. also [ 17]), one is 
interested in a conclusion which is stronger than A U T*, namely, that A 
commutes with each component P, in the characteristic projection of T. 
THEOREM 4.1. Let A E B(H) be normal and T: H + H densely defined. 
Suppose ONE of the following three conditions is satisfied: 
(a) A commutes with T and with Pzz, 
(b) A commutes with P,, and with Pzz, 
(c) A commutes with T, and with P,,. 
Then A commutes with all the components Pi, of the characteristic 
projection P of T. 
Proof. Suppose (a) holds. It follows that A commutes with 
Q = N(Z -P& and therefore with T, = QT, as well as with FC. Since P,, I 
(Z-P,,) FC, by (3.6), A commutes with P,, as well. We used density of 
D(T) at this point. So A commutes with PL2 = Pf, by Fuglede’s theorem. 
We also have Tz = P,,(Z - Q2& r by Lemma 3.1 and Remark 3.1. This 
means that D, = R(Z - QP,,) is a core for T,* and T:x = P,,(Z - QPJ’x 
for x E D,. Fix x E D, and note Ax E D, since A commutes with P,, and 
with Q. But A also commutes with P,,, so T,*Ax = P,,(Z- QP,,)-’ Ax = 
AP,,(Z - QP,,)-‘x = AT,*x. Taking limits and using that D, is a core, we 
find AT,* c T,*A. Hence A and A* both commute with I-r;,, and the 
conclusion follows from Lemma 3.2 and [ 17, Theorem 51. 
Assume (b). Then A commutes with T, by (3.6), and part (a) applies to 
T,. It follows that A commutes with the components in Lemma 3.2, and 
hence with all P,. 
Part (c) follows from the above. 
In an interesting special case the unbounded commutativity problem can 
be reduced to Fuglede’s theorem. (If the commutativity implication fails, the 
theorem on the other hand gives information about the spectrum of T. The 
conclusion of the theorem is that the implication 
A,.-,T* A,,,T* (4.1’) 
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for normal bounded A depends on invariance under A of a certain deficiency 
space associated to T. The theorem applies to the case where the union 2? of 
p(T) and a,(T) is non-empty. If I is a point in %, the implication (4.1’) is 
valid for normal A, when it is further assumed that the defect space 
R(1- Z’) is A-invariant. The example of Fuglede [6c], with T symmetric, 
shows that invariance of the defect space cannot be removed from the 
assumptions in the theorem. In Section 8 of this paper we give an example of 
a regular operator T with up(T) = C (and therefore @ = 0). The implication 
(4.1’) fails for this operator, even when A is unitary. 
THEOREM 4.2. Let A E 9(H) be normal and T: H+ H densely defined. 
Assume there is I, E C and a 6 > 0 such that 
/[Ax- Tx11>611x11 firallxED(T). (4.2) 
Moreover assume that the eigenspaces Nr,@) = (x E D(T*): T*x = Ix} is 
A-invariant, and that A commutes with T. 
Then A commutes with all the components P, of the characteristic 
projection P of T. In particular, A commutes with each of the operators T*, 
T,, and T:. 
Proof: Let TA be the bounded inverse of A- T on R(1- T), defined by 
r,(k - 7) x = x. Let R,, be the projection onto R(1- T)), and note that the 
complement R.i = Z-R, is in fact the projection onto N,.(l). We then 
extend T, to R(1 - 7’- by limits, and set S, = T., R,. The assumptions in 
the theorem imply AR, = R,,AR,,, AT’; = R.iAR:, which in turn gives 
AR, = R,A. Hence A commutes with S.l, and therefore with S.T by 
Fuglede’s theorem. 
The following two identities are needed for the completion of the proof. 
Their proof will be postponed: 
(I- T”) .ST = Z, (4.3) 
and 
SST+ T*) x = R,kx for all x E D(T*). (4.4) 
Implicit in (4.3) is the information that the range of the operator S.T is 
contained in he domain of T*. For vectors x E D(T*) and y E D(T) we now 
have 
((A- T)y,Ax) = ((A - T)y, R,Ax) 
= ((A - T)Y, AR,x) 
= ((A- T)y,AS-;(I- T*)x) 
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= ((A - T)y, S,*A(I- T*)x) 
= (S.,(l, - T)y,A(L T*)x) 
= (y,A(L T*)x). 
For fixed x in D(T*), this is valid for all y in D(T), so we conclude that 
Ax E D( r*), and moreover that (I- 7’*) Ax = A (L - T*) x. 
Since the calculation is valid for all x E D(T*), we also have AT* c T*A. 
Hence A 0 A leaves G(T*) invariant. Using (3.5) we infer that A* 0 A* 
therefore leaves G(q invariant. If 
B= =A@A, (4.5) 
we have PB*P = B*P. Since PBP = BP by assumption, it follows, that B 
commutes with the projection P; and this is equivalent o A commuting with 
Pij for all i, j = 1, 2. (We have omitted a few details in this part of the proof 
but they are easy and contained in the proof of Theorem 5 in [ 171.) 
Turning now the the proof of (4.3) and (4.4), we note that (4.3) is 
equivalent o the identity ((A - 7’) y, S,Tx) = (y, x) for all, y E D(T) and all 
x E H. But ((A - 7) y, S$x) = (S,(A - T) y, x) = (y, x), and the proof of 
(4.3) is completed. 
The same duality argument (as used above) also shows that (4.4) would 
drop out if, for all x E D(T*), we verify the following two identities 
((n-T)y,S~~(lr-T*)x)=((~-T)y,x) for ally E D(T), (4.6) 
and 
for all 2 E H. (4.6) 
But the left-hand side of (4.6) reduces to 
(S,@ - T)Y, (l- T*)x) = (A (I- z-*)x) 
= ((A- 7-l 4’9 x>, 
SO that (4.6) is verified. The left-hand side of (4.7) is 
(S,R.iz, (I- T*)x)= (T.,R,R.iz,(L- T*)x)=O 
since R,R.i = 0, and the proof of (4.4) is completed. 
Remark 4.1. The following observation is helpful in checking the 
assumption in Theorem 4.2, as well as in the interpretation of the results for 
non-closable T. Let T be a d.d. operator satisfying (4.2), and let S., = T, R , 
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be the bounded operator introduced in the proof above. If N, denotes the 
orthogonal projection onto N(S,i), then we have 
QL=N-,-R:. (4.8) 
Hence, A commutes with R, if it commutes with Q and N.,. The proof of 
(4.8) follows in turn from (3.5) and Theorem 3.1(d). 
Remark 4.2. The implication 
ATc TA =s AT* c T*A, (4.1) 
is valid for arbitrary densely defined T and normal A E 9(H) when the 
spectrum a(A) of A is of the following kind; the complement of a(A) is 
connected, and the interior is empty. This is so, of course, when a(A) is 
discrete. (But the implication fails in general, even for unitary A, as we 
proceed to show.) To verify the positive result, note that the operator 2 on K 
given by (i ,“) is also normal with o(J) = u(A) = X. The graph G(7) is 
invariant under 2 by assumption. Mergelyan’s theorem implies that the 
function I can be uniformly approximated by polynomials on X. It follows 
that by the spectral theorem that A* [and therefore A*] can be uniformly 
approximated by operators f(A) [resp., f(A)] where f(z) is a polynomial. 
Hence G(T)- is invariant under J*,and G(T*)= WG(T)l is invariant under 
1. This means that A commutes with T*. If T is also closed, A* commutes 
with T by general theory. (See, e.g., [ 171.) 
The proof shows that the implication (4.1) is true in fact for normal A 
such that A* can be approximated in the strong topology by polynomials in 
A. On the other hand, even if A is unitary, A = U such that the complement 
of the spectrum has two components, then we show that the implication (4.1) 
fails for an interesting class of regular operators. (It is possible to choose T 
such that estimate (4.2) in Theorem 4.2 fails for all A E C.) 
We finally point out that the implication (4.1) fails for all unitary U such 
that U* is known not to be the strong limit of polynomials in U. Suppose 
that U* cannot be such approximated. Then the same is true with regard to 
@ and u, and it follows from a result of Goodman [7] that 0 has at least 
one invariant closed subspace G in K which is not invariant under U*. We 
then show in Theorem 5.1 and Corollary 7.1 that it is possible to choose G 
of the form G(T) where T is regular in H. (To do this we make use of a new 
notion of graph pertubations.) Hence, the implication (4.1) does fail for this 
operator T. 
By Mackey’s theory [Ill, an arbitrary unitary U can be decomposed as a 
direct sum U = U, @I U,, where U, is the bilateral shift (of a certain 
multiplicity m), and U, has the approximation property mentioned above. m 
can be computed (independently) as the multiplicity of the regular represen- 
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tation of the additive group Z in (n -+ U”). If m = co, we show that it is 
possible to choose T with a,(T) = Cc and additional regularity properties. 
To appreciate further the material difference between the two cases, T 
bounded and unbounded, consider the implication (4.1) in the special case 
where A = U is unitary on H and T is regular, i.e., densely defined and 
closed. While this implication is entirely trivial for bounded T (it does not 
even require Fuglede’s theorem!), it is not so for unbounded T. Now fix U 
and let 0 be the corresponding unitary 
on K=H@H. (4.9) 
Implication (4.1) can then be reformulated as follows: If a subspace of K of 
the form G(T) is invariant for 0, then it is also reducing. Let r be the group 
of all unitaries of the form (4.9). A projection P in K is of type G if PK is 
the graph of a regular operator. The projection P is said to be infinite with 
respect o some subgroup r,, c r if there is some 0 E r,, such that oPo* is 
properly contained in P; otherwise P is said to be finite. The implication 
(4.1) is then equivalent o the statement: Every projection of type G is finite 
with respect o the group r. 
Let U, and 17, be unitary representations of an abelian group Q on 
Hilbert spaces H,, H,, resp. Let g+ be a proper cone in Q [S]. A regular 
operator T: H, + H, is said to be intertwining if 
u,(c) Tc TC’dc) (4.10) 
for all c E B. (In the non-commutative setting, these operators enter in the 
definition of Naimark relatedness [4]). In a special case, we shall charac- 
terize the operators T which satisfy (4.10) only for c belonging to the cone 
‘2i;. Applications of this are studied in [9]. We now turn to this problem. 
Relation (4. lo), c E V+ , may first be reduced to the case U, = U, by 
considering instead U = (,“I t,,), p= (“, i), and the relation fl c i?J. If 
SC = Z or IR, then it is possible to decompose U = U, 0 Ub where fJa has no 
simply invariant subspaces, and where U, is the bilateral shift, or translation 
[ 111. Hence it follows that the general problem, for these groups, may be 
reduced to the study of U,(c) T c Tub(c) for c E Q, and T a regular 
operator in an YZ space of vector-valued functions. It also follows that the 
characterization of such operators T will depend on the analysis of spaces of 
the form G, @ G, where G, is the graph of an operator which is affiliated 
with the commutant of the representation Ub. 
%30139/?-2 
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5. THE BILATERAL SHIFT: 03 MULTIPLICITY 
We construct projections P of type G which are infinite with respect o the 
subgroup r,, generated by the bilateral shift of finite and infinite multiplicity. 
The construction in the finite case depends on an important property of the 
modulus of analytic functions, first proved by Szegii (181. In the infinite case 
the construction is quite different. 
Let U be the bilateral shift of infinite multiplicity 18, 15 1. Then CJ acts on 
the Hilbert space H = PZ(N) of square integrable functions on the circle 
group zZ= [0, 271) with values in an infinite-dimensional Hilbert space N. 
We pick an orthonormal basis {uk: k = 1, 2,...} in N. Some standard facts 
from reduction theory for unbounded operators will be needed. (The 
extension from bounded to unbounded operators is carried out in 
Nussbaum’s paper [ 131, which is in fact somewhat more general than needed 
for our present purpose.) The elements x E H may be given by their Fourier 
expansion x = x(t) - C”co x,eint with x, E N. The circle measure will be 
normalized so that J ]Ix(t)]]* dt = CTr J]x,IJ*. The bilateral shift U then acts 
as multiplication by e”. 
A regular (i.e., linear, closed, and densely defined) operator S commutes 
with U and Lr* iff 
s = i +J s(t) df, (5.1) 
where S(t) is a regular operator in N for a.a. t [ 131. We construct examples, 
where for each t, S(t) is defined in N by S(t) uk = ku,, and we let S be given 
by formula (5.1). Set K = H@ H, and note that K = Y2(N @ N). In this 
setup we note that the closed and invariant subspaces G of K are given as 
follows: 
G = G, @ V%‘(M) (5.2) 
by the invariant subspace theorem (refered to below as the I.S.T. [ 15, 
Theorem 3.251). Here M denotes a closed subspace of N @ N, and V is a 
decomposable partial isometry in K such that V(t)* V(t) = M for a.a. t. 
Moreover G, = 0; VG is reducing. Z’(M) denotes the Hardy space over 
M. That is x E R(M) iff x(t) - CFEO x,eint and x, E M. In our examples, to 
be discussed, we set G, = G(S) and M= C(a, b), where 
n=ck(l+k’)-‘u, and b=-$1 +k’)-‘u,. (5.3) 
I 
Finally, we let V be the identity on it4. It follows that in the special setup of 
the example the elements x E X(M) can be represented uniquely in the form 
x(t) = (f(t) a,f(t) b) where f(t) belongs to the corresponding scalar-valued 
Hardy space, denoted simply by 3. 
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THEOREM 5.1. (a) When G is given by formula (5.2), and M, V, S are 
specified as above, then G is the graph of a regular operator T in H such 
that U commutes with T, but u* does not. 
(b) Suppose T is a regular operator satisfving UTc TU and G(T) = 
G(S) @ VX(M), as in (5.2) with S regular and decomposable. Then UT* c 
T* U, or equivalently U* T c TCr*, is satisfied as well if and only if M = 0. 
Proof. Suppose for the moment that G is only known to be given by 
formuila (5.2) and G, = G(S) for some decomposable operator S satisfying 
(5.1). Let P, and P, denote the respective coordinate projections in K with 
ranges H @ 0 and 0 @ H. The theorem follows from two results of a general 
nature. We first present and prove these results: They are valid for the most 
general choice of G, = G(S), V, and M c N 0 N, entering into the decom- 
position (5.2). 
LEMMA 5.1. For y E H we have (0, y) E G z@ there is a x E Z(M) such 
that P, Vx E D((SS*) and (SS* + I) P, Vx = y. 
Proof of lemma. Note (0, y) E G o (0, y) = (-z, y,) + (I, yz) with 
(-z, y,) E G, and (z, yz) E HZ’(M). Hence z = P, Vx, y, = Sz, y, = Pz Vx 
for some x E R(M). Since G, I VR(M) we also have 
P, vx E D(s*) and s*p, Vx = -P, vx. (5.4) 
In fact (5.4), for all x E Z(M), is equivalent to orthogonality. 
Substitution of the listed identities into formula (5.4) shows that 
P, vx E D(ss*) and y=-sz+P,vx=(ss*+z)P,v<K. 
Since the argument clearly can be reversed at all steps, the proof is 
completed. We therefore have: 
PROPOSITION 5.1. For the subspace G in (5.2) the following three 
conditions are equivalent: 
(a) G is the graph of a regular operator. 
(b) P, VIZ(M) n D(SS*) = 0. (5.5) 
(c) For x E Z’(M) the implication P, Vx E D(SS*) * x = 0 holds. 
Zf one, and hence all, are satisfied, then 
(d) The subspace V&“(M) is the graph of a closed operator which 
commutes with U. 
However (d) may be satisfied even when (a) through (c) are not satisfied. 
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ProoJ Assume (a). Suppose P, Vx E D(SS*). Then (0,~) E G for 
.t’= (SS* + I) P, Vx, by the lemma. Hence 4’ = 0. The selfadjoint operator 
SS* + I has a bounded inverse, so Pz Vx = 0. 
Suppose conversely that (b) is known to hold, and let (0,~‘) E G. By the 
lemma we conclude P, VXE D(SS*), and then by (b), P, Vx= 0. 
Substitution of this into (5.4) leads to P, Vx = 0 as well. Hence 11 Vxll = 
I(xIJ = 0. (c) and (a) follow. Note that the implication (c) * (b) is trivial. 
We show next (a) * (d). This is however clear from the observation that a 
closed subspace Gz, in this case G, = VR(M), of a graph, G = G(T), is 
again the graph of a closed operator. If G, = G(T,), then the operator Tz 
also commutes with U, since the complement in G, GOG,, is reduced by 0. 
A simple example (even for dim N = 1) shows that (d) may hold in cases 
where (a) does not. We leave details to the reader. 
The next result (also valid in the general setup) follows from the 
equivalence (a) o (b). Since we shall need it later, we state it in the form 
LEMMA 5.2. Suppose T is regular and satisfies G(T) = G(S) @ VCY(M) 
as in (5.2) with M # 0. Then a,(S) Up(S) c up( 7’). 
ProoJ The case 1 E a,(S) is clear. Suppose L E p(S). Then the eigen- 
value equation T(p + P, Vx) = Sy + P, Vx = A(J? + P, Vx) with y E D(S) 
and x E Z(M) takes the form 
Jf=(l-s)-‘(P,-AP,)Vx. (5.6) 
It suffices to find a pair x, 4’ such that y + P, Vx # 0. Then this will be an 
eigenvector. Suppose conversely that y + P, Vx = 0 for all x and y related by 
(5.6). Hence y = -P, Vx= S*P, V.rE D(S), using that the range of 
(A - S))’ is D(S) for 1 &p(S). If, on the other hand, P, Vx = 0, we have 
P, Vx = -S*P, Vx = 0 and (Ix()~ = 1) VxlJ’ = [IP, Vx(l’ + llP2 Vxll’ = 0 which 
contradicts M # 0. Finally, using (5.5), we note that the map x +y + P, Vx 
is in fact an isomorphism of &P(M) onto NT(L). 
The first part of Theorem 5.1 is now proved, once (5.5) is veritied. For the 
subspace G = G(T) cannot be reducing for 0 unless G, = G by the 
uniqueness in the I.S.T., cf. (5.2). 
In the verification of (5.5) we return to the special choice of S, M, V made 
in the statement of Theorem 5.1. By [ 13, Proposition 7] SS* is decom- 
posable and a h E H belongs to D(SS*) iff for some h, E H, 
h(t) E D(S(t) S(t)*) a.e. I, and S(t)S(t)* h(t) = h,(t). We apply this to 
h=P,Vx. If x = f(t)(a, b) with f(t) EX, then h(t) =f(t) b = 
-f(t) cy (1 + k’)-’ uk. If h (and therefore x and f) are #O, then it follows 
from Riesz theory [8, p. 41 thatf(t) # 0 except on a set of measure zero. But 
for such t clearly h(t) 6? D(S(t) S(t)*). Containment would imply square 
summability of the series (k’(1 + k2)-‘)Fz,. 
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On the other hand we do have h E D(S*), since (k(1 + k’)- ‘) is square 
summable, and S*h = -f(t) C;” k(1 + k*)-’ uk = -P, Vx, so that (5.4) is 
indeed satisfied. Since part (b) of Theorem 5.1 is immediate from the 
uniqueness of the decomposition (5.2), the proof is completed. 
6. GRAPH PERTURBATIONS 
The construction in Theorem 5.1 is unnecessarily special. It is however 
concrete when stated in that form. The following corollary (to the proof) 
shows that the construction works for a very general class of operators S. 
(The proof follows in part from the considerations above.) 
COROLLARY 6.1. (a) Let V and S be decomposable operators in 
H = sf;(N) for some Hilbert space N. Let M be a closed subspace of N @ N, 
and assume that (i) S is regular, (ii) V is a partial isometry in H satisfying 
V(t)* V(t) = M a.e., and (iii) G(S) I VA?(M). Then G = G(S) @ WY(M) is 
the graph of a regular operator T ifs the following implication holds: 
xER’(M), xf 0, and h(t) = P, V(t) x(t) E D(S(t)) for a.a. t =c- 
J’ 11 S(t) h(t)ll’ dt = 03. 
(If dim N < 03 the requirement h(t) E D(S(t)) is automatic, and the 
condition reduces to j 11 S(t) h(t)ll’ dt = 00.) 
(b) Suppose conversely that T is regular and commutes with U. Then 
G(T) = G(S) CtJ VA?‘(M), where S is closed and decomposable, while V 
satisfies (ii) and (iii) above. S is unique, and V is unique up to a (spatial) 
partial isometry in N @ N. It is possible to choose M such that there is an 
isometry w of P, M and M = G(w). 
(c) If S, is a decomposable (i.e., commutes with U and U*) operator 
contained in T, S, c T, then S, c S. It follows in particular that T = S tfl T 
is decomposable. 
(d) Suppose T is only known to be densely defined and QU = UQ. 
Then T* commutes with U-’ tflG(T,) decomposes as in (b). 
Proof (a) is clear from (5.4) and (5.5) since S*V, = -V,. The 
conclusion follows when [ 13, Proposition 7 ] is applied. 
Assume T satisfies the conditions in (b). The decomposition G(7) = G, @ 
VZ(M), and the uniqueness, follow from the I.S.T.; and G, = n: U”G(T). 
Since G, c G(T), G, is the graph of an operator, S say. Moreover G, is 
reducing for U, and it follows that S is decomposable. Stone’s result [ 17, 
Theorem 5 ] applies conveniently here. 
By Proposition 5.1 (d) the space V,(M) is the graph of a closed operator 
T,. The inverse T;’ exists and is a restriction of -S*, hence decomposable. 
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The isometry component of the polar decomposition of T, is therefore given 
by a direct integral J’” IV(t) dr where IV(t) for a.a. t is a partial isometry with 
initial space P, V(r) M and final space P, V(f) M. We fix such a value I, of I. 
Then G(T,) = V’#(M’) where M’ = V(t,) M has the desired property. The 
corresponding partial isometry V’ is defined by V’ = VV(l,) - ‘. 
Suppose the operator S, is as in (c), and let G, be the corresponding 
graph. Then G, = (7,” U’G, c n? U’G = G, = G(S). The inclusion S, c S 
follows. 
Part (d) follows directly from (b) combined with Lemma 3.2. Q.E.D. 
7. MULTIPLICITY ONE 
Let S and V satisfy conditions (i) through (iii) above, and assume dim N = 
dim M = 1. Hence V is a measurable function on the circle satisfying V(t) = 
(V,(t), Vz(t)) E Cc2 and 1 V,(t)/’ + 1 V,(t)l’ = 1 a.e. Similarly, it follows that S 
is normal, given as multiplication on 9? by a measurable scalar function 
S(t). However G will not be a graph in this case unless S is strongly 
unbounded, in mean in a sense which is made precise in the following (see 
(7.3) and (7.4) and Remark 8.1). 
So far we have considered only the case where the multiplicity m of the 
bilateral shift iJ (i.e., the dimension of N) is co. The assumption dim N = 1 
(or more generally m < co) changes the picture radically. Our first result 
(Corollary 7.1) is again a corollary to Proposition 5.1. We apply classical 
function theory to show that (5.5) in Proposition 5.1 is equivalent to a 
certain mean-asymptotic condition on V2(t). 
Function theory is also applied in the analysis of the general graph pertur- 
bations for multiplicity m = 1, as well as the spectral theory of the perturbed 
regular operators T - an application of Lemma 5.2. 
COROLLARY 7.1. The space G = G(S) Q V&F is the graph of a regular 
operator sff 
1 log 1 V,(t)/ dr = -a~. (7.1) 
Proof: Assume (7.1). We consider possible solutions for 4’ E Yi to the 
equation ~$t)( 1 + 1 S(t)/‘) V*(f) x(t) with x E G?? Note that V, # 0 a.e. For if 
V, = 0 on a set E of positive measure, then V, = -S* V, = 0 on E as well. 
(We used (iii) above.) But that contradicts 1 V,(t)l’ + I Vz(t)lZ = 1 a.e. Hence 
YW = (1 + I WI’) V2W x0) 
= (1 + Iw)l*) I v2wl’ ~*z(V’ w (7.2) 
= iqt)- ’ x(r). 
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The problem of showing that G is the graph of a regular operator is then 
reduced to showing that vZ y cannot be in Z for non-zero y E YZ. We have 
rZy E X iff J” vZyyei”’ dt = 0 for all n > 1. It is enough to show therefore 
that the closed subspace B generated by ( vlei”‘: n > 1 } is all of YZ. Since 
VI # 0 a.e., this is equivalent o saying that B is reducing. Suppose B # L&. 
Then it is simply invariant, so by the I.S.T., B = @? with Iq(t)l = 1 a.e. 
Hence r*e” = q(f) u(t) a.e. for some u E 3. That implies that u satisfies 
(7.1) as well, and that is a contradiction due to a result of Szego and 
Beurling [ 1, 181. (See also [8, p. 211.) 
The argument can be reversed. If the integral in (7.1) is finite we can find, 
by [ 8, Theorem 5 1, a u E R such that 1 t’ 1 = 1 V,) a.e. But then v, eit = qo for 
some q with modulus one. Hence B = qR’# Y1; and it follows from 
Proposition 5.1 and (7.2) above that G cannot be the graph for an operator. 
For then there are solutions x E R with non-zero y E 9’. By Lemma 5.1 we 
have (0, -v) E G, and so G is not the graph of a regular operator. 
Suppose, on the other hand, that (7.1) is known to be satisfied for a given 
function V = (I’, , I’,), ] I/, )* + I V,12 = 1. Then it follows that S is normal, in 
particular regular. For --sVz = V, , S = - v,/v,, and 
D(S)= yEY*: pq-*- 1)~4,(t)~*dr< co
1 I 
is dense in if:. The function 
V*(t) = exp(--t-*), 0 < t < 2n, (7.3) 
e.g., satisfies (7.1) and gives rise to a selfadjoint solution S with continuous 
spectrum on the negative real axis. 
Remark 7.1. Noete that by (5.4), condition (7.1) of the corollary can be 
expressed purely in terms of S. The equivalent condition is 
( log( 1 + ) S(t)]‘) df = +co. (7.4) 
So by Jensen’s inequality we observe that the condition that G be a graph 
requires S to be “more unbounded” than Y2. A direct argument also shows 
that the integral in (7.4) is finite if S is rational, i.e., of the form u,/u2 where 
the transforms tik(n), k = 1,2, vanish off a finite subset of Z. More generally, 
the integral in (7.4) is finite iff S admits the representation S = v,/uz where 
]v,]’ + Jv2]* = 1 a.e. and v2 Es. The argument is similar to the one used in 
the proof of the corollary and is therefore omitted. 
The following result classifies the family of operators T considered above 
in case dim N = 1, i.e., multiplicity one. Since the proof is quite similar to 
that of Corollary 7.1 some details will again be omitted. 
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PROPOSITION 7.1. Suppose T is a regular operator in ;Cz which 
commutes with U but not with u*. Then one of the following two cases must 
occur: 
(i) T can be represented as in Corollary 7.1 with (7.1) satisfied. 
(ii) There is a measurable function V(t) = (V,,(t)),= ,,* with values in 
the unitary group p(2) such that G(T) = VR((c*). In this case, one of the 




Proof Let the regular operator T satisfy the assumption. We saw in 
Corollary 6.1(b) that G(T) = G(S) 0 K&Y(M) with S, V, and it4 satisfying 
the conditions listed in the corollary. Suppose first that S is in fact regular. 
Then S = r” S(t) dt where S(t) is a measurable function on Z = [0,27r). We 
claim that dim M = 1. It is clearly to rule out the possibility dim A4 = 2. If 
M= C’, then V(t) E p(2) for all t. But SF’,, =-V,, and SF’,, = -V,, a.e. 
Hence the matrix (Vii(t)) is singular for a.a. t, which is a contradiction. 
Hence, if S is regular, case (i) occurs. 
Let (Pij) = (Pij(t)) denote the characteristic matrix of S. Let I, denote the 
support of the measurable function t + P,,(t), and set Z, = Iv,. Then 
0 = G(T),, 0 G(T),, where the subscripts indicate that functions are 
restricted to the respective intervals. Restricting first to Z, we note that if 
meas > 0, the rank of V must be constantly equal to 1. By the uniqueness 
part of the I.S.T. that would imply meas(Z,,) =0, and case (i) occurs. 
Hence we are left with the possibility meas = 0. This means that 
Pll(t) = 0 a.e., and hence by [ 13, p. 341 (Pij(t)) = (i i) a.e., and therefore 
G(T) = VZ(@‘) with V as specified under (ii) above. Let P, denote the 
projection in Yz with range 3. In matrix form the corresponding projection 
in two dimensions is P+ = (i+ ’ p+). If P denotes now the characteristic 
projection corresponding to T, we therefore have 
P= VP’, v*. (7.5) 
It remains to show that P is the characteristic projection of a regular 
operator iff one of the conditions (a) or (b) holds. By [ 13, Propositions 1 
and 21 we need to verify that both P,, and Z-P,, are invertible. Due to 
symmetry of the indices we may clearly for convenience replace V* by V in 
the rest of the proof. If y E p2 and P,, y = 0, a simple calculation, using 
(7.51, yields O=(P,,y,y)= llP+ V,,~ll*+llP+ V,,ylI*. That is, 
I V,,ye-‘“‘dt= Vz,ye-‘“‘dt=O .f for all n > 0. 
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So the equation P,, y = 0 has only the zero solution iff the closed subspace B 
in rP, generated by v,,e’“‘, v2, e’“‘: n > 0, is all of Y*. Since V,, and V,, can 
both be zero only on a set of measure zero, it follows that B = 5$ iff one of 
the integrals J” log ( V, 1 ] dt or j log ) V,, 1 dt is --co. The argument is similar to 
that used in the proof of Corollary 7.1. Again we use that a given u E Y1 
generates a simply invariant closed subspace [ Ue’“? n > 0] iff ( log ] U] dt > 
-co. 
A parallel argument shows that the equation (I - P,,) y = 0 has only the 
zero-solution y E L$ iff one of the integrals j log ) I’,,( dt or J’ log 1 V,, I dt is 
-co. It follows that N(P,,) = N(Z - P,,) = 0 iff (a) or (b) holds. (They 
cannot both hold.) Hence the proof is completed by Nussbaum’s result. 
(Note that since (Vii(t)) is unitary for a.a. I, the integrals j log I U] dt 
corresponding to both elements Vii in a given row or column cannot both be 
-co. If u,, v2 denote the elements in a given row, then ]v,]* + jv2j2 = 1; so if 
both the integrals j log / vk] dt were -co a contradiction would result.) 
8. SPECTRAL ANALYSIS 
Corollary 6.1 characterizes the regular operators T that commute with the 
bilateral shift. Theorem 5.1(a) and Proposition 7.1 exibit three different 
classes of operators T which commute with U but not with U*. We say that 
T is of type 00, 2, or 1, respectively, if it is given as in Theorem 5.1, or as in 
Proposition 7.l(ii), or (i). Theorem II Fuglede’s paper [6] shows that the 
regular operator T, = Q + iP (that is, x + d/dx on J&(R)) does not commute 
with any bounded operators other than AZ. We show in our next theorem that 
if T is regular of type 00, then it has all the properties that are listed in [6] 
for r, except analyticity of the eigenfunctions. This is not so in of type 2 and 
1. 
THEOREM 8.1. Let T be a regular operator in Yz(N). The following 
properties hold for the listed types. 
Type 2. 0 E a,(T). 
Type 1. a,(S) Up(S) c a,(T) = C\o,(T). A point 1 in a,(S) belongs 
(0 u,(T) 18 
I 
loglAv,+ v,Idt=-oo. (8.1) 
Type 03. u,,(T) = C and there is a continuous field of isometries 
B(A):R+ N=(A) defmed on all of Cc. [In detail, B(A) is an isometry of the 
scalar Hardy space R onto the eigenspace NT(A) for each I E Cc, and 
A-+ B(1) is strongly continuous. For A E p(S), the construction is a special 
case of the isomorphisms S(M) 1: N,(A) in the proof of Lemma 5.2.1 
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Prooj In the type 2 case we note that the argument used in the above 
proof to show that P,, and I - P,, are both invertible also applies to I - P, , 
and P,, . Since the characteristic projection for T- ’ is G:; c:;), we conclude 
[ 13, p. 341 that T-’ is also regular. Theorem 4.2 implies further that T- ’ is 
unbounded. (In fact, a simple special case of the theorem does the job.) 
Hence 0 E a,(T). 
.If T is type 1, S is normal, so that a,(S) = 0. The eigenvalue equation 
T(y+ V,x)=I(y+ V,x) is equivalent to (A-S)y=(V,-),V,)x. Note 
that A- s(t) # 0 a.a. I if A E o,(S). Hence y = (A- S)-’ (I’, - nk’,) x. The 
problem is to find x E R such that the solution y is Yi. In this case, it 
would follow that y E D(S), since (V, - iv,) x E P1. Suppose that (8.1) 
does not hold. The next step is then to show that y + v,x # 0 for at least one 
such choice of y and x. A short calculation, using SV, = --V, and ) V, 1’ + 
1 V,j2 = 1, gives (2 -S)-’ (I’, -AI’,) + Y, = (Jr? + VI))‘, and in addition - - 
1V,(t)+v,(t)#O a.a. t. If z=y+V,x, then (nr2+ v,)z=x. Hence 
j (nv2 + V,) z(t) eint dt = 0 for n > 1, and it follows that a non-zero solution 
z E P2 exists iff {(nv, + VI) eint: n > 1 } is not dense in YZ. By the 
SzegGBeurling result, this happens if and only if 1 log /A v2 + v, 1 dt > -co. 
If, on the other hand, (Iv2 + v,) z = x with z E gZ and x E &4 then it 
follows that y = z - V,x E U2, and therefore y E D(S), as remarked above. 
Hence A E up(n), and z is an eigenvector. 
If (8.1) is satisffied for some A E a,(S), then the argument above shows 
that A- T is a l-l operator, and that R(1- S) c R(A - T). So R(A - T) is 
dense, since it contains the dense subspace R(A - S). The proof that 
A E u,(T) is therefore completed, once the possibility R(k - T’) = p2 can be 
excluded. But if R(A - 7’) = Y2, then the assumptions in Theorem 4.2 would 
be satisfied with T closed, and R: = 0 (application of the closed graph 
theorem). That would imply decomposability of T, which is a contradiction, 
by Theorem 5.1(b). 
If we recall again Lemma 5.2, the desired conclusion u,(g U u,(T) = c 
finally follows. In other words, T has empty resolvent set, and empty 
residual spectrum. 
Finally, suppose T is type to. Here the eigenvalue equation 
takes the form T( y + h(t) a) = Sy + h(t) b = k(y + h(t) a) where y = 
CF=, C’X)my,,ei”‘u,, h(t) = Cr c,e’“’ is in 3, A, y,, and c, EC. The 
vectors a and b in N are given in (5.3), and {uk} is an orthonormal basis for 
N. The equation can be solved by a simple calculation, and ynk = 
c,( 1 + lk)/(k - A)( 1 + k2) for n > 0, ynk = 0 for n < 0. Hence 
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where 
x cn nk = 
I 
1 +Ak k 
(k-A)(l+k2)+ 1+k2 I =(k-‘)- 
’ c,. 
If we define the function p(A) by /3(l)’ = CF!, 1 k - AI-’ > 0 for ;1 # 1,2,..., 
and the operator A(1) by A(A) h = y + h(t) a, it follows that ]]A(n) h ]I = 
Ilk II P(1). The operator B(1) defined by B(L) = p(A)-’ A(L) then has the 
desired properties. It is an isometry and maps Z’ onto NT(n), since the only 
eigenvectors are those obtained as solutions to the equation above. It remains 
to define B(i) for A= 1, 2,.... If h(t) = x:=0 c,e’“‘, we set B(J) h =fu,, where 
f(t) = y”, b,e’“’ andb,=c,,forn>O,b,=c-,,-,forn<O. 
Remark 8.1 (Type 1). Condition (8.1) for a point A to belong to a,(S) n 
o,(T) is satisfied 1y.I’ log IL - S(t)1 dt < 00. 
COROLLARY 8.1. Suppose T is a type 1 regular operator, that is, G(T) = 
G(S) 8 VX is an orthogonal decomposition as specified in Proposition 
1.1 (i). Then the following conditions are equivalent: 
(a> 0 E W7v 
(b) J’ log 1 V, 1 dt = -03, and 
(c) T-’ exists as a regular operator which is a graph-perturbation of 
the densely defined decomposable operator S- ‘. 
ProoJ (a) c) (b). By Theorem 8.1 we have the inclusion o,(T) c o,(S), 
so (a) is equivalent to 0 E u,(T) n u,(S), as well as to the condition in (b), 
which in fact is just (8.1) with 1= 0. 
(b) + (c). Assuming (b), we have 0 E u,(T) n u,(S) such that each of 
the operators T-’ and S’ are densely defined an unbounded. S ’ is again 
decomposable by general theory [ 131. Since T-’ is given by the formula 
y+ V,x+S-‘y+ V,x on the domain D(T-‘)= (y+ Vzx:yED(Sm’). 
x E R), x E R), we note that condition (b), (5.4), and Corollary 7.1 imply 
that the graph G(T- ‘) decomposes into an orthogonal direct sum of the two 
subspaces G(S’) and (V,, VI) A?. 
(c) + (b). Assuming (c), the other implication in Corollary 7.1, when 
applied to T-‘, yields the conclusion ( log I V, I dt = -03, since the roles Vz 
and V, are interchanged in the passage from T to T- ‘. 
Remark 8.2. We conclude with a summary of the examples under 
discussion, as they relate to the general theory in Section 4. 
In Theorem 4.2 the implication (4.1’) is proved for a pair of operators 
(T, A) with T densely defined, and A E 9(H) normal, such that T satisfies 
the estimate (4.2) for some complex number A, and the space N,.(l) is A- 
invariant. 
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An example is given in [6c] of a pair of operators (T, U) with T 
symmetric and U unitary, such that T, = U-‘TU is a proper extension of T. 
Hence the implication (4.1’) fails for the pair (T, U). Nontheless, condition 
(4.2) is satisfied for all A, Im@) # 0. However, one can check directly that, 
for no such I, is the space NT*(l) U-invariant. 
For the type 1 operators in Theorem 8.1 the situation is different. Here 
condition (4.2) fails for A E a,(r). But the corresponding defect space NT.(L) 
vanishes, so it is clearly U-invariant. U here denotes the bilateral shift 
operator. To get such a situation one can choose a V-function, V = (V,, VZ) 
such that j log ] I’,] dt = --oo for k = 1, 2. (This can be arranged if, e.g., in,a 
neighborhood of 0, V, is eS1-‘, and in a neighborhood of 71, VZ is em”-“’ -.) 
Then by Corollary 8.1 we would have 0 E a,(T). 
The situation is even more striking for the type co operators. Here 
condition (4.2) fails for all 1 E C, since a,(T) = C. The corresponding 
deficiency spaces can be calculated explicitly: 
N,m(+ yJ’u,:G-l) fo;;;;;w 
) ).... 
The non-zero spaces are clearly not U-invariant. 
It is conceivable that an infinite-dimensional version of (8.1) in Theorem 
8.1 would lead to an example of a graph perturbation T, on the form (5.2), 
such that (4.2) fails for all ,J E C, and, at the same time, N,.(L) = 0 iden- 
tically in A. 
ACKNOWLEDGMENTS 
We would like to thank J. McGregor and P. Sarnak for interest and useful conversations. 
Helpful suggestions of the referee are appreciated. 
REFERENCES 
I. A. BEURLING, On two problems concerning linear transformations in Hilbert space, Acta 
Murh. 81 (1949), 239-255. 
2. A. VAN DAELE AND M. A. RIEFFEL, A bounded operator approach to Tomita-Takesaki 
theory, U. C. Berkeley, 1976, preprint. 
3. N. DUNFORD AND J. T. SCHWARTZ, “Linear operators. Part II: Spectral Theory,” 
Interscience, New York, 1963. 
4. J. M. G. FELL, Non-unitary dual spaces of groups, Acta Math. 114 (1965). 267-310. 
5. Y. FOUR& AND I. E. SEGAL, Causality and analyticity, Trans. Amer. Math. Sm. 78 
(1955), 385-405. 
6. B. FUGLEDE, (a) A commutativity problem for normal operators, Proc. Nat. Acod. Sci. 
USA 36 (1950), 3540. (b) Math. Scund. I (1953), 172, Problem 3. (c) Math. Stand. 2 
(1954), 346347, Solution to Problem 3. 
UNBOUNDED OPERATORS 307 
7. R. GOODMAN, Invariant subspaces for normal operators, J. Math. Mech. I5 (1966). 
123-128. 
8. H. HELSON, “Lectures on Invariant Subspaces,” Academic Press, New York, 1964. 
9. P. E. T. JORGENSEN AND P. S. MUHLY, Selfadjoint extensions satisfying the Weyl 
operator commutation relations, Stanford, 1978, preprint. 
10. R. V. KADISON, Similarity of operator algebras, Acta Math. 141 (1978), 147-163. 
I 1. G. W. MACKEY, Imprimitivity for representations of locally compact groups. I. Proc. Nut 
Acad. Sci. USA 35 (1949) 537-545. 
12. J. v. NEUMANN, “Functional Operators,” Vol. 2: The Geometry of Orthogonal Spaces, 
Ann. Math. Studtes No. 22, Princeton Univ. Press, Princeton, N. J.. 1950. (b) Uber 
AJungierte Funktionaloperatoren, Ann. Math. 33 (1932). 294-3 10. (c) Approximative 
properties of matrices of high finite order, Porrugal. M&h. 3 (1942), l-62. 
13. A. E. NUSSBAUM, Reduction theory for unbounded closed operators in Hilbert space. 
Duke Math. J. 31 (1964), 3344. 
14. C. R. PUTNAM, “Commutation Properties of Hilbert Space Operators and Related 
Topics.” Ergebnisse de Mathematik, bd. 36, Springer-Verlag, New York, 1967. 
15. H. RADJAVI AND P. ROSENTHAL, “Invariant Subspaces,” Ergebnisse der Mathematik, bd. 
77. Springer-Verlag, New York, 1973. 
16. F. RtEsz AND B. SZ-NAGY, “Functional Analysis,” Ungar, New York, 1955. 
17. M. H. STONE, On unbounded operators in Hilbert space, J. Indian Math. Sot. (N.S.) 15 
(1951). 155-192. 
18. G. SZEG~, Uber die Randwerte einer analytischen Funktion, Marh. Ann. 84 (1921). 
232-244. 
