Abstract-IEEE 802.15.4 is considered as the de facto standard for wireless sensor networks (WSN). However, the increased probability of collision at heavy load caused by the inherent behavior of CSMA/CA degrades the performance of WSN in terms of throughput and energy consumption. This led some to propose other MAC layer solutions to tackle these problems. Most of them are TDMA-based which provides deterministic medium access. This makes them not scalable in general for large scale WSN. Contrary to that trend, we retain CSMA/CA's simplicity and good scalability properties and propose CoSenS, a collecting and sending burst scheme, that is implemented on the top of CSMA/CA. The idea of CoSenS is that a router does not retransmit packets as they arrive. Instead, it collects data from its children and other neighbor routers during a period of time that we call waiting period (WP), queue them until the expiration of that period and then sends them into a burst during a period of time that we call transmission period (TP). Simulation results show that this scheme greatly enhances throughput, end to end delay and transmission success rate (reliability). In addition, the scheme exhibits a nice property of self-adaptability of transmission periods between neighbor routers.
I. INTRODUCTION
MAC protocol design for wireless sensor networks (WSNs) has been intensively investigated by the research community [1] , [2] , [3] , etc. We observe nowadays the convergence towards IEEE802.15.4 [4] , the only MAC largely accepted and based on which products are commercially available.
IEEE802.15.4 MAC performs well in a light traffic environment, but the performance quickly degrades in heavy traffic case because of the inherent behavior of CSMA/CA (collisions) on which IEEE802.15.4 MAC is based. This is unacceptable for most of WSN applications. For example, when a fire is detected in the forest, a burst of messages will be generated thus stressing the high throughput functionality of the MAC protocol. Therefore, the MAC layer in WSN must be capable of achieving low delay, high throughput and reliability in these situations.
Some improvements exist. For industrial applications (and real-time ones), TDMA scheme over IEEE802.15.4 is the most popular solution (e.g., WirelessHART [7] ). GTS mechanism of IEEE 802.15.4 and its improvement (Koubaa et al. [6] ) are also possible solutions. However, the use of TDMA scheme needs careful network configuration for efficient time-slot allocation and it is not scalable in general for large scale WSN and not robust for automatically adapting to the changes in the network (nodes mobility and death, environment changes, etc).
So one of our research challenges is to find much simpler solution which should only use COTS IEEE 802.15.4 compliant chips, does not require any configuration effort and can self adapt to the dynamic network evolutions.
In this paper, based on the simple idea that CSMA/CA can be improved using burst transmission mode (IEEE 802.15.4 does support this mode), a very simple Collecting and Sending burst Scheme, CoSenS, has been proposed. Using this scheme, the performance of the network is greatly improved in terms of delay, throughput and reliability. In addition, the fact to queue the packets at routers allows us to design efficient scheduling algorithms for providing differentiated QoS and packet aggregation mechanisms.
Related Work: to our best knowledge, no work has been done in the MAC layer to improve the intrinsic performance of CSMA/CA protocol in WSN. Most of the proposed MAC protocols, including T-MAC [2] , B-MAC [1] , etc, focused on improving energy consumption at the cost of throughput and end-to-end delay degradation. In fact, they are all based on either the unslotted CSMA/CA protocol of IEEE 802.15.4 or the IEEE 802.11 [11] version (although, we observe nowadays a convergence toward IEEE 802.15.4). Our design can be used conjointly with these protocols or extended to support the techniques used therein (mainly duty-cycling mechanisms) to improve energy. A first extension of this framework has been already done to tackle energy and throughput tradeoff [12] .
The rest of the paper is organized as follows. CoSenS design is detailed next. The performance study by simulations is given in Sec. III. Section IV concludes the paper.
II. COSENS DESIGN

A. General description
We consider a 2-tiers architecture network composed of routers to which are associated simple nodes (typically FFD and RFD of ZigBee). Routers form an ad-hoc network. In this case, any routing protocol, like AODV or "Hierarchical Tree Routing" (HTR) of ZigBee for instance, can be used to establish routes between routers. The network formation protocol is out of the scope of this article.
The basic medium access protocol for all nodes (simple nodes and routers) is CSMA/CA. We used the unslotted version proposed by IEEE 802.15.4 standard which is widely implemented in sensor chips. CoSenS is implemented on the top of CSMA/CA protocol. It is enabled for routers and disabled for simple nodes by default (in the rest of the paper, routers are used to describe CoSenS operating mode). The MAC layer operates on the top of the "2450 MHz DSSS IEEE 805.15.4" physical layer; the data rate is equal to 250 kb/s.
B. Basic rules
CoSenS has four basic rules. First, routers have the priority to access the medium over simple nodes. This is achieved using different values of CSMA/CA parameters for each type of node. Second, a router does not transmit packets one by one upon their arrival. Instead, it waits for a period of time, WP, and collects data either from its children or from its neighbor routers. Third, after the end of the WP, the router starts transmitting all packets queued in its buffer in a single burst during the TP. Finally, at the end of the TP, the router restarts another cycle and goes again to the waiting for reception state. WP and TP are illustrated in the example given by the Fig. 1 . Full details of these basic rules are given next.
Note that since simple nodes use CSMA/CA, they always transmit data during the WP of their respective fathers because the channel can be free only during that period (CSMA/CA checks the channel status before transmitting).
C. Waiting Period
The length of W P is dynamic. It is continuously adjusted online to match the amount of incoming traffic; the higher the traffic volume is, the longer the WP is. The W P duration for a router r is given by (1) .
N r c is the number of children associated to the router r. We define, d S and d R as the amount of time needed by a simple node and a router, respectively, to perform collision avoidance procedure (d BP ), sense the channel (t CCA ) and detect that it is Idle (at the first attempt), change the antenna state from receiver to sender (t tat ), send the packet (d pkt ), wait for an acknowledgment (t ack ), and receive it (d ack ) (Fig. 2) . d S and d R are calculated by taking the upper bound of d BP .
N max is an integer that has to be estimated using the incoming traffic. Its value gives the duration of the W P. It has a minimum value of 1. The estimation algorithm is described next.
The estimation algorithm: let's define first the set Ω ∈ IN as the set of W Ps during which the router receives data and W P k , k ∈ Ω these W Ps. We define also, U k , k ∈ Ω as the ratio giving the sum of the service times of received packets (∑ i∈E k
is the service time of packet i (Fig. 2) . U k is shown in (2) . We note that U k can exceed 1 in the case where the router is still receiving a packet from a child or data from a neighbor router while the W P ends (recall that the router is not preemptive).
Let us denote by S k the exponential moving average of
α is the smoothing factor. We used a non linear filter where α is greater when U k−1 ≥ S k−1 allowing S k to adapt more swiftly to traffic increase. So, α takes two values; α 1 if U k−1 < S k−1 and α 2 otherwise. In all simulations, the values of α are set to α 1 = 0.008 and α 2 = 0.01. The study of the values of α is out of the scope of this paper. The computation of S k is similar to the estimation of the round trip time in TCP [8] .
S k is evaluated before the beginning of the k th W P and is used in the Algorithm 1 to determine the value of N max for the k th W P (thus its duration). In Algorithm 1, T hr max and T hr min designate the maximum and the minimum threshold of S k , respectively. T hr max and T hr min allow the increase and the decrease of the WP's duration. In fact, S k calculates the average utilization ratio of the W P. If S k exceeds T hr max , the value of the N max is increased which increases the duration of the W P. if S k decreases below T hr min , the value of N max is decreased. We can see that changing the W P duration affects the value of U k (2) and so S k which in its turn affects the value of N max . Besides, S k depends also on the traffic load. Hence, our algorithm appears like an iterative process whose objective is to find the good value of N max that reflects the incoming traffic load while satisfying an utilization ratio between T hr min and T hr max .
We also define NMAX as the bound of the value of N max which is used to prevent a high increase in the W P duration. Its value depends on the application and hardware constraints (e.g., expected transmission interval for nodes, memory size limit for queueing packets).
Algorithm 1: Estimation algorithm
/* Update S k */ α = α 1 if U k−1 ≥ S k−1 then α = α 2 end S k = (1 − α)S k−1 + αU k−1 /* Update N max */ if (S k ≥ T hr max ) then N max = N max + 1 else if S k ≤ T hr min then N max = N max -1 end end N max = max(1, min(N max , NMAX))
D. Transmission Period
The collected data during the waiting period are transmitted in a burst. CSMA/CA protocol is used to transmit only the first packet. Then, the remaining packets are directly transmitted upon the reception of the acknowledgement (ack). We note that the acknowledgments are always enabled in CoSenS. If an ack is not received, the transmitted packet is retransmitted using CSMA/CA protocol again. Burst transmission resumes if the packet is successfully transmitted; The remaining packets will be sent directly after the reception of the ack.
TP has a variable duration which depends on the number of collected packets during WP and the eventual retransmissions. We note that all queued packets are transmitted during the current TP. So, the next WP will start with an empty queue. Fig. 3 . Line network. We compare by simulation the performance of CoSenS to IEEE 802.15.4 MAC that uses the unslotted CSMA/CA protocol. Our simulation model is implemented within OPNET [9] (Modeler v14.5). Simulation parameters are given in Table. I, where the values of d S and d R are calculated for the maximum packet length. CSMA/CA parameters are identical for both protocols.
III. PERFORMANCE ANALYSIS
Because of space limitation, only multi-hop line topology is showed. Additional simulations using different topologies, including random ones, can be found in [10] . They give similar results leading to the same conclusion. We consider a network composed of 13 nodes, two receivers and three routers, organized as shown in Fig. 3 . Each two neighbor routers hear each other and their respective children. Thus router 13 hears all nodes. Simple nodes are organized in three groups (delimited by circles in the figure). Each one is attached to a router.
All our measurements are plotted as a function of the generated traffic load (named load in the rest of the document) that we define as the traffic generated by all simple nodes application layer. We evaluate the system throughput, end to end delay, successful transmission rate and the selfsynchronization degree between routers which we define as the percentage of the simulated time where their TPs do not overlap.
a) Throughput, end to end delay and successful transmission rate: we consider a first scenario that has two receivers, Receiver(N7) and Receiver(N11). Three simple nodes, each one attached to a router, send data to Receiver(N7) (N3, N6 and N9) while the other ones send data to Receiver(N11).
The results of throughput, end to end delay and successful transmission rate are illustrated in Fig. 4(a) , Fig. 4(b) and Fig. 4(c) , respectively. CoSenS obtains better throughput than IEEE 802.15.4 MAC. In addition, it saturates at 46 kb/s of load compared to a saturation load of 35 kb/s for IEEE 802.15.4 MAC. For end-to-end delay, the overall performance of CoSenS is better. As far as the load increases, the difference in terms of end to end delay becomes more and more obvious. For successful transmission rate, the acknowledgment mechanism ensures a 100% of successful transmissions before the saturation point of both protocols. After that, CoSenS outperforms IEEE 802.15.4 MAC.
b) Organization of WP and TP: we consider a second scenario where all nodes send data to Receiver(N7). This scenario suffers from the hidden node problem between routers 12 and 14 since they send data to router 13. This makes it suitable to study the routers self-synchronization degree because all router TPs need to be synchronized with each other. Figure 5 shows the organization in time (half a second) of the waiting and transmission periods of the three routers. The TPs are self-synchronized in Fig. 5 (a) while they overlap in Fig. 5(b) . We measured the self-synchronization degree of the three routers for different workloads. The results are illustrated in Table. II. Under light and normal loads, all routers are well synchronized with each other, avoiding interference. As the load increases, the synchronization percentage decreases. In heavy network load the performance degrades significantly because of transmission collisions. In fact, as described in Sec. II-D, in case of a transmission collision, the router uses CSMA/CA again to transmit the packet. Since the load is heavy, other routers can gain the access to the medium during the backoff period. The TPs are considered in conflict in this case. Hence, the router must wait until it gains the access to the medium again to resume its TP.
IV. CONCLUSION
CoSenS is a simple but efficient scheme which improves the performance of the widely used CSMA/CA protocol in wireless communications. Our simulations show that CoSenS greatly enhances throughput, end to end delay and reliability of CSMA/CA. In addition, the proposed scheme inherits the benefits of CSMA/CA, namely its good scalability and lower complexity properties. Since it is implemented as a service, devices that implement CoSenS are compatible with standard compliant ones. Although designed and evaluated for IEEE 802.15.4, the principle of CoSenS could also be directly applicable to other CSMA/CA based protocols (e.g., IEEE 802.11).
The actual estimation algorithm uses several variables that need to be tuned according to the traffic characteristics. The first objective for future work focuses on enhancing this algorithm making it totally self-configuring. Since it queues data before transmitting them, CoSenS enables the support of QoS through the implementation of scheduling and congestion control mechanisms. This is our second objective for future work.
