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Abstract
Let X be a continuum and let C(X) denote the hyperspace of subcontinua
of X , endowed with the Hausdorff metric. For p ∈ X , define the hyperspace
C(p,X) = {A ∈ C(X) : p ∈ A} as a subspace of C(X). In this paper we
introduced the quotient space HS(p,X) = C(X)/C(p,X). We present some
general properties of HS(p,X) and we study the relationship between the
continuum X and the hyperspaces C(X) and HS(p,X).
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1. Introduction
A continuum is a nondegenerate compact connected metric space. From
now on X will denote a continuum, 2X the corresponding hyperspace of all
nonempty closed subsets of X , Cn(X) the hyperspace of at most n connected
components of X , when n = 1, C1(X) will be denoted simply by C(X), and
Fn(X) the hyperspace of all nonempty subsets of X having at most n points.
All hyperspaces above are considered with the Hausdorff metric (see [28,
p. 1]). Given a point p ∈ X , C(p,X) denotes the hyperspace of all subcon-
tinua containing p, as a subspace of C(X). It is well known that C(p,X)
is an AR continuum and consequently locally connected (see [13, Theorem
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2, p. 220]). The hyperspaces C(p,X) have been very useful to characterize
some classes of continua, see for example [31], [32], [33]. In [9] and [10] the
authors studied the topological structure of C(p,X) in the case when X is a
finite graph.
On the other hand, in 1979 S. B. Nadler, Jr. introduced the hyperspace
suspension of a continuum X , HS(X), as the quotient space C(X)/F1(X),
[30], which was subsequently studied in [15]. In 2004 S. Mac´ıas, defines the n–
fold hyperspace suspension of a continuum X , HSn(X), as the quotient space
Cn(X)/Fn(X), [26, p. 127]. In a similar setting, other quotients of hyper-
spaces have been studied, for example Cn(X)/F1(X) in [24], Fn(X)/F1(X)
in [1] and Fn(X)/Fm(X) in [4].
Let p ∈ X . In this paper we introduce HS(p,X) as the quotient space
C(X)/C(p,X). The fact that HS(p,X) is a continuum follows from [29,
3.14, p. 41]. We present some general properties of HS(p,X) and study the
relations between X,C(X) and HS(p,X) under concepts as dimension, uni-
coherence, locally connectedness, aposyndesis and colocally connectedness.
2. Definitions and preliminaries
As customary, for A ⊂ X , cl(A) and int(A) denote the closure and interior
of A in X respectively.
By a finite graph we mean a continuum X which can be written as the
union of finitely many arcs, any two of which are either disjoint or intersect
only in one or both of their end points. A tree is a finite graph without
simple closed curves. Given a positive integer n, a simple n-od is a finite
graph, denoted by Tn, which is the union of n arcs emanating from a single
point, v, and otherwise disjoint from each another. The point v is called the
vertex of the simple n–od. A simple 3–od, T3, will be called a simple triod.
A n–cell, In, is any space homeomorphic to [0, 1]n. A simple closed curve is a
continuum homeomorphic to the unit circle S1 = {(x, y) ∈ R2 : x2+y2 = 1}.
Given a finite graph X , p ∈ X and a positive integer n, we say that p is of
order n in X , denoted by ord(p,X) = n, if p has a closed neighborhood which
is homeomorphic to a simple n–od having p as the vertex. If ord(p,X) = 1
the point p is called an end point of X . The set of all end points of X will
be denoted by E(X). If ord(p,X) = 2 the point p is called an ordinary
point of X . The set of all ordinary points of X will be denoted by O(X).
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A point p ∈ X is a ramification point of X if ord(p,X) ≥ 3. The set of all
ramification points of X will be denoted by R(X).
Let d denote the metric of X . Given ε > 0 and p ∈ X we define Bε(p) =
{x ∈ X : d(x, p) < ε} and if A ⊂ X , we define:
N(ε, A) = {x ∈ X : there exists y ∈ A such that x ∈ Bε(y)} .
If A and B are two closed subsets of X , then the Hausdorff distance between
A and B is defined by:
H(A,B) = inf{ε > 0 : A ⊂ N(ε, B) and B ⊂ N(ε, A)}.
It is well known that H is a metric for 2X (see [19, Theorem 2.2, p. 11]) and
is called the Hausdorff metric.
Given a finite collection K1, . . . , Kr of subsets ofX , 〈K1, . . . , Kr〉, denotes
the following subset of 2X :{
A ∈ 2X : A ⊂
r⋃
i=1
Ki, A ∩Ki 6= ∅ for each i ∈ {1, . . . , r}
}
.
It is known that the family of all subsets of 2X of the form 〈K1, . . . , Kr〉,
where each Ki is an open subset of X , forms a basis for a topology for 2
X
(see [28, Theorem 0.11, p. 9]) called the Vietoris Topology. The Vietoris
topology and the topology induced by the Hausdorff metric coincide (see [28,
Theorem 0.13, p. 10]).
A mapping is a continuous function.
The quotient mapping from C(X) to HS(p,X) is denoted by piXp , and
CXp denotes the point pi
X
p (C(p,X)) in HS(p,X). If there is no confusion, we
will write down [A] = piXp (A) for any A ∈ C(X)− C(p,X).
Remark 2.1. By using the restriction of the projection piXp , it is clear that
C(X)− C(p,X) is homeomorphic to HS(p,X)− {CXp }.
Given A,B ∈ C(X) such that A ⊂ B 6= A, an order arc from A to B is a
mapping α : [0, 1]→ C(X) such that α(0) = A, α(1) = B and s < t implies
that α(s) ⊂ α(t) 6= α(s). The existence of order arcs is standard stuff (cf.
[28, (1.8) and (1.11)]).
For a topological space Z, the cone over Z, denoted by cone(Z), is the
quotient space Z × [0, 1]/Z × {1}.
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3. Examples
In this section we present geometric models for HS(p,X) for some con-
tinua, to give the reader an idea of the kind of spaces we will be concerned
in this paper.its
Example 3.1. Let X = [0, 1]. It is well known that the mapping h :
C(X) → R2 given by h([a, b]) =
(
a+b
2
, b− a
)
for each [a, b] ∈ C(X) is an
embedding. Also, h(C(X)) is the triangular 2–cell, T , with vertices (0, 0),
(1, 0) and (1
2
, 1). Let p ∈ (0, 1), by using the homeomorphism h : C(X)→ T
it is easy to see that HS(p,X) is homeomorphic to a space getting by gluing
two 2–cells by a point, which corresponds to CXp .
{p}
C(p,X)
C(X)
piXp
•
CXp
HS(p,X)
In case p = 0 or p = 1 we have that each of HS(0, X), HS(1, X) and C(X)
are homeomorphic.
{0}
C
(0
, X
)
C(X)
piX0
CX0
•
HS(0, X)
Example 3.2. Let X = S1. By using the geometric model of C(X) given
in [19, Example 5.2, p. 35], it is easy to see that HS(p,X) is homeomorphic
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to C(X) for each point p ∈ X .
•
C(X)
C(p,X) {p}•
HS(p,X)
CXp
piXp
Example 3.3. Let X be a simple n–od with vertex v. By [19, Example 5.4,
p. 41], C(X) is homeomorphic to a n–cell, In, with n 2–cells attached on it
and sharing a common point. In that geometric model C(v,X) is represented
as In. So, HS(v,X) is homeomorphic to n 2–cells glued in a unique point,
CXv .
C(v,X) ≃ In
•
{v}C(X)
piXv
•C
X
v
HS(v,X)
Example 3.4. Let Y = {(x, y) ∈ R2 : (x + 1)2 + y2 = 1} ∪ {(x, 0) ∈ R2 :
x ∈ [0, 1]} and denote by p the point (0, 0). By [19, Example 5.3, p. 36],
C(X) is homeomorphic to a 3–cell, T , with two 2–cells attached on it as in
the picture below (see also Figure 6 of [19, p. 37]). The hyperspace C(p,X)
coincides with T in that model. We get that HS(p,X) is homeomorphic to
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the union of a two 2–cells gluing by a unique point, CXp .
•
{p}
C(p,X)
C(X)
piXp
•
CXp
HS(p,X)
Example 3.5. Let X be a finite graph and p ∈ E(X). If X is not an arc,
there exists a unique point v ∈ R(X) such that if U is the component of
X − {v} containing p, then L := U ∪ {v} is an arc with end points p and
v. Set G = cl(X − U), note that C(X) = C(L) ∪ C(G) ∪ C(v,X) and
C(p,X)∩C(G) = ∅. Therefore, C(G) and piXp (C(G)) are homeomorphic. By
Example 3.1, piXp (C(L)) is a 2–cell which is homeomorphic to C(L). On the
other hand, note that C(v,X) is homeomorphic to C(v,G) × [0, 1], in fact,
if f : [0, 1]→ L is a homeomorphism such that f(0) = v and f(1) = p, then
the mapping h : C(v,X)→ C(v,G)× [0, 1] given by
h(A) = (A ∩G, f−1(A ∩ L)), for each A ∈ C(v,X),
is a homeomorphism. We can see that the homeomorphism h send C(p,X)∩
C(v,X) into C(v,G) × {1}. Therefore, piXp (C(v,X)) is homeomorphic to
cone(C(v,G)), moreover, the vertex of cone(C(v,G)) is CXp .
Consequently, note thatHS(p,X) is homeomorphic to the union of the 2–
cell, piXp (C(L)), the space homeomorphic to the cone(C(v,G)), pi
X
p (C(v,X)),
and the subspace piXp (C(G)) which is homeomorphic to C(G), following the
next intersections:
• piXp (C(L)) ∩ pi
X
p (C(v,X)) = C(v, L), which is an arc;
• piXp (C(L)) ∩ pi
X
p (C(G)) = {C
X
p };
• piXp (C(G)) ∩ pi
X
p (C(v,X)) = pi
X
p (C(v,G)), which is homeomorphic to
C(v,G) because C(v,G) ∩ C(p,X) = ∅.
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C(L)
C(v,X)
•
{v}
•
{p}
C(v,G)
piXp
pi X
p (C
(v,X
))
•
CXv
Example 3.6. Let X be a simple n–od with vertex v and p ∈ E(X). We
denoted by L the unique arc in X with end points p and v and set G =
cl(X−L). Since C(v,X) is a n–cell which is homeomorphic to both C(v,G)×
[0, 1] and cone(C(v,G)), using the Example 3.5 we can see that HS(p,X) is
homeomorphic to C(X).
4. Dimension of HS(p,X)
In this section, dimension means inductive dimension as defined in [28,
(0.44), p. 21]. The symbols dim(X) and dimp(X) will be used to denote the
dimension of the space X and the dimension of p in X , respectively.
Lemma 4.1. For each point p ∈ X, it holds that dim(HS(p,X)) ≤ dim(C(X)).
Proof. By Remark 2.1,HS(p,X)−{CXp } is homeomorphic to C(X)−C(p,X).
By [18, Corollary 2, p. 32 and Theorem III.1, p. 26], we have that
dim(HS(p,X)) = dim(HS(p,X)− {CXp })
= dim(C(X)− C(p,X))
≤ dim(C(X)).
Proposition 4.2. Let p ∈ X. It holds that dimC(X) < ∞ if and only if
dimHS(p,X) <∞ and dimC(p,X) <∞.
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Proof. If dimHS(p,X) < ∞, then dim(C(X) − C(p,X)) < ∞ because of
[18, Theorem III.1, p. 26] and because C(X)−C(p,X) is homeomorphic to
HS(p,X)−{CXp }. Since C(X) = (C(X)−C(p,X))∪C(p,X), we conclude,
by using [18, B), p. 28], that dimC(X) <∞.
The converse follows directly from [18, Theorem III.1, p. 26] and Lemma
4.1.
The following result is a particular case of [25, Theorem 2.4, p. 791].
Theorem 4.3. Let X be a finite graph and A ∈ C(X). Then:
1. dimA(C(X)) = 2 +
∑
r∈R(X)∩A
(ord(r,X)− 2) and
2. dimX(C(X)) = dim(C(X)).
Since HS(p,X)−{CXp } is homeomorphic to the open set C(X)−C(p,X)
of C(X), we have, as a consequence of the previous theorem, the following
result.
Corollary 4.4. Let X be a finite graph and p ∈ X. If A ∈ C(X)−C(p,X),
then
dim[A](HS(p,X)) = 2 +
∑
r∈R(X)∩A
(ord(r,X)− 2).
Note that, if X is a finite graph and p ∈ R(X), then for each A ∈
C(X)− C(p,X), it holds that∑
r∈R(X)∩A
(ord(r,X)− 2) <
∑
r∈R(X)
(ord(r,X)− 2).
From the above inequality, Theorem 4.3 and Corollary 4.1, we obtain the
following.
Corollary 4.5. Let X by a finite graph. Then, for each p ∈ R(X) it holds
that dim(HS(p,X)) < dimC(X).
A cut point in X means a point p ∈ X such that X−{p} is not connected,
otherwise we say that p does not cut X .
For a finite graph X , R(X) = ∅ if and only if X is an arc or a simple
closed curve (see [19, Theorem 70.1, p. 337]). Hence, by using examples 3.1
and 3.2, and Corollary 4.5, we get the following result.
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Theorem 4.6. Let X be a finite graph. Then:
1. dim(HS(p,X)) = dim(C(X)) for each p ∈ X if and only if X is an
arc or a simple closed curve.
2. HS(p,X) is homeomorphic to C(X) for each p ∈ X, if and only if X
is a simple closed curve.
3. dim(HS(p,X)) = dim(C(X)) for each p ∈ X and there exists q ∈ X
such that HS(q,X) contains cut points, if and only if X is an arc.
5. Basic properties of HS(p,X)
Given a nonempty set U ⊂ X , let C(U) := {A ∈ C(X) : A ⊂ U}. It is
known that, if U is open, then C(U) is open (see [19, 1.1, p. 3]).
Lemma 5.1. If U is connected then C(U) is connected.
Proof. Since C(∅) = ∅ is connected, we can suppose that U 6= ∅. Let A ∈
C(U) and take an arbitrary point a ∈ A. Let αA : [0, 1] → C(X) be an
ordered arc from {a} toA. It follows from this that C(U) =
⋃
A∈C(U)
αA([0, 1])∪
F1(U). We conclude that C(U) is connected.
Proposition 5.2. A point p ∈ X is a cut point of X if and only if CXp is a
cut point of HS(p,X).
Proof. First, suppose thatX−{p} = A∪B, where A andB are two nonempty
disjoint open subsets of X . In this case, by Lemma 5.1, C(X) − C(p,X) is
not connected because it is the union of the open nonempty sets C(A) and
C(B) which are disjoint. By Remark 2.1, we conclude that HS(p,X)−{CXp }
is not connected.
If X − {p} is connected, then C(X − {p}) = C(X)− C(p,X) is connected.
Again, by Remark 2.1, this implies that HS(p,X) − {CXp } is connected.
Therefore, HS(p,X)− {CXp } not connected implies X − {p} not connected.
Recall that any C(X) does not have cut points (see [29, Exercise 6.8, p.
100]). From this and Proposition 5.2 we get the following.
Corollary 5.3. Let p ∈ X. If C(X) is homeomorphic to HS(p,X), then
X − {p} is connected.
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We say that X is uniformly pathwise connected provided that it is the
continuous image of the cone over the Cantor set (i.e. Cantor fan) [21, 3.5].
By using that piXp is a surjective mapping and that C(X) is a continuous
image of the Cantor fan (see e.g. [19, 17.10]), we have the following result.
Theorem 5.4. HS(p,X) is uniformly pathwise connected for any p ∈ X.
Let f : X → Y be a mapping between continua. The induced mapping
C(f) : C(X) → C(Y ) is given by C(f)(A) = f(A) (see [17]). Observe
that, for each p ∈ X , we have a unique mapping HS(p, f) : HS(p,X) →
HS(f(p), Y ) such that piYf(p) ◦ C(f) = HS(p, f) ◦ pi
X
p , i.e., the following dia-
gram commutes (see [12, Theorem 4.3, p. 126]).
C(X)
C(f)
//
piXp

C(Y )
piY
f(p)

HS(p,X)
HS(p,f)
// HS(f(p), Y )
Theorem 5.5 (Functorial properties). Let f : X → Y and h : Y → Z be
mappings between continua and p ∈ X. It holds
1. HS(f(p), h) ◦HS(p, f) = HS(p, h ◦ f).
2. If i : X → X is the identity mapping, then HS(p, i) is the identity
homeomorphism.
Proof. For each [A] ∈ HS(p,X),
HS(p, h ◦ f)([A]) = piZh(f(p))(h(f(A)))
= HS(f(p), h)(piYf(p)(f(A)))
= HS(f(p), h)(HS(p, f)([A])),
this conclude 1.
For the second part, observe that
HS(p, i)([A]) = piXp (i(A)) = pi
X
p (A) = [A].
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As an immediate consequence of the previous theorem, we get the follow-
ing.
Corollary 5.6. If f : X → Y is a homeomorphism sending p ∈ X to q ∈ Y ,
then HS(p, f) : HS(p,X)→ HS(q, Y ) is a homeomorphism.
The case of our interest lay in the class of trees.
Corollary 5.7. Let X and Y two trees, p ∈ X and q ∈ Y . If C(p,X) is
homeomorphic to C(q, Y ) then HS(p,X) is homeomorphic to HS(q, Y ).
Proof. By [10, Theorem 4.14], we have that there exists a homeomorphism
h : X → Y sending p to q, now apply Corollary 5.6 to conclude.
Example 5.8. The converse of the previous corollary is not true in gen-
eral, for example, the graphs of examples 3.3 (case n = 3) and 3.4 satisfy
that HS(v,X) is not homeomorphic to HS(p, Y ) even though C(v,X) and
C(p, Y ) are homeomorphic.
Given a positive integer n, we denote by Un(X) the set of all points x ∈ X
such that dimx(X) ≤ n. In the case when X is a finite graph, it is known
(see [25, Theorem 2.4, p. 791]) that
Un(X) =

A ∈ C(X) : n ≥ 2 +
∑
p∈R(X)∩A
(ord(p,X)− 2)

 ,
consequently U2(X) = {A ∈ C(X) : A ∩ R(X) = ∅}.
For a topological space Z we denote by pi0(Z), as customary, the set of
all connected components of Z and by |Z| its cardinality.
Lemma 5.9. Let X be a finite graph and p ∈ O(X). If R(X) 6= ∅ then
|pi0(U2(C(X))− C(p,X))| = |pi0(U2(HS(p,X))|.
Proof. Since C(X)− C(p,X) and HS(p,X)− {CXp } are homeomorphic,
|pi0(U2(C(X))− C(p,X))| = |pi0(U2(HS(p,X)− {C
X
p })|.
On the other hand, it is easy to see that, since R(X) 6= ∅ and CXp /∈
U2(HS(p,X)), it holds U2(HS(p,X)− {C
X
p }) = U2(HS(p,X)), which con-
clude this lemma.
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Lemma 5.10. Let X be a finite graph and p ∈ O(X). If R(X) 6= ∅, then
|pi0 (U2(C(X)− C(p,X))) | > |pi0(U2(C(X))|.
Proof. Let A be the edge of X containing p. Since R(X) 6= ∅, X 6= A,
moreover A ∩ R(X) 6= ∅. Consider q ∈ R(X) ∩ A. Let A1 and A2 represent
the unique subarcs of A such that A = A1 ∪ A2 and, A1 ∩ A2 = {p} if
A is an arc, or, A1 ∩ A2 = {p, q} if A is a simple closed curve. Now, set
W := {B ∈ U2(C(X)) : B ⊂ X −A}. Thus U2(C(X)) = W ∪ U2(C(A)) and
U2(C(X)− C(p,X)) =W ∪ U2(C(A1)− C(p, A1)) ∪ U2(C(A2)− C(p, A2)).
From this, it is easy to see that U2(C(A1) − C(p, A1)) and U2(C(A2) −
C(p, A2)) are components of U2(C(X) − C(p,X)) and that U2(C(A)) is a
component of U2(C(X)). Then,
|pi0 (U2(C(X)− C(p,X))) | = |pi0(U2(C(X))|+ 1,
which conclude the proof.
By using lemmas 5.9 and 5.10, we get the next result.
Corollary 5.11. Let X be a finite graph and p ∈ O(X). If R(X) 6= ∅, then
|pi0(U2(HS(p,X))| > |pi0(U2(C(X))|,
in particular HS(p,X) is not homeomorphic to C(X).
Theorem 5.12. Let X be a finite graph and p ∈ O(X). Then C(X) is
homeomorphic to HS(p,X) if and only if X is a simple closed curve.
Proof. By Example 3.2, it is sufficient to show that if C(X) is homeomorphic
to HS(p,X) then X is a simple closed curve. Suppose on the contrary,
that X is not a simple closed curve and that there exists a homeomorphism
h : C(X) → HS(p,X). From Example 3.1 and [19, Theorem 70.1, p. 337],
we have that R(X) 6= ∅, but this is impossible by Corollary 5.11.
Example 5.13. Example 3.1 shows a tree, the arc [0, 1], which satisfies that
0 ∈ E([0, 1]) and HS(0, [0, 1]) is homeomorphic to C([0, 1]). We give now
an example of a tree X , with a point p ∈ E(X) such that HS(p,X) is not
homeomorphic to C(X). Consider the following subspace of the Euclidean
plane, X = ({0} × [−1, 1])∪ ([0, 1]× {0})∪ ({1} × [−1, 1]) ∪ ({1
2
} × [−1, 0]).
Put p = (0, 1) ∈ E(X). For each n ∈ N let:
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• An = ({0} × [0, 1−
1
n
]) ∪ ([0, 1]× {0}), and
• Bn = {0} × [0, 1−
1
n
].
•p
X
An Bn
By Corollary 4.4, dim[An](HS(p,X)) = 5 and dim[Bn](HS(p,X)) = 3.
The sequences {[An]}n∈N and {[Bn]}n∈N converge to C
X
p in HS(p,X).
If we suppose that h : HS(p,X) → C(X) is a homeomorphism, there
should exists two sequences in C(X), say {Dn}n∈N and {Fn}n∈N, converg-
ing to the point H := h(CXp ) in such a way that dimDnC(X) = 5 and
dimFnC(X) = 3. Therefore, for each n, [0, 1] × {0} ⊂ Dn and then [0, 1] ×
{0} ⊂ H , so there exists m ∈ N such that (1
2
, 0) ∈ Fm, thus dimFnC(X) > 3
which is impossible, this conclude that the homeomorphism h can not exist.
Example 5.14. By using Corollary 4.5 we can see that if X is a finite graph
and p ∈ R(X), then C(X) is not homeomorphic to HS(p,X).
Remember that an n–od is a continuum X such that there exists A ∈
C(X) satisfying that X −A has at lest n different components.
Theorem 5.15. If dim(X) = 1, then X contains an n–od if and only if there
exists p ∈ X such that HS(p,X) contains an n–cell.
Proof. If X contains an n–od, say Y ∈ C(X), then there exists A ∈ C(Y )
such that Y − A has n different components, A1, · · · , An. By [29, Corollary
5.9, p. 75], for each i ∈ {1, · · · , n}, A ∪ Ai ∈ C(Y ). Let αi : [0, 1] → C(Y )
be an ordered arc from A to A ∪ Ai. Take p ∈ (A ∪ A1)− α1(
1
2
). It is clear
that α : [0, 1]n → C(X) given by α(t1, · · · , tn) = α1(
t1
2
) ∪
⋃n
i=2 αi(ti) is an
embedding and α([0, 1]n) ⊂ C(X)−C(p,X). Therefore, piXp (α([0, 1]
n)) is an
n–cell contained in HS(p,X).
If HS(p,X) contains an n–cell, then HS(p,X)−{CXp } contains an n–cell,
therefore C(X) − C(p,X) contains an n–cell. Now just apply [19, 70.1] to
get that X contains an n–od.
Remark 5.16. Observe that in the previous result the condition of being
1–dimensional is not necessary to show that if X contains any n–od then
HS(p,X) contains n–cells.
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6. Unicoherence
Remember that X is called unicoherent provided that, whenever A and
B are closed, connected subsets of X such that X = A ∪ B, then A ∩ B is
connected.
A mapping f : X → Y between continua is said to be monotone if for
each p ∈ Y , f−1(p) ∈ C(X).
Theorem 6.1. For each p ∈ X, HS(p,X) is unicoherent.
Proof. It is well known that C(X) is unicoherent (see [19, 19.8, p. 159]).
Since piXp is monotone, HS(p,X) is unicoherent (see [34, 1.21, p. 138]).
Recall that X has property (b) if, for each mapping f : X → S1 , there
exists a mapping g : X → R such that f(x) = (exp ◦ g)(x) for all x ∈ X
where exp is the exponential mapping into the complex plane.
In general, if X is a connected, normal topological space and X has
property (b), then X is unicoherent (see [14, Theorem 2, p. 69]). Moreover,
it is well known that, if X is a locally connected continuum, then X has
property (b) if and only if X is unicoherent (see [14, Theorem 3, p. 70]).
Theorem 6.2. HS(p,X) has property (b) for any p ∈ X.
Proof. By [27, Theorem 3], C(X) has property (b). The monotone image
of a continuum satisfying property (b) has also the property (b) (see [22,
Theorem 2, p. 434]). Since piXp is monotone, the result follows.
Next, we remember some classical concepts before we go further in our
study. X is called hereditarily unicoherent if for each A ∈ C(X), A is uni-
coherent. A dendroid is an arcwise connected and hereditarily unicoherent
continuum. A fan is a dendroid with exactly one ramification point (i.e.,
with only one point which is the common part of three otherwise disjoint
arcs). To see more information about fans see [7]. The unique ramification
point of a fan F is called the top of F and is denoted by v. By an end point
of a fan F we mean a point e of X that is a nonseparating point of any arc
in F that contains e; E(F ) denotes the set of all end points of a fan F . A leg
of a fan F is the unique arc in F from v to some end point of F . For each
e ∈ E(F ), denote by Le the leg with end points e and v.
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Example 6.3. Let X be a fan. Note that, C(X) = C(v,X) ∪
⋃
e∈E(X)
C(Le).
It is easy to see that C(v,X) ∩ C(Le) = C(v, Le), C(X)− C(v,X) is home-
omorphic to HS(v,X)− {CXv } and for each e ∈ E(X), HS(v, Le) is homeo-
morphic to C(Le). Consequently HS(v,X) is homeomorphic to
⋃
e∈E(X)
C(Le).
7. Locally connectedness
We begin this section recalling that X has the property of Kelley provided
that for each ε > 0, there exists δ > 0 such that if p and q are two points of
X such that d(p, q) < δ and if A is a subcontinuum of X such that p ∈ A,
then there exists a subcontinuum B of X such that q ∈ B and H(A,B) < ε.
The relevance of the next result is that, in the class of continua having
the Kelley’s property, it gives a characterization of the locally connectedness
of X in terms of the hyperspaces H(p,X) introduced here.
Theorem 7.1. Suppose that X has the property of Kelly. Then the following
are equivalent:
1. X is locally connected,
2. C(X) is locally connected,
3. there exist p, q ∈ X with p 6= q such that HS(p,X) and HS(q,X) are
locally connected.
Proof. By [28, (1.92), p. 134], conditions 1. and 2. are equivalent.
If C(X) is locally connected, then HS(p,X) is locally connected for each
p ∈ X because HS(p,X) = piXp (C(X)), so 2.⇒ 3.
In order to prove 3.⇒ 1., suppose that there exist different points p and q in
X such that HS(p,X) and HS(q,X) are locally connected. Let x ∈ X−{p}
and let U be an open subset in X containing x. Take an open set V , such that
x ∈ V ⊂ (U ∩ (X−{p})). Note that {x} ∈ (〈V 〉∩C(X)) ⊂ C(X)−C(p,X).
Since C(X) − C(p,X) is homeomorphic to the open locally connected set
HS(p,X)−{CXp }, there exists an open connected subset V of C(X)−C(p,X)
such that {x} ∈ V ⊂ (〈V 〉 ∩ C(X)). From [8, Lemma 2.2 and Theorem 3.5],⋃
V is a connected open subset ofX . Finally, observe that x ∈
⋃
V ⊂ V ⊂ U .
This conclude that, X is locally connected in each point of X − {p}. In a
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similar way, by switching the roles of p and q, we have that X is locally
connected in p. Therefore, X is locally connected.
A free arc in X is an arc β in X such that β − {end points} is open in
X . A Hilbert cube is any space homeomorphic to Q =
∏∞
n=1[0, 1]n with the
product topology, where [0, 1]n = [0, 1] for each positive integer n.
Theorem 7.2. If X is locally connected without free arcs, then for each
p ∈ X, HS(p,X) is homeomorphic to Q.
Proof. Since X is locally connected without free arcs, C(X) is homeomorphic
to Q (see [11, 4.1]). On the other hand, from [13, Theorem 2, p. 220],
C(p,X) is AR (absolute retract) and therefore contractible. Hence, C(p,X)
has the shape of a point in the sense of Borsuk (see [3, 5.5, p. 28]). Thus,
C(X)− C(p,X) is homeomorphic to Q− {q} for some point q ∈ Q (see [6,
25.2]). Since C(X)−C(p,X) is homeomorphic to HS(p,X)−{CXp }, we have
that Q − {q} is homeomorphic to HS(p,X)− {CXp }. Therefore, HS(p,X)
is homeomorphic to Q (see [5, 2.23]).
The following is an immediate consequence of the previous theorem and
[11, 4.1].
Corollary 7.3. If X is homeomorphic to Q, then for each p ∈ X, HS(p,X)
is homeomorphic to C(X).
8. Aposyndesis
Let x, y ∈ X with x 6= y, X is aposyndetic at x with respect to y provided
there exists a continuum M such that x ∈ int(M) and y ∈ X − M . If
for each y ∈ X − {x}, X is aposyndetic at x with respect to y, then X is
aposyndetic at x. We will say that X is aposyndetic if it is aposyndetic in
each one of its points. A continuum X is semi–aposyndetic if for each pair
of distinct elements of X , x and y, X is aposyndetic at x with respect to y
or X is aposyndetic at y with respect to x. It is well known that C(X) is an
aposyndetic continuum (see [23, Corollary 5.2]).
Theorem 8.1. If p ∈ X is such that HS(p,X) is locally connected in CXp ,
then HS(p,X) is aposyndetic in CXp and for each [A], [B] ∈ HS(p,X)−{C
X
p }
with [A] 6= [B], HS(p,X) is aposyndetic at [A] with respect to [B].
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Proof. Let [A], [B] ∈ HS(p,X)−{CXp }. In this case A,B ∈ C(X)−C(p,X)
and A 6= B. Since C(X) is aposyndetic, there exists K ∈ C(C(X)) such that
A ∈ int(K) ⊂ K ⊂ C(X)− {B}.
If K ∩ C(p,X) = ∅, then it is clear that
[A] ∈ int(piXp (K)) ⊂ pi
X
p (K) ⊂ HS(p,X)− {[B]},
and piXp (K) is a continuum.
Now, suppose that K ∩ C(p,X) 6= ∅. Let W be an open connected subset
of HS(p,X) − {[A], [B]} containing CXp such that [A], [B] /∈ cl(W). Thus,
W = (piXp )
−1(W) is an open connected subspace of C(X) and C(p,X) ⊂ W.
Therefore, we have that cl(W) ∪ K ∈ C(C(X)), C(p,X) ⊂ int (cl(W) ∪ K)
and A ∈ int(cl(W) ∪ K) ⊂ cl(W) ∪ K ⊂ C(X) − {B}. The continuum
piXp (cl(W) ∪ K) satisfies that
[A] ∈ int(piXp (cl(W) ∪ K)) ⊂ pi
X
p (cl(W) ∪ K) ⊂ HS(p,X)− {[B]}.
Finally, sinceHS(p,X) is locally connected inCXp , thenHS(p,X) aposyn-
detic in CXp .
As an immediate consequence of the previous theorem we get the follow-
ing.
Corollary 8.2. If p ∈ X is such that HS(p,X) is locally connected in CXp ,
then HS(p,X) is semi–aposyndetic.
Let p ∈ X . A continuum A ∈ C(p,X) is called terminal at p if for each
B ∈ C(p,X) we have that either A ⊂ B or B ⊂ A. We say that A is terminal
provided it is terminal at a for every a ∈ A.
It is well known that A ∈ C(p,X) is terminal at p if and only if A is a
cut point of C(p,X) (see [31, Lemma 3.7, p. 262]). We can get also, as a
particular case of [31, Lemma 3.9, p. 263], that C(p,X) is an arc if and only
if for each A,B ∈ C(p,X) holds A ⊂ B or B ⊂ A. According to this we will
say that p is a terminal point of X when C(p,X) is an arc.
Theorem 8.3. If p ∈ X is such that HS(p,X) is locally connected in CXp ,
then HS(p,X) is aposyndetic at [A] ∈ HS(p,X)−{CXp } with respect to C
X
p
for each terminal point A of C(X).
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Proof. Since [A] 6= CXp and C(X) is aposyndetic, for each B ∈ C(p,X)
there exist a subcontinuum MB of C(X) such that A ∈ int(MB) and B ⊂
C(X) −MB. From the compactness of C(p,X) there exists a finite subset
{B1, · · · , Bm} of C(p,X) such that C(p,X) ⊂
m⋃
i=1
(C(X)− Bi). Since A is a
terminal point of C(X) we have that A ∈ int
(
m⋂
i=1
Bi
)
and
m⋂
i=1
Bi ∈ C(C(X)).
Therefore, [A] ∈ int
(
piXp
(
m⋂
i=1
Bi
))
and piXp
(
m⋂
i=1
Bi
)
⊂ HS(p,X)− {CXp }.
Theorems 8.1 and 8.3 lead to the following.
Corollary 8.4. If p ∈ X is such that HS(p,X) is locally connected in CXp ,
then HS(p,X) is aposyndetic at CXp and in each point [A] ∈ HS(p,X) such
that A is a terminal point of C(X).
9. Colocally connectedness
A space Y is colocally connected in y ∈ Y provided by for each open subset
U of Y containing y there exists an open subset V such that y ∈ V ⊂ U and
Y −V is connected. Y is colocally connected if is colocally connected in each
one of its points.
It is well known that C(X) is a colocally connected continuum (see [23,
Theorem 5.1]).
Theorem 9.1. If X is colocally connected in p ∈ X, then HS(p,X) is
colocally connected.
Proof. Let [A] ∈ HS(p,X). In a first case, suppose that [A] 6= CXp . Let U
be an open subset of HS(p,X) containing [A]. Without loss of generality,
suppose that CXp /∈ U. Therefore, A ∈ (pi
X
p )
−1(U) ⊂ C(X)− C(p,X). Since
C(X) is colocally connected, we can consider an open subset V of C(X)
such that A ∈ V ⊂ (piXp )
−1(U) and C(X) − V is connected. Thus, piXp (V) is
an open subset of HS(p,X) such that [A] ∈ piXp (V) ⊂ U and HS(p,X) −
piXp (V) = pi
X
p (C(X)−V) is connected. We conclude thatHS(p,X) is colocally
connected in [A].
It remains to analyze the case when [A] = CXp . In order to prove that
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HS(p,X) is locally connected in CXp , let W be an open subset of HS(p,X)
containing CXp . Then, (pi
X
p )
−1(W) is an open subset of C(X) and C(p,X) ⊂
(piXp )
−1(W). Since {p} ∈ C(p,X) there exists ε > 0 such that Bε({p}) ⊂
(piXp )
−1(W). By hypothesis, there exists an open subset W of X such that
p ∈ W ⊂ B ε
2
(p) and X − V is connected. Let δ = sup{d(p, w) : w ∈ W}.
Note that 0 < δ < ε. To finish the proof it is enough to show that C(X)−
N(δ, C(p,X)) is connected. To see this, observe that F1(X − V ) ⊂ C(X)−
N(δ, C(p,X)) and F1(X − V ) is connected. Our task now consist in joining
each point of C(X) − N(δ, C(p,X)) which some point of F1(X − V ). Now,
given A ∈ C(X)− N(δ, C(p,X)), it follows that H(A, {p}) ≥ δ, then there
exists a ∈ A such that d(a, p) ≤ δ. Thus, a ∈ X − V . Let α : [0, 1]→ C(X)
be an ordered arc from {a} to A. It is clear that α([0, 1]) is a connected subset
of C(X)−N(δ, C(p,X)) containing A and α([0, 1])∩F1(X−V ) = {{a}}.
Since colocal connectedness implies aposyndesis, we have the following
result.
Corollary 9.2. If X is colocally connected in p ∈ X, then HS(p,X) is
aposyndetic.
We can proof an even finer result. To stay it, we need before to recall
that X is finitely aposyndetic if for each finite subset F of X and point x of
X not in F , there exists a subcontinuum W of X such that x ∈ int(W ) ⊂
W ⊂ X \ F .
Corollary 9.3. If X is colocally connected in p ∈ X, then HS(p,X) is
finitely aposyndetic.
Proof. By Theorem 6.1 and Corollary 9.2, HS(p,X) is unicoherent and
aposyndetic. The result now follows directly from [2, Corollary 1].
Theorem 9.4. Suppose that X has the property of Kelley. Then the follow-
ing are equivalent:
1. X is an arc or a simple closed curve.
2. There exist p, q ∈ X, p 6= q, such that X is colocally connected in p and
q and the hyperspaces HS(p,X) and HS(q,X) can be embedded in R2.
Proof. In order to prove 2.⇒ 1., we assume that p and q satisfies 2. By The-
orem 6.2, HS(p,X) and HS(q,X) have property b). Thus, R2 −HS(p,X)
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and R2 − HS(q,X) are connected (see [18, VI 13, p. 100]). By Corol-
lary 9.2, HS(p,X) and HS(q,X) are aposyndetic. Therefore, HS(p,X) and
HS(q,X) are locally connected (see [20, Theorem 1, p. 139]). So, by Theo-
rem 7.1, X and C(X) are locally connected. By using Remark 5.16, we have
that X does not contain 3–ods. By [19, 31.12, p. 246], we conclude that X
is an arc or a simple closed curve.
To show 1.⇒ 2., if X is an arc with end points p and q, it is clear that X
is colocally connected in p and q, and if X is a simple closed curve then X is
colocally connected. The result follows now from examples 3.1 and 3.2.
We can rewrite the last result to give some characterizations as follows.
Corollary 9.5. Suppose that X has the property of Kelley. Then,
1. X is an arc if and only if there exists a unique pair of points p, q ∈
X such that X is colocally connected in p and q and the hyperspaces
HS(p,X) and HS(q,X) can be embedded in R2.
2. X is a simple closed curve if and only if X is colocally connected and
there exist p, q ∈ X, p 6= q, such that HS(p,X) and HS(q,X) can be
embedded in R2.
10. Open questions
To finish this paper, we write down some open question about the hyper-
spaces HS(p,X).
In relation with the Example 5.13, we have the following.
Question 10.1. What are all the trees, X , such that if p ∈ E(X), HS(p,X)
is homeomorphic to C(X)?
Concerning Corollary 8.4, we have the following question.
Question 10.2. If X is a continuum and p ∈ X , is HS(p,X) aposyndetic
(or semi–aposyndetic)?
In [15, Theorem 3.3, p.112] and [26, Corollary 3.5, p. 128] are presented
results about the topological structure of HSn(X) in the case when X is
hereditarily indecomposable. In this sense, we present the following problem:
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Problem 10.3. Is it possible to characterize some classes of continua such
as dendrites, dendroids, indecomposables, hereditarily indecomposables, in
terms of some properties of the hyperspaces HS(p,X)?
We finish the paper with the following question.
Question 10.4. Can the Kelly condition in any of the theorems 7.1 or 9.4
put it aside?
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