Let f (X, Y ) be an absolutely irreducible polynomial with integer coefficients such that the curve defined by the equation f (X, Y ) = 0 is of genus 0 having at most two infinite valuations. This paper describes a practical general method for the explicit determination of all integer solutions of the diophantine equation f (X, Y ) = 0. Several elaborated examples are given. Furthermore, a necessary and sufficient condition for a curve of genus 0 to have infinitely many integer points is obtained.
Introduction
Let f (X, Y ) be an absolutely irreducible polynomial with integer coefficients such that the curve defined by the equation f (X, Y ) = 0 is of genus 0. We denote by C the projective curve defined by F (X, Y, Z) = 0, where F (X, Y, Z) is the homogenization of f (X, Y ). Let Q be an algebraic closure of the field of rational numbers Q and Q(C) be the function field of C. If P is a point on C, we denote by O P (C) the local ring at P . We call, as usual, the points (x : y : 0) on C points at infinity and we denote by C ∞ the set of discrete valuation rings U of Q(C) such that U dominates the local ring O P (C) at a point P at infinity (i.e. U contains O P (C) and the maximal ideal of U contains the maximal ideal of O P (C)). In the case where |C ∞ | ≥ 3 Maillet (1918 Maillet ( , 1919 proved that the equation f (X, Y ) = 0 has only finitely many integer solutions (see also Lang, 1978, Theorem 6.1, p. 146 and Lang, 1983, Chapter 8, Section 5) . The first effective upper bound for the solutions of f (X, Y ) = 0 was obtained by Poulakis (1993) . For a more recent result see Poulakis (2001) . In Poulakis and Voskos (2000) we gave an algorithm for the explicit determination of all integer solutions of f (X, Y ) = 0.
The aim of this paper is the study of the remaining case where |C ∞ | ≤ 2. As it is well known in this case the equation f (X, Y ) = 0 may have infinitely many integer solutions. Our main task is the description of a practical method for the explicit determination of all integer solutions of the equation f (X, Y ) = 0. It is based on the construction of a parametrization of C over Q (if it exists), the resolution of polynomial congruences and the resolution of generalized Pellian equations. Moreover, using these ideas, we obtain a necessary and sufficient condition for a rational curve to have infinitely many integer points.
The plan of the paper is the following. In Section 2 we recall two lemmas on the parametrization of algebraic curves which will be useful for the discussion of our results.
In Sections 3 and 4 we give two algorithms for the determination of the integer points on a rational plane curve C with |C ∞ | = 1 and 2, respectively. Furthermore, we solve some diophantine equations defining curves with these properties. In the last section we prove that the rational plane curve C has infinitely many integer points if and only if C has at least one simple integer point and either |C ∞ | = 1 or |C ∞ | = 2 and the two elements of C ∞ are conjugate over a real quadratic field.
Auxiliary Results
Let F (X, Y, Z) ∈ Q[X, Y, Z] be an absolutely irreducible homogeneous polynomial of degree N ≥ 2 such that the curve C defined by the equation F (X, Y, Z) = 0 is of genus 0. The existence of a simple point on C defined over Q is equivalent to the existence of a birational map, over Q, between C and the projective line P 1 (see Mordell, 1969, Chapter 17, pp. 150-152 and Poulakis, 1998) . Note that if N is odd or if N is even and C has a singularity over Q of odd multiplicity, then C always has a simple point defined over Q (Sendra and Winkler, 1997, Corollary 2.1).
Lemma 2.1. Let u(S, T ), v(S, T ), w(S, T ) ∈ Z[S, T ] be homogeneous polynomials of the same degree with no common non-constant factor such that the correspondence
is a nonsingular point of C(Q), then there exist s, t ∈ Z with s ≥ 0 and gcd(s, t) = 1 such that x = u(s, t)/w(s, t) and y = v(s, t)/w(s, t).
Proof. See Poulakis and Voskos (2000, Lemma 2.1)
We denote by Q(P 1 ) and Q(C) the function fields of P 1 and C, respectively. Let φ be as in Lemma 2.1. The correspondence f → f •φ induces an isomorphismφ defined over Q from Q(C) onto Q(P 1 ).
Step 2. Decide if there is a non-singular rational point on C. If there is not, the integer singular points on the curve f (X, Y ) = 0 are the only integer solutions to the equation f (X, Y ) = 0. Otherwise, find homogeneous polynomials u(S, T ), v(S, T ), w(S, T ) ∈ Z[S, T ] of degree N , with no common non-constant factor, such that the correspondence
defines a birational map φ over Q of P 1 to C. Since |C ∞ | = 1, Lemma 2.2 implies that w(S, T ) = a(bS + cT ) N , where a, b, c ∈ Z with a = 0 and gcd(b, c) = 1.
Step 3. Put U = bS + cT and V = S. Then, we have a birational morphism ψ over Q of P 1 to C given by the correspondence
where p(U, V ), q(U, V ) are homogeneous polynomials in Z[U, V ] of degree N and d a non-zero integer. Let a 0 and b 0 be the coefficients of V N in the polynomials p(U, V ) and q(U, V ), respectively. Since gcd(p(U, V ), q(U, V ), dU N ) = 1, it follows that (a 0 , b 0 ) = (0, 0).
Step 4. Find δ = gcd(a 0 , b 0 ).
Step 5. Determine the set Σ of integers η such that
Step 6. Compute the values
The couples (x, y) with the integer singular points of the affine curve f (X, Y ) = 0 are all the integer solutions to the equation f (X, Y ) = 0.
Proof of correctness of the algorithm. Let (x, y) be an integer simple point on the curve f (X, Y ) = 0. By Lemma 2.1 there are u, v ∈ Z with u > 0 and gcd(u, v) = 1 such that x = p(u, v)/du N and y = q(u, v)/du N . (If u = 0, then we obtain a point at infinity on f (X, Y ) = 0.) Then, u divides δ and vδ/u ∈ Σ. Hence, multiplying the nominators and denominators of x and y by (δ/u) N , we see that (x, y) is obtained by the above algorithm.
Note that there are efficient algorithms to carry out all the steps of this method. The determination of the singularities of C can be achieved by the algorithm of Sakkalis and Farouki (1990) or in many cases is enough to use the resultants of the derivatives of first order of f (X, Y ) with respect to X and Y and check the points at infinity. The examination of the existence of a simple rational point on C and the construction of a parametrization for C can be carried out by the methods of Abhyankar and Bajaj (1988) , Sendra and Winkler (1991) , Winkler (1997), van Hoeij (1997) and Sendra and Winkler (1999) . The resolution of a polynomial congruence is obtained by the algorithm of Cohen (1993, Section 1.6, p. 36) .
Next, we illustrate the above method by solving two diophantine equations defining rational curves with one valuation at infinity. The first has no integer solution while the second has infinitely many integer solutions.
Example 3.1. The equation
does not have any integer solution.
Let F (X, Y, Z) be the homogenization of f (X, Y ). We denote by C the projective curve defined by F (X, Y, Z) = 0. The singularities of C are the double points P 1 = (−1/2, 1/2),
It follows that C is a rational curve. The only point at infinity P ∞ = (3 : 1 : 0) is a simple point defined over Q. Thus C possesses a parametrization over Q and C ∞ has only one element.
A birational morphism over Q of P 1 to C is given by the correspondence
where
We have δ = gcd(3, 1) = 1. Let η be an integer such that
It follows that 11η 3 + 3η 4 + 1 is even which is a contradiction. Hence, the equation f (X, Y ) = 0 does not have any integer solution.
Example 3.2. The integer solutions of the equation
We denote by C the projective curve associated to the equation f (X, Y ) = 0. The singularities of C are P 1 = (0, 0) which is a triple point and P 2 = (2, 1), P 3 = (11/2, 3), P 4 = (1/2, 0) which are double points. Thus, C has genus 0. Since the only point at infinity P ∞ = (3/2 : 1 : 0) is simple and defined over Q, it follows that C has a parametrization over Q and that C ∞ has only one element.
We have δ = gcd(3, 2) = 1. Thus, we obtain the congruences:
It follows that η ≡ 9, 13, 21, 33 (mod 36). Thus, the values x = p(1, η)/36 and y = q(1, η)/36, where η = 9 + 36k, 13 + 36k, 21 + 36k, 33 + 36k and k ∈ Z give the solutions (1)-(4), respectively.
Rational Curves with Two Valuations at Infinity
Let f (X, Y ), N , and C be as in the previous section. In this section we suppose that C ∞ has only two elements and we describe an algorithm for the solution of the diophantine equation f (X, Y ) = 0. The algorithm is as follows:
Step 1. Determine the singularities of the projective curve C.
Step 2. Decide if there is a non-singular rational point on C. If there is not, the integer singular points on the curve f (X, Y ) = 0 are the only integer solutions to the equation ] of degree N , with no common non-constant factor, such that the correspondence
defines a birational map φ over Q of P 1 to C. Since |C ∞ | = 2, Lemma 2.2 implies that w(S, T ) has two distinct zeros. We have the following two cases:
µ (cS + dT ) ν with µ + ν = N and the factors aS + bT , cS + dT are non-proportional.
Step 3. Put U = aS + bT and V = cS + dT . Since aS + bT and cS + dT are nonproportional, we have a birational morphism ψ over Q of P 1 to C given by the correspondence
Step 4. Compute δ 1 = gcd(a 0 , b 0 ) and δ 2 = gcd(a N , b N ).
Step 5. Determine the set
(ii) w(S, T ) = k(aS 2 + bST + cT 2 ) N/2 and δ = b 2 − 4ac is not a perfect square.
Step 3. Put U = 2aS + bT and V = T . Then, we have a birational morphism ψ over Q of P 1 to C given by the correspondence
where p(U, V ), q(U, V ) are homogeneous polynomials in Z[U, V ] of degree N and m a non-zero integer.
Step 4. Compute D = gcd(R 1 , R 2 ), where R 1 is the resultant of p(U, 1) and U 2 − δ and R 2 the resultant of q(U, 1) and U 2 − δ. Since p(U, V ), q(U, V ) and U 2 − δV 2 have no common non-constant factor, it follows that R 1 = 0 or R 2 = 0, whence D = 0.
The integer points (x, y) obtained in this way and the integer singular points of the affine curve f (X, Y ) = 0 are all the integer solutions to the equation f (X, Y ) = 0.
Proof of correctness of the algorithm. Let (x, y) be an integer simple point on the curve f (X, Y ) = 0. We first consider case (i). By Lemma 2.1 there are u, v ∈ Z with u > 0 and gcd(u, v) = 1 such that x = p(u, v)/lu µ v ν and y = q(u, v)/lu µ v ν . It follows that (u, v) ∈ Σ. Therefore, (x, y) is obtained by the above algorithm.
Next we consider case (ii). Suppose that R 1 = 0. Write
where B(U ) and Γ(U ) are polynomials in Z[U ]. Homogenizating this equation, we obtain
where r is a positive integer and B(U, V ), Γ(U, V ) are homogeneous polynomials such that their dehomogenizations with respect to V are B(U ) and Γ(U ), respectively. By Lemma 2.1 there are u, v ∈ Z with u ≥ 0 and gcd(u, v) = 1 such that
divides D and it follows that (u, v) ∈ Σ. Therefore, (x, y) is given by the above method.
Remark 4.1. In cases (i) and (ii) with δ < 0 the equation f (X, Y ) = 0 has only finitely many integer solutions, since the set Σ is finite.
All steps of this method can be achieved by efficient algorithms. One can use the algorithms mentioned in the previous section. Furthermore, the fundamental solution of a Pellian equation can be found using the algorithm for the continuous fraction expansion of a real number of Cohen (1993, Section 1.3.4, p. 21) and the solution of a generalized Pellian equation is obtained by the method of Mollin (1998, Section 6.2) .
Next, we apply the above method to find all the integer solutions of three equations defining rational curves with two infinite valuations.
Example 4.1. The integer solutions of the equation Let F (X, Y, Z) be the homogenization of f (X, Y ). We denote by C the projective curve defined by the equation F (X, Y, Z) = 0. The point (0 : 0 : 1) is the only singular point of C and its multiplicity is 4. It follows that C is a rational curve. Furthermore, C has two points at infinity which are simple, whence we deduce that |C ∞ | = 2.
We easily obtain that a birational map φ from P 1 to C is given by φ(S : T ) = (u(S, T ) : v(S, T ) : w(S, T )), where
Setting U = S + 3T and V = 2S − T we have the birational map ψ :
We have gcd(180, 540) = 180 and gcd(32, 16) = 16. The couples (u, v) ∈ Z 2 satisfying p(u, v)/15u 2 v 3 , q(u, v)/15u 2 v 3 ∈ Z, gcd(u, v) = 1, u > 0, u|180 and v|16 are (u, v) = (1, 1), (1, −1), (2, 1), (3, −1), (6, 1), (1, −2), (3, 2) which give, respectively, the solutions (X, Y ) = (1, 4), (93, −62), 
2 = 0 are (X, Y ) = (3, −1), (2, 0), (−3, 1), (0, 0), (−2, 1), (4, −1).
Let C be the projective curve defined by the equation g(X, Y ) = 0. Since the singularities of C are the double points P 1 = (0, 0), P 2 = (−2, 1), P 3 = (4, −1), it follows that C is rational. The points at infinity are the simple points ((−6 ± i √ 2)/2 : 1 : 0). Thus
We obtain the following parametrization for the curve g(X, Y ) = 0 :
We denote by P (U, V ) and Q(U, V ) the homogenizations of p(U ) and q(U ), respectively. The resultant of p(U ) and U 2 +2 is R 1 = 1 994 544 and the resultant of q(U ) and U 2 +2 is R 2 = 52 488. We have gcd(R 1 , R 2 ) = 2 3 3 8 . Next we shall determine the set Σ of (u, v) ∈ Z 2 such that gcd(u, v) = 1, u ≥ 0, and u 2 + 2v 2 = 2 a 3 b , where a, b are integers with 0 ≤ a ≤ 3 and 0 ≤ b ≤ 8. If a > 1, then 2|u and it follows that 2|v. Hence gcd(u, v) > 1 which is a contradiction. If a = 0, then u is odd and we deduce that
and Q(u, v)/6(u 2 + 2v 2 ) 2 are integers only for (u, v) = (2, 1),(4, −1),(2, −5). Thus, we obtain the simple points : (3, −1), (2, 0), (−3, 1), respectively. The result follows.
Example 4.3. The integer solutions to the equation
with k ∈ Z and s(k) is the sign of k if k = 0 and s(0) = 1. Moreover
Let C be the projective curve defined by the homogenization of h(X, Y ). The singular points of C are the double points P 1 = (−2, 0), P 2 = (3, 3), P 3 = (1, 3), P 4 = (−5, −3) and the point P 5 = (0, 0) with multiplicity 4. It follows that C is a rational curve. Its points at infinity are (± √ 3 : 1 : 0) which are simple. Thus |C ∞ | = 2. We obtain the following parametrization for the curve C:
We denote by P (U, V ) and Q(U, V ) the homogenizations of p(U ) and q(U ), respectively. Let R 1 be the resultant of p(U ) and U 2 − 3 and R 2 the resultant of q(U ) and U 2 − 3. We have R 1 = −454896 and R 2 = 151632 and the greatest common divisor of R 1 and R 2 is equal to 151632 = 2 4 3 6 13. We consider the couples (u, v) ∈ Z 2 such that gcd(u, v) = 1, u ≥ 0, and u 2 − 3v 2 = ±2 a 3 b 13 c , where a, b, c are integers with 0 ≤ a ≤ 4, 0 ≤ b ≤ 6 and 0 ≤ c ≤ 1. Suppose that a > 1. Since gcd(u, v) = 1, we have 0 ≡ u 2 −3v 2 ≡ 1 or 2 (mod 4) which is a contradiction. Thus a = 0, 1. If b > 1, then the equality u 2 − 3v 2 = 2 a 3 b 13 c implies that 3|u and hence 3|v. So gcd(u, v) > 1 which is a contradiction. Thus b = 0, 1. We have the following cases:
, it follows that u 2 ≡ −1 (mod 3) which is a contradiction. Hence, we have only the equation U 2 − 3V 2 = 1. The integer solutions (u, v) of this equation with u > 0 are given by A n + B n √ 3 = (2 + √ 3) n where n ∈ Z. Hence
We have (A n , B n ) ≡ (1, 0) (mod 2) if n is even and (A n , B n ) ≡ (0, 1) (mod 2) otherwise. On the other hand, the solutions of the system of congruences
is an integer solution to h(X, Y ) = 0 only in the case where n is odd. 2. a = 0, b = 1, c = 0. Then we have u 2 − 3v 2 = ±3. If u 2 − 3v 2 = 3, we obtain, as in previous cases, a contradiction. Consider the equation U 2 − 3V 2 = −3. Using Mollin (1998, Theorem 6.2.6, p. 300) we obtain that the integer solutions (u, v) with u ≥ 0 are given by
where A n , B n are as in case (1), s(n) is the sign of n if n = 0 and s(0) = 1. We have (u n , v n ) ≡ s(n)(0, 1) (mod 6) if n is even and (u n , v n ) ≡ s(n)(3, 2) (mod 6) otherwise. If n is odd, it follows that (u n , v n ) do not satisfy the congruence Q(U, V ) ≡ 0 (mod 6). On the other hand, if n is even, we obtain that (−P (u n , v n )/54, −Q(u n , v n )/54) is an integer solution to h(X, Y ) = 0. 3. a = 1, b = c = 0. Then u 2 − 3v 2 = ±2. If u 2 − 3v 2 = 2, then u 2 ≡ 2 (mod 3) which is a contradiction. So we have only to consider the equation U 2 − 3V 2 = −2. By Mollin (1998, Theorem 6.2.6, p. 300), the integer solutions (u, v) of the above equation with u ≥ 0 are given by
where A n , B n are as above, s(n) is the sign of n if n = 0 and s(0) = 1. We have (u n , v n ) ≡ (1, 1) (mod 2), whence we deduce that P (u n , v n ) ≡ Q(u n , v n ) ≡ 0 (mod 16). So (−P (u n , v n )/16, −Q(u n , v n )/16) is an integer solution to h(X, Y ) = 0. 4. a = b = 1, c = 0. In this case we have u 2 − 3v 2 = ±6. If u 2 − 3v 2 = −6, then u = 3u 1 , where u 1 ∈ Z and 3u 2 1 − t 2 = −2. Thus t 2 ≡ 2 (mod 3) which is a contradiction. So we have to solve the equation U 2 − 3V 2 = 6. Following Mollin (1998, Theorem 6 .2.5 and Proposition 6.2.1, p. 299), we obtain that the integer solutions (u, v) with u > 0 of the above equation are obtained by
We deduce that (u n , v n ) ≡ (3, 1), (3, 5) (mod 6), whence we get that the couple (P (u n , v n )/432, Q(u n , v n )/432) is an integer solution to h(X, Y ) = 0. 5. a = b = 0, c = 1. Then u 2 − 3v 2 = ±13. If u 2 − 3v 2 = −13, we have that u 2 ≡ −1 (mod 3) which is a contradiction. Thus, we have only to solve the equation U 2 − 3V 2 = 13. Using Mollin (1998, Theorem 6.2.5, p. 299) we deduce that the integer solutions (u, v) with u > 0 of this equation are given by
where e = ±1 and A n , B n are as in case (1). We calculate the couples (u e,n , v e,n ) (mod 13) and we deduce that (u 1,n , v 1,n ) do not verify the congruence P (U, V ) ≡ 0 (mod 13). On the other hand, we obtain that only for n ≡ 96 (mod 156) the cou-
which is a contradiction. The integer solutions (u, v) with u ≥ 0 of the equation U 2 − 3V 2 = −39 are given by
where A n , B n are as above, e = ±1, s(e, n) is the sign of n if n = 0, s(1, 0) = 1 and s(−1, 0) = −1. We deduce that the couples (u 1,n , v 1,n ) do not verify the congruence P (U, V ) ≡ 0 (mod 13) and only for n ≡ 57 (mod 78) the couple (
3 2) is an integer solution to h(X, Y ) = 0. 7. a = 1, b = 0, c = 1. It follows that u 2 − 3v 2 = ±26. In the case where u 2 − 3v 2 = 26, we get u 2 ≡ 2 (mod 3) which is a contradiction. Thus, we have only to consider the equation U 2 − 3V 2 = −26. The integer solutions (u, v) with u ≥ 0 are given by
where A n , B n are as above, e = ±1, s(e, n) is the sign of n if n = 0, s(1, 0) = 1 and s(−1, 0) = −1. We determine the couples (u e,n , v e,n ) (mod 169) and it follows that none of these couples satisfy the congruence P (U, V ) ≡ 0 (mod 169). Hence −P (u e,n , v e,n )/26 3 2 is not an integer.
8. a = b = c = 1. Thus u 2 − 3v 2 = ±78. If u 2 − 3v 2 = −78, then we get v 2 ≡ 2 (mod 3) which is a contradiction. Thus, we consider only the equation U 2 − 3V 2 = 78. The solutions of this equation given by
where A n , B n are as above and e = ±1, are the only integer solutions with u e,n ≥ 0. We determine the couples (u e,n , v e,n ) (mod 169) and we see that none of these couples verify the congruence P (U, V ) ≡ 0 (mod 169), whence it follows that P (u e,n , v e,n )/78 3 2 is not an integer.
Curves with Infinitely Many Integer Points
Let f (X, Y ) and C be as in the previous sections. We denote by C(Z) the set of integer points of f (X, Y ) = 0. The methods developed in Sections 3 and 4 (see Remark 4.1) imply the following well-known result of Maillet (1919) :
Theorem 5.1. Suppose that the equation f (X, Y ) = 0 has infinitely many integer solutions. Then, there exists a birational map φ of P 1 to C given by the correspondence
where u(S, T ), v(S, T ), w(S, T ) are relatively prime homogeneous polynomials in Z[S, T ] of degree N and w(S, T ) = aT N or aq(S, T ) N/2 where a ∈ Z and q(S, T ) is a quadratic irreducible polynomial with positive discriminant.
We say that an element V of C ∞ is defined over a subfield k of Q, if τ (V ) = V for every τ ∈ Gal(k/k). Further, we call two elements V and W of C ∞ conjugate over a quadratic field k if V and W are defined over k and there is σ ∈ Gal(Q/Q) which is not the identity on k such that σ(V ) = W . Using the ideas developed in the previous sections and the above theorem 5.1 we obtain a necessary and sufficient condition for the set C(Z) to be infinite.
Theorem 5.2. The set C(Z) is infinite if and only if one of the following two conditions is satisfied:
(a) C ∞ consists of one element and C(Z) has at least one simple integer point. (b) C ∞ consists of two elements which are conjugate over a real quadratic field and C(Z) has at least one simple integer point.
Proof. Suppose first that the set C(Z) is infinite. By Lemma 2.1 and Theorem 5.1, there exists a birational morphism φ : P 1 → C given by the correspondence (S, T ) → (u(S, T ), v(S, T ), w(S, T ))
where u(S, T ), v(S, T ), w(S, T ) are relatively prime homogeneous polynomials in Z[S, T ] of degree N and w(S, T ) = aT N or aq(S, T ) N/2 where a ∈ Z and q(S, T ) is a quadratic irreducible polynomial with positive discriminant. By Lemma 2.2, it follows that C ∞ consists of one or two elements, respectively. In the second case, since φ is defined over Q, the two elements of C ∞ are conjugate over the real quadratic field which is the splitting field of q(S, T ).
Suppose that C(Z) contains a simple point P 0 = (x 0 , y 0 ). By Lemma 2.1, we have a birational morphism ψ : P 1 → C over Q given by (U, V ) → (p(U, V ), q(U, V ), r(U, V )), where p(U, V ), q(U, V ) and r(U, V ) are homogeneous relatively prime polynomials in Z[U, V ] of degree N . Further, there are u 0 , v 0 ∈ Z with u 0 ≥ 0 and gcd(u 0 , v 0 ) = 1 such that P 0 = ψ(u 0 , v 0 ). Let |C ∞ | = 1. By Lemma 2.2, r(U, V ) has only one zero and after a change of variables (as in Section 3) we have r(U, V ) = dU N . It follows that for every v ∈ Z with v ≡ v 0 (mod du 0 N ) we have gcd(v, u 0 ) = 1 and ψ(u 0 , v) is an integer point on C. Hence C(Z) is infinite. Let |C ∞ | = 2 and let the two elements of C ∞ be conjugate over a real quadratic field K. Lemma 2.2 yields that r(U, V ) has only two zeros which are conjugate over K. After a change of variables (as in Section 4) we have r(U, V ) = a(U 2 − δV 2 ) N/2 , where a, δ are positive integers and δ is not a perfect square. Put k = u 2 0 − δv 2 0 . Taking (a|k| N/2 + 1) 2 distinct integer solutions (u i , v i ) (i = 1, . . . , (a|k| N/2 +1) 2 ) of the equation U 2 −δV 2 = 1, we deduce that there are at least two distinct couples (u m , v m ) and (u n , v n ) such that (u m , v m ) ≡ (u n , v n ) (mod a|k| N/2 ).
