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The growth of model-based control strategies for robotics
platforms has led to the need for additional rigid-body-
dynamics algorithms to support their operation. Toward
addressing this need, this article summarizes efficient nu-
merical methods to compute the Coriolis matrix and under-
lying Christoffel Symbols (of the first kind) for tree-structure
rigid-body systems. The resulting algorithms can be ex-
ecuted purely numerically, without requiring any partial
derivatives that would be required in symbolic techniques
that do not scale. Properties of the presented algorithms
share recursive structure in common with classical meth-
ods such as the Composite-Rigid-Body Algorithm. The al-
gorithms presented are of the lowest possible order: O(Nd)
for the Coriolis Matrix andO(Nd2) for the Christoffel sym-
bols, where N is the number of bodies and d is the depth
of the kinematic tree. A method of order O(Nd) is also
provided to compute the time derivative of the mass matrix.
A numerical implementation of these algorithms in C/C++
is benchmarked showing computation times on the order of
10-20 µs for the computation of C and 40 − 120 µs for
the computation of the Christoffel symbols for systems with
20 degrees of freedom. These results demonstrate feasibility
for the adoption of these numerical methods within control
loops that need to operate at 1kHz rates or higher, as is com-
monly required for model-based control applications.
1 Introduction
Rigid-body dynamics algorithms have evolved to be an
important component of many model-based robot control
strategies. Most commonly, algorithms focus on comput-
ing the inverse dynamics of a mechanism, or the compo-
nents of the equations of motion [1, 2] (e.g., the mass ma-
trix , generalized Coriolis force, generalized gravity force,
∗Corresponding Author
etc.) as a precursor to selecting joint torques that achieve
desired movements or force-based interactions through con-
tact. These efficient numerical algorithms have seen ap-
plications from computed torque control of manipulators
to optimization-based whole-body control of legged robots
and virtual characters [3–6]. More recently, interest has in-
creased on computing other components of the equations
of motion for application in disturbance observer problems
[7, 8] or the calculation of partial derivatives for application
to gradient-based motion optimization [9–14].
This paper derives a new algorithm for the calculation
of the Coriolis matrix that is simple, of lowest order, and has
conceptual connection to well-established algorithms for the
mass matrix [1, 2]. The algorithm builds from formula that
have been provided within the adaptive control community
[15–17]. From this Coriolis matrix algorithm, we also de-
rive a new method for the calculation of the Christoffel sym-
bols of the first kind, without requiring any symbolic partial
derivatives in the algorithm itself. A related algorithm was
recently proposed in [18] that is applicable for kinematic
chains with revolute joints. By adopting a coordinate-free
development, the work herein is more general (e.g., enabling
application to branched systems with prismatic joints, or
combinations of prismatic and revolute joints, etc.). Over-
all, the numeric availability of the Christoffel symbols could
have relevance for geometric control algorithms, the calcu-
lation of second-order partial derivatives of the inverse dy-
namics model, or in other geometric methods.
The equations of motion of a rigid-body system can be
written as
H(q)q¨ + C(q, q˙)q˙ + g(q) = τ (1)
where q ∈ Rn are the generalized coordinates, H(q) ∈
Rn×n is the (symmetric) mass matrix, C(q, q˙) ∈ Rn×n a
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Coriolis matrix, g(q) ∈ Rn the generalized gravity force,
and τ ∈ Rn the generalized applied force (often sim-
ply the vector of actuator torques for a robot with revo-
lute joints). It is well known that there are many possible
choices of C(q, q˙) that provide the correct dynamics. All
possible choices that provide the correct dynamics satisfy
q˙>(H˙(q, q˙)− 2C(q, q˙))q˙ = 0 [19], while many satisfy
η>
[
H˙(q, q˙)− 2C(q, q˙)
]
η = 0 ∀,q, q˙,η ∈ Rn (2)
One special choice for C, denoted by CFF , which satisfies
(2), is given by:[
CFF (q, q˙)
]
ij
=
∑
k
Γijk(q) q˙k , where (3)
Γijk(q) =
1
2
[
∂Hij
∂qk
+
∂Hik
∂qj
− ∂Hjk
∂qi
]
(4)
are the Christoffel symbols of the first kind [19]. Note that
Γijk = Γikj due to the symmetry of H.
Definition 1 (Christoffel-Consistent Coriolis Factorization).
Consider a system with mass matrix H(q) and a Coriolis
matrix CFF (q, q˙) as given in (3). We call CFF (q, q˙) the
Christoffel-consistent Coriolis factorization.
Definition 2 (Valid Coriolis Factorization). Consider a
system and its Christoffel-consistent Coriolis factorization
CFF (q, q˙). A matrix valued function C(q, q˙) is said to be a
valid Coriolis factorization if for all q, q˙ ∈ Rn
CFF (q, q˙)q˙ = C(q, q˙)q˙
A valid Coriolis factorization is one that gives the correct
equations of motion when used in (1). Yet, the additional
property (2) is commonly needed in control [20] and contact
detection [7, 8], motivating the following stricter definition.
Definition 3 (Admissible Coriolis Factorization). Consider
a system with mass matrix H(q). A matrix valued function
C(q, q˙) is said to be an admissible factorization if
1. C(q, q˙) is a valid factorization
2. ∀q, q˙ ∈ Rn, H˙(q, q˙)− 2C(q, q˙) is skew symmetric.
Despite the fact that the definition for CFF in (3) ap-
pears in many textbooks on robotics (e.g., [19, 21]), it is
challenging to use directly for complex systems, as the sym-
bolic computation of H becomes burdensome for systems
with many DoFs, and likewise the symbolic differentiation
of these equations for the calculation of CFF is does not scale
well. In this paper, we consider tailored numerical meth-
ods to compute admissible factorizations C, the Christoffel-
consistent factorization CFF , and the Christoffel symbols
Γijk by taking advantage of the underlying structure of (1)
for open-chain rigid-body systems. Since gravity does not
affect Coriolis terms, without loss of generality we ignore
gravity in the remainder of this paper.
2 Conventions and Notation
We follow the same conventions and notation as in [1]
and cover them briefly as a review. We use spatial vector
algebra, which is conceptually equivalent to a Lie-theoretic
treatment of rigid-body dynamics [22]. An interested reader
may see [23] for description of their relationship. Since spa-
tial vectors and linear operators between them are elements
of vector spaces, we review vector space fundamentals, then
cover their use in rigid-body dynamics modeling.
2.1 Vector Space Fundamentals
Consider two vector spaces V and W and denote by
L(V,W) the vector space of linear operators from V toW .
The dual vector space V∗ is the set of linear functionals on
V , i.e., V∗ = L(V,R). For any y ∈ V∗ and any x ∈ V , we
denote the evaluation of the functional y(x) as y •x. Given
any operator A ∈ L(V,W), denote by A∗ ∈ L(W∗,V∗)
the adjoint of A, which is the unique linear operator with
z • [Ax] = [A∗ z] • x ∀z ∈ W∗,x ∈ V
In the case whenW = V∗, the operator A is said to be self-
adjoint if A = A∗. When bases and their associated dual
bases are adopted for V ,W , V∗, andW∗, the matrix repre-
sentation of A∗ coincides with the transpose of the represen-
tation of A, such that the self-adjoint property corresponds
to a symmetric matrix representation of the operator.
2.2 Modeling Connectivity
A rigid-body system can be modeled as a set of NB
bodies connected together by a set of joints, each with up
to 6 DoFs. The connectivity of these bodies can generally
be described by a connectivity graph. Here, we restrict our-
selves to the consideration of rigid-body trees and we de-
note d as the depth of the tree. Bodies are numbered from 1
through NB such that body i’s predecessor p(i) towards the
root is less than i. These parent/child relationships induce a
partial order on the set {1, . . . , NB}, which is denoted using
a binary relation “”. We say j  i if body j is in the path
from body i to the root of the tree. In this case, j is said to
be an ancestor of i. If i  j or j  i then we use say i and
j are related, and denote this relationship by i ∼ j.
For any pair of relatives i ∼ j we denote dije to be
shorthand for the body closest to the leaves:
dije =
{
i if i  j
j o/w.
.
As a result, for any pair of relatives i ∼ j, we have
{k : k  i and k  j} = {k : k  dije} .
The dije notation is best understood with an example. For
the mechanism in Figure 1 when i = 6 and j = 3, dije = 6.
Similarly, if i = 2 and j = 10 we have that dije = 10. In
contrast, dije is undefined when i = 9 and j = 5 because
these two bodies are not relatives.
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Fig. 1: Connectivity of a Branched Mechanism.
2.3 Spatial Vector Algebra
This section presents an abstract view of spatial vec-
tor algebra that will be used to develop algorithms in a
coordinate-free manner. Importantly, this perspective will
allow us to take derivatives of objects (vectors, inertias, etc.)
in a coordinate-free sense, allowing one to dispense with
worrying about effects of moving coordinate systems during
the derivation of algorithms. Instead, the use of coordinates
will be an implementation detail that is easily handled as an
after-effect to the main theoretical developments.
Spatial Vectors: The set of all rigid-body motion vectors
forms a 6D vector space, denotedM [1]. Consider a rigid-
body moving with spatial velocity v ∈ M and a Cartesian
coordinate frameA. We denote the coordinate expression of
v in frame A as
A{v} =
[
A{ω}
A{vA}
]
where A{ω} denotes the angular velocity of the body and
A{vA} the linear velocity of the body-fixed point at the ori-
gin of A, both expressed using the Cartesian basis of A.
Throughout, curly brackets {·} will denote the expression
of a vector in coordinates for a basis, with the pre-pended
superscript (e.g., A{·}) indicating the basis used.
Suppose that body i and its predecessor p(i) are con-
nected by a di degree of freedom (DoF) joint with joint rates
q˙i ∈ Rdi . Then, the spatial velocities of these successive
bodies are related by
vi = vp(i) + Φiq˙i (5)
where vi,vp(i) ∈M represent the spatial velocities of bod-
ies i and p(i), and Φi ∈ L(Rdi ,M) maps joint rates to joint
velocities. Collecting the configuration of each of the joints,
the generalized coordinates are chosen as
q = [q>1 , . . . ,q
>
NB ]
> . (6)
Spatial force vectors (i.e., force/moment pairs) are dual
to spatial motion vectors, such that the 6D vector space of
spatial forces F is identified withM∗. For any motion vec-
tor v ∈ M and force vector f ∈ F the “dot product” v • f
gives the power of a force f applied at velocity v.
Spatial inertias are elements of L(M,F) since they
map motion vectors to force vectors. Yet, since inertias can
be linearly parameterized by 10 inertial parameters, inertias
reside in a 10-dimensional subspace I ⊂ L(M,F). All
inertias are self adjoint, as their expression in coordinates,
given in the Appendix, is symmetric [1].
Spatial Equation of Motion: The spatial equation of mo-
tion for each body is given compactly by
fi = Ii ai + vi ×∗ Iivi (7)
where fi ∈ F is the net spatial force on body i, vi ∈ M
is body i’s spatial velocity, ai ∈ M its spatial acceleration,
Ii ∈ I its spatial inertia, and ×∗ : M× F → F the bi-
linear cross-product operator between spatial motion vec-
tors and spatial force vectors [1]. From an intuitive stand-
point, the cross product v ×∗ f gives the rate of change in f
when any force field representing it moves with spatial ve-
locity v. (An expression of this operation in coordinates is
given in the Appendix.) This spatial cross-product general-
izes the Cartesian formula r˙ = ω × r that describes the rate
of change in a 3D vector r when rotating with angular ve-
locity ω. Note that equation (7) holds in coordinates when
any basis is chosen forM and F , and in particular it holds
even when a frame away from the center of mass is used.
Cross Products: Given any spatial velocity v ∈ M, the
previous cross product can be used to define a unique linear
operator (v×∗) ∈ L(F ,F) such that (v×∗)f = v ×∗ f for
any force vector f . We swap the order of the cross prod-
uct arguments and denote (f×∗) ∈ L(M,F) as the unique
linear operator satisfying:
(f×∗)v = (v×∗)f (8)
Finally, we denote (v×) ∈ L(M,M) as the spatial mo-
tion/motion cross product defined from the adjoint of (v×∗)
according to (v×) = −(v×∗)∗. That is, for any v,w ∈ M
and f ∈ F
[(v×)w] • f = w • [−(v×∗)f ] (9)
Since the adjoint corresponds to a transpose when working
in coordinates, for any linear operator A, we hereafter adopt
A> in place of A∗ as a matter of notation.
Factorization of the Spatial Equation: The bi-linear
velocity-product term vi ×∗ Iivi in (7) can be factorized
in a variety of ways to take the form
fi = Ii ai + B(vi, Ii) vi, (10)
where B(Ii,vi) ∈ L(M,F). Note that sinceM∗ = F and
F∗ = M, it follows that B(Ii,vi)> ∈ L(M,F) as well.
One immediate factorization can be taken as
B(vi, Ii) = (vi×∗) Ii (11)
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while another proposed by Niemeyer and Slotine [24] is:
B(vi, Ii) =
1
2
((vi×∗)Ii + (Iivi×∗)− Ii(vi×)) (12)
Viewing B(·, ·) as a function fromM×I to L(M,F), the
definitions above are bi-linear in their arguments.
Both of these factorizations of the velocity-product
terms B(vi, Ii)vi have additional properties that will be
of interest for factorization of system-level Coriolis terms
C(q, q˙)q˙. We note that the rate of change of the spatial
inertia of a body i is given by [1]
I˙i = [(vi×∗)Ii − Ii(vi×)] ∈ I (13)
This derivative is the derivative of the inertia viewed as
an object in the vector space I, and not the derivative of
a matrix in any particular choice of coordinates. Letting
Bi = B(vi, Ii), we note that for any v ∈ M both of the
factorizations, (11) and (12), satisfy
v •
[
(I˙i − 2Bi)v
]
= 0
which is equivalent to the condition that the matrix repre-
sentation of I˙i − 2Bi is skew-symmetric when expressed in
coordinates or equivalently that
I˙i = Bi + B
>
i . (14)
Definition 4 (Admissible Body-Level Factorization). Any
function B(·, ·) : M × I → L(M,F) is said to be an
admissible body-level factorization if for all v ∈ M, all
I ∈ I
1. B(v, I)v = v ×∗ (Iv) and
2. (v×∗)I− I(v×) = B(v, I) + B(v, I)>
As you might suspect, factorizations of velocity-
product terms satisfying this property at a body-by-body
level will naturally lead to system-level Coriolis factoriza-
tions C satisfying the analogous property H˙ − 2C skew
symmetric.
3 A Numerical Method for Computing C
This section presents a new numerical method to com-
pute the Coriolis matrix C. To the best of the authors’
knowledge Niemeyer and Slotine [24–26] (1988) were the
first to establish a link between the factorization of body-
level velocity-product terms in the Recursive-Newton-Euler
Algorithm (RNEA) and the resulting admissibility of a cor-
responding Coriolis factorization. Lin et al. [15] (1995)
were the first to provide general conditions on body-level
factorizations that result in admissible C. Others have taken
similar strategies [7, 16, 17, 27] for problems in sensorless
contact detection, passivity-based control, or adaptive con-
trol. Notably, DeLuca and Ferrajoli [7] are the only to
provide an algorithm to compute C directly, and they do
so through N calls to a modified Recursive-Newton Euler
scheme, with total complexity O(N2) to compute C. We
instead use our coordinate free approach to go one step fur-
ther and reduce the computation down to O(Nd) through a
tailored numerical method for C, and provide a variant that
can compute CFF . This later variant is the key to the new
Christoffel symbol algorithm in the subsequent section.
3.1 Factoring the RNEA
The RNEA computes the inverse dynamics of a system
through two algorithmic sweeps over its kinematic connec-
tivity tree. The first sweep moves outward from base to tips
and computes the spatial velocity and acceleration of each
body through a recursive implementation of
vi =
∑
j i
Φj q˙j (15)
ai =
∑
j i
Φj q¨j + Φ˙j q˙j (16)
where Φ˙j = (vj×)Φj + Φ˚i, with (vj×)Φj the derivative
due to the joint moving, and Φ˚j the derivative due to the
axes changing in local coordinates defined by:
j
{
Φ˚j
}
=
d
dt
j{Φj} (17)
For the case of common revolute joints with axes fixed in
local coordinates Φ˚j = 0.
With this information, the net inertial force required on
each body can be computed using (7). A backwards pass of
the RNEA sums up these inertial forces over descendants,
computing required torques as:
τ i = Φ
>
i
∑
k i
fk = Φ
>
i
∑
k i
[Ikak + vk ×∗ Ikvk] (18)
Using (15) and (16) and Lemma 1 in the Appendix, we
can rewrite each torque from (18) as:
τ i =
∑
j∼ i
Φ>i I
C
dijeΦjq¨j+(
Φ>i I
C
dijeΦ˙j + Φ
>
i B
C
dijeΦj
)
q˙j (19)
where the composite quantities are defined as
ICdije =
∑
kdije
Ik (20)
BCdije =
∑
kdije
Bk(vk, Ik) (21)
Detailed derivation is given in the Appendix. Note that ICj
has a clear physical interpretation of representing the total
inertia of all bodies in the subtree rooted at body j (i.e., body
j and all its descendants). Given that there are many possible
body-level factorizations, a physical interpretation for BCj is
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difficult to provide precisely, however, it suffices to say that
it accounts for Coriolis and centripetal forces for body j and
all of its descendants. Toward simplifying these expressions,
when i  j
Hij = Φ
>
i I
C
j Φj , (22)
Cij = Φ
>
i (I
C
j Φ˙j + B
C
j Φj) , and (23)
(Cji)
> = Φ˙>i I
C
j Φj + Φ
>
i (B
C
j )
>Φj . (24)
3.2 Recursive Algorithm for Computing C
These equations lend themselves to efficient recursive
implementation. Let:
F1,j = I
C
j Φ˙j + B
C
j Φj (25)
F2,j = I
C
j Φj (26)
F3,j = (B
C
j )
>Φj (27)
All of these terms can be computed in O(N) time, since all
of ICj and B
C
j can be computed in O(N) time via summing
backward along the tree. Considering body j, for all O(d)
ancestors i  j:
Hij = Φ
>
i F2,j (28)
Cij = Φ
>
i F1,j (29)
Cji =
(
Φ˙>i F2,j + Φ
>
i F3,j
)>
(30)
These equations enable an O(Nd) algorithm to compute C
together with H as given in Algorithm 1. Note that since
the algorithm is intended to be run on a computer, vectors
and matrices inside are to be expressed in coordinates. The
algorithm takes the conventional approach of expressing all
quantities in local coordinate frames [1], and transforms the
coordinate expression of these vectors through the spatial
transformation matrices iXp(i). For example, when motion
vectors are expressed in local coordinates (5) takes the form
i{vi} = iXp(i)p(i){vp(i)}+ i {Φi} q˙i
such that the matrix iXp(i) changes the basis of a motion
vector from a basis associated with the frame attached to
body p(i) to the basis associated with the frame attached
to body i. Likewise, the matrix iX>p(i) provides a change
of basis for spatial force vectors from frame i to frame
p(i), i.e., in the opposite direction as iXp(i). Finally, for
any operator I ∈ M → F , the congruence transform
p(i){I} = iX>p(i)i{I}iXp(i) changes the matrix represen-
tation of this operator from frame i to frame p(i). While this
congruence transform is frequently used to add inertias ex-
pressed in different frames [1], it likewise provides the trans-
formation law for the body-level factorization terms Bi and
their associated composite quantities BCi . For cleanliness
of presentation, the bracket notation {·} and specification of
frames are omitted in the algorithm.
The structure of Algorithm 1 is as follows. A for-
Algorithm 1 Coriolis Matrix Algorithm
Require: q, q˙,model
1: v0 = 0
2: for i = 1 to N do
3: vi =
iXp(i) vp(i) + Φi q˙i
4: Φ˙i = (vi×)Φi + Φ˚i
5: ICi = Ii
6: BCi =
1
2 [(vi×∗)Ii + (Iivi)×∗ − Ii(vi×)]
7: end for
8: for j = N to 1 do
9: F1 = I
C
j Φ˙j + B
C
j Φj
10: F2 = I
C
j Φj
11: F3 = (B
C
j )
>Φj
12: Cjj = Φ
>
j F1
13: i = j
14: while i > 0 do
15: F1 =
iX>p(i) F1; F2 =
iX>p(i) F2; F3 =
iX>p(i) F3;
16: i = p(i)
17: Cij = Φ
>
i F1
18: Cji = (Φ˙
>
i F2 + Φ
>
i F3)
>
19: Hij = (Hji)
> = Φ>i F2
20: H˙ij = (H˙ji)
> = Φ˙>i F2 + Φ
>
i (F1 + F3)
21: end while
22: ICp(j) = I
C
p(j) +
jX>p(j) I
C
j
jXp(j)
23: BCp(j) = B
C
p(j) +
jX>p(j) B
C
j
jXp(j)
24: end for
25: return H, H˙, C
ward sweep (lines 2-7) computes the velocity of the bod-
ies throughout the kinematic tree as well as the initial com-
posite terms ICi and B
C
i . Other valid body-level factoriza-
tions may be used on line 6. The backward sweeps (lines
8-24) compute the entries of the Coriolis and mass matrices.
Lines 22 and 23 are the propagation of the composite terms
towards the root of the tree. The while loop (lines 14-21)
computes the entries for H, H˙, and C associated with body
j and propagates the computation down to all its predeces-
sors. Overall, the algorithm has complexity O(Nd), and its
correctness is justified through the following proposition.
Proposition 1 (Algorithm for an Admissible Coriolis Fac-
torization). Suppose that Algorithm 1 uses an admissible
body-level factorization B(v, I) on Line 6. Then, the re-
sulting C(q, q˙) from Algorithm 1 is an admissible Coriolis
factorization.
Proof. (Mirroring [15]) To show that the algorithm pro-
duces an admissible factorization for C, it remains to show
that H˙ = C + C>. Note that
H˙ij = Φ˙
>
i I
C
j Φj + Φ
>
i
(
I˙Cj Φj + I
C
j Φ˙j
)
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Yet, if an admissible body-level factorization is employed,
(14) holds and also implies that I˙Cj = B
C
j + (B
C
j )
>. It then
follows that
H˙ij = Φ
>
i (F1 + F3) + Φ˙
>
i F2
Thus, the result of Algorithm 1 provides H˙ = C+C>.
Proposition 2 (Algorithm for the Christoffel-Consistent
Factorization). Suppose that the algorithm uses the body-
level factorization from (12) as given on Line 6. Suppose
that each joint is a single DoF and each joint model satis-
fies Φ˚i = 0. Then, Algorithm 1 provides the Christoffel-
consistent factorization CFF .
Proof. See Section 3.3 of [26] for the case of an unbranched
tree. Correctness with branching generalizes immediately
by replacing integer ordering i ≤ j with the partial order
i  j due to branching.
Remark 1. Note that [26] provides an algorithm to com-
pute CFF (q, q˙)q˙r where q˙r ∈ Rn is a reference joint ve-
locity not necessarily equal to q˙. While we rely on their
theoretical result in our proof, our ability to compute CFF
itself distinguishes this work from [26].
3.3 Changes of Generalized Coordinates
The algorithm presented only applies when the gener-
alized coordinates are chosen as the collection of joint vari-
ables (6). If other generalized coordinates are desired, a
change of coordinates can be applied to the output of Al-
gorithm 1. Let q represent a different choice of generalized
coordinates with
A =
∂q
∂q
such that Aij =
∂qi
∂qj
(31)
Using q˙ = Aq˙ and q¨ = Aq¨ + A˙q˙ in (1), and multiplying
both sides by A>, it follows that:
H = A>HA (32)
C = A>CA + A>HA˙ (33)
g = A>g (34)
τ = A>τ (35)
leads to a valid set of transformed equations of motion
H q¨ + C q˙ + g = τ (36)
Proposition 3 (Admissible Factorization Under a Change
of Coordinates [15]). If the matrix C(q, q˙) is an admissible
factorization in the coordinates q, then C(q, q˙) given by
(33) is an admissible factorization for the coordinates q.
Proof. (Via [15]) The derivation for C shows that it pro-
vides proper equations of motion, thus it is a valid factoriza-
tion. Since C is an admissible factorization H˙ = C + C>.
Considering the derivative of H from (32),
H˙ = A˙>HA + A>H˙A + A>HA˙
= A˙>HA + A>
(
C + C>
)
A + A>HA˙
= C> + C
A remarkable property of this transformation law (33)
is that it transforms the unique Christoffel-consistent factor-
ization in one set of coordinates to the unique Christoffel-
consistent factorization in the transformed coordinates.
Theorem 1 (Christoffel-Consistent Factorization Under A
Change of Coordinates). Suppose CFF (q, q˙) is the unique
factorization given by the Christoffel symbols in the coordi-
nates q via (3). Consider a change of coordinates to q with
A defined as in (31). Then, the unique Coriolis factorization
given by the Christoffel symbols in the coordinates q is
CFF = A>CFF A + A>HA˙ (37)
Proof. See Appendix.
3.4 Remarks
Remark 2. Due to the symmetry of the Christoffel symbols,
any valid factorization C(q, q˙) can be used to determine
CFF via
CFF (q, q˙) =
1
2
∂
∂q˙
[C(q, q˙)q˙] (38)
Of course, using this result requires knowledge of the sym-
bolic form of C(q, q˙)q˙, whereas, Algorithm 1 can be used
to compute CFF numerically at any q, q˙ in accordance with
Proposition 2. In this sense, the algorithm to compute CFF
also provides an efficient method to compute the partial
derivatives of Inverse Dynamics w.r.t. q˙. Likewise, existing
algorithms for computing these partials can be straightfor-
wardly modified to calculate CFF (i.e., by considering the
factor of 12 in (38)).
Remark 3. The results relating the body-level factorization
of the velocity-product terms to admissible Coriolis matri-
ces also has applicability for alternate methods of comput-
ing the Coriolis matrix. An alternate form of (18) can be
considered from the body Jacobians Ji ∈ L(RN ,M) such
that each body velocity satisfies vi = Ji q˙i. Using these
body Jacobians
τ =
∑
k
J>k(Ikak + B(vk, Ik)vk)
Noting that ai = Jiq¨ + J˙iq˙ it follows that
τ =
∑
k
J>kIkJkq¨ + J
>
k
[
B(vk, Ik)Jk + IkJ˙k
]
q˙
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such that the formulas
H =
∑
k
J>kIkJk (39)
C =
∑
k
J>k
[
B(vk, Ik)Jk + IkJ˙k
]
(40)
can be used to compute H and C. This approach is the
one taken in, e.g., [28], however, it results in an O(N3B)
algorithm to compute H and C. Herein, each Jk is a linear
mapping to the vector space of spatial velocities, and J˙k is
the time derivative of this operator. Via comparison, in [28]
k{Jk} ∈ L(Rn,R6) is used, which provides
k{vk} = k{Jk}q˙ (41)
With J˚k the unique operator satisfying k{˚Jk} = ddt k{Jk}:
J˙k = J˚k + (vk×)Jk
and so
C =
∑
k
J>k
[
B(Ik,vk)Jk + IkJ˚k + Ik(vk×)Jk
]
Remark 4. Note that all of the previous results have re-
quired generalized coordinates, whereas rigid-body dynam-
ics can also be derived using generalized speeds (e.g., us-
ing Kane’s method [29]). Suppose some generalized speeds
ν ∈ Rn are used with A(q) = ∂q˙∂ν . Using (32)-(35) with
this choice of A leads to a valid set of transformed equa-
tions of motion, and the proof strategy of Proposition 3 gen-
eralizes such that H˙ = C + C
>
still holds. If one redefines
Jk such that vk = Jk ν, then (40) can also be used to de-
rive an admissible Coriolis factorization from an admissible
body-level factorization when using generalized speeds.
Remark 5. The use of generalized speeds is popular, e.g.,
in floating-base systems such as humanoid robots [30] or
quadrotors [31] where the angular velocity of a main body
is included in the generalized speeds. This choice is often
adopted to avoid singularities associated with Euler angles
or other three-parameter representations of orientation. In
these systems, the use of the CoM position in the generalized
coordinates leads to decoupled equations of motion [30,31].
Consider generalized coordinates q = [pCoM ,q2] where
pCoM ∈ R3 gives the CoM position of a free-floating sys-
tem, and q2 is independent of the CoM position. In this case,
the mass matrix takes the block-diagonal form [30]
H(q2) =
[
M13 0
0 H22(q2)
]
where M ∈ R is the total mass of the system. Due to the
form of H, Γijk = 0 whenever i,j, or k is 1, 2, or 3. It then
follows that
CFF
(
q, q˙
)
=
[
0 0
0 CF
F
22(q2, q˙2)
]
(42)
such that the Christoffel-consistent factorization likewise in-
herits additional sparsity. Consider generalized speeds cho-
sen as ν =
[
p˙>CoM , ν
>
2
]>
, where ν2 is chosen to be inde-
pendent of the CoM velocity. Then, applying the Coriolis
matrix transformation (33) results in an admissible factor-
ization for these generalized speeds with the same sparsity
as (42). Alternately, if one uses the body-level factoriza-
tion in (12) and Jacobians satisfying vk = Jkν, then (40)
directly provides the same Coriolis matrix (without transfor-
mation), inheriting the same sparsity as in (42). This spar-
sity pattern can be used to simplify passivity-based control
laws and their analysis [30, 31].
4 Computing Christoffel Symbols
This section builds upon the Coriolis matrix results
of the previous section to produce an algorithm for the
Christoffel Symbols of the first kind. We consider the case
when all joints are a single DoF and Φ˚i = 0 for all i. In this
case, via Proposition 2, the factorization in (12) leads to a
C matrix that is not just admissible, but also coincides with
CFF [26]. This property implies that
Γijk =
∂CF
F
ij
∂q˙k
.
This section will first derive these partials and develop a
recursive algorithm for calculation of all the symbols Γijk
through partials of CFFij as given in (23) and repeated below
CF
F
ij = Φ
>
i (I
C
j Φ˙j + B
C
j Φj) (43)
Since the formula for CFFij in (43) includes effects from
velocities v, rates of change in joint axes Φ˙, and body-level
factorizations B, the derivation proceeds to consider par-
tials of each of these terms before combining them together.
Considering the spatial velocity of a body from (15), it fol-
lows that
∂vj
∂q˙k
=
{
Φk if j  k
0 o/w.
. (44)
Since Φ˙j = vj ×Φj it then follows similarly that
∂Φ˙j
∂q˙k
=
{
Φk ×Φj if j  k
0 o/w.
. (45)
Physically, (45) indicates that Φ˙j only changes with q˙k if
body j moves with changes to joint k. That is, if body j is
part of a chain from body k to the leaves (Fig. 2).
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Fig. 2: Depiction of the motion of spatial joint axes due to
the joint velocities of their ancestors.
Continuing to consider the partials of the remaining
constitutive pieces of (43), recall that:
BCdije =
∑
`dije
B(v`, I`)
and B(v`, I`) is bi-linear in its arguments. From this infor-
mation and (44), it follows that
∂BCdije
∂q˙k
=
∑
`dije
B
(
∂v`
∂q˙k
, I`
)
=
∑
`∈{`dije and ` k}
B(Φk, I`)
=
{
B(Φk, I
C
dijke) if dije ∼ k
0 o/w
where dijke = ddijeke gives the body closest to the leaves
for the mutual relatives i, j, and k.
With these elements, we now consider the partial
derivative of C:
Γijk =
∂Cij
∂q˙k
= Φ>i I
C
dije
∂Φ˙j
∂q˙k
+ Φ>i
∂BCdije
∂q˙k
Φj
Without loss of generality, since Γijk = Γikj we consider
j  k. It then follows that when i, j, and k are mutually
related (i.e., i ∼ j, j ∼ k, and i ∼ k) then
Γijk = Γikj = Φ
>
i B(Φk, I
C
dijke)Φj
and Γijk = Γikj = 0 otherwise.
Suppose that i  j  k. Then, permuting indices
Γijk = Γikj = Φ
>
i B(Φk, I
C
k )Φj (46)
Γjik = Γjki = Φ
>
jB(Φk, I
C
k )Φi (47)
Γkij = Γkji = Φ
>
kB(Φj , I
C
k )Φi (48)
Considering this last identity we have:
Γkij =
1
2
Φ>k
(
(Φj×∗)ICk Φi + (Φi×∗)ICk Φj − ICk (Φj×)Φi
)
Application of the property
v>1 (v2×∗)f = f>(v1×)v2
then provides
Γkij =
1
2
Φ>i
[
ICk (Φk×)− (Φk×∗)ICk + (ICk Φk ×∗)
]
Φj
(49)
= Φ>i
[
(ICk Φk ×∗)−B(Φk, ICk )
]
Φj (50)
To turn these formulas into a recursive algorithm, let
B˜k = B(Φk, I
C
k )
Dk = (I
C
k Φk×∗)− B˜k
these quantities can be computed for all k in O(N) total
time, similar to ICk . Working through (46), (47), and (50),
we likewise define
F1,jk = B˜kΦj (51)
F2,jk = B˜
>
kΦj (52)
F3,jk = DkΦj (53)
which can be computed for all j  k in O(Nd) total time.
Finally, these intermediate quantities can be used to compute
Γijk = Γikj = Φ
>
i F1,jk (54)
Γjik = Γjki = Φ
>
i F2,jk (55)
Γkij = Γkji = Φ
>
i F3,jk (56)
which can be computed for all i  j  k in O(Nd2) total
time. Algorithm 2 places all of these calculations into co-
ordinates adding in the necessary transformation matrices to
complete the algorithm.
In Algorithm 2, the forward sweep (lines 2-4) initializes
the composite inertia for each body. Lines 6 and 7 compute
B˜ and D. The nested while loops (lines 9-20) compute all
the entries of Γijk. Note that there are two while loops to
cover all permutations of indices j and i for a given k. Lines
21 and 22 propagate B˜ and D down the tree as the indices
change, and line 25 updates the composite inertia term as
the algorithm sweeps toward the root of the tree.
Remark 6. It is noted that alternate closed-form expres-
sions for the Christoffel symbols have been given in [22,32–
34] within a Lie group framework and in [35] using spa-
tial vectors. The focus of these previous results has been in
providing a closed-form expression, whereas the main con-
tribution of the development here is a recursive algorithm of
lowest possible order.
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Algorithm 2 Christoffel Symbols Algorithm
Require: q,model
1: v0 = 0
2: for i = 1 to N do
3: ICi = Ii
4: end for
5: for k = N to 1 do
6: B˜ = 12 [(Φk×∗)ICk + (ICk Φk)×∗ − ICk (Φk×)]
7: D = (ICk Φk×∗)− B˜
8: j = k
9: while j > 0 do
10: F1 = B˜ Φj
11: F2 = B˜
>Φj
12: F3 = D Φj
13: i = j
14: while i > 0 do
15: Γijk = Γikj = Φ
>
1F1
16: Γjik = Γjki = Φ
>
1F2
17: Γkij = Γkji = Φ
>
1F3
18: F1 =
iX>p(i)F1; F2 =
iX>p(i)F2; F3 =
iX>p(i)F3;
19: i = p(i)
20: end while
21: B˜ = jX>p(j) B˜
jXp(j)
22: D = jX>p(j) D
jXp(j)
23: j = p(j)
24: end while
25: ICp(k) = I
C
p(k) +
kX>p(k) I
C
k
kXp(k)
26: end for
27: return Γ
5 Results
To verify the correctness of our algorithms, we com-
pared our results against those from known algorithms, such
as the Recursive Newton-Euler Algorithm (RNEA). From
the equations of motion of a rigid-body system, we know
that when the gravity force is 0 and q¨ = 0, the torque at each
joint is equal to the product of C(q, q˙) and q˙. Under those
conditions for a serial kinematic chain of 10 degrees of free-
dom, Cq˙ computed through Algorithm 1 with randomized
inputs had a maximum error of only 7.3× 10−12 compared
to the torque computed by the RNEA (Table 1). This check
was repeated with 5 and 15 bodies (Table 1), providing sim-
ilar results and ensuring the validity of the algorithm.
With a verified valid factorization for C we verified that
Algorithm 1 provides an admissible C by ensuring H˙ =
C + C> when the body-level factorization (12) was used.
When using this body-level factorization, more specifically,
the outputs of Algorithm 1 and Algorithm 2 are consistent
with one another if (3) is satisfied. In both cases the residuals
for our calculated values were negligible, which supports the
Fig. 3: Performance for Serial Kinematic Chains.
correctness of the proposed algorithms (Table 1).
We implemented Algorithms 1 and 2 in C/C++ us-
ing the Rigid-Body Dynamics Library [36]. Both algo-
rithms performed as expected. For serial kinematic chains,
the computational cost to compute the Christoffel Sym-
bols scaled approximately as O(N3) while the cost for the
Coriolis Matrix scaled as O(N2) (Fig. 3). For a branched
mechanism with a branching factor of 2, the depth goes as
O(logN), and so the time to compute the Coriolis Matrix
should increase as O(N logN) and that of Christoffel Sym-
bols scales as O(N(logN)2) (Fig. 4). A polynomial fit to
these log-log plots verifies that the order of the algorithms
in this case is above O(N) but below O(N2), in agreement
with the theoretical complexity analysis. The difference be-
tween serial and branching mechanisms is due to the branch-
ing factor. For a branched mechanism, d < N so that the
O(Nd) and O(Nd2) behaviors grow slower than in the se-
rial case where d = N . Accordingly, the algorithms are
faster for robotic systems with higher branching factors, like
quadrupeds, than other less branched configurations such as
bipeds (Fig. 5).
In terms of run time, Algorithms 1 and 2 proved to be
fast enough for online control loops that run thousands of
times per second. For rigid-body chains of 20 DoFs, the al-
gorithms take approximately 20 µs to numerically evaluate
the Coriolis matrix and up to 122 µs to evaluate the Christof-
fel symbols (Table 2). The longer computation times for the
Christoffel symbols are associated with trees that have little
to no branching. In contrast, for a 20-DoF kinematic trees
with a branching factor of 2 (binary tree), all Γijk can be
evaluated in as little as 33 µs. These results are particularly
promising for the Christoffel symbols algorithm.
The benefits of the algorithm can also be observed com-
pared to when computing Γijk symbolically. Commonly,
the first step to symbolically compute Γijk is to calculate
the mass matrix symbolically with an algorithm such as
CRBA [1, 2]. Then it is necessary to carry out a large num-
ber of partial derivatives of H via (3) to find the Christoffel
9
Table 1: Validity Checks for a Serial Kinematic Chain of 5,10, and 15 Degrees of Freedom (Maximum Error)
NB = 5 NB = 10 NB = 15
Cq˙− τ (RNEA) 5.7× 10−14 7.3× 10−12 2.9× 10−11
H˙− (C + C>) 3.6× 10−15 5.7× 10−14 2.3× 10−13∑
k[Γ1,1,k, q˙k]−C1,1 1.1× 10−13 7.3× 10−12 1.0× 10−12
Table 2: Computation Time of Coriolis Matrix and Christof-
fel Symbols for Common Rigid-Body Systems.
C(µs) Γijk(µs)
Serial Chain (20 DoF) 18 122
Branched Mechanism (20 DoF) 10 33
Biped (20 actuated DoF) 13 64
Quadruped (20 actuated DoF) 10 37
Fig. 4: Performance for Branching Mechanism (Branching
Factor of 2).
symbols. These symbolic calculations become very com-
plex for systems with more than just a few bodies. Using
symbolic variables in MATLAB, this approach was carried
out and timed for planar branched mechanisms (branching
factor of 2) with NB = 5, 10, and 15 bodies. This approach
was compared to calling Algorithm 2 with symbolic inputs
(Table 3). The two strategies were found roughly compa-
rable, and both are significantly slower than when calling
Algorithm 2 with numeric inputs. In this case, if a symbolic
result is desired, our algorithm is preferred over the conven-
tional formula requiring partial derivatives, and these bene-
fits increase with additional bodies. In serial chains, it was
surprisingly found that symbolically evaluating the partials
100 101 102
10-6
10-5
10-4
100 101 102
10-6
10-4
Fig. 5: Computation Cost for Bipeds and Quadrupeds.
Table 3: Run Time of Different Methods to Symbolically
Compute the Christoffel Symbols (Branched Mechanism
with Branching Factor of Two).
NB 5 10 15
Partials of H (4) 1.23s 7.83s 27.1s
Algorithm 2 0.97s 3.11s 5.88s
of H as in (3) was preferable to symbolically running Algo-
rithm 2. However, beyond NB = 15, both approaches take
on the order of hours to run symbolically, and quickly there-
after are unable to complete within a day. This performance
makes the numerical evaluation of the Christoffel symbols
more remarkable when considering the results of Table 2.
In the time it takes to run Algorithm 2 symbolically for a
10-DoF planar serial chain (26.8 minutes), Algorithm 2 can
numerically evaluate all symbols Γijk more than 107 times.
6 Conclusions
In this paper, we developed computationally efficient
algorithms to numerically calculate the Coriolis Matrix and
its associated Christoffel Symbols. By choosing a suit-
able factorization for the spatial equations of motion, we
were able to exploit the bi-linearity in v and I of the factor
B(vi, Ii) to find a factorization for the system-level Coriolis
terms. We found expressions for each entry in the Coriolis
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Matrix that can be computed recursively in an algorithm in
terms of composite quantities of the spatial inertia Ii and
the quantity B(vi, Ii). By taking the derivative of our ex-
pressions for Cij with respect to q˙k, we found expressions
for the Christoffel symbols that are also implementable in
a recursive algorithm. Our O(Nd) and O(Nd2) algorithms
to compute the Coriolis Matrix and Christoffel Symbols, re-
spectively, proved to be fast. For 20 DoF biped it took only
18 µs to compute C and 122 µs for Γijk. Due to effects
of branching, the algorithms compute faster for a 19 DoF
quadruped, where it took only 10 µs for C and 37 µs for
Γijk. Given the efficiency, scalability, and speed of these
algorithms, we conclude that they are viable for implemen-
tation in real-time control loops as well as other dynamics
applications.
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Spatial Vectors and Operators in Coordinates
The main body of this paper has predominantly em-
ployed coordinate-free expressions to accelerate the devel-
opment of algorithms. However, for any numerical imple-
mentation, all the objects (velocities, inertias, etc.) must
be expressed in some basis. This appendix reviews the co-
ordinate representation of spatial vector quantities when a
Plu¨cker basis is employed. When working with Cartesian
vectors, a coordinate frame provides three unit vectors that
serve as a basis for 3D Euclidean space. When working with
spatial vectors, a coordinate frame is also equipped with an
origin location in space, and this origin location represents
three additional degrees of freedom. The choice of a frame
origin and frame orientation together set a Plu¨cker basis [1]
for spatial motion vectors as follows.
Any spatial velocity is a 6D vector representing linear
and angular 3D velocities such that when expressed in the
Plu¨cker basis for the frame attached to body i (frame i),
i{vi} =
[
i{ωi}
i{vi}
]
(57)
where ωi ∈ R3 and vi ∈ R3 are the angular velocity of
frame i and linear velocity of its coordinate origin. Both
Cartesian vectors are expressed using the coordinate axes of
frame i.
Similarly, spatial force is defined in terms of the 3D
moment and linear force acting on body i so that when ex-
pressed in the dual Plu¨cker basis associated with frame i
i{fi} =
[
i{ni}
i{f i}
]
(58)
where ni is the moment about the origin of frame i and f i
is a linear force. Both Cartesian vectors are expressed using
the Cartesian basis of frame i.
The expression of spatial vectors can be changed from
frame i to frame j using a Spatial Transform Matrix defined
as
jXi =
[
jRi 0
−jRiS(i{pj/i}) jRi
]
. (59)
where jRi ∈ R3×3 is the rotation matrix from frame i to
frame j, i{pj/i} ∈ R3 is the vector from the origin of frame
i to the origin of frame j, andS({p}) is the skew-symmetric
3D cross product matrix defined for {p} = [px, py, pz]T ∈
R3 as
S({p}) =
 0 −pz pypz 0 −px
−py px 0
 . (60)
Given any basis forM, the Spatial Cross Product Ma-
trix is defined for a 6D vector as
{[v×]} =
[
S({ω}) 0
S({v}) S({ω})
]
. (61)
in the sense that for any v1, v2 ∈M
{[v1×]}{v2} = {v1 × v2}
as long as both vectors are experessed with the same basis.
In similar fashion we can express the ×∗ operator as
{f×∗} =
[−S({n}) −S({f})
−S({f}) 0
]
. (62)
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Using the Plu¨cker basis and its dual associated with
frame i, the spatial inertial of body i is expressed in coor-
dinates as
i{Ii} =
[
i{Ii} miS(i{ci})
miS(
i{ci})> mi13
]
(63)
where mi is the mass of body i, i{ci} ∈ R3 is the vector to
the center of mass of body i expressed in local coordinates,
13 ∈ R3×3 is the identity matrix, and i{Ii} ∈ R3×3 is the
conventional 3D rotational inertial tensor about the coordi-
nate origin with elements
i{Ii} =
Ixx Ixy IxzIxy Iyy Iyz
Ixz Iyz Izz
 . (64)
Supplemental Derivation for Equation (19)
Toward simplifying (18), consider the following sum-
mation lemma:
Lemma 1. Let body i with the following set
S(i) = {(k, j) | k  i and j  k}
The set can also be represented via:
S(i) = {(k, j) | j ∼ i and k  dije}
Proof.
S(i) = {(k, j) | k  i and j  k}
= {(k, j) | k  i and k  j)}
Noting that it is only possible for k  i and k  j when j
and i are related, the sum simplifies as
S(i) = {(k, j) | j ∼ i and k  dije} (65)
Expanding (18):
τ i =
∑
k i
Φ>i Ik
∑
jk
Φjq¨j + Φ˙jq˙j
 (66)
+ Φ>i Bk
∑
j k
Φjq˙j
 (67)
=
∑
k i
∑
j k
Φ>i IkΦjq¨j (68)
+
(
Φ>i IkΦ˙j + Φ
>
i BkΦj
)
q˙j (69)
However, through application of Lemma 1:
τ i =
∑
j∼i
∑
kdije
Φ>i IkΦjq¨+ (70)
+
(
Φ>i IkΦ˙j + Φ
>
i BkΦj
)
q˙j (71)
=
∑
j∼i
Φ>i I
C
dijeΦjq¨j+ (72)(
Φ>i I
C
dijeΦ˙j + Φ
>
i B
C
dijeΦj
)
q˙j (73)
where the composite quantities are defined in the main text.
Proof of Theorem 1
Proof. The transformation law for Christoffel symbols is
Γijk =
∑
α,β,γ
∂qα
∂qi
∂qβ
∂qj
∂qγ
∂qk
Γαβγ +
∑
α,β
∂2qα
∂qjqk
∂qβ
∂qi
Hαβ
(74)
Multiplying both sides by q˙k and summing over k we have:
CF
F
ij =
∑
α,β,γ,k
∂qα
∂qi
∂qβ
∂qj
(
∂qγ
∂qk
q˙k
)
Γαβγ+
∑
α,β
(
∂2qβ
∂qjqk
q˙k
)
∂qα
∂qi
Hαβ
=
∑
α,β,γ
∂qα
∂qi
∂qβ
∂qj
Γαβγ q˙γ +
∑
α,β
(
d
dt
∂qβ
∂qj
)
∂qα
∂qi
Hαβ
=
∑
α,β
AαiC
FF
αβAβj +AαiHαβA˙βj
=
[
A>CFF A + AHA˙
]
ij
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