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ARCHIMEDEAN NON-VANISHING,
COHOMOLOGICAL TEST VECTORS, AND
STANDARD L-FUNCTIONS OF GL2n: REAL CASE
CHENG CHEN, DIHUA JIANG, BINGCHEN LIN, AND FANGYANG TIAN
Abstract. The standard L-functions of GL2n expressed in terms
of the Friedberg-Jacquet global zeta integrals have better struc-
ture for arithmetic applications, due to the relation of the linear
periods with the modular symbols. The most technical obstacles
towards such arithmetic applications are (1) non-vanishing of mod-
ular symbols at infinity and (2) the existence or construction of
uniform cohomological test vectors. Problem (1) is also called the
non-vanishing hypothesis at infinity, which was proved by B. Sun
in [24, Theorem 5.1], by establishing the existence of certain coho-
mological test vectors.
In this paper, we explicitly construct an archimedean local inte-
gral that produces a new type of a twisted linear functional Λs,χ,
which, when evaluated with our explicitly constructed cohomo-
logical vector, is equal to the local twisted standard L-function
L(s, pi ⊗ χ) for all complex values s. With the relations between
linear models and Shalika models, we establish (1) with an ex-
plicitly constructed cohomological vector using classical invariant
theory, and hence proves the non-vanishing results of Sun in [24,
Theorem 5.1] via a completely different method.
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1. Introduction
Let k be a number field, and A be the ring of adeles of k. Let π be
an irreducible cuspidal automorphic representation of the general linear
group GL2n(A). The standard L-function L(s, π ⊗ χ) of π, twisted by
an idele-class character χ of k×, was first studied by R. Godement and
H. Jacquet in 1972 ([8]), and then by the Rankin-Selberg convolution
method of Jacquet, I. Piatetski-Shapiro and J. Shalika in 1983 ([13]).
In 1993, S. Friedberg and Jacquet found in [7] a new global zeta integral
for L(s, π ⊗ χ), assuming that π has a non-zero Shalika period.
Let ω = ωπ be the central character of π and take an idele-class
character η such that ηn ·ω = 1. The global zeta integral Z(ϕπ, χ, η, s)
of Friedberg-Jacquet is given by
(1.1)
∫
[GLn×GLn]
ϕπ(
(
g1 0
0 g2
)
)|
det g1
det g2
|s−
1
2χ(
det g1
det g2
)η(det g2)dg1dg2,
where [GLn×GLn] := Z2n(A)(GLn(k)×GLn(k))\(GLn(A)×GLn(A)),
with Z2n the center of GL2n. In [7, Proposition 2.3], it is proved that
Z(ϕπ, χ, η, s) converges absolutely for all s ∈ C and for Re(s) suffi-
ciently large, it is equal to the absolutely convergent integral
(1.2) Z(Vϕπ , χ, s) :=
∫
GLn(A)
Vϕπ
(
g 0
0 In
)
χ(det g)| det g|s−
1
2dg
where Vϕπ is the global Shalika period of ϕπ that is defined as follows.
Let S be the Shalika subgroup of GL2n consisting of matrices of the
form
s(x, g) =
(
In x
0 In
)(
g 0
0 g
)
where x ∈ Matn and g ∈ GLn. Define θη(s(x, g)) := η(det g)ψ
−1(Tr(x))
with a non-trivial additive character ψ of k\A. The Shalika period of
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ϕπ is defined by
Vϕπ(h) :=
∫
Z2n(A)S(k)\S(A)
ϕπ(s(x, g)h)θη(s(x, g))ds.
By the local uniqueness of the Shalika model ([22], [4], and [5]), for
the factorizable ϕπ = ⊗vϕv, one has that Vϕπ(h) =
∏
v Vϕv(hv) with
Vϕv(hv) being the local Shalika function associated to the local Shalika
model at each place v, and an euler product decomposition:
Z(Vϕπ , χ, s) =
∏
v
Zv(Vϕv , χv, s)
where the local zeta integrals are defined by
(1.3) Zv(Vϕv , χv, s) :=
∫
GLn(kv)
Vϕv
(
g 0
0 In
)
χv(det g)| det g|
s− 1
2
v dg.
Furthermore, it is proved that the local zeta integral Zv(Vϕv , χv, s) is a
holomorphic multiple of the local L-function L(s, πv⊗χv) ([7] and [4]).
It is clear that the Friedberg-Jacquet global zeta integral for L(s, π⊗χ)
is another natural generalization of the classical Hecke-type global zeta
integral of Jacquet-Langlands for GL2 ([12]).
Among the three constructions of different global zeta integrals for
L(s, π⊗χ), it seems that the Friedberg-Jacquet global zeta integral for
L(s, π⊗χ) is better for applications with π being cohomological, since
the construction is closely related to the generalized modular symbols
([1] and [14]). We refer to [14] for more detailed discussions of the
applications of the Friedberg-Jacquet integrals to the period relations
of the critical values at different critical places for the automorphic
L-functions L(s, π ⊗ χ). For such important applications, it is techni-
cally very essential to establish the following properties related to the
Friedberg-Jacquet integral for L(s, π ⊗ χ):
(1) Non-vanishing Hypothesis: The modular symbol at infinity
is non-zero.
(2) Uniform Cohomological Test Vector: The archimedean lo-
cal zeta integral Zv(Vϕv , χv, s) admits a uniform cohomological
test vector ϕv in the sense that
Zv(Vϕv , χv, s) = L(s, πv ⊗ χv)
holds as a meromorphic function of s ∈ C.
For (1), B. Sun establishes in [24, Theorem 5.5] the non-vanishing hy-
pothesis for real case by showing the existence of certain cohomological
test vectors. For (2), the best result to the date is Sun’s existence of
cohomological test vector in [24, Theorem 5.1], which shows that for
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any irreducible essentially tempered cohomological Casselman-Wallach
representation πv of GL2n(R) and every s ∈ C, there exists a cohomo-
logical vector ϕv,s, depending on s, such that the normalized Friedberg-
Jacquet integral
1
L(s, πv ⊗ χv)
Zv(Vϕv,s, χv, s) = 1.
As explained [14], this is not enough to obtain the global period relation
of the critical values of the twisted standard L-functions L(s, π⊗χ) at
different critical places.
The objective of this paper is to develop a constructive approach
towards Problems (1) and (2), which is complementary to the approach
taken by Sun in [24]. In this paper, we do the real case, and leave the
complex case to [18], which is similar, but has extra complications.
In the process of our understanding of the archimedean local zeta
integrals of Friedberg-Jacquet, we find a new type of local integrals,
which produce new linear functionals Λs,χ and give a different exp-
pression of the linear models for GL2n(R). The explicitly constructed
cohomological test vector, which is the most technical work of this pa-
per (Section 4), turns out to be a uniform cohomological test vector
that relates Λs,χ and the local twisted standard L-function L(s, π⊗χ).
With the known relation between the linear models, the Shalika models
and the local zeta integrals of Friedberg-Jacquet, we deduce our main
result (Theorem 1.2), which recovers the non-vanishing result of Sun in
[24, Theorem 5.1], with explicitly constructed cohomological test vec-
tors. Meanwhile, Theorem 1.2 shows that our explicitly constructed
cohomological test vectors give a solution to Problem (2) on uniform
cohomological test vector for the archimedean local zeta integral of
Friedberg-Jacquet, up to an exponential type function in s. This expo-
nential type function in s will be removed with full details, including the
complex case, in [14], which will lead to a complete proof of the global
period relation of critical values of the twisted standard L-functions
at different critical places for irreducible, regular algebraic, cuspidal
automorphic representations of GL2n of (generalized) symplectic type
([14]).
1.1. Cohomological representations of GL2n(R). LetG = GL2n(R),
and K = O2n(R) be the maximal compact subgroup of G. Let B be
the Borel subgroup of G consisting of all upper-triangular matrices in
G. We fix the usual root system of G so that B contains all simple
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root vectors. Then the half sum of all positive roots, denoted by ρ, is
(1.4) ρ = (
2n− 1
2
,
2n− 3
2
, · · · ,
3− 2n
2
,
1− 2n
2
).
It is clear that all standard parabolic subgroups of G are in one-to-one
correspondence with the ordered partition of 2n. For instance, when
n = 2, we regard 4 = 1 + 3 and 4 = 3 + 1 as different partitions. Ac-
cordingly, they correspond to standard parabolic subgroups of GL4(R)
whose Levi subgroups are GL1(R) × GL3(R) and GL3(R) × GL1(R)
respectively.
Set
H =
{(
g1
g2
) ∣∣∣g1, g2 ∈ GLn(R)} ≃ GLn(R)×GLn(R).
Denoted by Z the center of G. Let d be the dimension of the quotient
space Lie(H)/Lie((K ∩ H)Z), where Lie(H) is the Lie algebra of H .
Then
(1.5) d = n2 + n− 1,
which, as suggested by [2] and exhibited in [9, Section 3.4], is the di-
mension of the modular symbol generated by the closed subgroup H .
To fix notation, from now on, we will use capital letters G,H etc. for
certain Lie groups, G0, H0 etc. for their identity components, German
letters g, h etc. for their Lie algebras, and gC, hC for the complexifica-
tions of the Lie algebras.
Let Fν be a highest weight representation of GL2n(C) with highest
weight ν, which can be written as a vector of the following type:
(1.6) ν = (ν1, ν2, · · · , ν2n) ∈ Z
2n,
with ν1 ≥ ν2 ≥ · · · ≥ ν2n. The non-vanishing hypothesis involved
in the above applications suggests that in this paper we only need to
consider the irreducible essentially tempered Casselman-Wallach rep-
resentations (π, Vπ) of GL2n(R) with property that the total relative
Lie algebra cohomology
H∗(g, K0Z0, π ⊗ F∨ν )
is non-zero. By abuse of notation, we also use π for its underlying
(g, K)-module when no confusion arises.
Now we recall the Langlands parameter for π. (For a general refer-
ence, see [6, Section 3]. Also see [19, Section 3.1] and [9, Section 3.4].)
If the cohomology group
(1.7) Hj(g, K0Z0, π ⊗ F∨ν )
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is nonzero, then the highest weight ν satisfies the following purity con-
dition:
(1.8) ν1 + ν2n = ν2 + ν2n−1 = · · · = ν2n + ν1 := m ∈ Z.
The integer m is exactly the integer w in [19, Section 3.1.4] and [9,
Section 3.4]. We save the notation w for Weyl elements. Moreover, we
must also have that
n2 ≤ j ≤ n2 + n− 1.
One should observe that the top non-vanishing degree n2 + n − 1 is
exactly the dimension of the modular symbol d defined in (1.5). This
is the key numerical coincidence, with which Sun is able to prove the
non-vanishing of cohomological maps based on non-vanishing of one
archimedean integral.
Given a highest weight ν and an integer m satisfying (1.8), we define
(1.9) ~l := 2ν + 2ρ− (m,m, · · · , m),
where ρ is given in (1.4). If we write ~l = (l1, l2, · · · , l2n), then
(1.10) li = νi − ν2n+1−i + (2n+ 1− 2i) for all 1 ≤ i ≤ 2n.
We note that all li share the same parity, which is different from the
parity of m. For each positive integer k, we write Dk for the rela-
tive discrete series of GL2(R) with quadratic central character whose
minimal K-type has highest weight k + 1. Denote by ηk the central
character of Dk, which is given by
(1.11) ηk =
{
id if k is odd;
sgn if k is even.
The cohomological representation π must be isomorphic to the normal-
ized parabolically induced representation
(1.12) π ≃ IndGPDl1| |
m
2 ⊗Dl2| |
m
2 ⊗ · · · ⊗Dln| |
m
2 ,
where P is the standard parabolic subgroup of G associated with the
partition [2n]. The central character ωπ of π takes the form
(1.13) ωπ(aI2n) =
{
|a|mn if m is even;
|a|mn(sgn(a))n if m is odd.
We define a character ω of R× as follows:
(1.14) ω(a) =
{
|a|m if m is even;
|a|msgn(a) if m is odd.
Then ω is exactly the central character of Dli | |
m
2 , for all i and
ωπ(aI2n) = (ω(a))
n. Clearly, the restriction of ω on {±1}, denoted
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by ω0, is trivial when m is even; and is the sign character when m is
odd. The highest weight of the minimal K-type of π, which is denoted
by τ , is (l1+1, l2+1, · · · , ln+1). We will explain the highest weight for
K = O2n(R) with more details in Subsection 4.2. The above discussion
can be summarized in the following proposition.
Proposition 1.1. Let (π, Vπ) be an irreducible essentially tempered
Casselman-Wallach representation of G with property that
H∗(g, K0Z0, π ⊗ F∨ν ) 6= 0.
Then π is equivalent to the normalized induced representation
IndGPDl1| |
m
2 ⊗Dl2| |
m
2 ⊗ · · · ⊗Dln| |
m
2 ,
as given in (1.12), and with the central character ωπ being given in
(1.13). Moreover, the minimal K-type τ of π has the highest weight
(l1 + 1, l2 + 1, · · · , ln + 1).
1.2. Shalika model and linear model. Let F = R or C. Let us fix
a non-trivial unitary character ψ of F and a multiplicative character
ω˜ of F×. For any positive integer n′, we say a Casselman-Wallach
representation σ of GL2n′(F ) has a non-zero (ω˜, ψ)−Shalika model if
there exists a non-zero continuous linear functional λ on the Fre´chet
space Vσ, which is called a Shalika functional, such that
(1.15) 〈λ, π(
(
In′ Y
In′
)(
g
g
)
)v〉 = ω˜(det g)ψ(Tr(Y ))〈λ, v〉,
for any v ∈ Vσ, g ∈ GLn′(F ) and any n
′ × n′ matrix Y ∈ Matn′(F ). In
Section 2, we will show (in Theorem 2.1) that the normalized parabolic
induction from two representations with non-zero (ω˜, ψ)−Shalika mod-
els also admits a non-zero (ω˜, ψ)−Shalika model. The existence of the
(ω˜, ψ)−Shalika model of the parabolic induction should be viewed as a
direct archimedean analogue of [21, Theorem 1.1]. As a consequence, if
we apply F = R and ω˜ = ω, the central character of each Dlj | |
m
2 , we
can conclude that the representation π as in Proposition 1.1 also has
a non-zero (ω, ψ)−Shalika model. In the literature, the uniqueness of
Shalika functional is proved in [4, Theorem 1.1] when ω˜ is trivial. For
the general case, the same result is confirmed in [5, Theorem A]. For a
character χ of R×, the local archimedean integral of Friedberg-Jacquet
at real place as in (1.3) can be re-written as
(1.16) Z(v, s, χ) =
∫
GLn(R)
〈λ, π(
(
g
In
)
)v〉|det g|s−
1
2χ(det g)dg
for v ∈ Vπ. We note that when both χ and ωπ are trivial, the integral
in (1.16) is exactly the local integral considered in [2].
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By [4, Theorem 3.1], the integral (1.16) converges absolutely when
Re(s) is sufficiently large. Z(v, s, χ) is a homomorphic multiple of
L(s, π ⊗ χ) in the sense of meromorphic continuation and there exists
a smooth vector v ∈ Vπ such that Z(v, s, χ) = L(s, π ⊗ χ). Thus
whenever s = s0 is not a pole of L(s, π ⊗ χ), Z(v, s, χ) has no pole at
s = s0. This implies that the map: v 7→ Z(v, s0, χ) defines a nonzero
element in
HomH(Vπ, |det|
−s0+
1
2χ−1(det)⊗ |det|s0−
1
2 (χω)(det)),
which is called the space of twisted linear functionals of π. The unique-
ness of the twisted linear model is proved in [5]. In our scenario, we
apply [5, Theorem B] and conclude that for all but countably many
characters χ,
(1.17) dim HomH(π, |det|
−s0+
1
2χ−1(det)⊗ |det|s0−
1
2 (χω)(det)) ≤ 1.
In fact, if |det|−s0+
1
2χ−1(det) ⊗ |det|s0−
1
2 (χω)(det) is a good character
of H , then (1.17) holds. For the precise definition of a good character
of H , we refer to [5]. Finally we remark that when χ and ω are both
trivial and s0 =
1
2
, the uniqueness theorem is proved in [3].
1.3. Cohomological test vectors and non-vanishing property.
As explained above, any irreducible essentially tempered Casselman-
Wallach representation π of G with non-zero cohomology must be of
the form given in Proposition 1.1, and such a π must have a non-
zero Shalika model. Yet, even with an explicit vector v ∈ Vπ, the
Shalika function 〈λ, π(
(
g
In
)
)v〉 is hard to evaluate, let alone the
local Friedberg-Jacquet integral Z(v, s, χ). Alternatively, we construct
explicitly another twisted linear functional Λs,χ given by an explicit
integral in (3.10). The advantage of this newly constructed twisted
linear functional is that the value of Λs,χ at a vector f ∈ Vπ with a
certain rightK∩H-equivariance (realize f as a function using parabolic
induction) is easy to compute once we know the value of f at one certain
Weyl element w (see (3.12)). We recall that when π is cohomological,
a cohomological vector v of π is defined to be a vector v belonging to
the minimal K-type τ of π. Thus, to prove the non-vanishing result of
Friedberg-Jacquet integral Z(v, s, χ), it suffices to construct explicitly
a function f ∈ Vπ in the minimal K-type τ with a certain right K ∩H-
equivariance, which is a highly non-trivial task.
Let us only outline the key ingredients in the explicit construction
of the cohomological vector f ∈ Vπ.
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(1) With some reductions discussed in Subsection 4.1 via the com-
pact induction model, it suffices to construct a C-valued func-
tion, which will be denoted by ϕ ~N,χ0⊗χ0ω0(x), in the minimal
K-type of a certain induced representation πsc defined in (4.8).
(2) According to the representation theory of compact Lie groups,
we have the fact that under the left K-action, if a function ϕ is
a lowest or highest weight vector of an irreducible K-submodule
α of C∞(K), then it generates α∗ under the right K-action. See
Lemma 4.5.
(3) Via Lemma 4.5 and the classical invariant theory, we can con-
struct a weight-building function Fwt, ~N(x) ∈ C
∞(K) in Corol-
lary 4.9, which will help us build up the weight of ϕ ~N,χ0⊗χ0ω0(x).
Two determinant functions Fleft(x), Fright(x) that govern the
right (K ∩H)-equivariance are constructed in Proposition 4.10.
Then define ϕ ~N,χ0⊗χ0ω0(x) to be a product of them (see Theo-
rem 4.12).
The explicit construction of the cohomological vector v = f(k) as in
Corollary 4.13 based on ϕ ~N,χ0⊗χ0ω0 leads to the main theorem of this
paper:
Theorem 1.2 (Main Theorem). Let (π, Vπ) be an irreducible essen-
tially tempered Casselman-Wallach representation of G with property
that
H∗(g, K0Z0, π ⊗ F∨ν ) 6= 0,
and Λs,χ be the linear functional on Vπ defined in (3.10). Then the
following hold.
(1) Whenever s is not a pole of the L-function L(s, π ⊗ χ),
Λs,χ ∈ HomH(π, |det|
−s+ 1
2χ−1(det)⊗ |det|s−
1
2 (χω)(det)).
(2) There exists a cohomological vector v = f(k) as explicitly con-
structed in Corollary 4.13 such that as a meromorphic function
of s ∈ C,
1
L(s, π ⊗ χ)
Λs,χ(v) = 1.
Remark 1.3. It turns out that the integral Λs,χ constructed in this
paper is exactly the Friedberg-Jacquet integral, up to suitable normal-
ization of Haar measures. The proof will be given in [14] with full
details, together with an application to the global period relations of
critical values of the twisted standard L-functions at different critical
places.
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The most technical parts of the paper are: one is to construct the
new linear functional Λs,χ in Section 3.2; and the other is the explicit
construction of the right cohomological vector v = f(k) of π belonging
to the minimal K-type and having the desired property in Section 4.
Finally, we would like to thank Lei Zhang for helpful conversation
during our preparation of this paper, and thank Binyong Sun for send-
ing us his preprints [5] and [24] when we were writing up this paper.
We would also like to thank the referee for very helpful comments and
suggestions.
2. Cohomological Representations and Shalika Models
The goal of this Section is to prove a hereditary property of Shalika
models with respect to normalized parabolic induction. Let us first
start from the case of GL2. For future applications, we will consider
both the real case and complex case in this Section, i.e. F = R or C.
Suppose that we have l Freche´t spaces V1, V2, · · · , Vl. Let λj be a
continuous linear functional on Vj (j = 1, 2, · · · , l). Then
⊗l
j=1 λj is
a continuous linear functional on the projective tensor space
⊗̂l
j=1Vj,
which is also a Fre´chet space.
Let σ be a generic Casselman-Wallach representation of GL2(F ) with
a central character ωσ. We fix a nontrivial unitary character ψ of F .
Then σ admits a non-zero Whittaker model W(σ, ψ), i.e. there exists
a continuous linear functional λσ on the Fre´chet space Vσ such that
〈λσ, σ(
(
1 x
1
)
)v〉 = ψ(x)〈λσ, v〉.
Thus
〈λσ, σ(
(
1 x
1
)(
a
a
)
)v〉 = ωσ(a)ψ(x)〈λσ, v〉,
which exactly coincides with (1.15) for n = 1. Hence any such σ has a
non-zero (ωσ, ψ)−Shalika model.
The main theorem in this Section is formulated below, which can be
regarded as an archimedean analogue of [21, Theorem 1.1].
Theorem 2.1. Let F = R or C be an archimedean local field. Let ω be
a character of F× and ψ be a nontrivial unitary character of F . For two
even positive integers n1 = 2m1 and n2 = 2m2, take two Casselman-
Wallach representations π1 and π2 of GLn1(F ) and GLn2(F ), respec-
tively, and assume that both π1 and π2 have (ω, ψ)−Shalika models.
Then the normalized parabolic induction π := Ind
GLn1+n2(F )
Pn1,n2 (F )
π1⊗π2 also
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has a non-zero (ω, ψ)−Shalika model. Here Pn1,n2 is a standard para-
bolic subgroup of GLn1+n2 with its Levi part isomorphic to GLn1×GLn2.
The proof of Theorem 2.1 will occupy the rest of this Section. Our
proof is very similar to that of [21, Theorem 1.1], and we borrow some
continuity arguments from [14, Section 6.3]. We start with some esti-
mates on Shalika functionals.
Lemma 2.2. Let k be a positive integer and σ be a Casselman-Wallach
representation of GL2k(F ) with a Shalika functional λσ. Then there
exists a positive integer M0 with property that for any integer M ≥ M0
and any polynomial P on Matk(F ), there exists a continuous seminorm
βP,M , such that the following estimate
(2.1) |P (g)| · |〈λσ, σ(
(
g
Ik
)
)v〉| ≤ βP,M(v) · |det g|
−M
holds for all g ∈ GLk(F ) and v ∈ Vσ.
Proof. In [4], the authors consider the Shalika functional when ω (in
(1.15)) is trivial. Their proof of [4, Lemma 3.4] is still valid when
ω is non-trivial. Also, we note that in the proof of [4, Lemma 3.4],
the authors define a norm ‖·‖ on GL2k(F ) and use the fact that the
product ‖
(
g
Ik
)
‖M0 · |det g|M0 is a polynomial. Hence for any integer
M ≥M0, ‖
(
g
Ik
)
‖M0 · |det g|M is still a polynomial. Then a word-by-
word repetition of the proof of [4, Lemma 3.4] will confirm the lemma
here. We omit the details here. 
Corollary 2.3. With k, σ, and λσ as given in Lemma 2.2, there exists
an positive integer M0 and a real number m0 with property that for
any positive integer M ≥ M0, there exists a continuous seminorm βM
satisfying
(2.2) |〈λσ, σ(
(
g
h
)
)v〉| ≤ βM(v) · |det g|
−M |det h|M−m0,
for all g, h ∈ GLk(F ), and v ∈ Vσ.
Proof. Let ω = ω˜ be the character associated with the given Shalika
functional λσ as in (1.15). Then
(2.3) |〈λσ, σ(
(
g
h
)
)v〉| = |ω(deth)〈λσ, σ(
(
h−1g
Ik
)
)v〉|.
We deduce Corollary 2.3 by writing |ω(deth)| = |deth|m0 and applying
Lemma 2.2 to the case of P = 1. 
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Now we apply such general estimates to the case of Theorem 2.1 and
obtain the following estimate.
Corollary 2.4. Take n1 = 2m1, n2 = 2m2, π1, π2, and π as in The-
orem 2.1. Write m = m1 +m2 and denote by λ1, λ2 the Shalika func-
tionals on Vπ1, Vπ2. Write Km for the maximal compact subgroup of
GLm(F ). There exists a positive integer M0 and a real number m0
such that for any positive integer M ≥ M0, the following property
holds: there exists a continuous seminorm of qM on the Fre´chet space
Vπ, depending on M , such that for all f ∈ Vπ, the following estimate
|〈λ1 ⊗ λ2, π1(
(
Im1
a
)
)⊗ π2(
(
b
Im2
)
)f(
Im1 k
Im2
)〉|(2.4)
≤ |det a|M−m0 · |det b|−M · qM(f)
holds for any a ∈ GLm1(F ), b ∈ GLm2(F ) and k ∈ Km.
Proof. By Corollary 2.3, there exists a positive integer M0 with the
property that for any positive integer M ≥ M0, there exists a contin-
uous seminorm q′M on Vπ1⊗̂Vπ2 such that the following estimate holds
for all v ∈ Vπ1⊗̂Vπ2:
|〈λ1 ⊗ λ2, π1(
(
Im1
a
)
)⊗ π2(
(
b
Im2
)
)v〉|(2.5)
≤ |det a|M−m0 · |det b|−M · q′M(v).(2.6)
Define
(2.7) qM (f) := sup
k∈Kn
q′M(f(k)),
where Kn is the standard maximal compact subgroup of GLn(F ). We
refer the reader to [28, 10.1.1] for the Fre´chet topology of the parabol-
ically induced representation Vπ. Under such a Fre´chet topology, the
function qM defined in (2.7) is a continuous seminorm on Vπ. Thus, the
estimate (2.4) follows directly from (2.5). We are done. 
We also need a lemma on the diagonal matrix appearing in the Iwa-
sawa decomposition of a lower unipotent matrix.
Lemma 2.5. Let m1, m2 be two positive integers and set m = m1+m2.
Let u(x) :=
(
Im1
x Im2
)
be an element in the unipotent radical of the
lower parabolic subgroup of GLm(F ), and
u(x) = u(x)t(x)k(x)
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be its Iwasawa decomposition, where t(x) = diag(t1(x), t2(x), · · · , tm(x)),
with all ti(x) > 0. Here u(x) lives in the standard maximal unipotent
subgroup, k(x) lives in the maximal compact subgroup. Define also
(2.8)
a1(x) = diag(t1(x), t2(x), · · · , tm1(x)),
a2(x) = diag(tm1+1(x), tm1+2(x), · · · , tm(x)).
Write x =

x1
x2
...
xm2
, where each xj is a row vector in Fm1. Denote
by ‖·‖ the norm induced by the standard inner product in Fm1. Then
the following estimate holds
(2.9) (1+‖x1‖
2+‖x2‖
2+· · ·+‖xm2‖
2)
1
2 ≤ det(a2(x)) ≤
m2∏
j=1
(1+‖xj‖
2)
1
2
Proof. The following proof is a standard argument using the exterior
algebra. Let V := Fm be the vector space equipped with the standard
inner product. We also write ‖·‖ for the norm induced by this inner
product when there is no confusion on the dimension of the vector
space. Let e1, e2, · · · , em be the standard orthonormal basis of V .
Then every vector in V is regarded as a row vector. For any positive
integer p, the vector space
∧p V of the p-th exterior power of V is
equipped with a standard inner product 〈·, ·〉p defined by
〈v1 ∧ v2 ∧ · · · ∧ vp, w1 ∧ w2 ∧ · · · ∧ wp〉p := det(〈vi, wk〉).
Denote by ‖·‖p the norm induced by the inner product 〈·, ·〉p. Then
(2.10) ‖v1 ∧ v2 ∧ · · · ∧ vp‖p ≤ ‖v1‖ · ‖v2‖ · · · ‖vp‖
Under the inner product 〈·, ·〉p, all ei1 ∧ ei2 ∧ · · · ∧ eip (1 ≤ i1 < i2 <
· · · < ip ≤ n) form an orthonormal basis of
∧p V . The group GLm(F )
acts on V by right multiplication, and then induces an action on
∧p V .
Under such an action, the maximal compact subgroup preserves the
inner product 〈·, ·〉p. We also note that for any 1 ≤ i ≤ m and any u
in the standard maximal unipotent subgroup, one has
(ei ∧ ei+1 ∧ · · · ∧ em) · u = ei ∧ ei+1 ∧ · · · ∧ em·
Thus, using the Iwasawa decomposition u(x) = u(x)t(x)k(x), we obtain
that
(2.11) ‖(ei ∧ ei+1 ∧ · · · ∧ em)u(x)‖p = ti(x)ti+1(x) · · · tm(x).
14 CHENG CHEN, DIHUA JIANG, BINGCHEN LIN, AND FANGYANG TIAN
We also set x′j = (xj , 0) ∈ F
m for j = 1, 2 · · · , m2. Then for each
m1 < i ≤ m,
‖(ei ∧ ei+1 ∧ · · · ∧ em) · u(x)‖p(2.12)
= ‖(ei + x
′
i−m1) ∧ (ei+1 + x
′
i+1−m1) ∧ · · · ∧ (em + x
′
m2
)‖p.
In particular, when i = m1 + 1, we combine (2.10), (2.11) and (2.12),
and obtain that
(2.13) det(a2(x)) = tm1+1(x)tm1+2(x) · · · tm(x) ≤
m2∏
j=1
(1 + ‖xj‖
2)
1
2
We also have
‖(ei + x
′
i−m1
) ∧ (ei+1 + x
′
i+1−m1
) ∧ · · · ∧ (em + x
′
m2
)‖p(2.14)
≥ (1 + ‖xi−m1‖
2 + ‖xi+1−m1‖
2 + · · ·+ ‖xm2‖
2)
1
2 .
Thus, when i = m1 + 1, we find
det(a2(x)) = tm1+1(x)tm1+2(x) · · · tm(x)(2.15)
≥ (1 + ‖x1‖
2 + ‖x2‖
2 + · · ·+ ‖xm2‖
2)
1
2 .
This completes the proof of the Lemma. 
Proof of Theorem 2.1. To simplify our notation in this proof, we set
that n = n1 + n2 and m = m1 +m2. (These n and m have different
meanings from those in the Introduction.) Let λ1 and λ2 be the Shalika
functionals of π1 and π2 respectively. For each positive integer k, we
write Ik for the k × k identity matrix. We consider the Weyl element
w =

Im1 0 0 0
0 0 Im2 0
0 Im1 0 0
0 0 0 Im2

Take any function f ∈ Vπ, we consider the function Φ(g; f) on GLn
defined by
Φ(g; f) := 〈λ1 ⊗ λ2, f(w
−1g)〉.
Then Φ(g; f) = Φ(In; π(g)f). Arguing as [21, Lemma 3.1], we can
easily show that
(2.16) Φ(

Im1 0 x z
0 Im2 0 y
0 0 Im1 0
0 0 0 Im2
 g; f) = ψ(Tr(x) + Tr(y))Φ(g; f),
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and
(2.17) Φ(

Im1 x 0 0
0 Im2 0 0
0 0 Im1 y
0 0 0 Im2
 g; f) = Φ(g; f).
Now we consider the integral
(2.18) H(g; f) :=
∫
x∈Mm2×m1 (F )
Φ(

Im1 0 0 0
0 Im2 x 0
0 0 Im1 0
0 0 0 Im2
 g; f)dx.
Then H(g; f) = H(In; π(g)f). As [21, Lemma 3.2], we aim to show the
integral (2.18) converges absolutely. We also need to prove that the
linear map f 7→ H(In; f) is continuous under the Fre´chet topology of
Vπ. We write the integral (2.18) as
∫
x∈Mm2×m1 (F )
〈λ1 ⊗ λ2, f(w
−1

Im1 0 0 0
0 Im2 x 0
0 0 Im1 0
0 0 0 Im2
 g)〉dx.
Replacing f by π(w−1g)f , we only need to justify the absolute conver-
gence and the continuity property of
(2.19)
∫
x∈Mm2×m1 (F )
〈λ1 ⊗ λ2, f(

Im1 0 0 0
0 Im1 0 0
0 x Im2 0
0 0 0 Im2
)〉dx.
We define u(x) to be the m×m-matrix
(2.20) u(x) =
(
Im1
x Im2
)
.
Let u(x) = u(x)t(x)k(x) be the Iwasawa decomposition of u(x) in
GLm(F ) as in Lemma 2.5. We also define ti(x), a1(x), a2(x) as in
Lemma 2.5. We further decompose u(x) as
(2.21) u(x) = u3(x)
(
u1(x)
u2(x)
)
,
where u1(x) and u2(x) lives in the standard maximal unipotent sub-
group of GLm1(F ) and GLm2(F ) respectively, and u3(x) lives in the
standard unipotent radical of the parabolic subgroup of GLm(F ) of
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type (m1, m2). It follows (using the notation introduced in the proof
of Corollary 2.4) that
(2.22)
〈λ1 ⊗ λ2, f(ιc(
(
Im1 0
x Im2
)
))〉
=〈λ1 ⊗ λ2, f(ιc(
(
u1(x)a1(x)
0 u2(x)a2(x)
)
k(x))〉
=〈λ1 ⊗ λ2, δ(a1(x), a2(x))π1(ι2(u1(x)a1(x))π2(ι1(u2(x)a2(x))f(ιc(k(x))〉,
where δ(a1(x), a2(x)) is the modular character arising from equivariance
for the normalized parabolic induction. More precisely,
(2.23) δ(a1(x), a2(x)) = (det a1(x))
m2 · (det a2(x))
−m1 .
By Corollary 2.4, there exists a positive integer M0 and a real number
m0 with the property that for any positive integer M ≥ M0, there
exists a continuous seminorm qM on Vπ, the following estimate holds:
(2.24)
|〈λ1 ⊗ λ2, δ(a1(x), a2(x))π1(ι2(u1(x)a1(x))π2(ι1(u2(x)a2(x)))f(ιc(k(x))〉|
≤|det(a1(x))|
m2+M−m0 · |det(a2(x))|
−m1−M · qM (f).
Note that det(a1(x)) · det(a2(x)) = 1. Thus, combining (2.22) and
(2.24), and by the estimate (2.9) in Lemma 2.5, we can choose a suffi-
ciently large positive integer M such that
(2.25)
〈λ1 ⊗ λ2, f(ιc(
(
Im1 0
x Im2
)
))〉
≤|det(a2(x))|
−m1−m2−2M+m0 · qM(f)
≤(1 + ‖x1‖
2 + ‖x2‖
2 + · · ·+ ‖xm2‖
2)
1
2
(−m1−m2−2M+m0) · qM(f)
This implies that the integral (2.19) converges absolutely and defines a
continuous linear functional on Vπ. Thus, the integral (2.18) converges
absolutely and the linear functional f 7→ H(In; f) is continuous.
According to (2.16), we can see that
(2.26) H(In; π(
(
Im x
Im
)
)f) = ψ(Tr(x))H(In; f).
Denote by V − the lower unipotent subgroup consisting all matrices of
the form
v(x) :=

Im1 0 0 0
0 Im1 0 0
0 x Im2 0
0 0 0 Im2

EXPLICIT COHOMOLOGICAL TEST VECTORS FOR GL2n(R) 17
Let P := Pm1,m2 be the standard parabolic subgroup of GLm(F ) asso-
ciated with the partition m = m1+m2. The group GLm(F ) diagonally
embeds into GLn(F ) with image GL
△
m(F ). For any subgroup L of
GLm(F ) and any matrix x ∈ L, we also write L
△ and x△ for the image
of the embedding
L →֒ GLm(F ) →֒ GLn(F ).
Let p =
(
g1 x
g2
)
∈ P . Then by (2.17), it is easy to see that H(g; f)
also satisfies the following equivariant property:
(2.27) H(p△g; f) = ω(det p)δP (p)H(g; f)
Thus, we can find a test function ϕ(h△; f) ∈ C∞c (GL
△
m(F )) such that
(2.28) H(h△; f) =
∫
P
ϕ(p△h△; f)ω−1(det p)dlp
where dlp is the left Haar measure on P . Now we define a functional
S(f) on Vπ as follows:
(2.29) S(f) :=
∫
GLm(F )
ϕ(h△; f)ω−1(det h)dh.
We rewrite (2.29) as
(2.30)
S(f) =
∫
Km
∫
P
ϕ(p△k△; f)ω−1(det p)ω−1(det k)dlpdk
=
∫
Km
H(k△; f)ω−1(det k)dk.
It is clear that S(f) is well defined, i.e. the integral in (2.29) is con-
vergent and independent on the choice of ϕ(h△; f). Thus combining
(2.29), (2.30) and (2.26), we see
S(π(
(
h
h
)(
Im x
Im
)
)f) = ω(deth)ψ(Tr(x))S(f).
Thus, the linear map f 7→ S(f) satisfies the desired equivariant prop-
erty of a Shalika functional. Next, we show that this linear map is
non-zero.
To show this non-vanishing property, we use the Bruhat decompo-
sition of GLm(F ) in the integral (2.29). Let N
− be the unipotent
radical of the lower parabolic subgroup associated to the partition
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m = m1 +m2. Then we have that for all f ∈ Vπ,
(2.31)
S(f) =
∫
N−
∫
P
ϕ(p△n△; f)ω−1(det p)dlpdn
=
∫
N−
H(n△; f)dn
=
∫
V −
∫
N−
〈λ1 ⊗ λ2, f(v(x) · w
−1n△w · w−1)〉dndv(x)
Note that V − · w−1N−w is a subgroup of the unipotent radical U−
of the lower parabolic subgroup of GLn(F ) associated to the partition
n = n1 + n2. We choose a positive test function ϕ(g) ∈ C
∞
c (GLn(F ))
whose restriction to the subgroup V − ·w−1N−w is positive on a subset
with positive measure. Since λ1, λ2 are non-zero Shalika functionals,
we can find two vectors v1, v2 in Vπ1 and Vπ2 resp, such that
〈λ1, v1〉 6= 0, 〈λ2, v2〉 6= 0.
We define a function f˜ on U− by f˜(u−) = ϕ(u−)v1 ⊗ v2, and extend
it to a function on GLn(F ) by the equivariant property of the induced
representation π. Then the function
f0(g) := f˜(gw)
satisfies
(2.32)
S(f0) =
∫
V −
∫
N−
〈λ1 ⊗ λ2, f0(v(x) · w
−1n△w · w−1)〉 dndv(x)
=
∫
V −
∫
N−
〈λ1 ⊗ λ2, f˜(v(x) · w
−1n△w)〉 dndv(x)
= 〈λ1, v1〉 · 〈λ2, v2〉 ·
∫
V −
∫
N−
ϕ(v(x) · w−1nw)〉 dndv(x)
6= 0
Thus the map f 7→ S(f) is nonzero.
We finally check that the linear map f 7→ S(f) is continuous under
the Fre´chet topology of the induced representation. By (2.30),
(2.33) S(f) =
∫
Km
H(In; π(k
△)f)ω−1(det k)dk.
For any fixed k ∈ Km, the linear functional f 7→ H(In; π(k
△)f)ω−1(det k)
is continuous. It follows that with the fixed f ∈ Vπ, the function
k 7→ H(In; π(k
△)f)ω−1(det k) defined on Km is bounded, since Km is
compact. Thus, by the Uniform Boundedness Principle, the family of
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continuous linear functionals f 7→ H(In; π(k
△)f)ω−1(det k) indexed by
k ∈ Km is equicontinuous. Thus,
S(f) =
∫
Km
H(In; π(k
△)f)ω−1(det k)dk
is a continuous linear functional on Vπ.

Corollary 2.6. Any irreducible essentially tempered Casselman-Wallach
representation (π, Vπ) of G = GL2n(R) with
H∗(g, K0Z0, π ⊗ F∨ν ) 6= 0
has a non-zero Shalika model defined by the Shalika functional as in
(1.15).
It is clear that Corollary 2.6 follows from Theorem 2.1 and the ex-
ample on GL2(F ) discussed at the beginning of this section.
3. Cohomological Representations and Linear Models
According to Corollary 2.6, the cohomological representation π of
G = GL2n(R) as in Theorem 1.2 has a non-zero Shalika model, and
hence the archimedean local integral Z(v, s, χ) of Friedberg-Jacquet as
defined in (1.16) is nonzero. However, due to a lack of nice formula for
the Shalika functional, it is not easy to directly construct a cohomolog-
ical test vector for the Friedberg-Jacquet integral Z(v, s, χ). Instead,
we construct in this Section an explicit linear model Λs,χ, with which
it is easier to obtain a cohomological test vector, as discussed in the
next Section.
3.1. The GL2(R) case. Let us first review the work of A. Popa on the
GL2(R) case. We will only recall his results on discrete series, which
will be used in our further computation. For detailed discussion on the
principal series of GL2(R) and of GL2(C), we refer to his paper [23].
His work on GL2(C) is also very helpful in the complex case that will
be considered in [18].
In this Section, we fix a non-trivial unitary character ψ of R and a
character χ of R×. Let k be a positive integer and Dk be the relative
discrete series (which is assumed to be a Casselman-Wallach represen-
tation) in the Introduction. The minimal K-type of Dk (whose central
character is ηk) is denoted by τk. Then τk is a two dimensional irre-
ducible representation of O2(R). We can take basis vk and v−k of τk
such that vk and v−k are weight vectors with weight ±(k + 1) under
the action of SO2(R). Moreover, vk and v−k are related by the action
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of ǫ =
(
−1 0
0 1
)
, i.e. Dk(ǫ)vk = v−k. The two dimensional space τk
contains a one-dimensional subspace denoted by τ ǫ,χk (in [23], the no-
tation WT was used for this invariant subspace), which is spanned by
the vector vk + χ(−1)v−k. Note that
Dk(ǫ)(vk + χ(−1)v−k) = χ(−1)(vk + χ(−1)v−k).
Given an irreducible generic Casselman-Wallach representation σ of
GL2(R) with a Whittaker model W(σ, ψ), it is clear ([12]) that the
archimedean Hecke integral
(3.1) λs,χ,σ(v) :=
∫
R×
Wv(
(
a
1
)
)|a|s−
1
2χ(a)d×a.
has a meromorphic continuation to the whole complex plane. It is a
holomorphic multiple of the L-function L(s, σ ⊗ χ). Whenever s = s0
is not a pole of the L-function L(s, σ ⊗ χ), λs0,χ,σ defines a continuous
linear functional on σ. Now if apply to the case of σ = Dk, then
whenever s = s0 is not a pole, λs0,χ,Dk defines a nonzero element in
HomGL1(R)×GL1(R)(Dk, | |
1
2
−s0χ−1 ⊗ | |s0−
1
2ηkχ).
The non-vanishing property of λs0,χ,Dk can be deduced from the follow-
ing result of Popa (we will rephrase it using our notation):
Proposition 3.1. [23, Theorem 1] There exists a vector v ∈ τ ǫ,χk such
that when Re(s) is sufficiently large,
(3.2) λs,χ,Dk(v) = L(s,Dk ⊗ χ).
Since τ ǫ,χk is one-dimensional, we can normalize the basis so that
λs,χ,Dk(vk + χ(−1)v−k) = L(s,Dk ⊗ χ).
The same result also holds once we twist a determinant character on
the relative discrete series.
Corollary 3.2. Given α ∈ C, let σk := Dk ⊗ |·|
α and λs,χ,σk be the
continuous linear functional defined in (3.1). Then for every v ∈ Vσk ,
λs,χ,σk(v) is a holomorphic multiple of L(s, σk ⊗ χ). Whenever s = s0
is not a pole of L(s, σk ⊗ χ), λs0,χ,σk(v) defines a nonzero element in
HomGL1(R)×GL1(R)(σk, |·|
1
2
−s0χ−1 ⊗ |·|s0−
1
2 η˜kχ),
where η˜k = ηk|·|
α is the central character of σk. Moreover,
(3.3) λs,χ,σk(vk + χ(−1)v−k) = L(s, σk ⊗ χ).
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3.2. A new construction of linear model. In this Subsection, we
retain the notation in the Introduction and assume that n ≥ 2. Let π
be the parabolically induced representation in (1.12). In Section 2, we
have shown that π has a Shalika model (Corollary 2.6). Thus the local
integral (1.16) defines a twisted linear model of π, i.e. (1.16) defines a
non-zero element in
HomH(π, |det|
−s+ 1
2χ−1(det)⊗ |det|s−
1
2 (χω)(det))
whenever s is not a pole of the L-function, as we explained in the
Introduction. The goal of this Subsection is to construct another linear
model without using the Shalika model.
The basic idea comes from standard Bruhat theory. We first define a
Weyl element w. Let e1, e2, · · · , e2n be the standard basis of the vector
space R2n, where R2n is realized as a vector space of column vectors.
We consider the following Weyl element
(3.4) w := (e1, e3, · · · , e2n−1, e2, e4, · · · , e2n).
Denote by P the standard parabolic subgroup of G corresponding to
the partition [2n] of 2n, as before. We look at the homogeneous space
P\G and let H acts on P\G by right translation. It was shown in [20,
Proposition 3.4] that there are finitely many orbits. In this paper, it
is sufficient for us to consider the orbit P\PwH . By a direct matrix
computation, it is easy to show that the stabilizer is
w−1Pw ∩H = B1 ×B2,
where B1×B2 is the standard upper Borel subgroup of H = GLn(R)×
GLn(R). Thus the orbit P\PwH is homeomorphic to (B1×B2)\H . In
particular, the orbit P\PwH is closed. In the following, we are going
to construct an integral on this closed orbit which represents a linear
functional in
HomH(π, |det|
−s+ 1
2χ−1(det)⊗ |det|s−
1
2 (χω)(det)).
We still fix a character χ of R× as we did in Subsection 3.1. Let
P = MU be the Levi decomposition of P . Define H ′ = Ad(w)H .
Then H ′ is also isomorphic to GLn(R) × GLn(R). Let N = N1 × N2
be the unipotent radical of B1×B2. The standard maximal unipotent
subgroup N of H is mapped onto the standard maximal unipotent
subgroup N ′ of H ′. We notice that N ′ is a subgroup of U .
Take ϕ ∈ Vπ. Then ϕ is a smooth function on G with value in⊗̂n
i=1Vσi, where σi := Dli | |
m
2 . As we explained in the Introduction,
all li have the same parity, and hence all σi have the same central
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character ω (defined in (1.14)). For each i, whenever s = s0 is not a
pole of L(s, σi ⊗ χ), we denote by λs0,i the non-zero element in
HomGL1(R)×GL1(R)(σi, | |
1
2
−s0χ−1 ⊗ | |s0−
1
2ωχ)
as in Corollary 3.2.
To simplify notation, we define two characters of R×:
(3.5)
χ1,s(a) := |a|
1
2
−sχ−1(a),
χ2,s(a) := |a|
s− 1
2ω(a)χ(a).
Let us consider a function on G defined by
(3.6) Fs(g;ϕ) = 〈
n⊗
i=1
λs,i, ϕ(wg)〉.
Then Fs(g;ϕ) = Fs(I2n; π(g)ϕ). Since N
′ is a subgroup of U , it is easy
to check that for n1 ∈ N1, n2 ∈ N2,
Fs(
(
n1
n2
)
g;ϕ) = Fs(g;ϕ).
By the equivariance of λs,i, it is also easy to check the equivariance of
F (g;ϕ) on the torus: for all n × n diagonal invertible matrices a1, a2,
we have that
(3.7)
Fs(
(
a1
a2
)
g;ϕ) = δ
1
2
P (w
(
a1
a2
)
w−1) · χ1,s(det a1) · χ2,s(det a2)Fs(g;ϕ),
where the modular character can be explicitly computed as follows
(3.8) δ
1
2
P (w
(
a1
a2
)
w−1) = δB1(a1)δB2(a2).
It follows that Fs(g) satisfies a B1×B2−equivariant property: for any
(b1, b2) ∈ B1 × B2,
(3.9)
Fs(
(
b1
b2
)
g;ϕ) = δB1(b1)δB2(b2)χ1,s(det b1) · χ2,s(det b2) · Fs(g;ϕ).
Thus the following convergent integral defines a continuous linear func-
tional Λs,χ on Vπ
Λs,χ(ϕ) :=
∫
K∩H
Fs(
(
k1
k2
)
;ϕ)χ−11,s(det k1)χ
−1
2,s(det k2))dk1dk2.
It is easy to see that Λs,χ ∈ HomH(π, χ1,s(det)⊗ χ2,s(det)).
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In terms of ϕ, Λs,χ(ϕ) can be written as:
Λs,χ(ϕ) =
∫
H∩K
〈
n⊗
i=1
λs,i, ϕ(w
(
k1
k2
)
)χ−11,s(det k1)χ
−1
2,s(det k2)〉dk1dk2
= 〈
n⊗
i=1
λs,i, ϕ˜(w)〉,(3.10)
where ϕ˜ is obtained by averaging ϕ against χ−11,s(det k1)χ
−1
2,s(det k2) over
the compact group K ∩H . In particular, if ϕ satisfies the right K ∩H-
equivariant property:
(3.11) ϕ(g
(
k1
k2
)
) = χ0(det k1) · (χ0ω0)(det k2) · ϕ(g),
where χ0 (ω0 resp.) is the restriction of the character χ (ω resp.) on
{±1}, then
(3.12) Λs,χ(ϕ) = 〈
n⊗
i=1
λs,i, ϕ˜(w)〉 = 〈
n⊗
i=1
λs,i, ϕ(w)〉
The following Proposition gives the desired property of Λs,χ.
Proposition 3.3. For every ϕ ∈ Vπ, Λs,χ(ϕ) defined by (3.10) has
a meromorphic continuation in s to the whole complex plane. It is a
holomorphic multiple of L(s, π⊗χ) and defines an element in the space
HomH(π, χ1,s(det)⊗ χ2,s(det))
which is the same as HomH(π, |det|
−s+ 1
2χ−1(det)⊗|det|s−
1
2 (χω)(det)),
whenever s is not a pole of the L-function.
Proof. This is a direct consequence of Corollary 3.2. 
We close this Section by the following remark:
Remark 3.4. One should be able to prove that Λs,χ is a non-zero linear
functional by imitating the proof of Theorem 2.1. Since later, we will
prove a sharper result that Λs,χ does not vanish on the minimal K-type
τ of π, we will not discuss the non-vanishing property here.
4. Cohomological Vectors in the Induced Representation
The goal of this section is to explicitly construct a cohomological
vector of π with the desired non-vanishing property for Theorem 1.2.
We retain all notation in the Introduction. Since π (given in (1.12))
is realized as a parabolically induced representation, every function
f ∈ Vπ is determined by its value on the maximal compact subgroup
K. As (3.12) suggests, we only care about the value of cohomological
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function at the Weyl element w ∈ K as defined in (3.4). Thus, it is
convenient to work with the compact induction model of π. Let us
start with some reductions and outline our strategy of the construction
of the function in the minimal K-type.
4.1. Some reductions. Let π be the parabolically induced represen-
tation in (1.12), where P is the standard parabolic subgroup of G
corresponding to the partition [2n] with Levi decomposition P = MU .
Then M ∩K is just a product of n copies of O2(R). We write a general
element in (M ∩K)0 as
(4.1)
k(θ1, θ2, · · · , θn) = diag(
(
cos θ1 sin θ1
− sin θ1 cos θ1
)
, · · · ,
(
cos θn sin θn
− sin θn cos θn
)
).
For the component group of M ∩K, we write
(4.2) c(ǫ1, · · · , ǫn) = diag(
(
−1 0
0 1
) ǫ1−1
2
, · · · ,
(
−1 0
0 1
) ǫn−1
2
),
where all ǫi ∈ {±1}. For simplicity, for any representation ρ0 of
SO2(R), we write ρ0(θ) for ρ0(
(
cos θ sin θ
− sin θ cos θ
)
). We denote by χl,
for each integer l, the character of SO2(R) that sends
(
cos θ sin θ
− sin θ cos θ
)
to ei·lθ.
Set σj := Dlj | |
m
2 , and λj := λs,χ,σj to be the continuous linear
functional on σj defined by the local Hecke integral (3.1). Let τj be
the minimal K-type of σj . As described in Subsection 3.1, τj is a two
dimensional space, in which there exists a basis {vj , v−j} with property
that
(1) v−j = σj(
(
−1
1
)
)vj = τj(
(
−1
1
)
)vj ;
(2) σj(θ)vj = τj(θ)vj = e
i·(lj+1)θvj and σj(θ)v−j = τj(θ)v−j =
e−i·(lj+1)θv−j;
(3) 〈λj, vj + χ(−1)v−j〉 = L(s, σj ⊗ χ).
Denote by τ ǫ,χj the one dimensional subspace of τj spanned by the vector
vj + χ(−1)v−j . By [26, Proposition 8.1], the minimal K-type τ of π is
also the minimal K-type in the induced representation
(4.3) π0 := Ind
K
M∩Kτ1 ⊗ · · · ⊗ τn.
Every function f ∈ Vπ0 is a smooth function in C
∞(K, τ1 ⊗ · · · ⊗ τn)
satisfying the equivariant property:
(4.4) f(diag(k1, k2, · · · , kn)k) = (⊗
n
j=1τj(kj))f(k).
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It may not be convenient to work with vector-valued functions. By
using the basis of τ1 ⊗ τ2 ⊗ · · · ⊗ τn, we may obtain scalar valued
functions as follows: For every f ∈ C∞(K, τ1 ⊗ · · · ⊗ τn), we can write
(4.5) f(k) =
∑
fη1,η2,··· ,ηn(k)vη1 ⊗ vη2 ⊗ · · · ⊗ vηn ,
where the summation is taken over all possible choices ηj ∈ {±j} and
fη1,η2,··· ,ηn(k) ∈ C
∞(K).
Lemma 4.1. A smooth function f ∈ C∞(K, τ1 ⊗ · · · ⊗ τn) with basis
expansion (4.5) satisfies the equivariant property (4.4) if and only if
both
(4.6)
fη1,η2,··· ,ηn(k(θ1, θ2, · · · , θn)k) = (
n∏
j=1
ei·(lj+1)·sgn(ηj)θj )fη1,η2,··· ,ηn(k),
and
(4.7) fη1,η2,··· ,ηn(c(ǫ1, ǫ2, · · · , ǫn)k) = fǫ1η1,ǫ2η2,··· ,ǫnηn(k)
hold for all possible choices of ǫi ∈ {±1} and ηj ∈ {±j}. Consequently,
the map f 7→ f1,2,··· ,n defines a K-module isomorphism between π0 and
IndK(M∩K)0χl1+1 ⊗ χl2+1 ⊗ · · · ⊗ χln+1.
Proof. Let us assume that f satisfies the equivariant property (4.4).
Then f(k(θ1, θ2, · · · , θn)k) is equal to
(⊗nj=1τj(θj))
∑
all ηj∈{±j}
fη1,η2,··· ,ηn(k)vη1 ⊗ vη2 ⊗ · · · ⊗ vηn
=
∑
all ηj∈{±j}
fη1,η2,··· ,ηn(k) · (
n∏
j=1
ei·(lj+1)·sgn(ηj )θj ) · vη1 ⊗ vη2 ⊗ · · · ⊗ vηn .
By comparing the coefficients of each basis vector vη1 ⊗ vη2 ⊗ · · ·⊗ vηn ,
we get (4.6). The equivariant property of f with respect to c(ǫ1, · · · , ǫn)
can be obtained by the following calculation:
f(c(ǫ1, ǫ2, · · · , ǫn)k)
=(⊗nj=1τj(
(
−1 0
0 1
) ǫj−1
2
))
∑
all ηj∈{±j}
fη1,η2,··· ,ηn(k)vη1 ⊗ vη2 ⊗ · · · ⊗ vηn
=
∑
all ηj∈{±j}
fη1,η2,··· ,ηn(k)vǫ1η1 ⊗ vǫ2η2 ⊗ · · · ⊗ vǫnηn
=
∑
all ηj∈{±j}
fǫ1η1,ǫ2η2,··· ,ǫnηn(k)vη1 ⊗ vη2 ⊗ · · · ⊗ vηn .
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By comparing the coefficients for each basis vector, we get (4.7). On the
other hand, since O2(R) is a semidirect product of SO2(R) and Z/2Z,
once a function f(k) satisfies (4.6) and (4.7), one must have that f(k)
satisfies the desired equivariant property (4.4). This completes our
proof. 
Under theK-isomorphism in Lemma 4.1, once we construct a complex-
valued function f1,2,··· ,n in the minimal K-type τ0 of induced space
(4.8) πsc := Ind
K
(M∩K)0χl1+1 ⊗ χl2+1 ⊗ · · · ⊗ χln+1 ⊆ C
∞(K),
we can use the equivariant properties (4.6), (4.7) and the basis expan-
sion (4.5) to recover a vector-valued function f in the minimal K-type
τ of π0.
4.2. On certain minimal K-type functions. As explained in the
previous subsection, we only need to construct a scalar-valued function
in the minimal K-type of the induced representation πsc in (4.8). It
turns out that our construction fits in a more general framework that
may possibly be useful in other cases. Thus we would like to discuss
this general framework in this subsection and provide a detailed formula
of the desired cohomological test vector in π0 (see (4.3)) in the next
subsection.
In this Subsection, we set K ′ to be either a compact special uni-
tary group SUm or a compact unitary group Um, a compact special
orthogonal group SOm(R) or a compact orthogonal group Om(R), or
a compact symplectic group Sp(2m), for any integer m ≥ 1. Or even
more generally we may take K ′ to be a finite product of those compact
Lie groups. We fix once and for all a maximal torus T ′ of (K ′)0, and
obtain a positive root system Φ+((k′)C, (t′)C). It is well-known that all
irreducible representations of (K ′)0 can be parameterized by the high-
est weights, by the standard highest weight theory of compact groups
[15, Theorem 5.110]. Such a highest weight can be identified with a
certain number of integers in the decreasing order.
Remark 4.2. To be precise, the highest weights which we used in this
paper are analytically integral.
When passing from (K ′)0 to K ′, we need to clarify our parametriza-
tion of irreducible representations of each disconnected factor of K ′. It
is enough to clarify the ’highest weight’ of a irreducible representation
of Om(R) (m = 1, 2, · · · ), as they are the only disconnected simple
compact Lie groups among the list of compact groups we considered in
the previous paragraph.
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For odd orthogonal groups O2l+1(R) (l = 0, 1, 2 · · · ), as
O2l+1(R) ≃ SO2l+1(R)× (Z/2Z),
any irreducible O2l+1(R)-module σ is parameterized by µ[ξ], where µ =
(µ1 ≥ µ2 ≥ · · · ≥ µl) ∈ Z
l is the highest weight of σ0 when restricted on
SO2l+1(R); and ξ = id or sgn is a quadratic character of the component
group O2l+1(R)/SO2l+1(R). We call ν = µ[id] or µ[sgn] to be the highest
weight of σ.
Remark 4.3. In particular, when l = 0, we just say that [id] or [sgn]
are highest weights of the one-dimensional representation of the group
O1(R) = Z/2Z.
For even orthogonal groups O2l(R) (l = 1, 2 · · · ), the restriction of
an irreducible O2l(R)-module σ to SO2l(R) is either irreducible, or re-
ducible with two irreducible summands. If σ0 := σ|SO2l(R) is irreducible,
then the highest weight of σ0 has the form
µ = (µ1 ≥ µ2 ≥ · · · ≥ µl−1 ≥ 0) ∈ Z
l.
In this case, there are exactly two non-equivalent irreducible O2l(R)-
modules whose restriction to SO2l(R) has the above highest weight. To
distinguish them, we call ν := µ[ǫ] with ǫ = 1 or −1 to be the highest
weight σ. If σ0 is reducible, then it decomposes into two irreducible
SO2l(R)-modules with highest weights
(µ1, µ2, · · · , µl−1, µl), (µ1, µ2, · · · , µl−1,−µl) ∈ Z
l,
where
µ1 ≥ µ2 ≥ · · · ≥ µl−1 ≥ µl > 0.
In this case, we call
ν := (µ1 ≥ µ2 ≥ · · · ≥ µl−1 ≥ µl) ∈ Z
l
to be the highest weight of σ.
Remark 4.4. We would like to point out that the above summary for
orthogonal groups is well-known, for example, see [10, Section 5.5.5].
Accordingly, we have the notion of highest weight vector, and simi-
larly the notion of lowest weight vector of an irreducible representation
of orthogonal groups. Thus, the notion of highest and lowest weight
vectors of K ′ are now clear. When β is an irreducible K ′-module with
highest weight ν, we define χν to be the character of T
′ on the one-
dimensional space generated by any nonzero highest weight vector of
β.
Next, we will clarify the notion of Cartan component of the tensor
product of two irreducible K ′-modules. It suffices to clarify that for
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the orthogonal groups Om(R), as the Cartan component of the tensor
product of two irreducible representations of connected compact groups
is well-known. Suppose that (α,Wα) and (β,Wβ) are two irreducible
Om(R)-modules with two highest weight vectors vα ∈ Wα, vβ ∈ Wβ.
Then there exists a unique irreducible Om(R)-submodule of the tensor
productWα⊗Wβ , called the Cartan component ofWα⊗Wβ , generated
by vα ⊗ vβ. It is clear now that one can extend the notion of Cartan
component of the tensor product of two irreducible K ′-modules in a
natural way.
For any irreducibleK ′-module (β,W ) with highest weight ν, we write
(β∗,W ∗) for its dual representation and ν∗ for the highest weight of β∗.
It is well-known that as a K ′-module on the left, the space of K ′-finite
vectors C∞(K ′)fin is completely reducible, and
(4.9) C∞(K ′)fin =
⊕
α∈K̂ ′
α⊗ HomK ′(α,C
∞(K ′)fin),
where K̂ ′ stands for the unitary dual of K ′ as usual. Under the K ′-
action of C∞(K ′)fin on the right, the space HomK ′(α,C
∞(K ′)fin) carries
a natural K ′-action such that
HomK ′(α,C
∞(K ′)fin) ≃ α
∗
as K ′-modules. We summarize the above well-known result of repre-
sentation of compact groups as the following Lemma, which will be
used repeatedly in this Section.
Lemma 4.5. Suppose that under the left action of K ′, a function
f(x) ∈ C∞(K ′) generates an irreducible K ′-submodule α of C∞(K ′),
then under the rightK ′-action, it generates an irreducible K ′-submodule
of C∞(K ′) which is isomorphic to the dual representation α∗.
Suppose further that we have a closed subgroup C ′ of K ′.
Proposition 4.6. Let λW,endo be a C
′-invariant linear functional on
W ∗ ⊗W , i.e.
〈λW, endo, (β
∗ ⊗ β)(c′)v〉 = 〈λW, endo, v〉
for any c′ ∈ C ′, v ∈ W ∗ ⊗ W. Then for any highest weight vectors
w ∈ W , w∗ ∈ W ∗, the following function
(4.10) fW (x) := 〈λW,endo, β
∗(x−1)w∗ ⊗ β(x−1)w〉, x ∈ K ′,
is right C ′-invariant and lives in the induced representation IndK
′
T ′ χ
−1
ν χ
−1
ν∗ .
Moreover, if fW is nonzero, it generates a minimal K
′-type τ ′ of the
induced representation IndK
′
T ′ χ
−1
ν χ
−1
ν∗ , in which fW is a highest weight
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vector. In this case, the minimal K ′-type τ ′ is isomorphic to the Cartan
component of W ∗ ⊗W .
Proof. Right C ′-invariance of fW follows directly from the C
′-invariance
of the linear functional λW, endo. For any t ∈ T
′, we have
(4.11)
fW (tx) =〈λW,endo, β
∗(x−1t−1)w∗ ⊗ β(x−1t−1)w〉
=χ−1ν (t)χ
−1
ν∗ (t) · 〈λW,endo, β
∗(x−1)w∗ ⊗ β(x−1)w〉
=χ−1ν (t)χ
−1
ν∗ (t)fW (x).
Thus fW (x) ∈ Ind
K ′
T ′ χ
−1
ν χ
−1
ν∗ . By the Frobenius reciprocity law, the
Cartan component of W ∗ ⊗W is isomorphic to a minimal K-type of
IndK
′
T ′ χ
−1
ν χ
−1
ν∗ . It remains to check the last claim in the Proposition.
Let w1 ∈ W and w
∗
1 ∈ W
∗ be any two vectors. We define a smooth
function on K ′ by
(4.12) fW (x;w1, w
∗
1) := 〈λW, endo, β
∗(x−1)w∗1 ⊗ β(x
−1)w1〉.
It is straightforward to check that under the left K ′-action of C∞(K ′),
the map
W ∗ ⊗W → C∞(K ′)
w∗1 ⊗ w1 7→ fW (x;w1, w
∗
1)
is a K ′-intertwining operator. Together with (4.11), this implies that
if fW (x) defined in (4.10) is nonzero, then under the left action of
K ′, it generates an irreducible K ′-submodule of C∞(K ′) isomorphic
to the Cartan component of W ∗ ⊗W . Moreover, fW (x) is a highest
weight vector in this irreducible K ′-submodule. By Lemma 4.5, under
the right K ′-action, fW (x) generates an irreducible K
′-submodule of
C∞(K ′) isomorphic to dual of the Cartan component of W ∗⊗W . The
Proposition finally follows from the simple observation that W ∗ ⊗W
is a self-dual K ′-module. 
Similarly, we have the following Corollary, whose proof is the same
as that of Proposition 4.6, and will be omitted here.
Corollary 4.7. Given n irreducible K ′-module W1,W2, · · ·Wn, for
each j = 1, 2, · · · , n, let νj be the highest weight of Wj and a C
′-
invariant function fWj(x) be as in (4.10). For n non-negative integers
m1, m2, · · · , mn, define a character of T
′ via
χν :=
n∏
j=1
(χνjχν∗j )
mj .
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Then the smooth function
f(x;W1,W2, · · · ,Wn) :=
n∏
j=1
f
mj
Wj
(x)
is a C ′-invariant function in the induced representation IndK
′
T ′ χ
−1
ν . More-
over, if f(x;W1,W2, · · · ,Wn) is nonzero, it generates a minimal K
′-
type τ ′ of IndK
′
T ′ χ
−1
ν , in which f(x;W1,W2, · · · ,Wn) is a highest weight
vector. In this case, the minimal K ′-type τ ′ is isomorphic to the Cartan
component of
n⊗
j=1
(W ∗j ⊗Wj)
⊗mj .
4.3. On K ∩ H-equivariant cohomological test vectors. Let us
retain the notation in Subsection 4.1. Now we are fully ready to con-
struct explicitly a cohomological test vector in the minimal K-type τ
of π, with desired properties.
Set K ′ = K = O2n(R) and C
′ = H ∩ K = On(R) × On(R), where
n ≥ 2 is an integer. The maximal torus T ′ in the previous subsection
is chosen to be (M ∩K)0, which is isomorphic to a product of n copies
of SO2(R). We consider the standard representation of K
′ on V =
C2n, where every vector in V is realized as a column vector and the
group K acts by multiplication on the left. Take a standard basis
e1, e2, · · · , e2n in V . Then the dual representation V
∗ can be realized
as the space of row vectors with 2n entries, where an element x ∈ K
acts via multiplication by x−1 on the right. We take et1, e
t
2, · · · e
t
2n to be
the dual basis of V ∗. For each j = 1, 2, · · · , n,
(4.13) uj := e2j−1 − ie2j , u
∗
j := e
t
2j−1 − ie
t
2j
are weight vectors of V and V ∗ respectively with weight
[0, 0, · · · , 0, 1, 0, · · · , 0],
where 1 locates in the j-th position.
For each j = 1, 2, · · · , n, we consider the fundamental representation
βj of K on the spaceWj := ∧
jV . By [10, Theorem 5.5.13], when j 6= n,
the restriction of Wj on K
0 is irreducible with highest weight
[1, 1, · · · , 1, 0, · · · , 0],
where all the 1’s locate in the first j positions; when j = n, Wn is only
irreducible as a K-module (not a K0-module) whose highest weight is
[1, 1, · · · , 1].
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It is clear that the following linear functional on V ∗ ⊗ V is H ∩ K-
invariant:
(4.14) 〈λV,endo, v
∗ ⊗ v〉 := v∗
(
In
0n
)
v, v ∈ V, v∗ ∈ V ∗.
Thus, the H ∩K-invariant linear functional λV,endo induces an H ∩K-
invariant linear functional λWj ,endo on W
∗
j ⊗Wj defined as follows: for
every v1, v2, · · · , vj ∈ V , v
∗
1 , v
∗
2, · · · , v
∗
j ∈ V
∗, we define
(4.15)
〈λWj ,endo, (∧
j
l=1vl)
⊗
(∧jl=1v
∗
l )〉 :=
∑
s∈Sj
sgn(s)
j∏
i=1
〈λV,endo, v
∗
i ⊗ vs(i)〉,
where Sj is the symmetric group which permutes j symbols, and sgn(s)
is the sign of the permutation s, i.e. it is 1 if s is an even permutation,
and it is −1 if s is an odd permutation.
We take a highest weight vector of Wj :
u˜j := u1 ∧ u2 ∧ · · · ∧ uj
and a highest weight vector of W ∗j :
u˜j
∗ := u∗1 ∧ u
∗
2 ∧ · · · ∧ u
∗
j ,
where all u1, u2, · · · , uj, u
∗
1, u
∗
2, · · · , u
∗
j are defined in (4.13).
Corollary 4.8. For each j = 1, 2, · · · , n, the following smooth function
on K defined by
(4.16) fWj (x) := 〈λWj , endo, β
∗
j (x
−1)u˜j
∗ ⊗ βj(x
−1)u˜j〉
is right H ∩K-invariant, and lives in the induced representation
Weven,j = Ind
K
(M∩K)0 χ2 ⊗ χ2 ⊗ · · · ⊗ χ2︸ ︷︷ ︸
j copies
⊗id⊗ · · · ⊗ id.
Moreover,
fWj(w) = 1,
where w is the Weyl element defined in (3.4). Under the left K-action,
fWj(x) is a highest weight vector; and under the right K-action, it
generates a minimal K-type of Weven,j.
Proof. Only the equation fWj(w) = 1 needs to be checked, the other
statements follow directly from Proposition 4.6. Let w be the Weyl
32 CHENG CHEN, DIHUA JIANG, BINGCHEN LIN, AND FANGYANG TIAN
element in (3.4). Then
(4.17)
fWj(w) =〈λWj , endo, β
∗
j (w
−1)u˜j
∗ ⊗ βj(w
−1)u˜j〉
=
∑
s∈Sj
sgn(s)
j∏
l=1
u∗l · w
−1 ·
(
In
0n
)
· w · us(l)
By a direct matrix computation, it is easy to check that for any 1 ≤
l ≤ j,
u∗l · w
−1 ·
(
In
0n
)
· w · us(l) = δ
s(l)
l ,
where δkl is the standard Kronecker delta symbol. Thus, fWj(w) =
1. 
Corollary 4.9. Given a sequence of decreasing even integers
(4.18) ~N ′ := (N ′1 ≥ N
′
2 ≥ · · · ≥ N
′
n ≥ 0),
for each j = 1, 2, · · · , n, let smooth functions fWj(x) be constructed as
in (4.17). Then the function
Fwt, ~N ′(x) :=
(
n−1∏
j=1
fWj(x)
N′j−N
′
j+1
2
)
· fWn(x)
N′n
2
is right K ∩H-invariant, and lives in the induced representation
Weven, ~N ′ = Ind
K
(M∩K)0χN ′1 ⊗ χN ′2 ⊗ · · · ⊗ χN ′n.
Moreover, we have
Fwt, ~N ′(w) = 1
where w is the Weyl element defined in (3.4). Under the left K-action,
Fwt, ~N ′(x) is a highest weight vector; and under the right K-action, it
generates a minimal K-type of Weven, ~N ′.
Proof. The fact that F
wt, ~N ′
(w) = 1 follows directly from Corollary 4.8.
Thus, Corollary 4.9 follows directly from Corollary 4.7. 
Recall that χ and ω are characters of R×, χ0 and ω0 are the re-
strictions of the characters χ and ω on {±1}. Our goal is to con-
struct a C-valued function in the minimal K-type τ0 of πsc (defined
in (4.8)) satisfying the right K ∩ H-equivariance as in (3.11). In the
special case ω0 = χ0 = id, we set N
′
j = lj + 1 (j = 1, 2, · · · , n). Then
~N ′ = (N ′1, N
′
2, · · · , N
′
n) is a decreasing sequence of positive integers. By
Corollary 4.9, the function F
wt, ~N ′
(x) constructed therein is exactly the
right K ∩H-invariant vector in the minimal K-type τ0 of πsc. To take
care of the other cases, i.e. one of χ0, ω0 is non-trivial, we introduce
two more functions.
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Proposition 4.10. Let u∗j be as in (4.13) and the Weyl element w be
defined in (3.4). Define the following two functions on K:
(4.19) Fleft(x) := det


u∗1
u∗2
· · ·
u∗n
 · x · ( In0n
)
and
(4.20) Fright(x) := i
n · det


u∗1
u∗2
· · ·
u∗n
 · x · ( 0nIn
)
Then Fleft(w) = Fright(w) = 1. Under the left K-action, both Fleft(x)
and Fright(x) are highest weight vectors, while under the right K-action,
they both generate the minimal K-type of the induced representation
Wodd := Ind
K
(M∩K)0χ1 ⊗ χ1 ⊗ · · · ⊗ χ1.
Proof. By a straightforward matrix computation, one can check that
Fleft(w) = Fright(w) = 1 and that both Fleft(x) and Fright(x) live in the
induced representationWodd. It remains to show that Fleft(x) generates
the minimalK-type ofWodd. The proof for Fright(x) is exactly the same.
Note that u∗1 ∧ u
∗
2 ∧ · · · ∧ u
∗
n is a highest weight vector in the fun-
damental representation
∧n V ∗. Under the left K-action, Fleft(x) is a
highest vector and generate an irreducible submodule of C∞(K ′) iso-
morphic to
∧n V ∗. By Lemma 4.5, under the right K-action, Fleft(x)
generates an irreducible K-submodule of C∞(K ′) isomorphic to
∧n V .
Since the representation
∧n V has highest weight [1, 1, · · · , 1, 1], it is
isomorphic to the minimal K-type of Wodd. We are done. 
Definition 4.11. Let ~N := (N1, N2, · · · , Nn) be a sequence of positive
integers with the same parity in the decreasing order and ω be a char-
acter of Z/2Z. We say ~N is parity-compatible with ω0 if when N1 is
even, ω0 is trivial; and when N1 is odd, ω0 is the sign character.
For any decreasing sequence ~N ′ := (N ′1, N
′
2, · · · , N
′
n) of non-negative
even integers, recall the function Fwt, ~N ′(x) as constructed in Corollary
4.9 and the functions Fleft(x), Fright(x) as constructed in Proposition
4.10. Now we are ready to construct the right (K ∩ H)-equivariant
cohomological test vector in the induced representation πsc defined in
(4.8), based on these three types of functions.
Theorem 4.12. Let ~N := (N1, N2, · · · , Nn) be a sequence of posi-
tive integers with the same parity in the decreasing order, and ω0 be
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a character of Z/2Z that is parity-compatible with ~N , as in Definition
4.11. For any character χ0 of Z/2Z, define a function ϕ ~N,χ0⊗χ0ω0(x) ∈
C∞(K) as follows:
(1) If N1 is even and χ0 is trivial, set ϕ ~N,χ0⊗χ0ω0(x) := Fwt, ~N ′(x),
where N ′j = Nj, j = 1, 2, · · · , n.
(2) If N1 is even and χ0 is the sign character, set
ϕ ~N,χ0⊗χ0ω0(x) := Fwt, ~N ′(x)Fleft(x)Fright(x),
where N ′j = Nj − 2, j = 1, 2, · · · , n.
(3) If N1 is odd and χ0 is trivial, set
ϕ ~N,χ0⊗χ0ω0(x) := Fwt, ~N ′(x)Fright(x),
where N ′j = Nj − 1, j = 1, 2, · · · , n.
(4) If N1 is odd and χ0 is the sign character, set
ϕ ~N,χ0⊗χ0ω0(x) := Fwt, ~N ′(x)Fleft(x),
where N ′j = Nj − 1, j = 1, 2, · · · , n.
Then ϕ ~N,χ0⊗χ0ω0(x) lives in the minimal K-type of
IndK(K∩M)0χN1 ⊗ χN2 ⊗ · · · ⊗ χN2
and satisfies the right K ∩ H-equivariant property (3.11). Moreover,
ϕ ~N,χ0⊗χ0ω0(w) = 1, where w is the Weyl element defined in (3.4).
Proof. The fact that ϕ ~N,χ0⊗χ0ω0(x) lives in
IndK(K∩M)0χN1 ⊗ χN2 ⊗ · · · ⊗ χN2
and ϕ ~N,χ0⊗χ0ω0(w) = 1 follows directly from Corollary 4.9 and Proposi-
tion 4.10. The right (K ∩H)-equivariance can be checked in an ad-hoc
way by direct matrix computations, since Fwt, ~N ′(x) is right K ∩ H-
invariant. Here we only prove that ϕ ~N,χ0⊗χ0ω0(x) generates the minimal
K-type of
IndK(K∩M)0χN1 ⊗ χN2 ⊗ · · · ⊗ χN2 .
Note that F
wt, ~N ′
(x) constructed in Corollary 4.9 and the functions
Fleft(x), Fright(x) constructed in Proposition 4.10 are all highest weight
vectors under the left K-action. Under the left K-action, the function
ϕ ~N,χ0⊗χ0ω0(x) is also a highest weight vector and generates an irre-
ducible K-submodule of C∞(K) with highest weight (N1, N2, · · · , Nn).
The irreducible K-module with highest weight (N1, N2, · · · , Nn) is self-
dual. By Lemma 4.5, under the right K-action, ϕ ~N,χ0⊗χ0ω0(x) gener-
ates an irreducible K-submodule with highest weight (N1, N2, · · · , Nn),
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which is exactly the minimal K-type of the induced representation
IndK(K∩M)0χN1 ⊗ χN2 ⊗ · · · ⊗ χNn .

It is clear that once we set Nj := lj + 1, the function ϕ ~N,χ0⊗χ0ω0(x)
constructed in the above theorem must live in the minimal K-type of
the induced representation πsc as defined in (4.8). Hence, combining
with the reduction steps in Subsection 4.1, we obtain the following
direct corollary of Theorem 4.12.
Corollary 4.13. Let χ0, ω0 be the restriction of χ, ω on {±1} as in
(3.11). Let Nj := lj + 1 and ϕ ~N,χ0⊗χ0ω0 be the function constructed in
Theorem 4.12. Define f1,2,··· ,n = ϕ ~N,χ0⊗χ0ω0 and fη1,η2,··· ,ηn(k) by the
rules (4.7). Then, as defined in (4.5), the function
f(k) =
∑
fη1,η2,··· ,ηn(k)vη1 ⊗ vη2 ⊗ · · · ⊗ vηn
with the summation being taken over all possible choices ηj ∈ {±j},
belongs to the minimal K-type τ of π. Moreover, f(k) satisfies the
desired equivariant property (3.11).
Remark 4.14. By the above construction, f(k) depends on χ and ω.
5. Non-vanishing of Archimedean Local Integrals
With the explicit construction of the cohomological vector (see Sub-
section 4.3), we can analyze the local integrals Z(v, s, χ) (defined in
(1.16)) and Λs,χ(v) (defined in (3.10)) in detail. We retain all notation
in Subsection 4.3.
Theorem 5.1. Let f(k) be the cohomological vector constructed in
Corollary 4.13 and w be the Weyl element defined in (3.4). Then
f(w) = ⊗nj=1(vj + χ(−1)v−j).
As a consequence, as a meromorphic function of s ∈ C, 1
L(s,π⊗χ)
Λs,χ(f) =
1. Hence Λs,χ defines a non-zero element in
HomH(π, |det|
−s+ 1
2χ−1(det)⊗ |det|s−
1
2 (χω)(det)),
whenever s is not a pole of L(s, π ⊗ χ).
Proof. By Theorem 4.12, we have that ϕ ~N,χ0⊗χ0ω0(w) = 1, and hence
f1,2,··· ,n(w) = 1.
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Recall the matrix c(ǫ1, · · · ǫn) from (4.2). By (4.7),
fη1,η2,··· ,ηn(w) = f1,2,··· ,n(c(sgn(η1), sgn(η2), · · · , sgn(ηn))w)
=
n∏
j=1
χ(sgn(ηj)).
It follows that by (4.5)
f(w) =
∑
all ηj∈{±j}
fη1,η2,··· ,ηn(w)vη1 ⊗ vη2 ⊗ · · · ⊗ vηn
=
∑
all ηj∈{±j}
n∏
j=1
χ(sgn(ηj))vη1 ⊗ vη2 ⊗ · · · ⊗ vηn
= ⊗nj=1(vj + χ(−1)v−j).
By Corollary 4.13, f(k) satisfies the desired equivariant property (3.11).
As a direct consequence of (3.12) and Corollary 3.2, the following holds
for s ∈ C with sufficiently large real parts:
Λs,χ(f) = 〈
n⊗
i=1
λi, f(w)〉
= 〈
n⊗
i=1
λi,⊗
n
j=1(vj + χ(−1)v−j)〉
=
m∏
j=1
L(s,Dlj | |
m
2 ⊗ χ)
= L(s, π ⊗ χ).
Here the local L-function is obtained from the local Langlands corre-
spondence for GL2n(R), which we refer to [17] (also see [16] and [11]).
Thus, by meromorphic continuation, for all s ∈ C, 1
L(s,π⊗χ)
Λs,χ(f) = 1.
We are done. 
It is finally clear that Theorem 1.2 holds. As a consequence, we
can also show the non-vanishing of the archimedean Friedberg-Jacquet
integral Z(v, s, χ).
Corollary 5.2. There exists a holomorphic function G(s, χ) such that
Z(v, s, χ) = eG(s,χ)Λs,χ(v).
As a consequence, if v = f(k) is the cohomological vector constructed in
Corollary 4.13, then whenever s is not a pole of L(s, π⊗ χ), Z(v, s, χ)
does not vanish.
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Proof. By [5, Theorem B], for all but countably many s ∈ C where
L(s, π ⊗ χ) does not have a pole, one has
dim HomH(π, |det|
−s+ 1
2χ−1(det)⊗ |det|s−
1
2 (χω)(det)) ≤ 1.
Since for such pair (s, χ), both Z(v, s, χ) and Λs,χ defines a non-zero
element in
HomH(π, |det|
−s+ 1
2χ−1(det)⊗ |det|s−
1
2 (χω)(det)),
there exists a constant C(s, χ) (depending on s and χ) such that
(5.1) Z(v, s, χ) = C(s, χ)Λs,χ(v).
Since both Z(v, s, χ) and Λs,χ are meromorphic in s and χ, C(s, χ) is
also meromorphic in s, χ. Now we plug v = f(k) (the cohomological
vector constructed in Corollary 4.13) in (5.1), and by Theorem 5.1, we
obtain
C(s, χ) =
Z(f, s, χ)
Λs,χ(f)
=
Z(f, s, χ)
L(s, π ⊗ χ)
.
Thus, by [4, Theorem 3.1], C(s, χ) must be holomorphic. Similarly,
also by [4, Theorem 3.1], we can choose a smooth vector v0 such that
Z(v0, s, χ) = L(s, π ⊗ χ). Thus, using the same argument as above,
1
C(s, χ)
=
Λs,χ(v0)
L(s, π ⊗ χ)
must also be holomorphic, by Corollary 3.3. Hence C(s, χ) have no
zeroes. This implies that there exists a holomorphic function G(s, χ)
such that C(s, χ) = eG(s,χ). 
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