We consider a class of vector autoregressive (VAR) models with banded coefficient matrices.
Introduction
In this modern information age, the availability of large or vast time series data brings the opportunities with challenges to time series analysts. The demand of modelling and forecasting highdimensional time series arises from various practical problems such as panel study of economic, social and natural (such as weather) phenomena, financial market analysis, communication engineering. When the dimension of time series is large or merely moderately large, the statistical modelling is challenging as the vector autoregressive and moving average models suffer from the lack of identification, over-parameterization and flat likelihood functions. While pure vector autoregressive (VAR) models are perfectly identifiable, their usefulness is often compounded by a proper means of reducing the number of parameters.
In many practical situations it is often enough to collect the information from 'neighbour' variables. (The definition of neighbourhoods is case-dependent.) For example, sales, prices, weather indices or electricity consumptions (influenced by temperature) depend more on those at close range locations. The information from further locations may become redundant given that from neighbours. See, for example, se Can and Megbolugbe (1997) for a house price data example which exhibits such a dependence structure. In this paper, we propose a class of VAR models to cater for such dynamic structures. We assume that the autoregressive coefficient matrices are banded, i.e. non-zero coefficients form a narrow band along the main diagonal in each autoregressive coefficient matrix. The setting specifies explicit autoregression over neighbour component series only. Note that the non-zero cross correlations among all component series may still present, as the implied auto-covariance matrices are not banded. This is an effective way to impose sparse structure for high-dimensional VAR models, as the number of parameters in each autoregressive coefficient matrix is reduced from p 2 to O(p), where p denotes the dimension of time series. In practice, a banded structure may be employed by arranging the order of component series appropriately. Based on the imposed banded structure, we propose the least squares estimators for the autoregressive coefficient matrices, which attain the convergence rate p/n under the Frobenius norm and log p/n under the spectral norm when the dimension of time series p diverges together with the length of time series (i.e. the sample size) n.
In practice the maximum width of the non-zero coefficient bands in the coefficient matrices is unknown, which is called the bandwidth. We propose a marginal Bayesian information criterion (BIC) to identify the true bandwidth. It is shown that this criterion leads to consistent bandwidth determination when both n and p tend to infinity.
We also address the estimation for the autocovariance functions for high-dimensional banded VAR models. Although the autocovariance matrices of a banded VAR process are unlikely to be banded, they admit some asymptotic banded approximations when the covariance of innovations is also banded. Based on this property, the band-truncated sample autocovariance matrices are consistent estimators with the convergence rate log(n/ log p) (log p)/n, which is faster than the standard banding covariance estimators (Bickel and Levina, 2008) . See also Wu and Pourahmadi (2009) , and Bickel and Gel (2011) for the estimation for the banded covariance matrices for time series.
Most existing literature on high-dimensional VAR models draw inspiration and energy from the recent developments in 'large p small n' regression paradigm. For example, Hsu et al. (2008) proposed the Lasso penalization for subset autoregression. Haufe et al. (2009) introduced the group sparsity for coefficient matrices and advocated to use the group lasso penalization. A truncated weighted lasso penalization approach was proposed by Shojaie and Michailidis (2010) to exploring graphical granger causality in a VAR model. Song and Bickel (2011) proposed a lasso penalty for select the variables and lags simultaneously. Bolstad et al. (2011) inferred sparse causal networks through VAR processes and proposed a group lasso procedure. Kock and Callot (2012) established oracle inequalities for high-dimensional VAR. Han and Liu (2013) proposed an alternative Dantzig-type penalization and formulated the estimation problem into a linear program. Different from the above approaches, Davis et al. (2012) proposed a two-stage method based on partial coherence measure to identify sparse structures in autoregressive coefficient matrices. Their method belongs to the more traditional spectral approach for time series. Chen et al. (2013) studied sparse covariance and precision matrix in high dimensional time series under a general dependence structure.
The rest of this paper is organized as follows. Section 2 presents the banded VAR model and the associated estimation methods, including a BIC rule for determining the bandwidth parameter.
The asymptotic properties are established in Section 3. Section 4 deals with the estimation for autocovariance functions of banded VAR processes. Numerical illustration with both simulated and real data is reported in Section 5. All technical proofs are relegated to the Appendix.
Methodology

Banded VAR models
Let y t be a p × 1 time series process defined by
where ε t is the innovation at time t, Eε t = 0 and Var(ε t ) = Σ ε , and ε t is independent of
where a ( ) ij denotes the (i, j)-th element of A . Thus the maximum number of non-zero elements in each row of A is 2k 0 + 1 which is the bandwidth, and k 0 is called the bandwidth parameter. We always assume that k 0 ≥ 0 and d ≥ 1 are fixed integers, and p is much greater than both k 0 and d. Our goal is to determine the bandwidth parameter k 0 and to estimate the banded coefficient
For simplicity, we assume that the autoregressive order d is known, as the order determination problem has already been throughly studied and well-documented. See, e.g., Chapter 4 of Lütkepohl (2007) .
Under the condition det(I p −A 1 z −· · ·−A d z d ) = 0 for any |z| ≤ 1, model (2.1) admits a (weakly) stationary solution {y t }, where I p denotes the p × p identity matrix. Throughout this paper, y t is referred to this stationary process. If, in addition, ε t is i.i.d., y t is also strictly stationary.
In model (2.1), we do not require Var(ε t ) = Σ ε to be banded. But even it is, the autocovariance matrices are not necessarily banded; see (4.1) below. Therefore, the proposed banded model is applicable when the linear dynamics of each component series depends predominately on its neighbour series, though any pair components of y t may still be correlated at some time lags.
Estimating banded autoregressive coefficient matrices
Since each row of A has maximum 2k 0 + 1 non-zero elements, there are at most (2k 0 + 1)d regressors in each row on the RHS of (2.1). For i = 1, · · · , p, let β i be the column vector obtained by stacking the non-zero elements in the i-th rows of A 1 , · · · , A d together. Let τ i denote the length of β i . Then
Now (2.1) can be written as
where y i,t , ε i,t are, respectively, the i-th component of y t and ε t , and x i,t is the τ i ×1 vector consisting of the corresponding components of y t−1 , · · · , y t−d . Consequently, the least squares estimator of β i based on (2.4) admits the form
where y (i) = (y i,d+1 , · · · , y i,n ) T , and X i is an (n − d) × τ i matrix with x T i,d+j as its j-th row. By estimating β i for i = 1, · · · , p separately based on (2.5), we obtain the least squares estimators A 1 , · · · , A d for the coefficient matrices in (2.1). Furthermore, the residual sum of squares resulting from estimating the non-zero elements in the i-th rows of
We write RSS i as the function of k 0 to reflect the fact that the above estimation is based on the assumption that the bandwidth is (2k 0 + 1) in the sense of (2.2).
Determination of bandwidth
In practice the bandwidth is unknown and we need to estimate the bandwidth parameter k 0 . We propose to determine k 0 based on the marginal BIC defined as
where RSS i (k) and τ i (k) are defined, respectively, in (2.6) and (2.3), and C n > 0 is a constant which diverges together with n; see condition A2 below. We often take C n to be log(log n). The estimator for k 0 is now defined as 8) where K ≥ 1 is a prescribed integer.
3 Asymptotic properties
Regularity conditions
For any vector v = (v 1 , · · · , v j ) and matrix B = (b ij ), let
i.e. · q denotes the L q norm of a vector or matrix, and · F is the Frobenius norm for a matrix.
First we note that the VAR model (2.1) can be casted into the following VAR(1) form
where
Now some regularity conditions are in order.
A1. For A defined in (3.1), A 2 ≤ C and A j 0 2 ≤ δ j 0 , where C > 0, δ ∈ (0, 1) and j 0 ≥ 1 are constants free of n and p, and j 0 is an integer.
A2. With a ( ) ij be the (i, j)-th element of A , we assume that |a
A3. Let Σ 0 = Var(y t ) and Σ ii be the i-th diagonal element of Σ 0 . Assume that λ min (Σ 0 ) ≥ κ 1 and max 1≤i≤p |Σ ii | ≤ κ 2 for some positive constants κ 1 and κ 2 free of p, where λ min (·) denotes the minimum eigenvalue.
A4. The innovation process {ε t , t = 0, ±1, ±2, · · · } are i.i.d. with zero mean and covariance Σ ε .
Furthermore, one of the two assertions below holds.
(i) max 1≤j≤p E|ε j,t | 2q ≤ C and p = O(n β ), where q > 2, β ∈ (0, (q − 2)/4) and C > 0 are some constants free of n and p.
(ii) max 1≤j≤p E exp(t|ε j,t | 2α ) ≤ C for all t ∈ (0, t 0 ], and log p = o(n α 2−α ), where t 0 > 0, α ∈ (0, 1] and C > 0 are some constants free of n and p.
Condition A1 implies y t to be strictly stationary provided ε t is i.i.d.. Condition A1 also implies that for any j ≥ 1, A j 2 ≤ Cδ j with some constant C > 0 and δ ∈ (0, 1). The i.i.d assumption is not essential and it is imposed to simplify the proofs. Condition A2 ensures that the bandwidth (2k 0 + 1) are asymptotically identifiable as log(p ∨ n)/n is the minimum order of a non-zero coefficient to be identifiable; see, e.g., Luo and Chen (2013) . Condition A3 ensures that the covariance matrix Σ 0 is strictly positive definite. Condition A4 specifies the two asymptotic modes: (i) the high-dimension cases with p = O(n β ), and (ii) the ultra high-dimension cases with log p = o(n α 2−α ). Note that the larger p is, the faster the distribution tails of ε t decay under condition A4.
Asymptotic theorems
We first state the consistency of the BIC selector k, defined in (2.8), for determining the bandwidth
Since k 0 is unknown, we let k 0 = k in Section 2.2 for constructing the estimators. Theorem 2 below addresses to A 1 , · · · , A d constructed with k 0 estimated by k.
Theorem 2. Let conditions A1 -A4 hold. As n → ∞, it holds for j = 1, · · · , d that
Conditions A4(i) and A4(ii) impose a high moment condition and an exponential tail condition on the innovation, respectively. Of course, A4(ii) places a much stronger condition on the innovation than A4(i) in a sense that if the exponential condition in A4(ii) holds for a given α ∈ (0, 1], the moment condition in A4(i) is also true for any q. As a result, the asymptotic theory may allow the dimension p to grow polynomially or exponentially with sample size n under the corresponding cases in A4(i) or A4(ii), which is reflected by the different requirements on p in A4(i) and A4(ii).
Although the convergence rates in Theorem 2 have the same expressions in terms of n and p, due to the difference on the allowable growth of dimension p on sample sample n, the actual asymptotic framework set-up and convergence rates may be quite different under these two cases. For example, under Condition A4(i) we may allow p to grow like n β with β specified in A4(i) and obtain the convergence rate log n/n for A j under the spectral norm, while under Condition A4(ii) we can take p exponentially large as exp{n α/(2−α)−2 } with α specified in A4(ii) and a small but fixed positive constant and get the convergence rate n α/(4−2α)− −1/2 for A j under the spectral norm.
Estimation for auto-covariance functions of banded VAR
For the banded VAR process y t defined by (2.1), the auto-covariance function Σ j = Cov(y t , y t+j ) is unlikely to be banded. For example for a stationary banded VAR(1) process, it can be shown that
Note that for any banded matrices B 1 and B 2 with bandwidths 2k 1 + 1 and 2k 2 + 1, the product B 1 B 2 is a banded matrix with the enlarged bandwidth 2(k 1 + k 2 ) + 1 in general. Thus Σ 0 presented in (4.1) is not a banded matrix. Nevertheless if Var(ε t ) = Σ ε is also banded (see condition A5 below), Theorem 3 below shows that Σ j can be approximated by some banded matrices.
A5. Matrix Σ ε is banded with bandwidth 2s 0 + 1 and Σ ε 1 ≤ C < ∞, where C, s 0 > 0 are constants free of p, and s 0 is an integer. 
where C 1 , C 2 , C 3 , C 4 are positive constants independent of r and p, and δ ∈ (0, 1) is specified in condition A1.
Theorem 3 can be intuitively illustrated with (4.1), i.e. Σ 0 for a banded VAR(1) process. Under
i is a banded matrix with bandwidth 2(2rk 0 + s 0 ) + 1. Condition A1 ensures that the norms of the difference
Theorem 3 also paves the way to estimate Σ j by using the banding method of Bickel and Levina (2008) , as Σ j can be treated as a banded matrix with a bounded error. To this end, we define the banding operator as follows: for any matrix H = (h ij ), B r (H) = h ij I(|i − j| ≤ r) . Then the banding estimator for Σ j is defined as
where r n = C log(n/ log p), and C > 0 is a constant with C ≥ 4 −1 log δ −1 −1 . Theorem 4 below presents the convergence rates for Σ (rn) 0
and Σ (rn) j . The rates are faster than those presented in Bickel and Levina (2008) , due to the approximate banded structure presented in Theorem 3.
Theorem 4. Assume that the conditions A1 -A5 hold. Then as n → ∞ and p → ∞,
and
From a practical point of view, we need to select r in a data-driven way. A standard way to choose r n is to minimize the risk
and the oracle bandwidth is given by r nj = arg min r R j (r). In practice R j (r) is unavailable due to unknown Σ j . We replace it by an estimator obtained via a version of wild bootstrap. To this end, let u 1 , · · · , u n be i.i.d. with Eu t = Var(u t ) = 1. Then a bootstrap estimator for Σ j is defined as
For example, we may draw u t from the standard exponential distribution. Consequently the bootstrap estimator for R j (r) is defined as
We choose r nj to minimize R * j (r). In practice we use the approximation
where Σ * j,1 , · · · , Σ * j,q are q bootstrap estimates for Σ j , obtained by repeating the above wild bootstrap scheme q times, and q is a large integer.
Numerical properties
Simulations
In this section, we conduct simulation to evaluate the finite sample properties of the proposed methods in the VAR(1) model,
where {ε t } are independent and N (0, I p ). We consider two settings for the banded coefficient matrix A = (a ij ) as follows:
Since the spectral norm of A must be smaller than 1, we re-scale A by η · A/ A 2 , where η is generated from U [0.3, 1.0).
(ii) {a ij , |i−j| < k 0 } are generated independently from the mixture distribution ξ·0+(1−ξ)·N (0, 1) In Setting (ii), there are about 0.4(2k 0 +1)p non-zero elements within the band, i.e., A is more sparse than that in Setting (i).
We set n = 200, p = 100, 200, 400, 800, and k 0 = 1, 2, 3, 4. We repeat each setting 500 times. Table 1 lists the relative frequencies of the occurrence of the events { k = k}, { k > k 0 } and { k < k 0 } in the 500 replications. Overall there is tendency that k under-estimated k 0 , especially when k 0 = 3 or 4. (In fact when k 0 = 4, k chose 3 most times.) Note that the constraint A < 1 makes most non-zero elements small or very small when p is large. Only the coefficients at least as large as log(p ∨ n)/n are identifiable; see condition A2. It is also clear that the estimation performs better in Setting (ii) than in Setting (i), as condition A2 is more likely to hold at the boundaries of the band in Setting (ii).
The BIC (2.7) is defined for each row separately. One natural alternative would be
where τ (k) = (2p + 1)k − k 2 − k is the total number of parameters in the model. This leads to the estimator for the bandwidth parameter as follows.
Although this joint BIC approach can be shown to be consistent, its finite sample performance, reported in Table 2 , is worse that that of the marginal BIC (2.7). See also Table 1 .
We also calculate both L 1 and L 2 errors in estimating the banded coefficient matrix A. The means and the standard deviations of the errors for Setting (i) is reported in the left panel of Table   3 . In the right panel of Table 3 , we report the results from estimating A using the true values for the bandwidth parameter k 0 . The loss in the accuracy in estimating A caused by unknown k 0 is almost negligible. The results for Setting (ii) are similar, and are therefore omitted.
To evaluate the performance of the estimation for the auto-covariance matrices Σ 0 and Σ 1 , we set k 0 = 3, and the spectral norm of A at 0.8. Furthermore, ε t are independent and follow a multinormal distribution with mean zero and variance Σ ε , where Σ ε = (σ ij,ε ) and σ ij,ε = 0.8I(|i − j| = 1) + I(i = j). Table 4 lists the average estimation errors and the standard deviations over 100
replications, measured by matrix L 1 -norm. For the sake of comparison, we also report the results for a threshold estimator and the sample covariance estimator. For the banded estimator, we choose r which minimizes the bootstrap loss defined in (4.2) with q = 100. For the threshold estimator, the thresholding parameter is selected in the same manner. Table 4 shows clearly that the proposed banding method performs much better than the threshold estimator since it is directly adaptive to the underlying structure, while the sample covariance performs much worse than both the banding and threshold methods.
Real data examples
We illustrate the proposed method with two real data sets in this section. Therefore, we set the seasonal period to be 52 and estimate the seasonal effects by taking averages of the same weeks across different years. The deseasonalized series, i.e. the original series subtracting estimated seasonal effects, are denoted as { y t , t = 1, · · · , 572 }, and each y t has 71 components. We also examine the prediction performance of the banded VAR fitting. For each of the last 30 data points in the series, we use the data in the past to fit a banded VAR(1) model with the bandwidth parameter set at k 0 = 2. We calculate the one-step-ahead forecasts based on the fitted banded VAR models, and the two-step-ahead forecasts by plugging in the one-step-ahead forecasted values into the fitted models. The forecasts for the original temperatures are obtained by adding up the forecasted values of y t and the corresponding (estimated) seasonal components. We calculate the mean absolute prediction error (MAPE) for the temperatures over the last 30 weeks for each of the 71 cities. The mean and standard deviation of those 71 MAPEs are listed in Table 5 .
For the comparison purpose, we also fit the data with lasso VAR(1) obtained by minimizing
where {λ i , i = 1, · · · , p} are tuning parameters. Here the tuning parameters {λ i , i = 1, · · · , p} are estimated by 5-fold cross-validation (Bickel and Levina 2008) . The estimated coefficient matrix A is depicted in the right panel of Fig.3 . The post-sample forecasting errors are reported in Table   5 , together with those based on the fitted banded VAR(1). The forecasting accuracies of the two models are comparable, though the banded VAR performs better. However the clear neighbourhood dependence of the banded VAR displayed in the panel on the left in Fig.3 is attractive, in contrast to the lack of the structure in the sparse lasso fitting displayed in the other panel in Fig.3 .
Example 2. We consider the daily sales of a clothing brand in 21 provinces in China in the period of 1 January 2008 -9 December 2012 (i.e., n = 1812, p = 21). Fig.4 is a map of those 21
provinces. The 21 provinces are arranged from north to south along latitudes. After subtracting the sample mean from the data, we fit the data with a banded VAR(1) and a lasso-VAR(1). For the banded VAR(1), the estimated bandwidth parameter is k = 4. The estimated coefficient matrices are displayed in Fig.5 .
The post-sample forecasting for the last 100 data points in the series is conducted in the same manner as in Example 1. The forecasting errors by the banded VAR(1) and the lasso VAR(1) are summarized in Table 6 . While the forecasting performances of the two methods are comparable, the banded structure of A makes the interpretation of the fitted model much more plausible. While the non-zero coefficients in the lasso estimator A are scattered all over the places, it is difficult to argue why the sales in one province depends on some remote provinces more than on its close neighbours.
See Fig.5 .
Conclusion
In this paper, we study a sparse vector autoregressive model with banded autoregressive coefficient matrices. The setting is practically relevant, as in many real-life scenarios it is often enough to include the information from 'neighbour' series. The model does not rule out the possible correlations between 'remote' series, as the implied autocovariance matrices are not necessarily banded. The fitted model facilitates easier interpretation than, for example, a sparse VAR model regularized by lasso.
Our numerical examples show that it also offers competitive forecasting performance.
APPENDIX
In this section, we provide the detailed proofs of Theorems 1-4. We introduce some technical lemmas first in Appendix A.
Appendix A: Lemmas
To establish the limit theory of polynomial tail case (under condition A4(i)), we shall adopt the asymptotic theories using the functional dependent measure of Wu (2005 . Assume that z i is a stationary process of the form z i = g(F i ), where g(·) is a measurable function and F i = (· · · , e −1 , e 0 , · · · , e i ) with i.i.d random variables {e i , i = 0, ±1, · · · }. Wu(2005) defined the functional dependent measures in terms of how the outputs are affected by the inputs. To be specific, assume z q = (E|z| q ) 1/q with q ≥ 1. The physical or functional dependent measure is defined as
where z * i = g(F * i ) is the coupled process of z i , F * i = (· · · , e −1 , e * 0 , · · · , e i ) with {e * 0 , e 0 } being i.i.d.. Intuitively, θ i,q measures the dependency of z i on e 0 while keeping all other innovations unchanged.
Lemma 1 (Theorem 2 (ii) of Liu, Xiao and Wu (2013) ). Denote that S n = n −1/2 n i=1 z i and Θ m,q = ∞ i=m θ i,q . Assume that for each m, Θ m,q = O(m −α ) with α > 1/2 − 1/q and q > 2. Then there exist positive constants C 1 , C 2 and C 3 which only depend on q such that for all x > 0,
To prove the limit theory of sub-exponential tail case (under condition A4(ii)), we shall use the following Lemmas 2-4.
Lemma 2. Suppose that X is a random variable. Then, E exp(t 0 |X| v ) < ∞ for some 0 < v ≤ 2 and t 0 > 0 if and only if lim sup
Proof of Lemma 2. Assume that ζ = E exp(t 0 |X| v ) < ∞. Then, for any q ≥ 2,
where Γ(·) is the Gamma-function. By Stirling's formula,
Then, for all sufficiently large q,
where C is a constant only depending on ζ, v and t 0 . This implies that lim sup
Conversely, assume that lim sup q→∞ q −1/v X q < ∞. Then, there exists a positive constant
that E exp(t 0 |X| v ) < ∞ for some t 0 > 0, we only need to show that there exist positive constants t 0 and k 0 such that
By Stirling's formula, there exists a large integer k 0 such that for k ≥ k 0 ,
With such k 0 and t 0 = (2φ v 0 ve) −1 , we have that
Lemma 3. Suppose that {X 1 , X 2 , · · · , X n } are independent random variables and sup i≤n E exp(t 0 |X i | α ) ≤ ζ for some positive constants α, t 0 and ζ with 0 < α ≤ 1. Then, there exist positive constants C j > 0(j = 1, · · · , 4) which depend only on α, t 0 and ζ such that for any x > 0 and all n, the following concentration inequality holds:
In particular, if α = 1, then
if any x > 0 and all n. This is very close to Bernstein's inequality except the last term.
Proof of Lemma 3. If α = 1, it can be proved by Bernstein's inequality directly. So we only consider the case of 0 < α < 1 here. Let ξ n1 and ξ n2 be two constants with 0 < ξ n1 < ξ n2 , which depends on n and will be defined belows. Denote
, and hence
In the following, we will give an upper bound for each term separately. Now consider the first term. Let σ 2 be a finite constant such that sup i≤n E|X i | 2 ≤ σ 2 . Note that | X i1 | ≤ ξ n1 and E X 2 i1 ≤ σ 2 for all i. By Bernstein's inequality for bounded variables, we get that
Let us handle the second term. To use Bernstein's equality, we only require an appropriate control of moments. Using integration by parts, we observe that
for each q ≥ 2. For each integer q ≥ 2,
Choose ξ n1 = (4t 
We also have that ξ
. A simple analysis yields that there exists a positive integer N α,t 0 which depends only on α and t 0 such that
for each integer q ≥ 2. By Bernstein's inequality, we obtain that
Consider the last term. Note that
Therefore, we have
Note that ζ = sup i≤n E exp(t 0 |X i | α ) < ∞. We observe that
In a similar fashion, we obtain that
As a result, for x > σζn −1 and n > N α,t 0 ,
Combing the three inequalities (6.2 -6.4), we obtain that, for x > σζn −1 and n > N α,t 0 ,
2nν + 4t
If x ≤ σζn −1 or n ≤ N α,t 0 , we can always multiply a large positive constant C in the right side to make the inequality hold. The proof is completed.
Lemma 4. Suppose that {X 1 = (X 1,1 , X 1,2 ) , X 2 = (X 2,1 , X 2,2 ) , · · · } are independent random vectors and sup i≤n,j=1,2 E exp(t 0 |X i,j | 2α ) ≤ ζ for some positive constants α, t 0 and ζ with 0 < α ≤ 1.
Denote l n be a sequence and may depend on n but 1 ≤ l n ≤ O(n ) with 0 ≤ < 1. Then, for each m and m with m, m = 1, 2, there exists a positive constants C j (j = 1, · · · , 4) such that for any x > 0, the following concentration inequality holds:
Proof of Lemma 4. Without loss of generality, we assume that n/(l n + 1) is a positive integer.
Here we only prove the inequality for m = 1 and m = 2. Similar techniques can be applied for other cases. Let Y ji = X (i−1)(ln+1)+j,1 X i(ln+1)+j−1,2 . Then, for each j, {Y ji , i = 1, · · · , n/(l n + 1)} are independent with sup i,j E exp
By Lemma 3, we obtain that there exist positive constants C j (j = 1, · · · , 4) such that, for each
Therefore,
This lemma is proved.
The following Lemmas 5, 6 and 7 are based on VAR(1) model with A 1 2 ≤ δ < 1. Similar techniques can be applied to the general d. Some notation are given. For each j, k = 1, · · · , p, define Σ jk = n −1 n t=1 y j,t y k,t and Σ jk = E( Σ jk ). For i = 1, · · · , p, denote e (i) = (ε i,2 , · · · , ε i,n ) T and x (i) = (y i,1 , · · · , y i,n−1 ) T . We should note that Lemmas 5 and 6 have the same rate expressions but the actual rates are different, since they are under A4 (i) and (ii), respectively.
Lemma 5. Suppose that Conditions (A1) -(A3) and A4(i) hold.
(i) For each j, k = 1, · · · , p, there exist positive constants C 1 , C 2 and C 3 not depending on (j, k, n, p) such that
holds for x > 0; consequently, this leads to the following uniform convergence rate:
(ii) For each j, k = 1, · · · , p, there exist positive constants C 1 , C 2 and C 3 not depending on (j, k, n, p) such that
holds for x > 0; in particular, we have
Proof of Lemma 5. Here we only prove the part (i). The part (ii) can be proved analogously.
Denote µ q = sup j≤p ε j0 q for q ≥ 2. To use the results of Lemma 1, we just need to bound the physical dependent measure of y j,t y k,t for each j and k, denoted by θ i,q,j,k = y j,i y k,i − y * j,i y * k,i q with y * j,i being the coupled process of y j,i . Denote the physical dependent measure of y j,i by θ i,2q,j = y j,i − y * j,i 2q with y * j,i being the coupled process of y j,i . We will show (a) sup j≤p y j,i 2q ≤ C · µ 2q ; (b) sup j≤p θ i,2q,j ≤ C · µ 2q (i + 1)δ i , where C is some positive constant and depends only on the spectral norm of A 1 rather than q. Observe that
If their bounds are obtained, then,
for any α > 1. Apply Lemma 1 here and the proof of (i) is completed.
Let us turn to bound sup j≤p y j,i 2q . Let A l 1 be (a l,jk ) j,k≤p with l ≥ 1. Since A l 1 is a banded matrix with the bandwidth min(2lk 0 + 1, p), we can bound A l 1 ∞ by
As a result, sup j≤p y j,i 2q ≤ C(2k 0 + 1)µ 2q
Similarly, we can bound sup j≤p θ i,2q,j above by C · (i + 1)δ i with some positive constant C since we have a nice inequality
Lemma 6. Suppose that Conditions (A1) -(A3) and A4(ii) hold.
(ii) We have
Proof of Lemma 6. Here we only prove part (i). The proof of part (ii) can be derived similarly.
Note that y t = A 1 y t−1 + ε t−l and A 1 2 ≤ δ < 1. Let A l 1 be (a l,jk ) j,k≤p . For each j, y j,t = ∞ l=0 p m=1 a l,jm ε m,t−l converges almost surely. Write η j,lt = p m=1 a l,jm ε m,t−l for l ≥ 0. We separate y j,t to be two terms y jt = Nn l=0 η j,lt + ∞ l=Nn+1 η j,lt . Here we choose N n to be N δ log(n) with N δ > (1 + α)α −1 (− log δ) −1 . Hence, n Σ jk can be expressed as
Let us handle the first term S n1 − ES n1 . Note that if sup m,l E exp |t 0 ε m,l | 2α < ∞,
By Lemma 4, we obtain the following equality:
for some positive constants C j (j = 1, · · · , 4), where l n = |l − l |. Take x = C √ n log p for some large constant C > 0. This leads to the following convergence rate:
Consider the second term. Since sup m,l E exp |t 0 ε m,l | 2α < ∞, ζ q,ε = sup m,l,m ,l ε m,l ε m ,l q ≤ C · q 1/α for any q > 2. Now we bound S jk,2 − ES jk,2 q . To be specific,
Hence,
Write η n2 = nN 2 n δ 2Nn −1 S jk,2 − ES jk,2 . It follows from Lemma 2 that there exists a constant t > 0 such that E exp(t|η n2 | α ) < ∞. Consequently, for a large constant C > 0, we have that
can obtain that sup j,k≤p S jk,m − ES jk,m = o P ( √ n log p), m = 3, 4. Hence, it follows that sup j,k≤p
The proof is complete.
Lemma 7. Suppose that Conditions (A1) -(A3) and A4(i) or A4(ii) hold. Then, for each finite
as n → ∞, where RSS i (k) is defined in (2.6) and σ 2 i is the (i, i)-th element of Σ ε .
Proof of Lemma 7. For k > k 0 , the term RSS i (k) can be decomposed as
where e (i) = (ε i,2 , · · · , ε i,n ) T and X i is a (n − 1) × τ i (k) matrix with x i,1+j as its j-th row. In the following, we will show that, under assumptions (A1-A3) and A4(i) or A4(ii),
If they are proved, then it follows that
Suppose first that condition A4(i) hold. Consider the term R i1 − nσ 2 i . Lemma 1 tells us that
Let us handle the term sup i≤p |R i2 |. Define
with 0 < η < 1. It follows from Lemma 5(i) and Condition (A3) that P (A n ) → 1 as n → ∞. Over the event A n , the term sup i≤p |R i2 | can be bounded above by
Suppose that conditions A4(ii) hold. Consider the term R i1 − nσ 2 i . By Lemma 3 and taking x = C √ n log p with large constant C > 0, we have that
Similarly, Lemma 6 yields that (b) holds. The proof is completed.
Appendix B: Proof of Theorem 1
Without loss of generality, we consider the VAR(1) model with A 1 ≤ δ < 1. Our goal is to prove
suffices to show that
We follow the proof in Wang, Li and Leng (2009) .
Consider the first case. Observe that P { k < k 0 } ≤ P { k i < k 0 } for some 1 ≤ i ≤ p and the event
for some i. Suppose that we have shown that there exists a constant η > 0 and an event A n such that P (A n ) → 1 as n → ∞ and on the event A n ,
for sufficiently large n, where a j,k is the (j, k)-element of A 1 . As a result, on the event A n with large n,
). Note that log(1 + x) ≥ min{0.5x, log(2)} for any x > 0. Consequently, with probability tending to one, log(RSS i (k)) − log(RSS i (k 0 )) can be further bounded below by min{0.5η(a 2
), log(2)}. Condition (A3) implies that for some
C n log p/n as n → ∞. Hence, it follows that, with probability tending to 1,
Hence, P {min k<k 0 BIC i * (k) < BIC i * (k 0 )} → 0 and consequently, P { k < k 0 } → 0.
Let us turn to prove that (6.5). For k < k 0 , denote
, and as a result, by Lemma 5 (ii) or Lemma 6 (ii),
From Lemma 5 (i) or Lemma 6 (i) and Lemma 7, there exists a small constant η > 0 such that, with probability tending to one,
and RSS i (k 0 ) ≤ nσ 2 i (1 + η). Therefore, (6.5) follows. Now we turn to the overfitting case, i.e.
i,k ) and S i,k = I n−1 − H i,k 0 S i,k . Let η be an arbitrary but fixed positive constant and define
We first give a upper bound of RSS i (k 0 ) − RSS i (k) with k > k 0 . Note that for each i, RSS i (k) can be rewritten as
It can be verified that
. Consequently, on the event C n ,
On the set B n ∩ C n ∩ D n , for all k with k 0 ≤ k ≤ K,
Note that log(1 + x) ≤ x for any x > 0. Hence, for all k with k 0 < k ≤ K, on the set B n ∩ C n ∩ D n ,
which means that over the set B n ∩ C n ∩ D n , there must be k ≤ k 0 . To prove that P { k > k 0 } → 0, it suffices to show that P B n ∩ C n ∩ D n c → 0. In fact, it follows from Lemma 7 and Lemma 5 or 6 (i) that P {B c n } → 0 and P {C c n } → 0. It remains to show that P {D c n } → 0. Let
On the event C n , we obtain that
is used in the above inequality. Hence, it follows from Lemmas 5 and 6, together with Condition A3, that P {D c n } → 0 as n → ∞. This completes the proof.
Appendix C: Proof of Theorem 2
Without loss of generality, we consider the VAR(1) model. Since k = k 0 with probability tending to 1, it suffices to consider the set A n = { k = k 0 }. Over the set A n , for each i,
For each i, the law of large numbers for stationary process yields n −1 X T i X i converges to a positive matrix almost surely, and furthermore, λ min n −1 X T i X i is bounded away from zero with probability tending to one. As a matter of fact, if we define
with a small constant η ∈ (0, 1), then it follows from by Lemma 5 or 6 under different moment conditions that P {B n } → 1 as n → ∞. Hence, over the event A n ∩ B n ,
It is not hard to see from Lemma 5(ii) or Lemma 6(ii) that, for all 1 ≤ i ≤ p, n −1 E X T i e (i) 2 2 ≤ C 2 with some constant C 2 > 0. Therefore, for a large positive constant C, we obtain that
Take a sufficiently large C and the convergence rate of A 1 − A 1 F is proved.
Now we prove the convergence rate of A 1 − A 1 2 . Note that for any matrix B, B 2 2 ≤ B 1 B ∞ . Hence, on the event A n ,
where β ij and β ij is the j-th element of β i and β i , respectively. Observe from (6.6) that, for each
Hence, using Lemma 5(ii) or 6(ii), we have
This also shows that
The proof is completed.
at most 2jk 0 + 1 and then B j is also banded with its bandwidth at most 2(2jk 0 + s 0 ) + 1 for j ≥ 1.
Take Σ (r) 0 = Σ ε + r j=1 B j , which is banded with the bandwidth at most 2(2rk 0 + s 0 ) + 1. Hence,
By using the inequality B j 1 ≤ (2(2jk 0 + s 0 ) + 1) B j 2 ≤ C(2j + 1)δ 2j for some C > 0, we can
Other inequalities can be proved analogously. The proof is complete.
Proof of Theorem 4. Now we prove the convergence rate of Σ (rn)
n,0 −Σ 0 2 can be bounded above as
Similar to Theorem 2, R n1 ≤ (4r n k 0 + 2s 0 + 1) sup j,k≤p | Σ jk − Σ jk |. From Lemma 5(i) or 6(i), we obtain that
From Theorem 3, R n2 ≤ O(δ 2(rn+1) ). Note that r n = C log(n log −1 (p)) with C > 4 −1 log δ −1 −1 .
Combining these results, it follows that
The proofs of other results are similar and omitted. Setting (i) Setting (ii) Table 2 : Relative frequencies in simulation with 500 replication, where k is defined in (5.1). top to bottom, Ha'erbin, Shanghai and Nanjing. Guangxi Guangxi Guangxi Guangxi Guangxi Guangxi Guangxi Guangdong Guangdong Guangdong Guangdong Guangdong Guangdong Guangdong Guangdong Guangdong Guangdong Guangdong Guangdong Guangdong Guangdong Guangdong Guangdong Guangdong Guangdong Guangdong Guangdong Guangdong Guangdong Guangdong Guangdong Guangdong Guangdong Guangdong Guangdong Guangxi Guangxi 
