What macroeconomic and financial variables play key roles in the foreign direct investment decision (FDI) of firms? This question is addressed in this paper using a large panel data set of cross-border Merger & Acquisition (M&A) deals for the period 1990-1999. Various econometric specifications are built around the simple "gravity model" commonly used in the trade literature. Interestingly, financial variables and other institutional factors seem to play a significant role in M&A flows. In particular the size of financial markets, as measured by the stock market capitalization to GDP ratio and the credit provided to the private sector by financial institutions to GDP ratio in the domestic economy, have sizeable positive effects on the incentives for domestic firms to invest abroad.
Introduction
The 1990s witnessed an explosion in cross-border merger and acquisitions (M&A) activity, as can be seen in Figure 1 . Increases in these capital flows partly reflected a shift in the composition of foreign direct investment (FDI) away from "greenfield" investment (i.e., firms started from scratch). These increases were also spurred by the growth in global financial markets that allowed firms to take advantage of investment opportunities at home and abroad.
This increase in M&A activity raises a host of issues. For example, high activity within Europe and European investment in the U.S. has led economists to ask questions such as:
Did the growth and merging of financial markets in Europe, spawned by the arrival of the Euro in 1999, lead to the increase in cross-Atlantic investment by European companies?
Did the increase in acquisitions of U.S. companies by European firms play a role in the depreciation of the Euro?
At a more general level, these cross-border M&A flows have also allowed firms to diversify their production abroad and have led to increased economic integration across countries.
Given the importance of these M&A flows and that economists have traditionally concentrated on studying "greenfield" investment, it is only natural to inquire into the determinants underlying the size and direction of these flows.
This study applies the gravity model framework to these questions. This simple empirical framework has been commonly used in the trade literature and more recently in the asset trade literature. Generally, gross bilateral capital flow data are rare, but I am able to fill this void through the use of a new comprehensive data set of world M&A flows covering the period 1990-1999. According to the data set used in this study the value of deals announced have increased by almost 7 fold over the decade, while the deals which have gone into effect during this period have increased by 10 fold. One can see in Tables 1 and 2 that the growth in announced M&A deals has not been restricted to just OECD country-pairs, but also between non-OECD countries, and between OECD and non-OECD countries 1 . Furthermore, the number of deals announced has only trebled thereby indicating that the value of the average deal has also increased substantially.
Given this increase in activity, why should we care about these deals? First, these forms of capital flows may be considered as safer forms of foreign investment for the target country -compared to equity or debt flows, for example -because the country does not have to worry about a sudden reversal of inflows, as witnessed in the crises during the late 1990s.
Second, these flows offer different types of economic gains. For example, a cross-border M&A is a decision made by firms that should in theory be the result of the prospect of future synergies between firms. Furthermore, these deals offer firms the ability to diversify production abroad and save on various production costs. There is also the issue of risk diversification. Normally, one associates risk diversification with the use of equity; however, shareholders of firms that invest abroad indirectly gain from the foreign investment of these firms 2 . Therefore, given these and other issues associated with an ever globalizing world, understanding what the determinants of these flows are should be of interest for many policy issues.
Though there has been a good deal of literature addressing the various consequences and possible causes of domestic M&As 3 , practically no work has been done examining these capital flows at the international level. Two exceptions are Pryor (2001) who analyzes some general trends of cross-border M&A flows during the 1990s; and Vasconcellos and Kish (1998) , who examine Europe-U.S. flows. This paper attempts to uncover the possible determinants of these flows empirically using a comprehensive framework. In particular, I
am interested in analyzing what macroeconomic and financial factors lie at the heart of these 1 Given that I concentrate on announced deals in this paper, similar statistics are not reported here for deals that came into effect. These numbers are available upon request.
2 Rowland and Tesar (2000) show that there are gains from international diversification through multinational firms 3 See Andrade, Mitchell and Stafford (2001) and Holmstrom and Kaplan (2001) for recent surveys of such research.
flows. Examples of the questions considered include the following: Do financially deep capital markets play a significant role in acquisitions? Are firm acquisitions driven by barriers to trade in goods? Do tax differentials or exchange rate movements matter? Does information play a role? Furthermore, I control for other possible determinants such as relative skill abundance.
The key factor in this list on which I concentrate is the role of domestic financial markets in providing incentive/capital for cross-border M&A deals. The 1990s witnessed a boom in equity markets. Academics and the private sector have both pointed to this boom as spurring on investment by firms through mergers and acquisitions at the domestic level (see Section 2.1 for more on this). It is not immediately apparent that this effect should be large for outward foreign investment, once control is made for other more 'traditional' variables (e.g., skill differences). So, exploring this avenue is interesting on this ground alone. Moreover, a positive result would point towards the importance of domestic financial markets in real economic activity at an international level. Though the recent rise in equity prices is at the heart of domestic stock market growth (as measured by the stock market capitalization to GDP ratio in this paper), this result should nonetheless be of interest to policy makers from countries with underdeveloped financial markets. By creating an institutional environment conducive for domestic financial markets to grow -not only formal stock markets, but also credit markets -policy makers will give their countries ability to reap the gains from international financial investment. Furthermore, lessons from this paper may also be relevant for Europe, where the consolidation of national financial centers across the Euro area has begun and will lead to deeper financial markets.
The gravity model fits the data well, though not as spectacularly as when used in estimating trade flow for goods as measured by its ability to explain total variation in the data, i.e., the R 2 . However, several variables are significant both statistically and economically.
One very interesting result is the importance of financial deepening, measured by stock market size relative to GDP, in the acquisition country's economy. Furthermore, the role of credit provided to the private sector by banks and other financial institutions, which is an important source of finance for developing countries, also seems to play a positive role for the acquisition country. I am also able to incorporate other institutional factors; namely, the effects of tax treaties and trade agreements. Bilateral capital tax treaties appear to increase M&A activity between two countries, though this result is not statistically significant.
The type of regional trade agreement seems to matter and is robust across specifications.
Namely, customs unions or free trade agreements tend to decrease cross-border investment flows, while service agreements work in the opposite direction.
Section 2 will discuss some of the key issues that will be considered, and will describe some of the underlying theoretical background. Section 3 will describe the data and present the econometric methodology. Section 4 provides empirical results. Finally, a conclusion is presented.
Issues and Theoretical Background
FDI can be broken into two major components: investment in new assets in a foreign country (commonly referred to as 'greenfield' investment), or acquisition of pre-existing foreign assets.
A cross-border M&A falls into the latter category, where a domestic firm acquires another firm in a foreign country 4 . Therefore, in what follows, I shall particularly concentrate on the FDI literature for inspiration.
The literature on the incentives for FDI is vast and is not constrained to a particular sub-field of economics (see Markusen and Maskus (2001) for an excellent recent survey).
For example, research in trade examines the incentives for FDI given trade barriers, while researchers who are interested in the distortionary effects of taxes on investment have also raised this issue in the context of international capital flows. Before proceeding to the 4 A merger can also take place between the two firms where there is no outright acquiring firm. This issue is not dealt with for two reasons. First, the data set does not differentiate between a merger or an acquisition and always list a target and acquiror country. Second, very often what is announced as a merger initially often turns out to be an acquisition ex post -the recent Daimler-Chrysler deal is a good case in point. empirical work, I will provide some background on the theoretical and empirical research that have addressed these and other issues. This list will be far from complete, but will concentrate on hypotheses that can actually be tested using the M&A data set and will concentrate on macroeconomic and financial factors.
Financial Depth
The role of financial development has taken a prominent role in recent research in several different areas of the literature, such as economic growth, financial stability and international financial integration -see Caprio and Honohan (2001) for an excellent recent survey of this literature. Financially deep markets -whether measured by size or liquidity -provide firms access to capital necessary to undertake investment projects which they might otherwise be unable to take advantage of. Firms wishing to grow very often need to rely on external financing, therefore their ability to grow (as well as their incentive to) relies heavily on their ease of access to cheap funds. Though financial development is more often associated with developing countries, the growth of financial markets also has an impact in the industrial world -witness the investment boom during the 1990s. This logic has been described in the popular press 5 as well as by the financial sector as a possible reason for the growth of M&A activity in the past decade. For example, in commenting on the factors needed for the revival of cross-border M&A to their 1998 boom-levels, Morgan Stanley highlights the importance of financial factors:
• More vibrant global equity markets. We suspect cash will remain the king in terms of financing cross-border transactions over the near-term, although a rebound in world equity markets could increase the viability of using equity to finance deals. In addition, a rebound in equity prices could boost confidence among CEOs to pursue mergers. Furthermore, my line of research will be easier to implement for a large cross-section of countries using aggregated financial market data. Analyzing the role of financial deepening in this area seems to be quite novel, though some empirical evidence addressing financial incentives of cross-border deals has been provided by Vasconcellos and Kish (1998) , who examine how relative stock market performance and bond yield differentials affect Europe-U.S. M&A activity. However, their work differs from the present study in several respects:
(i) they do not address the issue of financial deepening per se; (ii) they only concentrate on financial variables; (iii) a much smaller sample of countries is used, and (iv) their estimation procedures are very different from the ones implemented in this paper since the authors do not have information on many deals, and no information at all on the value of these deals.
Several measures of financial deepening have been proposed in the literature, and an extensive database containing many of these data has recently been constructed by Beck, Demirgüç-Kunt and Levine (1999) . One common financial deepening variable used in many studies (e.g., growth regressions) is the ratio of M2 to GDP. However, this variable is not quite suitable for the issue at hand because it does not directly address the availability of credit to the private sector. Therefore, two other measures are considered. The first is a measure of stock market size relative to GDP. Testing the significance of this variable directly addresses the influence of growing equity markets on cross-border investment flows.
The 1990s witnessed a stupendous growth in stock market size and activity (see Table 3) in the industrial world as well as the launching and growth of new markets in transition and developing economies. However, it is well recognized that the banking sector plays the primary role in providing funds for private sector investment in the developing world.
Therefore, the second measure of financial deepening considered is the amount of credit provided by banks and other financial institutions to the private sector relative to GDP. It would also be of interest to examine other organized markets, such as the domestic bond market, but bond market capitalization data only exists for a relatively small sample of countries.
Trade: M&A Deterrent (or Not)?
A stylized, and puzzling, fact in the trade literature is that world FDI and trade flows tend to move in the same direction, whereas standard trade theory generally predicts that the two flows should be substitutes of each other. Part of the intuition behind this theory relies on firms needing to avoid trade costs, whether they be due to transportation or tariffs 7 . These costs should in theory lead firms to invest in a foreign economy. However, an interesting recent paper by Baldwin and Ottaviano (2001) presents a theory where firms engage in both 7 See Mundell (1957) for early theoretical work addressing the relationship between trade and foreign investment in the presence of barriers trade and investment. Economies of scale, firm-specific capital and other considerations are also essential in a firm's investment decision (e.g., see Markusen (1995) for a survey on multinational enterprises).
intra-industry FDI and intra-industry trade simultaneously. The combination of differentiated goods and trade costs lead to this result. Though this result is not necessarily robust across all industries in reality, the theory does provide some reasoning behind the empirical positive correlation of trade and FDI.
Recent work on the multinational firm also addresses the interaction between FDI and trade flows. Markusen, Venables, Eby-Konan and Zhang (1996) and Markusen (1997) provide theoretical models, referred to as "knowledge-capital" models, which allow for horizontal and vertical integration of firms across countries in the presence of trade costs and other factors. These models are quite complicated and rely on numerical simulations to provide results and testable implications. Carr, Markusen and Maskus (2001) present a reduced form model based on the knowledge-capital framework that can be tested empirically using affiliation production as the measure of cross-country investment activity. The results in this paper point to this new theory as being quite promising, as do other results highlighted in Markusen and Maskus (2001) . I do not use this empirical specification in the present paper given that I am not concentrating on the multinational firm per se, and my endogenous variable differs from the one used in these studies. However, adopting this specification would be an interesting avenue of future research. This paper instead addresses the issue of trade vs. FDI empirically by using a gravity model. If a cross-border M&A is acting as a substitute for trade then, ceteris paribus, a natural result to expect would be a positive coefficient for the distance between two countries (which can be considered as a proxy for physical trade costs). However, the relationship between distance and the cost of trade should be treated as partial at best for it says nothing about trade policy. Furthermore, the cost of investment may also increase with distance, therefore one might still expect a negative coefficient for the distance variable. To attempt to deal with this problem, I include a measure of bilateral trade as well as variables representing different types of regional trade agreements. I only have bilateral trade data up to 1997, and the expected sign of its coefficient is ambiguous given the various theoretical literature discussed above. However, the stylized fact of previous empirical literature points to an expected positive sign. Therefore, this variable is primarily used to check the robustness of the main results, e.g., whether the coefficient on distance still remains significant. The effect of trade agreements on FDI is not necessarily straightforward. One might expect that by entering into a trade agreement, two countries will become more integrated economically and therefore enter into more cross-border investment deals (and trade more as well). However, trade agreements vary in their scope, e.g., a customs union imposes far greater conditions on common tariffs then a service agreement. So, the relative "strength" of these deals might have an effect on the incentive to replace FDI with trade (or vice versa). Furthermore, a service agreement might very well stimulate cross-border deals because firms whose main source of business is the service sector will be able to take advantage of the lifting of various restrictions. These variables do not address the issue of investment cost directly and I was not able to collect such direct costs. However, certain proxies of costs have been suggested in the literature, particularly information costs, which will next be addressed.
The Role of Information
The role of information has received attention recently in the international capital flow literature. For example, Gordon and Bovenberg (1996) provide a model to explain the FeldsteinHorioka puzzle that relies on the existence of asymmetric information between investors in two countries as a central mechanism in the model 8 . Recent work by Martin and Rey (2001) considers the importance of information costs in cross-border asset flows. They endogenize the incompleteness of financial markets and assume there exist some "iceberg" costs (transaction, information, etc.) in the trade of assets across countries. A direct implication from this model is that gross bilateral asset flow will be greater the smaller the transaction costs.
This model is also quite applicable in the case of M&As given that these deals are simply another method for agents/firms to purchase the rights to future foreign output. Therefore, 
Taxes
Taxes affect the incentives of agents and firms in all areas of economic activity, and FDI is no different. There is a large literature which examines the effect of different types of taxes on foreign investment flows. For example Razin, Sadka and Yuen (1998) explore the theoretical implications of taxing different types of capital inflows (portfolio, debt, and direct investment). There is a large amount of empirical research exploring the impact of different forms of taxation on U.S. direct for investment inflows and outflows -see Hines Jr. (1997) for an excellent survey of this literature. Many studies analyze a small number of countries, and are able to focus attention on different types of tax credits, some geared specifically at attracting foreign capital. Furthermore, issues such as double-taxation and multinationalspecific taxes are tackled. Unfortunately it is not feasible to collect such specific data given the cross-country nature of this study. Therefore, as a proxy of tax effects, I examine the average corporate tax rate of the target country. All else being equal, one would expect that a country with a lower tax rate would attract investment. However, this measures does not address tax credits, multinational-specific taxes, or the issue of double taxation. Therefore, results using this tax rate measure must not be treated as definitive.
A second line of attack, one subject to less ambiguity in measurement problems, is to examine the effect of tax treaties between two countries. Countries enter into such treaties for several reasons. For example, a tax treaty will (i) enable a standardized set of definitions to be used and thereby strengthen tax jurisdiction between treaty partners; (ii) affect the taxation of multinationals, such as eliminating double-taxation; (iii) promote the exchange of tax information, thus enhancing the enforcement of tax laws, and (iv) prevent countries from treaty shopping. These factors provide both positive and negative incentives for future cross-border investment. On the one hand, firms might be encouraged to invest abroad because treaties tend to lower taxes abroad in general. Furthermore, treaties can be tailored to encourage FDI (e.g., by the elimination of double-taxation), and reduce the general uncertainty of future tax regimes. On the other hand, incentives might fall because firms no longer have to operate in several countries to decrease their tax liability (e.g., through the practice of transfer pricing). Moreover, firms might have invested in low-tax countries in the past, as well as in countries where they could easily misrepresent their revenues so as to avoid taxes back home. I am aware of only one other paper that explores these issues -a paper by Blonigen and Davies (2001) that examines U.S. inbound and outbound FDI with 65 countries over the period 1966-92. The authors employ the knowledge-capital specification discussed above and use foreign affiliate sales and FDI stocks as possible left-hand side variables. They find that tax treaties actually have a negative effect on FDI.
The Exchange Rate
Does the exchange rate affect FDI? Some researchers have argued that exchange rate movements may indeed. For example, work by Cushman (1985) , Froot and Stein (1991) , and Blonigen (1997) , present theoretical arguments and empirical evidence to explain why a U.S.$ depreciation might have played a role in the inflow of foreign capital into the U.S.
during the 1980s. The three models explore different channels of the effect of exchange rate movements on FDI 10 , but only Cushman (1985) considers exchange rate volatility, while the other two only examine exchange rate depreciations/appreciations. All three theories predict that a depreciation of the domestic currency should lead to an inflow in foreign investment. Klein and Rosengren (1994) put the Cushman factor-cost hypothesis vs. the Froot-Stein wealth-effect hypothesis to a test, and find evidence of the wealth effect dominating. This result is interesting for the present study given that the Klein and Rosengren (1994) measure of relative wealth is the ratio of domestic and foreign stock market capitalizations. Therefore, this variable is also considered to ensure that the financial variables discussed in Section 2.1
are not just behaving as proxies for the acquisition country's wealth. I also follow Klein and Rosengren (1994) and use the contemporaneous real exchange rate.
The importance of exchange rate volatility has been stressed in the international trade literature, and has been shown to be empirically important in recent work by Rose (2000) that explores the effects of currency unions on bilateral trade flows. Rose shows that the impact of membership in a currency union on trade is large and significant. If FDI is acting as a substitute for trade because of exchange rate volatility, then it might be expected that low exchange rate volatility may actually have a negative effect on bilateral M&A flows. Cushman (1985) examines this type of argument (and others) theoretically. He sets up a model where the fact that firms are risk averse may lead them to increasing FDI given exchange rate volatility. However, he also presents different cases of firms' behaviour (e.g., as when they intend to sell their product) where this volatility may in fact lead to decreased FDI. The empirical results in this paper point towards FDI increasing with increased volatility, though this does not hold across all specifications. Goldberg and Kolstad (1995) build on this work to examine the effect of real exchange rate volatility. They argue that one should care about short-term volatility if the behaviour of firms is being driven by their risk aversion. Their model also predicts a positive relationship between FDI and volatility, though this result depends on the assumptions made about the shocks hitting the economy. Therefore, answering which direction exchange rate volatility affects cross-border M&A activity is ultimately an empirical question. Finally, I do not use Rose (2000)'s currency union dummy variable given the relatively short span of the M&A data set compared to Rose (2000)'s sample. There is extremely little temporal variation of this variable during the 1990s, and this results in multicollinearity in some specifications, and near collinearity in the rest. Instead, I use a 5 year rolling measure of monthly nominal exchange rate changes volatility, prior to each period t. Ultimately, I would like to use the real exchange rate volatility, but cannot given that the price level data does not exist at the monthly level (and would be very limited at the quarterly level).
Other Variables of Interest
The proceeding list of variables is far from complete, but concentrates on the financial and macroeconomic factors underlying cross-border M&A flows. However, the empirical model can also be augmented with variables representing various similarities or differences between countries. For example, relative skill abundance of countries plays an important role in the trade-approach to FDI. It is not obvious what effect this variable might have on investment inflows (though the knowledge-capital model predicts higher affiliate sales in small skillabundant countries). A higher relative skill level might attract investment as firms search for productive labour to use. However, there is also the issue of comparative advantage, where rich skill-abundant countries might be establishing firms in poorer countries to take advantage of unskilled but cheap labour. One would ultimately like to control for wage differentials given this argument, but data from the International Labour Organization was quite incomplete, and many of the series were not comparable across countries. Therefore, a measure of relative skill abundance based on a measure of aggregate human capital is used. A dummy variable is constructed indicating whether the target country is more highly skilled, as measured by the percentage of the population who have completed a higher degree. More details on this variable are described below in Section 3.1. Furthermore, given the importance of information highlighted above, a common language dummy is included.
This is meant to capture a country-pair specific effect, and makes sense economically. For example, the integration of a foreign firm will most probably be more successful if managers can communicate with each other. Therefore, one might expect to see language, for example, play a role in a firm's decision making process. Other standard variables included in the gravity model are the size and prosperity of the two countries, measured in terms of real income and real income per capita, are also included.
Finally, I also include OECD dummy variables among the possible controls, since the sample includes less developed countries that make up a smaller share of the sample and have many characteristics different from their industrial counter-parts (e.g., political instability or corruption). Ideally, I would like to control for other important characteristics of the countries more directly, such as relative wages, direct trade and investment costs, and levels of corruption 11 , but cannot given data constraints. Therefore, rather than paring down the number of countries in the sample significantly, such variables are not considered in the present paper. Finally, the degree of domestic market M&A activity might affect the decisions made by firms about foreign acquisitions (e.g., different strategic alliances). Obtaining these data for so many countries was however simply not possible. However, by including levels of real GDP in the regression, I address this issue somewhat if one believes that strong economic performance contributes to increased activity in domestic M&As.
11 See Wei (2000) • Announcement date,
• Date deal is effective,
• Target and acquiror firms' names,
• Target and acquiror firms' country of origin,
• Target and acquiror parent firms' country of origin,
• Target and acquiror parent firms' region,
• Target and acquiror firms' industrial sector,
• Form of payment(s) used in deal, e.g., cash, stocks, etc., and
• Target and acquiror financial advisors.
This database began in 1985 and supposedly covers all deals in the world since 1990.
However, the one significant deficiency with this data set is that, since firms do not have to Tables 1 and 2 , the world number and value of these deals have been on the rise during the 1990s. Furthermore, this pattern has not been exclusive to the developed world.
To investigate the importance of financial deepening I construct a stock market capitalization to GDP ratio. The data were originally compiled by Beck et al. (1999) . However their measure takes the average of period t and t − 1 each year and ends in 1997, and it is not entirely clear that a two-year average of the ratio is the appropriate measure to use when measuring the impact of financial market deepening on M&A activity. Therefore, to avoid potential complications when dealing with lags, I simply create the ratio of stock market capitalization to GDP for each t for the period 1985-1999. The stock market capitalization data are taken from Standard & Poor's (1995 , 2000 , 2001 and GDP data (denominated in U.S.$) are from the World Bank's WDI. Given that several countries did not have organized stock markets in the 1990s 13 , a large portion of the sample would be lost if this variable was included. To circumvent this problem, a zero was entered each year for countries who did not have a stock market for the whole sample. Furthermore, an exhaustive search was made on the internet (see the appendix of Standard & Poor's (1995 , 2000 , 2001 for addresses) in order to be sure that the missing values for some countries' markets were in fact missing, and not that the countries' markets had not begun functioning yet. In this latter case, a zero was entered. The private credit to GDP ratio was constructed using data from the IMF's International Financial Statistics (IFS) database. In particular, data for credit provided to the private sector by banks and other financial institutions were used for the acquisition country. See the appendix of Beck et al. (1999) for a detailed description of the data used from the IFS. Finally, I take the log of the ratio of the target country's stock market capitalization to the natural logarithm of the acquisition country's stock market capitalization (both in current U.S.$), as specified in Klein and Rosengren (1994) .
Bilateral real exchange rate data are calculated using the end-of-year nominal exchange rate and consumer price indices listed in the IFS database. The depreciation/appreciation rates are calculated by taking the log difference of period t and period t − 1. The volatility measure of the nominal exchange rate is constructed as follows. First, the log difference of end-of-month exchange rates are calculated from the IFS database. Next, the standard deviation of this measured is calculated for 5 years prior to each period t, thus a rollingmeasure is calculated.
The Office of Tax Policy Research at the University of Michigan Business is about to launch the World Tax Database on the internet. This data source will offer comprehensive information on different tax rates for a sample of 150 countries. The average corporate tax rate for every country has been made available to me for the period 1975-2001. Though preliminary and incomplete, these data are used in the estimation below. In particular, the target country's tax rate is used. Furthermore, information on whether two countries share an income or capital tax treaty in a given year is collected from Tax Analysts (2001). These data are simply coded as 0/1 dummies for each year. As one can see from Table 4 , the number of income and tax treaties has been increasing over the sample period.
A time-varying dummy variable is also constructed for whether countries are involved in a regional trade agreement using information from the World Trade Organization. Additional dummy variables are created representing the type of regional trade agreement in force. The four types are: (i) service agreement, (ii) free trade area, (iii) customs union, and (iv) other. These data were available to me for the period 1990-98 and were quite incomplete, which halves my sample size in the specifications using this variable presented below. Therefore, I
treat these regressions primarily as a robustness check.
Finally, a measure of relative skill abundance is constructed using the human capital data from Barro and Lee (2000) . Specifically, a country is considered to be relatively more skill abundant if the percentage of higher school completed in the population (aged 15 years and older) is greater than that in the other country. One should expect to see this percentage to be much higher for industrial countries. A 0/1 coding is created accordingly. These data are not ideal for this project given that they only have measures every 5 years. However, one could argue that the relative skill abundance between two countries does not change greatly over a 10-year period and some diagnostic checks confirm this result 16 . Therefore, skill-level variable might only change over two periods: 1990-94 and 1995-99. 
The Gravity Model
The gravity model is a simple empirical model which originated in the trade literature.
Briefly stated, its main implication is that the gross flow of trade between two countries should depend inversely on the distance between the countries and depend proportionally on their economic size (this is generally measured as the product of the two countries real GDP). This model has been successful in the goods trade literature, and more recently in the asset trade literature in the work of Portes and Rey (2001) . Furthermore, de Ménil (1999) points to its relevance in FDI flows. Therefore, all econometric work will be built around this specification using annual data.
The specification used augments the standard gravity-type variables (i.e., distance and economic size) with other macroeconomic and financial variables. Furthermore, to avoid possible problems of endogeneity, some independent variables are lagged. In particular, the financial market variables are lagged one period, since one could argue that an increase in capital inflows will boost domestic market activity and therefore have an effect on asset prices and the availability of credit 17 . In particular the following equation is estimated:
+ β 9 captax ij,t + β 10 CU ij,t + β 11 F T ij,t + β 12 SA ij,t + β 13 Othert ij,t + β 14 Skill ij,t
where i and j denote the countries and t denotes time. The variables are defined as follows:
• M A ij,t : real M&A investment flows from country j to i at time t,
• Y : real GDP, 17 I was also concerned about the possible endogeneity of the real exchange rate, but some diagnostic checks and recent work by Brooks, Edison, Kumar and Slok (2001) show that cross-border M&A activity have no significant effect on exchange rate movements.
• P op: population,
• D ij : the distance between i and j,
• T el ij : total gross telephone traffic between i and j,
• StockM kt: real stock market capitalization,
• Credit: real credit provided to the private sector by banks and near-banks,
• RXR: real exchange rate of i w.r.t. j (P i * e/P j ),
• V (e): volatilty of monthly nominal exchange rate changes for 5 years prior to t,
• T ax i : the average corporate tax rate in country i at time t,
• captax: a binary variable equal to 1 if i and j share a capital tax treaty at time t,
• CU : a binary variable equal to 1 if i and j belong to a customs union (regional trade agreement),
• F T : a binary variable equal to 1 if i and j belong to a free trade agreement (regional trade agreement),
• SA: a binary variable equal to 1 if i and j belong to a service agreement (regional trade agreement),
• Othert: a binary variable equal to 1 if i and j belong to other types of regional trade agreements,
• Skill: a binary variable equal to 1 if i is more skilled than j and t,
• Lang: a binary variable equal to 1 if i and j have a common language,
• W ealth: country i's stock market capitalization divided by country j's,
• T rade ij,t : real goods trade flow from country j to i at time t,
• β 0 : a vector of nuisance coefficients (constant, OECD dummies, and annual dummies), and
• ε ij,t : an error term, which is assumed to be distributed N (0, σ 2 ).
Given the discussion in Section 2, one can summarize the expected signs for the coefficients in (1) as:
+/-Equation (1) could easily be estimated using various panel econometric techniques (e.g., random effects), but this ignores two rather serious complications with the data. The first problem is that for many country-pairs the gross bilateral flows of M&As is zero for a given year. That is to say there are no deals recorded from country j to country i 18 . Unfortunately, the log of zero does not exist, so many observations would be lost by using the log-log specification in (1). Therefore, an appropriate transformation must be made to the dependent variable. The second problem is that the data are censored at zero. In other words, it is quite possible that firms might wish to disinvest from a country (i.e., the gross bilateral M&A flow is in fact negative), but this is not observed in the data and is instead recorded as a zero. Therefore, I account for this problem using an appropriate censoring model.
One obvious choice to deal with the zeroes is the Box and Cox (1964) transformation:
for y > 0, where y represents the M&A flow, and λ is a parameter chosen to maximize a given criteria (the right-hand side variables remain in log-form, though). A more general function, which allows for the possibility of negative y's is defined by Bickel and Doksum (1981) . Though this function is more appropriate to use given the censoring problem (i.e., possible unobserved negative M&A flows), the negative term drops out of the censoring model considered, so the standard Box-Cox transformation suffices. Next, the censoring problem can be defined simply as:
where y * is the unobserved "latent" value of M&A flows. It is quite straightforward to derive the likelihood for this problem given (2), (3) and the assumption of normality for the errors in (1). The resulting likelihood is non-linear in λ, which results in some computational difficulties. Therefore, the model is estimated taking λ as a fixed parameter. A simple grid search over a range of λ's is used to choose the λ which yields the highest estimated likelihood of the estimated model. This is initially done for the pooled regression and the λ chosen is then used for the rest of the regressions to be consistent. The derivation of the likelihood function and further discussion of estimation is presented in Appendix B.
The Box-Cox transformation is not the only way to deal with the zero problem. Another method that is explored is to replace ln(M &A) with ln(1 + M &A). This method is not perfect, given that adding a one to a small number has much larger effects than when added to a large number, but is also considered as robustness check. Finally, non-censored OLS and panel results are also presented initially for ln(M &A), the Box-Cox transformation, and ln(1 + M &A), to have an idea of the effect of using censored data. This is particularly important in this study given that only 20% of the data are uncensored after taking the appropriate transformations.
Before proceeding with the estimation results, it is worthwhile to describe briefly how the coefficients should be interpreted. If the specification is ln(y) = ln(X)β (or Xβ in case of the dummy variables), as in the non-censored regression, then dy y
, so the coefficients can be interpreted as elasticities. This does not follow exactly when using the Box-Cox transformation since it is only an approximation of the log function. As it turns out, the coefficients for most of the variables are quite a bit larger in the Tobit models than for the regression using only non-censored data. However, the increase in size from using the Tobit model is not only an artifact of the transformation, since coefficients also increase when using the transformed variables in regressions that ignore censoring but use the zeroes.
These coefficients increase as well, but not as much as when using the Tobit specification. This is also true for the ln(1 + y) transformation, though the coefficients are smaller than the Box-Cox transformation. Therefore, the coefficients in the Tobit models should only be interpreted as approximate percentage changes, and should be scaled downwards.
The "optimal"λ is found to equal 0.0576 by estimating the pooled Tobit regressions.
This result was obtained from running the Tobit model over several values of λ, refining the numerical search iteratively until the largest likelihood is obtained. This is a valid procedure since the Box-Cox transformation is an increasing, monotonic function of λ, and the Tobit likelihood has a global maximum. Finally, results for the ln(1 + M &A) specification are presented in Appendix C for the purpose of clarity.
Pooled Results
I first examine the results from running regressions with the pooled data that can be found in Tables 6-8. Tables 6 and 7 do not account for censoring, while Tables 8 does. To address the concern that there might be country-pair effects affecting the variance of the shocks, I
control for heteroskedasticity by using weights based on country-pairs 19 . I also control for possible time effects by including annual dummies that are not reported (the constant term is also excluded). Five different specifications are considered in the regressions. Specification
(1) is the baseline specification. I augment this specification with the telephone call traffic variable in specification (2) to account for possible investment costs, so as to judge whether the distance variable still proxies for some investment costs. Specification (3) includes the wealth variable. This specification is quite important for judging whether stock market depth and private credit really drive the M&A flows, or whether they are simply acting as proxies for the acquisition country's wealth relative to the target country's. Finally, specifications (4) and (5) Overall, the fits of all the regressions are decent, though the R 2 is smaller for the Tobit models 20 . The first fact to note is the positive effect that financially deeper markets in the acquisition countries have on M&A flows. The lagged value of stock market capitalization to GDP in the acquisition country has a positive and significant effect in all three models.
Examining column (1) of Tables 6-8, one sees that a 1% increase in this ratio would result in an increase of 0.5% to 17.36% increase in cross-border M&A activity. As discussed above, this 17.36% in Table 8 is an inflated number. However, the ln(1 + M &A) transformation (see Table 13 in Appendix C) also points to a large elasticity, and 17.36% represents almost a 6 time increase compared to the OLS result of Table 7 . Credit provided to the private sector by banks and near-banks also appears to be important in stimulating cross-border flows, though the coefficients are much smaller than the stock market ones, and are not statistically significant for the standard gravity model of Table 6 , nor for some of the Tobit specifications. It is also interesting to note that both the stock market and credit coefficients are largest when I control for the possible wealth effect in specification (2). The most probable 20 Note that the pseudo R 2 is calculated as 1 -LogLikelihood/(LogLikelihood of the Constant only model).
reason for this is that specification (2) drops observations where the target country has zero stock market capitalization due to the log transformation of the wealth variable. With this caveat aside, it would appear that capital provided by stock markets play a relatively more important role than bank credit in financing cross-border M&A deals.
The real exchange rate (RXR) does not appear to have any effect on M&A activity in the pooled results. Coefficients are economically small in all the tables and statistically insignificant. Furthermore, the signs on the coefficients vary across the different specifications.
The coefficient for the wealth variable is only significant in the regression run in Table 6 (specification (3)), and its sign is positive, which is opposite to the result found in Klein and Rosengren (1994) and the theory of Froot and Stein (1991) . However, the sign is reversed when the sample size is increased in Table 7 , and is not statistically significant in the pooled Tobit regressions. Results for nominal exchange rate volatility (V(e)) are ambiguous. The standard regressions in Table 6 show that volatility has a positive and statistical (though not really economic) significant effect on cross-border M&As as has been found in previous work. However, this result does not hold up to increased sample size nor taking account the censoring problem. Therefore, it does not appear that the exchange rate has a large effect on cross-border M&A flows, unlike in the case of goods trade.
Higher tax rates in the target country have rather strong negative effects on inward M&A flows -a 1% increase in the average corporate tax rate will dampen inflows from anywhere between 0.552% to 9.926%, depending on the specification. Again, the 9.926% is a very high upper-bound. However, the strong results are interesting to note and make sense, though one should take them with a grain of salt given that only an average corporate tax rate is used as an explanatory variable. Capital tax treaties appears to play a positive role in crossborder investment flows 21 . This contradicts the results of Blonigen and Davies (2001) , and seems to indicate that the potential effects of lower taxes, elimination of double taxation and other benefits of these treaties, might be stronger than the negative effects discussed above.
21 Similar results were found when using income tax treaties.
However, the results found in this study are not statistically significant, so one cannot arrive at any definitive conclusions.
The other institutional variables considered are the regional trade agreements. Both customs unions and free trade agreements have a negative and significant effect on M&A flows in Table 7 as well as the Tobit estimations, though these results do not follow from the simple OLS. Therefore, the incentives to trade resulting from the treaties have a tendency to decrease the incentive for cross-border investment; e.g., there is no longer the need for "tariffjumping". However, service agreements and other trade agreements appear to have positive effects on the capital flows. The positive coefficient on the service agreement variable points to the importance of economic integration provided by these agreements, such as possible movements of human capital (e.g., banking services). Summing the coefficients of these four agreements appears, however, to wash out to zero. Finally, these results are robust to the inclusion of actual trade between the two countries as seen in specifications (4) and (5), and the coefficient on the trade variable is positive and significant, which conforms to the stylize fact of complementary between the flows of direct investment and goods found in previous empirical research.
The coefficients for distance, telephone call traffic, real GDP, real GDP per capital, and common language variables all have the expected signs in almost all specifications for the pooled OLS and Tobit regressions. The one exception is in Table 6 , where the coefficient on distance actually becomes positive, though insignificant, when trade is included. It is interesting that the distance effect is not wiped out by the telephone call traffic variables as in Portes and Rey (2001) . This would imply that there are other investment costs, which are not being picked up by the telephone proxy. This result is robust to including the trade variable as in specification (4). However, both the coefficients on distance and telephone traffic decrease in magnitude when trade is included, though both remain significant. Therefore, the two variables appear to be capturing possible costs to investment, but also pick up the complementarity between trade and M&As when trade is left out of the specification.
Meanwhile, the common language effect is particularly strong. Finally, the coefficients on the skill and OECD variables appear to change when comparing the models taking into account the censored data and the simple linear specification, which do not. In all tables an OECD acquisition country (OECD j ) has a positive effect on M&A activity is not a terribly surprising result given that most of these deals involved industrial countries. However, the coefficient on the target OECD variable (OECD i ) changes signs and becomes negative in Tables 7 and 8 , but is not statistically significant. The same pattern emerges for the human capital variable. According to the pooled OLS results (Table 6) , a country will invest in countries which are relatively more skill abundant, but this results is reversed when the censored data are considered (though, this result is not statistically significant for the Tobit models). This change in sign may occur because the expanded data set (compared to the one used to generate the results in Table 6 ) includes many more developing country, and the skill variable may therefore also be capturing possible effects of lower labour costs. Therefore, this concern and the crude measure of human capital makes me wary of how robust the coefficients for the skill variable are.
Random Effects Results -A Robustness Check
I also estimate equation (1) using a random effects model to take advantage of having a large panel available, and to check for robustness. As for the pooled regressions, I first estimate the model ignoring the censoring problem and then estimate a random effects Tobit model. A fixed effect regression could also be estimated, but Hausman tests rejected this specification. Furthermore, some of the fixed effects (distance and OECD dummy variables) would be dropped from the regression. The results from the random effects specifications are in Tables 9-11 . Time dummy variables and a constant are also included in these regressions, but are not reported as in the pooled regressions.
The results are very similar to those in the pooled regressions, which is a nice robustness check. Some differences can be seen, though. For example, the exchange rate volatility coefficients for the pooled regression in Table 6 are statistically significant, but this is not the case in the random effects model in Table 9 . The sign on the coefficient for the volatility variable also changes when comparing the pooled Tobit regressions in Table 8 with the random effect Tobit results in Table 11 . The coefficients are negative for all specifications in the random effects models (i.e., the signs change for specifications (3)- (5)). Furthermore, the negative coefficients are actually statistically significant for the random effects Tobit models.
These differing results do not leave me with much confidence regarding the effect of exchange rate volatility on M&A flows, and warrants further research. However, given that the effect of this variable is not the central issue of this study, I leave this for future work. Finally, the coefficients for the stock market capitalization and credit ratios remain positive, large, and significant. This fact and results from the pooled regressions leave me confident that financial deepening does play an important role in cross-border M&A activity.
Conclusion
This M&A flows are preeminent in the industrial world, but as emerging markets continue to liberalize and foreign firms are allowed to invest in them, these flows should play more important roles in international integration. Furthermore, as developing countries continue to develop financially deeper markets, their firms will also have the opportunity to diversify abroad, and acquiring foreign firms might be one way of doing so. Therefore, the results in this paper should be seen as encouraging for policy makers who are pursuing such goals.
Finally, the usual caveat of missing variables must be made when using a large cross-country panel. I am sure other country-specific variables, such as investment barriers, corruption, political instability or wage data also play an important role in FDI decisions, but collecting these data for a large number of countries over several years was not feasible. Hopefully including OECD dummies help control for these fixed effects. These issues should be considered when interpreting the results in this paper. This caveat aside, I believe that this paper is a promising step in examining the relationship between financial deepening and capital flows and further work should be done exploring the effects of these variables at a deeper level. Notes: See text. All variables (except dummies) are in logs. Robust standard errors in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1% Notes: See text. All variables (except dummies) are in logs. Robust standard errors in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1% Notes: See text. All variables (except dummies) are in logs. Robust standard errors in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1% Let y denote M&A flows and X be the matrix of regressors described in Section 3.2, then
(1) can be written as:
where time and group notation have been dropped for convenience and ε ∼ N (0, σ 2 ). As discussed in the text, two problems must be dealt with: (i) the log of zero does not exists, and (ii) y is censored at zero. The following model outlines how this can be dealt with.
B.2 Model
First, the censoring will the take following form:
where y * is the latent variable. Second, rather than estimating (B.1) the following model is what really should be estimated:
where ε n has the same distributional assumptions as in (B.1) and g(y * , λ) is the Box-Cox transformation:
Given the censoring problem and that λ is unknown, (B.3) must be estimating using maximum likelihood estimation. Now, following Ruud (2000) 22 and using his notation, I
find the following densities given that g(·) is an increasing, monotonic function and the assumptions made above about ε:
Finally, given (B.5) the expected log-likelihood function is:
where 1 is the indicator function. Ideally, one would like to optimize (B.6) over λ, β and σ, but this is not feasible computationally. Therefore, a simple change of variable is made to facilitate optimization. Specifically, let z *
, whereλ is a fixed λ, whose value is chosen "optimally" by a grid search over a range of values of λ. Given this substitution, and following the same logic as for y n , (B.6) can be re-written as:
which is simply the Tobit model (Tobin (1958) ). The case of ln(y * + 1) follows immediately by setting g(·) equal to this expression.
The Tobit model can incorporate heteroskedasticity and can be applied to panel data as well. In particular, a random effects model can be extended from above. However, estimation of this model requires simulation given that the likelihood function for each group is expressed as an integral. Fortunately, Stata 7.0 has a routine to estimate this model using the Gauss-Hermite quadrature approximation method. This method is susceptible to numerical inaccuracy and depends on the number of quadrature points used in the approximation.
However, the estimations in this study appear to be fairly robust.
22 pp. 791-801. Notes: See text. All variables (except dummies) are in logs. Robust standard errors in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1% Notes: See text. All variables (except dummies) are in logs. Standard errors in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1% Notes: See text. All variables (except dummies) are in logs. Standard errors in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%
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