Abstract-Two-view relative pose estimation and structure reconstruction is a classical problem in computer vision. The typical methods usually employ the singular value decomposition of the essential matrix to get multiple solutions of the relative pose, from which the right solution is picked out by reconstructing the three-dimension (3D) feature points and imposing the constraint of positive depth. This paper revisits the two-view geometry problem and discovers that the two-view imaging geometry is equivalently governed by a Pair of new Pose-Only (PPO) constraints: the same-side constraint and the intersection constraint. From the perspective of solving equation, the complete pose solutions of the essential matrix are explicitly derived and we rigorously prove that the orientation part of the pose can still be recovered in the case of pure rotation. The PPO constraints are simplified and formulated in the form of inequalities to directly identify the right pose solution with no need of 3D reconstruction and the 3D reconstruction can be analytically achieved from the identified right pose. Furthermore, the intersection inequality also enables a robust criterion for pure rotation identification. Experiment results validate the correctness of analyses and the robustness of the derived pose solution/pure rotation identification and analytical 3D reconstruction.
INTRODUCTION
t is well known that the relative pose and 3D points can be generally recovered up to a scale from two views. The relationship of the image point pairs in two views is well described by two-view imaging geometry in Fig. 1 . For the uncalibrated camera, it is specified as the fundamental matrix whose properties have been studied by Beardsley and Zisserman [1] and Vieville and Lingraud [2] . Hartley [3, 4] proposes algorithms for uncalibrated camera pose estimation. For the calibrated camera, the essential matrix was first introduced to the computer vision field by LonguetHiggens [5] , which provides a way to get the solution to the relative pose. Huang, Faugeras, Maybank and Hartley [6] [7] [8] [9] have extensively studied the properties of the essential matrix.
The essential matrix is subject to the constraint   /2 0 T T EE E Tr EE E   [6] , which can be used in degenerate cases with less than eight point pairs. The degenerate cases are solved by Huang & Shim [10] , Maybank [8] , Nister [11] and Stewenius [12] . Usually the essential matrix linearly estimated using the normalized points would not be the optimum, and there exist nonlinear methods to refine the pose to fulfill the above constraint, as described in [13] [14] [15] . When a proper essential matrix is achieved, it can be used to get multiple solutions to the camera relative pose. The popular method is based on the singular value decomposition (SVD) of the essential matrix, which originated from the proof in Huang [7] . The SVD method was further developed and summarized in Hartley [9, 13] and Wang [16] . The solutions are used to reconstruct the 3D points by triangulation and it is only the right solution that yields positive depth [5, 17] . It has been believed that the SVD method requires non-zero translation [18, 19] . Recently, Kneip [20] puts forward a new nonlinear rotation constraint independent of translation and uses the Grobner basis method to solve the rotation for the 5-point case. That work also raises a new inequality to disambiguate the rotation matrix. This paper is motivated by answering the following three questions:
1. How to explain the multiple pose solutions to the essential matrix equation from the aspect of solving equation? 2. How to explain the experiment phenomenon that the rotation part can still be recovered from the essential matrix equation in the pure rotation case?
3. Is it possible to directly identify the right pose solution without 3D reconstruction?
The main contribution of the paper is multiple-fold: 1) The two-view imaging geometry is found to be equivalently governed by a Pair of Pose-Only (PPO) constraints: the same-side constraint and the intersection constraint; 2) the basic two-view imaging equation is for the first time formulated as a function of pure pose, independent of 3D feature point coordinates. The relative depth information is totally parameterized by relative pose; 3) The complete pose solutions to the essential matrix equation are explicitly derived, which explains that the orientation can still be recovered in the pure rotation case; 4) Aided by two inequalities derived from the same-side and intersection constraints, the right pose solution can be provably identified without resorting to 3D reconstruction. In other words, the pose identification is decoupled from 3D reconstruction, while 3D reconstruction can be analytically achieved from the identified right pose; 5) A robust criterion of pure rotation identification is derived from the intersection inequality. The paper is organized as follows. Section 2 raises the PPO (same-side and intersection) constraints and proves their equivalency to the basic two-view imaging geometry. Section 3 derives the pose solutions to the essential equation. Section 4 simplifies the PPO constraints yielding the same-side inequality and the intersection inequality to help identify the right pose solution without 3D reconstruction of feature points. A pure rotation identification method is also derived from the intersection inequality. Section 5 reports the experiment results for pose solution/pure rotation identification and analytical reconstruction. Section 6 concludes the paper.
----------------
A number of frequently-used equalities of matrices, vectors and products are presented in Appendix for easy reference.
TWO-VIEW IMAGING GEOMETRY AND EQUIVALENT CONSTRAINTS

Two-View Geometry
The two-view imaging geometry is illustrated in Fig. 1 . 
are the sets of normalized image point pairs, while
are the projected 3D world feature points. Throughout the paper, we use the normalized image coordinates, unless explicitly stated otherwise.
The world point coordinates in the two camera frames, centered at C and C' respectively, are characterized by
lie on a plane with the normal vector t . Denote
is equivalent to   2 rank B  . This is exactly the rotation constraint independent of translation proposed by [20] .
Equivalent PPO Constraints
Next we will present the PPO constraints governing the physical formation of two overlapped views, namely, the same-side constraint and the intersection constraint (see Fig. 2 ). Define 1  , 2  and 3  to denote the angles among the translation vector and the projection rays, and
Hereafter in this section, the translation vector is divided into the unit-direction part and the magnitude part by t  t e t , where the unit vector t e is the 
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The first equality is not well-defined for the zero-translation case. For zero translation, 3 =0  and 2 1 =   , and as a result (7) reduces to 
RX
are collinear in the same direction, so the second equality of (7) is a constraint for the same direction as well. That is to say, all translation cases are well defined by the second equality of (7).
Intersection Constraint. The projection rays intersect with each other only if
The three angles in Fig. 2 are obviously related to the vector inner products by     1  2  3 cos ,cos ,cos
Note the arccosine function's value field is   
With (9) , the equality of (10) can be rewritten as
The inequality constraint of (10) 
Collectively, the intersection constraint is rewritten as
X t X X X t X t X X X t X X X t X X X t X X (13) or alternatively,
X e X X X X X e X X e X X e X X (14) Similarly for the zero-translation case, (13) is not well-defined. In such a case, however, that the inequality in (14) is always true for any t e means (14) also gives a constraint for the same direction. We can easily verify that the equality in (14) becomes identity when motion is pure rotation. It is exactly what the intersection constraint means for the zero-translation case. That is to say, all translation cases are well defined by (14) .
Proposition 1:
The two-view imaging equation is equivalent to the combination of the same-side and intersection constraints, namely, (7)+(14)  (3).
Proof of Sufficiency:
The same-side constraint can be rewritten as
where (21) Considering ( 
So, (21) reduces to
Substituting into (19), we get 
Considering the relationship between normalized image points and the world coordinates of 3D points defined in (1) and (2), the above equation becomes C' to the projection ray i X and by using (20) , it can be further reduced to 
Combing (20) and (26), (25) yields
Proof of Necessity: Substitute (3) into the second equality of (7),
Similarly substitute (3) into the equality in (14),
Expanding the above equation yields
X X t e X tX e t X X e t X e X t e X e t X X e X X (32)
Substitute (3) into the inequality in (14),
X X e X X X t X e X X X e X t X e X
Q.E.D.
Proposition 2:
The same-side constraint implies the co-planar relationship.
Proof. Left multiply
T i  t X on both sides of the second equality of (7)  
t X e X e X e X X X t X e X e X (34)
Proposition 3:
The two-view imaging equation (3) can be rewritten as
and the relative ratios of depth 
Proof.
From (20),
According to (20) and (26) ,
e X e X X X t e X e X X X t e X (38) Substitute (37)and (38) into (3),
Comparing the above equation with (2) by coefficients, we have
Proposition 4:
For all 3D points other than those on the baseline, 
Proof of Sufficiency:
For the i-th 3D point,
Considering (36), it results in points other than those on the baseline.
Proof of Necessity:
If
Proposition 5: Pure rotation leads to
point pairs, and an infinite 3D point or a point on the translation baseline only leads to Q.E.D.
Proposition 1 shows that the two-view imaging equation (3) is equivalent to the PPO constraints. In Section 4, we will see that the pair of constraints can be used to pick the right pose solution out of the multiple solutions obtained from (5) . In Section 5, Proposition 3 will be used to analytically reconstruct the 3D point, and Proposition 4 will be used to discriminate infinite points or pure rotation motion.
COMPLETE POSE SOLUTIONS TO ESSENTIAL MATRIX EQUATION
The most well-known pose decomposition from the essential matrix is the SVD methods by Hartley [3] and others. But these methods are actually based on the implicit assumption of  t 0 , namely, the essential matrix
is well defined, so there exists an incorrect believing that in pure rotation case the essential matrix equation cannot be used to compute the rotation [18, 19] . This section is devoted to deriving all pose solutions to the essential equation (5) and fundamentally explaining the phenomenon that the orientation can be recovered from the case of pure rotation, which is incorrectly interpreted by [18] as the result of spurious translation caused by image coordinate noise. As a simplification of the twoview imaging equation, (5) might produce solutions that do not satisfy (3) .
We first discuss the essential matrix solutions to the essential matrix equation (5) and then the pose solutions decomposed from the essential matrix solutions.
Essential Matrix Equation Solutions
In order to reduce the confusion, (5) is re-written as
where  denotes the Kronecker product and   vec  is the vectorization of a matrix (see Appendix). The popular method to solve   vec Q is the linear methods by restricting   vec Q to have unity length [13] , in which the case of pure rotation has not been well considered. Considering (3), we have
in which i  is omitted as
Then for the whole point set, we have
Expanding the matrix L 
and (44) is equivalent to
As columns 2, 3 and 7 are respectively equal to 5, 9 and 10, 
So the solution space of y is given by
where 1 2 3 , , a a a are real numbers. By using the Kronecker product equality [21] 
(49) can be described in the form of matrix as
Then we get two equations for Q   
Complete Pose Solutions
According to (52), Q and    a have the same singular values. By SVD, the skew-symmetric matrix can be decom- [21] . Then Q can be written as 
The explicit relationship between U  and V  is complicated, due to different combinations of the determinant of U  and V  . We next examine it case by case. If
Case (4). 
. According to (55), the right rotation is related to the non-unique SVD decomposition by
among which there exist invalid cases that can be easily removed by using the fact that R is required to a rotation matrix, i.e.,   1 det R  , as shown in Table I . Additionally, let
, ,
, , , ,
Considering Table I and the above discussion of different cases, if
According to (53), the relationship between a and t can be known as (42) 
Proposition 7:
For the case 0  t , the right rotation matrix R can be obtained as one of the solutions; the translation estimate is always wrong.
Proof.
For the case of 0  t , the right rotation matrix can be obtained from (57) because (52) is still valid. However, the translation vector estimate satisfies 3 q R     t u a a according to (59). It has nothing to do with the true translation, namely, zero translation. As we know, the norm of t is always equal to 1. Q.E.D.
IDENTIFY RIGHT SOLUTION WITHOUT 3D RECONSTRUCTION
This section will simplify the PPO equality constraints into linear inequality constraints and then use them to identify the right solution from the multiple solutions to the essential equation. Section 3 explores the theoretical pose solutions to the essential matrix equation (5) . In applications, an estimate of the essential matrix Q is obtained as the solution of (42). Hereafter we use the hatted symbols to distinguish the estimate from the theoretical solution above. Then by the popular SVD method, four pose solutions can be obtained by imposing the constraint
, as in [13, 16] .
Same-Side Inequality Constraint
From the same-side constraint (7),
It can be reduced to
e X e X e X e X X e e X (65)
As For all point pairs, the same-side linear inequality constraint can be collectively written as
which can be used to select the right rotation matrix.
Intersection Inequality Constraint
Since 2 
i.e.
T T T i i
It can be written as 
and For all point pairs, the intersection inequality constraint can be collectively written as 
This might cause some problem in translation identification in the case of nearly pure rotation. However, translation estimation under this case is of little significance. In this aspect, it would be very helpful for judging the significance of the obtained translation vector if the pure rotation case could be successfully identified.
Robust Relative Pose Algorithm Without 3D Reconstruction
Table II summarizes the algorithm of linear solutions of the essential matrix and how to robustly identify the right solution using the proposed two inequality constraints. Due to the effect of point matching error, there might exist some point pairs that violate the constraints. To improve the robustness against such errors, we could choose the solution as the right one with the maximum number of point pairs that satisfy
Relative Rotation Identification
Propositions 4-5 prove the property of pure rotation and its difference from infinite points and baseline points (i.e. , points on the translation baseline). In this section, R de- 
TABLE II. POSE ESTIMATION WITHOUT 3D RECONSTRUCTION
Step 1. Given the linear solution matrix Q ;
Step 2. By SVD,
Step 3. Use Q.E.D. Note that the normal scenes will not contain infinite points and translation baseline points only. According to Propositions 4-5, Proposition 8 actually tells that   2 =0 m t could be alternatively used as a criterion for identifying pure rotation.
TEST RESULTS
In our simulation tests, the 3D feature points are centered at known coordinates and subjected to uniform distributions, which are mapped to two views to generate image pair coordinates in pixels. For example, we use   and 30 d  m unless explicitly stated otherwise. The experimental phenomenon that the rotation part can still be recovered from the essential matrix equation in the pure rotation case has been reported in very few literature, e.g., [18] . Table III lists the pose decomposition result in a case of pure rotation. As predicted in Section 4, we see that the rotation matrix can be still recovered, but the translation vector is wrong.
Pose Solution Identification Result
We define the discrepancy , R i j  between the identified rotation matrix and the true rotation matrix as Figure 4 plots the rotation and translation discrepancies (RMSE), averaged across Monte Carlo runs, as the function of noise standard deviation and the parallax factor  . The result in Fig. 4 (a) accords with Proposition 7 that we can still get good rotation estimates even when  approaches zero. Actually, the rotation identification is always right. However, as shown in Fig. 4(b) , the estimated translation vector is susceptible to the noise standard deviation or the parallax factor. The translation discrepancy even reaches 90 degree at the right-bottom triangular area where the noise standard deviation is large or the parallax factor is small. This observation shows a fact that the translation estimate obtained from the essential equation is unsatisfactory in accuracy. In order to investigate the robustness of the pose identification method proposed in Section 4, we compare it with that of the traditional method by
where trad  t and new  t are translation discrepancies for the traditional method [13] and the new method, respectively, and diff  t is the difference of the two translation discrepancies, as shown in Fig. 5 . In order to get a more intuitive result of relative advantage, we arguably average the results of all parallax factors for a definite noise standard deviation and vice visa, as shown in Figs. 6(a)-(b) for d=30m, 50m and 80m. If we regard Fig. 5 as a matrix, they respectively correspond to column averaging and row averaging. In Fig. 6 , the translation discrepancy differences are almost all above zero, which shows that the new identification method performs more robustly. As shown in Fig. 6(a) , the larger noise standard deviation becomes, the better robustness is. In Fig. 6(b) , the trend is similar for small parallax factors, and along with further increased parallax factor, the translation discrepancy difference turns to decrease and stops just above zero (see d=30m for example).
Analytical Reconstruction Result
According to Proposition 3, the relative depth has been expressed in terms of the pose. It actually gives a new method to analytically reconstruct 3D points. There are two depths existing in (36), one for the left view and the other for the right view. The difference between the two depths is negligible and they are averaged as the depth estimate of the new method. We compare the new method with the traditional 3D point reconstruction method by the DLT-based linear triangulation [13] . The depth of both methods is computed using the identified solution in Section 5.1. The reconstruction error ratio is defined as are respectively the 3D point average reconstruction error (RMSE across Monte Carlo runs) of the analytical method and the traditional method. Figure 7 presents the reconstruction error ratio as a function of noise standard deviation and parallax scale. For normal cases with large parallax, the two reconstruction methods perform almost identically, but for small parallax and large noise standard deviation, 3D ratio tends to be much less than 1, which means that the analytical method is much better in reconstruction accuracy.
Real tests are carried out to confirm the above reconstruction advantage. Two 2D barcode papers are placed onto mutually-perpendicular faces of a table. Pictures are taken with seven selected poses so that the two barcode pictures are well observed (see Fig. 8 ). Figure 8(a) gives an example picture of the table and barcode papers, in which 62 feature points are observed, and Fig. 8(b) depicts the seven camera poses relative to the barcode papers. Reconstruction error ratio of analytical method relative to traditional method, as a function of parallax factor and noise standard deviation. Fig 8(a) . Test table and barcode papers with feature points .   Fig 8(b) . Ground-truth camera poses and 3D structure in real tests. We use the PnP method [22, 23] to compute the true camera poses and the true 3D points. Specifically, a separate spatial frame is attached to each barcode paper and the PnP method is used to compute the camera poses relative to each barcode paper frame. The ground-truth camera poses and 3D barcode feature point coordinates are obtained by unifying the two spatial frames. The reconstruction error ratios for all 2 7 21 C  combinations (blue circles) are plotted in Fig. 9 . Except the 3-4 pair of views, the analytical reconstruction method is overwhelmingly better in reconstruction accuracy.
Considering that the initial pose solution may likely be too coarse to suitable for reconstruction, the bundle adjustment (BA) [13] is used to optimize 3D points and the pose. The BA is respectively initialized by the analytical reconstruction result and the traditional reconstruction result. The reconstruction error ratios after the BA are also presented in red circles in Fig. 9 . It shows that the BA does not significantly change the reconstruction error ratio, in other words, the analytical reconstruction method is still much preferred.
Two demonstrating reconstructed barcode papers together with the truth are given in Fig. 10 , one is the 3-4 pair of views with the largest parallax, the other one 4-6 pair of views with the second largest parallax. We can see that the two methods perform similarly for the largest parallax case in Fig. 10(a) , but the analytical reconstruction method is much better for the second largest parallax case in Fig.  10(b) . For 3-4 and 4-6 view pairs, the analytically-initialized BA and traditionally-initialized BA are almost identically good (see Fig. 9 ), so only the analytically-initialized BA is plotted in Fig. 10. In addition, Figs. 10(c)-(d) give the reconstructed barcode papers for the 1-4 pair of views. The analytical reconstruction initialization leads to a well-behaved BA in Fig. 10(c) , while the traditional reconstruction initialization leads to a diverging BA in Fig. 10(d) . This can be confirmed by the reconstruction error ratio in Fig. 9 , almost zero for the 1-4 view pair. 
Pure Rotation Identification Result
Propositions 4, 5 and 8 actually present two alternative methods to identify pure rotation or infinite 3D points. In Section 4.4, we have compared them for identifying the pure rotation and recommended the method derived from Proposition 8.
Define a pure rotation indicator (PRI) as the average of   2M t in (76) across all feature points
and identify the motion as a pure rotation if
where pri  is a threshold. Actually, it is ready to check
m m t t , so we simply denote it as PRI.
Referring to Fig. 4(b) , for the case of pure rotation ( 0   ) and zero noise, the translation discrepancy is roughly 90 degree. For a fixed nonzero parallax factor, e.g., 0.2   , as the noise standard deviation increases the translation discrepancy also gradually approaches 90 degree. The cases of about 90 degree translation discrepancy roughly forms a triangle at the lower-right corner. Translation estimate with so large discrepancy is usually of little use, so it is preferable to identify all of them by a chosen threshold pri  . Fig. 11(a) , for the case of pure translation and zero noise, PRI is approximately zero as predicted by Proposition 8. For a fixed nonzero parallax factor, e.g., 0.2   , increasing noise standard deviation tends to reduce the PRI to zero. Notably, the color pattern of PRI much resembles that of the translation discrepancy in Fig. 4(b) . This enables us to easily find a threshold to identify the cases with large translation discrepancy. For instance, 0.015 pri   corresponding to the magenta color is a good choice to identify the cases with 90 degree translation discrepancy. In contrast, the  
3
M R in Fig. 11 (b) has no such a nice property, namely, we cannot find a proper threshold to do the identification. We have tested 3D points with different depths (d=30m, 50m and 80m) and found that 0.015 
Computation Cost
Time costs as a function of the number of feature points are shown in Fig. 13 . The elapsed time are averaged across 20 Monte Carlo runs. 'Method I' means the two inequalities are employed to identify the right pose solution, and 'Method II' additionally uses the right pose from 'Method I' to analytically reconstruct 3D points. In contrast, the traditional method identifies the right solution by the DLTbased 3D reconstruction and subsequent positive depth check for each of four solutions [13] .
Note that the time cost of computing the feature pairs is not taken into account. The matrix   Figure 13 clearly shows that Methods I and II have almost the same time cost as the analytical reconstruction is very cost-efficient. As compared with the traditional method, they reduce the time cost by about 7-9 times.
CONCLUSIONS
The well-known essential matrix equation only represents the coplanar relationship in the two-view imaging geometry and loses the important connection among the translation vector and two projection rays. The paper comes up with the PPO (same-side and intersection) constraints for the two-view geometry problem that are proven to be equivalent to the two-view imaging geometry. The complete pose solutions to the essential matrix equation are explicitly derived from the perspective of equation solving. It is shown that the orientation can still be recovered in the pure rotation case. Two inequalities are formulated by simplifying the two new constraints, so as to help directly identify the right solution. It does not need 3D points reconstruction and depth check that are required in traditional methods. The intersection inequality constraint lends itself to a criterion for identifying the pure rotation motion of the camera. 
