Statistical inference for the ϵ-entropy and the quadratic Rényi entropy  by Leonenko, Nikolaj & Seleznjev, Oleg
Journal of Multivariate Analysis 101 (2010) 1981–1994
Contents lists available at ScienceDirect
Journal of Multivariate Analysis
journal homepage: www.elsevier.com/locate/jmva
Statistical inference for the -entropy and the quadratic Rényi entropy
Nikolaj Leonenko a, Oleg Seleznjev b,∗
a School of Mathematics, Cardiff University, Senghennydd Road, Cardiff CF24 4AG, UK
b Department of Mathematics and Mathematical Statistics, UmeåUniversity, SE-901 87 Umeå, Sweden
a r t i c l e i n f o
Article history:
Received 24 March 2009
Available online 4 June 2010
AMS 2000 subject classification:
94A15
62G20
Keywords:
Entropy estimation
Quadratic Rényi entropy
U-statistics
a b s t r a c t
Entropy and its various generalizations are widely used in mathematical statistics,
communication theory, physical and computer sciences for characterizing the amount
of information in a probability distribution. We consider estimators of the quadratic
Rényi entropy and some related characteristics of discrete and continuous probability
distributions based on the number of coincident (or -close) vector observations in
the corresponding independent and identically distributed sample. We show some
asymptotic properties of these estimators (e.g., consistency and asymptotic normality).
These estimators can be used in various problems in mathematical statistics and computer
science (e.g., distribution identification problems, average case analysis for random
databases, approximate pattern matching in bioinformatics, cryptography).
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1. Introduction
In information theory, the Rényi entropy (see [28]), a generalization of the Shannon entropy (see [33]), is one of a family
of functions for quantifying the diversity, uncertainty or randomness of a system, and is defined for the random variable X
with the discrete distribution P = {p(k), k ∈ Nd}, d ≥ 1, as
hs(P ) := 11− s log
(∑
k
p(k)s
)
, s 6= 1. (1)
Henceforth we use log x to denote the natural logarithm of x. Another generalization of the Shannon (or Boltzmann–Gibbs)
entropy was proposed by Tsallis [37]:
Ts(P ) := 11− s
(
1−
∑
k
p(k)s
)
, s 6= 1.
When s approaches 1, it can be shown that hs(P ) and Ts(P ) converge to
h1(P ) := −
∑
k
p(k) log p(k), (2)
which is the Shannon entropy. Sometimes Rényi entropy is considered only for the special case s = 2,
h2(P ) := − log
(∑
k
p(k)2
)
. (3)
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As s→∞, the limit exists as
h∞(P ) := − log sup
k
p(k)
and this is the so-called min-entropy, because it is the smallest value of hs(P ). It follows by definition that these two cases
are related by
h∞(P ) ≤ h2(P ) ≤ 2h∞(P ),
while on the other hand, the Shannon entropy can be arbitrary large for a random variable X with a fixed min-entropy.
Finally, Kolmogorov’s concept of -entropy (see [14]) or measure-theoretical entropy is a measure of the size of a compact
metric space and it is widely used in the problems of dynamical systems, the theory of stochastic processes and other
problems related to infinitely dimensional spaces as well as information and communication theory. There are several
entropy characteristics for continuous distributions (see, e.g., [29,25,24,35]). We consider the problem of estimating the
quadratic Rényi entropy and related characteristics of a randomvector X ∈ Rdwith the discrete or continuous distributionP
from a sample X1, . . . , Xn of independent and identically distributed (i.i.d.) observations. Let, for continuousP with density
p(x), x ∈ Rd, p ∈ L2(Rd),
h2(P ) := − log
(∫
Rd
p(x)2dx
)
.
Various entropy applications in statistics (e.g., classification and distribution identification problems) and in computer
science (e.g., average case analysis for random databases, approximate pattern matching) have been discussed; see, e.g.,
[12,13,21,35,30,31,36,1].
The paper [2] contains an outstanding overview of nonparametric Shannon entropy estimation for random vectors of
continuous type, while the paper by Vatutin and Michailov [39] presents an overview of results for discrete type random
vectors. Nonparametric estimation of the quadratic functional q2 = exp{−h2} and the entropy for continuous distributions
has attractedmuch interest in the literature (see, e.g., [4,22,21,7,1], and references therein). In our paper,we study properties
(e.g., consistency and asymptotic normality) of a certain kernel estimator of the entropy based on the number of coincident
(or -close) observations in the corresponding i.i.d. sample for the multivariate case. These results can be used, e.g., in
evaluation of asymptotic confidence intervals for the above entropy characteristics.
Note that our estimators of entropies are different from those considered by Kozachenko and Leonenko [17], Tsybakov
and van der Meulen [38], Leonenko et al. [21], Baryshnikov et al. [1]. In Leonenko et al. [21], the nearest neighbor estimators
for Rényi information are studied for a large class of multidimensional densities with possible unbounded support, but
only the asymptotic unbiasedness and consistency are proved. Baryshnikov et al. [1] contains general statistical properties
(including asymptotic normality) for functionals which contain entropies as a partial case, but they hold only for a densities
with bounded support (see also related results by Redmond and Yukich [27], and Evans et al. [6]). For the other approaches
based onVoronoi tessellations, see, e.g., [10] or [19]. In fact, one can introduce several concepts ofmultidimensional spacings,
e.g., Voronoi or Dirichlet cells, as a multidimensional ‘‘geometrical’’ generalization of the one-dimensional spacings, while
considering the nearest neighbor balls as a probabilistic counterpart of one-dimensional spacings; see [26] for a discussion.
First, we introduce some notation. Throughout the paper, we use X, Y , Z to denote three independent and identically
P -distributed random vectors. For the discrete case, P = {p(k), k ∈ D ⊆ Nd}. For the continuous case, let the distribution
P have a density {p(x), x ∈ D ⊆ Rd}. In general, D is a subset of a metric space (S, d) with metric d(x, y), x, y ∈ S. We say
that vectors x and y are -close,  ≥ 0, d(x, y) ≤ , e.g., for the Euclidean distance in Rd. Let |C | denote the cardinality of a
finite set C and Nn, the random number of -close observations in the sample Tn = {X1, . . . , Xn},
Nn, :=
∣∣{d(Xi, Xj) ≤ , i, j = 1, . . . , n, i < j}∣∣ =∑
i<j
I(d(Xi, Xj) ≤ ), (4)
where I(C) is the indicator function of an event C . In particular, the number of coincidences in Tn corresponds to  = 0.
Let B(x) := {y : d(x, y) ≤ } be an -ball in S with radius  and center at x ∈ S. Denote by p(x) the -ball probability
p(x) := P{Y ∈ B(x)}. The general concept of -entropywas introduced in Kolmogorov [15] formetric spaces. For the Rényi
entropy (1), we define the (generalized) Rényi -entropy of the distribution P [31] as
h2, = h2,(P ) := − log q2,(P ) = − log Ep(X).
where the -coincidence probability is q2,(P ) := P{d(X, Y ) ≤ }. The -entropy can be considered as a measure of the
amount of information in P . A generalization of the entropy related to quantization of the corresponding distribution for
continuous randomvectors is due to [29]. First, a randomvectorX is quantized into discrete values, e.g., by the corresponding
Voronoi tessellation, and then the (discrete) entropy is used for the discrete distribution obtained.
Remark 1. In Seleznjev and Thalheim [31], a relationship of the Kolmogorov -entropy and the generalized Rényi -entropy
is discussed. In particular, it is shown that for a compact setD and a bounded and continuous distribution density p(x), x ∈ D,
h2,(P ) ≤ hK (D)+ o(1) as  → 0,
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where hK (D) is the Kolmogorov -entropy of D. Heuristically, the Kolmogorov -entropy h
K
 (D) corresponds to the
generalized Rényi -entropy for the discrete uniform distribution obtained from quantization of X by the minimal -ball
covering of D.
To the best of our knowledge, the only similar generalization of Rényi entropy is proposed in [23] (see also [35]) for
certain discrete sequences. For a Gaussian measure µ, a precise link between the small ball probability function and the
metric entropy of the unit ball of the Hilbert spaceHµ generated byµwas discovered in [18]. Small ball probabilities around
random centers and related quantization problems are considered in [5] (see also references therein). Let
D→ and P→ denote
convergence in distribution and in probability, respectively.
The paper is organized as follows. In Section 2, we consider estimation of the quadratic Rényi entropy for discrete
distributions. The main results for estimation of quadratic Rényi and -entropies for continuous distributions are presented
in Section 3, where we assume that  = (n) → 0 as n → ∞. Several numerical experiments demonstrate the rate of
convergence of the asymptotic results obtained. In Section 4, we discuss some statistical applications of the results obtained
to Rényi entropy characterizations of Pearson’s multidimensional distributions, the distribution of the height of digital trees
(e.g., tries) for approximate matching, and -keys in stochastic databases. Section 5 contains the proofs of the statements
from the previous sections. Some basic results for U-statistics are given in Appendix.
2. Entropy estimation for discrete distributions
If  = 0, then the -entropy for a discrete distribution P = {p(k)} becomes the conventional quadratic Rényi entropy
(cf. [29]),
h2 = h2(P ) := − log q2(P ) = − log
∑
k
p(k)2,
where the coincidenceprobabilities q2 := q2,0(P ) = P{X = Y } and q3 := q3,0(P ) = P{X = Y = Z} =∑k p(k)3 = Ep(X)2.
For a sample of discretely distributed random observations X1, . . . , Xn, we introduce the normalized statistic
Qn = Q2,n :=
(n
2
)−1
Nn,0 =
(n
2
)−1∑
i<j
I(Xi = Xj).
Then Q2,n is a U-statistic of Hoeffding and it can be used as an estimator of q2 and h2. For a short introduction to U-statistics
techniques, see Appendix and, e.g., [32,16,20]. Let Hn := − log(max(Qn, 1/n)) be the corresponding entropy estimator.
Remark 2. Here and henceforth instead of 1/n in the definition of a (truncated) estimator, a sequence an > 0, an → 0 as
n→∞, can be used.
It follows by definition that q2 = Ep(X) ≤ (Ep(X)2)1/2 = q1/23 with equality iff p is constant; hence ζ1 := Var(p(X)) =
q3 − q22 > 0 unless X is uniformly distributed on some D ⊂ Nd. Let
Q3,n :=
(n
3
)−1 ∑
1≤i<j<k≤n
I(Xi = Xj = Xk) and H3,n := −1/2 log(max(Q3,n, 1/n)),
and s2n := max(Q3,n−Q 2n , 1/n) (see Remark 2). By applying the corresponding results forU-statistics and the Slutsky theorem
we get the following theorem for the asymptotic normality of the estimator Hn of the quadratic entropy h2.
Theorem 1. If ζ1 > 0, then
(i)
√
n(Qn − q2) D→N(0, 4ζ1) and√nq2(Hn − h2) D→N(0, 4ζ1) as n→∞;
(ii)
√
n Qn2sn (Hn − h2)
D→N(0, 1) as n→∞.
Remark 3. Similar results can be obtained for the coincidence probabilities qr(P ) := P{X1 = · · · = Xr} = ∑k p(k)r and
entropies hr(P ) := − log qr(P ), r = 3, 4, . . . , by applying the corresponding results for U-statistics.
Let now ζ1 = 0 (i.e. X is uniformly distributed) and χ2k be a chi-square distributed random variable with k degrees of
freedom.
Theorem 2. Let X be a discrete-valued uniform random variable and p(k) = 1/m, k ∈ D, m := |D|. Then
n(Qn − q2) D→ 1m (χ
2
m−1 − (m− 1)) as n→∞.
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Example 1. In Liu and Rao [22], the quadratic entropy for a distribution P is defined as
Q (P ) = Ev(X, Y ),
where X, Y are P -i.i.d. random variables, X, Y : S → R, and the non-negative function v(x, y) has the properties:
(i) Ev(X, Y ) <∞;
(ii) v(x, y) = 0 iff x = y;
(iii) for any n ≥ 1 and for any s1, . . . , sn in S and a1, . . . , an in R such that a1 + · · · + an = 0,
n∑
i,j=1
v(si, sj)aiaj ≤ 0. (5)
Proposition 1. The function v(x, y) = I(x 6= y) satisfies the above conditions (i)–(iii) for any discrete distribution P .
Therefore Q (P ) = EI(X 6= Y ) = 1 − q2(P ) is a quadratic Liu–Rao entropy and the corresponding results and statistical
applications for Q (P ) hold, and the sample Liu–Rao entropy Qn(P ) = 1n(n−1)
∑n
i,j=1 I(Xi 6= Xj) = 1− Qn can be used as an
estimator.
Remark 4. Consider a discrete probability distributionP = {p(k)}, k ∈ D, |D| = N , and entropies h1(P ) (2) and h2(P ) (3).
In Zyczkowski [43], the following approximation is shown:
h2(P ) ≤ h1(P ) ≤ lnN + 1N − e
−h2(P ).
This means that for a finite discrete distribution, an estimation of the quadratic Rényi entropy gives bounds for the classical
Shannon entropy, which is interesting formany applications. In this paper, it is noticed also that the quadratic Rényi entropy
(called the extension entropy) is closely related to the inverse participation ratio
R(P ) = 1∑
k∈D
p(k)2
= eh2(P ),
which can be estimated now on the basis of the above results.
Remark 5. For discrete P , some applications of the quadratic Rényi entropy in cryptography and relationships with
Shannon entropy are studied also in [3], where q2(P ) is known as a collision probability. Therefore, the results obtained
can be used to evaluate a gap between Rényi and Shannon information.
3. Entropy estimation for continuous distributions
We consider an approach different from those of Leonenko et al. [21] and Baryshnikov et al. [1]. For the continuous case,
henceforth we assume that there exist the following functionals:
q2 :=
∫
Rd
p(x)2dx, q3 :=
∫
Rd
p(x)3dx.
It follows from [31] (see also [9]) that for a bounded and continuous (or with a finite number discontinuity points) density
p(x), x ∈ Rd,
q2, = db1(d)q2(1+ o(1)),
q3, = 2db1(d)2q3(1+ o(1)),
h2, = d log 1

− log b1(d)− log q2 + o(1) as  → 0, (6)
where b(d) := db1(d) is the volume of the -ball in Rd, e.g., for the unit ball and the Euclidean norm, b1(d) = pid/2/
Γ (d/2+ 1). We define
q3,(P ) := P{d(X, Y ) ≤ , d(X, Z) ≤ } = Ep(X)2.
Similarly, we have for the general case, s > 0, the differential entropy
hs,(P ) = d log 1

− log b1(d)− hs(P )+ o(1) as  → 0,
hs(P ) := 11− s log
∫
Rd
p(x)sdx, s 6= 1,
h1(P ) := −
∫
Rd
p(x) log p(x)dx. (7)
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Note that this generalization of the entropy of the discrete probability distribution is not unique. Nevertheless, the
differential entropy as the main part of the -entropy related to the distribution proper appears in various approaches
(cf. [29]). The asymptotic behavior of the number of -close pairs of points (or inter-point distances) Nn, is studied; see,
e.g., [34,9,31].
Henceforth we assume that  = (n) → 0 as n → ∞. Let for a sequence of random variables Un, n ≥ 1, say, Un =
OP(1) as n→∞ if for any  > 0 and anyn ≥ 1 there existsA > 0 such that P{|Un| ≥ A} ≤ , i.e. the family of distributions of
Un, n ≥ 1, is tight, and for a numerical sequence vn, n ≥ 1, say, Un = OP(vn) as n→∞ if Un/vn = OP(1) as n→∞. Some
properties of asymptotically normal sequences and OP(1) (a variant of the delta method) are given for further references in
the following proposition although they might be found elsewhere.
Proposition 2. Let for sequences of statistics Un, Tn, n ≥ 1, and numerical sequences θn, vn, n ≥ 1, θn → θ as n→∞,
√
n(Un − θn) D→N(0, σ (θ)2) and Tn − θn = OP(vn) as n→∞,
where g ′(x), σ (x) are continuous at θ , and g ′(θ)σ (θ) 6= 0. Then
√
n
g(Un)− g(θn)
g ′(Un)σ (Un)
D→N(0, 1) and g(Tn)− g(θn) = OP(vn) as n→∞.
For a P -i.i.d. sample X1, . . . , Xn, we introduce the normalized statistic
Qn = Q2,n() :=
(n
2
)−1
Nn,,
an estimator of q2, . First, we note that Qn is also a U-statistic of Hoeffding for the -coincidence probability q2, . For the
number of -coincidences Nn, , (4), let
λn := ENn, =
(n
2
)
q2, ∼ n
2d
2
b1(d)q2 as n→∞,
for a bounded and continuous density p(x). For the U-statistic Nn, , we have (see, e.g., [20])
σ 2n := Var(Nn,) =
(n
2
)
(ζ2,n + 2(n− 2)ζ1,n), (8)
where
ζ1,n := Var(p(X)) = q3, − q22,, ζ2,n := Var(I(|X − Y | < )) = q2, − q22, .
Denote the variance of Qn byw2n := Var(Qn) =
( n
2
)−2
σ 2n . We have different asymptotic behaviors of Nn, depending on the
rate of decrease of (n) in the following theorem [9]. Let λ = λ(a) := 12b1(d)q2a for a > 0.
Theorem 3. Let p(x) be bounded and continuous.
(i) If n2d → 0, then λn = ENn, → 0, and thus Nn, D→ 0 as n→∞.
(ii) If n2d → a, 0 < a <∞, then λn → λ(a) > 0 and Nn, D→ Po(λ(a)) as n→∞.
(iii) If n2d →∞ and  → 0, then
(Nn, − λn)/σn = (Q2,n − q2,)/wn D→N(0, 1) as n→∞.
To measure the deviation between two probability distributions P1 and P2 of integer-valued random variables, we use
the total variation distance defined as
dTV (P1,P2) := sup{|P1(C)− P2(C)| : C ⊂ {0, 1, . . .}} = 12
∑
j≥0
|P1( j )− P2( j )|.
The following theorem evaluates the total variation distance from the approximate Poisson Po(λn) and follows
straightforwardly from the corresponding result in Seleznjev and Thalheim [31] and (6). In particular, the rate of convergence
to Po(λn) is evaluated.
Theorem 4. Let L(Nn,) be the distribution of Nn, .
(i) For any n ≥ 1,  > 0,
dTV (L(Nn,), Po(λn)) ≤ 8λ1/2n q3,q−3/22, .
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(ii) If n2d → a, 0 < a <∞, i.e. λn → λ(a), and p(x) is bounded and continuous in Rd, then
dTV (L(Nn,), Po(λn)) ≤ 4
√
2
n
ab1(d)q3q−12 (1+ o(1)) as n→∞.
Remark 6. Note that
|P{N(A) = 0} − e−λn | ≤ dTV (L(Nn,), Po(λn)).
Let c := 12b1(d)q2. Applying Theorem 4(ii) to the minimum inter-point distance Yn := min1≤i<j≤n ‖Xi − Xj‖ and  =
c−1/dt1/dn−2/d, t > 0, i.e. λn → λ(a) = t , we get
P{cn2Y dn ≥ t} = P{Yn ≥ } = P{Nn, = 0} → e−λ = e−t as n→∞.
Thus Zn = cn2Y dn has asymptotically the exponential distribution Exp(1) and an asymptotic confidence interval for the
quadratic functional q2 can be obtained as
In = [2t1/(n2b1(d)Y dn ), 2t2/(n2b1(d)Y dn )]
for certain positive t1, t2.
Like for the discrete case, we have q3 ≥ q22 with equality iff p(x) is constant; hence ζ1 := Var(p(X)) = q3−q22 > 0 unless
X is uniformly distributed on some D. Denote by Q˜n := b(d)−1Q2,n an estimator of q2 and
v2n := Var(Q˜n) =
(n
2
)−2
b(d)−2σ 2n .
Then it follows from (8) (see also [9]) that for a non-uniform distribution, ζ1 > 0,
σ 2n ∼
1
2
b1(d)q2n2d + b1(d)2ζ1n32d,
v2n ∼
2q2
b1(d)n2d
+ 4ζ1
n
= 1
n
(
2q2
b1(d)nd
+ 4ζ1
)
as n→∞.
Thus for n2d →∞ and nd → a, 0 ≤ a ≤ ∞, we obtain
1
v2n
∼
{
n/κ, if 0 < a ≤ ∞,
n2d/ν = n(nd)/ν = o(n), if a = 0, (9)
where ν := 2q2/b1(d) and for a > 0, κ := ν/a+ 4ζ1 > 0.
Let the quadratic -entropy h2, := − log(q˜2,) and Hn := − log(max(Q˜n, 1/n)) (see Remark 2). In order to construct
an asymptotic confidence interval for the quadratic -entropy h˜2, (and finally for the entropy h2) we need a consistent
estimator for the asymptotic variance κ := κ(q2, q3), that is some consistent estimators for q2 and q3. For a bounded density
p(x), we can use the corresponding estimator from Leonenko et al. [21], say, Q˜3,n := Q3,n(LPS), based on the nearest neighbor
distance statistics. Now we have
Q˜n
P→ q2, Q˜3,n P→ q3 as n→∞.
Denote by Kn := max(κ(Q˜n, Q˜3,n), 1/n) (see Remark 2) a consistent estimator of κ . The following theorem describes the
asymptotic normality of the estimators Q˜n and Hn. Let q˜2, := q2,/b(d). The theorem follows from (9), Theorem 3(iii), and
Proposition 2.
Theorem 5. Let nd → a, 0 < a ≤ ∞, ζ1 > 0, and p(x) be bounded and continuous. Then
(i)
√
n(Q˜n − q˜2,) D→N(0, κ) and√nq˜2,(Hn − h˜2,) D→N(0, κ) as n→∞;
(ii)
√
n Q˜n√Kn (Hn − h˜2,)
D→N(0, 1) as n→∞.
Remark 7. Alternatively, the U-statistic U3,n can be used as a consistent estimator of q3, where
U3,n := b(d)−2
(n
3
)−1 ∑
i<j<k
ψ(Xi, Xj, Xk), EU3,n, = q˜3,, (10)
and Iij() := I(d(Xi, Xj) ≤ ), i 6= j,
ψ(X1, X2, X3) := 13 (I12()I13()+ I21()I23()+ I31()I32()).
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Then like for (8) and (9), it follows by conventional U-statistic properties (see Appendix) that
Var(U3,n) = b(d)−4
(n
3
)−1
(ζ3,n + 3(n− 3)ζ2,n + 3
(
n− 3
2
)
ζ1,n),
where ζ1,n = Cov (ψ(X1, X2, X3), ψ(X1, X4, X5)), ζ2,n = Cov (ψ(X1, X2, X3), ψ(X1, X2, X4)), and ζ3,n = Var(ψ(X1, X2, X3)).
Moreover, when nd → a, 0 < a ≤ ∞, we have Var(U3,n)→ 0 and therefore,
U3,n − q3 = U3,n − q˜3, + q˜3, − q3 P→ 0 as n→∞.
We claim that the above -coincidence and U-statistics techniques can be used for consistent estimation of the higher
order differential entropies hr(P ), r = 3, 4, . . . , (7), by applying the corresponding results for U-statistics (cf. Remark 3).
For evaluation of the quadratic density functional q2 and the differential Rényi entropy, we denote by H(α)(K), 0 < α
≤ 2, K > 0, a linear space of functions continuous in Rd satisfying the α-Hölder condition if 0 < α ≤ 1 or if 1 < α ≤ 2 with
continuous partial derivatives satisfying the (α−1)-Hölder conditionwith constant K . Nowby evaluating the corresponding
bias term Rn := q˜2,−q2, we get the following theorem for estimation of the quadratic density functional and the differential
Rényi entropy. Let L(n) > 0, n ≥ 1, be a slowly varying function as n→∞.
Theorem 6. Let p ∈ H(α)(K), K > 0, for some 0 < α ≤ 2.
(i) Then the bias |q˜2, − q2| ≤ Kdα .
(ii) If 0 < α ≤ d/2 and  ∼ cn− 22α+d , 0 < c <∞, then
Q˜n − q2 = OP(n− 2α2α+d ) and Hn − h2 = OP(n− 2α2α+d ) as n→∞.
(iii) If α > d/2 and  ∼ L(n)n−1/d and nd → a, 0 < a ≤ ∞, then
√
n(Q˜n − q2) D→N(0, κ) and
√
nq˜2,(Hn − h2) D→N(0, κ);
√
n
Q˜n√
Kn
(Hn − h2) D→N(0, 1) as n→∞.
The smoothness conditions for the density function can be introduced in a different way (cf. Fourier characterization
in [7]). Let H(α)2 (K), 0 < α ≤ 1, K > 0, be a linear space of continuous in Rd functions satisfying the α-Hölder condition in
L2-norm, i.e. for any h ∈ B1(0),
‖p(· + h)− p(·)‖2 ≤ K |h|α. (11)
We assume additionally that, if α = 1 and p(x) is continuously differentiable, then p(1) ∈ L2(Rd). Note that (11) holds if,
e.g., for any h ∈ B1(0),
|p(x+ h)− p(x)| ≤ g(x)|h|α,
for some function g ∈ L2(Rd) with K 2 =
∫
Rd g(x)
2dx (cf. [4]). These new conditions allow us to get a better rate for the bias
Rn and α > d/4 region for asymptotic normality of the estimators.
Theorem 7. Let p ∈ H(α)2 (K), K > 0, for some 0 < α ≤ 1.
(i) Then the bias
−1
2
K 22α ≤ q˜2, − q2 ≤ 0.
(ii) If 0 < α ≤ d/4 and  ∼ an− 24α+d , a > 0, then
Q˜n − q2 = OP(n− 4α4α+d ) and Hn − h2 = OP(n− 4α4α+d ) as n→∞.
(iii) If α > d/4 and  ∼ L(n)n−1/d and also nd → a, 0 < a ≤ ∞, then
√
n(Q˜n − q2) D→N(0, κ) and
√
nq˜2,(Hn − h2) D→N(0, κ);
√
n
Q˜n√
Kn
(Hn − h2) D→N(0, 1) as n→∞.
Remark 8. For the one-dimensional case, d = 1, various results (e.g., the asymptotic normality) for general kernel-based
estimators of the quadratic functional for continuous-valued random variables are obtained in [4,7].
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Fig. 1. Bernoulli d-dimensional distribution; d = 3, Be(p)-i.i.d components, p = 0.8, sample size n = 500. The standard normal approximation for the
empirical distribution (histogram) of normalized residuals; Nsim = 500.
Fig. 2. A chi-square distribution with four degrees of freedom; sample size n = 100,  = 0.2. The standard normal approximation for the empirical
distribution (histogram) of normalized residuals; Nsim = 200.
Example 2. Fig. 1 illustrates the performance of the above approximation for the quadratic Rényi entropy h2 for a sam-
ple from a (discrete) d-dimensional Bernoulli distribution and n observations, d = 3, n = 200, with Bernoulli Be(p)-i.i.d
components, p = 0.8. Here the coincidence probability q2 = (p2 + (1 − p)2)3 and the Rényi entropy h2 = − log(q2).
We compare the histogram for the normalized residuals r (i)n := Qn/(2sn)(Hn − h2), i = 1, . . .Nsim, in Theorem 1(ii) and
the standard normal density for Nsim simulated normal samples, Nsim = 500. The corresponding qq-plot, Shapiro–Wilk and
Kolmogorov–Smirnov tests also support the normality hypothesis for the normalized residuals obtainedwith p-values 0.469
and 0.577, respectively.
Example 3. Figs. 2 and 3 show the accuracy of the estimator for the differential Rényi entropy h2 of continuous distribu-
tions in Theorem 7(iii), for a one-dimensional chi-square with four degrees of freedom and a three-dimensional Gaussian
with N(0, 1)-i.i.d component distributions, respectively, where the sample size n = 500.We compare the histogram for the
normalized residuals r (i)n := Q˜n/√Kn(Hn − h2), i = 1, . . .Nsim, and the standard normal density for Nsim simulated normal
samples; Nsim = 200.
For the chi-square sample, the quadratic density functional q2 = 1/8 and the Rényi entropy h2 = − log(q2). The cor-
responding qq-plot, Shapiro–Wilk and Kolmogorov–Smirnov tests support the normality hypothesis for the normalized
residuals obtained with p-values psw = 0.175 and pks = 0.948, respectively.
For the Gaussian sample, q2 = (1/
√
4pi)3. Here for the Shapiro–Wilk and Kolmogorov–Smirnov normality tests we have
psw = 0.70 and pks = 0.084.We used themax-distance in Rd, i.e., |x−y| = max(|xi−yi|, i = 1, . . . , d), and the correspond-
ing volume of the unit ball, b1(d) = 2d, d = 3. The two consistent estimators, nearest neighbor Q3,n(LPS) and -coincidence
U3,n, (10), give similar results.
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Fig. 3. Gaussian d-dimensional distribution; d = 3, N(0, 1)-i.i.d components, sample size n = 200,  = 0.2. The standard normal approximation for the
empirical distribution (histogram) of normalized residuals; Nsim = 500.
4. Applications
4.1. Entropy maximizing distributions
Characterizations of Pearson’s multidimensional distributions as maximizers of Shannon and Rényi entropy have been
studied by Zografos [40] and Johnson and Vignat [11] (see also [42,8,41]).
Consider the followingmaximization problem: given a symmetric matrix C > 0, among all the densities p(x)withmean
µ and such that∫
Ω
p(x)xxTdx = C, (12)
the quadratic Rényi entropy
h2(p) = − log
∫
Rd
p2(x)dx
is uniquely maximized by the density
p∗(x) =
{
A(1− β(x− µ)TC−1(x− µ)), x ∈ Ω0
0, x 6∈ Ω0, A =
Γ
(
2+ d2
)
β
d
2
Γ (2)pi
d
2 |C |1/2
, (13)
with support
Ω0 =
{
x ∈ Rd : β(x− µ)TC−1(x− µ) ≤ 1} , β = 1
4+ d ,
that is, for all other densities with the supportΩ0 which have mean µ and satisfy (12) we have the following inequality:
h2(p) ≤ h2(p∗),
with equality if and only if p = p∗ almost everywhere with respect to the Lebesgue measure in Rd.
The distribution p∗(x) belongs to a class ofmultivariate Pearson type II distributions (or a class of Student-r distributions)
and its quadratic Rényi entropy is
h2(p∗) = − log 2Γ
2
(
2+ d2
)
β
d
2
Γ
(
3+ d2
)
pi
d
2 |C |1/2
, or
eh2(p
∗)
|C |1/2 = Kd :=
Γ
(
3+ d2
)
pi
d
2
2Γ 2
(
2+ d2
)
β
d
2
.
LetK be a class of d-dimensional density functions p(x), x ∈ Rd with supp{ f } = Ω0 which satisfy condition (12). Note that
the density p∗ of a Pearson type II distribution belongs to this classK . Let X1, X2, . . . Xn, n ≥ 1, be an i.i.d. sample from a
member ofK . Consider
Σn = (σijn)1≤i,j≤d =
(
1
n− 1
n∑
ν=1
(X (i)ν − X¯i)(X ( j )ν − X¯j)
′
)
1≤i,j≤d
,
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the sample covariance matrix, as a consistent estimate of C as n → ∞, where Xν = (X (1)ν , . . . , X (d)ν )′ , ν = 1, . . . , n, and
X¯i = 1n
∑n
ν=1 X (i)ν , i = 1, . . . , d.
Then under the null hypothesis H0 : X1, X2, . . . Xn is a sample from a Pearson type II distribution (13), we obtain from the
Slutsky theorem and the results of Section 3 that
{detΣn}−1/2 exp
{
H2,n
} P→ Kd as n→∞,
where H2,n is a consistent estimator of the quadratic Rényi entropy.
Under the alternative H1 : X1, X2, . . . , Xn is a sample from any other member p of K , we find that
{detΣn}−1/2 exp
{
H2,n
} P→ eh2(p)|C |1/2 < Kd as n→∞.
Note that for d = 1, 2, 3, 4, 5, we have the following values for the constant Kd:
K1 = 53
√
pi
√
5 ' 6.61, K2 = 92pi ' 14.137, K3 =
98
15
pi
√
7 ' 54.304,
K4 = 643 pi
2 ' 210.55, K5 = 291635 pi
2 ' 822.28.
In other words, the above mentioned test is consistent against such alternatives. One can construct the asymptotic
confidence interval for estimation of the entropy based on the results of Section 3, which makes this test practical.
4.2. The length of digital trees
Prefix tree (or trie) models are widely used in computer science (e.g, searching and sorting, patternmatching algorithms;
see, e.g., [35]). The corresponding stochastic databasemodel can be defined as follows. Let a database (or a table) be amatrix
with n rows (tuples or records, sequences) t( j ) = tU( j ), j = 1, . . . , n, and m columns (attributes), U = {1, . . . ,m}. We
assume that all tuples are i.i.d. random m-vectors with common distribution P . We say that tuples t(i) and t( j ) have an
alignment Cij = k if t(i) and t( j ) coincide exactly on their first k attributes (prefixes) but differ on the (k + 1)th one. Then
νn := max{Cij : i < j, i, j = 1, . . . , n}+1 is called the height of the corresponding digital tree,which can be constructed from
the tuples in the table. Assume additionally that P is discrete and the attributes are i.i.d. random variables with quadratic
entropy h2(P )—the so called Bernoulli database model. Then it is shown in [30] that
νn
h2(P )
2 log n
P→ 1 as n→∞.
Applying Theorem 1 and the Slutsky theorem we get that
νn
Hn(P )
2 log n
P→ 1 as n→∞,
whereHn(P ) is the corresponding estimator of the entropy h2(P ), i.e., 2 log n/Hn(P ) is the likely length of such digital tries.
Similarly, one can obtain consistent estimators for Eνn and Var(νn). These results can be generalized for the -tree models
with approximate matching by applying the corresponding results from Seleznjev and Thalheim [31] and Section 3.
4.3. -keys in stochastic databases
Let a database (or a table) T be a matrix with n i.i.d. random tuples t( j ) = tU( j ), j = 1, . . . ,m, and m attributes,
U = {1, . . . , n} with continuous tuple distribution with density p(x), x ∈ Rm. A subset A ⊆ U , |A| = d ≤ m, is called
an -key (or -test) if N(A) = 0, i.e. there are no -close in attributes A sub-tuples tA( j ), j = 1, . . . , n. The distribution
of N(A) identifies the ability of A to distinguish records in T . Knowledge about the set of all tests (keys) allows one to
avoid redundancy in identification and searching problems, to characterize the complexity of a database design for further
optimization; see, e.g., [36,31]. It follows from Theorem 4 that -key probability P{N(A) = 0}, i.e. the probability that A is
an -key, can be estimated by e−λn , where
λn = n(n− 1)2 
db1(d)q˜2, = n(n− 1)2 
db1(d)(q2 + Rn), (14)
where the quadratic functional q2 can be estimated with various asymptotics for  and n (Theorems 6 and 7). In fact,
Theorem 4 says that asymptotically optimal -key candidates are amongst the A, |A| = d, sets with minimal value of the
quadratic functional q2 and the corresponding estimators of q2 can be used.
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5. Proofs
Proof of Theorem 1. Note that from basic properties of U-statistics (see Appendix) we get
Qn
P→ q2, Q3,n P→ q3 and
√
n(Qn − q2) D→N(0, 4ζ1) as n→∞. (15)
Let τ(t) := − log t, t > 0, i.e. τ ′(q2) = −1/q2 6= 0, and Yn := √nq2(Hn − h2), Zn := √nq2(τ (Qn) − h2), n ≥ 1. Now the
definition, (15), and the Slutsky theorem give
P{Yn ≤ x} = EI(Yn ≤ x)I(Qn ≥ 1/n)+ EI(Yn ≤ x)I(Qn < 1/n)
= EI(Zn ≤ x)I(Qn ≥ 1/n)+ rn → P{Z ≤ x} as n→∞,
where rn ≤ P{Qn < 1/n} → 0 as n→∞ and Z ∈ N(0, 1).
Finally, the assertion (ii) follows by the standard Slutsky argument. This completes the proof. 
Proof of Theorem 2. We represent the statistic Qn as follows:
Qn =
(n
2
)−1∑
i<j
I(Xi = Xj) =
(n
2
)−1∑
k∈D
∑
i<j
I(Xi = k)I(Xj = k)
and define Ji(k) := I(Xi = k)− c , c := 1/m. Note that∑k∈D I(Xi = k) = 1 and therefore, we get
Qn − c =
(n
2
)−1∑
k∈D
∑
i<j
I(Xi = k)I(Xj = k)− c
=
(n
2
)−1∑
k∈D
∑
i<j
(I(Xi = k)− c)(I(Xj = k)− c) =
(n
2
)−1∑
k∈D
∑
i<j
Ji(k)Jj(k). (16)
It follows from (16) that
Qn − c = 1n(n− 1)
∑
k∈D
∑
i6=j
Ji(k)Jj(k) = c
(n− 1) (Vn −mWn),
where
Vn := 1nc
∑
k∈D
(
n∑
i=1
Ji(k)
)2
and Wn(k) := 1nc
n∑
i=1
Ji(k)2.
Denote bymn(k) :=∑ni=1 I(Xi = k) the empirical frequency of k-value. Note that q2 = c and
Vn =
∑
k∈D
(mn(k)− nc)2
nc
is a standard χ2-statistic of Pearson for the sample from uniform distribution p(k) = c, k ∈ D. Thus
Vn
D→χ2m−1 as n→∞. (17)
Additionally, the law of large numbers gives
Wn → EJi(k)2/c = 1− c = 1− q2 (a.s.) as n→∞. (18)
Now by combining (17) and (18), the assertion follows. 
Proof of Proposition 1. First, note that (i), (ii) follow by definition and Ev(X, Y ) = 1 − q2(P ). Let a1 + · · · + an = 0 and
divideN := {1, . . . , n} into equivalence classeswhere i and j are in the same class Ck, say, i ∼ j, if si = sj. So Ck∩Cl = ∅, k 6= l,
and let set T consist of the remaining unpaired elements if for some k, sk 6= sj, j 6= k. Note that
∑
i,j∈Ck
aiaj =
(∑
i∈Ck
ai
)2
=: c2k .
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Then N = T ∪m1 Ck and we obtain
n∑
i,j=1
I(si 6= sj)aiaj =
n∑
i,j=1
(1− I(si = sj))aiaj =
(
n∑
1
ai
)2
−
n∑
i,j=1
I(si = sj)aiaj
= 0−
m∑
k=1
∑
i,j∈Ck
aiaj −
∑
i∈T
a2i = −
m∑
k=1
c2k −
∑
i∈T
a2i ≤ 0.
and (iii) follows. This completes the proof. 
Proof of Proposition 2. First, we note that from the asymptotic normality of Un we get Un
P→ θ as n → ∞. The Lagrange
formula gives
g(Un)− g(θn) = g ′(µn)(Un − θn), (19)
where µn = θn + un(Un − θn) for some 0 ≤ un ≤ 1, i.e. µn P→ θ , and therefore, g ′(µn) P→ g ′(θ). Now the Slutsky theorem
and (19) imply the first part of the assertion since
√
n
g(Un)− g(θn)
g ′(θ)
−√n(Un − θn) =
(
g ′(µn)
g ′(θ)
− 1
)√
n(Un − θn) P→ 0 as n→∞,
and g ′(Un)
P→ g ′(θ), σ (Un) P→ σ(θ) as n→∞.
Similarly, for a sequence Tn, n ≥ 1, we get
g(Tn)− g(θn)
vng ′(θ)
= g
′(µn)
g ′(θ)
Tn − θn
vn
=: VnWn = OP(1) as n→∞.
In fact, Vn := g ′(µn)/g ′(θ) P→ 1 as n→∞ and for any  > 0 and some positive and large enough A,
P{|VnWn| > A2} ≤ P{|Vn| > A} + P{|Wn| > A} ≤ /2+ /2 = 
and the assertion follows. This completes the proof. 
Proof of Theorem 6. First, we evaluate the bias term Rn := q˜2, − q2. Let V := (V1, . . . , Vd)′ be an auxiliary random vector
uniformly distributed in the unit ball B1(0), say, V ∈ U(B1(0)). Then by definition, we have
Rn =
∫
Rd
E(p(y− V ))p(y)dy−
∫
Rd
p(y)2dy = ED(Y ), (20)
where D(y) := E(p(y− V )− p(y)).
If now 0 < α ≤ 1, then for any y ∈ Rd,
|D(y)| ≤ E|p(y− V )− p(y)| ≤ KαE|V |α ≤ Kα. (21)
If 1 < α ≤ 2, then for any y ∈ Rd, the Taylor formula and symmetry EVi = 0 imply
|D(y)| = 
∣∣∣∣∣E
(∫ 1
0
d∑
1
p(1)i (y− Vt)Vidt
)∣∣∣∣∣
= 
∣∣∣∣∣E
(∫ 1
0
d∑
1
(p(1)i (y− Vt)− p(1)i (y))Vidt
)∣∣∣∣∣ ≤ Kd1+(α−1) = Kdα. (22)
Applying (21) and (22) in (20) gives that
|Rn| ≤ C1Kα, (23)
where the constant C1 ≤ d and does not depend on the density p(y). This completes the proof of the assertion (i).
If α < d/2, then for  ∼ cn− 22α+d , 0 < c <∞, we have nd ∼ cdn− 2α−d2α+d → 0 as n→∞ and
1
v2n
R2n ≤ C1
1
v2n
2α ∼ C2n2d2α ∼ C3 as n→∞
for some positive constants Ci, i = 1, 2, 3, and v2n ∼ ν/(n2d) ∼ νc−dn−
−4α
2α+d by (9). Now for any A > 0,
P
{
|Q˜n − q2| > An− 2α2α+d
}
≤ v
2
n + R2n
A2n−4α/(2α+d)
≤ C
A2
as n→∞.
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Similarly, for α = d/2 and  ∼ cn−1/d, 0 < c <∞, we obtain
nR2n ≤ C1n2α ∼ C1cd as n→∞
and the assertion (ii) follows by applying the Slutsky theorem and Proposition 2.
Let now  ∼ L(n)n−1/d and α > d/2. Then (23) implies that
nR2n ≤ Cn1−2α/d(L(n))2α → 0 as n→∞ (24)
and the assertion (iii) follows from Theorem 5, the Slutsky theorem, and Proposition 2, since
√
n(Q˜n − q2) =
√
n(Q˜n − q˜2,)+
√
nRn
D→N(0, κ) as n→∞.
This completes the proof. 
Proof of Theorem 7. The proof is similar to that of Theorem 6 so we show the main steps only. Consider the bias term
Rn := q˜2, − q2. Let the auxiliary V := (V1, . . . , Vd)′ ∈ U(B1(0)). Then we have
Rn = E
∫
Rd
(p(y− V )− p(y))p(y)dy
= −E
∫
Rd
(p(y− V )− p(y))2dy+ E
∫
Rd
(p(y− V )− p(y))p(y− V )dy. (25)
Rn = E
∫
Rd
(p(y− V )− p(y))p(y)dy = −E
∫
Rd
(p(y− V )− p(y))2dy+ Sn, (26)
where for the last summand, by symmetry V D=−V and by changing variables we get
Sn := E
∫
Rd
(p(y− V )− p(y))p(y− V )dy = E
∫
Rd
(p(z)− p(z + V ))p(z)dz
= E
∫
Rd
(p(z)− p(z − V ))p(z)dz = −Rn. (27)
Now (26) and (27) imply that
Rn = −12E
∫
Rd
(p(y− V )− p(y))2dy
and by the density smoothness condition we get
|Rn| ≤ 12K
2E|V |2α2α ≤ 1
2
K 22α. (28)
and additionally Rn ≤ 0. The essential observation is that the bias term is of order 2α (smoothness) instead of α due to the
smoothing properties of convolutions. The final assertions now follow straightforwardly as in Theorem 6 from the estimate
(28). This completes the proof. 
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Appendix. U-statistics: basic setup
Let X1, . . . , Xn be independent and identically P -distributed random vectors and for some 1 ≤ m ≤ n and real-valued
(symmetric) function h(x1, . . . , xm) (say, a kernel),
Eh(X1, . . . , Xm) = θ(P ) = θ.
A corresponding U-statistic is defined as
Un = Un(h) :=
( n
m
)−1 ∑
1≤i1<···<im≤n
h(Xi1 , . . . , Xim)
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and is an unbiased estimator of the parameter θ(P ) with some optimality properties for general classes of distributions
P . For example, if h(x) = xk and EXk = θ(P ), k ≥ 1, the corresponding U-statistic is Un = 1/n ∑n1 Xki , the sample kth
moment.
Let hc(x1, . . . , xc) := Eh(x1, . . . , xc, Xc+1, . . . , Xm). If Eh(X1, . . . , Xm)2 <∞, then the variance of Un can be represented
as
Var(Un) =
( n
m
)−1 m∑
c=1
(m
c
)(n−m
m− c
)
ζc,
where ζc := Var(hc(X1, . . . , Xc)), ζ1 ≤ · · · ≤ ζm. Moreover, if ζ1 > 0, then
Var(Un) ∼ m
2ζ1
n
,
√
n(Un − θ) D→N(0, 4ζ1) as n→∞.
More results about U-statistics can be found in, e.g., [32,16,20].
References
[1] Yu. Baryshnikov, M. Penrose, J.E. Yukich, Gaussian limits for generalized spacings, Ann. Appl. Probab. 19 (2009) 158–185.
[2] J. Beirlant, E.J. Dudewicz, L. Gyorfi, E.C. van derMeulen, Non-parametric entropy estimation: an overview, Internat. J. Math. Statist. Sci. 6 (1997) 17–39.
[3] Ch.H. Bennett, G. Brassard, C. Crépeau, U.M. Maurer, Generalized privacy amplification, IEEE Trans. Inform. Theory 41 (1995) 1915–1923.
[4] P.J. Bickel, Y. Ritov, Estimating integrated squared density derivatives: sharp best order of convergence estimates, Sankhya Ser. A 50 (1988) 381–393.
[5] S. Dereich, Small ball probabilities around randomcenters ofGaussianmeasures and application to quantization, J. Theoret. Probab. 16 (2003) 427–449.
[6] D. Evans, A.J. Jones, W.M. Schmidt, Asymptotic moments of nearest-neighbor density estimates, Proc. R. Soc. Lond. Ser. A, Math. Phys. Eng. Sci. 458
(2002) 2839–2849.
[7] E. Giné, R. Nickl, A simple adaptive estimator of the integrated square of a density, Bernoulli 14 (2008) 47–61.
[8] C.C. Heyde, N.N. Leonenko, Student processes, Adv. Appl. Probab. 37 (2005) 342–365.
[9] S.R. Jammalamadaka, S. Janson, Limit theorems for a triangular scheme of U-statistics with applications to inter-point distances, Ann. Probab. 14
(1986) 1347–1358.
[10] R. Jiménez, J.E. Yukich, Asymptotics for statistical distances based on Voronoi tessellations, J. Theoret. Probab. 15 (2002) 503–541.
[11] O. Johnson, Ch. Vignat, Some results concerning maximum Rényi entropy distributions, Ann. Inst. H. Poincaré Probab. Statist. 43 (2007) 339–351.
[12] J.N. Kapur, Maximum-Entropy Models in Science and Engineering, Wiley, New York, 1989.
[13] J.N. Kapur, H.K. Kesavan, Entropy Optimization Principles with Applications, Academic Press, New York, 1992.
[14] A.N. Kolmogorov, Theory of transmission of information, Amer. Math. Soc. Translation Ser. 2 33 (1963) 291–321.
[15] A.N. Kolmogorov, On certain asymptotic characteristics of completely bounded metric spaces, Dokl. Akad. Nauk SSSR 108 (3) (1956) 385–388
(in Russian).
[16] V.S. Koroljuk, Yu.V. Borovskich, Theory of U-Statistics, Kluwer, London, 1994.
[17] L.F. Kozachenko, N.N. Leonenko, On statistical estimation of entropy of random vector, Problems Inform. Transmiss. 23 (1987) 95–101.
[18] J. Kuelbs, W.V. Li, Metric entropy and the small ball problem for Gaussian measures, J. Funct. Anal. 116 (1993) 133–157.
[19] E. Learned-Miller, J. Fisher, ICA using spacing estimation of entropy, J. Mach. Learn. Res. 4 (2003) 1271–1295.
[20] A.J. Lee, U-Statistics: Theory and Practice, Marcel Dekker, New York, 1990.
[21] N. Leonenko, L. Pronzato, V. Savani, A class of Rényi information estimators for multidimensional densities, Ann. Statist. 36 (2008) 2153–2182.
[22] Z.J. Liu, C.R. Rao, Asymptotic distribution of statistics based on quadratic entropy and bootstrapping, J. Stat. Plan. Inference 43 (1995) 1–18.
[23] T. Luczak, W. Szpankowski, A suboptimal lossy data compression based in approximate pattern matching, IEEE Trans. Inform. Theory 41 (1997)
1439–1451.
[24] E.C. Posner, E.E. Rodemich, H. Rumsey Jr., Epsilon entropy of Gaussian processes, Ann. Math. Stat. 40 (1969) 1272–1296.
[25] Yu.V. Prohorov, Yu.A. Rozanov, Probability Theory, Springer, New York, 1969.
[26] B. Ranneby, S.R. Jammalamadaka, A. Teterukovskiy, Themaximum spacing estimation for multivariate observations, J. Stat. Plan. Inference 129 (2005)
427–446.
[27] C. Redmond, J.E. Yukich, Asymptotics for Euclidean functionals with power-weighted edges, Stochastic Process. Appl. 61 (1996) 289–304.
[28] A. Rényi, On measures of entropy and information, in: 4th Berkeley Symp. Math. Statist. Prob., vol. I, Univ. Calif. Press, Berkeley, 1961, pp. 547–561.
[29] A. Rényi, Probability Theory, North-Holland, London, 1970.
[30] O. Seleznjev, B. Thalheim, Average case analysis in database problems, Methodol. Comput. Appl. Probab. 5 (2003) 395–418.
[31] O. Seleznjev, B. Thalheim, Random databases with approximate record matching, Methodol. Comput. Appl. Probab. (2008) doi:10.1007/s11009-008-
9092-4 (or in print 12 (2010) 63–89).
[32] R.J. Serfling, Approximation Theorems of Mathematical Statistics, second ed., Wiley, New York, 2002.
[33] C.E. Shannon, A mathematical theory of communication, Bell Syst. Tech. J. 27 (1948) 379–423; 623–656.
[34] B. Silverman, T. Brown, Short distances, flat triangles and Poisson limits, J. Appl. Probab. 15 (1978) 815–825.
[35] W. Szpankowski, Average Case Analysis of Algorithms on Sequences, Wiley, New York, 2001.
[36] B. Thalheim, Entity-Relationship Modeling. Foundations of Database Technology, Springer-Verlag, Berlin, 2000.
[37] C. Tsallis, Possible generalization of Boltzmann–Gibbs statistics, J. Stat. Phys. 52 (1988) 479–487.
[38] A.B. Tsybakov, E.C. Van der Meulen, Root-n consistent estimators of entropy for densities with unbounded support, Scand. J. Statist. 23 (1996) 75–83.
[39] V.A. Vatutin, V.G. Michailov, Statistical estimation of entropy of discrete random variables with large numbers of results, Uspeh. Math. Nauk 50 (1995)
121–134 (in Russian).
[40] K. Zografos, On maximum entropy characterization of Pearson’s type II and VII multivariate distributions, J. Multivariate Anal. 71 (1999) 67–75.
[41] K. Zografos, On Mardia’s and Song’s measures of kurtosis in elliptical distributions, J. Multivariate Anal. 99 (2008) 858–879.
[42] K. Zografos, S. Nadarajah, Expressions for Rényi and Shannon entropies for multivariate distributions, Statist. Probab. Lett. 71 (2005) 71–84.
[43] K. Zyczkowski, Rényi extrapolation of Shannon entropy, Open Sys. Inf. Dyn. 10 (2003) 297–310.
