ABSTRACT In this paper, we propose a novel deep model named integration convolutional neural network (ICNN) for person re-identification in camera networks, which jointly learns global and local features in a unified framework. To this end, the proposed ICNN simultaneously applies two kinds of loss functions. Specifically, we propose the soft triplet loss to learn global features which automatically adjusts the margin threshold within one batch. The soft triplet loss could alleviate the difficult in tuning parameters and therefore learns discriminative global features. In order to avoid the part misalignment problem, we learn latent local features by conducting local horizontal average pooling on the convolutional maps. Afterward, we implement the identification task on each local feature. We concatenate global and local features using a weighted strategy to present the pedestrian images. We evaluate the proposed ICNN on three large-scale databases. Our method achieves rank-1 accuracy of 92.13% on Market 1501, 61.4% on CUHK03 and 85.3% on DukeMTMC-reID, and the results outperform the state-of-the-art methods.
I. INTRODUCTION
The target of person re-identification (re-ID) in camera networks is to search the same pedestrian crossing nonoverlapping camera sensors, and it has a large range of applications, for example video surveillance, suspects tracking and safety precaution [1] - [4] . The person re-ID is a terrifically challenging work due to variations in postures, camera angles, backgrounds and illumination. Hence, learning a discriminative feature representation is crucial for person re-ID in camera networks.
Traditional approaches usually employ hand-craft features to extract low-level features, for example edge, color, shape and so on [5] - [8] . Recently, many researchers utilize the convolutional neural network (CNN) [9] - [14] to extract highlevel features, and show a significant improvement over hand-craft features. A number of CNN-based approaches focus on the holistic information of pedestrian and extract global features for pedestrian images [15] - [18] . Some of them [19] , [20] treat person re-ID as a multi-class person identification task, which takes advantage of the identity information. Other approaches consider person re-ID as a retrieval task [12] , [21] , which explicitly learns a similarity measurement among samples. The triplet loss [22] is a representative one for the retrieval task. There is a hyperparameter to control the margin threshold in the triple loss, but it is hard to predefine a suitable value. A small margin threshold causes the CNN model hard to converge, while a large one causes the CNN model overfitting.
Meanwhile, some methods [23] , [24] learn local features to obtain the details of pedestrian images. They usually split the pedestrian image into several rigid horizontal parts, but the corresponding parts usually result in misalignment as shown in Figure 1 . In addition, some other approaches [25] , [26] employ the external cues, for example pose estimation, for pedestrian partition. But the accumulative error will improve when using external cues. In order to make use of the advantages of global and local features, some integration strategies [27] , [28] are proposed under the framework of CNN. However, the existing integration approaches still inherit the above-mentioned shortcomings of global and local features.
In this paper, we propose a novel deep model named integration convolutional neural network (ICNN), which jointly learns global and local features for person re-ID in camera networks. The proposed ICNN consists of two branches; one is utilized to learn global features and the remaining one to learn local features. The proposed ICNN takes holistic pedestrian images as the input and outputs convolutional maps after the last convolutional layer. As for global features, we first perform global average pooling on the convolutional maps. Afterwards, in order to learn an adaptable similarity measurement for global features, we propose a novel loss function named soft triplet loss. which not only mines the hard triples, but also automatically adjusts the margin threshold. As for local features, we do not directly split the original pedestrian image as the previous methods [28] , [29] , while we learn potential local features from the convolutional maps. Specifically, we perform local horizontal average pooling on the convolutional maps and obtain several banding convolutional features for describing pedestrian parts. Then, we implement the identification task on these banding convolutional features. Finally, we integrate global and local features using a weighted strategy to form the final representations of pedestrian images.
The main contributions of this paper can be divided into four aspects. Firstly, we propose the ICNN framework, which jointly learns global features and local features in a unified framework. Secondly, we propose the soft triplet loss, which automatically adjusts the margin threshold to learn global features. Thirdly, we extract potential local features on the convolutional maps and simultaneously implement the identification task for learning local features. Finally, the proposed ICNN surpasses the state-of-the-art methods on three large-scale person re-ID databases (Market 1501 [30] , CUHK03 [19] and DukeMTMC-reID [31] ).
The rest of this paper comprises four aspects. In Section 2, we introduce the related work. In Section 3, we present the proposed ICNN in detail, including extracting features and the soft triplet loss. In Section 4, we conduct the experiments on three large-scale person re-ID databases. Finally, we make a summary in Section 5.
II. RELATED WORK A. HAND-CRAFTED FEATURES FOR PERSON RE-ID
Before the renaissance of deep learning, we utilize handcrafted feature methods to extract robust features for pedestrian images. Gray and Tao [32] introduced the Ensemble of Localized Features (ELF) to overcome the viewpoint changes by combining local features, each of which contains a feature channel, location and binning information. Ma et al. [33] proposed the Local Descriptors encoded by Fisher Vector (LDFV) that combines local descriptors with Fisher Vectors to generate global features of pedestrian images. Liao et al. [8] designed the Local Maximal Occurrence (LOMO), which analyses the horizontal maximization features to against the viewpoint changes.
B. DEEP-LEARNED FEATURES
The deep learning methods have become prevalent since Krizhevsky et al. [34] won the ILSVRC-2012 match with a high score. They become the dominant methods in the person re-ID community and have a significant improvement over hand-crafted feature methods. The CNN-based methods achieve the state-of-the-art results on the person re-ID task. These methods are roughly divided into three types from the aspect of feature representation, i.e., global feature methods, local feature methods and combination of global and local features.
In order to promote the discrimination of global features, Li et al. [19] proposed the Filter Pairing Neural Network (FPNN) to overcome the inaccurate detection, occlusion and background clutter. Xiao et al. [35] designed a pipeline to learn feature representations from multiple domains with CNN. Zheng et al. [10] simultaneously learned the verification and identification models to extract global features. Chen et al. [36] introduced a multi-task network, which implements the binary classification and ranking tasks to extract global features for person re-ID.
As for local features, Shi et al. [29] split the pedestrian image into three overlapping parts, each of which is operated by a branch. Sun et al. [37] proposed the Part-based Convolutional Baseline (PCB) that divides the feature maps into six horizontal parts and obtains a significant improvement. Ustinova et al. [24] utilized the multi-region bilinear subnetwork to train each part of the pedestrian image to extract local features.
In order to fuse global and local features, Cheng et al. [21] designed a multi-channel parts-based convolutional neural network to learn global and local features of the pedestrian image. Li et al. [38] proposed a Multi-Scale ContextAware Network (MSCAN) model to capture the local context information and integrate global features to promote person re-ID performance. Zhang and Wang [28] utilized two kinds of networks to learn global and local features respectively, and combined them after training networks.
C. LOSS FUNCTION OF DEEP LEARNING
The loss function, measuring the difference between the predicted result and the expected result, is of greatly importance for deep learning models. Person re-ID is usually viewed as the classification task or retrieval task. There are two ways to perform person re-ID as a classification task, i.e., verification models [19] and identification models [39] . The verification models predict the probability that the paired images belong to the same class or not and the identification models predict labels of input pedestrian images. Yi et al. [23] applied verification loss on the Siamese Convolutional Neural Network (SCNN) to improve the person re-ID. Li et al. [38] utilized the identification loss to learn global and local features.
To implement the retrieval task, many person re-ID approaches apply the triplet loss and its variants to train the CNN models. Schroff et al. [22] proposed the triplet loss to enlarge the inter-class distance and obtain a small intraclass distance in the specified three samples. Afterwards, Hermans et al. [40] introduced the batch hard triplet loss, which utilizes the hardest negative and the hardest positive samples within one batch to compute the loss. Chen et al. [41] designed a quadruplet loss, which employs four samples to achieve a smaller intra-class variation and enlarge the interclass variations.
Since the classification and retrieval tasks are complementary, some person re-ID approaches learn the CNN models by using different loss functions simultaneously. Wang et al. [42] jointly learned the single-image representation and the crossimage representation by using the verification loss and the triplet loss. Qian et al. [43] utilized the identification loss and the verification loss to learn features based on the multi-scale deep learning model. Liu et al. [44] unite the identification loss and the triplet loss to promote the person re-ID. The proposed ICNN unites the soft triplet loss and the identification loss to learn global and local features in a united framework, simultaneously.
III. APPROACH
In this section, we first present the structure of the proposed ICNN. Then we describe the loss functions for learning global and local features, respectively. Finally, we integrate global and local features to present the pedestrian images.
A. THE STRUCTURE OF ICNN
The proposed ICNN can take any pre-trained network without the hidden fully connected (FC) layer as backbone. In this paper, we adapt the wide-used ResNet-50 [45] and make a slight modification. Specifically, we abandon the average pooling and what follows. Furthermore, we change the stride of conv5_1 from 2 to 1, and therefore the outputs of conv4_1 and conv5_1 have the same dimension. The architecture of modified ResNet-50 is shown in Table 1 .
To train the proposed ICNN, we resize each pedestrian image into 256 × 128. We extract 2048 convolutional maps with the size of 16 × 8 when pedestrian images undergo the modified ResNet-50 as shown in Figure 2 . Then the global feature g ∈ R 1×2048 is extracted by directly performing global average pooling on the convolutional maps for each pedestrian image. Then we apply the proposed soft triplet loss to measure the similarities among global features. Simultaneously, we implement the local horizontal average pooling on the convolutional maps and obtain several banding convolutional features p i ∈R 1×2048 (i = 1, 2 · · · , n) for each pedestrian image. Here, n is the number of banding convolutional features for each image. Each banding convolutional feature can be regarded as a part of pedestrian image, and n banding convolutional features compose a holistic pedestrian representation. Afterwards, we utilize convolutional kernels with the size of 1 × 1 to reduce the dimension of p i resulting in f i (i = 1, 2 · · · , n). Here, we empirically set the dimension of f i to 512. Finally, we add a FC layer following the softmax function behind each f i to perform a classification task and apply the cross-entropy function to compute the loss.
In the process of training, we apply the back-propagation to compute the loss and utilize the Adam optimizer [46] to update parameters. The proposed ICNN is optimized by minimizing the soft triplet loss and the sum of cross-entropy losses on n pieces of identities, simultaneously. After training the proposed ICNN, we employ the weighted strategy to combine global and local features for pedestrian image representations.
B. LOSS FUNCTIONS
In order to improve the discriminability of features for person re-ID, we jointly learn global features using the proposed soft triplet loss and local features using the cross-entropy loss. Thus, the proposed ICNN not only performs a similarity measurement task, but also conducts a classification task. The combination of the two tasks could promote the feature discriminability for person re-ID in camera networks.
The triplet loss and its variants [40] , [41] , [47] , [48] are usually applied in the person re-ID community to perform a similarity measurement task for global features. Concretely, they utilize a series of triplets to train the deep model, and enforce the sample pairs from the same person to be close and meanwhile the sample pairs from different person to be far away. The batch hard triplet loss [40] is a representative triplet loss variant, and it focuses on the operation in the learning batch. Concretely, P identities of pedestrian images are selected and then K images for each identity pedestrian are randomly chosen. Hence, there are a total of PK images within one batch. The batch hard triplet loss mines the hardest positive and negative samples within each batch to compute the loss value, and it is formulated as:
where [x] + = max(x, 0), α represents the margin threshold, x a indicates the feature vector of the a-th pedestrian image within one batch, x p is the feature vector from the same identity as the a-th pedestrian image and x m is the feature vector from different identities within one batch. Here, D(a, b) indicates the Euclidean distance between a and b, maxD is equivalent to extracting the maximum distance value among positive pairs within one batch and minD is equivalent to extracting the minimum distance value among negative pairs within one batch. The α is a hyperparameter which limits the distance between the hardest negative and the hardest positive samples within one batch. This hyperparameter has a great impact on the network performance and it is difficult to tune. If the hyperparameter is too small, the deep learning model is not easy to converge, otherwise the model is easy to cause overfitting. In order to implement an adaptable similarity measurement for global features, we propose a novel loss function named soft triplet loss which could automatically learn a dynamic margin threshold. The margin threshold in the proposed soft triplet loss is formulated as:
where ω is a coefficient to control the influence of margin threshold, and µ m and µ p represent mean distance values of the hardest negative and the hardest positive samples within one batch, respectively. Here, µ m and µ p are defined as:
By substituting Eq. 2 into Eq. 1, the proposed soft triplet loss is formulated as:
As for local features, we employ the local horizontal average pooling on the convolutional maps and obtain the banding convolutional features p i . Then we reduce the dimension of p i resulting in f i ∈R 1×512 (i = 1, 2 · · · , n). We add FC layer for each f i to classify, and then utilize the softmax unite to normalize the outputs and predict the identity of each f i :
where C is the total number of pedestrian identities in the training set and a s denotes the activation value of s-th neuron in the FC layer. Then, we treat the cross-entropy as the loss function to compute loss of the v-th pedestrian image within one batch:
where n is the number of banding convolutional features for each pedestrian image, q i s ∈ [0,1] indicates the prediction probability that the f i belong to the s-th class and y i s is the ground-truth label. If f i belong to the t-th class, then y i t = 1; otherwise y i s = 0. So we can obtain the local feature loss within one batch:
To compute the final loss, we add the loss functions of global and local features using a weighted strategy:
where η is the weight coefficient, and is empirically set to 0.5.
C. PEDESTRIAN IMAGE REPRESENTATION
We integrate global and local features based on the trained ICNN to represent the pedestrian images, and the flowchart is shown in Figure 3 . We concatenate the features f i (i ∈ 1, 2 · · · , n) to form the local feature:
Then, we concatenate global and local features using a weighted strategy to form the ICNN representation:
where β is the weight coefficient to control the importance of the local feature.
IV. EXPERIMENTAL RESULTS
In this section, we first introduce three large-scale person re-ID databases (Market 1501 [30] , CUHK03 [19] and DukeMTMC-reID [31] [49] , which is similar with the realistic scene and has tolerable misalignment. CUHK03 [19] consists of 14,097 pedestrian images of 1,467 identities captured from six cameras. Each pedestrian is captured by two disjoint cameras and includes 9.6 pedestrian images on average. This database provides two types of image sets. The first type is manually annotated pedestrian bounding boxes and the second is automatically detected by the DPM. We denote them as labeled database and detected database, respectively. Since the detected database is more challenging, we conduct experiments on it and utilize single query setting to evaluate the proposed ICNN.
DukeMTMC-reID [31] is a subset of the DukeMTMC [31] . The original database includes eight videos from different cameras. We crop pedestrian images from different videos and obtain 36,411 pedestrian images of 1,812 identities. All pedestrian images are cropped from hand-drawn bounding boxes, where 1,404 identities are captured in more than two videos and other 408 identities come from only one camera as distractor identities. We randomly select 16,522 pedestrian images of 702 identities as the training set. The other 702 identities are divided into the gallery set and the query set. As a result, we obtain 17,661 pedestrian images in the gallery set and 2,228 pedestrian images in the query set. This database is challenging due to similar clothes and being obstructed by cars or trees.
The three large-scale person re-ID databases are captured under different scenes and possess different setups, and therefore the three databases are representative and challenging. These databases could accurately test the performance of person re-ID methods, and some samples from three databases are shown in Figure 4 . 
B. IMPLEMENTATION DETAILS
The proposed ICNN is fine-tuned on ResNet-50 [45] , which is pretrained on the ImageNet database [50] . In this work, we employ random horizontal flipping and random cropping to augment data. We normalize the pixel values of pedestrian images into [0,1]. Then, we calculate the mean value and variance of each channel (R, G and B). Each pixel value of the pedestrian image subtracts the mean value and divides the variance.
In our experiments, we set the batch size to 48, in which a total number of identities is 12 and each identity has 4 pedestrian images. The number of epoch is set to 100 and weight decay is set to 0.0005. The Adam optimizer with an initial learning rate of 0.001 is utilized to optimize model and learning rate is shrink by a formula:
where base_lr represents the initial value of learning rate and total_epoch is the total number of epoch.
We apply a kernel with the size of 8 × 2 and the stride of 2 on the convolutional maps to perform local horizontal average pooling. As a result, we extract eight banding convolutional features p i (i = 1, 2 · · · , 8), and correspondingly obtain eight f i (i = 1, 2 · · · , 8) by reducing dimension with independent convolutional kernels. We compute the loss value for each f i (i = 1, 2 · · · , 8) by the cross-entropy loss and the sum of eight losses as the local feature loss. We set w = 0.8 in the soft triplet loss for learning global features. We concatenate global and local features with β = 1 in Eq. 11. Note that all parameters are the same under different databases.
C. EVALUATION
We evaluate the performance of the proposed ICNN on three databases, and the results are shown in Table 2 . Global features indicate we only utilize the upper branch of ICNN to learn global features, while local features indicate we only apply the lower branch of ICNN to learn local features. The TBH represents we replace the soft triplet loss with batch hard triplet loss in ICNN. From Table 2 , we can see that the proposed ICNN exceeds global and local features, which proves the effectiveness of the proposed feature integration. The proposed ICNN also achieves better performance than TBH, due to the dynamic margin threshold in soft triplet loss for learning global features. We implement the single query setting to compare the proposed ICNN with the state-of-the-art methods on the Market 1501 database and the results are shown in Table 3 . We divide the compared methods into four groups, i.e., hand-crafted methods, deep learning methods with global features, deep learning methods with local features and deep learning methods with integrating global and local features. From Table 3 , the proposed ICNN achieves 92.13% rank-1 accuracy and 79.01% mAP accuracy, which surpass all the prior methods. We can obtain the following conclusions. Firstly, compared the first group with the other groups, the deep learning methods obtain better performance than hand-crafted methods because they could adapt variant situations by learning features. Secondly, the proposed ICNN surpasses all the stateof-the-art methods in the second and third groups because the ICNN learns global and local features in a unified framework simultaneously. Finally, the proposed ICNN outperforms the other global and local integration methods in the fourth group by a large margin of 2.23% rank-1 accuracy and 5.11% mAP accuracy which verifies the effectiveness of the proposed integration strategy.
On the CUHK03 database, we select 767 pedestrians including 7,367 pedestrian images as the training set and the remaining 700 pedestrians including 6,732 pedestrian images as the test set. The results are summarized in Table 4 . The proposed ICNN achieves the best result of 61.4% rank-1 accuracy and 55.8% mAP accuracy because the proposed ICNN not only utilizes the dynamic margin threshold in the soft triplet loss to learn global features, but also integrates local features in the same framework to improve the discriminability for the final representation. We apply the same parameters to compare the proposed ICNN with the state-of-the-art methods on the DukeMTMC-reID database and the results are listed in Table 5 . From Table 5 , the proposed ICNN achieves the best results of 85.3% rank-1 accuracy and 71.2% mAP accuracy. The PCB resorts on learning local features using identification models to achieve the state-of-the-art accuracy. The proposed ICNN obtains 3.5% rank-1 and 5.1% mAP improvements on PCB due to combining global and local features. The results on this database confirm the effectiveness of the proposed ICNN once again. 
D. PARAMETERS ANALYSIS
We analysis several important parameters of the proposed ICNN on the Market 1501 database. First, we evaluate the influence of ω in Eq. 5, and the results are shown in Figure 5 . We obtain the best results when ω = 0.8. With the increase of ω, the performance gradually decline. This indicates that a large margin threshold maybe cause bad performance. We also evaluate the influence of β in Eq. 11, and the results as illustrated in Figure 6 , where we can see that the rank-1 and mAP accuracies achieve the highest value when β = 1.
Furthermore, we evaluate the effect of shared and independent use of convolutional kernels for learning local features on the Market 1501 database. In the process of reducing the dimension of p i to f i (i = 1, 2 · · · , n), we obtain 92.13% rank-1 accuracy using n kernels, while obtain 90.45% rank-1 accuracy using shared kernel. So we employ n independent kernels in our experiments to improve the performance.
V. CONCLUSION
In this paper, we have proposed a novel deep model named ICNN for person re-ID in camera networks, which integrates global and local features. As for global features, we have proposed the soft triplet loss, which not only mines the hardest triplets, but also automatically adjusts the margin threshold within one batch. As for local features, different from most existing methods which split the pedestrian image into several rigid horizontal parts, we learn latent local features from the convolutional maps, and conduct classification tasks for learning local features. Finally, we concatenate global and local features using a weighted strategy to represent the pedestrian image. We have confirmed the effectiveness of the proposed ICNN on three popular and challenging person re-ID databases in camera networks, and the proposed ICNN achieves better performance than the state-of-the-art methods. 
