ABSTRACT A great many online users, with diverse backgrounds, act as powerful resources that mobile social networks (MSNs) can utilize for crowdsourcing. Exploiting these online users as crowd workers is promising yet nontrivial. To efficiently leverage human intelligence or crowd wisdom, we need to address the following issues: 1) how to motivate users to participate and 2) how to discourage malicious behaviors, such as copying answers or making random guesses. Furthermore, as low-quality answers may degrade the accuracy of synthetic results sharply, the last issue is how to weed them out. In this paper, we present MacroWiz, a simple yet effective framework to manage crowd wisdom on MSNs. Given a crowdsourcing task, MacroWiz motivates online users to contribute their knowledge or opinions, and assists the task requester in collecting answers, selecting reliable ones, and making ultimate decisions. The platform consists of two functional units: wisdom collection and answer selection. The former estimates and gathers the minimum number of answers required to satisfy the task requirement conservatively, while the latter analyzes the accuracy, the effectiveness, and the cost of each answer, based on which it selects those with high accuracy and low cost by solving a dual-objective optimization problem. We validate the effectiveness of our platform by using MovieLens data sets, which contain over one million anonymous ratings of movies. The experimental results show that MacroWiz significantly reduces the latency in making decisions and provides high-quality answers with low cost.
I. INTRODUCTION
The past few years have witnessed the proliferation of social networks in people's daily lives. In its basic form, social networks refer to a virtual platform where individuals with similar interests associate with one another through their network-connected devices such as smartphones and tablets. Owing to their easy access and convenient operation, social networks become increasingly prevalent among online users who can engage in a variety of activities, such as expressing their thoughts, sharing media files, enjoying dating services, and playing social games.
Apart from these popular services, the huge amount of online users (i.e., crowd workers) with diverse backgrounds act as a significant resource/asset that the social networks might solicit to provide powerful crowd wisdom. For instance, a person (i.e., requester) can post a variety of questions to the crowd, including those concerning group prediction (''Will Lady Gaga perform in Hong Kong this year''), group knowledge (''In which year did Napoleon invade Russia''), group experience (''Is it advisable to travel in Nepal in the month of August''), and group opinion (''What do you think of the new PIXAR movie''). The requester then makes certain decisions based on the answers received from the crowd (e.g., should he place a bet on a prediction, how to answer a question in an exam, whether to travel or go to see a movie). This emerging decision-making application of crowdsourcing is simple yet potentially effective. It is gradually being supported by various platforms like Ask [1] , Baidu zhidao [2] and Yahoo answer [3] , and is also studied in management information systems [4] - [6] .
Despite the success of crowdsourcing systems, employing crowdsourcing effectively in social networks remains challenging for three reasons. First, many decision-making problems are time-sensitive, requiring the platform to provide the ultimate decision promptly. However, to guarantee the quality of the result, e.g., reliability and accuracy, the platform may need to obtain a large quantity of answers before making decisions. There is, thus, a tradeoff between the quality of the decision and the timeliness of its delivery, and we need to judiciously decide when to stop receiving answers. Most existing systems either set a survival period for each question [1] -[3], [7] or assume the set of crowd workers is pre-defined [8] . However, the tradeoff between the decision-making delay and the resulting quality is non-trivial, and the existing systems need to be improved to address this issue.
Second, many systems employ rewards paid to repliers for their contributions. This cost is considered essential for crowdsourcing systems, as it strongly affects the users' incentives in participation. However, payments are weakly associated with the quality of answers in previous systems [8] - [12] (e.g., allocating an identical reward to contributors regardless of their answers' quality). As a result, crowd workers may simply make random guesses or copy others' replies to maximize their income. In this case, improper reward mechanisms would not only induce significant payment, but also degrade the quality of the collected answers.
Third, given an answer set, existing systems cannot actively choose answers but have to accept all of them with limited control on the quality of these answers [7] . In reality, contributors' quality varies. Low quality answers potentially introduce noise to the answer set and sharply degrade the quality of the ultimate result. In addition, the difficulty of a question (e.g., those seeking knowledge) or the level of controversy associated with a question (e.g., those seeking opinion) also varies and can induce different types of responses, which contribute differently on the final decision. All of these factors need to be properly addressed.
In this paper, we study the crowd-based decisionmaking problem in the crowdsourcing platform, and design a framework of a crowd wisdom managing mechanism called MacroWiz. Given a question, MacroWiz helps the task requester collect answers, choose the more reliable ones, and draw the ultimate decision. The platform is composed of two functional units: wisdom collection and answer selection. Given a specific accuracy requirement, the wisdom collection module estimates and gathers the minimum number of answers required. After that, the answer selection module analyzes the effectiveness, the accuracy and the payment of each contributor, and selects the answers with high accuracy, strong effectiveness yet low payment by solving a dualobjective optimization problem. Fig. 2 shows the architecture of our platform. Within these two units, on the one hand, we design a practical reward function that potentially incentivizes online users to response quickly and restrain greedy actions like copying answers or making random guesses. On the other hand, we propose a synthetic evaluation function to assess the individual error rate (IER) of each contributor, which is then applied to make good selections of the collected answers.
To summarize, the main benefits of MacroWiz are as follows:
• MacroWiz can reduce the decision-making delay.
It terminates a question promptly once the answer quality is satisfied, and notifies the requester of the collected answers.
• MacroWiz improves the workload distribution. As only active questions remain on the platform, online users can be directed to the active questions that need more answers.
• MacroWiz mitigates the burden of summarizing the collected answers and personal bias from requesters. It shifts the decision-making process from requesters to the platform, and guarantee the quality of the decision with a rigid mathematical model. We conduct extensive experiments on the MovieLens Dataset, which consists of 1,000,209 anonymous ratings of approximately 3,900 movies [13] . The experimental results demonstrate that MacroWiz significantly reduces the answer collection latency and provides high-quality decisions at a low cost.
The rest of this paper is organized as follows: The related work is reviewed in Section II. We present the design of the wisdom collection module and describe the answer selection method in Section III and IV, respectively. In Section V, we present and discuss the system evaluation results. Finally, the conclusion of this paper is drawn in Section VI.
II. RELATED WORK A. CROWDSOURCING SYSTEMS
Crowdsourcing has been proposed to solve challenging problems over the past decade [14] , [15] . The most representative one, ReCAPTCHA [16] , was designed to digitize old printed material by asking web users to decipher scanned words from books which cannot be recognized mechanically. CrowdMap [17] translated the ontology alignment problem into microtasks that can be published on an online crowdsourcing platform. The Quality of Experience (QoE) for online video services was accessed through crowdsourcing [18] . Cognos [19] was designed to find topic experts on microblogging sites with millions of users. Cascade [20] was an automated workflow based on crowdroucing that could create useful taxonomies for quickly changing datasets on the web. In addition to the web-based systems, Crowdsourcing has also been applied to mobile social networks [21] - [23] . In [24] and [25] , smartphone sensors and user motions were leveraged to construct the radio map of a floor plan which was previously obtained only by the labor-intensive site survey. CrowdSearch [26] combined automated image search with real-time crowdsourcing-based human validation on smartphones. In [27] , a bus arrival time prediction system based on bus passengers' participation was designed and implemented. MacroWiz is built upon this thread of crowdsourcing systems, with emphasis on the answer quality and the budget for completing tasks, which would benefit existing crowdsourcing systems.
B. DECISION-MAKING STRATEGY
Crowdsourcing has also been explored to handle decisionmaking problems in web-based systems. CrowdDB [9] adopted human input via crowdsourcing to process queries that neither database systems nor search engines can adequately answer. Marcus et al. [28] proposed a crowd-powered data processing to filter results from Amazon's Mechanical Turk. In [10] , Gao et al. designed and implemented a cost sensitive method for crowdsourcing, which estimates the profit of the crowdsourcing jobs online so that the questions with no future profit can be terminated. Tran-Thanh et al. [29] allocated a given budget among different tasks in order to achieve low estimation error, yet their solution did not considered the quality of workers. CDAS [11] leveraged a qualitysensitive answering model to guide the crowdsourcing engine to process and monitor the human tasks. Cao et al. [8] studied the problem of choosing crowd workers and modeled it as a Jury Selection Problem (JSP). MacroWiz belongs to this category yet differs in significant ways from the aforementioned works. On the one hand, MacroWiz uses a synthetic evaluation function to assess the individual error rate of each contributor, which is more practical and accurate. On the other hand, MacroWiz adopts a well-designed payment model to incentivize online users to response and restrain greedy actions like copying answer or making random guesses, and thus is more suitable for existing crowdsourcing systems.
III. ANSWER GATHERING
In this section, we first introduce the binary model studied in this paper, and then present the design of the wisdom collection scheme.
A. A BINARY MODEL FOR DECISION MAKING
Classification tasks, in which workers are asked to provide a binary label for an instance, are among the most common tasks posted on crowdsourcing platforms [30] . Besides, group predictions or group opinions are human reporting which are also binary as the opinion reported can either be true or false [31] . With this in mind, in this paper we study the binary model and employ a voting-based scheme to find the right answer for each problem. Voting-based strategy has been demonstrated as a powerful and effective method for decision-making problems in crowdsourcing systems [8] , [10] , [11] , [26] and is widely applied for pattern recognition [32] , image searching and tagging [26] , etc. For simplicity, we assume the size of contributor set is an odd number. Then the Majority Voting scheme can be formulated as follows:
Definition 1 (Majority Voting): Let ν i ∈ {0, 1} be the answer of worker i for a given question. Given a voting answer set V n = {ν 1 , ν 2 , ..., ν n } with size n, Majority Voting is defined as:
0, otherwise.
B. MOTIVATION OF WISDOM COLLECTION
Most of crowdsourcing problems are time-intensive, which indicates that the platform should draw a decision promptly. However, the quality of the synthetic result, e.g., accuracy, is closely related to the contributor size n, and we find that this parameter cannot be determined arbitrarily. If n is too small, the ultimate decision would be unreliable. Conversely, although a large n guarantees the quality of the synthetic result, it may consume too much time to collect abundant answers. Either case can degrade system performance.
In this section, we present a time-efficient algorithm, called WisC, to manage answer collection. Given a user-defined accuracy requirement, WisC collects workers' replies, evaluate their qualities, and adaptively determine the minimum number of answers required to satisfy the user defined accuracy requirement. Before presenting the algorithm details, we first introduce several terminologies employed in this section.
C. ACCURACY OF A WISDOM SET
Online users are normally with diverse backgrounds and possess different levels of skills. As a result, The reports or observations are sometimes erroneous. For example, some ill-educated workers may not have the necessary abilities for the specialized tasks and are prone to making mistakes; While other degree holders can naturally perform most of the tasks correctly. In this paper we employ Individual Error Rate (IER) to measure how likely the answer given by a worker is incorrect for the problem. This quality evaluation index is simple yet effective, and has been widely accepted by both the academic [9] - [11] , [31] , [33] and industrial communities [7] .
In the context of MacroWiz, we assume that a given worker i has an individual error rate µ i . That is, with probability µ i the worker i will produce 0 for a task whose correct result is 1, or will give 1 for a task with a correct result of 0. As an answer from only one contributor is unreliable, the task is usually posted online and the requester waits for multiple answers before drawing the conclusion. Suppose there are totally n answers from a wisdom/worker set C. We denote A(C) as the accuracy of this wisdom set. A(C) thus represents how likely the decision drawn from C is similar to the groundtruth. Notice that we adopt Majority Voting to make the final decision, A(C) thus equals the probability that more than half of the contributors provide the correct answer to a given problem:
where R k is all the subsets of C with size k. U refers to the winning set in a voting V n and U c is the complementary set of U in R k . The equation above enumerates all the possible cases that the correct answer can be obtained by Majority Voting.
D. DISCUSSION ON INDIVIDUAL ERROR RATE
The accuracy of the ultimate decision to a given problem is determined by the wisdom set C. Most of the previous works assume that the individual error rate µ i is a fixed value for all tasks that can be calculated from the history record. In other words, for a specific contributor, his answers to different questions have the same error rate. However, crowdsourcing tasks may have different levels of difficulty (e.g., the tasks seeking knowledge) or different levels of controversy (e.g., the tasks seeking opinion), which contribute differently towards the final decision. In these cases, a contributor may have different error rates for answering different problems. is far smaller than 1, it is of high probability that this question is extremely easy. 1 This intuition is practical and has been widely accepted by existing crowdsourcing-related works [10] , [34] .
Based on this intuition, we cluster decision-making problems into different groups and associate each group with a difficulty level i . Without loss of generality, we divide the difficulty levels of all problems into four levels, namely, 1 : 
where µ 1 i is the general error rate computed with historical records, and µ 2 i is the error rate of the contributor i with respect to the problems having the same difficulty level with the current problem. λ is a weight parameter which balances the general error rate (a global view of the worker's ability) and the error rate related to the task difficulty (a local view of the worker's ability). By assigning various values to λ, we can obtain different IERs. For instance, when λ = 1, The equation degenerates to an overall error value employed by previous works [8] , [10] .
We exemplify the error rate computation in Fig. 3 . Given a question Q, we assume that there are four replies, of which one contributor answers Yes and the other three answer No. In this case, we immediately know the difficulty level of this problem is 2 ( 1 3 ≈ 0.33 ∈ (0.25, 0.5]). Suppose we want to evaluate the error rate of contributor c 5 .
As this contributor has already finished sixteen questions with 1 We implicitly assume κ Y is smaller than κ N . If the number of Yes surpasses the number of No, we simply exchange the notation of them to guarantee
is always smaller than 1. 2), we have µ 5 = 31.25% × 0.4 + 37.5% × 0.6 = 34.5%, given the weight λ = 0.4. This evaluation function takes both the overall historical performance of the contributor and the local difficulty level of the current task into consideration, thus resulting in a more comprehensive judgement on the average answering accuracy of the contributor.
E. DETERMINE THE WISDOM SIZE n
Given a problem Q, it is more reasonable to dynamically decide on the number of answers needed. For example, if an unreliable contributor provides an answer, the requester should ask for more answers until he has enough answers to guarantee the quality of his final decision. Conversely, if answers are coming from experts, the requester may not need more answers for this task. As workers arrive randomly, the platform thus needs to determine whether or not to collect a new answer adaptively.
Lemma 1: Given an accuracy threshold δ, the accuracy of a decision drawn from the wisdom set C is greater than δ if the contributor size n ≥ 
2(1−μ) . Then according to Chernoff Inequity, we have: On the other hand, according to the definition of A(C), it is the probability that more than half of workers that provide right answers. Therefore,
. Combining this equation with Eq. (3), we have:
.
≥ δ, we guarantee that A(C) ≥ δ. Thus, we obtain the minimum number of answers required:
Lemma 1 guides us to stop collecting answers as soon as the accuracy of the wisdom set satisfies the user's requirement. Based on Lemma 1, we introduce the algorithm WisC to dynamically determine the minimum number of answers required. The pseudo code of WisC is illustrated in Algorithm 1. For each new contributor c i , WisC collects his answer and calculates the average error rate of the current wisdom set (shown in Lines 2-3). Based on this newly computed error rateμ, WisC recalculates the number of answers required. If the accuracy of the current answer set satisfies user's requirement, WisC stops and delivers this answer set to the answer selection module. Otherwise, it continues and repeats the above procedure.
IV. ANSWER SELECTION A. MOTIVATION OF ANSWER SELECTION
Given an accuracy threshold δ, Lemma 1 conservatively predicts and collects the minimum number of answers required. However, when the threshold δ is significantly tight, C would be extremely large, which potentially leads to considerable payment. Fig. 4 illustrates the relationship between the average error rate and the number of answers required. For example, it requires at least 100 answers to satisfy the user's requirement, given the accuracy threshold δ = 95% and the average error rate 0.37. Besides, as the low-quality answers potentially degrade the accuracy of the ultimate result, the platform therefore needs to weed out these stains and pick a subset of contributors S from C such that the aggregation of their answers can be best utilized.
B. EFFECTIVENESS OF A WISDOM SET
Given a wisdom set S, we expect A(S) to be sufficiently high so that we could trust the result with high confidence. Unfortunately, the answer provided by a contributor, no matter true or false, could be copied by the latecomers. For instance, to maximize utility, the excellent contributors may also blindly plagiarise answers.
We introduce a parameter r i to evaluate the effectiveness of an answer provided by the contributor c i . In particular, let o i represent the relative order of c i in the answer stream C. Its effectiveness is defined as r i = n−o i n . Accordingly, we define the effectiveness of a contributor set S as follows:
MacroWiz prefers quick-response answers and depreciates late-comers. The rationale is twofold. On the one hand, compared with early answers, it is more likely for late ones to be simply irresponsible copies of previous answers. Preference to selecting early answers, therefore, potentially weeds out such cases to a certain extent. On the other hand, the equation also encourages contributors to answer the questions timely and actively, since earlier participation indicates a higher probability to be selected, and thus a higher payment. This in turn speeds up the wisdom collection process and benefits the crowdsourcing system.
C. COST OF A WISDOM SET
The decision-making cost quantifies the rewards paid to contributors for their participation. This cost is considered to be essential for crowdsourcing systems, as it strongly affects the contributors' incentives in participation. Many systems employ rewards paid to repliers for their contribution and we adopt this for our model as well.
In MacroWiz, the winning part in a voting would get some bonus σ b for their contributions, while a small amount of reward σ r would be allocated to the losers for their efforts as well. Here σ b is typically much greater than σ r , e.g., σ b = $0.5 and σ r = $0.05. On the other hand, according to the utility theory of value, the utility of incoming answers attenuates with time, which indicates early answers are more valuable than latecomers. Therefore, quick responsers deserve higher payment than lazy contributors. To fairly allocate bonus and reward to contributors, we adopt Present Value Model [35] to estimate the individual payment:
where d is the attenuation coefficient. System providers could assign different values to d according to their specific incentive policy. The quick-responser, accordingly, would get more bonuses or rewards than latecomers. And this payment function indeed encourages online users to response quickly and seriously for higher income. Formally, the total cost of a voting numerically equals i∈U
In this case, the decision-making cost varies with different constitution of contributors. The expectation of the decisionmaking cost on S can be formulated as:
D. COST SENSITIVE MODEL
Given the accuracy, the effectiveness and the cost of an answer set, the answer selection module tries to find a subset S from the incoming answer set C, such that the cost of S is minimized while the effectiveness of S is maximized, under the constraint that the accuracy A(S) is no less than the required threshold δ. In particular, This optimization problem can be formulated as follows:
Min : E[c(S)] Max : R(S) s.t. A(S) ≥ δ
To solve this optimization problem, we further translate it into the following model:
Min : E[c(S)] R(S) s.t. A(S) ≥ δ
The general steps of solving this problem are as follows: First, the platform calculates the accuracy of all the answer set S; then it picks up the sets that satisfy the accuracy requirement, calculate their effectiveness and cost; VOLUME 4, 2016 Finally, the platform locates the optimal S with the minimum
E[c(S)]
R(S) value and outputs the final decision according to Majority Voting.
E. DETERMINE THE OPTIMAL ANSWER SET S
Given an answer set S, we can calculate R(S) in O(m), where m is number of answers in S. However, computing the exact value of A(S) and E[c(S)] is not an easy task since there are typically multiple combinations of answers and we should enumerate each case for summation. In what follows, we first present a deterministic algorithm to calculate A(S) and E[c(S)]. As the deterministic algorithm is time-consuming, we further propose an approximation algorithm which has linear computational complexity.
1) DETERMINISTIC ALGORITHM
Our deterministic algorithm is based on dynamic programming and runs in polynomial time. To perform dynamic programming, we create a two dimensional table T [i, j], where the value of the cell indexed by [i, j] stands for the probability that ''there are i right answers in the first j answers''. The algorithm executes in the following induction step: 
2) APPROXIMATE ALGORITHM
As Lemma IV-E.1 indicates, given an answer set S, the deterministic algorithm takes O(m 2 ) time to compute A(S) and E[c(S)]. However, in reality, we only need to test whether the accuracy of S is larger than the threshold δ and need not to compute the exact value of A(S). In what follows, we propose an approximate algorithm which can efficiently prune those threshold-unqualified answer sets. Instead of computing the exact value of A(S), we focus on giving a tight upper and lower bound and compare this value with the threshold δ.
Lemma 3 [Lower and Upper Bounds of A(S)]:
Given an answer set S, the upper bound and the lower bound of A(S) are shown as follows,
Proof: E[|S|]
is the probability of more than half of contributors that provide right answers, that is Pr(|S| ≥ m+1 2 ). |S| is the sum of m binary variables which follow Bernoulli Distribution. According to Chernoff inequality, we discuss the bounds of Pr(|S| ≥ m+1 2 ) via the following two cases,
. Based on Chernoff inequality and θ 1 , we have
Therefore, in Case 1, we get the lower bound of
Based on Chernoff inequality and θ 2 , we have
where θ = θ 2 . Thus, the upper bound of E[|S|] also holds.
Algorithm 2 Answer Selection (AnSel)
Input : A wisdom set C; Confidence level threshold δ; Output: Ultimate Decision m ; 1 for each answer set S in C do 2 
E[|S|]
Delete S; (Early pruning)
Save S and
E[c(S)] R(S) ; (Early bounding)

else 11
Employing DP-based algorithm to calculate A(S); Based on Lemma 3, we can efficiently compute the upper bound or lower bound of A(S) in O(m). With these bounds, we can spend constant time to check whether the answer set S can be pruned. Besides, we can early determine whether an answer set is threshold-satisfied as well. Thus, for these bounded answer sets, we can design efficient algorithms to compute the cost and effectiveness. For the remaining answer sets, which cannot be bounded or pruned, we execute DP-based algorithm to compute the exact value of their accuracy.
Combining Eqs. (4) and (5), we can readily obtain the upper bound of cost by relaxing µ i toμ in the equation.
Lemma 4 (Upper Bound of Cost E[c(S)]): Given an answer set S, the upper bound of E[c(S)] is
Lemma 4 guarantees that the upper bound of the expected cost can be efficiently computed in O(m). We thus use this upper bound instead of the exact value as the approximate result of E[c(S)].
Based on the aforementioned bounding techniques, we propose an effective approximate algorithm in Algorithm 2. The interpretation to the execution of this algorithm is as follows. For each answer set S, The algorithm first computes the values of E[|S|] and θ . It then employs early bounding and pruning technique to check whether the answer set can be safely pruned or early bounded (Lines 4-9). In particular, if S can be early bounded, the algorithm then computes the upper bound of its cost and the corresponding effectiveness value, based on which, it computes (Lines 7-9 ). Otherwise, if S cannot be safely pruned and bounded, AnSel then leverages dynamic programming based algorithm to compute the exact value of A(S) and compares it with the threshold δ. R(S) . Otherwise, the algorithm ascertains this answer set is unreliable therefore deletes it.
E[c(S)] R(S)
V. EVALUATION
In this section, we evaluate the performance of our platform grounded on a real dataset. All the evaluations are conducted on a PC with Intel(R) Core(TM) 2.50GHz CPU and 6GB memory, which runs on Microsoft 64-bit Windows 7 OS.
A. DATASET
We use MovieLens Datasets [13] is set to zero if there is no rating record for user i on movie j. As our scheme is primarily designed for questions with binary answers, i.e., true or false questions, we need to convert the ratings into binary answers. We hence formulate a question Q j as ''How do you rate movie j?'', and judge the correctness of a user's rating based on how close his rating is to the actual rating of the movie. In reality, however, we do not know the actual rating of each movie. An intuitive assumption is to use the average rating over all non-zero ratingsh j as a proxy for the ground truth of movie j. Then we can judge the correctness of user i's rating on movie j as follows:
where ξ is set to 0.5, since the minimal interval of rating is one in our case, and π j i is the binary answer of user i on movie j.
To evaluate the performance of our scheme, we randomly divide the records for all movies into two groups, with records of 3000 movies as the training set, and the records of the remaining 900 movies as the testing set. We then calculate µ 1 i and µ 2 i for each user i using the training set via our error rate evaluation function. Fig. 6 depicts the accuracy ratio of wisdom collection with various settings of λ. As aforementioned, λ is crucial to obtain an accurate estimation of the individual error rate. A large λ indicates that the system provider trusts VOLUME 4, 2016 FIGURE 6. λ vs. accuracy ratio.
B. EXPERIMENTAL RESULTS
Investigation on λ:
the general performance of each contributor. However, it may overlook the difficulty diversity of different problems. On the contrary, if λ is too small, it is prone to causing significant error once the difficulty level of this problem is misclassified. Either case degrades the accuracy of wisdom collection. To set an appropriate system parameter λ, we examine ten representative values. As shown in Fig. 6 , although the accuracy ratio fluctuates with λ, these four carves almost reach their peak values at the same λ value. The accuracy ratio drops when we either increase or decrease λ. Suggested by Fig. 6 , we configure λ to be 0.4 in experiments. 
1) EVALUATION OF WISDOM COLLECTION
Effectiveness: In Fig. 7 , given the accuracy level threshold δ = 0.95, we first investigate the relationship between the minimum number of answers required and the problems in different levels of difficulty. The hollow bar and solid bar represent the result calculated by using constant individual error rate (Coin) and our individual error rate evaluation function (WisC), respectively. As expected, the number of answers required for Coin is invariant since the individual error rate is the same for all problems in different levels of difficulty. While for WisC, the number of answers required is small when the problem is easy. In particular, the answer index is only 18 when the problem is in 1 difficulty level. As the difficulty level increases, such number increases and ends up with 170 for problems in 4 difficulty level. Compared with Coin, we find that WisC can significantly reduce the number of answers required when the given problem is easy, and automatically increases the number of answers required to guarantee the accuracy of the result when the given problem is difficult. We further investigate the relationship between the number of answers required and the accuracy requirement. In Fig. 8 , we change the accuracy requirement from 0.7 to 0.95 and plot the conservative estimation of the number of answers required for problems with different difficulty levels. As Fig. 8 shows, the number of answers required for these problems are similar and follows the same variation tendency. In particular, the system requires similar amount of answers for solving both 1 and 2 difficulty problems. While for problems in 3 and 4 difficulty levels, the minimum number of answers increases dramatically, almost twice as many as those for problems in 1 and 2 difficulty. This is because the individual error rates of each user for 3 and 4 problems are significantly larger than those in 2 and below.
Efficiency: To get a comprehensive understanding of wisdom collection module, we randomly choose three groups of people, each with 80 persons to act as contributors for a given problem. For each group, we let contributors answer the question chronologically. By doing so, we can get a snapshot of the variance of the number of answers required after receiving each answer. We repeat such process for these three groups of contributors and depict the results in Fig. 9 . As the figure indicates, the number of answers required is large for all of these three answer streams at the beginning and decreases as more answers are involved. In particular, the difference between the number of answers required and the number of answers received is significantly large shortly after the problem is released. Such gap decreases gradually as more answers are involved and converges to 0 almost at the same time (around 30) for all of the three answer streams. 
2) EVALUATION OF ANSWER SELECTION
Effectiveness: We first examine the effectiveness of the answer selection module by examining how many answers could be filtered by AnSel. Fig. 10 shows the number of answers required before/after executing the answer selection. As the figure indicates, the number of answers required for both WisC and AnSel increases with the rising of the problem difficulty, yet AnSel considerably surpasses WisC, requiring less than half of the answers for problems in 1 , 2 and 4 difficulties. In particular, the number of answers required in WisC increases steadily from 1 to 2 , and then jumps to 32 once the problem becomes more difficult. Conversely, the number of answers required in AnSel is insensitive to the difficulty level of the problem, with relatively stable variance increasing from around 13 in 2 to 16 in 3 , and further peaking at 18 in 4 . Such result clearly demonstrates that the answer selection module could significantly filter out a great portion of answers while keeping the quality of the ultimate decision.
As one of the principle targets of our answer selection module is to cut down the cost of the contributor recruitment, we thus compare the cost before/after answer selection in different difficulty settings and show the result in Fig. 11 . Here we configure the parameters of the individual payment model as follows. σ b = 10, σ r = 1 and d = 1.3. As expected, the payment increases as more contributor are involved for solving problems, whereas AnSel maintains the cost in a relative small level in all the four settings. Although the cost gap between WisC and AnSel becomes smaller as the problem shifts more difficult, we still find AnSel could reduce the cost by as much as one third of the cost induced by WisC on average.
Efficiency: We further examine the efficiency of the answer selection module by comparing the execution time of the deterministic algorithm (DP-based) with the approximate algorithm (Appx-based). The result is shown in Fig. 12 . As figure indicates, the execution time of both the DP-based algorithm and the Appx-based algorithm follows the similar trend. In particular, there is a steady increase in the execution time of both DP-based algorithm and Appxbased algorithm when the size of contributor set is relatively small. As the contributor size becomes larger, the time cost of DP-based algorithm increases dramatically which exhibits quadratic increasing tendency. In contrast, the execution time of Appx-based algorithm increases gradually and follows linear increasing tendency. This insensitivity to the size of the contributor clearly justifies that the Appx-based algorithm is effective for our answer selection module when the size of the contributor set becomes extremely large.
VI. CONCLUSION
In this paper, we design an online wisdom management mechanism, named MacroWiz, for general crowdsourcing applications. The core units of MacroWiz include the wisdom collection module and the answer selection module. The wisdom collection module targets at gathering enough answers to satisfy the task requester's requirement, while the answer selection module selects the answers with high accuracy, strong effectiveness yet low cost for decision-making. To evaluate the performance of our platform, we conduct extensive experiments on the MovieLens Datasets which contain over one million anonymous ratings on movies. The experimental results demonstrate that our platform significantly reduces the wisdom collection latency and provides high-quality answers with reduced cost. 
