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a b s t r a c t
Most integral equations of the first kind are ill-posed, and obtaining their numerical
solution often leads to solving a linear system of algebraic equations of a large condition
number. So, solving this system is difficult or impossible. For numerically solving Volterra
integral equation of the first kind an efficient expansion–iterative method based on
the block-pulse functions is proposed. Using this method, solving the first kind integral
equation reduces to solving a recurrence relation. The approximate solution is most
easily produced iteratively via the recurrence relation. Therefore, computing the numerical
solution does not need to solve any linear system of algebraic equations. To show the
convergence and stability of the method, some computable error bounds are obtained.
Numerical examples are provided to illustrate that the method is practical and has good
accuracy.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Modeling many problems in theoretical physics and engineering leads to linear integral equations of the first kind (for
example see [1,2]). These equations are in general ill-posed. That is small changes in the problem’s data canmake very large
changes in the answers obtained [3,4]. So, obtaining the numerical solutions is very difficult.
Several regularizationmethods have been proposed to overcome the ill-posedness [5,6]. In recent years, some numerical
methods based on different basis functions have been illustrated. These methods often use a projection method and
transform a first kind integral equation to a linear system of algebraic equations. This system usually has a large condition
number, therefore a suitable approach such as Conjugate Gradient (CG) method should be considered [7,8]. Also, Deb et al.
deal with integral equations via orthogonal functions (see [9]).
Recently, Babolian and Masouri have proposed a direct method to solve Volterra integral equations of the first kind [10].
Also, Dmitriev and Sal’nikov have introduced an iterative method for solving integral equations of the first kind [11]. This
method has been considered for special kernels and in each iteration an integral should be computed analytically. In general,
one cannot carry out the integrations analytically.
The current article proposes an expansion–iterative method for the numerical solution of Volterra integral equation of
the first kind. This approach uses the block-pulse functions (BPFs) and their operational matrix and introduces a recurrence
relation. The presentedmethoddoes not require any integral to be computed in each iteration. So, the computations involved
are very easy. Computing some error bounds confirms convergence and stability of thismethod and the numerical examples
illustrate its efficiency and accuracy. Also, to make the article more readable a brief description of the BPFs is added.
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2. Review of block-pulse functions
BPFs are studied and used by many authors to solve many problems in mathematics and engineering (for example see
[2,10,12–14]).
2.1. Definition
Anm-set of BPFs is defined over the interval [0, T ) as [10]
φi(t) =
{
1,
iT
m
6 t <
(i+ 1)T
m
,
0, otherwise,
(1)
where i = 0, 1, . . . ,m− 1, with a positive integer value form. Also, consider h = T/m, and φi is the ith BPF. In this article,
it is assumed that T = 1, so BPFs are defined over [0, 1), and h = 1/m.
There are some properties for BPFs, the most important properties are disjointness, orthogonality, and completeness.
2.2. Vector forms
Consider the firstm terms of BPFs and write them concisely as anm-vector:
Φ(t) = [φ0(t), φ1(t), . . . , φm−1(t)]T , t ∈ [0, 1). (2)
Above representation and disjointness property follows
Φ(t)ΦT (t)V = V˜Φ(t), (3)
where V is anm-vector and V˜ = diag(V ). Moreover, it can be clearly concluded that for anym×mmatrix B:
ΦT (t)BΦ(t) = BˆTΦ(t), (4)
where Bˆ is anm-vector with elements equal to the diagonal entries of matrix B.
2.3. BPFs’ expansion
The expansion of a function f (t) over [0, 1)with respect to φi(t), i = 0, 1, . . . ,m− 1, may be compactly written as
f (t) '
m−1∑
i=0
fiφi(t) = F TΦ(t) = ΦT (t)F , (5)
where F = [f0, f1, . . . , fm−1]T and fis are defined by
fi = 1h
∫ 1
0
f (t)φi(t)dt. (6)
Now, assume k(s, t) is a function of two variables in L 2([0, 1) × [0, 1)). It can be similarly expanded with respect to
BPFs so that
k(s, t) ' ΦT (s)KΨ (t), (7)
where Φ(s) and Ψ (t) are m1 and m2 dimensional BPF vectors respectively, and K is the m1 × m2 block-pulse coefficient
matrix with kij, i = 0, 1, . . . ,m1 − 1, j = 0, 1, . . . ,m2 − 1, as follows:
kij = m1m2
∫ 1
0
∫ 1
0
k(s, t) φi(s) ψj(t)dsdt. (8)
For convenience, we putm1 = m2 = m.
2.4. Operational matrix
Computing
∫ t
0 φi(τ )dτ follows∫ t
0
φi(τ )dτ =
{0, t < ih,
t − ih, ih 6 t < (i+ 1)h,
h, (i+ 1)h 6 t < 1.
(9)
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Note that t − ih equals to h/2 at mid-point of [ih, (i+ 1)h]. So, we can approximate t − ih, for ih 6 t < (i+ 1)h, by h/2.
Now, expressing
∫ t
0 φi(τ )dτ in terms of the BPFs gives∫ t
0
φi(τ )dτ '
[
0, . . . , 0,
h
2
, h, . . . , h
]
Φ(t), (10)
in which h/2 is ith component. Therefore,∫ t
0
Φ(τ )dτ ' PΦ(t), (11)
where Pm×m is called operational matrix of integration and can be represented as
P = h
2

1 2 2 . . . 2
0 1 2 . . . 2
0 0 1 . . . 2
...
...
...
. . .
...
0 0 0 . . . 1
 . (12)
3. Expansion–iterative method
Here, using the results obtained in the previous section as to the BPFs, an effective expansion–iterative method for
numerically solving Volterra integral equation of the first kind is presented.
Consider Volterra integral equation of the first kind of the form∫ s
0
k(s, t)x(t)dt = f (s), 0 6 s < 1, (13)
where the functions k(s, t) and f (s) are known but x(s) is the unknown function to be determined. Moreover, k(s, t) ∈
L 2([0, 1)× [0, 1)) and f (s) ∈ L 2([0, 1)). Also, without loss of generality, it is supposed that the interval of integration in
Eq. (13) is [0, s) and 0 6 s < 1, since any finite interval can be transformed to this interval by linear maps [3].
The Eq. (13) may be written in the form∫ s
0
k(s, t)x(s)dt +
∫ s
0
k(s, t)(x(t)− x(s))dt = f (s). (14)
Note that Eq. (14) is a Volterra integral equation of the form
x(s)+
∫ s
0 k(s, t)(x(t)− x(s))dt∫ s
0 k(s, t)dt
= f (s)∫ s
0 k(s, t)dt
, (15)
or
Lx = (I + K¯)x = f¯ , (16)
where we have introduced for brevity the operator L = I + K¯ . Since k(s, t) ∈ L 2([0, 1)× [0, 1)), then K¯ is anL 2 operator.
Therefore a representation for L−1 is available as the following theorem shows.
Theorem 1. If K¯ is anL 2 Volterra operator, the Neumann series
L−1 = (I + K¯)−1 = I +
∞∑
n=1
(−1)nK¯ n (17)
converges strongly to the inverse operator of K¯ .
Proof. See [3]. 
Now, we can write
x = (I + K¯)−1 f¯ = L−1 f¯ , (18)
or
x =
∞∑
n=0
(−1)nK¯ n f¯ . (19)
Hence, we can define a sequence of approximations x(n). From Eq. (14), the following iterative process can be proposed:
x(n)(s)
∫ s
0
k(s, t)dt +
∫ s
0
k(s, t)(x(n−1)(t)− x(n−1)(s))dt = f (s), (20)
with the initial guess x(0)(s). In continue, we will discuss on how to choose the appropriate x(0)(s).
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The recurrence relation (20) shows that one has to carry out analytically the integrals of the form
∫ s
0 k(s, t)(x
(n−1)(t) −
x(n−1)(s))dt .
To overcome this, we use the BPFs and their operational matrix, and produce a recurrence relation based on algebraic
operations, multiplication and addition of matrices.
Approximating the functions k(s, t), f (s), and x(s)with respect to the BPFs, Eqs. (5) and (7) give
k(s, t) ' ΦT (s)KΦ(t),
f (s) ' F TΦ(s) = ΦT (s)F ,
x(s) ' XTΦ(s) = ΦT (s)X,
(21)
where them-vectors F , X , andm×mmatrix K are BPFs coefficients of f (s), x(s), and k(s, t), respectively. Note that X in Eq.
(21) is the unknown vector and should be obtained.
Substituting (21) into (20) gives
X (n)
T
Φ(s)
∫ s
0
ΦT (s)KΦ(t)dt +
∫ s
0
ΦT (s)KΦ(t)(X (n−1)TΦ(t)− X (n−1)TΦ(s))dt ' F TΦ(s). (22)
Using Eq. (3) follows
(X˜ (n)Φ(s))TK
∫ s
0
Φ(t)dt + ΦT (s)K
∫ s
0
X˜ (n−1)Φ(t)dt − ΦT (s)K
(∫ s
0
Φ(t)dt
)
X (n−1)TΦ(s) ' F TΦ(s). (23)
Using operational matrix P in Eq. (11) gives
ΦT (s)X˜ (n)KPΦ(s)+ ΦT (s)KX˜ (n−1)PΦ(s)− ΦT (s)KPX˜ (n−1)Φ(s) ' F TΦ(s). (24)
Note that X˜ (n) is a diagonal matrix, so X˜ (n)T = X˜ (n). Also, X˜ (n)KP , KX˜ (n−1)P , and KPX˜ (n−1) arem×mmatrices. Eq. (4) follows
ΦT (s)X˜ (n)KPΦ(s) ' UˆTΦ(s),
ΦT (s)KX˜ (n−1)PΦ(s) ' Vˆ TΦ(s),
ΦT (s)KPX˜ (n−1)Φ(s) ' Wˆ TΦ(s),
(25)
where Uˆ , Vˆ , and Wˆ arem-vectors with components equal to the diagonal entries of matrices X˜ (n)KP , KX˜ (n−1)P , and KPX˜ (n−1),
respectively. Combining (24) and (25) gives
UˆTΦ(s)+ Vˆ TΦ(s)− Wˆ TΦ(s) ' F TΦ(s), (26)
or
UˆT + Vˆ T − Wˆ T ' F T . (27)
Replacing'with= and computing Uˆ , Vˆ , and Wˆ follows
k0,0
2
x(n)0(
k1,0 + k1,12
)
x(n)1(
k2,0 + k2,1 + k2,22
)
x(n)2
...(
km−1,0 + km−1,1 + · · · + km−1,m−12
)
x(n)m−1

= 1
h

f0
f1
f2
...
fm−1
+

k0,0
2
x(n−1)0(
k1,0 + k1,12
)
x(n−1)1(
k2,0 + k2,1 + k2,22
)
x(n−1)2
...(
km−1,0 + km−1,1 + · · · + km−1,m−12
)
x(n−1)m−1

−

k0,0
2
x(n−1)0
k1,0x
(n−1)
0 +
k1,1
2
x(n−1)1
k2,0x
(n−1)
0 + k2,1x(n−1)1 +
k2,2
2
x(n−1)2
...
km−1,0x(n−1)0 + km−1,1x(n−1)1 + · · · +
km−1,m−1
2
x(n−1)m−1

. (28)
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Simplification of Eq. (28) gives

x(n)0
x(n)1
x(n)2
...
x(n)m−1
 =

f0
A0h
f1
A1h
f2
A2h
...
fm−1
Am−1h

+

0 0 0 · · · 0
−k1,0
A1
k1,0
A1
0 · · · 0
−k2,0
A2
−k2,1
A2
k2,0 + k2,1
A2
· · · 0
...
...
...
. . .
...
−km−1,0
Am−1
−km−1,1
Am−1
−km−1,2
Am−1
· · · km−1,0 + km−1,1 + · · · + km−1,m−2
Am−1


x(n−1)0
x(n−1)1
x(n−1)2
...
x(n−1)m−1
 , (29)
where Ai = ki,0 + ki,1 + · · · + ki,i2 , for i = 0, 1, . . . ,m− 1. Eq. (29) can be written as
X (n) = RX (n−1) + Q , for n = 1, 2, 3, . . . , (30)
in which
Q =

f0
A0h
f1
A1h
f2
A2h
...
fm−1
Am−1h

, R =

0 0 0 · · · 0
−k1,0
A1
k1,0
A1
0 · · · 0
−k2,0
A2
−k2,1
A2
k2,0 + k2,1
A2
· · · 0
...
...
...
. . .
...
−km−1,0
Am−1
−km−1,1
Am−1
−km−1,2
Am−1
· · · km−1,0 + km−1,1 + · · · + km−1,m−2
Am−1

. (31)
Now, considering the initial guess X (0) = 0, where 0 is the zerom-vector, or X (0) = Q , and using the recurrence relation
(30), onemay steadily increase the degree of approximation until convergence is reached to a sufficient accuracy. To do this,
‖X (n) − X (n−1)‖ < ε or ‖X(n)−X(n−1)‖‖X(n)‖ < ε, for arbitrary small ε, may be considered as stopping condition, where ‖.‖ is an
arbitrary vector norm. Then, an approximate solution x(s) ' XTΦ(s) can be computed for Eq. (13). In the next section, it
will be studied how one knows what is sufficient accuracy.
Let us explain the recurrence relation (30). Both matrix R and vector Q are constant in each iteration. Also, R is a
lower triangular matrix and requires only 12m(m+ 1) storage locations, rather than the usual m2 locations. The number of
multiplications is m(m+1)2 −1 in each iteration. Hence, for r iterations, the number of multiplications required is proportional
to rm2/2. If a fast convergence is occurred, then the value of r will be small. So, it seems that the presentedmethod is practical
and efficient.
4. Error analysis and convergence evaluation
In this section, some error bounds for the proposedmethod are presented.We can compute two given successive iterates
X (n) and X (n+1).
Let us set
e(n) = X (n) − X, (32)
where X is the exact solution for (30), so
X = Q + RX . (33)
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Subtracting (33) from (30) gives
e(n+1) = Re(n). (34)
Themanner in which X (n) converges to X may be quite complicated, depending on the eigenvalues and eigenvectors of R.
However, the behaviour of the errors may be studied. The size of ‖X (n) − X‖ decreases by an approximately constant factor
at each step, say
‖X (n+1) − X‖ 6 c‖X (n) − X‖, (35)
for some c < 1, closely related to ρ(R), spectral radius of matrix R (see [15]).
To measure this constant c and compute the error bound, note from Eq. (34) that
X (n+1) − X (n) = (X (n+1) − X)+ (X − X (n)) = e(n+1) − e(n), (36)
that is
e(n) = e(n+1) − (X (n+1) − X (n)). (37)
Hence,
‖e(n)‖ 6 ‖e(n+1)‖ + ‖X (n+1) − X (n)‖. (38)
Using (34)
‖e(n)‖ 6 ‖R‖‖e(n)‖ + ‖X (n+1) − X (n)‖, (39)
and if ‖R‖ < 1 then
‖e(n)‖ 6 ‖X
(n+1) − X (n)‖
1− ‖R‖ . (40)
Inequality (40) represents a computable bound on the error, provided that we know ‖R‖ and ‖R‖ < 1. This last condition
is also sufficient to guarantee that the sequence {X (n)}∞n=0 converges to X . Note that if ‖R‖ > 1, then inequality (40) is invalid
and the sequence {X (n)}∞n=0 may not converge.
As it was mentioned, if ‖R‖ < 1, then the sequence {X (n)}∞n=0 from X (n) = Q + RX (n−1), for any X (0) ∈ R(m) converges to
them-vector X . In that case, we can compute two other error bounds.
Note from (34) that
e(n) = Re(n−1) = R2e(n−2) = · · · = Rne(0) = Rn(X (0) − X). (41)
Hence,
‖e(n)‖ 6 ‖Rn‖‖(X (0) − X)‖. (42)
Also, using (34) and (36)
X (n+1) − X (n) = e(n+1) − e(n) = Re(n) − Re(n−1)
= R(e(n) − e(n−1))
= R2(e(n−1) − e(n−2))
...
= Rn(e(1) − e(0))
= Rn(X (1) − X (0)). (43)
So
‖X (n+1) − X (n)‖ 6 ‖Rn‖‖X (1) − X (0)‖
6 ‖R‖n‖X (1) − X (0)‖. (44)
Combining (40) and (44) gives
‖e(n)‖ 6 ‖R‖
n
1− ‖R‖‖X
(1) − X (0)‖. (45)
Inequalities (42) and (45) show that if ‖R‖ < 1, then limn→∞ ‖e(n)‖ = 0. This follows limn→∞ X (n) = X , meaning that the
sequence {X (n)}∞n=0 converges to X .
As a special case, assume that k(s, t) > 0, for 0 6 s, t < 1. Hence, according to Eq. (31) and definition of the Ais, the
diagonal elements of the matrix Rwill be smaller than one. On the other hand, R is a triangular matrix, therefore ρ(R) < 1.
Consequently, the expansion-iterative method will be convergent.
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Table 1
Numerical results for Example 1.
s Exact solution Approximate solution,m = 32 Approximate solution,m = 64
0 1 0.989584 0.994792
0.1 0.904837 0.896328 0.903074
0.2 0.818731 0.815537 0.822702
0.3 0.740818 0.743199 0.737490
0.4 0.670320 0.676943 0.671459
0.5 0.606531 0.597452 0.601869
0.6 0.548812 0.543951 0.548001
0.7 0.496585 0.495215 0.498953
0.8 0.449329 0.450828 0.447240
0.9 0.406570 0.410404 0.407186
Table 2
Numerical results for Example 2.
s Exact solution Approximate solution,m = 64 Approximate solution,m = 128
0 0 0.010417 0.005208
0.1 0.199667 0.201941 0.195242
0.2 0.397339 0.388628 0.395681
0.3 0.591040 0.599886 0.592468
0.4 0.778837 0.775700 0.783165
0.5 0.958851 0.972319 0.965747
0.6 1.129285 1.131731 1.125459
0.7 1.288435 1.281192 1.287259
0.8 1.434712 1.441225 1.435778
0.9 1.566654 1.564734 1.569499
Table 3
The mean-absolute errors for Example 1.
Mid-points,m = 32 Mid-points,m = 64 Ten points s,m = 32 Ten points s,m = 64
Presented method 6.6E−4 1.9E−4 5.2E−3 2.6E−3
Direct method [10] 3.3E−3 1.6E−3 5.9E−3 2.9E−3
5. Numerical examples
The expansion–iterative method is applied to three examples. Some examples are selected from different references, so
the numerical results obtained here can be compared with both the exact solution and those of other numerical methods in
the next section.
Example 1. Consider the following first kind Volterra integral equation [10]∫ s
0
es+tx(t)dt = ses, (46)
with the exact solution x(s) = e−s for 0 6 s < 1. The numerical results are given in Table 1. To compare the results obtained
with those of [10] we have considered m = 32, 64 (see Table 3). However, the current method can be implemented using
any positive integer value form, e.g.m = 10, 20, 40, 100.
Example 2. For the following Volterra integral equation of the first kind [8,10,16]∫ s
0
cos(s− t)x(t)dt = s sin s, (47)
with the exact solution x(s) = 2 sin s for 0 6 s < 1, Table 2 shows the numerical results. To compare the results obtained
with those of [10] we have consideredm = 64, 128 to implement themethod (see Table 4). Also, the exact and approximate
solutions form = 128 are given in Fig. 1.
Example 3. The third example consists of the following first kind integral equation∫ s
0
(st2 + s2t)x(t)dt = 5s
4
6
. (48)
The presented method gives the exact solution x(s) = 1 for this equation.
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0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
8
Exact solution
Approximate solution
0
1.
x
(s)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
s
Fig. 1. The exact and approximate solutions for Example 2.
Table 4
The mean-absolute errors for Example 2.
Mid-points,m = 64 Mid-points,m = 128 Ten points s,m = 64 Ten points s,m = 128
Presented method 4.9E−4 1.4E−4 6.5E−3 3.3E−3
Direct method [10] 5.2E−3 2.6E−3 8.2E−3 4.1E−3
6. Comments on the results
A numerical expansion–iterative method to solve Volterra integral equation of the first kind was proposed. This method
is based on the BPFs and their operationalmatrix. Efficiency and accuracywas checked on some examples. In these examples
the approximate solution is briefly compared with the exact solution only at specific points. It should be noted that at mid-
point of any subinterval [ih, (i+1)h], for i = 0, 1, . . . ,m−1, the approximate solution ismore accurate and this accuracywill
increase asm increases. Thismatter and the conditions presented in Section 4 show that the presentedmethod is convergent
and stable. On the other hand, error at some points different frommid-points may get worse asm increases. Of course, these
oscillations are negligible and thus the mean-absolute error generally reduces asm increases. This can be clearly caused by
the definition of operational matrix P . As illustrated in Eqs. (9) and (10), the diagonal elements h2 of operational matrix P are
approximate values of t − ih. Note that at mid-point of any subinterval [ih, (i+ 1)h], the diagonal elements of operational
matrix are exactly h2 . In general, the results illustrate efficiency and accuracy of the method. To show this matter the mean-
absolute errors of the numerical examples at mid-points and ten points s in Tables 1 and 2 for different values of m are
computed.
Firstly, consider the mean-absolute error as follows
Em,n = 1n
n∑
i=1
|x(si)− xm(si)|, (49)
where x(s) is the exact solution and xm(s) is the approximate solution.
For Examples 1 and 2, the mean-absolute errors obtained by expansion–iterative method and a direct method presented
in [10] have been illustrated in Tables 3 and4. The obtained results show that the accuracy of the expansion–iterativemethod
is slightly better.
Also for Example 2, the proposed method have a good accuracy in comparison with combination of Spline-collocation
method and Lagrange interpolation. For this, one can compare Fig. 1 in this article with Fig. 3 in [8].
Rashed [16] has solved the integral Eq. (47) by an expansion method. Comparing this method with the
expansion–iterative method shows that the accuracy of this method is slightly better, but the number of calculations in
the expansion–iterative method presented in this article is lower. Compare the results in Tables 2 and 4with Table 2 in [16].
7. Conclusion
This article introduced an efficient numerical method to solve Volterra integral equation of the first kind. Using vector
forms of BPFs and operational matrix of integration, this approach produces a recurrence relation.
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Three numerical examples showed that the expansion–iterative method is applicable and efficient. Moreover, the
computed error bounds confirmed its stability and convergence.
Finally, this method can be easily extended and applied to systems of Volterra integral equations of the first kind.
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