Implementación computacional en Freefem++ de una ecuación de onda con término disipativo no lineal by Tenorio Paredes, Lila Lisbeth
  
Universidad Nacional Mayor de San Marcos 
Universidad del Perú. Decana de América 
Facultad de Ciencias Matemáticas 
Escuela Profesional de Computación Científica 
 
Implementación computacional en Freefem++ de una 
ecuación de onda con término disipativo no lineal 
 
 
TESIS 
 
Para optar el Título Profesional de Licenciada en Computación 
Científica 
 
 
AUTOR 
Lila Lisbeth TENORIO PAREDES 
 
ASESOR 
José Raúl LUYO SÁNCHEZ 
 
 
Lima, Perú  
2018 

Ficha Catalogra´fica
TENORIO PAREDES, LILA LISBETH
IMPLEMENTACIO´N COMPUTACIONAL
EN FREEFEM++ DE UNA ECUACIO´N DE ONDA CON
TE´RMINO DISIPATIVO NO LINEAL
Lima: UNMSM, 2018.
VIII, 75p; 29,7 cm (UNMSM, Licenciada,
Computacio´n Cientı´fica, 2018).
Tesis, Universidad Nacional Mayor de San Marcos,
Facultad de Ciencias Matema´ticas.
1. Computacio´n Cientı´fica I. UNMSM/FCM
II. Tı´tulo (Serie).
III
RESUMEN
IMPLEMENTACIO´N COMPUTACIONAL EN FREEFEM++ DE UNA ECUACIO´N
DE ONDA CON TE´RMINO DISIPATIVO NO LINEAL
Lila Lisbeth Tenorio Paredes
Noviembre 2018
Asesor: Dr. Jose´ Rau´l Luyo Sa´nchez.
Tı´tulo obtenido: Licenciada en Computacio´n Cientı´fica.
El objetivo de este trabajo es utilizar el software Freefem++ para resolver nume´rica-
mente la ecuacio´n de ondas con te´rmino disipativo no lineal que describe la vibracio´n
de una membrana. Primeramente, estudiamos la teorı´a de semigrupos con la finalidad
de garantizar la existencia y unicidad de soluciones fuertes para este problema. La im-
plementacio´n computacional es realizada en FreeFem++ que es un software libre escrito
en C++ y basado en el Me´todo de Elementos Finitos (MEF). Finalmente, mostramos los
resultados de las simulaciones donde se considero´ el te´rmino de disipacio´n igual al arco-
tangente y se obtuvieron las gra´ficas de las soluciones nume´ricas del problema mediante
Gnuplot.
Palabras Clave: Semigrupos, FreeFem++, EDP’s, Me´todo de los Elementos Finitos(MEF).
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ABSTRACT
COMPUTATIONAL IMPLEMENTATION OF A WAVE EQUATION WITH
NONLINEAR DISSIPATIVE TERM USING FREEFEM++
Lila Lisbeth Tenorio Paredes
November 2018
Advisor: Jose´ Rau´l Luyo Sa´nchez, Phd.
Obtained Title: Degree in Scientific Computing.
The objective of this work is to use the Freefem ++ software to model the vibration
of a membrane described by the equation of waves with non-linear dissipative term. First,
we study the theory of semigroups in order to guarantee the existence and uniqueness of
strong solutions for this problem. The computational implementation is done in FreeFem
++ which is a free software written in C ++ and based on the Finite Element Method
(FEM). Finally, we show the results of the simulations where the dissipation term was
considered equal to the arctangent and the graphs of the numerical solutions of the pro-
blem were obtained by means of Gnuplot.
Keywords: Semigroups, FreeFem++, PDE’s, Finite Element Method(FEM).
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Introduccio´n
El movimiento de ondas ocurre en una gran variedad de situaciones fı´sicas tales como
vibracio´n de cuerdas, membranas (tambor), ondas que viajan a trave´s de una barra so´lida,
ondas que viajan a trave´s de medios so´lidos (terremotos), ondas acu´sticas, ondas de agua,
ondas de presio´n (ondas de choque), radiacio´n electromagne´tica, rayos vibratorios, etc
[32].
El estudio del movimiento de una membrana con bordes fijos constituye un proble-
ma cla´sico y antiguo. En el mundo real, encontramos diversas aplicaciones en fı´sica e
ingenierı´a sobre el modelamiento de dicha membrana tales como el diafragma de un
micro´fono y la superficie del tambor. En este trabajo estudiaremos el modelo que des-
cribe las vibraciones transversales de una membrana en la regio´n [0, 1]× [0, 1] con bordes
fijos y sujeta a fuerzas de disipacio´n externas no lineales g(ut). El desplazamiento de la
membrana u(x, y, t) en el punto (x, y) en el instante t, satisface la siguiente ecuacio´n:


utt −△u+ g(ut) = 0, (x, y) ∈ (0, 1)× (0, 1), t ≥ 0
u(x, y, 0) = u0(x, y) ; ut(x, 0) = u1(x, y) (x, y) ∈ (0, 1)× (0, 1)
u(x, y, t) = 0, t ≥ 0,
(1)
donde g : R → R es globalmente Lipschitz y g(s)s ≥ 0, para todo s ≥ 0. Varias formas
de g en (1) aparecen en diferentes contextos [34]. Por ejemplo, si g(ut) = ut es conocida
como la ecuacio´n del telegrafista. De forma general, si g(ut) = aut + bu
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t entonces la
ecuacio´n proporciona un modelo ba´sico para una membrana vibrante con una fuerza de
resistencia proporcional a la velocidad ut.
La energı´a asociada al modelo (1) es dada por:
E(t) =
1
2
(∫
Ω
|ut(x, t)|2dx+
∫
Ω
|∇u(x, t)|2dx
)
, (2)
la cual demostraremos que decae exponencialmente y ası´ garantizar la estabilidad del
problema (1).
Las ecuaciones de onda con te´rmino disipativo no lineal fueron investigadas por va-
rios autores: Ang [2] muestra la existencia y unicidad de la solucio´n para la funcio´n
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g(ut) = |ut|αsgn(ut), con α ∈ (0, 1). Varbu [5], Haraux [18], Kopackova [24] y Luyo
[25] prueban la existencia y unicidad global del problema (1). Haraux [18] obtiene las
soluciones cla´sicas de ecuaciones hiperbo´licas semilineales mediante la teorı´a de semi-
grupos. Mientras que, Luyo [25] emplea el me´todo de Faedo- Galerkin.
En este trabajo la ecuacio´n (1) es reformulada como una ecuacio´n de primer orden
en la variable temporal con la finalidad de utilizar la teorı´a de semigrupos de operadores
lineales. Ası´ obtenemos el problema de Cauchy semilineal:

dU
dt
(t) = AU +G(U)
U(0) = U0,
(3)
donde U =
(
u, ut
)
, A un operador lineal,G es una funcio´n no lineal globalmente Lipsch-
tiz y U0 =
(
u0, u1
)
el valor inicial.
Con la finalidad de garantizar la existencia y unicidad del problema (3), buscaremos obte-
ner las condiciones necesarias y suficientes para que el operador linealA sea un generador
infinitesimal de un C0-semigrupo de contracciones en un espacio de Banach H .
Para las simulaciones nume´ricas de la ecuacio´n (1) utilizaremos FreeFem++, el cual
fue desarrollado por Oliver Pironneau y Hecht [20], es un software libre que permite re-
solver nume´ricamente ecuaciones diferenciales parciales mediante el me´todo de los ele-
mentos finitos. Este software resulta muy dida´ctico para poder estudiar debido a que tiene
un lenguaje de programacio´n de alto nivel, basado en la formulacio´n variacional de la
ecuacio´n diferencial parcial. FreeFem++ puede resolver diversos problemas tales como:
problemas elı´pticos, parabo´licos e hiperbo´licos, fluidos Navier-Stokes, fluidos, elastici-
dad, interaccio´n de la estructura del fluido, me´todo de descomposicio´n del dominio de
Schwarz, problema de autovalor, error de indicador residual, etc. Adema´s, podemos en-
contrar una gran cantidad de ejemplos en el tutorial Hecht et al. [20].
El objetivo de este trabajo de tesis es analizar y visualizar el comportamiento del
desplazamiento de la membrana a lo largo del tiempo tanto analı´tica y nume´ricamente.
En una primera etapa estudiaremos resultados que garantizan la existencia y unicidad de
las soluciones fuertes del modelo mediante la teorı´a de semigrupos. En relacio´n a la parte
nume´rica, estudiaremos los fundamentos teo´ricos del me´todo de los elementos finitos,
aprenderemos y detallaremos paso a paso los comandos propios del software FreeFem++
para la resolucio´n de nuestro problema. Finalmente para la visualizacio´n de nuestros datos
empleamos Gnuplot.
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Este trabajo esta´ organizado de la siguiente manera. En el capı´tulo 1, definimos los
espacios funcionales y mostramos resultados preliminares para la ecuacio´n de ondas con
te´rmino de disipacio´n no lineal. Tambie´n, introducimos la teorı´a de semigrupos y ecua-
cio´n de evolucio´n semilineal, el primero que representa una importante herramienta en el
estudio de las ecuaciones de evolucio´n [29]. Finalmente, presentamos los teoremas nece-
sarios para probar la existencia y unicidad del modelo.
En el capı´tulo 2, demostramos que el problema puede ser descrita como un proble-
ma de Cauchy semilineal (3), el operador A genera un C0-semigrupo de contracciones
{S(t)}t≥0. Mediante la teorı´a de semigrupos para operadores lineales, demostraremos
que tiene una u´nica solucio´n fuerte que depende de los datos iniciales, esto mediante el
teorema de Lummer-Phillips [42] y los resultados encontrados en Zheng [43].
En el capı´tulo 3, mostramos que las soluciones decaen exponencialmente utilizando el
me´todo de la Energı´a [28]. Definimos un funcional de Lyapunov, equivalente al funcional
de la energı´a E(t), y luego mostramos el resultado pretendido.
En el capı´tulo 4, presentamos los resultados obtenidos de la implementacio´n compu-
tacional de la cuerda vibrante con extremos fijos. Mostramos una breve introduccio´n del
programa FreeFem++ desarrollado por F.Hecht y O.Pironneau [30]. Este software fue ele-
gido para realizar las simulaciones nume´ricas y esta´ basada en el me´todo de los elementos
finitos. Para el caso unidimensional utilizamos FreeFem++ como co´digo C++, debido a
que este lenguaje es basado en C++. Describimos brevemente el me´todo de diferencias fi-
nitas [40]. Luego, damos una explicacio´n detallada del programa en FreeFem++. Adema´s
explicaremos como se obtuvieron las gra´ficas mediante Gnuplot. Finalmente, mostramos
los gra´ficos del desplazamiento de la cuerda.
En el capı´tulo 5, realizamos la simulacio´n nume´rica para la membrana vibrante su-
jeta a un marco cuadrado fijo en la frontera. Encontramos la formulacio´n variacional
del modelo. Luego, estudiamos el me´todo de los elementos finitos(MEF) [30], que es
utilizado para aproximar la solucio´n de nuestro problema. Seguidamente, mostramos la
formulacio´n variacional discreta debido a que la sintaxis de FreeFem++ solo permite in-
gresar ecuaciones discretizadas. Posteriormente, explicamos detallamente lı´nea por lı´nea
de co´digo realizado en FreeFem++ y mostramos los gra´ficos obtenidos para la solucio´n
aproximada.
3
Finalmente presentamos las conclusiones obtenidas del trabajo. En el Ape´ndice mos-
tramos un pequen˜o tutorial para el programa Gnuplot, el cual es una herramienta necesaria
para visualizar los gra´ficos en 2 y 3 dimensiones.
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Capı´tulo 1
Preliminares
En este capı´tulo presentaremos la terminologı´a y los principales resultados matema´ti-
cos que sera´n de gran utilidad en los siguientes capı´tulos del trabajo.
1.1. Notacio´n
En este trabajo vamos a seguir la notacio´n usual de la teorı´a de Ecuaciones Diferen-
ciales Parciales:
1. R representa los nu´meros reales.
2. R+ representa los nu´meros reales no negativos.
3. Nn representa el conjunto de los vectores com n-entradas de nu´meros naturales.
4. P1, representa el conjunto de los polinomios de grado 1.
5. Cn(Ω) - funciones n continuamente diferenciable en un conjunto abierto Ω.
6. Ω¯, clausura del conjunto Ω.
7. R(A), rango del operador A.
8. D(A), dominio del operador A.
9. |α| = α1 + α2 + . . .+ αn, para α = (α1, α2, . . . , αn) ∈ Nn y n ∈ N.
10. Dα =
∂|α|
∂xα11 ∂x
α2
2 · · · ∂xαnn
, representa el operador derivacio´n de orden |α| donde
α = (α1, α2, · · · , αn) ∈ Nn.
5
11. Sea f : Ω ⊂ Rn → R una funcio´n derivable entonces el gradiente de f , denotado
por ∇f , es un vector en Rn
∇f = (∂f1
∂x1
,
∂f2
∂x2
, . . . ,
∂fn
∂xn
).
12. El laplaciano de la funcio´n f es de la forma
△f =
n∑
i=1
∂2fi
∂x2i
.
13. ut, derivada parcial de u respecto a t.
14. uxx, derivada parcial de segundo orden u respecto a x.
15. O((△t)n), error de orden n en la variable t.
1.2. Espacio de las distribuciones
Sea Ω un subconjunto abierto y acotado de Rn, con frontera Γ = ∂Ω suficientemente
regular.
Definicio´n 1.2.1. Dada una funcio´n continua ϕ : Ω → Rn definimos el soporte de ϕ,
denotado por supp(ϕ), como la clausura en Ω del conjunto {x ∈ Ω;ϕ(x) 6= 0}, lo
denotamos por
supp(ϕ) = {x ∈ Ω; ϕ(x) 6= 0}.
El soporte de ϕ es el menor conjunto relativamente cerrado, fuera del cual ϕ es ide´nti-
camente cero. Si este conjunto es compacto en Rn, entonces ϕ tiene soporte compacto.
Definicio´n 1.2.2. Denotamos por C∞0 (Ω) el espacio de las funciones ϕ : Ω→ Rn, que son
infinitamente diferenciables y tienen soporte compacto en Ω. Los elementos de C∞0 (Ω)
son denominados funciones de prueba.
En el siguiente ejemplo mostramos una funcio´n de prueba.
Ejemplo 1.2.1. Sea ρ : Rn → R una funcio´n definida por
ρ(x) =
{
exp (−1/(1− ‖x‖22)) , si ‖x‖2 < 1
0, si ‖x‖2 ≥ 1.
Se verifica que ρ ∈ C∞0 (Ω) y supp(ρ) = {x ∈ Rn; ‖x‖2 ≤ 1}, donde ‖·‖2 denota la
norma euclidiana.
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Definicio´n 1.2.3. Una sucesio´n {ϕk}k∈N ⊆ C∞0 (Ω) converge a ϕ ∈ C∞0 (Ω), si existe un
subconjunto compacto K de Ω tal que se verifican las siguientes condiciones:
1. supp(ϕk) ⊂ K, para todo k ∈ N y supp(ϕ) ⊂ K.
2. Para cada multi-ı´ndice α ∈ Nn, Dαϕk → Dαϕ, uniformemente sobreK.
Definicio´n 1.2.4. El espacio vectorial C∞0 (Ω) provisto de la convergencia anterior es
llamado espacio de las funciones de prueba y denotado por D(Ω).
Generalizamos el concepto de funciones definidas en Ω, introduciendo el concepto de
Distribuciones.
Definicio´n 1.2.5. Una distribucio´n T : D(Ω) → R es una aplicacio´n lineal y conti-
nua en relacio´n a la nocio´n de convergencia definida en D(Ω). El conjunto de todas las
distribuciones sobre Ω es denotado por D′(Ω).
Dados T ∈ D′(Ω) y ϕ ∈ D(Ω), denotaremos por 〈T, ϕ〉 el valor de T aplicado en ϕ.
El espacio de las distribuciones es provisto de la siguiente nocio´n de convergencia
Definicio´n 1.2.6. Sea una sucesio´n {Tk}k∈N ⊂ D′(Ω) y sea T ∈ D′(Ω). Decimos que Tk
converge a T en D′(Ω) y denotamos por Tk → T , si
〈Tk, ϕ〉 → 〈T, ϕ〉, ∀ϕ ∈ D(Ω).
Ejemplo 1.2.2 (La distribucio´n de Dirac). Sea x ∈ Ω. Definimos la funcio´n δx : D(Ω)→
R como sigue
〈δx, ϕ〉 = ϕ(x), ∀ϕ ∈ D(Ω).
Se tiene que δx ∈ D′(Ω). Adema´s δx es una distribucio´n no nula, pues existe ϕ ∈ D(Ω)
tal que 〈δx, ϕ〉 = ϕ(x) = 1.
Definicio´n 1.2.7. Sean T ∈ D′(Ω) y α ∈ Nn. La derivada de T de orden α, denotada por
DαT , es definida por
〈DαT, ϕ〉 = (−1)|α|〈T,Dαϕ〉, ∀ϕ ∈ D(Ω).
DαT es llamada derivada distribucional de T .
Con esta definicio´n tenemos que si T ∈ D′(Ω), entonces podemos determinar su de-
rivada distribucional DαT ∈ D′(Ω), para todo α ∈ Nn.
En este trabajo decimos que dos funciones f y g son iguales en el sentido de las distribu-
ciones si verifican la siguiente igualdad
〈f, ϕ〉 = 〈g, ϕ〉, ∀ϕ ∈ D(Ω).
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1.3. Espacios Lp(Ω)
Sea Ω un conjunto abierto y 1 ≤ p ≤ ∞, denotamos por Lp(Ω) al espacio de Banach
definido por
Lp(Ω) = {u : Ω→ Rn, u medible,
∫
Ω
|u(x)|pdx <∞}
provisto de la norma
‖u‖Lp(Ω) = (
∫
Ω
|u(x)|pdx) 1p , si 1 ≤ p < +∞
‖u‖L∞(Ω) = sup
x∈Ω
ess|u(x)|, si p = +∞.
En el caso particular p = 2, se tiene que L2(Ω) es un espacio de Hilbert, asociado al
producto interno
(u, v)L2(Ω) =
∫
Ω
u(x)v(x)dx, u, v ∈ L2(Ω).
El espacio Lp(Ω) esta´ formado por clases de funciones, donde dos funciones esta´n en la
misma clase si son iguales excepto en un conjunto de medida nula en Ω.
Teorema 1.3.1 (Densidad). El conjunto C∞0 (Ω) es denso en Lp(Ω) para 1 ≤ p <∞.
Demostracio´n. Ver Brezis [9] pa´gina 97.
1.4. Espacios de Sobolev
Definicio´n 1.4.1. Sea m ∈ N y 1 ≤ p ≤ ∞. Definimos el espacio de Sobolev Wm,p(Ω)
como:
Wm,p(Ω) = {u ∈ Lp(Ω) : Dαu ∈ Lp(Ω), ∀ |α| ≤ m}
siendo Dαu la derivada de u en el sentido de las distribuciones. El EspacioWm,p(Ω) es
llamado el Espacio de Sobolev de ordenm relativo al espacio Łp(Ω).
Para cada u ∈ Wm,p(Ω), definimos la norma ‖u‖Wm,p(Ω) como
‖u‖Wm,p(Ω) =

∑
|α|≤m
∫
Ω
‖Dαu‖pLp(Ω)dx


1/p
si 1 ≤ p <∞
y
‖u‖Wm,∞(Ω) =
∑
|α|≤m
‖Dαu‖L∞(Ω) si p =∞.
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Para p = 2, denotamos Hm(Ω) = Wm,2(Ω), m ∈ N. Este es un espacio de Hilbert con
producto interno y norma dados respectivamente por:
(u, v)Hm(Ω) =
∑
|α|≤m
∫
Ω
Dαu(x)Dαv(x)dx
‖u‖Hm(Ω) =

∑
|α|≤m
∫
Ω
‖Dαu‖2L2(Ω)dx


1/2
.
El espacioWm,p(Ω) posee las siguientes propiedades ver Kezavan [23] pa´gina 53:
1. Para 1 ≤ p ≤ ∞, el espacio (Wm,p(Ω), ‖·‖m,p) es un espacio de Banach.
3. Si 1 < p <∞,Wm,p(Ω) es reflexivo y si 1 ≤ p ≤ ∞ es separable.
2. En particular Hm(Ω) es un espacio de Hilbert es reflexivo y separable.
Siendo Γ = ∂Ω regular, se demuestra que Hm0 (Ω) es constituido por las funciones de
Hm(Ω) tales que las trazas de las funciones y de todas las derivadas de todos los o´rdenes
menores am son nulas en Γ, ver Kezavan [23] pa´gina 101.
Definicio´n 1.4.2. Sea 1 ≤ p < ∞, denotamos por Wm,p0 (Ω) la cerradura de C∞0 (Ω) en
Wm,p(Ω),
Wm,p0 (Ω) = C∞0 (Ω)
‖·‖Wm,p(Ω)
.
1.5. Espacios funcionales
Sea X un espacio de Banach. Se denota por L(X) el espacio de Banach de todas las
funciones lineales y limitadas en X dotado de la norma
‖T‖L(X) = sup{‖Tx‖ X : ‖x‖X ≤ 1}.
Para cualquier T > 0 denotamos por C([0, T ];X) el espacio de las funciones vectoriales
continuas
C([0, T ];X) = {u : [0, T ]→ X, u es continua en [0, T ]} ,
dotado de la norma
‖u‖C([0,T ];X) = sup
0≤t≤T
‖u(t)‖X .
Este espacio C([0, T ];X) es un espacio de Banach.
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Definimos por C([0,∞);X) al espacio de las funciones continuas y limitadas
C([0,∞);X) = {u : [0,∞)→ X, u es continua y limitada en [0,∞).}
Este espacio esta´ dotado de la norma definida por:
‖u‖C([0,∞);X) = sup
t≥0
‖u(t)‖X .
Ası´, C([0,∞);X) es un espacio de Banach.
1.6. Resultados Importantes
En esta seccio´n sera´n enunciados los lemas y teoremas que sera´n utilizados en los
capı´tulos siguientes.
Teorema 1.6.1 (Desigualdad de Young). Sean a, b ≥ 0 y 1 < p, q <∞ tal que 1
p
+ 1
q
= 1,
entonces
ab ≤ 1
p
ap +
1
q
bp.
Teorema 1.6.2 (Desigualdad de Ho¨lder). Considere f ∈ Lp(Ω) y g ∈ Lq(Ω) con 1 <
p <∞ y 1
p
+ 1
q
= 1, o p = 1 y q =∞ o p =∞ y q = 1. Entonces fg ∈ L1(Ω) y
‖fg‖L1(Ω) =
∫
Ω
|f(x)g(x)|dx ≤ ‖f‖Lp(Ω)‖g‖Lq(Ω).
Demostracio´n. Ver Bre´zis [9], pa´gina 92.
Corolario 1.6.1 (Desigualdad de Cauchy-Bunyakovski-Schwarz). Sean f ∈ L2(Ω) y
g ∈ L2(Ω), entonces fg ∈ L1(Ω) y∫
Ω
|f(x)g(x)|dx ≤ ‖f‖L2(Ω)‖g‖L2(Ω).
Demostracio´n. Ver Bre´zis [9], pa´gina 92.
Lema 1.6.1 (Desigualdad de Gronwall). Sea α ∈ L1([0, T ]),α ≥ 0, w ∈ C([0, T ]),w ≥
0 y C > 0. Si w(t) ≤ C + ∫ t
0
α(s)w(s)ds, para todo t ∈ [0, T ], entonces se tiene
w(t) ≤ Ce
∫ t
0 α(s)ds, ∀t ∈ [0, T ].
Demostracio´n. Ver Gronwall [8].
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Teorema 1.6.3 (Desigualdad de Poincare´-Friedrich). Sea Ω un conjunto acotado de Rn,
entonces existe un nu´mero positivo C = C(Ω) tal que para todo φ ∈ H10 (Ω)∫
Ω
|φ(x)|2dx ≤ C
∫
Ω
|▽φ(x)|2dx.
Demostracio´n. Ver Brezis [9] pa´gina 290 o Kezavan [23] pa´gina 70.
Teorema 1.6.4 (Agmon–Douglis–Nirenberg). Sea Ω un abierto de clase C2 con frontera
Γ = ∂Ω limitada. Sea 1 < p < ∞. Entonces para todo f ∈ Lp(Ω) existe una u´nica
solucio´n u ∈ W 2,p(Ω) ∩W 1,p0 (Ω) de la ecuacio´n
−△u+ u = f en Ω.
Adicionalmente, si Ω es de clase Cm+2 y f ∈ Wm,p(Ω) (m ≥ 1 un entero), entonces
u ∈ Wm+2,p(Ω) y ‖u‖Wm+2,p ≤ C‖f‖Wm,p .
Demostracio´n. Ver Bre´zis [9] pa´gina 326.
Teorema 1.6.5 (Teorema de Green). Sea Ω un abierto de clase C1. Si u ∈ H2(Ω) y
v ∈ H1(Ω), entonces se tiene∫
Ω
(△u)vdx+
∫
Ω
∇u∇vdx =
∫
∂Ω
(
∂u
∂n
)vdσ.
Demostracio´n. Ver Kezavan [23] pa´gina 102.
Definicio´n 1.6.1. Sea H un espacio de Hilbert con norma ‖.‖H . Un operador
a : H ×H → R
es conocido como forma bilineal si a(., v) es lineal para cada v ∈ H y a(u, .) es lineal
para cada u ∈ H . El operador a es acotado (continuo) si existe una constante C > 0 tal
que
|a(u, v)| ≤ C‖u‖H‖v‖H ∀ u, v ∈ H.
El operador a es coercivo si existe una constante β > 0 tal que
a(v, v) ≥ β‖v‖2 ∀ v ∈ H. (1.1)
Teorema 1.6.6 (Teorema de Lax-Milgram). Sea a(u, v) una forma bilineal limitada y
coerciva en un espacio de Hilbert H . Entonces para cada funcional lineal acotado ϕ en
H , existe un u´nico u ∈ H tal que
a(u, v) = ϕ(v), ∀v ∈ H.
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Demostracio´n. Ver Brezis [9] pa´gina 140.
Teorema 1.6.7 (Teorema del punto fijo de Banach). Sea (X, d) un espacio me´trico com-
pleto y T : X → X una contraccio´n, es decir, existe α ∈ [0, 1) tal que
d(T (x), T (y)) ≤ αd(x, y), ∀x, y ∈ X.
Entonces, T posee un u´nico punto fijo x0 ∈ X , es decir, T (x0) = x0.
Demostracio´n. Ver Brezis [9] pa´gina 138.
1.7. Semigrupos de operadores lineales acotados
El concepto de semigrupos de operadores lineales acotados tiene su origen en la im-
portante observacio´n sobre la ecuacio´n funcional de Cauchy [10]. La cual consiste en
determinar la funcio´n f(x) continua en un intervalo arbitrario de la variable x, y que para
todo x, y satisface
f(x+ y) = f(x)f(y).
Reescribimos el problema descrito por Cauchy como sigue: Encuentre todas las funciones
continuas S(·) : R+ → R tal que{
S(t+ s) = S(t) ◦ S(s), ∀t, s ≥ 0
S(0) = 1
(1.2)
Segu´n encontramos en la literatura, las funciones de la forma S(t) = eta para todo a ∈ R
son las u´nicas funciones continuas que verifican (1.2).
Es importante tener en cuenta que (1.2) no es solamente una igualdad formal, sino que
adema´s adquiere un significado en la descripcio´n de un sistema dina´mico. Si identificamos
R con el espacio L(R) de todos los operadores lineales de R en R, notamos que S(·)
verificando (1.2) describe la evolucio´n en el tiempo (para todo t ≥ 0) de un sistema
dina´mico lineal en R. Ma´s precisamente, si x0 ∈ R es el estado de nuestro sistema en
t = 0, entonces
x(t) = S(t)x0,
es el estado para t ≥ 0. Tambie´n a partir de (1.2) podemos concluir que
x(t+ s) = S(t+ s)x0 = S(t)S(s)x0 = S(t)S(s)x0,
es decir, el estado x(t + s) en el tiempo t + s es el estado en el tiempo t comenzando de
x(s).
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A continuacio´n pasaremos a una expresio´n ma´s general y consideramos el espacio vecto-
rial finito dimensional X = Rn. El espacio L(X) de todos los operadores lineales de X
enX es identificado con el espacioMn(R) todas las matrices de orden n×n y un sistema
lineal dina´mico en X sera´ dado por una funcio´n de valor matricial
S(·) : R+ →Mn(R)
que satisface la ecuacio´n funcional{
S(t+ s) = S(t)S(s), ∀t, s ≥ 0,
S(0) = 1.
(1.3)
De manera ana´loga a la parte anterior los candidatos a soluciones de (1.3) son funciones
exponenciales las cuales fueron definidas por G. Peano en 1887:
etA =
∞∑
k=0
(tA)k
k!
, (1.4)
donde A0 = I , denota la matriz identidad. Tomando la norma en Rn y la correspondiente
norma matricial en Mn(R), se muestra que la suma parcial de la suma arriba definida
forma una sucesio´n de Cauchy, por lo tanto la serie (1.4) es convergente y se verifica
‖etA‖ ≤ et‖A‖, ∀t ≥ 0.
Adema´s etA es continua y se verifican las siguiente propiedades
e(t+s)A = etAesA, ∀t, s ≥ 0,
e0A = I.
Ası´, la familia {etA}t≥0 forma un semigrupo de matrices.
En te´rminos generales, la nocio´n de semigrupos de operadores lineales es una extensio´n
bastante natural de la exponencial de una matriz a la exponencial de un operador posible-
mente acotado. Aprovechando la poderosa maquinaria del ana´lisis funcional, la teoria de
semigrupos surgio´ tremendamente entre 1930-1960 atrave´s de las grandes contribuciones
de Stone, Hille, Yosida, Feller, Lumer, Miyadera y Phillips.
Introducimos el concepto de semigrupos de operadores lineales sobre un espacio de Ba-
nach y presentamos algunas propriedades importantes.
Definicio´n 1.7.1. Sean X un espacio de Banach y L(X) el espacio de Banach de los
operadores lineales y acotados en X . Decimos que una aplicacio´n
S : R+ → L(X)
es un semigrupo de operadores lineales y acotados en el espacio X , si satisface:
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(i) S(0) = I , donde I denota el operador identidad en L(X).
(ii) S(t+ s) = S(t) ◦ S(s), ∀ t, s ∈ R+.
Definicio´n 1.7.2. SeaX un espacio de Banach con norma ‖·‖X y {S(t)}t≥0 un semigrupo
de operadores lineales y acotados. Decimos que {S(t)}t≥0 es un semigrupo fuertemente
continuo o C0-semigrupo, si verifica
l´ım
t→0+
‖(S(t)− I)x‖X = 0, ∀x ∈ X.
El siguiente teorema establece que los C0-semigrupos satisfacen la propiedad de aco-
tacio´n para su norma.
Teorema 1.7.1. Sea {S(t)}t≥0 un C0-semigrupo en X , entonces existenM ≥ 1 y w ≥ 0
tales que
‖S(t)‖L(X),≤Mewt, para todo t ≥ 0.
Demostracio´n. Ver Pazy [29], pa´gina 4.
Corolario 1.7.1. Sea {S(t)}t≥0 un C0-semigrupo. Entonces, para cada x ∈ X , S(·)x ∈
C([0,∞);X).
Demostracio´n. Ver Pazy [29], pa´gina 4.
Definicio´n 1.7.3. Sea {S(t)}t≥0 un semigrupo de operadores lineales y acotados en X .
El operador A : D(A) ⊆ X → X definido por
D(A) := {x ∈ X : l´ım
h→0+
S(h)x− x
h
existe}
y
Ax := l´ım
h→0+
S(h)x− x
h
, ∀ x ∈ D(A),
es denominado el generador infinitesimal del semigrupo {S(t)}t≥0 siendo D(A) su do-
minio.
Ejemplo 1.7.1. Sea S(t) = etA, com A ∈ L(X). Entonces, A es un generador infinitesi-
mal del semigrupo {S(t)}t≥0.
A continuacio´n presentamos las propiedades frecuentemente utilizadas.
Teorema 1.7.2. Sea {S(t)}t≥0 un C0-semigrupo de operados lineales y acotados y A el
generador infinitesimal de {S(t)}t≥0. Se verifican las siguientes afirmaciones:
14
(i) Si x ∈ X y t ≥ 0, entonces
l´ım
h→0
1
h
∫ t+h
t
S(τ)dτ = S(t)x.
(ii) Si x ∈ X , entonces para todo t ≥ 0 se cumple ∫ t
0
S(τ)xdτ ∈ D(A). Adema´s,
A
(∫ t
0
S(τ)xdτ
)
= S(t)x− x.
(iii) Si x ∈ D(A), entonces para todo t ≥ 0 se cumple S(t)x ∈ D(A) y
d
dt
S(t)x = AS(t)x = S(t)Ax.
(iv) Si x ∈ D(A), entonces
S(u)x− S(t)x =
∫ u
t
AS(τ)xdτ =
∫ u
t
S(τ)Axdτ.
Demostracio´n. Ver Pazy [29] pa´gina 4.
Teorema 1.7.3. Sean {S(t)}t≥0 y {T (t)}t≥0 dos C0-semigrupos con generadores infini-
tesimales A y B respectivamente. Si A = B, entonces S(t) = T (t) para todo t ≥ 0.
Demostracio´n. Ver Pazy [29] pa´gina 6.
Por los resultados Teorema (1.7.2) y Teorema (1.7.3), afirmamos que para cada U0 ∈
D(A), la funcio´n U : [0,∞) → R, definida por U(t) = S(t)U0 para cada t ≥ 0 es la
u´nica solucio´n cla´sica del problema de Cauchy homoge´neo

dU
dt
= AU,
U(0) = U0.
(1.5)
Definimos una clase particular de semigrupos que resulta de gran intere´s por sus di-
versas aplicaciones.
Definicio´n 1.7.4. Si ‖S(t)‖L(X) ≤ 1 para todo t ≥ 0, decimos que {S(t)}t≥0 es un
C0-semigrupo de contracciones.
Definicio´n 1.7.5. Sea H un espacio de Hilbert. Diremos que el operador lineal A :
D(A) ⊆ H → H es disipativo si
Re(Av, v)H ≤ 0, ∀ v ∈ D(A).
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A continuacio´n veremos una caracterizacio´n para los generadores infinitesimales de
un C0- semigrupo de contracciones.
Teorema 1.7.4 (Lumer-Phillips). Sea A un operador lineal con dominio D(A) denso en
X .
(i) Si A es disipativo y existe λ0 > 0 tal que el rango R(λ0I − A) = X , entonces A
es el generador infinitesimal de un C0-semigrupo de contracciones sobre X .
(ii) Si A es el generador infinitesimal de un C0-semigrupo de contracciones sobre X ,
entonces R(λI − A) = X para todo λ > 0 y A es disipativo.
Demostracio´n. Ver Pazy [29] pa´gina 14.
1.8. Problema de Cauchy no homoge´neo
Sea X un espacio de Banach, A : D(A) ⊆ X → X un operador lineal y el operador
no lineal G : [0,∞) → X . Dado la condicio´n inicial U0 ∈ X , el problema de Cauchy no
homoge´neo consiste en encontrar una solucio´n U(t) para el problema de valor inicial

dU
dt
(t) = AU(t) +G(t),
U(0) = U0.
(1.6)
Definicio´n 1.8.1. Una solucio´n cla´sica de (1.6) es una funcio´n U : [0,∞)→ R tal que
U ∈ C([0,∞);D(A)) ∩ C1([0,∞);X)
y satisface (1.6).
El siguiente teorema nos proporciona una condicio´n suficiente para la existencia de
una solucio´n de (1.6).
Teorema 1.8.1. Sea A el generador infinitesimal de un C0-semigrupo {S(t)}t≥0. Si G ∈
C1([0,∞);X) y U0 ∈ D(A), entonces el problema (1.6) tiene una u´nica solucio´n cla´sica
U dada por la fo´rmula de variacio´n de las constantes (Principio de Duhamel)
U(t) = S(t)U0 +
∫ t
0
S(t− s)G(s)ds, (1.7)
Demostracio´n. Ver Zheng [43], pa´gina 42.
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Sea U solucio´n de (1.6) definimos
w(s) = S(t− s)U(s),
es derivable para todo 0 < s < t y se cumple
dw
ds
= −AS(t− s)U(s) + S(t− s)U ′(s)
= −AS(t− s)U(s) + S(t− s)(AU(s) +G(s))
= −AS(t− s)U(s) + S(t− s)AU(s) + S(t− s)G(s)
= S(t− s)G(s). (1.8)
Si G ∈ L1([0,∞);X), entonces S(t− s)G(s) es integrable e integrando de 0 a t se tiene
que
U(t) = S(t)U0 +
∫ t
0
S(t− s)G(s) (1.9)
Para G ∈ L1([0,∞);X), el lado derecho de (1.9) es una funcio´n continua. Es natural
considerarla como una solucio´n generalizada de (1.6), incluso si no es diferenciable y no
satisface la ecuacio´n en el sentido de la definicio´n 1.8.1.
Definicio´n 1.8.2. Sea A el generador infinitesimal de un C0-semigrupo {S(t)}t≥0. Sea
U0 ∈ X y G ∈ L1([0,∞);X). La funcio´n U ∈ C([0,∞);D(A)), dada por
U(t) = S(t)U0 +
∫ t
0
S(t− s)G(s)ds, ∀t ≥ 0 (1.10)
es mild solution o solucio´n generalizada de (1.6).
Corolario 1.8.1. SiG ∈ C([0,∞);D(A)) y U0 ∈ D(A), entonces la mild solution es una
solucio´n cla´sica de (1.6).
Demostracio´n. Ver Zheng [43], pa´gina 43.
Surge de forma natural la pregunta de bajo que condiciones para G la solucio´n gene-
ralizada es una solucio´n cla´sica. Ası´ se tiene el siguiente resultado.
Teorema 1.8.2. Sea T > 0, U0 ∈ D(A), G ∈ C([0,∞);X) y para cada T > 0,
G′ ∈ L1([0, T ];X).
Entonces, la funcio´n U dada por (1.12) es solucio´n cla´sica del problema (1.6).
Demostracio´n. Ver Zheng [43] pa´gina 43.
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Adema´s, si X es un espacio de Banach reflexivo tenemos el siguiente resultado.
Corolario 1.8.2. Sea T > 0 y U0 ∈ D(A). Consideramos G : [0, T ] → R una funcio´n
Lipschitz continua en. Si X es un espacio de Banach reflexivo, entonces la mild solution
U es una solucio´n cla´sica del problema (1.6).
Demostracio´n. Ver Zheng [43] pa´gina 45.
1.9. Problema de Cauchy semilineal
Dado el siguiente problema de valor inicial para la ecuacio´n de evolucio´n semilineal

dU
dt
(t) = AU(t) +G(U(t)),
U(0) = U0,
(1.11)
donde A es el generador infinitesimal de un C0-semigrupo de contracciones {S(t)}t≥0
sobre un espacio de Banach X , G : X → X un operador no lineal y U0 el valor inicial.
Estudiaremos el caso cuando G es globalmente Lipschtiz y demostraremos que la ecua-
cio´n (1.11) tiene una u´nica solucio´n para todo t ≥ 0.
Definicio´n 1.9.1. La funcio´n G : X → X es globalmente Lipschitz si para todo U y
V ∈ H existe una constante L > 0 tal que
‖G(U)−G(V )‖X ≤ L‖U − V ‖X .
Definicio´n 1.9.2. Una funcio´n U ∈ C([0,∞);D(A)), dada por
U(t) = S(t)U0 +
∫ t
0
S(t− s)G(U(s))ds, ∀t ≥ 0
es llamada mild solution de (1.11).
Teorema 1.9.1. Sea G : X → X globalmente Lipschtiz (con constante L). Sea A es el
generador infinitesimal de un C0-semigrupo de contracciones {S(t)}t≥0 sobre X . Dado
U0 ∈ X , existe una u´nica mild solucio´n U para (1.11), esto es, U ∈ C([0,+∞);X) y
satisface la siguiente ecuacio´n integral
U(t) = S(t)U0 +
∫ t
0
S(t− s)G(U(s))ds, ∀ t ≥ 0. (1.12)
Adema´s, si U(t) y Uˆ(t) son mild soluciones correspondientes a los valores iniciales U0 y
Uˆ0, entonces para todo t ≥ 0, se verifica la siguiente estimativa
‖U(t)− Uˆ(t)‖X ≤ eLt‖U0 − Uˆ0‖X . (1.13)
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Demostracio´n. Para probar este teorema utilizaremos el teorema del punto fijo de Ba-
nach. Definiremos un subconjunto cerrado E del espacio de Banach C([0,+∞);X) y un
operador no lineal que mapea E en si mismo. Mostraremos que el operador es una con-
traccio´n.
Denotemos por
E = {U ∈ C([0,+∞);X) : sup
t≥0
e−kt‖U(t)‖X <∞},
donde k es una constante positiva, k > L. Sobre E definimos la norma ‖·‖E dada por:
‖U‖E = sup
t≥0
e−kt‖U(t)‖X .
Se tiene que E es un espacio de Banach. En efecto, sea {Un}n∈N una sucesio´n de Cauchy
en E.
Sea ǫ > 0, entonces existe N ∈ N tal que
‖Un − Um‖E < ǫ, ∀n,m ≥ N.
Luego, para cada t ≥ 0 se tiene que
‖e−ktUn(t)− e−ktUm(t)‖X ≤ sup
t≥0
e−kt‖Un(t)− Um(t)‖X < ǫ, ∀n,m ≥ N. (1.14)
Lo cual implica que para cada t ≥ 0, la sucesio´n {e−ktUn(t)}n∈N es de Cauchy en X .
Como X es un espacio de Banach, entonces existe el l´ım
n→∞
{e−ktUn(t)} en X .
Ası´, definimos
e−ktU(t) = l´ım
n→∞
e−ktUn(t), ∀t ≥ 0.
Tomando el limite en (1.14) cuandom→∞, obtenemos que
‖e−ktUn(t)− e−ktU(t)‖X ≤ ǫ, ∀t ≥ 0.
Por lo tanto,
‖Un − U‖E = sup
t≥0
e−kt‖Un(t)− U(t)‖X ≤ ǫ.
Se concluye que Un converge a U en el espacio E.
Dado U ∈ E definimos
Φ(U)(t) = S(t)U0 +
∫ 1
0
S(t− τ)G(U(τ))dτ, para todo t ≥ 0.
Mostraremos primero que Φ esta´ bien definida y luego que Φ es una contraccio´n.
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Dado U ∈ E y por la hipo´tesis G es globalmente Lipschtiz tenemos que
‖Φ(U(t))‖X ≤ ‖S(t)U0‖X +
∫ t
0
‖S(t− τ)‖X‖G(U(τ))‖Xdτ
≤ ‖U0‖X +
∫ t
0
‖G(U(τ))‖Xdτ
≤ ‖U0‖X +
∫ t
0
‖G(0)‖Xdτ +
∫ t
0
(‖G(U(τ))−G(0))‖X) dτ
≤ ‖U0‖X + t‖G(0)‖X + L
∫ t
0
‖U(τ)‖Xdτ
≤ ‖U0‖X + t‖G(0)‖X + Lsup
t≥0
e−kt‖U(t)‖X
∫ t
0
ekτdτ
≤ ‖U0‖X + t‖G(0)‖X + L
k
ekt‖U‖E, para todo t ≥ 0. (1.15)
Multiplicando por e−kt y tomando el supremo en (1.15) se tiene que
‖Φ(U)‖E ≤ sup
t≥0
(
(‖U0‖X + t‖G(0)‖X)e−kt
)
+
L
k
‖U‖E <∞.
Luego, Φ(U) ∈ E.
Probaremos que Φ es una contracio´n. Sean U, V ∈ E
‖Φ(U)− Φ(V )‖E = sup
t≥0
e−kt‖
∫ 1
0
S(t− τ) (G(U(τ))−G(V (τ)))‖X
≤ sup
t≥0
e−ktL
∫ 1
0
‖U(τ)− V (τ)‖Xdτ
≤ sup
t≥0
e−ktL
∫ 1
0
e−kτ‖U(τ)− V (τ)‖Xekτdτ
≤ sup
t≥0
e−ktL‖U − V ‖E
∫ 1
0
ekτdτ
= sup
t≥0
Le−kt
(ekt − 1)
k
‖U − V ‖E
≤ L
k
‖U − V ‖E (k > L)
≤ ‖U − V ‖E.
Por lo tanto, por el teorema del punto fijo de Banach (Teorema 1.6.7) Φ tiene un punto
fijo U ∈ E solucio´n de la ecuacio´n (1.12).
Probaremos la unicidad de la solucio´n. Sean U1, U2 ∈ C([0,+∞), X) soluciones de
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(1.12) y definimos V = U1 − U2. Entonces,
‖V (t)‖X ≤
∫ t
0
‖S(t− τ)(G(U1(τ))−G(U2(τ)))‖Xdτ
≤ L
∫ 1
0
‖V (τ)‖Xdτ.
Por la desigualdad de Gronwall (1.6.1) se tiene que
‖V (t)‖X ≤ 0, ∀t ≥ 0,
entonces verificamos la unicidad de la solucio´n.
Resta probar el resultado de estabilidad. Sean U y Uˆ soluciones de (1.12) asociados a los
valores iniciales U0 y Uˆ0, respectivamente. Entonces,
‖U(t)− Uˆ(t)‖X ≤ ‖U0 − Uˆ0‖X + L
∫ 1
0
‖U(τ)− Uˆ(τ)‖Xdτ.
Aplicando nuevamente la desigualdad de Gronwall (1.6.1) en la desigualdad anterior, se
tiene que
‖U(t)− Uˆ(t)‖X ≤ eLt‖U0 − Uˆ0‖X .
Corolario 1.9.1. Suponga las hipo´tesis del Teorema 1.9.1. Dado U0 ∈ D(A), entonces la
mild solucio´n U es una funcio´n Lipschtiz continua en t.
Demostracio´n. Sea h > 0 y definimos Uˆ(t) = U(t+h), entonces Uˆ es una mild solucio´n
de la ecuacio´n (1.11) com valor inicial U(h). Por la estimativa (1.13) se tiene que
‖U(t+ h)− U(t)‖X = ‖Uˆ(t)− U(t)‖X ≤ eLt‖U(h)− U0‖X . (1.16)
Por otra parte,
‖U(h)− U0‖X = ‖S(h)U0 − U0 +
∫ h
0
S(h− τ)G(U(τ))dτ‖X
≤ ‖S(h)U0 − U0‖X +
∫ h
0
‖S(h− τ)G(U(τ))dτ‖X
Y por el Teorema 1.7.2 obtenemos que
‖U(h)− U0‖X ≤ ‖
∫ h
0
S(τ)AU0dτ‖X +
∫ h
0
‖S(t− τ)G(U0)‖Xdτ
+
∫ h
0
‖S(h− τ) (G(U(τ))−G(U0)) dτ‖X
≤ (‖AU0‖X + ‖G(U0)‖X)h+ L
∫ h
0
‖U(τ)− U0‖Xdτ.
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Usando la desigualdad de Gronwall (1.6.1) en la desigualdad anterior resulta
‖U(h)− U0‖X ≤ (‖AU0‖X + ‖G(U0)‖X)heLh. (1.17)
Ası´, para todo t1, t2 ∈ [0, T ] tenemos de (1.16) y (1.17)
‖U(t1)− U(t2)‖X ≤ eLt2‖U(t1 − t2)− U0‖X
≤ eLt2 (‖AU0‖X + ‖G(U0)‖X) |t1 − t2|eL|t1−t2|
≤ e2LT (‖AU0‖X + ‖G(U0)‖X) |t1 − t2|.
Corolario 1.9.2. Suponga que X es reflexivo y U0 ∈ D(A). Entonces (1.11) tiene una
u´nica solucio´n cla´sica, esto es,
u ∈ C([0,+∞);D(A)) ∩ C1([0,+∞);X).
Demostracio´n. Por el Corolario 1.9.1, la mild solucio´n U es una funcio´n Lipschtiz conti-
nua en t. Desde queG satisface la condicio´n globalmente Lipschtiz, se sigue queG(U(t))
es Lipschtiz continua en t. Por Corolario 1.8.2 deducimos que la mild solucio´n es una so-
lucio´n cla´sica del problema (1.11).
1.10. Diferencias finitas
Sea u(x, t) una funcio´n suficientemente suave. La expansio´n en diferencias finitas
para ut, utt y uxx se construye a partir de la expansio´n en serie de Taylor de u(x, t+△t)
y u(x+△x, t) alrededor del punto (x, t). Luego tenemos que:
u(x, t+△t) = u(x, t) + ut(x, t)△t+ utt(x, t)(△t)
2
2
+ uttt(x, t)
(△t)3
3!
+ . . . , (1.18)
u(x, t−△t) = u(x, t)− ut(x, t)△t+ utt(x, t)(△t)
2
2
− uttt(x, t)(△t)
3
3!
+ . . . . (1.19)
De la ecuacio´n (1.18) obtenemos
u(x, t+△t)− u(x, t)
△t = ut(x, t) +△t(
utt(x, t)
2!
+△tuttt(x, t)
3!
+ . . . .
Entonces
u(x, t+△t)− u(x, t)
△t = ut(x, t) +O(△t), (1.20)
que es una aproximacio´n de primer orden para ut(x, t), indicando que el error de trunca-
miento es O(△t).
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Otra fo´rmula de aproximacio´n puede ser obtenida. La ma´s comu´n es la de segundo orden.
Restando (1.18) y (1.19) tenemos que
u(x, t+△t)− u(x, t−△t)
2△t = ut(x, t) + (△t)
2uttt(x, t)
3
+ . . . .
Reescribiendo la ecuacio´n anterior
u(x, t+△t)− u(x, t−△t)
2△t = ut(x, t) +O((△t)
2). (1.21)
Ahora construiremos la ecuacio´n en diferencias para utt, esto lo obtendremos sumando
(1.18) y (1.19),
u(x, t+△t)− 2u(x, t) + u(x, t−△t)
(△t)2 = utt(x, t) + (△t)
2utttt(x, t)
12
+ . . . .
Reescribiendo la ecuacio´n anterior
u(x, t+△t)− 2u(x, t) + u(x, t− t△t)
(△t)2 = utt(x, t) +O((△t)
2). (1.22)
De manera ana´loga obtenemos la ecuacio´n en diferencias para uxx
u(x+△x, t)− 2u(x, t) + u(x−△x, t)
(△x)2 = uxx(x, t) +O((△x)
2). (1.23)
Definicio´n 1.10.1. Una ecuacio´n en diferencias finitas se dice que es consistente con la
ecuacio´n diferencial parcial si en el lı´mite, cuando los taman˜os de paso tienden a cero,
la ecuacio´n en diferencias es igual a la ecuacio´n diferencial parcial en cada punto de
dominio de la solucio´n.
Definiremos la estabilidad para un esquema en diferencias.
Definicio´n 1.10.2. El esquema en diferencias de dos niveles de la forma
uj+1 = Quj, j ≥ 0, (1.24)
se dice que es estable con respecto a la norma ‖ · ‖ si existen constantes positivas△x0 y
△t0 y la constante no negativa K y β tal que
‖uj+1‖ ≤ Keβt‖uj‖, (1.25)
para todo 0 ≤ t ≤ (j + 1)△t, donde 0 ≤ △x ≤ △x0, 0 ≤ △t ≤ △t0.
La definicio´n de estabilidad implica que las soluciones para ecuaciones en diferencias
deben estar acotadas.
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Teorema 1.10.1 (Condicio´n de estabilidad de Von Neumann). La condicio´n necesaria
para la estabilidad de Von Neumann nos dice que el esquema en diferencias es estable si
|ρi| ≤ 1 + C1△t, i = 1, . . . , s,
donde C1 es una constante no neqativa y ρi son los autovalores de la matriz de amplifi-
cacio´n Q del sistema de la forma
uj+1 = Quj, j = 1, . . . , s.
Demostracio´n. Ver Thomas [40], pa´gina 108.
Definicio´n 1.10.3. Un esquema en diferencias finitas Di,jui,j = Fi,j de la ecuacio´n dife-
rencialDv = F es convergente, si para cualquier (x, t) se tiene que (i△x, j△t)→ (x, t)
y ui,j converge a v(x, t) cuando△x→ 0 y△t→ 0.
Teorema 1.10.2 (Teorema de equivalencia de Lax). Dado un problema de valor inicial,
si su aproximacio´n de diferencias finitas satisface la condicio´n de consistencia, entonces
es convergente si y solo si es estable.
Demostracio´n. Ver Thomas [40], pa´gina 79.
En el siguiente capı´tulo demostraremos que la ecuacio´n de onda con te´rmino disipati-
vo no lineal es descrita a partir de un problema de Cauchy semilineal las cuales se pueden
abordar usando la teorı´a de semigrupos. Para tal objetivo identificaremos el espacio de
Banach X , el operador lineal A : D(A) ⊂ X → X y el operador no lineal G : X → X
y luego demostraremos resultados que nos permiten aplicar los teoremas expuestos ante-
riormente.
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Capı´tulo 2
Existencia, unicidad y regularidad de
las soluciones mediante semigrupos
En este capı´tulo mediante la teorı´a de semigrupos se estudia la existencia y unicidad
de las soluciones del problema semilineal asociado a una ecuacio´n de ondas con te´rmino
disipativo no lineal.
Representamos por u(x, t) el desplazamiento transversal de cada punto x en el tiempo
t ≥ 0, a partir de su posicio´n de equilibrio y g(ut) la disipacio´n provocada por la friccio´n.
En este caso, el modelo matema´tico es dado por:

utt −△u+ g(ut) = 0 , en Ω× (0,+∞)
u(x, 0) = u0(x) ; ut(x, 0) = u1(x) , en Ω
u(x, t) = 0 , ∂Ω× (0,+∞),
(2.1)
donde Ω ⊂ Rn es un conjunto abierto de clase C∞, con frontera ∂Ω limitada.
Vamos a suponer que g es una funcio´n real que satisface las siguientes condiciones:
(H1) g es globalmente Lipschitz con constante de Lipschtiz Cg
(H2) g(s)s ≥ 0, para todo s ∈ R
El primer paso para resolver la ecuacio´n (2.1) es identificar el espacio natural donde de-
finiremos el semigrupo. Para ello escogeremos el espacio donde la energı´a del sistema
este´ bien definida. Suponiendo regularidad suficiente en la ecuacio´n (2.8), tomamos el
producto interno de la ecuacio´n diferencial (2.1) con ut e integramos en Ω, obtenemos
que ∫
Ω
uttutdx−
∫
Ω
△uutdx+
∫
Ω
g(ut)utdx = 0. (2.2)
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Aplicando el Teorema de Green (ver Teorema 1.6.5) y sabiendo que u se anula en la
frontera de Ω, Γ = ∂Ω, tenemos que la expresio´n anterior puede ser reescrita como:
1
2
∫
Ω
d
dt
|ut|2dx+
∫
Ω
∇u∇utdx+
∫
Ω
g(ut)utdx = 0
1
2
d
dt
(∫
Ω
|ut|2dx+
∫
Ω
|∇u|2dx
)
+
∫
Ω
g(ut)utdx = 0, ∀t ≥ 0.
La ecuacio´n anterior nos motiva a definir la Energı´a del sistema por
E(t) =
1
2
( ∫
Ω
|ut|2dx+
∫
Ω
|∇u|2dx),
luego
dE(t)
dt
= −
∫
Ω
g(ut)utdx, ∀t ≥ 0.
Observamos que bajo la hipo´tesis (H2), se tiene que E(t) es una funcio´n decreciente con
respecto al tiempo y por lo tanto el sistema (2.1) es disipativo.
Por consiguiente como hemos visto anteriormente, el espacio natural para resolver la
ecuacio´n (2.1) es el espacio de Hilbert H donde la energı´a esta´ bien definida
H = H10 (Ω)× L2(Ω), (2.3)
el cual es dotado del producto interno
(U, V )H =
∫
Ω
∇u1∇v1dx+
∫
Ω
u2v2dx (2.4)
y de la norma
‖U‖H =
(∫
Ω
|∇u1|2dx+
∫
Ω
|u2|2dx
) 1
2
, (2.5)
para todo U =
(
u1
u2
)
y V =
(
v1
v2
)
en H.
Considerando el espacio H , vamos a reescribir el problema (2.1) y expresarlo como
un sistema de primer grado 

dU
dt
(t) = AU +G(U)
U(0) = U0,
(2.6)
donde U =
(
u
ut
)
∈ H , la inco´gnita del sistema es la posicio´n u y la velocidad ut. El
punto inicial es el vector columna U0 =
(
u0
u1
)
∈ H cuyas componentes tienen los datos
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iniciales de (2.1).
El operador A : D(A) ⊂ H → H es definido por
A =
(
0 I
△ 0
)
, (2.7)
donde el dominio de A es
D(A) = (H2(Ω) ∩H10 (Ω))×H10 (Ω). (2.8)
En efecto, por definicio´n del dominio del operador A es el subespacio tal que AU ∈ H
para todo U =
(
u
v
)
∈ H . Debido a la estructura del operador A tenemos que el dominio
es de la forma
D(A) =
{(
u
v
)
∈ H10 (Ω)× L2(Ω) :
(
0 I
△ 0
)(
u
v
)
∈ H10 (Ω)× L2(Ω)
}
=
{(
u
v
)
∈ H10 (Ω)× L2(Ω) : v ∈ H10 (Ω) y △u ∈ L2(Ω)
}
=
{(
u
v
)
∈ H10 (Ω)×H10 (Ω) : △u ∈ L2(Ω)
} .
Como el dominio Ω es de clase C∞ en particular de clase C2 y de acuerdo al teorema
de regularidad para el problema de Dirichlet para la ecuacio´n de Laplace (ver Teorema
1.6.4), garantizamos que las funciones u ∈ H10 (Ω) tales que △u ∈ L2(Ω) pertenecen en
realidad a H2(Ω), esto nos permite reescribir el dominio como en (2.8).
El operador no lineal G : H → H es definido por
G(U) =
(
0
g(v)
)
. (2.9)
Hasta aquı´ hemos visto que el problema (2.1) puede ser expresado como un problema de
Cauchy semilineal (2.6), la solucio´n de tal problema se puede abordar en el contexto de
la teorı´a de semigrupos.
Lema 2.0.1. El operador A definido en (2.7) es lineal y es un generador infinitesimal de
un C0-semigrupo de contracciones en H .
Demostracio´n. Para demostrar que A es un generador de un C0-semigrupo de contrac-
ciones veremos que A verifica el Teorema de Lumer-Phillips (ver Teorema 1.7.4).
El operador A definido en (2.7) es lineal. En efecto, sean U =
(
u1
v1
)
y V =
(
u2
v2
)
dos elementos cualquiera del dominio de A y α ∈ R.
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A(U + V ) = AU + AV
A(U + V ) =
(
0 I
△ 0
)(
u1 + u2
v1 + v2
)
= v1 + v2 +△(u1 + u2)
= v1 +△u1 + v2 +△u2
=
(
0 I
△ 0
)(
u1
v1
)
+
(
0 I
△ 0
)(
u2
v2
)
= AU + AV.
A(αU) = αAU
A(αU) =
(
0 I
△ 0
)(
αu1
αv1
)
= αv1 +△(αu1)
= αv1 + α△u1
= α
(
0 I
△ 0
)(
αu1
αv1
)
= αAU.
Comprobaremos que A es disipativo. En efecto, sea U =
(
u
v
)
∈ D(A) por la defini-
cio´n de producto interno (2.4) obtenemos que
(AU,U)H =
((
v
△u
)
,
(
u
v
))
H
=
∫
Ω
∇v∇udx+
∫
Ω
△uvdx
se sigue del Teorema de Green (ver Teorema 1.6.5) y teniendo en cuenta que v ∈ H10 (Ω),
entonces
(AU,U)H =
∫
Ω
∇v∇udx+
∫
Ω
△uvdx =
∫
∂Ω
v
∂u
∂ν
dσ = 0.
Por lo tanto
(AU,U)H = 0, ∀U ∈ D(A),
lo cual garantiza la disipatividad de A.
Por otra parte, el operador A de la ecuacio´n de ondas verifica que R(I − A) = H .
En efecto, mostraremos que dado
(
f
g
)
∈ H podemos encontrar
(
u
v
)
∈ D(A) tal que
(I − A)
(
u
v
)
=
(
f
g
)
.
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Dada la forma explı´cita del operador A , debemos demostrar que existen u ∈ H2(Ω) ∩
H10 (Ω) y v ∈ H10 (Ω) tal que {
u− v = f
v −△u = g. (2.10)
La primera ecuacio´n de (2.10) puede reescribirse como v = u − f y substituyendo esta
u´ltima igualdad en la segunda ecuacio´n de (2.10) obtenemos u−△u = f + g. Entonces
tenemos el problema de Dirichlet para la ecuacio´n de Laplace:{−△u+ u = f + g enΩ
u = 0 en ∂Ω.
(2.11)
Definimos el operador bilineal asociado a : H01 (Ω)×H01 (Ω)→ R de la forma
a(u, v) =
∫
Ω
∇u∇vdx+
∫
Ω
uvdx. (2.12)
A continuacio´n mostraremos que a es una forma bilineal, coerciva y continua. Por la
linealidad del producto se tiene que a es bilineal.
Sea u ∈ H01 (Ω), entonces
a(u, u) =
∫
Ω
∇u2dx+
∫
Ω
u2dx
= ‖u‖2H10 (Ω) + ‖u‖
2
L2(Ω)
≥ ‖u‖2H10 (Ω).
Ası´, a(·, ·) es coerciva.
Sean u, v ∈ H10 (Ω). Entonces,
|a(u, v)| ≤ |
∫
Ω
∇u∇vdx|+ |
∫
Ω
uvdx|
≤ ‖∇u‖L2(Ω)‖∇v‖L2(Ω) + ‖u‖L2(Ω)‖v‖L2(Ω)
= ‖u‖H10 (Ω)‖v‖H10 (Ω) + ‖u‖L2(Ω)‖v‖L2(Ω).
Por la desigualdad de Poincare´-Friedrich (ver teorema 1.6.3) resulta que
|a(u, v)| ≤ ‖u‖H10 (Ω)‖v‖H10 (Ω) + C‖u‖H10 (Ω)‖v‖H10 (Ω)
= (1 + C)(‖u‖H10 (Ω)‖v‖H10 (Ω)).
Luego a(·, ·) es continua.
Consideramos el funcional ϕ : H10 (Ω)→ R dado por ϕ(v) =
∫
Ω
(f + g)vdx.
Vamos a demostrar que el funcional ϕ es lineal y continuo sobre H10 (Ω). La linealidad de
ϕ se obtiene de la linealidad del producto interno en L2(Ω).
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Como f+g ∈ L2(Ω). Ası´, dado v ∈ H10 (Ω) por la desigualdad de Cauchy-Schwarz
tenemos que
|ϕ(v)| = |
∫
Ω
(f + g)vdx|
≤ ‖f + g‖L2(Ω)‖v‖L2(Ω).
Por el Teorema de Lax-Milgram (ver Teorema 1.6.6) existe una u´nica u ∈ H10 (Ω) tal que
a(u, φ) = (ϕ, φ), para todo φ ∈ H10 (Ω).
En particular, se tiene que
a(u, φ) = (ϕ, φ), para todo φ ∈ D(Ω).
Luego
−△u+ u = f + g
en el sentido de la distribuciones.
Adema´s por el Teorema de Regularizacio´n para el problema de Dirichlet para la ecuacio´n
de Laplace (ver Teorema 1.6.4) u ∈ H2(Ω) ∩H10 (Ω). Como v = u− f , y u, f ∈ H10 (Ω)
entonces
v ∈ H10 (Ω).
De las propiedades de los espacios de Sobolev, tenemos que H2(Ω) ∩ H10 (Ω) × H10 (Ω)
es denso en H10 (Ω) × L2(Ω). Ası´, hemos probado que A es disipativo y R(I − A) =
H , entonces por el Teorema de Lumer-Phillips (ver Teorema 1.7.4), A es un generador
infinitesimal en un C0 semigrupo de contracciones {S(t)}t≥0 en H .
El siguiente resultado establece la existencia, unicidad y regularidad para la solucio´n
cla´sica del problema (2.1).
Teorema 2.0.1. Considere la ecuacio´n (2.1) y supongamos que g satisface la hipo´tesis
(H1). Entonces si u0 ∈ H2(Ω) ∩ H10 (Ω), u1 ∈ H10 (Ω) existe una u´nica solucio´n u(x, t)
tal que
u ∈ C([0,+∞);H2(Ω) ∩H10 (Ω)) ∩ C1([0,+∞);H10 (Ω)) ∩ C2([0,+∞);L2(Ω)).
Demostracio´n. Aplicaremos el Corolario 1.9.2 con la finalidad de deducir la existencia
de la solucio´n y de la regularidad del problema abstracto (2.6). Por la equivalencia de la
ecuacio´n (2.6) con (2.1) obtenemos los resultados de existencia, unicidad y regularidad
para u.
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Por la hipo´tesis g(u) : R → R es una funcio´n globalmente Lipschtiz, esto es, dados
v1, v2 ∈ L2(Ω) existe cg > 0 tal que
‖g(v1)− g(v2)‖L2(Ω) ≤ cg‖v1 − v2‖L2(Ω).
Se cumple que G definida en (2.9) es una funcio´n globalmente Lipschitz en H
En efecto, dados U =
(
u1
u2
)
y V =
(
v1
v2
)
∈ H se tiene que
‖G(U)−G(V )‖H =
(∫
Ω
|g(u2)− g(v2)|2
) 1
2
≤ cg
(∫
Ω
|u2 − v2|2dx
) 1
2
≤ cg
{(∫
Ω
|∇u1 −∇v1|2dx
) 1
2
+
(∫
Ω
|u2 − v2|2dx
) 1
2
}
= cg‖U − V ‖H .
Considerando U0 =
(
u0
u1
)
∈ D(A), por Lema 2.0.1 A es un generador infinitesimal de
un C0 semigrupo de contracciones {S(t)}t≥0 y G es una funcio´n globalmente Lipschtiz,
entonces por el Corolario 1.9.2 concluimos que la mild solucio´nU(t) = S(t)U0+
∫ t
0
S(t−
s)G(U(s))ds es la u´nica solucio´n cla´sica del problema de valor inicial (2.6) y
U ∈ C([0,+∞);D(A)) ∩ C1([0,+∞);H).
Como v = ut, tenemos que la regularidad de U equivale a(
u
ut
)
∈ C([0,+∞);H2(Ω) ∩H10 (Ω)×H10 (Ω)) ∩ C1([0,+∞);H10 (Ω)× L2(Ω)),
esto es
u ∈ C([0,+∞);H2(Ω) ∩H10 (Ω)) ∩ C1([0,+∞);H10 (Ω)) (2.13)
ut ∈ C1([0,+∞);L2(Ω)). (2.14)
De (2.13) y (2.14) concluimos que, para cada par de condiciones iniciales u0 y u1 existe
una u´nica solucio´n u tal que
u ∈ C([0,+∞);H2(Ω) ∩H10 (Ω)) ∩ C1([0,+∞);H10 (Ω)) ∩ C2([0,+∞);L2(Ω)).
Para probar resultados de existencia, unicidad y regularidad del problema (2.1) encon-
tramos diversos tales como: me´todo de Faedo-Galerkin, transformada de Fourier, teorı´a
de semigrupos, etc. En particular la teorı´a de semigrupos nos brinda un me´todo elegante
para la construccio´n de una solucio´n del problema de valor inicial y de frontera (2.1).
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Capı´tulo 3
Decaimiento exponencial de las
soluciones
En este capı´tulo, con algunas hipo´tesis adicionales para la funcio´n g estudiaremos el
comportamiento asinto´tico de las soluciones de la ecuacio´n de onda con te´rmino disipativo
no lineal. La demostracio´n sera´ basada en el Me´todo de la energı´a. Este me´todo consiste
en construir un funcional de LyapunovEǫ(t), que es equivalente al funcional de la energı´a
E(t), y luego a partir de esta equivalencia obtener el decaimiento exponencial.
Definicio´n 3.0.1. Decimos que la energı´a del sistema E(t) asociado al problema 2.1
posee decaimiento exponencial, si existen constantes C > 0 y γ > 0 tal que
E(t) ≤ Ce−γt , ∀t ≥ 0.
Teorema 3.0.1. Supongamos que g verifica las condiciones (H1),(H2) y adema´s satis-
face:
(H3) Existe k1 > 0 tal que sg(s) ≥ k1s2, ∀s ∈ R
entonces, la energı´a asociada al problema (2.1)
E(t) =
1
2
(∫
Ω
|ut(x, t)|2dx+
∫
Ω
|∇u(x, t)|2dx
)
(3.1)
decae exponencialmente.
Demostracio´n. El Me´todo de la energı´a consiste en construir un funcional Eǫ equivalente
a la energı´a, es decir, existen constantes positivas C1 y C2 tal que
C1E(t) ≤ Eǫ(t) ≤ C2E(t), ∀t ≥ 0.
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y existe ω > 0 tal que
dEǫ
dt
+ ωEǫ ≤ 0 ∀t ≥ 0.
Esta desigualdad implica que
Eǫ(t) ≤ Eǫ(0)e−ωt , ∀t ≥ 0.
Primero veamos que la energı´a es una funcio´n decreciente. En el problema inicial (2.1),
multipliquemos por ut e integremos en Ω∫
Ω
ututtdx−
∫
Ω
ut△udx = −
∫
Ω
utg(ut)dx
Aplicando el Teorema de Green (Teorema 1.6.5) y sabiendo que u se anula en la frontera
de Ω, obtenemos que la expresio´n anterior puede ser reescrita como∫
Ω
1
2
d
dt
|ut|2dx+
∫
Ω
∇u∇utdx = −
∫
Ω
utg(ut)dx.
Por la definicio´n de la energı´a dada en (3.1), se cumple que
dE(t)
dt
= −
∫
Ω
utg(ut)dx.
Y por la hipo´tesis (H3) resulta que
dE(t)
dt
≤ −k1
∫
Ω
|ut|2dx. (3.2)
Dado ǫ > 0, definimos la energı´a perturbada Eǫ, por
Eǫ(t) = E(t) + ǫ
∫
Ω
uutdx, ∀t ≥ 0. (3.3)
Veamos que Eǫ(t) es equivalente a la energia E(t).
En efecto, utilizando la desigualdad Cauchy-Schwarz (Teorema 1.6.1), Poincare´ (Teorema
1.6.3) y Young (Teorema 1.6.1) se verifica que∣∣∣∣
∫
Ω
uutdx
∣∣∣∣ ≤
(∫
Ω
|u|2dx
)1/2(∫
Ω
|ut|2dx
)1/2
≤
√
C
(∫
Ω
|∇u|2dx
)1/2(∫
Ω
|ut|2dx
)1/2
≤
√
C
(
1
2
∫
Ω
|∇u|2dx+ 1
2
∫
Ω
|ut|2dx
)
=
√
CE(t), ∀t ≥ 0.
Ası´,
(1− ǫ
√
C)E(t) ≤ Eǫ(t) ≤ (1 + ǫ
√
C)E(t), ∀t ≥ 0.
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Definimos C1 = (1− ǫ
√
C) y C2 = (1 + ǫ
√
C), con 0 < ǫ < 1√
C
, entonces
C1E(t) ≤ Eǫ(t) ≤ C2E(t), ∀t ≥ 0. (3.4)
Lo siguiente es demostrar que existe una constante ω > 0 tal que
E ′ǫ(t) ≤ −ωEǫ(t), t ≥ 0.
En efecto, derivando la energı´a perturbada se tiene
E ′ǫ(t) = E
′(t) + ǫ
∫
Ω
|ut|2dx+ ǫ
∫
Ω
uttudx
Como u verifica la ecuacio´n (2.1) y aplicando el Teorema de Green (Teorema 1.6.5) se
tiene que
E ′ǫ(t) = E
′(t) + ǫ
∫
Ω
|ut|2dx+ ǫ
∫
Ω
△uudx− ǫ
∫
Ω
g(ut)udx
= E ′(t) + ǫ
∫
Ω
|ut|2dx− ǫ
∫
Ω
|∇u|2dx− ǫ
∫
∂Ω
∂u
∂n
vdσ − ǫ
∫
Ω
g(ut)udx.
Desde que u se anula en la frontera,
E ′ǫ(t) = E
′(t) + ǫ
∫
Ω
|ut|2dx− ǫ
∫
Ω
|∇u|2dx− ǫ
∫
Ω
g(ut)udx. (3.5)
Calculemos una cota superior para el u´ltimo sumando de (3.5). Como g es una funcio´n
Lipschtiz continua con constante de Lipschitz Cg se tiene que
−ǫ
∫
Ω
ug(ut)dx ≤ ǫ
∫
Ω
|u(g(ut)− g(0))|dx
≤ ǫCg
∫
Ω
|u||ut − 0|dx
≤ ǫCg
∫
Ω
|u||ut|dx.
Aplicando la desigualdad de Cauchy-Schwarz (Teorema 1.6.1), Poincare´ (Teorema 1.6.3)
y Young (Teorema 1.6.1) encontramos
−ǫ
∫
Ω
ug(ut)dx ≤ ǫCg
(∫
Ω
|u|2dx
)1/2(∫
Ω
|ut|2dx
)1/2
≤ ǫCg
√
C
(∫
Ω
|∇u|2dx
)1/2(∫
Ω
|ut|2dx
)1/2
= ǫCg
√
C
(
ǫCg
√
C
k1
∫
Ω
|∇u|2dx
)1/2(
k1
ǫCg
√
C
∫
Ω
|ut|2dx
)1/2
≤ ǫCg
√
C
[
ǫCg
√
C
2k1
∫
Ω
|∇u|2dx+ k1
2ǫCg
√
C
∫
Ω
|ut|2dx
]
=
ǫ2C2gC
2k1
∫
Ω
|∇u|2dx+ k1
2
∫
Ω
|ut|2dx. (3.6)
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Y por las desigualdades (3.2) y (3.6) en (3.5), resulta que
E ′ǫ(t) ≤ −k1
∫
Ω
|ut|2dx+ ǫ
∫
Ω
|ut|2dx− ǫ
∫
Ω
|∇u|2dx+ ǫ
2C2gC
2k1
∫
Ω
|∇u|2dx+ k1
2
∫
Ω
|ut|2dx
= −
(
k1
2
− ǫ
)∫
Ω
|ut|2dx− ǫ
(
1− ǫCgC
2k1
)∫
Ω
|∇u|2dx.
Tomamos ǫ = 1
2
mı´n
{
k1
2
, 2k1
CgC
, 1√
C
}
y consideramos ω0 = mı´n
{
k1
2
− ǫ, ǫ
(
1− ǫCgC
2k1
)}
,
entonces
E ′ǫ(t) ≤ −ω0E(t), ∀t ≥ 0.
Luego, por el lado derecho de (3.4) y por la desigualdad anterior
E ′ǫ(t) ≤ −
ω0
1 + ǫ
√
C
Eǫ(t), ∀t ≥ 0.
En la desigualdad anterior multiplicamos por eωt y luego integramos en (0, t) obtenemos
Eǫ(t) ≤ Eǫ(0)e−ωt,
con ω = ω0
1+ǫ
√
C
.
Nuevamente, por la desigualdad (3.4) se tiene que
E(t) ≤
(
1 + ǫ
√
C
1− ǫ√C
)
E(0)e−ωt, ∀t ≥ 0.
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Capı´tulo 4
Implementacio´n computacional de la
cuerda vibrante en FreeFem++
En este capı´tulo presentamos el software FreeFem++, estudiamos su funcionamiento
y programacio´n. Seguidamente describimos el me´todo nume´rico de diferencias finitas el
cual es utilizado para aproximar la solucio´n de problema (2.1) que modela el desplaza-
miento vertical de la cuerda con extremos fijos para el caso unidimensional de la variable
espacial. Por u´ltimo, analizamos los resultados obtenidos en FreeFem++ a trave´s de Gnu-
plot para la visualizacio´n de los gra´ficos.
4.1. El software FreeFem++
FreeFem++ es un software libre que nos permite resolver ecuaciones diferenciales
parciales (EDP’s) a trave´s del Me´todo de Elementos Finitos (MEF) para problemas en
dos y tres dimensiones espaciales. Este software esta´ escrito en el lenguaje C++ y ofre-
ce al usuario un lenguaje propio que es muy similar a la representacio´n matema´tica del
problema. Adema´s es multiplataforma con los diversos sistemas operativos tales como
UNIX,Windows y Mac OS.
El proyecto surge en el an˜o 1985 cuando Oliver Pironneau publico´ MacFEM y PCFEM
dos co´digos libres para elementos finitos escritos en el lenguaje Pascal para la resolucio´n
de ecuaciones en derivadas parciales en dos dimensiones. En 1992, fue reescrito en C++
y el software cambia a dominio libre, convirtie´ndose en FreeFem. Posteriormente surgen
otras versiones FreeFem+ (1996) y despue´s de una reelaboracio´n completa con la sinta-
xis surge FreeFem++(1998). Algunas caracterı´sticas de FreeFem++ que podemos resaltar
son :
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Definicio´n del problema mediante la formulacio´n variacional. Posee un lenguaje
propio para una ra´pida comprensio´n de los co´digos.
Descripcio´n analı´tica de las fronteras.
Generacio´n automa´tica de la malla basada en el algoritmo de Delaunay-Voronoi
[15].
Diversos elementos finitos tales como: elementos finitos de lagrange lineales y
cuadra´ticos, discontinuos, elementos de Raviart-Thomas, elementos finitos vecto-
riales, etc.
Diferentes me´todos de resolucio´n para sistemas lineales tales como LU, Cholesky,
CG(gradientes conjugados), UMFPACK [13] y GMRES [37].
Creacio´n de archivos .txt, .eps, .gnu, ası´ como la lectura y escritura de archivos para
el mallado y herramientas de visualizacio´n.
Amplia variedad de ejemplos para problemas elı´pticos, parabo´licos, hiperbo´licos,
Navier-Stokes, interaccio´n fluido-estructura, etc.
Para este trabajo se utilizara´ FreeFem++-cs, el cual es un ambiente de desarrollo integrado
para FreeFem++ que fue desarrollado por Antonie Le Hyaric. FreeFem++-cs nos permite
una interfaz gra´fica para FreeFem++ sumamente agradable para el usuario. FreeFem++-
cs incluye un editor de scripts con resaltado de la sintaxis, una ventana de visualizacio´n
y un a´rea de informacio´n sobre compilacio´n y ejecucio´n ver Figura 4.1. La versio´n que
hemos empleado es FreeFem++-cs 10.13 en el sistema operativo Ubuntu 16.04.
FreeFem++-cs 10.13 lo podemos descargar gratuitamente desde
http://www.ann.jussieu.fr/∼lehyaric/ffcs/index.htm
Podemos describir de modo general la estructura de un script (.edp) en FreeFem++
Definir el dominio de resolucio´n del problema detallando su frontera
Construir el mallado del dominio.
Declarar el espacio de los elementos finitos y de las funciones del espacio.
Especificar la forma variacional del problema.
Almacenar la solucio´n y la malla calculada. Realizar la gra´fica de la solucio´n.
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Figura 4.1: FreeFem++-cs: Entorno de desarrollo integrado para FreeFem++.
4.2. Me´todo de diferencias finitas
El me´todo de diferencias finitas (MDF) es uno de los me´todos ma´s antiguos para ob-
tener soluciones aproximadas de las ecuaciones diferenciales parciales. Nos encontramos
con varios libros que ofrecen material bastante amplio sobre las diferencia finitas y sus
aplicaciones ver Thomas [40], Strikwerda [39] y Quarteroni [33].
El procedimiento del me´todo de diferencias finitas consiste en la reformulacio´n del pro-
blema continuo en un problema discreto usando fo´rmulas de diferencias finitas tomadas
sobre una malla (conjunto de puntos) apropiada, el cual es determinada mediante la es-
tabilidad del esquema de diferencias. De esta forma, la ecuacio´n diferencial se reduce
a resolver una ecuacio´n algebraica para cada punto de la malla. Para ilustrar el me´todo
consideramos el siguiente problema con condiciones de frontera:

uxx = f(x), a < x < b,
u(a) = ua,
u(b) = ub,
(4.1)
donde ua, ub ∈ R.
La malla consiste en una representacio´n discreta del dominio Ω = [a, b]. Construiremos
la malla uniforme que consiste de N puntos igualmente espaciados. Ası´, dado N ∈ N
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tomamos como malla el siguiente conjunto discreto
{x0, x1, · · · , xN},
donde xi = a + i△x, i = 0, · · · , N − 1 y △x = b−aN , el cual es denominado taman˜o de
paso de la malla.
En la siguiente etapa vamos aproximar las ecuaciones diferenciales por diferencias finitas.
Tenemos que en los puntos de la malla xi se cumple
uxx(xi) = f(xi), i = 1, · · · , N − 1.
Utilizando la fo´rmula en diferencias finitas de orden dos (ver (1.21)), tenemos que:
−(u(xi −△x)− 2u(xi) + u(xi +△x)
(△x)2
)
+O((△x)2) = f(xi).
Reoordenando los te´rminos, se tiene que
−(u(xi −△x)− 2u(xi) + u(xi +△x)
(△x)2
)
= f(xi) +O((△x)2).
Ahora, denotemos por ui la aproximacio´n nume´rica de u(xi), por la ecuacio´n anterior
concluimos que
− 1
(△x)2ui−1 +
2
(△x)2ui −
1
(△x)2ui + 1 = f(xi), i = 1, · · · , N − 1. (4.2)
Observamos que tenemosN +1 inco´gnitas ui y por (4.2) solamente tenemosN − 1. Para
tener las ecuaciones que faltan usamos las condiciones de contorno de la ecuacio´n (4.1),
u0 = ua (4.3)
uN = ub. (4.4)
Por lo tanto de las ecuaciones (4.2), (4.3) y (4.4) tenemos el esquema en diferencias finitas

− 1
(△x)2ui−1 +
2
(△x)2ui − 1(△x)2ui + 1 = f(xi), i = 1, · · · , N − 1.
u0 = ua
uN = ub.
Observacio´n: El esquema de diferencias finitas presentado en el ejemplo anterior es deno-
minado explı´cito, pues una vez calculada la solucio´n en el nivel de tiempo i, la solucio´n
en el siguiente nivel de tiempo i+ 1 es encontrado de forma explı´cita.
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4.3. Me´todo de diferencias finitas
En esta seccio´n utilizaremos MDF para la ecuacio´n de onda con disipacio´n lineal en
una dimensio´n:
utt−uxx + ut = 0, x ∈ (0, 1), t ∈ (0, 1) (4.5)
u(x, 0) = u0(x); ut(x, 0) = u1(x), x ∈ [0, 1] (4.6)
u(0, t) = u(1, t) = 0, t ∈ (0, 1) (4.7)
Sea u una funcio´n suficientemente suave, luego podemos construir la ecuacio´n de dife-
rencias finitas para ut, utt y uxx por (1.21),(1.22) y (1.23) .
utt(x, t) =
u(x, t+△t)− 2u(x, t) + u(x, t−△t)
(△t)2 +O((△t)
2), (4.8)
ut(x, t) =
u(x, t+△t)− u(x, t−△t)
2△t +O((△t)
2), (4.9)
y
uxx(x, t) =
u(x+△x, t)− 2u(x, t) + u(x−△x, t)
(△t)2 +O((△x)
2). (4.10)
Para la aplicacio´n del me´todo de diferencias finitas, comenzamos por la discretizacio´n del
dominio de la ecuacio´n (4.5). Consideramos particiones uniformes tanto para el espacio
como el tiempo
xi = i△x, tj = j△t,
donde i, j son enteros positivos y△x,△t son los taman˜os de paso para la variable espacio
x y tiempo t respectivamente
△x = 1
N
, △t = 1
M
,
donde M,N son nu´meros enteros positivos. La malla correspondiente es ilustrada en
la Figura (4.2). Se aproximara´n los valores de u en los puntos del mallado. Sea ui,j la
aproximacio´n de la funcio´n u(x, t) en lose puntos (xi, tj) del dominio discreto, es decir,
ui,j = u(xi, tj). (4.11)
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Figura 4.2: Malla. El punto de la malla en azul representa el valor a calcular ui,j+1, y los
puntos en rojo son los valores conocidos ui,j y ui,j−1 para cada i en el dominio discreto.
Luego, reemplazando las ecuaciones (4.8), (4.9) y (4.10) en (4.5) se obtiene(
ui,j+1 − 2ui,j + ui,j−1
(△t)2
)
−
(
ui+1,j − 2ui,j + ui−1,j
(△x)2
)
+
(
ui,j+1 − ui,j−1
2(△t)
)
= 0.
(4.12)
Multiplicando la igualdad (4.12) por (△x)2, se tiene que
ui,j+1 − 2ui,j + ui,j−1 − s(ui+1,j − 2ui,j + ui−1,j) + △t
2
(ui,j+1 − ui,j) = 0, (4.13)
donde denotamos s = (△t△x)
2.
Despejando ui,j+1 en (4.13) tenemos el esquema de diferencias finitas explı´cito.
ui,j+1 =
1(
1 + △t
2
) {2(1− s)ui,j −
(
1− △t
2
)
ui,j−1 + s(ui+1,j + ui−1,j)
}
. (4.14)
La expresio´n (4.14) nos permite encontrar el valor de u en el tiempo j+1 en te´rminos los
tiempos anteriores, j y j − 1. Adema´s esta expresio´n es va´lida en el interior de la malla,
es decir para todo i = 1, . . . ,M − 1 e j = 1, . . . , N − 1.
Tambie´n por las condiciones de frontera (4.7), u0,j y uN,j son valores conocidos,
u0,j = uN,j = 0, j = 0, . . . ,M.
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Observamos que si tenemos {ui,j} y {ui,j−1} entonces la solucio´n {ui,j+1} puede ser
calculada directamente por (4.14). Por lo tanto, el esquema (4.14) es explı´cito. Ası´, para
iniciar la iteracio´n del me´todo en j = 2 utilizaremos la condicio´n iniciales en j = 0 (4.6)
y para calcular los valores en j = 1 usamos la aproximacio´n por diferencias centradas:
ui,0 = u0(x), i = 1, . . . , N − 1.
ui,1 = ui,0 + (△t)u1(xi)
Veamos que el esquema (4.14) es consistente con la ecuacio´n diferencial parcial (4.5).
Como la consistencia se da en cada punto del dominio discreto, entonces sea (xi, yj) un
punto fijo y arbitrario del dominio discreto y considerando la notacio´n dada en (4.11)
tenemos por la expansio´n de Taylor
∂2u(xi, tj)
∂t2
− ∂
2u(xi, tj)
∂x2
+
∂u(xi, tj)
∂t
=
ui,j+1 − 2ui,j + ui,j−1
(△t)2 + (△t)
2(− 1
12
∂4u(xi, ζ)
∂t4
)
− (ui+1,j − 2ui,j + ui−1,j
(△x)2 + (△x)
2(− 1
12
∂4u(ζ, tj)
∂x4
)
)
+
ui,j+1 − ui,j−1
2(△t) + (△t)
2(−1
3
∂3u(xi, ζ)
∂t3
).
Reeordenando los te´rminos, se tiene que
∂2u(xi, tj)
∂t2
− ∂
2u(xi, tj)
∂x2
+
∂u(xi, tj)
∂t
=
ui,j+1 − 2ui,j + ui,j−1
(△t)2 −
ui+1,j + 2ui,j + ui−1,j
(△x)2
+
ui,j+1 − ui,j−1
2(△t) + (△t)
2(− 1
12
∂4u(xi, ζ)
∂t4
)
− (△x)2(− 1
12
∂4u(ζ, tj)
∂x4
) + (△t)2(−1
3
∂3u(xi, ζ)
∂t3
).
Sea
Ei,j = (△t)2(− 1
12
∂4u(xi, ζ)
∂t4
)− (△x)2(− 1
12
∂4u(ζ, tj)
∂x4
) + (△t)2(−1
3
∂3u(xi, ζ)
∂t3
),
(4.15)
entonces
∂2u(xi, tj)
∂t2
−∂
2u(xi, tj)
∂x2
+
∂u(xi, tj)
∂t
− ui,j+1 − 2ui,j + ui,j−1
(△t)2 +
ui+1,j − 2ui,j + ui−1,j
(△x)2
−ui,j+1 − ui,j−1
2(△t) = Ei,j.
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Esto quiere decir que el algoritmo en diferencias finitas difiere de la ecuacio´n diferencial
parcial en los te´rminos Ei,j el cual se denomina error de truncamiento o error de discreti-
zacio´n.
Luego, tomando valor absoluto en (4.15)
|Ei,j| ≤ (△t)
2
12
|∂
4u(xi, ζ)
∂t4
|+ (△x)
2
12
|∂
4u(ζ, tj)
∂x4
|+ (△t)
2
3
|∂
3u(xi, ζ)
∂t3
|
≤ (△t)
2
12
P +
(△x)2
12
Q+
(△t)2
3
R,
donde P,Q y R son las cotas respectivas, entonces cuando△x → 0 y△t → 0, tenemos
que Ei,j → 0, como (xi, tj) es un punto arbitrario de dominio discreto. Entonces para
cada punto de la malla tenemos que Ei,j → 0. Por lo tanto, decimos que el algoritmo es
consistente.
Realizamos el ana´lisis de la estabilidad del algoritmo usando el criterio de Von Neumann.
La idea de este criterio es desarrollar la solucio´n nume´rica en series finitas de Fourier
(denominado modo de Fourier) y observar la evolucio´n en el tiempo de cada componente.
Consideramos el modo de Fourier para el problema
ui,j = λ
jeIki△x,
donde I =
√−1 y k es un nu´mero entero cualquiera. El modo de Fourier es insertado en
el esquema de diferencias finitas (4.14) y obtenemos
λj+1eIki△x =
1(
1 + △t
2
){2(1− s)λjeIki△x − (1− △t
2
)
λj−1eIki△x (4.16)
+ s(λjeIk(i+1)△x + λjeIk(i−1)△x)
}
. (4.17)
Dividiendo (4.16) por λj−1eIki△x
λ2 =
1(
1 + △t
2
) {2(1− s)λ− (1− △t
2
)
+ λs(eIk△x + e−Ik△x)
}
(
1 +
△t
2
)
λ2 = 2− 2s−
(
1− △t
2
)
+ 2λs cos(k△x)
Luego, tenemos una ecuacio´n cuadra´tica de variable λ(
1 +
△t
2
)
λ2 − (2− 2s+ 2s cos(k△x))λ− (1− △t
2
) = 0. (4.18)
Tomemos en cuenta que {λ1, λ2} son la raı´ces de la ecuacio´n. La condicio´n de estabilidad
establece que si |λ1| < 1 y |λ2| < 1, entonces el esquema es estable. Dados que |λ1λ2| =
1−△t
2
1+△t
2
< 1 es suficiente que la raı´ces sean complejos conjugados para obtener |λ1| =
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|λ2| < 1 que equivale a imponer que el discriminante de la ecuacio´n sea menor o igual
cero
(2− 2s+ 2s cos k△x)2 − 4(1 + △t
2
)(1− △t
2
) ≤ 0
(2− 4s sin2(k△x))2 − 4(1− △t
2
4
) ≤ 0
(1− 2s sin2(k△x))2 − (1− △t
2
4
) ≤ 0
(1− 2s sin2(k△x))2 ≤ (1− △t
2
4
).
Luego,
|1− 2s sin2(k△x)| < 1. (4.19)
Como (4.19) es equivalente a
0 < 2s sin2(k△x) < 2.
Como la funcio´n sin2(k△x) esta´ limitado en el intervalo [0, 1], la desigualdad de arriba
es va´lida si
s < 1.
Por lo tanto, el esquema (4.14) es estable si △t△x < 1.
Hasta ahora hemos mostrado que el esquema (4.14) es consistente y estable, pero en virtud
del teorema de la equivalencia de Lax, concluimos que el algoritmo es estable.
4.4. La Solucio´n Nume´rica mediante FreeFem++
Para calcular la solucio´n aproximada de la ecuacio´n que modela el movimiento de
la cuerda, primero escribiremos un programa en FreeFem++, segundo visualizaremos las
gra´ficas a trave´s de Gnuplot y finalmente el archivo batch mode nos permitira´ obtener
una salida simulta´nea de las gra´ficas de la solucio´n. La implementacio´n del programa se
realizo´ en una computadora porta´til con el sistema operativo Ubuntu 16.04 LTS, procesa-
dor Intel(R) Core(TM) i5-2520M de 2.50GHz y 4Gb de memo´ria RAM.
Como hemos mencionado anteriormente FreeFem++ tiene como lenguaje base C++.
Para el caso unidimensional de la variable espacial, el co´digo escrito en FreeFem++ sera´
empleado como si tratase de programar en C++.
El co´digo disipacion1d.edp implementado en FreeFem++ resuelve la ecuacio´n (4.5) con
el me´todo de diferencias finitas. Adema´s, resulta de gran ayuda el programa Gnuplot ver-
sion 5.0 (ver Ape´ndice) que nos permite visualizar la gra´fica de los archivos de datos
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resulj.txt generados por el co´digo disipacion1d.edp.
A continuacio´n se muestra el co´digo para la cuerda vibrante
1 real a=0,b=1,T=1,s;// parametros
2 int N=20,M=25;// numero de intervalos para x y t
3 real dx=(b-a)/N,dt=T/M;// tamano de paso
4 real[int] x(10000),t(10000);// vectores que almacenan las
variables x y t
5 real[int,int] u(10000,10000);// matriz que almacena los
desplazamientos
6 string fn; //almacena cadena de caracteres
7 func real u0(real x) // condicion inicial para el
desplazamiento
8 { return sin(2*pi*x);
9 }
10 func real u1(real x)//condicion inicial para la velocidad
11 {return 0;
12 }
13 x(0)=a;
14 t(0)=0;
15 s=dt/dx;
16 for (int i=1;i<=N;i++)
17 x(i)=x(i-1)+dx;
18 for (int j=1;j<=M;j++)
19 t(j)=t(j-1)+dt;
20 for (int j=0;j<=M;j++)
21 { u(0,j)=0;
22 u(N,j)=0;
23 }
24 for (int i=1;i<=N-1;i++)
25 { u(i,0)=u0(x(i));
26 }
27 for (int i=1;i<=N-1;i++)
28 {
29 u(i,1)=(dt)*(u1(x(i)))+u(i,0);
30 }
31 for (int j=1;j<=M;j++)
32 {
33 for (int i=1;i<=N-1;i++)
34 {u(i,j+1)= ((2-2*s)*u(i,j)-(1-(dt/2))*u(i,j-1)
35 +s*(u(i+1,j)+u(i-1,j)))/(1+(dt/2));
36 }
37 }
38 for (int j=0;j<=M;j++)
39 { fn="resul"+j+".txt";
40 ofstream gnu(fn);
41 for (int i=0;i<=N;i++)
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42 {
43 gnu << x(i) << " "<< u(i,j) << endl;
44 }
45 }
Explicaremos detalladamente lı´nea por lı´nea el co´digo disipacion1d.edp.
1. En la primera lı´nea se declaran las variables del problema de tipo real:
a=0, extremo izquierdo de la cuerda
b=1, extremo derecho de la cuerda
T=1, tiempo final
s, representa s = (△t△x)
2
2. En la segunda lı´nea se declaran las variables enteras: N=20, nu´mero de particiones
del espacio y M=25, nu´mero de particiones del tiempo.
3. En la tercera lı´nea se declaran y definen las variables reales: dt taman˜o de paso del
tiempo y dx taman˜o de paso del espacio.
4. En la cuarta lı´nea se declaran los vectores de componentes reales x y t de 1000
elementos cada uno.
5. En la quinta lı´nea se declara la matriz de entradas reales u de 10000 filas y 10000
columnas, que va a almacenar los valores del desplazamiento de la cuerda.
6. En la sexta lı´nea se declara el objeto string fn el cual va a almacenar una cadena de
caracteres, es decir una sucesio´n de caracteres como por ejemplo letras, nu´meros o
sı´mbolos.
7. En las lı´neas 7, 8, 9 y 10 se declaran las funciones el desplazamiento inicial y la
velocidad de la cuerda u0 y u1 respectivamente mediante la orden func.
8. En la lı´nea 13, se inicializa el primer elemento del vector x igual a a.
9. En la lı´nea 14, se inicializa el primer elemento del vector t igual a 0.
10. En la lı´nea 15, se asigna el valor de s igual a (dt/dx)2.
11. En las lı´neas 16 y 17, el ciclo for establece los valores del vector x.
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12. En las lı´neas 18 y 19, el ciclo for establece los valores del vector t.
13. En las lı´neas 20, 21, 22 y 23, el ciclo for establece los valores de la primera y
u´ltima fila de la matriz u.
14. En las lı´neas 24, 25 y 26, el ciclo for establece los valores de la primera columna
de la matriz u igual a u0.
15. En las lı´neas 27, 28, 29 y 30, el ciclo for establece los valores de la segunda
columna del arreglo u igual a (dt)*(u1(x(i)))+u(i,0).
16. En las lı´neas 31 al 37, se emplea el ciclo for para calcular los desplazamientos u en
los puntos restantes por el me´todo de diferencias finitas
u(i,j+1)= ((2+dt)*u(i,j)+(sˆ2)*(u(i+1,j)-2*u(i,j)
+u(i,j-1))-u(i,j-1))/(1+dt);
17. En las lı´neas 38 al 45, se emplea la estructura de repeticio´n for para obtener los
desplazamientos de la membrana en el intervalo de tiempo [0,T] con un taman˜o
de paso dt
El string fn almacena los datos del desplazamiento en los archivos resulj.txt.
La orden ofstream, declara el archivo de salida fn. En las lı´neas 41 al 44 se
utiliza la estructura for para almacenar los valores de x y u(x) en el archivo
resulj.txt.
4.4.1. Gra´ficas mediante Gnuplot
Con el co´digo disipacion1d.edp se tienen los archivos de texto que contienen informa-
cio´n de los valores de u en cada punto x y t de la malla. La visualizacio´n de las gra´ficas
de la solucio´n se realizara´n con ayuda de Gnuplot. Cada archivo de datos
resul0.txt, resul1.txt, resul2.txt, . . . , resul100.txt,
contiene en cada columna los valores de x y u(x) que son generados por el programa
anteriormente mencionado disipacion1d.edp.
Gnuplot batch mode nos permite obtener un gran nu´mero de figuras de manera ra´pida.
Para ello, primero realizaremos la gra´fica del archivo de datos resul0.txtmediante el
archivo de datos datos.plt, el cual genera la gra´fica resul0.eps. A continuacio´n
se muestra el archivo datos.plt.
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1 set style data lines
2 set xrange [0:1]
3 set xlabel ’x’
4 set ylabel ’u(x,t)’
5 set grid
6 plot "/home/lilalisbeth/Escritorio/prueba_2d/resul0.txt"
7 set term postscript color
8 set output "/home/lilalisbeth/Escritorio/prueba_2d/resul0.eps"
9 replot
Luego, se muestra le ejecucio´n del archivo datos.plt en la consola de Ubuntu
gnuplot> load "datos.plt"
-1
-0.5
 0
 0.5
 1
 0  0.2  0.4  0.6  0.8  1
u
(x,
t)
x
"/home/lila/cuerda/resul0.txt"
Figura 4.3: resul0.eps
Finalmente, se reutilizara´ el archivo datos.plt para obtener la gra´ficas de los ar-
chivos resul1.txt, . . . ,resul100.txt. Para ello reescribiremos los nombres de
los archivos
resul0.txt y resul0.eps. El fichero shell script script.sh realiza esta opera-
cio´n mediante el comando UNIX sed.
Se muestra el co´digo script.sh
1 #!/bin/bash
2 for i in *.txt ;
3 do sed "s/resul0/‘echo "$i" | sed "s/\.txt$//"‘/g" datos.plt |
gnuplot ;
4 done
Para cambiar el modo de acceso al archivo script.sh, ejecutamos la siguiente orden
en la consola de Ubuntu
sudo chmod 777 script.sh
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En el terminal ejecutamos el archivo script.sh el cual genera las gra´ficas de la solu-
cio´n aproximada
./script.sh
4.5. Resultados Nume´ricos
Se considera una cuerda ela´stica, isotro´pica y homoge´nea de longitud L = 1 estirada
firmemente en los extremos, con una fuerza de disipacio´n externa lineal
g(ut) = ut.
El desplazamiento inicial de la cuerda es
u0(x) = sin(2πx) (4.20)
y la velocidad inicial de la cuerda es
u1(x) = 0. (4.21)
A continuacio´n se pueden observar los resultados obtenidos en FreeFem++. Se muestra
la vibraciones de la cuerda con el desplazamiento inicial dado por (4.20) y la velocidad
inicial (4.21). Las figuras 4.4 y 4.5 muestran la evolucio´n de la aproximacio´n de la solu-
cio´n u(x, t) para los tiempos t ∈ {0s, 0,12s, 0,24s, 0,4s, 0,68s, 0,76s}.
En las figuras podemos ver el efecto de la disipacio´n g en la cuerda ela´stica con extremos
fijos.
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(a) t = 0
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(b) t = 0,12
Figura 4.4: Aproximacio´n de u(x,t) usando el me´todo de diferencias finitas en FreeFem++
con△t = 0,04 y△x = 0,05.
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(a) t = 0,24
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(b) t = 0,4
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(c) t = 0,68
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(d) t = 0,76
Figura 4.5: Aproximacio´n de u(x,t) usando el me´todo de diferencias finitas en FreeFem++
con△t = 0,04 y△x = 0,05.
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Capı´tulo 5
Implementacio´n computacional de la
membrana vibrante en FreeFem++
En este capı´tulo realizamos el estudio del me´todo nume´rico que utilizamos con la fina-
lidad de simular el desplazamiento de una membrana con frontera fija sujeta a una fuerza
de disipacio´n no lineal. En la primera parte, presentamos el me´todo de los elementos fi-
nitos que es la te´cnica empleada para aproximar soluciones de ecuaciones en derivadas
parciales. En la segunda parte del capı´tulo, obtenemos la formulacio´n variacional para el
problema discreto, para ello encontramos la formulacio´n variacional del problema conti-
nuo y realizamos una discretizacio´n de la variable tiempo t y aplicamos el me´todo de los
elementos finitos para la discretizacio´n de la variable espacial en R2. En la tercera parte,
implementamos en FreeFem++ el co´digo para resolver el problema discretizado. Estu-
diaremos lı´nea por lı´nea el co´digo con el objetivo de estudiar la sintaxis en FreeFem++.
Finalmente, analizamos los resultados nume´ricos obtenidos.
Con el objetivo de implementacio´n del me´todo de los elementos finitos en FreeFem++
es necesario obtener la formalacio´n variacional del problema.
5.1. Formulacio´n variacional
Las vibraciones de la membrana ela´stica se describen mediante la siguiente ecuacio´n
en dos dimensiones
utt −△u+ g(ut) = 0, (x, y) ∈ Ω, t ≥ 0, (5.1)
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donde g es el te´rmino disipativo no lineal. Consideramos el dominio
Ω = {(x, y) ∈ R2 : (x, y) ∈ (0, 1)× (0, 1)}, (5.2)
que es un conjunto abierto y limitado en R2 con frontera Γ = ∂Ω.
Consideramos las siquientes condiciones iniciales para el desplazamiento y velocidad.
Adema´s adicionamos la condicio´n de frontera la membrana tiene bordes fijos
u(x, y, 0) = u0(x, y), (x, y) ∈ Ω (5.3)
ut(x, y, 0) = u1(x, y), (x, y) ∈ Ω (5.4)
u(x, y, t) = 0, (x, y) ∈ ∂Ω t ≥ 0. (5.5)
Para deducir la formulacio´n variacional o de´bil para el problema (5.1), multiplicamos
ambos lados de la igualdad en (5.1) por la funcio´n de prueba v ∈ H10 (Ω), luego integramos
sobre el dominio en ambos lados∫
Ω
uttvdxdy −
∫
Ω
△uvdxdy +
∫
Ω
g(ut)vdxdy = 0.
Por el Teorema de Green (ver Teorema (1.6.5)),∫
Ω
uttvdxdy −
(∫
Ω
∂u
∂n
vdσ −
∫
Ω
∇u∇v
)
+
∫
Ω
g(ut)vdxdy = 0.
Como v ∈ H10 (Ω), se tiene que v = 0, para todo (x, y) ∈ ∂Ω entonces,∫
Ω
uttvdxdy +
∫
Ω
∇u∇v +
∫
Ω
g(ut)vdxdy = 0, ∀v ∈ H10 (Ω). (5.6)
La ecuacio´n (5.6) es llamada formulacio´n variacional de (5.1).
Observamos que esta formulacio´n no es posible insertarla directamente en FreeFem++,
debido a aque la variable tiempo t es continua. Por esta razo´n realizamos la discretizacio´n
en t y para ello empleamos diferencias finitas (ver (1.22)) y (1.20))
utt =
u(x, y, t+△t)− 2u(x, y, t) + u(x, y, t−△t)
(△t)2 +O((△t)
2)
y
ut =
u(x, y, t)− u(x, y, t−△t)
△t +O(△t).
Dados N ∈ N, consideremos una particio´n uniforme de [0, T ] en N subintervalos de
taman˜o△t = T/N .
Para cada n = 0, . . . , N , sea un(x, y) el valor de u calculado en el punto (x, y) ∈ Ω en el
instante n△t
utt =
un+1 − 2un + un−1
(△t)2 (5.7)
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yut =
un − un−1
△t . (5.8)
Luego, reemplazando (5.7) y (5.8) en (5.6), se tiene el problema de encontrar un+1 ∈
H10 (Ω) tal que
1
(△t)2
∫
Ω
(un+1 − 2un + un−1)vdxdy +
∫
Ω
∇un+1∇v +
∫
Ω
g
(
un − un−1
△t
)
vdxdy = 0,
(5.9)
para todo v ∈ H10 (Ω).
5.2. Me´todo de los elementos finitos
El me´todo de los elementos finitos (MEF) es un me´todo nume´rico elegido para el
ca´lculo de soluciones de problemas de valores de fronteras elı´pticos, parabo´licos e hi-
perbo´licos debido a que muchas veces es difı´cil encontrar la solucio´n exacta. La idea
ba´sica de este me´todo es reemplazar el espacio de Hilbert H sobre el cual planteamos la
formulacio´n variacional por un espacio de dimensio´n finita Vh. Este nuevo problema dis-
creto planteado sobre Vh se reduce a la solucio´n de un sistema lineal. Histo´ricamente, las
primeras premisas del me´todo de elementos finitos han sido propuestas por el matemt´ico
Richard Courant (1943), ma´s tarde en los an˜os 1950 y 1960 ingenieros meca´nicos que
desarrollaron, popularizaron y probaron la eficiencia de este me´todo.
A diferencia del resto de me´todos nume´ricos existentes tales como el me´todo de diferen-
cias finitas expuesto anteriormente, este me´todo ayuda a resolver problemas que envuel-
ven dominios con geome´tria ma´s compleja por ejemplo con fontera irregular. Otra ventaja
del me´todo MEF respecto a MDF es que trata la no linealidad de una forma sencilla y esta´
basado en un desarrollo matema´tico ma´s robusto.
El me´todo de los elementos finitos es el me´todo de Galerkin caracterizado por tres aspec-
tos ba´sicos: divisio´n del dominio Ω de la solucio´n en un nu´mero finito de subdominios
llamados elementos finitos, construccio´n del subespacio finito dimensional conformado
por polinomios y la existencia de funciones base.
1. Sea Ω ⊂ R2 un dominio con frontera poligonal (formada por unio´n finita de seg-
mentos de recta) abierto, limitado y conexo. El dominio Ω¯ se divide en nt elementos
triangulares Tk, k = 1, · · · , nt. La familia de tria´ngulos Tk forma una triangulacio´n
Th indexada por el para´metro positivo h que denota el dia´metro de los tria´ngulos,
es decir, la longitud del mayor lado de todos los tria´ngulos. Definimos el conjunto
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cerrado
Ωh = Ω¯ = ∪
Tk∈Th
Tk. (5.10)
La construccio´n de la triangulacio´n debe cumplir las siguientes propiedades:
(a) Cada tria´ngulo tiene interior no nulo.
(b) Dos tria´ngulos vecinos pueden tener en comu´n un ve´rtice o un lado completo.
(c) Las esquinas de Ω deben ser los ve´rtices de los tria´ngulos.
La figura 5.1 muestra un ejemplo admisible y no admisible de triangulaciones en el
MEF.
Figura 5.1: El lado izquierdo muestra una triangulacio´n permitida. Por otro lado, el lado
derecho es una triangulacio´n no permitida pues la lı´nea azul define un ve´rtice que ocurre
en el lado de otro elemento.
2. El segundo aspecto del me´todo de los elementos finitos consiste en construir espa-
cios vectoriales de dimensio´n finita Vh ⊂ H10 , de esta forma pasamos la formulacio´n
variacional continua a discreta.
Consideramos como espacio de aproximacio´n el espacio de las funciones continuas
en el dominio Ωh cuyas restricciones sobre cada tria´ngulo Tk ∈ Th son polinomios
lineales, es decir
Hh = {v ∈ C0(Ωh) : ∀Tk ∈ Th, v
∣∣
Tk
∈ P1(Tk)} (5.11)
El espacio de las funciones pruebas H10 (Ω) sera´ reemplazado por el espacio de
dimensio´n finita cuyas funciones se anulan en la frontera de Ωh, el cual es dado
por:
Vh = {v ∈ Hh : v
∣∣
∂Ωh
= 0}. (5.12)
El cual es denominado espacio de los elementos finitos de grado 1.
El siguiente resultado nos muestra como caracterizar las funciones ϕ ∈ Hh.
Proposicio´n 5.2.1. Las funciones ϕ de Hh esta´n completamente determinadas por
sus valores en los ve´rtices de la triangulacio´n.
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Demostracio´n. En efecto, considere el triaa´ngulo Tk definido por las coordenadas
de sus ve´rtices q0 = (q0x, q0y), q1 = (q1x, q1y) y q2 = (q2x, q2y) ∈ R2 y los valores
ϕi = ϕ(qi), i = 0, 1, 2. Por definicio´n ϕ es lineal en el tria´ngulo Tk, por lo que es
escrito de la forma
ϕ(x) = ax+ by + c, ∀x ∈ Tk, (5.13)
donde a, b y c ∈ R. Las constantes a, b, c son determinadas utilizando los ve´rtices
del tria´ngulo
ϕ(q0) = aq0x + bq0y + c = ϕ0
ϕ(q1) = aq1x + bq1y + c = ϕ1
ϕ(q2) = aq2x + bq2y + c = ϕ2.
Este conjunto de ecuaciones puede escribirse como el sistema lineal
q0x q0y 1q1x q1y 1
q2x q2y 1



ab
c

 =

ϕ0ϕ1
ϕ2

 ,
que tiene una u´nica solucio´n si y solo sı´ el determinante es diferente de cero. Ob-
servamos que el determinante del sistema es igual a 2|Tk|, donde |Tk| es el a´rea del
tria´ngulo Tk.
Tenemos dos consecuencias importantes de la proposicio´n..
La primera indica la continuidad de las funciones ϕ ∈ P1 en el lado comu´n
[qi, qj] (segmento de extremos qi y qj) entre dos tria´ngulos.
En efecto, si x ∈ [qi, qj], podemos escribir
x = λqi + (1− λ)qj,
entonces
ϕ(x) = λϕ(qi) + (1− λ)ϕ(qj),
y esta relacio´n es va´lida para ambos tria´ngulos.
La segunda consecuencia es el grado de libertad (es decir, los para´metros que
permiten identificar de manera u´nica una funcio´n en P1. Observamos que para
funciones en P1 el grado de libertad para cada elemento Tk es 3. La figura 5.2
muestra el nu´mero de grados de libertad (puntos de color rojo) para el espacio
de polinomios lineales, cuadra´ticos y cu´bicos
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Figura 5.2: Diferentes grados de libertad para la representacio´n discreta de funciones P1,
P
2 y P3 en cada tria´ngulo Tk.
Observacio´n: En la pra´ctica, nunca usamos la expresio´n (5.13) para la funcio´n
ϕ ∈ P1, en vez de eso usamos la expresio´n en coordenadas barice´ntricas.
Definicio´n 5.2.1. Las coordenadas barice´ntricas de un punto x ∈ R2, con respecto
al tria´ngulo Tk de ve´rtices q
0, q1 y q2 ∈ R2 son los nu´meros reales {λ0, λ1, λ2}
solucio´n u´nica del sistema:
x = λ0q
0 + λ1q
1 + λ2q
2 (5.14)
λ0 + λ1 + λ2 = 1 (5.15)
Las coordenadas barice´ntricas son las funciones λi(x) que satisfacen λi(q
j) = δij .
Desde un punto de vista pra´ctico las coordenadas barice´ntricas nos permite:
Dado cualquier x ∈ R2, verificar si x esta´ en el tria´ngulo Tk.
En efecto, podemos calcular las coordenadas barice´ntricas de x con respecto al
tria´ngulo Tk resolviendo el sistema (5.14). Si la solucio´n {λ0, λ1, λ2} satisface
0 ≤ λi ≤ 1, ∀i = 0, 1, 2, entonces el punto x pertenece al tria´ngulo Tk.
Definir una funcio´n ϕ ∈ P1(Tk) por la expresio´n obtenida directamente de
(5.14)
ϕ(x) = λ0ϕ(q
0) + λ1ϕ(q
1) + λ2ϕ(q
2). (5.16)
3. El tercer aspecto ba´sico del me´todo de los elementos finitos es relacionado a la
existencia de una base del espacio finito dimensional Vh.
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Figura 5.3: Funcio´n base
Proposicio´n 5.2.2. La dimensio´n del espacio Hh es igual al nu´mero de ve´rtices nv
de la triangulacio´n.
Como la dimensio´n del espacio Hh es nv es natural elegir como base de Hh las
funciones wi, i = 1, · · · , nv tal que
ωi ∈ Hh, ωi(qj) = δij ı´ndice de Kronecker (5.17)
Estas funciones ωi son denominadas funciones sombrero debido a su formato pira-
midal como se ve en la Figura 5.3. Por lo tanto, para todo vh ∈ Hh es de la forma
vh =
∑nv
i=1 vh(q
i)wi(x).
Los escalares vh(q
i) son los grados de libertad de la funcio´n vh.
Observamos que a partir de (5.16) y (5.17) podemos establecer una relacio´n directa
entre las funciones base de Hh y las coordenadas barice´ntricas en el tria´ngulo Tk,
es decir
ωi(x) = λi(x), ∀x ∈ Tk, i = 0, 1, 2, . . . .
Que podemos decir del espacio Vh? El nu´mero de grados de libertad para la re-
presentacio´n de una funcio´n v ∈ Vh esta´ restricta por la condicio´n v|Γ = 0 y por
lo tanto la dimensio´n de Vh es nv − nd, donde nd es el nu´mero de ve´rtices de la
triangulacio´n en la frontera Γ. Ası´, una base de Vh esta´ formada por las funciones
sombrero definida en todos los puntos de la triangulacio´n excepto los puntos que
pertenecen a la frontera.
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5.3. Formulacio´n variacional discreta
Con los espacios de aproximacio´n introducidos anteriormente, la formulacio´n varia-
cional (5.9) viene a ser. Encontrar un+1h (x) ∈ Vh tal que
1
(△t)2
∫
Ωh
(un+1h −2unh+un−1h )vdxdy+
∫
Ωh
∇un+1h ∇v+
∫
Ωh
g
(
unh − un−1h
△t
)
vdxdy = 0,
(5.18)
para todo v ∈ Vh.
Tenemos que un+1h (q
i) = 0, ∀qi ∈ Γ. Si I denota el conjunto de ı´ndices de los ve´rtices
que no pertenecen a la frontera. Luego, la solucio´n uh ∈ Vh es expresada en relacio´n a las
funciones base
unh(x) =
∑
i∈I
uni ω
i(x), ∀n,
donde uni = u
n
h(q
i). Como la ecuacio´n (5.18) se verifica para todo v ∈ Vh. Tomamos
v = ωj, j ∈ I y obtenemos:
∑
i∈I
1
(△t)2 (u
n+1
i − 2uni + un−1i )
∫
Ωh
ωiωjdxdy
∑
i∈I
un+1i
∫
Ωh
∇ωiωj
+
∫
Ωh
g
(
1
△t
∑
i∈I
(uni − un−1i )ωi
)
ωjdxdy = 0, ∀j ∈ I,
lo cual nos permite calcular las nv − nd inco´gnitas un+1i , i ∈ I .
5.4. La Solucio´n nume´rica mediante FreeFem++
Para calcular la solucio´n aproximada de la ecuacio´n que modela el movimiento de la
membrana, primero escribiremos un programa en FreeFem++, segundo visualizaremos las
gra´ficas a trave´s del programa Gnuplot y finalmente el archivo batch mode nos permitira´
obtener una salida simulta´nea de las gra´ficas de la solucio´n.
La solucio´n del problema (2.1) mediante el me´todo de los elementos finitos (MEF) se
realizara´ con el co´digo disipacion2d.edp implementado en FreeFem++.
A continuacio´n explicaremos el co´digo disipacion2d.edp.
1 real T=1;// declaracion y definicion del tiempo final
2 int M=1000;// declaracion y definicion del numero de
particiones de t
3 real dt=T/M;
4 real cpu=clock(); // tiempo de ejecucion
5 string fn; //cadena de caracteres
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6 mesh Th=square(10,10); //malla cuadrada
7 savemesh(Th,"malla.msh");
8 func real g(real z)// declaracion y definicion del termino
disipativo
9 {return atan(z);
10 }
11 fespace Vh(Th,P1);// declaracion de los espacios de funciones
12 Vh u,up,upp,v,uu;// declaracion de variables, funciones base y
de prueba
13 problem onda(u,v)=int2d(Th)(u*v/(dtˆ2)+dx(u)*dx(v)+dy(u)*dy(v)
)
14 +int2d(Th)((upp*v-2*up*v)/(dtˆ2)+ g((up-upp)/(dt))*v)
15 +on(1,2,3,4,u=0);
16 func u0=20*x*y*(1-xˆ2)*(1-yˆ2);//condicion inicial de u en t=0
17 func u1=0;//condicion inicial de ut en t=0
18 uu=u0;
19 u=u0+(dt)*u1;
20 ofstream uf0("disip0.txt");
21 for (int i=0;i<Th.nt;i++)
22 {for(int j=0;j<3;j++)
23 {uf0<<Th[i][j].x<<" "<<Th[i][j].y<<" "<<uu[][Vh(i,j)]<<
endl;}
24 uf0<<Th[i][0].x<<" "<<Th[i][0].y<<" "<<uu[][Vh(i,0)]<<"\n
\n\n";
25 }
26 plot(uu,value=1,fill=1);
27 ofstream uf1("disip1.txt");
28 for (int i=0;i<Th.nt;i++)
29 {for(int j=0;j<3;j++)
30 {uf1<<Th[i][j].x<<" "<<Th[i][j].y<<" "<<u[][Vh(i,j)]<<endl
;}
31 uf1<<Th[i][0].x<<" "<<Th[i][0].y<<" "<<u[][Vh(i,0)]<<"\n\
n\n";
32 }
33 plot(u,value=1,fill=1);
34 for(int t=2;t<=M;t++)
35 {upp=uu;
36 up=u;
37 fn="disip"+t+".txt";
38 onda;
39 ofstream uf(fn);
40 for (int i=0;i<Th.nt;i++)
41 {for(int j=0;j<3;j++)
42 {uf<<Th[i][j].x<<" "<<Th[i][j].y<<" "<<u[][Vh(i,j)]<<
endl;}
43 uf<<Th[i][0].x<<" "<<Th[i][0].y<<" "<<u[][Vh(i,0)]<<"\
n\n\n";
44 }
45 uu=up;
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46 plot(u,value=1,fill=1);
47 }
Explicaremos detalladamente lı´nea por lı´nea como FreeFem++ ejecuta cada instruccio´n
1. En la primera lı´nea se declara la variable de tipo real: tiempo final T igual a 1.
2. En la segunda lı´nea se declara la variable de tipo entero: nu´mero de particiones del
tiempo M.
3. En la tercera lı´nea se declara la variable de tipo real: taman˜o de paso dt igual a
T/M.
4. En la cuarta lı´nea se calcula el tiempo de ejecucio´n en segundos el cual se almacena
en la variable real cpu.
5. En la quinta lı´nea se crea el objeto string fn el cual va a almacenar una cadena
de caracteres.
6. En la sexta lı´nea, la triangulacio´n Th de Ω es automa´ticamente generada por la or-
den
square(10,10), el cual genera una malla uniforme de Ω¯ = [0, 1] × [0, 1] utili-
zando 10 nodos en cada lado y por defecto la numeracio´n de los lados es 1, 2, 3, 4,
comenzando por la base y en sentido contrario a las agujas del reloj.
7. En la se´ptima lı´nea, la orden savemesh guarda la triangulacio´n Th en el archivo
llamado malla.msh la cual es estructurada en el siguiente cuadro 5.1 donde nv
denota el nu´mero de ve´rtices, nt el nu´mero de tria´ngulos y ns el nu´mero de aristas
en la frontera.
Cada tria´ngulo Tk, k = 1, · · · , nt, esta´ conformado por tres ve´rtices los cuales se
orientan en sentido contrario al giro del reloj. En la Figura 5.4 se muestra una malla
cuadrada unitaria uniforme indicando la enumeracio´n de los elementos (color ne-
gro) y los ve´rtices (color azul). El cuadro 5.1 complementa la Figura 5.4 mostrando
la enumeracio´n local de los ve´rtices, tria´ngulos y aristas.
El formato del archivo de triangulacio´n generado por malla.msh es el siguiente:
a) nu´mero de ve´rtices, tria´ngulos y aristas de la frontera.
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Figura 5.4: Triangulacio´n uniforme del cuadrado unitario con enumeracio´n de los tria´ngu-
los, ve´rtices y frontera.
b) una lı´nea que describe para cada ve´rtice con sus coordenadas (x, y) y la eti-
queta label. Por convencio´n las fronteras tienen la etiqueta label un nu´mero
lo´gico positivo, mientras que los ve´rtices internos tienen la etiqueta label=0.
c) una lı´nea que describe para cada tria´ngulo con los tres ve´rtices y su etiqueta
label.
d) una lı´nea que describe cada lı´nea de la frontera con los nu´meros de los ve´rtices
y la etiqueta label.
8. En la lı´neas 8, 9, 10 se define la funcio´n g(x) mediante la orden func.
9. En la onceava lı´nea, la orden fespace Vh(Th,P1) construye el espacio de di-
mensio´n finita Vh, Th hace referencia a la malla y P1 indica polinomios lineales
para la discretizacio´n por elementos finitos. Adema´s FreeFem++ proporciona di-
versos tipos de elementos finitos en dos dimensiones:
P0 constante por partes
P1 continua y lineal por partes
P2 continua y cuadra´tica por partes
RT0 Raviart-Thomas constante por partes
P1nc no conformes y lineales por partes
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Contenido del archivo Descripcio´n
121 200 40 121 ve´rtices, 200 tria´ngulos, 40 aristas de la frontera
0 0 4 ve´rtice 1, x = 0, y = 0, label=4
0.1 0 1 ve´rtice 2, x = 0,1, y = 0, label=1
...
...
1 1 3 ve´rtice 121, x = 1, y = 1, label=3
1 2 13 0 tria´ngulo 1 de ve´rtices (1, 2, 13), label=0
1 13 12 0 tria´ngulo 2 de ve´rtices (1, 13, 12), label=0
...
...
109 121 120 0 tria´ngulo 200 de ve´rtices (109, 121, 120), label=0
1 2 1 arista 1 de ve´rtices (1, 2), label=1
2 3 1 arista 2 de ve´rtices (2, 3), label=1
...
...
Cuadro 5.1: La estructura de malla.msh
P1dc discontinuas y lineales por partes
P2dc discontinuas y cuadra´ticos por partes
10. En la doceava lı´nea, la orden Vh u,up,upp,v,uu declaran u,up, upp, v y uu
como funciones del espacio Vh.
11. En las lı´neas 13, 14 y 15, la orden problem onda(u,v) define la formulacio´n
variacional. El te´rmino int2d(Th) indica la integral en dos dimensiones en Th y
u es la funcio´n inco´gnita, v es la funco´n de prueba y on indica las condiciones de
contorno.
Nota:
FreeFem++ implementa so´lo la formulacio´n variacional del problema. Tener en
cuenta que en FreeFem++ es necesario especificar la parte bilineal, lineal y las con-
diciones de contorno.
12. En la lı´nea 16 y 17, la orden func define una funcio´n de acuerdo a su expresio´n
analı´tica de variables x e y.
13. En la lı´nea 18, se declara uu igual al desplazamiento inicial u0 se refiere al despla-
zamiento inicial de la membrana.
14. En la lı´nea 19, se declara u igual al desplazamiento en el tiempo dt, u0+dt*u1
derivado de aplicar diferencias finitas en el tiempo.
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15. En las lı´neas 20 al 25, la orden ofstream uf0("disip0.txt"), almacena el
desplazamiento inicial de la membrana
16. En la lı´nea 26, la orden plot permite graficar el desplazamiento. El para´metro
value gra´fica las isolı´neas de u y el para´metro fill llena de color entre los
isovalores de u.
17. En la lı´nea 27 al 32, la orden ofstream uf1("disip0.txt"), almacena el
desplazamiento en el tiempo dt de la membrana
18. En la lı´nea 33, al igual que la lı´nea 23 grafica los isovalores de u en el tiempo dt.
19. En las lı´neas 34 al 47, se emplea la estructura de repeticio´n for para obtener los
desplazamientos de la membrana de [0, T ] con un taman˜o de paso dt. Primero se
asignan los valores uu y u a up y upp respectivamente.
El string fn almacena los datos del desplazamiento en los archivos disipt.txt.
La instruccio´n onda resuelve el problema.
La orden ofstream, declara el archivo de salida fn. En las lı´neas 40 al 44 se utiliza
la estructura for para almacenar los valores de x, y y u(x,y).
En la lı´nea 45, se asignan los nuevos valores a uu.
En la lı´nea 46, la orden plot se utiliza para la visualizacio´n del desplazamiento. El
para´metro de plot fill=1 llena de color los isovalores de u.
5.4.1. Gra´ficas mediante Gnuplot
La visualizacio´n de las gra´ficas de la solucio´n aproximada se realizara´n con Gnuplot.
Es decir, se realizaran las gra´ficas de los archivos de datos
disip0.txt,disip1.txt,disip2.txt, . . . ,disip1000.txt
que contienen en cada columna los valores de x, y y u(x, y) que son generados por el
co´digo anteriormente mencionado disipacion2d.edp.
Gnuplot batch mode nos permite obtener un gran nu´mero de figuras de manera ra´pida.
Para ello, primero realizaremos la gra´fica del archivo de datos disip0.txtmediante el
archivo de datos datos.plt, el cual genera la gra´fica disip0.eps.
A continuacio´n, se muestra el archivo datos.plt que muestra y guarda el gra´fico del
desplazamiento inicial u0(x, y) y la gra´fica se muestra en Figura (5.5).
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1 set zrange[-0.25:0.45]
2 set hidden3d
3 set palette rgbformulae 33,13,10
4 splot "/home/lilalisbeth/Escritorio/prueba/disip0.txt" with
lines palette
5 set terminal png
6 set output "/home/lilalisbeth/Escritorio/prueba/disip0.png"
7 replot
Luego, se muestra le ejecucio´n del archivo datos.plt en la consola de Ubuntu.
gnuplot> datos.plt
"/home/lila/membrana/disip0.txt"
 0
 0.2
 0.4
 0.6
 0.8
 1
x
 0
 0.2
 0.4
 0.6
 0.8
 1
y
-3
-2
-1
 0
 1
 2
 3
u
(x,
y)
 0
 0.5
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 1.5
 2
 2.5
 3
Figura 5.5: disip0.eps
Finalmente, se reutilizara´ el archivo datos.plt para realizar automaticamente las
gra´ficas de los 1000 archivos disip1.txt,disip2.txt, . . . ,disip1000.txt. Pa-
ra ello reescribiremos los nombres de los archivos disip0.txt y disip0.eps. El
fichero script script.sh realiza esta operacio´n mediante el comando UNIX sed.
Se muestra el archivo script.sh
1 #!/bin/bash
2 for i in *.txt ;
3 do sed "s/disip0/‘echo "$i" | sed "s/\.txt$//"‘/g" datos.plt |
gnuplot ;
4 done
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Para cambiar el modo de acceso al archivo script.sh, ejecutamos la siguiente orden
en la consola de Ubuntu
sudo chmod 777 script.sh
Tambie´n jecutamos el archivo script.sh el cual genera las gra´ficas de la solucio´n
aproximada
./script.sh
5.5. Resultados nume´ricos
Consideramos una membrana cuadrada ela´stica, isotro´pica, homoge´nea y fijada a un
marco cuadrado de longitud 1 × 1. Supongamos que el desplazamiento es cero en el
contorno del marco, esto es dado por las condiciones de contorno.
La forma inicial de la membrana en el instante t = 0 es dado por
u0(x, y) = 20xy(1− x2)(1− y2), 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, (5.19)
fija en los bordes, sin vibracio´n inicial u1(x, y) = 0 y lanzada en t = 0. Con una fuerza
de disipacio´n externa no lineal
g(ut) = arctan(ut),
y la velocidad inicial de la membrana dado por
u1(x, y) = 0. (5.20)
Se muestra la vibraciones de la membrana con el desplazamiento inicial dado por (5.19)
y la velocidad inicial (5.20). La figura 5.6 muestra los desplazamientos de la membrana
u(x, y, t) para los diferentes instantes de tiempos t ∈ {0, 0,2, 0,4, 0,6, 0,8, 1} respectiva-
mente. De acuerdo a las figuras se observa que despue´s de 0.2 segundos el desplazamiento
disminuye y se aproxima a cero. El desplazamiento toma valores negativos despue´s de 0.2
segundos. Luego de 0.8 segundos los desplazamientos negativos comienzan a disminuir.
Finalmente, al tiempo final el desplazamiento de nuevo se acerca al valor 0. Los gra´fi-
cos muestran el efecto de la fuerza g(ut) en la membrana lo que contribuye a reducir las
amplitudes de onda de modo que el desplazmaiento se reduce a lo largo de 1 segundo.
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"/home/lila/membrana/disip0.txt"
 0
 0.2
 0.4
 0.6
 0.8
 1
x
 0
 0.2
 0.4
 0.6
 0.8
 1
y
-3
-2
-1
 0
 1
 2
 3
u
(x,
y)
 0
 0.5
 1
 1.5
 2
 2.5
 3
(a) t = 0
"/home/lila/membrana/disip200.txt"
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(b) t = 0,2
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(c) t = 0,4
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(d) t = 0,6
"/home/lila/membrana/disip800.txt"
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(e) t = 0,8
"/home/lila/membrana/disip1000.txt"
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(f) t = 1
Figura 5.6: Aproximacio´n de u(x, y, t) usando me´todos de elementos finitos en Free-
Fem++ con△t = 0,01.
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Conclusiones
El desarrollo de me´todos nume´ricos para resolver ecuaciones en derivadas parciales
viene avanzado con la finalidad de resolver nuevos problemas ma´s complejos. Por lo
tanto, la cantidad de softwares ha aumentado con el fin de abordar las necesidades de
investigacio´n de nuevos me´todos y la simulacio´n de problemas. Por ejemplo, hay varios
softwares de elementos finitos disponibles para simular varias EDP’s como FreeFem++,
GetFEM++, GRINS, OpenFOAM, Gerris, Basilisk, etc..
FreeFem++ es un software gratuito, desarrollado por matema´ticos e ingenieros fran-
ceses. Es un software escrito en lenguaje C++ que permite generar mallas y resolver
problemas con dos o tres dimensiones espaciales mediante el me´todos de los elementos
finitos a trave´s de co´digo de programacio´n. FreeFem++ ofrece un entorno agradable para
resolucio´n de los problemas permite una descripcio´n del problema a partir de la formu-
lacio´n variacional y adema´s de especificar las condiciones de contorno. Una desventaja
de este software radica en la visualizacio´n de las soluciones, por tanto hacemos uso de
Gnuplot tambie´n libre.
Este trabajo es desarrollado en dos etapas: primero estudiamos y desarrollamos el fun-
damento teo´rico de que garantiza la existencia, unicidad y regularidad de las soluciones
de la la ecuacio´n de onda con te´rmino disipativo no lineal utilizando la teorı´a de semi-
grupos. La segunda parte realizamos la resolucio´n nume´rica de la ecuacio´n de onda con
te´rmino disipativo no lineal tanto para el caso unidimensional y bidimensional de la va-
riable espacial. En una primera instancia estudiamos el caso de la cuerda vibrante con
fuerza de disipacio´n lineal. Para el caso unidimensional, aplicamos el conocido me´todo
de diferencias finitas. Tambie´n aprendemos a plantear y programar en FreeFem++. Las
figuras presentadas muestran el efecto del te´rmino de disipacio´n a lo largo del tiempo.
En una segunda instancia realizamos la resolucio´n nume´rica de la membrana vibrante.
Introducimos la formulacio´n variacional de la ecuacio´n de onda. Tambie´n introducimos
y describimos el me´todo de los elementos finitos para la discretizacio´n de la variable es-
pacial y realizamos una semidiscretizacio´n para la variable temporal. En la resolucio´n de
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esta ecuacio´n hemos considerado un dominio cuadrado con la finalidad del estudio ser
de utilidad pra´ctica. Cabe resaltar que este me´todo puede trabajar con la no linealidad
de la ecuacio´n a diferencia del me´todo de diferencias finitas. Finalmente, programamos
linea por linea de co´digo en FreeFem++ y con las figuras obtenidas vemos el efecto de la
disipacio´n en la membrana que se estabiliza en el tiempo.
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Ape´ndice
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Gnuplot
El programa Gnuplot es un programa de libre distribucio´n, una herramienta gra´fica
orientada para Linux, Windows, OS/2 y otras plataformas. El cual puede descargarse de
la pa´gina
http://www.gnuplot.info/
Fue creado originalmente para permitir a los estudiantes y cientı´ficos visualizar las funcio-
nes matema´ticas ası´ como los datos de forma interactiva. Fue actualizado para dar soporte
a otros programas que necesitan de un visualizador de gra´ficos, como por ejemplo Octave.
Gnuplot ha sido apoyado y en desarrollo activo desde 1986. La figura 7 muestra la captura
de pantalla de Gnuplot.
Despue´s de la inicializacio´n de Gnuplot en el sistema operativo Linux, ver 7, podemos
usar el por ejemplo el comando plot para graficar funciones en 2D
1 gnuplot> plot sin(x)
Este comando grafica la funcio´n trigonome´trica sin(x) en un intervalo de x dado por
defecto. Tambie´n, podemos graficar varias funciones en una misma ventana
1 gnuplot> plot sin(x), cos(x), sqrt(x)
Figura 7: Programa Gnuplot
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Una caracterı´stica del Gnuplot es la facilidad para graficar de funciones en tres dimensio-
nes. Usamos el comando splot.
1 gnuplot> splot x**2+y**2
El comando help proporciona ayuda en lı´nea sobre el paquete. Adema´s de realizar gra´ficos
de funciones Gnuplot genera graficos a partir de un archivo de datos en formato de texto.
1 gnuplot> plot datos.txt
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