is to any other scientific discipline. When doctors note clinical signs and symptoms during clinical examination and interview, they consciously or subconsciously make reference to a database of signs and symptoms associated with disease for comparison with those presenting in their patient. Similarly, interpretation of a laboratory test result is a process of comparison.
The type of reference used for comparison depends on the nature of the clinical question being asked of the laboratory test. For example, if the test is being used to monitor a specific disease process, previous test results from that patient might be the most appropriate reference for comparison; serial concentration of blood tumor markers to assess response to cancer therapy [1] is a nice exemplar.
Some laboratory tests are used not for diagnosis or monitoring but to make specific clinical decisions. For example, measurement of serum cholesterol is most often used for assessment of cardiovascular disease risk and to determine if cholesterol-lowering advice/ drugs are indicated. In such circumstances a particular concentration of the analyte, known as the "decision limit", has to be defined [2] .
The decision limit is then the reference for comparison.
Some laboratory tests are used to monitor drug therapy.
Here patient results are compared with a so-called "therapeutic range" [3] , which defines the range of drug concentration in blood consistent with maximum therapeutic and minimum adverse (toxic) effect.
Of all the tools designed for comparison (interpretation) of patient test results, the most widely used is the population-based "health-associated" reference interval. This is what is usually meant by the shortened unqualified term "reference interval", the main focus of this article. For reasons that will hopefully become clear, alternative commonly used terms such as "reference range", "normal range" and "expected values" are considered inappropriate, although they do serve the useful purpose here of broadly conveying what is meant when we use the correct (expertly based), but maybe less familiar term "reference interval". Although a definitive answer is not possible, the reference interval is designed to provide the best possible answer, and the "correctness" of the answer depends on the quality or "goodness" of the reference interval.
Concept of the reference interval
A "good" reference interval is one that, when applied to the population serviced by the laboratory, correctly includes most of the subjects with characteristics similar to the reference group and excludes others [4] .
Good "health-associated" reference intervals will, with a clinically acceptable degree of statistical probability, include all those from the reference population who are healthy with respect to the particular measurement being considered and exclude all those with a pathology (disease) for which there is an association with the measurement being considered.
The concept of the reference interval was introduced by Grasbeck and Saris in 1969 [5] in response to growing awareness, expressed with great clarity in a reflective paper from Schneider [6] , that the concept of normal range, as then conceived, was flawed. Current practice Medical students and laboratory staff were favored subjects for the construction of normal ranges, this choice being born more of convenience rather than any real scientific belief or evidence that they were representative of the patient population with which they were to be compared. The assumption contained in the term "normal range" that medical students, laboratory staff or any other chosen "normal" population are healthy went largely unchallenged.
Normal ranges constructed using one analytical methodology were frequently applied, sometimes inappropriately, to interpret patient results derived using a different methodology.
Quite apart from perceived lack of scientific (statistical) rigor deployed in constructing and utilizing normal ranges, the term "normal range" itself was considered imprecise and ambiguous, because "normal" has several meanings: statistical, epidemiological and clinical [7] .
Statistical use of the term "normal" implies that values (e.g. serum sodium, cholesterol, albumin, etc.) are distributed in the population in accordance with the theoretical bellshaped, perfectly symmetrical curve, known as "Normal"
For some analytes there is indeed an observed distribution that approximates to normal distribution, but that is by no means always the case and for many analytes the distribution curve is skewed, to a lesser or greater degree, either to the left or right (FIGURE 2).
From an epidemiological viewpoint it may be "normal" It is common practice to define a reference limit so that a stated fraction of the reference values is less than or equal to, or more than or equal to the respective upper or lower limit. A reference limit is descriptive only of reference values and should not be confused with the term "decision limit".
A REFERENCE INTERVAL is the interval between
and including two reference limits. The term "reference range" was rejected because strictly (statistically) speaking range is the difference between the highest and lowest value in a number set; it is a single value. 
Clearly, for "health-associated" reference intervals the reference population must be healthy but there are other considerations, the most significant being age and gender. Ethnicity and socioeconomic factors may in some circumstances be significant.
The important point is that the reference population should be an acceptable "control" for patients, having due regard for the way in which the test result is to be used. Whatever the chosen characteristics of the reference population, they should be clearly defined so that the most appropriate reference sample group can be selected.
Selecting reference individuals
Ideally the reference sample group should perfectly reflect the reference population. This can only be achieved if reference individuals are selected randomly from the reference population.
Since random selection demands that every member of the reference population -which may number thousands, if not millions -has an equal chance of being selected, it is difficult, if not impossible to achieve in practice. Despite this, random selection is a goal that should be strived for, and definite non-random selection (e.g. selecting only from laboratory workers or blood donors) is to be avoided if possible.
For the construction of "health-related" reference intervals, reference individuals must be in good health, but health is a relative concept, difficult to define and even more difficult to pin down in individuals [9] .
For example, adults may be suffering latent or subclinical disease (e.g. atherosclerosis) although they may well be in apparent good health. A subjective feeling of good health ("I feel fine") is no guarantee of healthy status. Given that it is difficult to define health in any meaningful or helpful way, the usual pragmatic solution is to attempt to exclude all those with disease and perhaps those with an unhealthy lifestyle.
To this end, exclusion criteria for the selection of reference individuals might include: current illness, recent hospitalization, use of prescription or recreational drugs, obesity, smoking habit, raised blood pressure, etc. Whatever the exclusion criteria used to select "healthy" reference individuals, these will vary according to the pathophysiological significance of the analyte concerned; they need to be appropriate and justified.
For example, past history of jaundice might be considered an appropriate exclusion criterion when constructing a reference interval for plasma bilirubin but probably would not be considered appropriate The IFCC recommends that a reference sample group should comprise not less than 120 individuals. This is the minimum number needed to calculate the 90 % confidence limits of a 95 % reference interval determined by non-parametric statistics [11, 12] . Larger numbers of reference individuals (up to 700) are required if the analyte being considered displays particularly marked skewness [12] .
It may be considered necessary to partition a reference group with regard to age or perhaps sex in order to provide age-or gender-specific reference intervals [13] . In such cases each partitioned population should comprise at least 120 individuals.
Measurement of the analyte in reference individuals
Having selected a reference sample group of adequate size, attention turns to measurement of the particular analyte under study, in the selected reference individuals. A crucial consideration here is the reduction of unnecessary or avoidable variation [14] . This reduces the "biological noise" of a reference interval, making it more likely that the "biological signal" of disease in patient samples will be detected.
Variability can be considered under two headings: preanalytical, the variability due to factors acting before analysis, and analytical variation. 
Statistical examination of measured data
In this final section we look at the way data (reference values) generated by measurement in reference individuals are used to construct reference intervals.
It is an arbitrary but long-held and widely applied Reference limits can be estimated by parametric or non-parametric statistical methods [7] . Parametric methods can only be applied to Gaussian distributions, and if the analyte displays skewed (non-Guassian) distribution, reference values must be transformed (e.g. by log transformation) to a log-Gaussian distribution for parametric methods to be applied [16] .
Histogram display of reference values as in Figs. 1 and 2 may suggest a Gaussian distribution (Fig. 1) , but in practice complex statistical tools have to be applied to reference data (and transformed reference data) in order to confirm that it approximates sufficiently to a Gaussian distribution before a parametric method can be applied to determine reference limits.
Once Gaussianity is confirmed, the mean (x) and standard deviation (SD) of reference values are calculated and these parameters are used to determine reference limits.
For a Gaussian distribution, 95 % of values lie within ± 1.96 standard deviations of the mean, so that the 2.5 % and 97.5 % reference limits are (x -1.96 SD) and (x + 1.96 SD) respectively (Fig. 3) . 
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