This paper presents a backstepping solution for the output feedback control of general linear heterodirectional hyperbolic PDE-ODE systems with spatially varying coefficients. Thereby, the ODE is coupled to the PDE in-domain and at the uncontrolled boundary, whereas the ODE is coupled with the latter boundary. For the state feedback design, a two-step backstepping approach is developed, which yields the conventional kernel equations and additional decoupling equations of simple form. In order to implement the state feedback controller, the design of observers for the PDE-ODE systems in question is considered, whereby anti-collocated measurements are assumed. Exponential stability with a prescribed convergence rate is verified for the closed-system pointwise in space. The resulting compensator design is illustrated for a 4 × 4 heterodirectional hyperbolic system coupled with a third-order ODE modelling a dynamic boundary condition.
Introduction
The control of hyperbolic systems is of long standing interest in control theory, as many real-world applications can be described by this system class. Typical examples are chemical reactors, open channels, gas pipes or road traffic models (see e.g. Bastin & Coron, 2016 for an overview of these models). Consequently, there is a rich theory for dealing with the control of these systems. Methods for the distributed control of linear hyperbolic systems are the LQ optimal approach presented in Aksikas, Fuxman, Forbes, and Winkin (2009) or Lyapunov techniques (see e.g. Bastin & Coron, 2016 for an overview) to name just a few. Also the distributed control of nonlinear hyperbolic systems gained a lot of research interest. The application of the LQ optimal control approach to the nonlinear case can be found in Aksikas, Winkin, and Dochain (2007) , while in Christofides (2001) the geometric control theory is combined with PDE theory to provide a systematic controller design procedure. In the work Wang, Wu, and Li (2011) , a systematic design method is introduced for nonlinear hyperbolic systems by combining PDE theory with Takaga-Sugeno (TS) fuzzy control. Therein, the design problem is traced back to a convex LMI optimisation problem, which can be efficiently solved. Hence, this design method attracted a lot of attention in the literature; see for example, Pitarch, Rakhshan, Mardani, and Shasadeghi (2017) , and Qiu, Ding, Gao, and Yin (2016) .
In the last decade, the backstepping approach emerged as a very powerful tool for stabilising boundary controlled distributed-parameter systems (DPS) (see e.g. Krstic & Smyshlyaev, 2008b for an overview). The main idea of this method is to introduce an invertible Volterra-type integral transformation in order to map the closed-loop system into CONTACT J. Deutscher joachim.deutscher@fau.de a stable target system of simple structure. The latter system allows a straightforward stability analysis. From this, stability in the original coordinates can be inferred, as the Volterra-type integral transformation is boundedly invertible. As a result, the backstepping controller can be obtained by numerically solving the so-called kernel equations, which define the backstepping transformation.
Besides the boundary control of hyperbolic PDE systems (see Hu, Di Meglio, Vazquez, & Krstic, 2016; Hu, Vazquez, Di Meglio, & Krstic, 2015) , it was soon recognised that the backstepping approach can also provide systematic solutions for the control of PDE-ODE systems. In the pioneering work Krstic and Smyshlyaev (2008a) , the backstepping method was applied to the stabilisation of a PDE-ODE cascade, in which the PDE iscan be found (see e.g. Krstic, 2009c) . Examples for coupled PDE-ODE systems are pinched cables with a tip mass at the free end (see e.g. Morgül, Rao, & Conrad, 1994) , heavy chains or ropes with a load (see e.g. Petit & Rouchon, 2001) , fluid transmission lines (see e.g. Kern & Gehring, 2017) or oscillations in oil well drilling (see e.g. Sagert, Di Meglio, Krstic, & Rouchon, 2013) . A first solution for a heat equation coupled with an ODE can be found in Tang and Xie (2011a) . Therein, the coupling in the PDE appears at the unactuated boundary. The same type of coupling was considered in Sagert et al. (2013) for a wave equation. Another important problem is the stabilisation of coupled PDE-ODE systems with an in-domain coupling in the PDE. Solutions for a heat equation can be found in Tang and Xie (2011b) , whereas Zhou and Tang (2012) deal with a wave equation.
In the last years, the backstepping method was extended to a large class of linear heterodirectional hyperbolic systems that consist of an arbitrary number of transport equations propagating in different directions. More precisely, in Hu et al. (2016) the constant coefficient case for this system class is considered. Furthermore, Hu et al. (2015) deals with systems having spatially varying coefficients that arise from the linearisation of quasilinear hyperbolic systems. These results allow to stabilise more general classes of hyperbolic PDE-ODE systems by making use of the backstepping method. Besides the theoretical appeal of this problem there is also a strong interest originating from applications. Technical processes that require the modelling of the DPS part in the PDE-ODE system by a general heterodirectional hyperbolic systems are, for example, the axial and torsional vibrations of drilling systems (see e.g. Di Meglio & Aarsnes, 2015) , coupled string networks (see e.g. Luo, Guo, & Morgul, 1999, Ch. 6 ) as well as networks of open channels and transmission lines (see e.g. Bastin & Coron, 2016) .
A first solution of the state feedback stabilisation problem for coupled linear heterodirectional hyperbolic PDE-ODE systems with constant coefficients was given in Di Meglio, Argomedo, Hu, and Krstic (2018) . Thereby, the coupling between the ODE and the PDE appears at the uncontrolled boundary. The corresponding design is based on a stabilising backstepping transformation combined with the decoupling transformation to map the plant into the target system. This is also the starting point of all aforementioned results concerning heat and wave equations. Therein, the decoupling transformation is needed to ensure the decoupling into a PDE-ODE cascade, which is the desired final target system. As a consequence, the kernel equations defining the backstepping transformation and the decoupling equations to be solved for the decoupling coordinates are coupled, too. This leads to new kernel equations, which are a system of coupled transport equations connected to a system of coupled ODEs. Hence, a rather involved constructive proof for their solvability is necessary.
Clearly, the results in Di Meglio et al. (2018) are of great value in itself as they provide a solution method for a rather general class of kernel equations. However, the extension of the results in Di Meglio et al. (2018) to the case of spatially varying coefficients seems to be cumbersome, as the kernel equations are coupled to ODEs, while both are subject to spatially varying coefficients. Moreover, the utilised backstepping method is based on the results in Hu et al. (2016) , where the backstepping transformation is applied only to the states of the boundary controlled PDEs. This leads to a target system, which is not a PDE-ODE cascade so that exponential convergence can only be shown in the L 2 -sense without a specified convergence rate. The same stabilisation result is also established by Lyapunov techniques in, e.g. Castillo, Witrant, Prieur, and Dugard (2012) , or utilising operator theoretic methods in Luo et al. (1999, Ch. 6) . If the ODE at the boundary is controllable, then the flatness-based approach presented in Woittennek (2013) can be used to determine a controller ensuring a stable closedloop dynamics in the form of a specified delay-differential equation.
In this paper, the output feedback stabilisation of general linear heterodirectional systems with spatially varying coefficients coupled with an ODE is considered. Thereby, the coupling of the ODE to the PDE subsystem appears at the uncontrolled boundary and in-domain in the PDE, while the ODE is subject to a coupling with the uncontrolled boundary. The two-step approach introduced in Deutscher (2016 Deutscher ( , 2017a for PDE-ODE cascades is extended to the considered class of PDE-ODE systems in order to design the state feedback controller. More precisely, in the first step, a backstepping transformation is utilised to map the hyperbolic subsystem into its target system, which is a cascade of transport equations. For this, only the conventional kernel equations found in Hu et al. (2015) have to be solved. This significantly simplifies the calculation of the decoupling coordinates in the second step. Beyond that, the inverse decoupling transformation is determined, because the related decoupling equations have a more simple structure as compared to the result for the direct transformation. In particular, the decoupling equations obtained are a set of coupled ODEs and a set of decoupled transport equations. Thereby, the ODEs are not coupled with the PDEs so that an explicit solution of the former is possible. Furthermore, it is shown that the solution of the PDEs can be traced back to solving p 2 simple scalar Volterra integral equations of the second kind, if the plant has p inputs. This results in a systematic method for determining the decoupling coordinates, as the solution of the related integral equations can readily be obtained by utilising a truncated fixpoint iteration. Moreover, a simple PDE-ODE cascade can be used as target system so that exponential stability pointwise in space can be ensured with a prescribed convergence rate by determining its solution. This, of course, is a rather strong result for DPS.
Subsequently, the obtained state feedback controller is implemented with an observer. By assuming anti-collocated measurements, a systematic method is proposed for the corresponding PDE-ODE observer design. This extends recent results concerning observers for general linear heterodirectional PDE-ODE cascades in Anfinsen and Aamo (2017) and Deutscher (2017b) . Simple conditions are presented in terms of the transfer behaviour w.r.t. the infinite-dimensional subsystem for the existence of the corresponding PDE-ODE observers and thus of the resulting observer-based compensator. Exponential stability pointwise in space is shown for the resulting closed-loop system. This yields a systematic backstepping design method for the output feedback control of a large class of coupled linear heterodirectional PDE-ODE systems.
The next section introduces the considered stabilisation problem. Then, the two-step approach for the state feedback design is presented in Section 3. A systematic solution of the decoupling equations is given in the subsequent section. By assuming anti-collocated measurements, the observer design is presented in Section 5. The theoretical part of the paper is concluded with the proof of closed-loop stability in Section 6. A 4 × 4 heterodirectional hyperbolic system with a dynamic boundary condition is utilised to demonstrate the results of this article.
Problem formulation
Consider the general linear hyperbolic PDE-ODE system
that consists of n coupled transport PDEs (1a) with the distributed state
and the anti-collocated measurement y(t ) ∈ R p . Furthermore, Q 0 ∈ R m×p and Q 1 ∈ R p×m with p + m = n and p, m ࣙ 1 are arbitrary matrices and (z) in (1a) is given by
where
Note that the latter condition means no loss of generality (see e.g. Hu et al., 2016) . Finally, C 1 (z) ∈ R n×n ξ contains piecewise C 1 -functions and C 2 ∈ R m×n ξ . In order to obtain a compact representation of the results, the matrices
are defined. With this, the states
describe the transport in the negative direction of the spatial coordinate z with the velocities λ i (z), i = 1, 2, … , p. The remaining states x 2 (z, t ) = E T 2 x(z, t ) ∈ R m with the velocities |λ i (z)|, i = p + 1, … , n, take the transport in the zdirection into account. Hence, the distributed-parameter subsystem (1a)-(1c) is a heterodirectional system (see Hu et al., 2016) . The matrix pair (F, B) characterising the ODE (1d) with F ∈ R n ξ ×n ξ and B ∈ R n ξ ×p is assumed to be stabilisable. Finally, the initial conditions (ICs) of (1) 
The structure of the considered class of hyperbolic PDE-ODE systems is illustrated in Figure 1 .
Remark 2.1: The considered plant (1) comprises bidirectionally coupled PDE-ODE systems (i.e. at least one of the C i , i = 1, 2,
Structure of the considered PDE-ODE system ().
is not vanishing). An important example is the case C 1 (z) = 0 and C 2 ࣔ 0, which appears if the DPS is coupled with a lumpedparameter system at the unactuated boundary z = 0. This gives rise to a dynamic boundary condition. Finally, for
This paper is concerned with the backstepping design of an observer-based compensator that stabilises the resulting closedloop system.
State feedback design
Consider the state feedback controller
with the formal feedback operator
By inserting (4) into (1) the closed-loop system
is obtained. Since this is a coupled PDE-ODE system, the application of the backstepping method for the design of the state feedback (4) is based on a decoupling of the closed-loop system into a PDE-ODE cascade. Thereby, the controller can be derived from the stabilisation of the resulting PDE and ODE subsystems. The calculation of the corresponding decoupling transformation can be significantly simplified if the closed-loop system (6) is first mapped into backstepping coordinates. This is shown in the next section.
Backstepping transformation
Consider the invertible backstepping transformatioñ
with the integral kernel K(z, ζ ) ∈ R n×n (see Hu et al., 2016 Hu et al., , 2015 . It is assumed that K(z, ζ ) is the solution of the kernel
Therein, the matrix A 0 (z) is given by
in which A 1 (z) ∈ R p×p is strictly lower triangular, i.e.
and A 2 (z) ∈ R m×p has no special form. Thereby, the elements of the strictly lower triangular part of (10) and of A 2 (z) are determined by the kernel (see Appendix 4 for details). Using the method of characteristics, the boundary value problem (BVP) (8) can be converted into integral equations. The latter is solvable by means of a fixpoint iteration. This allows to show that a unique piecewise (8) exists (see Hu et al., 2015) . Hence, the kernel is attainable by utilising a successive approximation. Further details for solving (8) are provided in Appendix 4.
Differentiating (7) w.r.t. time, utilising (1), (5), (8)
in backstepping coordinates. Therein, the matrix G(z) in (11a) follows as
Decoupling into a PDE-ODE cascade
For the decoupling of the PDE subsystem (11a)-(11c) from the ODE subsystem (11d), introduce the decoupling coordinates e x in terms of the inverse decoupling transformatioñ
with the matrix (14) in (13) represents the inverse Volterra-type transformation with the integral kernel
Remark 3.1: The transformation
i.e. the inverse of (13) yields decoupling equations to be fulfilled by P(z, ζ ) and
, which consist of a BVP mutually coupled with an initial value problem (IVP). Their solution can also be traced back to solving Volterra integral equations of the second kind. However, due to the coupling between the BVP and IVP, the corresponding kernels become very involved for p > 2 and thus are hard to determine in general. As will be shown in the sequel, the corresponding inverse decoupling equations determining (13) have a significantly simpler structure, which leads to a systematic method for the decoupling into a PDE-ODE cascade.
For the derivation of the inverse decoupling equations, the target system in the form of the PDE-ODE cascade
and e x i = E T i e x , i = 1, 2, is proposed. The matrix
in (17a) with
and H 2 (z) ∈ R m×p has to be introduced in order to ensure wellposedness of the resulting inverse decoupling equations (see the next section). Thereby, H 2 (z) has no special form. By making use of the results in Hu et al. (2015) , it follows that the PDE subsystem (17a)-(17c) is finite-time stable for piecewise continuous ICs, i.e.
with
Hence, if K ∈ R p×n ξ ensures that F − BK is Hurwitz, then the target system (17) is asymptotically stable. More precisely, the solution of (6) satisfies
i.e. it is exponentially stable pointwise in space with (7) and (13) in view of (20)). Hence, the rate of exponential convergence for t ࣙ t c can be determined by an eigenvalue assignment for F − BK. The latter is possible, as (F, B) is stabilisable by assumption.
Differentiating (13) w.r.t. time and inserting (17a) and (11d) lead to
By utilising an integration by parts and applying the Leibniz differentiation rule, one obtains
Evaluating (13) at z = 0 as well as taking (11b) and (17b) into account yield
after a simple calculation. Inserting (13) in (11d) giveṡ
so that
follows in light of (17d). In order to determine the feedback operator (5), consider (13) at z = 1 and utilise (11c) resulting iñ
Consequently, (17c) implies
Hence, it can be directly inferred from (24), (25) and (27) that the closed-loop system (11) is mapped into the PDE-ODE cascade (17) if N I (z) and P I (z, ζ ) are the solution of the inverse decoupling equations
and
In order to show that T 2 [·] in (15) exists, insert (15) in (14) and change the order of integration yielding the reciprocity relation
which can be solved for P(z,ζ ) by a fixpoint iteration. Hence, if P I (z,ζ ) is well defined and bounded so is P(z,ζ ) (see e.g. Linz, 1985, Th. 3.4) . For simplifying (29), insert (16) in (29), use (15), change the order of integration and utilise (32) to obtain
From this, the feedback gains
can be directly deduced in view of (5). Therein, P(1, ζ ) is the solution of the Volterra integral equation of the second kind
which follows from a similar reasoning as the derivation of (32). Hence, the feedback gains (34) can be determined from the solution P I (z, ζ ) and N I (z) of the inverse decoupling equations (30) and (31) as well as from the kernel equations (8).
Solution of the inverse decoupling equations
The fact that the IVP (30) is decoupled from the BVP (31) allows to determine the solution of N I (z) independently of P I (z, ζ ). Subsequently, the resulting N I (z) can be utilised for solving (31).
Solution of the IVP for N I (z)
For the solution of the IVP (30), it is convenient to split the corresponding equations into two IVPs by defining
In order to obtain the ODE for (36), write (30a) in the form
in which (30c) has been inserted. Then, premultiply (37) by
Hence, equating (38) w.r.t. E 1 and E 2 as well as taking (30b) and (30c) into account lead to the IVPs
In order to solve (39) and (40), the fundamental matrices
are needed. It is easy to show that the solution of (41) is
with φ i defined in (21 
The corresponding solution is (44) for i = 1, 2, … , p in view of (42). From this, the piecewise classical solution M 1 (z) of (39) 
for (40). From these results, the piecewise classical solution of (30) results as
Solution of the BVP for P I (z, ζ)
In what follows, it is shown that the special form
of the kernel P I (z, ζ ) with the upper triangular matrix 
is sufficient to satisfy the BVP (31). To this end, premultiply the boundary condition (BC) (31b) by
equate the coefficients w.r.t. E 1 and E 2 , giving
Then, solving (50
in view of (14), (36), (47) (14), (36), (47),
where (47) and (48). This determines the elements of the strictly lower triangular submatrix in H 1 (z) (see (19)). Finally, with (36),
(0)E i the conditions for the remaining elements in (49) are
Therein, [H 1 (z)] iࣘj = 0 and [A 1 (z)] iࣘj = 0 are used, which is implied by (10) and (19). By inserting (47) in (31c), the additional BC
is obtained for p > 1. Hence, the BCs to be fulfilled by P I, 1 (z, ζ ) are (53) and (54). Since this is only a requirement for the upper triangular part of P I, 1 (z, ζ ) and the right hand side of the kernel PDE (31a) is equal to zero, it is sufficient to consider P I, 1 (z, ζ ) in the special form (48). In order to determine the solution of the PDE (31a) use (21) to define (21) is strictly monotonically increasing. Furthermore, the property
implied by (21) and (55) is utilised throughout the following. Then, by making use of the method of characteristics, the (generalised) solution (47) of the PDE (31a) satisfying (54) is given by
for i < j and i, j = 1, 2, … , p and some at least piecewise continuous functions f ij . As will be shown in the sequel, the condition (52) leads to Volterra integral equations for the elements h ij (z), i > j, of H 1 (z) in (19). Thereby, the number of integral equations increases with p. Hence, at first the cases p = 1 and p = 2 are considered, as they frequently appear in applications. Subsequently, the solution of the general case p ∈ N is presented.
.. Systems of m +  coupled transport PDEs (p = )
In the case p = 1, the result A 1 (z) = 0 and H 1 (z) = 0 has to be taken into account. Furthermore, let B = b ∈ R n ξ . The only BC to be fulfilled by (57) is
in view of (36) (53) and M T 1 (z) ∈ R n ξ . Hence, with (56) and (57a) the solution P I (z, ζ ) of the BVP (31) is (47), where
In what follows, P(1, ζ ) is determined, which is required for evaluating (34). To this end, insert (47) and (59) in (35) to obtain the Volterra integral equation of the second kind
Thereby, the particular form (61) of P(1, ζ ) can be easily inferred from (35). As p I, 11 (ζ , ζ ) and p I, 11 (1, ζ ) in (60) are continuous functions, there exists a unique continuous solution p 11 (1, ζ ) of (60) (see e.g. Linz, 1985, Th. 3.1) . The latter can be readily obtained from a successive approximation. With this and the result of Section 4.1, the feedback gains follow from (34).
.. Systems of m +  coupled transport PDEs (p = )
In view of (10) and (19), one obtains the result
from (52) for p = 2. Moreover, evaluating (53) gives
By utilising (56), (57) and (63a), it follows that
With this, h 21 (z) follows from solving the Volterra integral (62) of the second kind. Since p I, 22 (z, ζ ) is continuous and a 21 (z) is piecewise continuous (see Appendix 4), the integral (62) has a unique piecewise continuous solution (see e.g. Linz, 1985, Th. 3.2) . Then, by utilising the resulting h 21 (z) in (63b), the BC for p I, 11 (z, ζ ) is known. Hence, (57a) yields
Finally, with P I (z, ζ ) being determined, the matrix
follows from solving (35), thus completing the state feedback design.
.. General linear heterodirectional systems (p ∈ N)
In what follows, the approach of the last paragraph is extended to the general case p ∈ N. From (53), one obtains the result
because the last column of P I, 1 (z,ζ )H 1 (ζ ) is vanishing. In order to determine the remaining boundary values p I, lj (z,0), l = 1, 2, … , p, j = 1, 2, … , p − 1, observe that the elements of the integrands in (52) and (53) can be represented by
for i = 1, 2, … , p, j = 1, 2, … , p − 1. This is implied by the upper and lower triangular form of P I, 1 (z, ζ ) and H 1 (ζ ) (see (48) and (19)). With the BCs (67) the kernel elements p I, lp (z,ζ ), l = 1, 2, … , p, follow from (57). In the sequel, the remaining elements
are determined (see the triangular form in (48)). Thereby, it is assumed that l is decreasing, i.e. l = p − 1, p − 2, … , 1. Consider the BC (53) and apply (68) with i = l ࣘ j to get
which is successively evaluated for j = p − 1, p − 2, … , l. Note that the functions h kj , k = j + 1, … , p, have been already computed and are thus known. With this, the boundary value p I, lj (z, 0) can be obtained so that the remaining elements p I, lj (z, ζ ), j = l, l + 1, … , p − 2, p − 1, are determined by (57). By making use of this result, the BC (52) and (68) with i = l > j lead to the Volterra integral equations
for h lj (z) with j = 1, 2, … , l − 1 (see the triangular form in (19)). Therein, the integrand p I, lk (z, ζ )h kj (ζ ), k = l + 1, … , p, j = 1, 2, … , l − 1, has been computed in the previous steps. Hence, the right hand side of (70) is known. Following this procedure row by row, the matrix P I, 1 (z, ζ ) and thus (47) can be found. Then, the feedback gains (34) results from solving (35), by making use of (66) and utilising a matrix P 1 (z, ζ ) with the same upper triangular form as P I, 1 (z, ζ ) in (48). The preceding derivations show that p 2 Volterra integral equations have to be solved for determining the inverse decoupling transformation (13). The next theorem summarises the results of this section.
Theorem 4.1 (Inverse decoupling equations):
The inverse decoupling equations (30) and (31) have a solution for p ∈ N with the elements of N I (z) and P I (z, ζ ) being piecewise C 1 .
Observer design
Consider the observer
for (1) with (71a) 
, and ξ (0) =ξ 0 ∈ R n ξ are the observer ICs.
Introduce the error states ε x = x −x with ε x i = E T i ε x , i = 1, 2, and ε ξ = ξ −ξ to obtain the observer error dynamics
The corresponding design procedure follows similar lines as the computation of the state feedback controller in Section 3, which is inspired by the results in Deutscher (2017b) .
For the observer design, introduce the invertible backstepping transformation
with the integral kernel R I (z, ζ ) ∈ R n×n being the solution of the kernel equations
In (74b) the matrix S(ζ ) = S 1 (ζ ) S 2 (ζ ) consists of the strictly upper triangular matrix
and of S 2 (ζ ) ∈ R p×m , which has no special form. In Appendix 5 it is shown that (74) can be traced back to kernel equations analysed in Hu et al. (2015) . From this, the existence of a unique piecewise C 1 -solution R I (z, ζ ) can be inferred. After solving (74), the elements of the strictly upper triangular part in (75) and the elements of S 2 (ζ ) are determined by the resulting kernel. In order to verify the existence of the inversẽ
of (73) with the integral kernel R(z, ζ ) ∈ R n×n , insert (73) in (76) and change the order of integration to get the reciprocity relation
of the kernels R(z, ζ ) and R I (z, ζ ). It can be utilised to obtain the piecewise
Furthermore, by setting ζ = 0 in (77) the result
follows, which will be used in the sequel. With the usual calculations,ε x i = E T iε x , i = 1, 2, and (78) it is readily found that (73) transforms the error system (72) into
were used. Next, the PDE target system (79a)- (79c) is decoupled from the ODE subsystem (79d) by introducing the new coordinates
with (z) ∈ R n×n ξ . Take the time derivative of (81), use ϑ i = E T i ϑ, i = 1, 2, and insert (79). Then, the PDE-ODE cascade
results if (z) is the solution of the decoupling equations
holds. The next theorem clarifies the solvability of Equation (83).
Theorem 5.1 (PDE-ODE cascade):
The BVP (83) has a unique solution
For the proof, see Appendix 1. With the results in Hu et al. (2015) it can readily be shown that the infinite-dimensional subsystem (82a)-(82c) is finite-time stable for piecewise continuous ICs, i.e.
Hence, if the ODE subsystem (82d) is asymptotically stable so is the PDE-ODE cascade (82). For this, the observer gain L ξ has to be such that 
The proof of this theorem can be found in Appendix 2. After determining L ξ by an eigenvalue assignment for
can be calculated (see (80) and (84)), which completes the design of the observer (71).
Closed-loop stability
By utilising the state estimatesξ andx of the observer (71) in (4) one obtains an output feedback controller in the form of the observer-based compensator
In what follows, the stability of the resulting closed-loop system is investigated. For this, apply (88e) to (1) as well as usê x = x − ε x andξ = x − ε ξ (see Section 5). This results in
The backstepping transformatioñ
(see (7)) and the decoupling coordinates
(see (13)) map (89) into
which can easily be inferred from the results of Section 3 after straightforward calculations. Observe that
holds in view of (73) and (81). With this, one obtains the cascade
with (95) of two asymptotically stable subsystems (94a)- (94d) and (94e)-(94h) (see (17) and (82)). Hence, the corresponding solution remains bounded for t ࢠ [0, t o ) so that (94) simplifies to
for t ࣙ t o , because ϑ(z, t) ࣕ 0, t ࣙ t o (see Section 5). In order to determine the solution of (96a)-(96c) the ODE subsystem (96e) is decoupled from the PDE subsystem (96a)-(96c). For this, introduce the decoupling coordinates
in which (z) ∈ R n×n ξ has to be determined. By a time differentiation of (97) and inserting (96) in the result it is not difficult to show that (z) has to be the solution of the decoupling equations
so that (97) maps (96) into
The next theorem asserts the solvability of (98).
Theorem 6.1 (Decouplability of the PDE subsystem): The BVP (98) has a unique solution
The proof of this theorem is given in Appendix 3. As (99a)-(99c) coincides with (17a)-(17c) one obtains for
in view of (97). Obviously, the system (100) is asymptotically stable, because F − BK and F − L ξ E T 1 (0) are Hurwitz matrices by assumption (see Sections 3.2 and 5). From this, the result
can be inferred, when taking (93) and
follows from (91) and (101). This directly leads to
in light of (90). Hence, the closed-loop system (1) and (88) represented by the plant state x(z, t) and ξ (t) and the related observer errors ε x (z, t) and ε ξ (t) is asymptotically stable. This, is the result of the next theorem. 
Remark 6.1: It is worth noting that the closed-loop dynamics for t ࣙ t o + t c can be specified by the eigenvalue assignment for the matrices F − BK and F − L ξ E T 1 (0). In particular, for t ࣙ t o + t c , the closed-loop system is exponentially stable pointwise in space with a prescribed convergence rate. This directly follows from (100) and (102)-(104). Thereby, (100) indicates that the corresponding eigenvalues can be independently specified for the closed-loop system on the basis of the state feedback and observer design in the previous sections. Thus, in this sense, the separation principle is valid for the design of the observer-based compensator (88).
Example
While a multitude of technological processes mentioned in the introduction could serve to illustrate the results presented here, for simplicity, only a numerical example is used to confirm the effectiveness of the observer-based compensator in (88), i.e. the backstepping controller (4) combined with the observer (71).
The unstable 4 × 4 heterodirectional hyperbolic system under consideration has the distributed state x(z, t ) ∈ R 4 with
T describing the values propagating in the negative z-direction and
T in the opposite direction. The system is given in the form (1a) with matrices 
and the dynamic BCs
appear at z = 0, which results in a coupled PDE-ODE system. As (107) is a third-order ODE w.r.t. the input x 1 (0, t), introduce the lumped state
Consequently, the dynamic BCs (107) can be written in the form (1b) and (1d), where the matrices F and B in (1d) follow from 
As the numerical example considered is unstable, a state feedback controller (4) is necessary to stabilise the system. For that, the design parameters in (D7), introduced for well-posedness of the kernel equations (8) (cf. Appendix 4), are chosen to avoid discontinuities in the kernel K(z, ζ ). By implementing the method of successive approximations in MATLAB, the kernel equations are solved numerically. As the pair (F, B) is controllable, the gain matrix K is determined such that the eigenvalues of F − BK in (17d) are −2, −3 and −4. Based on that, the solution of the p 2 = 4 Volterra integral equations from Section 4.2.2 completes the state feedback design.
The implementation of the feedback controller (4) requires an observer as only the output y(t) = x 1 (0, t) is measured. According to Theorem 5.2, the design of an observer (71) requires observability of the pair (E T 1 (0), F ). For this, the kernel equations (74) are solved numerically in MATLAB utilising a successive approximation. Thereby, the design parameters involved in the solution of the kernel equations (74) are chosen such that discontinuities in R I (z, ζ ) are circumvented. 
From this, the observability of (E T 1 (0), F ) is verified to be met. Consequently, the gain matrix L ξ in the state observer is chosen such that the eigenvalues of F − L ξ E T 1 (0) in (82d) are −5, −6 and −7. Then, the observer gain L(z) follows from (87).
The simulation results of the observer-based state feedback provided in Figures 2-5 were obtained using an initialisation of the unstable plant with x(z, 0) = [z, 0, 0, 0] T and ξ (0) = 0, while the ICs of the observer were set tox(z, 0) = 0 andξ (0) = 0. The profiles of the distributed observer errors in Figure 2 and the Euclidean norm ε ξ (t) 2 of the lumped observer error in Figure 3 confirm that the observer provides correct estimates. The lumped state error dynamics are autonomous for t o = . Following this minimal settling time, the observer errors are almost zero for t > 2.5, which is confirmed by the simulation results in Figures 2 and 3 .
The minimal settling time for the plant state of the closedloop system is t c + t o = 22 6 (cf. (20) and (85)), after which time the closed-loop dynamics is due only to the ODE (100). Figures 4 and 5 depict the distributed and the lumped state of the plant in the closed-loop system. It can be seen that the output feedback controller manages to asymptotically stabilise the unstable open-loop system, with the states almost being zero for t > 3.8. 
Concluding remarks
An interesting topic for further research is the extension of the observer design to collocated measurements. This is a challenging problem, because the ODE in the observer is then subject to a coupling with the PDE from both boundaries. Similarly, this type of coupling can also arise in the PDE-ODE system itself, if, for example, dynamic boundary conditions are present at both boundaries. Then, the resulting PDE-ODE system is driven by an ODE, which hinders the controller design.
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