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Abstract
Let K1 or K2 or K3 be the category of all nonexpanding or uniformly continuous or continuous
maps of finite powers X,X2, . . . of a metric space X. We clarify when the initial segments of these
categories are isomorphic. The core of the proofs are constructions which are “unfoldings” of suitable
recursive conditions for spaces. Ó 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction and the main results
Let us describe what we mean by the expression “recursive condition for a space” in the
simplest situation in [19]: Let P, B ⊆ P be sets, m a natural number and b :Pm→ P a
bijection of Pm onto B . The aim of the construction in [19] is to lay a metric σ on the set
P such that the space X = (P,σ ) is B-semirigid (i.e., every continuous selfmap of X is
either the identity or a constant or it maps the whole P into B) and, moreover, X satisfies
the following recursive condition:
the prepared bijection b is an isometry of (P,σ )m onto the subspace (B,σ/B).
Such a metric σ is constructed in [19] by an “unfolding”, i.e., by a transfinite
construction of a non-increasing chain of metrics on P
· · ·> σα > σα+1 > · · · ,
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where α ranges over the class Ord of ordinals, such that b is an isometry of (P,σα)m onto
(B,σα+1/B). This construction must stop, i.e., σα = σα+1 for a sufficiently large α, hence
we get a metric σ satisfying the recursive condition (the B-semirigidity of X is forced by
a suitable choice of the zeroth step, i.e., by the metric σ0).
This idea is also used and developed in [20] where, for a given natural number n > 1, a
metric space X is constructed such that every continuous map f :Xk→Xm with k 6 n is
uniformly continuous but the category of all continuous maps of the spaces
X,X2, . . . ,Xn,Xn+1
is not isomorphic to the category of all uniformly continuous maps of these spaces.
The fruitfulness of the idea of “unfolding of recursive conditions for spaces” (the
terminology is taken from computer science) was shown also, e.g., in [16, 21]. In the
present paper, we also use the idea. We use it in three distinct cases, all being parts of
the proof of our Main Theorem.
Let us describe our results first. We investigate nonexpanding maps (we recall that a
map f : (P,σ )→ (P ′, σ ′) is nonexpanding if σ ′(f (x), f (y))6 σ(x, y) for all x, y ∈ P ),
uniformly continuous maps and continuous maps simultaneously.
If X = (P,ρ) is a metric space, we investigate its (finite) nth power Xn = (P n,ρn)
metrized by the metric ρn given by the usual maximum formula, i.e.,
ρn
(
(x1, . . . , xn), (y1, . . . , yn)
)= max
i=1,...,n
ρ(xi, yi).
Given a metric space X, let us denote by K1(X) (or K2(X) or K3(X)) the category of
all nonexpanding (or uniformly continuous or continuous) maps of all finite powers
X0,X,X2, . . .
of the metric space X. (All the notions and statements below depend on the given space
X, however we omit it in our notation; we also write simply K1,K2,K3.) We recall that
X0 is a one-point space, hence it does not influence the connections between the categories
K1,K2,K3 (but it is comfortable to have X0 in them).
The initial n-segment of the category Ki , i = 1,2,3, is its full subcategory generated by
the objects
X0, . . . ,Xn.
For i, j = 1,2,3, let us define
si,j
to be the supremum of all those n for which the initial n-segments of the categories Ki and
Kj coincide (i.e., they are created by the same maps of the powers
P 0, . . . ,P n
of the underlying set P of the space X= (P,ρ)).
Then, clearly, si,j is an element of the set {0,1,2, . . . ,∞},
si,j = sj,i and si,i =∞
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for i, j = 1,2,3. Hence only the numbers
s3,1, s1,2, s2,3
are of interest.
It is easy to find spaces X for which s3,1 = s1,2 = s2,3 = 0 (e.g., the open interval (0,1)
of reals) or s3,1 = s1,2 = s2,3 =∞ (e.g., a one-point space or ε-discrete space or a rigid
space; we recall that a space X = (P,ρ) is ε-discrete if ρ(x, y)= ε for each x 6= y; and
a space X is called rigid if every continuous selfmap f :X→ X is either constant or the
identity; the first rigid T1-space X with cardX > 1 was constructed by de Groot in [6]; in
[4], a rigid nondegenerate metric continuum was constructed; by [7, 8], if X is a Hausdorff
rigid space then every continuous map f :Xn→X is either a constant or a projection; this
statement implies immediately that
s3,1 = s1,2 = s2,3 =∞
whenever this rigid space is a metric space).
Definition 1. Let (a, b, c) be a triple of elements of {0,1,2, . . . ,∞}. We say that a metric
space X realizes it if
a = s3,1, b= s1,2, c= s2,3.
If there exists a metric space X that realizes (a, b, c), we say that (a, b, c) is realizable.
Definition 2. Let (a, b, c) be a triple of elements of {0,1,2, . . . ,∞}. We say that a metric
space X strongly realizes it if X realizes it and, moreover,
the initial (si,j + 1)-segment of the category Ki is not isomorphic to the initial
(si,j + 1)-segment of the category Kj , for all (i, j)= (3,1), (1,2), (2,3) with si,j <
∞.
If there exists a metric space X that strongly realizes (a, b, c), we say that (a, b, c) is
strongly realizable.
Main Theorem. Let (a, b, c) be a triple of elements of {0,1,2, . . . ,∞}. The following
statements are equivalent:
(i) (a, b, c) is realizable;
(ii) (a, b, c) is strongly realizable;
(iii) (a, b, c) is of the form (0,0, n) or (0, n,0) or (n,n,∞) for suitable n ∈ {0,1,
2, . . . ,∞}.
The rest of the paper is devoted to the proof of the Main Theorem. The implication
(ii) ⇒ (i) is trivial, a simple proof of (i) ⇒ (iii) is presented in Section 2. However the
proof (iii) ⇒ (ii) requires three constructions for the three cases (0,0, n), (0, n,0) and
(n,n,∞). These constructions use the idea of “unfolding of suitable recursive conditions”.
In Section 3, we present the strong realizability of (n,n,∞). Though this case is the most
simple one (and the construction is a modification of [21] where more general algebraic
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results are presented), Section 3 is longest: it also presents a background for Sections 4
and 5. In Section 3, we present the “unfolding” first, i.e., the transfinite construction (in
Section 3.7), while the recursive condition is formulated in Section 3.8. In Section 4, we
have already chosen the opposite approach: in Section 4.2, we formulate the recursive
condition, in Section 4.3 we show that the space satisfying it realizes (0,0, n) and finally
in Section 4.4 we outline the “unfolding”. The strong realizability of (0, n,0) is a most
involved case. It is presented in Section 5, the corresponding recursive conditions (r) are
presented in Section 5.3.
Let us mention that the present field of problems was inspired by an extensive use of
clones in universal algebra. Algebraic theories in the sense of Lawvere [11, 12], called
abstract clones in the monograph [15], are categories, the class of objects of which is
formed by all finite powers of a “basic object”X; moreover, an enumeration of all product-
projections
pi
(k)
i :X
k→X
by the numbers i = 1, . . . , k is specified. In the categorial approach to universal algebra, a
variety of monosorted universal algebras is the category of the finite-products-preserving
functors of an abstract clone into Set (= the category of sets) and all their natural
transformations as morphisms (see [11, 12, 2] and others). Hence abstract clones and their
realizations by sets and maps (i.e., the faithful finite-product-preserving functors into Set)
are of interest and many papers are devoted to the investigation of their properties. Every
category K with finite products is a source of many clones: each its object X determines
a clone, namely the full subcategory generated in K by all finite powers of X. An if K
is a concrete category with finite concrete products, this clone is determined together
with its realization by sets and maps. The clones in the category Top (of all continuous
maps of all topological spaces) are of particular interest because of their connection with
topological algebra. The monograph [17] is devoted to them. Problem 1 of this monograph
asks whether there exist spacesX and Y such that their monoids of all continuous selfmaps
are isomorphic but their clones are not elementarily equivalent (i.e., there is a formula in
the first order language of clone theory satisfied only in one of them).
If the monoids of all continuous selfmaps of spaces X and Y are isomorphic, then the
spaces are often homeomorphic (and then their clones are isomorphic hence elementarily
equivalent). This is, e.g., if both X and Y are Hausdorff zero-dimensional spaces or
Tychonoff spaces containing an arc, see the survey paper [13] and the references there.
However, the Problem 1 of [17] was solved affirmatively in [19], just by an “unfolding
of recursive conditions” (but this terminology is not used in [19]). As already mentioned,
other variants are presented, e.g., in [16, 20, 21].
We deal only with metric spaces and we explain all the special notions and facts in the
text (e.g., the extension formula of [3]), so that any standard textbook from topology (e.g.,
[5, 9, 10]) suffices for the reading of the present paper. For the basic notions of category
theory used here, see, e.g., [1]. However some results of [19, 21] are also used.
Problem. We investigate here only the finite powers of spaces. The situation with infinite
powers is unclear.
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2. Realizable triples
2.1. Two preliminary observations
Before the proof of (i)⇒ (iii) of the Main Theorem, let us present two easy observations.
Observation. Let X be a metric space, k a natural number. If every continuous map
f :Xk → X is uniformly continuous (or nonexpanding), then every continuous map
Xk→ Xm, m arbitrary natural number, is also uniformly continuous (or nonexpanding).
If every uniformly continuous map f :Xk → X is nonexpanding then every uniformly
continuous map Xk → Xm is nonexpanding. Hence in our discussion in Section 2.2, it
suffices to investigate only maps Xk→X.
Observation. Let every continuous mapX→X be nonexpanding. Then, for every natural
number k, every continuous map f :Xk → X is uniformly continuous. In fact, for every
a = (a1, . . . , ak) ∈Xk and i = 1, . . . , k, the map
X
ea,i−→Xk f−→X
is nonexpanding where ea,i sends each x ∈X to (a1, . . . , ai−1, x, ai+1, . . . , ak), i.e.,
ρ
(
f (ei,a(x)), f (ei,a(y))
)
6 ρ(x, y),
where ρ denotes the metric of X. Hence, for every a = (a1, . . . , ak) and b = (b1, . . . , bk)
in Xk ,
ρ
(
f (a), f (b)
)
6 ρ
(
f (a), f (b1, a2, . . . , ak)
)
+ ρ(f (b1, a2, . . . , ak), f (b1, b2, a3, . . . , ak))+ · · ·
+ ρ(f (b1, . . . , bk−1, ak), f (b))
6 ρ(a1, b1)+ ρ(a2, b2)+ · · · + ρ(ak, bk)
6 k · ρk(a, b)
so that f is a Lipschitz map hence uniformly continuous.
2.2. The proof of (i)⇒ (iii) in the Main Theorem
Let X be a metric space, let s3,1, s1,2, s2,3 be as in Section 1.
I. Let us suppose that s3,1 > 0, hence every continuous map X→X is nonexpanding;
then every continuous map Xk→X is uniformly continuous so that s2,3 =∞.
(a) Let s3,1 = n <∞. Then there exists a continuous map f :Xn+1→ X which is not
nonexpanding. Since f has to be uniformly continuous, necessarily s1,2 < n + 1, i.e.,
s1,2 6 s3,1. However since every continuous map Xk → X is nonexpanding whenever
k 6 s3,1, every uniformly continuous map Xk→X must be nonexpanding as well. Thus,
s1,2 = s3,1. We conclude that (s3,1, s1,2, s2,3) has the form (n,n,∞).
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(b) Let s3,1 = ∞. Then every continuous map Xk → X is nonexpanding hence
every uniformly continuous map Xk → X is nonexpanding. Hence (s3,1, s1,2, s2,3) =
(∞,∞,∞).
II. Let s3,1 = 0. This implies that there exists a continuous map X → X which is
not nonexpanding. If each such map is uniformly continuous then s1,2 = 0 so that
(s3,1, s1,2, s2,3) has the form (0,0, n) (including n = 0). If at least one such map is not
uniformly continuous, we obtain s2,3 = 0 hence (s3,1, s1,2, s2,3) has the form (0, n,0).
3. Strong realization of (n,n,∞)
3.1. Strong realization of (0,0,∞)
The triple (0,0,∞) can be strongly realized, e.g., by a three-point space X =
({x, y, z}, ρ) with ρ(x, y) = 18 , ρ(y, z) = 14 , ρ(z, x) = 38 . Since X is compact, every
continuous map Xk → Xm is uniformly continuous so that s2,3 = ∞. However the
monoid CM of all continuous selfmaps of X is not isomorphic to the monoid NEM of
all nonexpanding selfmaps of X. In fact, the identity is the unique group element (i.e.,
having an inverse) of NEM while CM has six such elements. Hence s3,1 = s1,2 = 0 and X
strongly realizes (0,0,∞).
3.2. The contents of Section 3
The rest of Section 3 is devoted to the proof of the strong realizability of (n,n,∞) with
0 < n <∞ (because a strong realization of (∞,∞,∞) is trivial). A space X = (P,σ )
strongly realizing (n,n,∞) is implicitly constructed in [21], so we quote from [21] for
some particular results. However we present the explicit construction of X here because
we shall need some parts of it also in Sections 4 and 5. This concerns particularly the tree
technique developed here in Sections 3.9 and 3.10 which is not formulated in [21]. Also
modifications of Sections 3.11–3.13 and 3.15–3.17 will be used in Sections 4 and 5. The
statements (α), (β), (γ ) in Section 3.16 are in fact formulated for later use in Section 5.
3.3. Extension of pseudometrics [3]
Let B be a closed subset of a pseudometric space (P,ρ), let u be a pseudometric on B
such that
u(a, b)6 ρ(a, b) for all a, b ∈ B.
We define a pseudometric τ = ρ ∗ u on P by the formula
τ (x, y)=min
{
ρ(x, y), inf
a,b∈B
(
ρ(x, a)+ u(a, b)+ ρ(b, y))}.
One can see easily that
(α) τ 6 ρ and τ (a, b)= u(a, b) for all a, b ∈ B;
(β) τ (x, y)>min{ρ(x, y), ρ(x,B)+ ρ(y,B)};
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(γ ) τ and ρ determine the same topology on P\B; moreover, for every x ∈ P\B there
exists ε > 0 such that τ (x, y)= ρ(x, y) whenever ρ(x, y) < ε;
(δ) B is a closed subset of (P, τ ).
If u1 6 u2 6 ρ on B , then, clearly, ρ ∗ u1 6 ρ ∗ u2.
3.4. Small subsets
Let B be a subset of P , let P\B 6= ∅ and m> 1. The following subsets of Pm will play
an important role in our constructions (also in constructions in Sections 4 and 5):
Pm[i,B] = {(x1, . . . , xm) ∈ Pm | xi ∈B} for i = 1, . . . ,m;
Pm[i, c] = {(x1, . . . , xm) ∈ Pm | xi = c} for c ∈ P, i = 1, . . . ,m;
Pm[i, j ] = {(x1, . . . , xm) ∈ Pm | xi = xj} for i, j = 1, . . . ,m, i 6= j.
We call all these sets and all their subsets B-small subsets of Pm . Clearly, if m= 1 then
Pm[i,B] = B, Pm[i, c] = {c} and there are no sets Pm[i, j ].
Proposition [21]. Let (P,ρ) be a connected pseudometric space of a positive diameter
6 1, let B be its closed subset and P\B 6= ∅. Let m> 1. Then there exists a pseudometric
ρ¯ on the set Pm uniformly equivalent to ρm such that the restriction of ρ¯ to any B-small
subset of Pm is equal to the restriction of ρm to this subset but
ρm 6 ρ¯ 6 1 and ρm 6= ρ¯.
For the proof of this proposition see Sections 5.4–5.7 in [21].
However, we shall need, for m> 1, not only an existence of such a pseudometric ρ¯ but
also the fact that ρ¯ is always determined by the same way for all pseudometrics ρ. Hence,
let us recall from [21] that ρ¯ is defined as
ρ¯ =min{1, τ ∗ u},
where u is the restriction of ρm to⋃{
Pm[i,B] | i = 1, . . . ,m} ∪⋃{Pm[i, j ] | i, j = 1, . . . ,m, i 6= j}
and τ is an auxiliary pseudometric defined by the usual formula
τ (x, y)= inf
s−1∑
i=1
f
(
z(i), z(i+1)
)
,
where the infimum is over all sequences z(1) = x, . . . , z(s) = y , s = 2,3, . . . , of elements
of Pm and
f (a, b)= max
i=1,...,mρ(ai, bi)+ mini=1,...,m(ai, bi).
It is easy to see that ρm 6 ρ¯ 6 1 and that ρ¯ coincides with ρm on all B-small subsets. The
unique nontrivial computation is that ρ¯ 6= ρm, see Section 5 in [21].
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3.5. Semirigidity
Let B be a closed subset of a topological space X. We recall (see [19]) that X is called
B-semirigid if every continuous selfmap f :X→ X is either constant or the identity or
f (X) ⊆ B . Clearly, every B-semirigid space X with X\B 6= ∅ must be connected. We
shall use the following proposition.
Proposition [19]. Let X be a B-semirigid space such that card(X\B) > 3. Then for any
natural number m every continuous map f :Xm→X is either constant or a projection or
f (Xm)⊆ B .
Proof. See [19]. 2
As in [21], we use here the following main result of [19]: Let P,B ⊆ P be sets such that
cardB = card(P\B)> 2ℵ0 . Then there exists a metric ρ on P such that
(a) diam(P,ρ)= 1, ρ(x, y)= 1 for all x, y ∈B, x 6= y;
(b) if t ′ is a Hausdorff topology on P such that t 6 t ′ and if t ′/P\B = t/P\B where t
is the topology determined by the metric ρ, then (P, t ′) is B-semirigid.
Such a space (P, t) is called extremally B-semirigid in [19]. Let us call such a metric ρ
an extremally B-semirigid metric on P .
3.6. Standing hypothesis
Let P,B ⊆ P be sets,
cardB = card(P\B)= 2ℵ0,
let B be expressed as
B =
∞⋃
k=1
Bk,
where cardBk = 2ℵ0 for all k = 1,2, . . . , Bk ∩ Bj = ∅ for k 6= j . Denote G0 = P\B and
Gk =G0 ∪⋃kj=1Bj . We put
m= n+ 1.
Since we construct a space strongly realizing (n,n,∞) with n > 0, we have m > 2. We
find a one-to-one map
b :Pm→ P
such that it sends Gm0 onto B1 and G
m
k \Gmk−1 onto Bk+1. Finally, we lay an extremally
B-semirigid metric ρ on P .
3.7. Construction
We construct two nonincreasing chains of pseudometrics uα and τα , α ranges over the
class Ord of all ordinals, uα on B and σα on P , as follows:
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α = 0: u0 = ρ/B, σ0 = ρ,
α limit ordinal: uα = inf
β<α
uβ, σα = ρ ∗ uα,
α = β + 1: uα is the pseudometric for which the bijection
b : (Pm,σβ)→ (B,uα) is an isometry
(where the bar ¯ as in Section 3.3) and σα = ρ ∗ uα.
It is easy to prove (by transfinite induction) that we really get nonincreasing chains of
pseudometrics.
Proposition. All the pseudometrics uα,ρα are metrics.
Proof. An analogous construction is made in [19] with the only change that b is a bijection
of (Pm,σmβ ) onto (B,uα). Since σβ > σmβ , our pseudometrics are not smaller than the
corresponding pseudometrics in [19]. And the pseudometrics in [19] were already proved
to be metrics (see Proposition III.7 in [19]).
3.8. Consequences of the construction
Since there is only a set of metrics on B and on P , our construction must stop for
sufficiently large α, i.e., σα = σα+1 and uα = uα+1. We denote this metric σα by σ and we
shall prove that the space
X= (P,σ )
strongly realizes (n,n,∞). For this, we shall use that X is B-semirigid (because ρ is
extremally B-semirigid) and satisfies the following recursive condition:
b is an isometry of (Pm, σ¯ ) onto (B,σ/B).
3.9. Trees
Let k be a natural number, we are going to describe all the continuous maps
Xk→X.
We show that they are in one-to-one correspondence with suitably labeled finite m-ary
trees. Since we use trees also in Sections 4 and 5, let us recall briefly the needed notions.
In our notation, a finite tree is a triple T = (V , r,p) where V is a finite nonempty set (of
vertices of T ), r is an element of V (the root of T ) and p is a map
p :V \{r}→ V
without cycles, i.e., never ps(t) = t for s > 1. The vertices t with p−1(t) 6= ∅ are called
the nodes of T and if p−1(t) = ∅, t is called a leaf. T can consist of the root only, we
denote it by T0, i.e., T0 = ({r}, r,∅). If t is a node of T , elements of p−1(t) are called its
followers and they are always supposed to be enumerated by 1, . . . , s (whenever p−1(t)
has s elements). If pz(t) = v, we say that t is below v (hence our trees are growing from
the root on the top to the leaves on the bottom), and that the distance d of t and v, d(t, v),
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is z. A subtree determined by a vertex t consist of t as a root, all the vertices below t and
the map p restricted to this set (and enumeration of the set of all followers of any vertex
coinciding with the enumeration in the whole tree T ). If T is not T0, we shall write it also
in the form T = r(T1, . . . , Ts) where Ti is the subtree determined by the ith follower ri
of the root r . The depth d(T ) of a tree T is defined inductively as follows: d(T0) = 0; if
T = r(T1, . . . , Ts), then d(T )= 1+maxi=1,...,s d(Ti).
3.10. Labeled trees
Let k be a natural number. Let P,B , b :Pm→ P ,G0 be as in Section 3.6. We investigate
k-labeled m-ary trees. These are pairs (T , `) where T = (V , r,p) is a finite tree such that
for every node t , the set p−1(t) of its followers has precisely m elements (say t1, . . . , tm)
and the labeling ` is a map as follows:
`(t)= b for each node t of T
and if t is a leaf, `(t) is either an ith projection pi(k)i :Pk→ P , where i ∈ {1, . . . , k} (we
recall that pi(k)i (x1, . . . , xk)= xi ) or a constant map cx :Pk→ P with the value x in G0.
3.11. The algorithm A
There is a natural algorithm A which maps the set of all k-labeled m-ary trees into the
set of all maps Pk→ P . It is defined by induction as follows:
A(T0, `)= `(r) (hence `(r) is either some pi(k)i or some cx with x in G0)
if T = r(T1, . . . , Tm), then
A(T , `)= b ◦ (f1×˙ · · · ×˙fm),
where ◦ denotes the composition of maps, fi = A(Ti, `/Ti), and ×˙ denotes the fibre
products of maps (i.e., if gi :A→ C are maps, i = 1, . . . , s, then g1×˙ · · · ×˙gs is the map
sending any a ∈A to (g1(a), . . . , gs(a)) ∈Cs).
Observation. Notice that the identity map (with σ¯ as in Section 3.3)
id : (Pm,σm)→ (Pm, σ¯ ),
though not nonexpanding, is uniformly continuous. Hence b :Pm→ P investigated as a
map
(Pm,σm)
id→ (Pm, σ¯ ) b→ (P,σ )
is uniformly continuous. Since each projection pi(k)i :Pk→ P and any constant cx :Pk→
P are uniformly continuous, we get that for any k-labeled m-ary tree (T , `)
A(T , `) : (P k, σ k)→ (P,σ )
is uniformly continuous.
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3.12. Trees and continuous maps
We sketch briefly that the B-semirigidity ofX = (P,σ ) implies the following statement:
every continuous map
f :Xk→X
is of the form f = A(T , `) for a suitable k-labeled m-ary tree (T , `). If f is a projection
or a constant with a value in G0, then f = A(T0, `) for `(r) being just f . If f is neither
a projection nor a constant with a value in G0, then f (P k)⊆ B , by Section 3.4. Then we
investigate the m-tuple of maps fi, i = 1, . . . ,m, where
fi = pi(m)i ◦ b−1 ◦ f :Pk→ P
and apply the same reasoning to each of them. This recursive construction has to stop
after a finite number of steps. The analogous statement is proved with all details in [19].
We mention only that the proof goes by the induction on the smallest s such that f (P k)
intersects Bs . This is possible because the map
b :Pm→ P
is defined such that the image of each fi already intersects Bs−1 for s > 1 and G0 for
s = 1, see Section 3.6 (this moment is just the reason why b is defined as described in
Section 3.6).
Conclusion. Since any continuous map
f :Xk→X
is of the form A(T , `) and any such map is uniformly continuous by Section 3.9 we
conclude that
s2,3 =∞
for our space X.
3.13. Nonexpanding maps and the labeled trees Lk,ϕ
We recall (see Section 3.3) that the identity map (Pm,σm) → (Pm, σ¯ ) is not
nonexpanding. Hence b, being the isometry of (Pm, σ¯ ) onto (B,σ/B) (see Section 3.7), is
not nonexpanding as a map
Xm = (Pm,σm)→ (P,σ )=X.
This map is just A(T , `) for the tree T = r(T1, . . . , Tm) with Ti = ({ri}, ri,∅) and the label
` sending the root r to b and ri to pi(m)i (because pi(m)1 ×˙ · · · ×˙pi(m)m is just the identity on
Pm). Analogously,
b ◦ (pi(k)ϕ(1)×˙ · · · ×˙pi(k)ϕ(m)) :Xk→X
is not nonexpanding whenever ϕ :M → K is one-to-one, where M = {1, . . . ,m} and
K = {1, . . . , k}, because the image of pi(k)ϕ(1)×˙ · · · ×˙pi(k)ϕ(m) is the whole Pm.
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For every one-to-one map ϕ :M→K , let us denote by
Lk,ϕ
the k-labeled m-ary tree (T , `) with T = r(T1, . . . , Tm) where Ti has precisely one vertex,
say ri , and ` labels it by pi(k)ϕ(i) (and `(r) = b). Then, clearly, the map A(Lk,ϕ) is the not
nonexpanding map b ◦ (pi(k)ϕ(1)×˙ · · · ×˙pi(k)ϕ(m)).
Proposition. Let (T , `) be a k-labeled m-ary tree. Then A(T , `) :Xk→X is nonexpand-
ing if and only if (T , `) does not contain a subtree Lk,ϕ for any one-to-one ϕ :M→K .
Proof. By induction in the depth d(T ) of T .
d(T )= 0: T does not contain any Lk,ϕ and A(T , `) is either a constant or a projection
hence nonexpanding.
d(T ) > 0: Then T = r(T1, . . . , Tm) and f = A(T , `) is of the form b ◦ (g1×˙ · · · ×˙gm)
with gi =A(Ti, `i), `i the restriction of `.
(1) if d(T )= 1, then d(Ti)= 0 for all i = 1, . . . ,m so that each gi is either a projection
pi
(k)
ϕ(i) or a constant. If either gi = gj for some i 6= j or some gi is constant then
(T , `) contains no subtree of the form Lk,ϕ with one-to-one ϕ :M→ K and f is
nonexpanding because the map g = g1×˙ · · · ×˙gm is nonexpanding, its image is a
B-small subset of Pm and b :Xm→X is isometric on each B-small subset of Pm;
or else, (T , `)= Tk,ϕ , and f is not nonexpanding.
(2) Let d(T ) > 1. Then d(Tj ) > 1 for at least one j ∈ M . If T does not contain
any Tk,ϕ , then no (Ti, `i), i = 1, . . . ,m, contains any Tk,ϕ . Hence, by the
induction hypothesis, all the maps gi are nonexpanding so that g = g1×˙ · · · ×˙gm
is nonexpanding. Since d(Tj )> 1, gj is of the form b ◦ (. . .) so that the image of
g is a subset of the B-small subset Pm[j,B] and b is isometric on this set so that
f = b ◦ g is nonexpanding.
If T contains a subtree Tk,ϕ , then Tk,ϕ is contained in some (Tj , `j ) hence gj is not
nonexpanding. Then g = g1×˙ · · · ×˙gm is not nonexpanding. Then f = b ◦ g is also
not nonexpanding because σ(b(x), b(y))= σ¯ (x, y)> σm(x, y) for all x, y ∈ Pm.
3.14. Realization of (n,n,∞)
Proposition. For every k <m, every continuous map
f :Xk→X
is nonexpanding.
Proof. We have f = A(T , `) for a suitable k-labeled m-ary tree (T , `), by Section 3.11.
Since k < m, (T , `) cannot contain any Lk,ϕ with ϕ :M → K one-to-one, M =
{1, . . . ,m}, K = {1, . . . , k}.
Conclusion. X = (P,σ ) realizes (n,n,∞).
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3.15. Rigid points
We showed that the constructed space X = (P,σ ) realizes (n,n,∞). We are going to
prove that X strongly realizes it. First, let us present some auxiliary statements about a
concrete category (K,U) (i.e., U : K→ Set is a faithful functor) with all constants (i.e.,
for every objects Z,Y of K, every constant map U(Z)→ U(Y ) carries a morphism). For
arbitrary map h :A→ B we denote by Imh the image h(A) of h.
Let (K,U) be a concrete category with all constants, Z its object and x ∈U(Z). We say
that x is a rigid point of Z (see [21]) if for every f ∈ K(Z,Z) with x ∈ Im U(f ) either
f is the identity or U(f ) is constant. The following statements are proved in [21] (see
Sections 3.2 and 3.3 of [21]):
Let (K,U) be a concrete category with all constants.
(a) If an object Y is isomorphic to Z1 ×Z2, if U preserves the product Z1 ×Z2 and if
cardU(Zi) > 1 for i = 1,2, then Y has no rigid point.
(b) Let K have and U preserve an sth power Zs of Z, s > 1. If Z has at least 3 distinct
rigid points, then for every morphism f :Zs→Z which is not a product projection
either U(f ) is constant or Im U(f ) contains no rigid point of Z.
We mention that the proof of (a) is quite easy. The proof of (b) is analogous to the proof of
the proposition in [19] quoted here in Section 3.4.
Corollary. If (K,U) and its object Z satisfy the above assumptions, then the set K(Zs,Z)
contains precisely s distinct morphisms f for whichU(f ) is surjective, namely the product
projections. Hence s can be recognized by the number of such morphisms.
3.16. Isomorphisms of concrete categories with all constants
If (K,U) and (K′,U ′) are concrete categories with all constants and Φ is an
isomorphism of K onto K′, then, for every object Z of K, there exists a bijection
λZ :U(Z)→U ′
(
Φ(Z)
)
such that for every K-morphism f :Z→ Y ,
U ′
(
Φ(f )
)= λY ◦U(f ) ◦ λ−1Z . (∗)
This follows from the fact that Φ has to send any endomorphism Z → Z carried by
a constant map to an endomorphism Φ(Z)→ Φ(Z) carried by a constant map again
(because such endomorphisms are precisely all the left zero’s of the corresponding
endomorphisms monoids K(Z,Z) and K′(Φ(Z),Φ(Z))). Identifying points of U(Z) or
U ′(Φ(Z)) with these endomorphisms, one gets the bijection λZ of U(Z) onto U ′(Φ(Z)).
The preservation of the composition by Φ then already gives the above formula (∗) (this
well-known argument is used, in its semigroup formulation, already in [13] for instance;
see also [14]).
The formula (∗) implies easily the three statements below:
(α) U(f ) :U(Z)→ U(Y ) is one-to-one (or nonconstant or surjective) if and only if
U ′(Φ(f )) is one-to-one (or nonconstant or surjective);
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(β) if f,g ∈ K(Z,Y ), then ImU(F) ∩ ImU(g) 6= ∅ (or ImU(f ) ⊆ ImU(g)) if and
only if ImU ′(Φ(f ))∩ ImU ′(Φ(g))= ∅ (or ImU ′(Φ(f ))⊆ ImU ′(Φ(g)));
(γ ) x is a rigid point of Z in (K,U) if and only if λZ(x) is a rigid point of Φ(Z) in
(K′,U ′).
Corollary. If objK = {Z0, . . . ,Zs}, objK′ = {(Z′)0, . . . , (Z′)s} and both Z and Z′ have
infinitely many rigid points, then necessarily
Φ(Zi)= (Z′)i for all i = 0,1, . . . , s.
This follows from (α), (γ ) and the corollary in Section 3.15.
3.17. Strong realization of (n,n,∞)
Let X = (P,σ ) be the space constructed in Sections 3.7–3.8, let m = n + 1. We have
to prove that the initial m-segment of the category K1 is not isomorphic to the initial m-
segment of K2 (where K1,K2 are as in Section 1). Let us denote by K the initialm-segment
of K1 and by K′ the initial m-segment of K2, both K and K′ endowed by their natural
forgetful functors, so that they are both concrete categories with all constants. Since X
is B-semirigid (see Section 3.8), G0 is precisely the set of all rigid points of X both
in K and in K′. Let us suppose that there exists an isomorphism Φ of K onto K′. Then
necessarily Φ(X)=X because X has rigid points and no Xi with i = 2, . . . ,m has them,
by Section 3.14(a) (both in K and K′). Since cardG0 = 2ℵ0 > 3, Sections 3.14(b) and
3.15(a) can be applied so that necessarily
Φ(Xi)=Xi for i = 2, . . . ,m
(and Φ(X0)=X0 of course). Moreover, the bijection
λX :P → P
has to sent G0 onto itself hence also B onto itself. Since
b :Xm→X
is uniformly continuous, it is a morphism of K′ hence there exist a morphism b˜ :Xm→X
in K such that
Φ(b˜)= b.
The map b maps Pm onto the set B of all non-rigid points of X. Then formula (∗) implies
that b˜ also maps Pm onto B . However the description of morphisms Xm→ X in K by
means of the m-labeled m-trees not containing any Tm,ϕ with ϕ :M→M one-to-one (see
Section 3.13) avoids the existence of such a morphism b˜ in K. Hence K and K′ are not
isomorphic.
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3.18. Remark
Reasoning similarly as in [21], one would show that K cannot be fully embedded into K2
and K′ cannot be fully embedded into K1 or that K and K′ are not elementarily equivalent.
We do not investigate here these more subtle statements.
4. Strong realization of (0,0, n)
4.1. Strong realization of (0,0,0)
For a strong realization of (0,0,0), the following result of [18] can be used:
For every three monoids M1 ⊆M2 ⊆M3 there exists a metric space X such that all
its nonconstant selfmaps X→X which are
nonexpanding form a monoid isomorphic to M1,
uniform continuous form a monoid isomorphic to M2,
continuous form a monoid isomorphic to M3.
If we choose the monoidsM1,M2,M3 such that any two of them are nonisomorphic, then
the corresponding spaceX strongly realizes (0,0,0) because then Z∪M1,Z∪M2,Z∪M3
are also pairwise nonisomorphic, where Z is the set of all constant selfmaps (hence
precisely the left zero’s in the corresponding monoids).
4.2. Recursive conditions for realization of (0,0, n)
Since (0,0,∞) was already strongly realized in Section 3.1, it remains to realize
strongly the triples (0,0, n) with 1 6 n <∞. The construction of a space X = (P,σ )
strongly realizing it is a modification of the construction of [20] (but we have also to control
the nonexpanding maps, see 4.3, which were not investigated in [20]).
Let m= n+ 1 (hence 26m<∞) and let P,B,G0,Bk and
b :Pm→ P
are precisely as in Section 3.6. The aim of our construction is to find a metric σ on P such
that X = (P,σ ) has the diameter equal to 1, it is B-semirigid and it satisfies the following
recursive condition (α):
(α) b is an isometry of (Pm, σ˜ ) onto (B,σ/B) where σ˜ is a metric on Pm such that
σ˜ > σ and
(α1) diam(Pm, σ˜ ) = 1 and σ˜ (x, y) > σm(x, y) for all x, y ∈ Pm with 0 <
σm(x, y) < 1.
(α2) The identity map (Pm,σm) → (Pm, σ˜ ) is continuous but not uniformly
continuous and its restriction to any B-small subset (see Section 3.4 for the
definition) is uniformly continuous.
Since σ˜ behaves with respect to continuous and uniformly continuous maps as the metric
σ¯ in Section 3.8 with respect to uniformly continuous and nonexpanding maps, large parts
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of the consequences of (α) are proved as in Section 3. Particularly, we use the term k-
labeled m-ary tree precisely as in Sections 3.9–3.10, the algorithm A as in Section 3.11
and, since X is B-semirigid, we get the fact that every continuous map
f :Xk→X
is of the form f = A(T , `) for a suitable k-labeled m-ary tree (T , `), precisely as in
Section 3.12. Reasoning similarly as in Section 3.13 (replacing “nonexpanding map” by
“uniformly continuous map” and “uniformly continuous map” by “continuous map” in
Section 3.13) we get that a continuous map f =A(T , `) :Xk→X is uniformly continuous
if and only if (T , `) does not contain a subtree Tk,ϕ with a one-to-one ϕ :M → K . This
implies (as in Section 3.14) that s2,3 = n for our space X. To show that the m-segment of
K2 is not isomorphic to the m-segment of K3 (where m= n+ 1 and K2,K3 are as in the
Section 1), it suffices to use Sections 3.15–3.17.
4.3. Monoids of selfmaps
To prove that the monoid NEM of all nonexpanding selfmaps of X is not isomorphic to
the monoid CM of all continuous selfmaps of X (which coincides with the monoid of all
uniformly continuous selfmaps because n > 1), i.e., that the initial 1-segments of K1 and
K3 are not isomorphic, it suffices to use (α1) for σ˜ . In fact, all the continuous selfmaps
f :X→ X are of the form f = A(T , `), where (T , `) is a 1-labeled m-ary tree; since b
is an isometry of (Pm, σ˜ ) into (P,σ ), (α1) implies that f is not nonexpanding whenever
(T , `) contains a node labeled by b such that at least one leaf under it is labeled by a
projection (which is just the identity in case k = 1). Hence NEM consists of the identity
and the constant maps while CM contains infinitely many nonconstant maps.
Conclusion. We conclude that if a B-semirigid metric space X = (P,σ ) satisfies (α)
(with (α1) and (α2)) in Section 4.2, then it strongly realizes (0,0, n).
4.4. Construction (the “unfolding” of (α))
It remains to find a B-semirigid space with (α). This is made by a transfinite induction
again, but the zeroth step (which used extremally semirigid metric in 3.7) is a little stronger.
In [20], it was noticed that the extremally semirigid metric constructed in [19] is super-
extremally-semirigid. Let us recall the definition: Let B ′ be a subset of P ′. We say that
a metric ρ on P ′ is super-extremally B ′-semirigid if diam(P ′, ρ) = 1, ρ(x, y) = 1 for
x, y ∈B ′, x 6= y and
for any set P such that P ′\B ′ ⊆ P ⊆ P ′ and for any Hausdorff topology t on P such
that t ′/P 6 t and t/(P ′\B ′)= t ′/(P ′\B ′) (where t ′ is the topology determined by ρ
on P ′), the space (P, t) is (B ′ ∩ P)-semirigid.
And the main result of [19] (noticed in [20]) says that
if cardB ′ = card(P ′\B ′)> 2ℵ0 , then a super-extremally B ′-semirigid metric ρ on P ′
does exist.
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Then the construction of Section 3.7 is modified as follows: P,B , b :Pm→ P , G0,
Gk , Bk are as in Section 3.6. However we choose a set A= {a1, . . . , am} with m distinct
elements and A ∩ P = ∅ and put P ′ = P ∪ A. Then we lay a super-extremally (A ∪ B)-
semirigid metric ρ on P ′. We denote by a the point (a1, . . . , am) in (P ′)m and introduce
an auxiliary function v on Pm:
v(x)= 1
ρm(x, a)
.
Since (P ′, ρ) is connected, this function can be used “to destroy the uniform continuity”.
In the transfinite construction, the two nonincreasing chains of pseudometrics
uα on B, σα on P
′, α ∈Ord
are constructed as follows:
α = 0: u0 = ρ/B, σ0 = ρ
α limit ordinal: uα = inf
β<α
uβ, σα = ρ ∗ uα (now, ∗ extents uα on the whole P ′)
α = β + 1: uα is the pseudometric for which the bijection
b : (Pm, σ˜β)→ (B,uα) is an isometry where
σ˜β(x, y)=min{1,2 · σmβ (x, y)+ |v(x)− v(y)|}
and σα = ρ ∗ uα.
As in Section 3, one can see that these chains of pseudometrics are really nonincreasing,
all uα and σα are metrics and that the construction must stop for sufficiently large α, i.e.,
σα = σα+1, uα = uα+1. We put
σ = σα/P, X = (P,σ ), σ˜ = σ˜α/Pm.
Since the point a = (a1, . . . , am) has a positive ρm-distance from all the B-small subsets
of Pm, the restriction of the identity map (Pm,σm)→ (Pm, σ˜ ) to any B-small subset of
Pm is uniformly continuous. The other statements in Section 4.2 follow immediately from
the construction.
5. Strong realization of (0, n,0)
5.1. Standing Hypothesis for Section 5
It remains to realize strongly any triple (0, n,0)with n> 1. First, we do it for n <∞, the
strong realization of (0,∞,0) is easier and it is outlined in Section 5.8. The construction
of a space X = (P,σ ) strongly realizing (0, n,0) is in fact a mixture of the constructions
described in Sections 3 and 4.
The space X is constructed as follows:
We put m = n + 1 > 2. A set P and its subset B ⊆ P are as in Section 3.6, i.e.,
cardB = card(P\B)= 2ℵ0 ; then we decompose
B = B1 ∪B2
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with cardB1 = cardB2 = 2ℵ0 and decompose each Bi , i = 1,2, as
Bi =
∞⋃
k=1
Bi,k,
where cardBi,k = 2ℵ0 for each k; we denote
G0 = P\B,
Gk = G0 ∪
k⋃
j=1
B1,j ∪
k⋃
j=1
B2,j .
Finally, we find two one-to-one maps
b1 :P
m→ P, b2 :P → P
such that b1 sends Gm0 onto B1,1 and G
m
k \Gmk−1 onto B1,k+1, hence it maps the whole P
onto B1; and b2 sends G0 onto B2,1 and Gk\Gk−1 onto B2,k+1, hence it maps the whole
P onto B2.
Then we add a point a to P (with the same role as A in Section 4.4, i.e., to destroy
the uniform continuity in the next constructions) and we lay a super-extremally B ∪ {a}-
semirigid metric ρ on the set P ∪ {a}.
5.2. Construction
We define by transfinite induction four chains of pseudometrics, namely
u(1)α and u(2)α on B and
σ (1)α and σ (2)α on P, α ∈Ord.
As an auxiliary metric w on P we use the following one:
w(x,y)=
∣∣∣∣ 1ρ(x, a) − 1ρ(y, a)
∣∣∣∣ for x, y ∈ P ;
we also recall that for arbitrary pseudometric ξ on P with diam(P, ξ) = 1 and (P, ξ)
connected, ξ¯ denotes the pseudometric on Pm as in Section 3.4, i.e., the identity map
investigated as
(Pm, ξ¯)→ (Pm, ξm)
is uniformly continuous but not nonexpanding though ξ¯ coincides with ξm on all B-small
subsets of Pm (see Section 3.4).
The transfinite process is as follows:
u
(1)
0 = u(2)0 = ρ/B, σ (1)0 = σ (2)0 = ρ/P ;
α limit ordinal:
u(i)α = inf
β<α
u
(i)
β and σ
(i)
α = (ρ ∗ u(i)α )/P for i = 1,2;
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α = β + 1:
u(1)α (x, y)= u(2)α (x, y)= 1 whenever x ∈ Bi,u ∈ Bj , i 6= j ;
u(1)α /B1 is the pseudometric for which b1 is an isometry of
(Pm,σ
(1)
β ) onto (B1, u
(1)
α /B1);
u(1)α /B2 is the pseudometric for which b2 is an isometry of
(P,σ
(2)
β ) onto (B2, u
(1)
α /B2);
u(2)α /B1 is the pseudometric for which b1 is an isometry of
(Pm,σ
(2)
β ) onto (B1, u
(2)
α /B1);
u(2)α /B2 is the pseudometric for which b2 is an isometry of
(P,min{1, σ (2)β +w}) onto (B2, u(2)α /B2);
σ (1)α = (ρ ∗ u(1)α )/P and σ (2)α = (ρ ∗ u(2)α )/P.
One can prove easily (by transfinite induction again) that
u
(i)
0 > u
(i)
1 > · · · and σ (i)0 > σ (i)1 > · · ·
for i = 1,2 and that
u(1)α 6 u(2)α and σ (1)α 6 σ (2)α .
5.3. Recursive conditions (r)
All the constructed pseudometrics u(1)α , u(2)α , σ (1)α , σ (2)α are metrics. This statement need
not be proved because they are not smaller than uα and ρα in Section 3.7 and these are
metrics.
Since there are only sets of metrics on P and on B , the above nonincreasing chains have
to stop for sufficiently large α (i.e., u(i)α = u(i)α+1 and ρ(i)α = ρ(i)α+1 for i = 1,2). We denote
σ
(i)
α by σ (i) and σ (i)α by σ (i), i = 1,2. Hence we have metric spaces (P,σ (1)) and (P,σ (2))
such that the following recursive conditions (r) are satisfied:
(r)

σ (1)(B1,B2)= σ (2)(B1,B2)= 1
b1 is an isometry as a map
(Pm, σ¯ (i))→ (B1, σ (i)/B1) for both i = 1,2
b2 is an isometry as a map
(P,σ (2))→ (B2, σ (1)/B2)
and also as a map
(P,min{1, σ (2) +w})→ (B2, σ (2)/B)
and, moreover, both the spaces (P,σ (1)) and (P,σ (2)) are B-semirigid. The last fact
follows from the fact that (P ∪ {a}, ρ) was super-extremally (B ∪ {a})-semirigid.
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5.4. Labeled (m,1)-trees
We put σ = σ (1) and we are going to show that the space
X= (P,σ )
strongly realizes (0, n,0). First, we show that for every k = 1,2, . . . , all continuous maps
f :Xk→X are in one-to-one correspondence with the labeled trees (T , `) of the following
form (let us call them k-labeled (m,1)-trees):
every leaf of T is labeled either by a projection
pi
(k)
i :P
k→ P, i ∈ {1, . . . , k}, or by a constant with the value in G0
(as in 3.10),
every node of T is labeled either by b1 and then it has
precisely m successors (enumerated by 1, . . . ,m) or
it is labelled by b2 and then it has just one successor.
Hence T is either a leaf T0 or it has a form T = r(T1, . . . , Tm) and then every labeling `
sends the root to b1 or T has the form r(T ′) and then every labeling sends r to b2. The
generalization of the algorithm A described in Section 3.11 is evident, let us call it by A
again. Clearly, for every k-labeled (m,1)-tree (T , `), A(T , `) is a continuous mapXk→X
because both the maps b1 as a map (Pm,σm)→ (P,σ ) and b2 as a map (P,σ )→ (P,σ )
are continuous.
To show that every continuous map Xk → X is of the form A(T , `), we use the B-
semirigidity of X again, however we need to use the fact that X is connected (every
B-semirigid space is connected) and that σ(B1,B2) = 1, see (r) in Section 5.3 again.
Hence any continuous map f :Xk→ X is either a constant c with value in G0 (and then
f =A(T0, `) with `(r)= c) or a projection pi(k)i (and then f =A(T0, `) with `(r)= pi(k)i )
or f (Xk)⊆ B , by Section 3.5. Since Xk is connected, necessarily either f (Xk)⊆ B1 (and
then we can investigate the m maps
pi
(k)
1 ◦ b−11 ◦ f, . . . , pi(k)m ◦ b−11 ◦ f
as in 3.12) or f (Xk) ⊆ B2 (and then we investigate the map b−12 ◦ f ). We proceed by
induction in the smallest s such that f (Xk) intersects
⋃{Bi,j | i = 1,2, j = 1, . . . , s}, as
mentioned in Section 3.12, to show that this procedure (in fact the algorithm A−1) stops
after a finite number of steps.
5.5. Auxiliary lemmas
We are going to characterize those k-labeled (m,1)-trees (T , `), for which f =A(T , `)
is uniformly continuous. For this reason we prove two lemmas below.
Lemma 1. The identity map as a map(
P,σ (1)
)→ (P,σ (2))
is not uniformly continuous.
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Proof. We show that already its domain-range restriction (B2, σ (1)/B2)→ (B2, σ (2)/B2)
is not uniformly continuous. This follows from the possibility to decompose it as(
B2, σ
(1)/B2
) b−12→ (P,σ (2)) id→ (P,min{1, σ (2)+w}) b2→ (B,σ (2)).
The first and the last arrow is an isometry while the identity map in the middle is not
uniformly continuous.
Lemma 2. Let (T , `) be a k-labeled (m,1)-tree, f = A(T , `). Then f , investigated as a
map
f :
(
Pk, (σ (1))k
)→ (P,σ (2)),
is either a constant or it is not uniformly continuous.
Proof. By induction on the depth d(T ) of T .
(a) d(T ) = 0, i.e., T = T0 is just a leaf r . Let us suppose that f = A(T , `) is
nonconstant. Then it is a projection pi(k)i :Pk → P . By Lemma 1, the identity map
(P,σ (1))→ (P,σ (2)) is not uniformly continuous. But it can be decomposed as the
diagonal embedding (P,σ (1)) → (P k, (σ (1))k), which is isometric, followed by the
projection pi(k)i : (P k, (σ (1))k)→ (P,σ (2)). Hence pi(k)i as a map (P k, σ (1)k)→ (P,σ (2))
is not uniformly continuous.
(b) d(T ) > 0:
(b1) the root of T is labeled by b1: then T = r(T1, . . . , Tm) and f = b1 ◦ g where
g = g1×˙ · · · ×˙gm with gi = A(Ti, `/Ti). By the induction hypothesis, each gi is either
constant or it is not uniformly continuous. If all the gi ’s are constant, f is constant as well.
If some gi is nonconstant, then it is not uniformly continuous as a map
gi :
(
Pk, (σ (1))k
)→ (P,σ (2)).
Then g as a map of (P k, (σ (1))k) into (Pm, (σ (2))m) is not uniformly continuous hence
f :
(
Pk, (σ (1))k
) g→ (Pm, (σ (2))m) id→ (Pm,σ (2)) b1→ (P,σ (2))
is also not uniformly continuous because, for each x, y ∈ Pm,(
σ (2)
)m
(x, y)6 σ (2)(x, y)
and b1 is an isometry of (Pm,σ (2)) onto (B1, σ (2)/B1) (hence into (P,σ (2))), by (r) in
Section 5.3.
(b2) the root of T is labeled by b2: hence T = r(T ′). Then f = A(T ) has the form
f = b2 ◦ g with g = A(T ′, `/T ′). By the induction hypothesis, if g is nonconstant, it is not
uniformly continuous as a map(
Pk1 , (σ
(1))k
) g→ (P,σ (2)).
Hence f is also not uniformly continuous because it can be decomposed as
f :
(
Pk, (σ (1))k
) g→ (P,σ (2)) id→ (P,min{1, σ (2)+w}) b2→ (P,σ (2))
and b2 is an isometric embedding, by (r) in Section 5.3 again.
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5.6. Continuity and uniform continuity
Let (T , `) be a k-labeled (m,1)-tree.
The following condition is relevant to our reasoning.
(c)
{
If (T , `) contains a node labelled by b2,
then all the leaves below it are labelled by constants.
Lemma. If a k-labeled (m,1)-tree (T , `) does not satisfy (c), then f = A(T , `) is not
uniformly continuous as a map
f :
(
Pk, (σ (1))k
)→ (P,σ (1)).
Proof. Let us suppose that (T , `) does not satisfy (c). We investigate the following cases:
(1) The root r of T is labeled by b2: then T = r(T ′) and f is of the form b2 ◦ g where
g = A(T ′, ` / T ′). Since (T , `) does not satisfy (c), at least one leaf of T is labeled by a
projection and this leaf is also a leaf of T ′. Hence, by Lemma 2 in Section 5.5, g is not
uniformly continuous as a map(
Pk, (σ (1))k
) g→ (P,σ (2)).
Then
f :
(
Pk, (σ (1))k
) g→ (P,σ (2)) b2→ (P,σ (1))
is not uniformly continuous because b2 is an isometric embedding of (P,σ (2)) into
(P,σ (1)), by (r) in Section 5.3.
(2) Let the root of T is not labeled by b2: hence its root is labeled by b1 (since (T , `) does
not satisfy the condition (c), it cannot be a leaf only) hence T = r(T1, . . . , Tm), f = b1 ◦ g
with g = g1×˙ · · · ×˙gm, gi =A(Ti, `/Ti), and the node t of T labeled by b2 such that a leaf
below it is labeled by a projection is contained in some Tj . Now, we proceed by induction
in the distance d (see Section 3.9 for the definition of the distance) of t from the root r of
T :
(2.1) Let d(r, t)= 1, i.e., t is the root of Tj . Then gj is not uniformly continuous by (1)
of this proof, hence
g = g1×˙ · · · ×˙gm :
(
Pk, (σ (1))k
)→ (Pm, (σ (1))m)
is not uniformly continuous hence
f :
(
Pk, (σ (1))k
) g→ (Pm, (σ (1))m) id→ (Pm,σ (1)) b1→ (P,σ (1))
is not uniformly continuous because (σ (1))m 6 σ (1) and the last arrow is an isometric
embedding, by (r) in Section 5.3.
(2.2) Let d(r, t)= q > 1. Denote by rj the root of Tj . Then d(rj , t)= q − 1 hence gj is
not uniformly continuous by the induction hypothesis. Then we proceed as in (2.1). 2
Corollary. Since the continuous map b2 :X→ X is not uniformly continuous, we get
s2,3 = s3,1 = 0.
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5.7. Elements of B2 and (k,B2)-labelings
Lemma. There is a one-to-one correspondence between elements of B2 and the k-labeled
(m,1)-trees satisfying (c) the root of which is labeled by b2.
Proof. If a k-labeled (m,1)-tree (T , `) satisfies (c) and its root is labeled by b2, then
A(T , `) is a constant map Pk → P with the value in B2, evidently. Conversely, for any
x ∈ B2, the constant map cx with the value x has to be of the form A(T , `). Clearly, the
root of (T , `) must be labeled by b2 and (T , `) has to satisfy (c).
Observation. There is a one-to-one correspondence between the k-labeled (m,1)-trees
(T , `) satisfying (c) and them-ary trees (dT e, d`e) all the nodes of which are labeled by b1
and leaves are labeled either by projections pi(k)i or by constant maps with their values in
G0 ∪B2. In fact, any leaf in (dT e, d`e) labeled by a constant cx :Pk→ P with x ∈B2 can
be replaced by the labeled tree (Tx, `x) with A(Tx, `x) = cx . Then we obtain a k-labeled
(m,1)-tree (T , `) satisfying (c) such that
A(T , `)=A([T ], [`]).
Conversely, if (T , `) is a k-labeled (m,1)-ary tree satisfying (c), we investigate all its
nodes t labeled by b2 (if any) which are not below a node labeled by b2. Replacing
each (Tt , `/Tt ), where Tt is a subtree of T consisting of t and all the vertices below
t , by a leaf labeled by the constant map A(Tt , `/Tt ), we get (dT e, d`e) and, clearly,
A(dT e, d`e)=A(T , `).
Conclusion. We can replace the investigation of the k-labeled (m,1)-trees satisfying (c)
by the labeled m-ary trees with leaves labeled either by projections pi(k)i or by constants
Pk → P with values in G0 ∪ B2. Let us call such a labeling by (k,B2)-labeling (since
these trees are m-ary, each their node must be labeled by b1).
5.8. Uniformly continuous and nonexpanding maps
Since the map b1 is an isometry as a map (Pm,σ (1))→ (B1, σ (1)/B1) (see (r) in
Section 5.3) and σ (1) is as in Section 3.4, we have for (k,B2)-labeled m-ary trees
(dT e, d`e) precisely the same situation as in Sections 3.12–3.14. Hence we get that
every A(dT e, d`e) is uniformly continuous and it is nonexpanding if and only if
(dT e, d`e) contains no Lk,ϕ (with ϕ :M→K one-to-one),
where Lk,ϕ is as in Section 3.13. Similarly as in Section 3.14, we get
s1,2 = n.
Since s2,3 = s3,1 = 0 was already shown in Section 5.6, we conclude that
X realizes (0, n,0).
To show that it strongly realizes it, some more reasoning is necessary.
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5.9. Strong realization of (0, n,0)
To show that X strongly realizes (0, n,0), we use the notion of an s-cell as introduced
in [21]:
Let (K,U) be a concrete category with constants, objects of which are the finite powers
Z0,Z, . . . ,Zp
(or all finite powers) of a basic object Z, let the forgetful functor U : K→ Set preserve
these powers. Let s 6 p. A morphism f ∈K(Zs,Z) is called an s-cell of (K,U) if it is
(a) one-to-one in the sense that U(f ) is one-to-one and f 6= 1Z whenever s = 1;
(b) indecomposable in the sense that if f = f2 ◦ f1 and f2 ∈K(Z,Z) then
f2 =
{
1Z whenever s > 1,
1Z or f1 = 1Z whenever s = 1;
(c) maximal in the sense that if g ∈ K(Zs,Z) and g is not a product projection pi(s)j ,
then
Im U(f )∩ Im U(g) 6= ∅⇒ Im U(g)⊆ Im U(f ).
The statements (α) and (β) in Section 3.16 imply that the following is satisfied:
if (K,U) and (K′U ′) are concrete categories with constants,
objK= {Z0, . . . ,Zp}, obj K′ = {(Z′)0, . . . , (Z′)p},
U and U ′ preserve these powers and if Φ is an isomorphism of K onto K′ such that
Φ(Zi)= (Z′)i for i = 0,1, . . . , p then
f ∈K(Zs,Z) in an s-cell in (K,U) if and only if
Φ(f ) ∈K′((Z′)s ,Z′) is an s-cell in (K′,U ′).
We apply this statement to our situation:
Let K1,K2,K3 be as in Section 1. To show that X strongly realizes (0, n,0), it suffices
to prove that
(i) the initial 1-segments of K2 and of K3 are not isomorphic;
(ii) the initial (n+ 1)-segments of K1 and of K2 are not isomorphic.
By the description of the maps in K1,K2,K3 as the maps A(T , `) for the corresponding
labeled trees, one can see easily that
b2 :X→X is an 1-cell in K3 but K2 has no 1-cells;
b1 :Xm→X is anm-cell in K2 but K1 has nom-cells.
(The first statement uses the fact that m > 2; then any uniformly continuous one-to-one
f = A(T , `) where (T , `) is a 1-labeled (m,1)-tree is either the identity (= pi(1)1 ) or it is
not maximal, so K2 has no 1-cells.) Since any isomorphism of an initial segment of Ki onto
the corresponding initial segment of Kj has to preserve the powers of X, see Corollary in
Section 3.16, (i) and (ii) imply that
X strongly realizes (0, n,0).
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Finally, let us mention that a strong realization of (0,∞,0) is easier: we can choose
arbitrary m > 2 and replace σ (1) and σ (2) by σ (1) and σ (2) in the recursive conditions
5.3(r). Then b1 :Xm→X is nonexpanding. This gives that arbitrary uniformly continuous
g :Xs → X is nonexpanding, while the relation between the continuity and the uniform
continuity remains preserved, i.e., X strongly realizes (0,∞,0).
Remark. Since the notion of an s-cell can be expressed in the first-order language of the
clone theory, we proved in fact that the 1-segments of K2 and K3 are not elementarily
equivalent and m-segments of K1 and K2 are also not elementarily equivalent.
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