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Carleman estimate and application to an inverse
source problem for a viscoelasticity model in
anisotropic case
Paola Loreti ∗, Daniela Sforza †, Masahiro Yamamoto ‡
Abstract
We consider an anisotropic hyperbolic equation with memory term:
∂2t u(x, t) =
n∑
i,j=1
∂i(aij(x)∂ju) +
∫ t
0
∑
|α|≤2
bα(x, t, η)∂
α
x u(x, η)dη + F (x, t)
for x ∈ Ω and t ∈ (0, T ) or ∈ (−T, T ), which is a model equation for viscoelasticity.
First we establish a Carleman estimate for this equation with overdetermining
boundary data on a suitable lateral subboundary Γ× (−T, T ). Second we apply
the Carleman estimate to establish a both-sided estimate of ‖u(·, 0)‖H3(Ω) by
∂νu|Γ×(0,T ) under the assumption that ∂tu(·, 0) = 0 and T > 0 is sufficiently
large, Γ ⊂ ∂Ω satisfies some geometric condition. Such an estimate is a kind
of observability inequality and related to the exact controllability. Finally we
apply the Carleman estimate to an inverse source problem of determining a spatial
varying factor in F (x, t) and we establish a both-sided Lipschitz stability estimate.
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1 Introduction and main results
Let Ω ⊂ Rn be a bounded domain with smooth boundary ∂Ω. We consider an integro-
hyperbolic equation
∂2t u(x, t) =
n∑
i,j=1
∂i(aij(x)∂ju) +
∫ t
0
∑
|α|≤2
bα(x, t, η)∂
α
xu(x, η)dη + F (x, t), x ∈ Ω,
−T < t < T. (1.1)
We assume that
aij = aji ∈ C1(Ω), 1 ≤ i, j ≤ n,
there exists a constant µ0 > 0 such that∑n
i,j=1 aij(x)ξiξj ≥ µ0
∑n
i=1 ξ
2
i , x ∈ Ω, ξ1, ..., ξn ∈ R.
(1.2)
Here and henceforth let α = (α1, ..., αn) ∈ (N ∪ {0})n be a multi-index and we set
|α| = α1 + · · ·+ αn, ∂i = ∂∂xi , 1 ≤ i ≤ n, ∂t = ∂∂t , ∂αx = ∂
α1
1 · · ·∂αnn .
Throughout this paper, we assume ∇x,t∂kt bα ∈ C(Ω× [0, T ]2), k = 0, 1, 2 if |α| = 2,∂kt bα ∈ L∞(Ω× (0, T )2), k = 0, 1, 2 if |α| ≤ 1, (1.3)
if not specified. Let ν = ν(x) = (ν1, ..., νn) be the unit outward normal vector to ∂Ω at
x and let
∂νu =
n∑
i,j=1
aij(∂ju)νi on ∂Ω.
For concise description, we set
Au :=
n∑
i,j=1
∂i(aij(x)∂ju), B(t, η)u :=
∑
|α|≤2
bα(x, t, η)∂
α
xu(x, η).
The equation (1.1) is a model equation for the viscoelasticity.
We point out that for some materials, the effects of memory cannot be neglected
without failing the analysis, as observed by Volterra [56]. He embraced Boltzmann
model, according to which the stress has to depend linearly on strain history.
Our integro-differential equation (1.1) serves as a model for describing the viscoelas-
tic properties of those materials whose properties are different along several directions.
There is a huge number of papers treating viscoelastic models, as shown, e.g., in the
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book Renardy, Hrusa and Nohel [53]. With no pretension to be exhaustive, we cite the
papers Dafermos [17] and Edelstein and Gurtin [19]. In particular, in a pioneering work
[17], Dafermos studied an abstract formulation of our equation, giving as an application
the case of an anisotropic viscoelastic equation.
In this paper, we first establish a Carleman estimate for (1.1). A Carleman estimate
is a weighted L2-estimate for solutions to a partial differential equation which holds
uniformly in large parameter s > 0, and was derived by Carleman [13] for proving the
unique continuation property. Second we apply the Carleman estimate to prove an
estimate of initial value by data on suitable lateral boundary data, which is called an
observability inequality. Finally we discuss an inverse source problem. More precisely,
the external force F is assumed to cause the action, but in practice it is often that F is
not a priori known and so we have to identify by available data for the sake of accurate
analysis of the system. We are concerned with the determination of a spatial component
f(x) of F (x, t) := R(x, t)f(x) with given R(x, t). The form R(x, t)f(x) is special but
in applications we model the external force in a more special form F (x, t) = λ(t)f(x)
where λ(t) is the time changing ratio and f is the spatial distribution of the external
force.
For the statement of the Carleman estimate, we need to introduce notations. We
set A0(x) = (aij(x))1≤i,j≤n and
a(x, ξ) = A0(x)ξ · ξ =
n∑
i,j=1
aij(x)ξiξj (1.4)
for all x ∈ Ω and ξ = (ξ1, ..., ξn) ∈ Rn. Given functions p(x, ξ) and q(x, ξ), we define the
Poisson bracket by
{p, q}(x, ξ) =
n∑
j=1
(
∂p
∂ξj
∂q
∂xj
− ∂p
∂xj
∂q
∂ξj
)
(x, ξ).
We set
d(x) = |x− x0|2, x ∈ Rn
with fixed x0 ∈ Rn \ Ω. In addition to (1.2), throughout this paper, we assume that
there exists a constant µ1 > 0 such that
{a, {a, d}}(x, ξ) ≥ µ1|A0(x)−1ξ|2, x ∈ Ω, ξ ∈ Rn (1.5)
(e.g., Bellassoued and Yamamoto [9], [10]). For proving a Carleman estimate, it is
known that we need some condition like (1.5), which ic called the pseudo-convexity
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(e.g., Ho¨rmande [25]). We refer to Yao [58] which discusses anisotropic materials without
intregral terms and shows a counterexample to the observability inequality without such
condition for the principal part.
Next as subboundary where we take boundary data of the solution u, we define
Γ = {x ∈ ∂Ω; (x− x0) · ν(x) ≥ 0}. (1.6)
Here and henceforth (·, ·) denotes the scalar product in Rn.
Furthermore we set
Q = Ω× (−T, T ),
ψ(x, t) = |x− x0|2 − βt2, (x, t) ∈ Q (1.7)
and
ϕ(x, t) = eγψ(x,t), Φ = Φ(γ) = max
(x,t)∈Q
ϕ(x, t), (1.8)
where β > 0 is chosen sufficienly small for the constant µ1 > 0 in (1.5) and γ > 0 is a
second large paramater and chosen later.
The conditions (1.5) and (1.6) pose extra conditions for aij and Γ respectively and
are a sufficient condition for the Carleman estimate below stated.
Now we introduce a cut-off function χ in t. For fixed sufficiently small ε > 0, let
χ ∈ C∞(R) satisfy 0 ≤ χ ≤ 1 in R and
χ(t) =
 1, |t| ≤ T − 2ε,0, |t| ≥ T − ε. (1.9)
We further set
δ = max
x∈Ω,T−2ε≤|t|≤T−ε
ϕ(x, t). (1.10)
Then ϕ(x, t) ≤ δ for x ∈ Ω and T − 2ε ≤ |t| ≤ T − ε.
Now we are ready to state our first main result.
Theorem 1.1.
Let
F ∈ L2(−T, T ;H2(Ω)), F = ∂νF = 0 on ∂Ω.
We set
v(x, t) = χ(t)∂2t u(x, t)− χ(t)F (x, t), x ∈ Ω, −T < t < T.
4
(i) There exists a constant γ0 > 0 such that for γ > γ0, we can choose constants
s0 = s0(γ) > 0 and C > 0 such that∫
Q
(sγϕ|∇x,tv|2 + s3γ3ϕ3|v|2)e2sϕdxdt
≤ C
∫
Q
|AF |2e2sϕdxdt+ C‖u‖2H1(−T,T ;H2(Ω))s2Φ2e2sδ + CeCs‖∂νu‖2H2(−T,T ;L2(Γ)) (1.11)
and ∫
Q
∑
|α|≤2
s2ϕ2|χ∂αxu|2 + |χ∂αx∂tu|2
 e2sϕdxdt
≤ C
∫
Q
|AF |2e2sϕdxdt+ C‖u‖2H1(−T,T ;H2(Ω))s2Φ2e2sδ + CeCs‖∂νu‖2H2(−T,T ;L2(Γ)) (1.12)
for all s > s0 and u ∈ L2(Q) satisfying ∂αxu ∈ H2(−T, T ;L2(Ω))∩L2(−T, T ;H2(Ω)) for
all |α| ≤ 2 and u|∂Ω = 0.
(ii) Moreover we assume
F, ∂tF ∈ L2(−T, T ;H2(Ω)).
Then ∫
Q
∑
|α|≤2
s2ϕ2|χ∂αxu|2 + |χ∂αx∂tu|2 + |χ∂αx∂2t u|2
 e2sϕdxdt
≤ C
∫
Q
(|AF |2+|A∂tF |2)e2sϕdxdt+C‖u‖2H2(−T,T ;H2(Ω))s2Φ2e2sδ+CeCs‖∂νu‖2H3(−T,T ;L2(Γ))
(1.13)
for all s > s0 and u ∈ H2(Q) satisfying ∂αxu, ∂tu ∈ H2(Q) for all |α| ≤ 2 and u|∂Ω = 0.
In (ii) of the theorem, we can rewrite (1.13) in terms of v, but we omit.
Inequalities (1.12) and (1.13) hold for each solution u to (1.1) and both are weighted
with e2sϕ(x,t) and uniform for sufficiently large s > 0 in the sense that the constant C > 0
is independent of all large s > 0. Such an inequality is called a Carleman estimate. The
Carleman estimate is effectively applied to the unique continuation for partial differential
equations, the observability inequality and inverse problems. In this paper, by Theorem
1.1 we establish the observability inequality (Theorem 1.2) and the Lipschitz stability
in an inverse source problem (Theorem 1.3) for (1.1).
As for general treatments on Carleman estimates for partial differential equations
without integral terms, we refer to Ho¨rmander [25], Isakov [38]. There are many works
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concerning Carleman estimates for partial differential equations without integral terms.
Since inverse problems are often concerned with the determination of the principal co-
efficients aij(x), we have to concretely realize the condition (1.5). As for such concrete
Carleman estimates which give sufficient conditions for (1.5) and more directly applica-
ble to inverse problems, see Amirov and Yamamoto [1]. We refer to Baudouin, de Buhan
and Ervedaza [2], Imanuvilov [27], Kha˘ıdarov [42], Romanov [54] which establish Carle-
man estimates for hyperbolic equations. For Carleman estimates for parabolic equations,
in addition to Isakov [38], [39], Isakov and Kim [40], see Fursikov and Imanuvilov [22],
Imanuvilov [26], Imanuvilov, Puel and Yamamoto [30], Yamamoto [57]. For elliptic Car-
leman estimates where the right-hand side is estimated in H−1-space, see Imanuvilov
and Puel [29].
As for isotropic hyperbolic equations with integral terms, Cavaterra, Lorenzi and
Yamamoto [14] established a Carleman estimate and applied it for proving a stability
result for some inverse source problem. Here the isotropic hyperbolic equation means
aij(x) =
 p(x), i = j,0, i 6= j
in (1.1). After [14], in the case where A and B are isotropic Lame´ operators, the fol-
lowing works discuss Carleman estimates and inverse problems: de Buhan and Osses
[18], Lorenzi, Messina and Romanov [51], Lorenzi and Romanov [52], Romanov and
Yamamoto [55]. However, to the best knowledge of the authors, there are no publi-
cations on Carleman estimates for anisotropic hyperbolic equations with integral terms∫ t
0
∑
|α|≤2 bα∂
α
xudη. For this anisotropic case, differently from the isotropic case, we need
a lot of technicalities because A and B are not commutative modulo lower-order terms
of derivatives.
Now we present two applications of the Carleman estimate (Theorem 1.1). First we
derive a partial observability inequality of estimating one component of a pair of initial
values.
Let y ∈ L2(Ω× (0, T )) satisfy ∂αx y ∈ H2(0, T ;L2(Ω))∩L2(0, T ;H2(Ω)) with |α| ≤ 2
and
∂2t y(x, t) = Ay +
∫ t
0
∑
|α|≤2 bα(x, t, η)∂
α
x y(x, η)dη, x ∈ Ω, 0 < t < T,
y|∂Ω = 0, 0 < t < T,
y(x, 0) = a(x), ∂ty(x, 0) = 0, x ∈ Ω.
(1.14)
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Let Γ ⊂ ∂Ω and T > 0 be given.
Partial observability inequality.
Estimate a(x) by ∂νy|Γ×(0,T ).
Thanks to the integral term
∫ t
0
∑
|α|≤2 bα(x, t, η)∂
α
x y(x, η)dη, our method requests
that y(·, 0) = 0 or ∂ty(·, 0) = 0 in Ω, and here we discuss only the case of ∂ty(·, 0) = 0.
The observability inequality is regarded as a dual problem to the exact controlla-
bility, and for a hyperbolic type of equations without integral terms, there have been
enormous works. Here we refer only to Komornik [48], Lions [50], and Yao [58] which
discusses anisotropic hyperbolic equations without integral terms. For proving observ-
ability inequalities, the multiplier method is commonly applied, but also a Carleman
estimate is applicable for wider classes of partial differential equations (e.g., Kazemi and
Klibanov [41], Klibanov and Malinsky [45]). As for the first application of Theorem 1.1,
we show an observability inequality for (1.14).
Theorem 1.2.
We assume that Γ satisfies (1.6), and
T >
maxx∈Ω |x− x0|√
β
. (1.15)
Then there exists a constant C > 0 such that
C−1‖∂νy‖H2(0,T ;L2(∂Ω)) ≤ ‖y(·, 0)‖H3(Ω) ≤ C‖∂νy‖H2(0,T ;L2(Γ)).
for each solution y to (1.14) with y(·, 0) ∈ H3(Ω) ∩H10 (Ω).
In this theorem, we can replace (1.3) by weaker condition ∂kt∇bα ∈ C(Ω× [0, T ]2), k = 0, 1, 2, |α| = 2,∂kt bα ∈ C(Ω× [0, T ]2), k = 0, 1, 2, |α| ≤ 1.
By the finiteness of the propagation speed, we need to assume (1.15), and also a
geometric condition (1.6) on the observation subboundary Γ is assumed. This is the
same for the inverse source problem stated below.
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Finally we discuss an inverse source problem. That is, we consider
∂2t u = Au+
∫ t
0
∑
|α|≤2 bα(x, t, η)∂
α
xu(x, η)dη +R(x, t)f(x), x ∈ Ω, 0 < t < T,
u|∂Ω = 0, 0 < t < T,
u(x, t) = ∂tu(x, 0) = 0, x ∈ Ω.
(1.16)
Here we assume  R ∈ H3(0, T ;W 2,∞(Ω)),|R(x, 0)| 6= 0, x ∈ Ω. (1.17)
Let Γ ⊂ ∂Ω be given and T > 0 be fixed. Then we discuss
Inverse source problem.
Determine f(x), x ∈ Ω from ∂νu|Γ×(0,T ).
As the stability for the inverse problem, we prove
Theorem 1.3.
We assume (1.6) and (1.15). Then there exists a constant C > 0 such that
C−1‖∂νu‖H3(0,T ;L2(∂Ω)) ≤ ‖f‖H2(Ω) ≤ C‖∂νu‖H3(0,T ;L2(Γ)) (1.18)
for each f ∈ H20 (Ω).
The second inequality in (1.18) asserts the Lipschitz stability for our inverse prob-
lem. The first inequality means that our estimate is the best possible estimate for the
inverse source problem.
Our argument for the inverse problem is based on Bukhgeim and Klibanov [12],
which relies on a Carleman estimate. Klibanov [44] corresponds to the full version of [12].
Since Bukhgeim and Klibanov [12], their methodology has been developed for various
equations and we can refer to many papers on inverse problems of determining spatially
varying coefficients and components of source terms. As a partial list of references
on inverse problems for hyperbolic and parabolic equations by Carleman estimates, we
refer to Baudouin and Yamamoto [3], Bellassoued [5], [6], Bellassoued and Yamamoto
[8], Benabdallah, Cristofol, Gaitan and Yamamoto [11], Cristofol, Gaitan and Ramoul
[16], Imanuvilov and Yamamoto [31] - [34], Klibanov [43], [44], Klibanov and Yamamoto
[47], Yamamoto [57], Yuan and Yamamoto [60].
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As for similar inverse problems for the Navier-Stokes equations, see Bellassoued,
Imanuvilov and Yamamoto [7], Choulli, Imanuvilov, Puel and Yamamoto [15], Fan, Di
Cristo, Jiang and Nakamura [20], Fan, Jiang and Nakamura [21]. Gaitan and Ouzzane
[23], and Go¨lgeleyen and Yamamoto [24] discuss inverse problems for transport equations
by Carleman estimate, and Imanuvilov, Isakov and Yamamoto [28], Imanuvilov and
Yamamoto [35] - [37] discuss Carleman estimates and inverse problems for non-stationary
isotropic Lame´ systems, which are related to our equation for the viscoelasticity. See
Yuan and Yamamoto [59] about a Carleman estimate and inverse problems for a plate
equation. As related books on Carleman estimates and inverse problems, see Beilina and
Klibanov [4], Klibanov and Timonov [46], Lavrent’ev, Romanov and Shishat·ski˘ı[49].
This paper is composed of five sections. In section 2, we prove Theorem 1.1 and
section 3 is devoted to providing fundamental energy estimates. In sectios 4 and 5, we
prove Theorems 1.2 and 1.3 respectively.
2 Proof of Theorem 1.1
The proof is combination of hyperbolic and elliptic Carleman estimates (Lemmata 2.1
and 2.2) with another key lemma (Lemma 2.3) which can incorporate the integral term
in (1.1). We divide the proof into five steps.
First Step.
Henceforth we set
Σ = Γ× (−T, T ).
Under the assumption (1.7), a Carleman estimate for hyperbolic equations is known
(e.g., Bellassoued and Yamamoto [9], [10]).
Lemma 2.1.
There exists a constant γ0 > 0 such that for γ > γ0, we can choose constants s0 =
s0(γ) > 0 and C = C(γ) > 0 such that∫
Q
(sϕγ|∇x,tu|2 + s3ϕ3γ3|u|2)e2sϕdxdt
≤ C
∫
Q
|(∂2t − A)u|2e2sϕdxdt+ CeCs‖∂νu‖2L2(Σ) (2.1)
for all s > s0 and u ∈ H2(Q) satisfying u|∂Ω = 0.
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Moreover we have a Carleman estimate for the elliptic operator A without the extra
conditions on aij .
Lemma 2.2.
Let p ∈ R be given. There exists a constant γ0 > 0 such that for γ > γ0, we can choose
constants s0 > 0 and C > 0 such that∫
Q
spϕp ∑
|α|=2
|∂αx y|2 + sp+2γ2ϕp+2|∇y|2 + sp+4γ4ϕp+4|y|2
 e2sϕdxdt
≤ C
∫
Q
sp+1ϕp+1|Ay|2e2sϕdxdt+ CeCs‖∂νy‖2L2(Σ) (2.2)
for all s > s0 and y ∈ L2(−T, T ;H2(Ω) ∩H10 (Ω)).
In the case of p = −1, Lemma 2.2 is classical and we refer to Lemma 7.1 in
Bellassoued and Yamamoto [10] for example. For completeness, we give the proof of
Lemma 2.2 for arbitrary p ∈ R on the basis of the case of p = −1 in Appendix.
Second Step.
For gaining compact supports in time for functions under consideration, we use the
cut-off function. That is, we recall that we choose a cut-off function χ ∈ C∞(R) such
that 0 ≤ χ ≤ 1 and
χ(t) =
 1, |t| ≤ T − 2ε,0, |t| ≥ T − ε. (2.3)
In the succeeding arguments, we notice that all the terms with derivatives of χ can be
regarded as of minor orders with respect to the large parameter s.
For treating an integral, it is essential to introduce a new function
v(x, t) := χ(t)Au(x, t) + χ(t)
∫ t
0
B(t, η)u(x, η)dη. (2.4)
Then
v(x, t) = χ(t)∂2t u(x, t)− χ(t)F (x, t), (x, t) ∈ Q. (2.5)
We set
B˜(t) = B(t, t) in Q.
Then we have
∂tv(x, t) = χA∂tu+ χB˜(t)u
10
+χ
∫ t
0
∂tB(t, η)udη + χ
′Au+ χ′
∫ t
0
B(t, η)udη,
and so
∂2t v(x, t) = χ
(
A∂2t u+ B˜∂tu+ (∂tB˜)u+ (∂tB)(t, t)u+
∫ t
0
∂2tB(t, η)u(x, η)dη
)
(2.6)
+2χ′(t)
(
A∂tu+ B˜u+
∫ t
0
(∂tB(t, η))udη
)
+ χ′′(t)
(
Au+
∫ t
0
B(t, η)udη
)
=:χ
(
A∂2t u+ B˜∂tu+ (∂tB˜)u+ (∂tB)(t, t)u+
∫ t
0
∂2tB(t, η)u(x, η)dη
)
+S(x, t),
Then S(x, t) satisfies
|S(x, t)| ≤ C(|χ′(t)|+ |χ′′(t)|)
∑
|α|≤2
1∑
k=0
(
|∂αx∂kt u(x, t)|+
∣∣∣∣∫ t
0
|∂αxu(x, η)|dη
∣∣∣∣) in Q.
(2.7)
By (2.3), we note that |S(x, t)| 6= 0 only if T − 2ε ≤ |t| ≤ T − ε. Moreover, since
Av(x, t) = χ(t)A
(
Au(x, t) +
∫ t
0
B(x, t, η)u(x, η)dη
)
,
we obtain
∂2t v − Av
=χA
(
∂2t u− Au(x, t)−
∫ t
0
B(x, t, η)u(x, η)dη
)
+χ
(
B˜∂tu+ (∂tB˜)u+ (∂tB)(t, t)u+
∫ t
0
(∂2tB)(t, η)udη
)
+S(x, t).
By F |∂Ω = 0 and (2.5), we see that v|∂Ω = 0. Thus
∂2t v − Av = χAF + χJ + S in Q,
∂
j
t v(·,±T ) = 0 in Ω, j = 0, 1,
v|∂Ω = 0,
(2.8)
where
J(x, t) =
∑
|α|≤2
1∑
k=0
cα,k∂
α
x∂
k
t u(x, t) +
∫ t
0
∑
|α|≤2
c˜α(x, t, η)∂
α
xu(x, η)dη, (x, t) ∈ Q, (2.9)
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and cα,k ∈ W 1,∞(−T, T ;L2(Ω)), c˜α ∈ W 1,∞(Ω× (−T, T )2).
Applying Lemma 2.1 to (2.8), we have∫
Q
(sγϕ|∇x,tv|2 + s3ϕ3γ3|v|2)e2sϕdxdt ≤ C
∫
Q
χ2|AF |2e2sϕdxdt (2.10)
+C
∫
Q
χ2|J |2e2sϕdxdt + C
∫
Q
|S|2e2sϕdxdt+ CeCs‖∂νv‖2L2(Σ)
≤C
∫
Q
χ2|AF |2e2sϕdxdt
+C
∫
Q
χ2
∑
|α|≤2
1∑
k=0
|∂αx∂kt u|2e2sϕdxdt+ C
∫
Q
χ2
∑
|α|≤2
∣∣∣∣∫ t
0
|∂αxu(x, η)|2dη
∣∣∣∣ e2sϕdxdt
+C
∫
Q
|S|2e2sϕdxdt+ CeCs‖∂νv‖2L2(Σ)
for s > s0.
Third Step.
For estimating the integral term in (1.1) with the weight e2sϕ, we need to prove
Lemma 2.3.
Let q ≥ 0. Then ∫
Q
χ2(t)(sϕ)q
∣∣∣∣∫ t
0
|w(x, η)|dη
∣∣∣∣2 e2sϕdxdt
≤C
∫
Q
sq−1γ−1ϕq−1χ2|w(x, t)|2e2sϕdxdt
+
∫
Q
sq−1γ−1ϕq−1|∂t(χ2)|e2sϕ
∣∣∣∣∫ t
0
|w(x, η)|2dη
∣∣∣∣ dxdt.
This type of inequality is essential for applications of Carleman estimates to inverse
problems (Bukhgeim and Klibanov [12], Klibanov [44]) and the inequality not involving
the cut-off function χ, is proved in [44], [46].
Proof.
It suffices to prove for t ≥ 0, because the proof for t ≤ 0 is similar. By the Cauchy-
Schwarz inequality, we have∫
Q
χ2(t)(sϕ)q
∣∣∣∣∫ t
0
|w(x, η)|dη
∣∣∣∣2 e2sϕdtdx (2.11)
≤
∫
Ω
∫ T
0
χ2(t)
(∫ t
0
|w(x, η)|2dη
)
sqϕqte2sϕdtdx.
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Noting that
sqϕqte2sϕ(x,t) = −∂t(e
2sϕ(x,t))
4γβ
(sϕ)q−1,
by integration by parts, we obtain∫
Ω
∫ T
0
χ2(t)
(∫ t
0
|w(x, η)|2dη
)
sqϕqte2sϕdxdt (2.12)
=
∫
Ω
∫ T
0
−∂t(e
2sϕ(x,t))
4γβ
(sϕ)q−1χ2(t)
(∫ t
0
w2dη
)
dtdx
=
∫
Ω
[
e2sϕ(x,t)
4γβ
(sϕ)q−1χ2(t)
∫ t
0
w2dη
]t=0
t=T
dx
+
∫
Ω
∫ T
0
e2sϕ(x,t)
4γβ
∂t((sϕ)
q−1χ2(t))
(∫ t
0
w2dη
)
dtdx
+
∫
Ω
∫ T
0
e2sϕ(x,t)
4γβ
(sϕ)q−1χ2(t)w2dtdx
=
∫
Ω
−q − 1
2
(sϕ)q−1tχ2(t)
(∫ t
0
w2dη
)
e2sϕdtdx+
∫
Ω
∫ T
0
(sϕ)q−1∂t(χ
2)
4γβ
e2sϕ
(∫ t
0
w2dη
)
dtdx
+
∫
Ω
∫ T
0
e2sϕ
4γβ
(sϕ)q−1χ2(t)w2dtdx.
Here we used ∫
Ω
[
e2sϕ(x,t)
4γβ
(sϕ)q−1χ2(t)
∫ t
0
w2dη
]t=0
t=T
dx = 0
by (2.3).
Therefore we can shift the first term on the right-hand side into the left-hand side,
we have ∫
Ω
∫ T
0
tsqϕq
(
1− |q − 1|
2
1
sϕ
)
χ2(t)
(∫ t
0
|w(x, η)|2dη
)
e2sϕdtdx
≤
∫
Ω
∫ T
0
tsqϕq
(
1 +
q − 1
2
1
sϕ
)
χ2(t)
(∫ t
0
|w(x, η)|2dη
)
e2sϕdtdx
=
∫
Ω
∫ T
0
(sϕ)q−1∂t(χ
2)
4γβ
e2sϕ
(∫ t
0
w2dη
)
dtdx
+
∫
Ω
∫ T
0
e2sϕ
4γβ
(sϕ)q−1χ2(t)w2dtdx.
Choosing γ > 0 and s > 0 sufficiently large and noting that ϕ = eγψ and ψ ≥ 0 in
Q, we can obtain 1− |q−1|
2
1
sϕ
≥ 1
2
. Therefore∫
Ω
∫ T
0
tsqϕqχ2(t)
(∫ t
0
|w(x, η)|2dη
)
e2sϕdtdx
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≤C
∫
Ω
∫ T
0
(sϕ)q−1
γ
|∂t(χ2)|e2sϕ
(∫ t
0
w2dη
)
dtdx
+C
∫
Ω
∫ T
0
e2sϕ
γ
(sϕ)q−1χ2(t)w2dtdx.
Substituting this into (2.12), by (2.11) we can complete the proof of Lemma 2.3.
Fourth Step.
Henceforth µ(t) generically denotes functions in L∞(R) such that
µ(t) ≥ 0, µ(t) 6= 0 only if T − 2ε ≤ |t| ≤ T − ε.
Henceforth we denote χ′(t) = dχ
dt
(t), χ′′(t) = d
2χ
dt2
(t). We note that |∂t(χ2)|, |χ′(t)|2,
|χ′′(t)|2 can be replaced by µ(t) in the following estimation.
Applying Lemma 2.3 to the third term on the right-hand side of (2.10) and noting
that χ∂αx∂tu = ∂
α
x∂t(χu)− χ′∂αxu, we have∫
Q
(sγϕ|∇x,tv|2 + s3γ3ϕ3|v|2)e2sϕdxdt ≤ C
∫
Q
χ2|AF |2e2sϕdxdt
+C
∫
Q
∑
|α|≤2
|∂αx∂t(χu)− χ′∂αxu|2e2sϕdxdt+ C
∫
Q
∑
|α|≤2
|∂αx (χu)|2e2sϕdxdt
+C
∑
|α|≤2
(∫
Q
s−1γ−1ϕ−1|∂αx (χu)|2e2sϕdxdt+
∫
Q
s−1γ−1ϕ−1|∂t(χ2)|e2sϕ
∣∣∣∣∫ t
0
|∂αxu|2dη
∣∣∣∣ dxdt)
+C
∫
Q
(|χ′|2 + |χ′′|2)e2sϕ
∑
|α|≤2
1∑
k=0
(
|∂αx∂kt u|2 +
∣∣∣∣∫ t
0
|∂αx∂kt u|2dη
∣∣∣∣)+ CeCs‖∂νv‖2L2(Σ).
We set
U1(x, t) =
∑
|α|≤2
1∑
k=0
(
|∂αx∂kt u(x, t)|2 +
∣∣∣∣∫ t
0
|∂αx∂kt u(x, η)|2dη
∣∣∣∣) .
Then ∫
Q
(sγϕ|∇x,tv|2 + s3γ3ϕ3|v|2)e2sϕdxdt ≤ C
∫
Q
χ2|AF |2e2sϕdxdt
+C
∫
Q
∑
|α|≤2
|∂αx∂t(χu)|2e2sϕdxdt
+C
∫
Q
∑
|α|≤2
|∂αx (χu)|2e2sϕdxdt
+C
∫
Q
(|χ′|2 + |χ′′|2 + |∂t(χ2)|)U1(x, t)e2sϕdxdt+ CeCs‖∂νv‖2L2(Σ)
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+C
∑
|α|≤2
∫
Q
s−1γ−1ϕ−1|∂t(χ2)|e2sϕ
∣∣∣∣∫ t
0
|∂αxu|2dη
∣∣∣∣ dxdt
+C
∫
Q
(|χ′|2 + |χ′′|2)U1e2sϕdxdt+ CeCs‖∂νv‖2L2(Σ).
Therefore ∫
Q
(sγϕ|∇x,tv|2 + s3γ3ϕ3|v|2)e2sϕdxdt ≤ C
∫
Q
χ2|AF |2e2sϕdxdt (2.13)
+C
∫
Q
∑
|α|≤2
|∂αx (χ∂tu)|2e2sϕdxdt+ C
∫
Q
∑
|α|≤2
|∂αx (χu)|2e2sϕdxdt
+C
∫
Q
µ(t)U1e
2sϕdxdt+ CeCs‖∂νv‖2L2(Σ)
for s > s0.
We will estimate the second and the third terms on the right-hand side of (2.13).
By (2.4), we have
A(χ(t)u(x, t)) = v(x, t)− χ(t)
∫ t
0
B(t, η)u(x, η)dη
in Q, and so we apply (2.2) with p = 2, we obtain∫
Q
s2ϕ2
∑
|α|≤2
|∂αx (χu)|2e2sϕdxdt
≤C
∫
Q
s3ϕ3|v|2e2sϕdxdt+ C
∫
Q
s3ϕ3
∣∣∣∣χ(t) ∫ t
0
B(t, η)u(x, η)dη
∣∣∣∣2 e2sϕdxdt
+CeCs‖∂νu‖2L2(Σ).
Next we apply Lemma 2.3 with q = 2 to the second term on the right-hand side
and, similarly to (2.13), we obtain∫
Q
s3ϕ3χ2(t)
∣∣∣∣∫ t
0
|B(t, η)u|dη
∣∣∣∣2 e2sϕdxdt (2.14)
≤C
∫
Q
s3ϕ3χ2(t)
∣∣∣∣∣∣
∫ t
0
∑
|α|≤2
|∂αxu|2dη
∣∣∣∣∣∣ e2sϕdxdt ≤ C
∫
Q
s3ϕ3χ2(t)
∑
|α|≤2
∣∣∣∣∫ t
0
|∂αxu|2dη
∣∣∣∣ e2sϕdxdt
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≤C
∑
|α|≤2
∫
Q
s2γ−1ϕ2χ2(t)|∂αxu|2e2sϕdxdt+ C
∑
|α|≤2
∫
Q
s2γ−1ϕ2|∂t(χ2)|e2sϕ
∣∣∣∣∫ t
0
|∂αxu|2dη
∣∣∣∣ dxdt
≤C
∑
|α|≤2
∫
Q
s2γ−1ϕ2χ2(t)|∂αxu|2e2sϕdxdt+ C
∫
Q
s2γ−1ϕ2|∂t(χ2)|e2sϕU1(x, t)dxdt.
Therefore ∫
Q
s2ϕ2
∑
|α|≤2
|∂αx (χu)|2e2sϕdxdt
≤C
∫
Q
s3ϕ3|v|2e2sϕdxdt+ C
∑
|α|≤2
∫
Q
s2γ−1ϕ2|∂αx (χu)|2e2sϕdxdt
+C
∫
Q
s2γ−1ϕ2µ(t)U1e
2sϕdxdt+ CeCs‖∂νu‖2L2(Σ).
Choosing γ > 0 sufficiently large, we can absorb the second term on the right-hand
side into the left-hand side. Moreover we choose s0(γ) > 0 sufficiently larger such that
s0(γ)ϕ(x, t) ≥ s0(γ)e−γmaxQ |ψ(x,t)| ≥ 1, and by sϕ ≥ 1 we obtain∫
Q
∑
|α|≤2
|∂αx (χu)|2e2sϕdxdt ≤
∫
Q
s2ϕ2
∑
|α|≤2
|∂αx (χu)|2e2sϕdxdt (2.15)
≤C
∫
Q
s3ϕ3|v|2e2sϕdxdt+ C
∫
Q
s2γ−1ϕ2µ(t)U1e
2sϕdxdt+ CeCs‖∂νu‖2L2(Σ)
for s > s0.
Now we estimate the third term on the right-hand side of (2.13). By (2.4) we have
A(χ∂tu) = ∂tv − χB˜u− χ
∫ t
0
(∂tB)(t, η)udη
−χ′Au− χ′
∫ t
0
B(t, η)udη.
Apply (2.2) with p = 0, and we obtain∫
Q
∑
|α|≤2
|∂αx (χ∂tu)|2e2sϕdxdt
≤C
∫
Q
sϕ|∂tv|2e2sϕdxdt+ C
∫
Q
sϕχ2|B˜u|2e2sϕdxdt
+C
∫
Q
sϕχ2
∣∣∣∣∫ t
0
(∂tB)(t, η)udη
∣∣∣∣2 e2sϕdxdt+ C ∫
Q
|χ′|2sϕ|Au|2e2sϕdxdt
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+C
∫
Q
|χ′|2sϕ
∣∣∣∣∫ t
0
Budη
∣∣∣∣2 e2sϕdxdt + CeCs‖∂ν(χ∂tu)‖2L2(Σ).
By an argument similar to (2.14) for the third term on the right-hand side, we have∫
Q
∑
|α|≤2
|∂αx (χ∂tu)|2e2sϕdxdt
≤C
∫
Q
sϕ|∂tv|2e2sϕdxdt+ C
∫
Q
sϕχ2|B˜u|2e2sϕdxdt
+C
∑
|α|≤2
∫
Q
γ−1χ2(t)|∂αxu|2e2sϕdxdt+
∑
|α|≤2
∫
Q
γ−1|∂t(χ2)|
∣∣∣∣∫ t
0
|∂αxu|2dη
∣∣∣∣ e2sϕdxdt

+C
∫
Q
|χ′|2sϕ|Au|2e2sϕdxdt+ C
∫
Q
|χ′|2sϕ
∣∣∣∣∫ t
0
|B(t, η)u|dη
∣∣∣∣2 e2sϕdxdt+ CeCs‖∂ν(χ∂tu)‖2L2(Σ)
≤C
∫
Q
sϕ|∂tv|2e2sϕdxdt+ C
∑
|α|≤2
∫
Q
sϕ|∂αx (χu)|2e2sϕdxdt+ C
∑
|α|≤2
∫
Q
γ−1|∂αx (χu)|2e2sϕdxdt
+C
∫
Q
sϕµ(t)U1e
2sϕdxdt + CeCs‖∂ν∂tu‖2L2(Σ).
Applying (2.15), we obtain∫
Q
∑
|α|≤2
|∂αx (χ∂tu)|2e2sϕdxdt ≤ C
∫
Q
(sϕ|∂tv|2 + s2ϕ2|v|2)e2sϕdxdt (2.16)
+C
∫
Q
U1(x, t)s
2γ−1ϕ2µ(t)e2sϕdxdt+ CeCs(‖∂νu‖2L2(Σ) + ‖∂ν∂tu‖2L2(Σ))
for s > s0.
Applying (2.15) and (2.16) to (2.13), we obtain∫
Q
(sγϕ|∇x,tv|2 + s3γ3ϕ3|v|2)e2sϕdxdt
≤C
∫
Q
|AF |2e2sϕdxdt + C
∫
Q
(sϕ|∇x,tv|2 + s3ϕ3|v|2)e2sϕdxdt
+C
∫
Q
s2γ−1ϕ2µ(t)U1e
2sϕdxdt+ CeCs(‖∂νu‖2L2(Σ) + ‖∂ν∂tu‖2L2(Σ) + ‖∂νv‖2L2(Σ)).
Choosing γ > 0 sufficiently large, we can absorb the second term on the right-hand side
into the left-hand side. Therefore∫
Q
(sγϕ|∇x,tv|2 + s3γ3ϕ3|v|2)e2sϕdxdt (2.17)
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≤C
∫
Q
|AF |2e2sϕdxdt + C
∫
Q
s2ϕ2µ(t)U1e
2sϕdxdt
+CeCs(‖∂νu‖2L2(Σ) + ‖∂ν∂tu‖2L2(Σ) + ‖∂νv‖2L2(Σ))
for s > s0. By the definition of U1, the estimate (2.17) proves (1.11).
Next we will prove (1.12). The addition of (2.15) and (2.16) yields∫
Q
(s2ϕ2|∂αx (χu)|2 + |∂αx (χ∂tu)|2)e2sϕdxdt (2.18)
≤C
∫
Q
(sϕ|∂tv|2 + s3ϕ3|v|2)e2sϕdxdt+ C
∫
Q
s2ϕ2µ(t)U1e
2sϕdxdt
+CeCs(‖∂νu‖2L2(Σ) + ‖∂ν∂tu‖2L2(Σ)).
Applying (2.17) in (2.18), we obtain∫
Q
∑
|α|≤2
(s2ϕ2|∂αx (χu)|2 + |∂αx (χ∂tu)|2)e2sϕdxdt
≤C
∫
Q
|AF |2e2sϕdxdt
+C
∫
Q
s2ϕ2µ(t)U1e
2sϕdxdt+ CeCs(‖∂νu‖2L2(Σ) + ‖∂ν∂tu‖2L2(Σ) + ‖∂νv‖2L2(Σ)).
By (2.4) and ∂νF |∂Ω = 0, we have ∂νv = χ∂ν∂2t u−χ∂νF = χ∂ν∂2t u on ∂Ω. Consequently
the estimate (1.12), and the proof of Theorem 1.1 (i) is completed.
Fifth Step.
We will prove Theorem 1.1 (ii). By (2.4), we have
A(χ∂2t u) = ∂
2
t v
− χ
(
B˜∂tu+ (∂tB˜)(t)u+ (∂tB)(t, t)u+
∫ t
0
(∂2tB)udη
)
− 2χ′(t)
(
A∂tu+ B˜u+
∫ t
0
(∂tB)(t, η)udη
)
− χ′′(t)
(
Au+
∫ t
0
B(t, η)u(x, η)dη
)
in Q,
χ∂2t u|∂Ω = 0.
(2.19)
Henceforth U2 generically denotes a function satisfying
U2(x, t) ≤ C
∑
|α|≤2
2∑
k=0
(
|∂αx∂kt u|2 +
∣∣∣∣∫ t
0
|∂αx ∂kt u|2dη
∣∣∣∣)
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for (x, t) ∈ Q. Applying Lemma 2.2 to (2.19) with p = 0, we obtain
γ
∫
Q
∑
|α|≤2
|∂αx (χ∂2t u)|2e2sϕdxdt ≤ Cγ
∫
Q
sϕ|∂2t v|2e2sϕdxdt
+Cγ
∫
Q
sϕ|χB˜∂tu|2e2sϕdxdt+ Cγ
∫
Q
sϕχ2|(∂tB˜)(t)u+ (∂tB)(t, t)u|2e2sϕdxdt
+Cγ
∫
Q
sϕ
(
4|χ′|2
∣∣∣∣A∂tu+ B˜u+ ∫ t
0
(∂tB)(t, η)udη
∣∣∣∣2
+
∣∣∣∣χ′′(Au+ ∫ t
0
Budη
)∣∣∣∣2)e2sϕdxdt+ CeCs‖∂ν∂2t u‖2L2(Σ).
We estimate the second term on the right-hand side as follows. By ∂tu(·, 0) = 0, we
have
χB˜∂tu(x, t) = χB˜
∫ t
0
∂2t u(x, η)dη = χ
∫ t
0
B˜∂2t u(x, η)dη.
Lemma 2.3 with q = 1 yields∫
Q
sγϕ|χB˜∂tu|2e2sϕdxdt =
∫
Q
sγϕχ2
∣∣∣∣∫ t
0
B˜∂2t u(x, η)dη
∣∣∣∣2 e2sϕdxdt
≤C
∫
Q
χ2|B˜∂2t u|2e2sϕdxdt+ C
∫
Q
|∂t(χ2)|e2sϕ
∣∣∣∣∫ t
0
|B˜∂2t u(x, η)|2dη
∣∣∣∣ dxdt
≤C
∫
Q
∑
|α|≤2
|∂αx (χ∂2t u)|2e2sϕdxdt+ C
∫
Q
|∂t(χ2)|U2(x, t)e2sϕdxdt.
Consequently
γ
∫
Q
∑
|α|≤2
|∂αx (χ∂2t u)|2e2sϕdxdt
≤C
∫
Q
sγϕ|∂2t v|2e2sϕdxdt+ C
∫
Q
∑
|α|≤2
|∂αx (χ∂2t u)|2e2sϕdxdt
+C
∫
Q
sγϕ
∑
|α|≤2
|∂αx (χu)|2e2sϕdxdt
+C
∫
Q
sγϕ(|∂t(χ2)|+ |χ′(t)|2 + |χ′′(t)|2)U2e2sϕdxdt+ CeCs‖∂ν∂2t u‖2L2(Σ).
Thus we can absorb the second term on the right-hand side into the left-hand side, so
that
γ
∫
Q
∑
|α|≤2
|∂αx (χ∂2t u)|2e2sϕdxdt
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≤C
∫
Q
sγϕ|∂2t v|2e2sϕdxdt+ C
∫
Q
sγϕ
∑
|α|≤2
|∂αx (χu)|2e2sϕdxdt
+C
∫
Q
sγϕ(|∂t(χ2)|+ |χ′(t)|2 + |χ′′(t)|2)U2e2sϕdxdt+ CeCs‖∂ν∂2t u‖2L2(Σ).
Fixing γ > 0 sufficiently large and applying Theorem 1.1 (i) to the second term on the
right-hand side, we obtain∫
Q
∑
|α|≤2
|∂αx (χ∂2t u)|2e2sϕdxdt ≤ C
∫
Q
sϕ|∂2t v|2e2sϕdxdt (2.20)
+C
(∫
Q
|AF |2e2sϕdxdt + ‖u‖2H1(−T,T ;H2(Ω))s2Φ2e2sδ + eCs‖∂νu‖2H2(−T,T ;L2(Γ))
)
+C
∫
Q
sϕµ(t)U2e
2sϕdxdt+ CeCs‖∂ν∂2t u‖2L2(Σ)
≤C
∫
Q
sϕ|∂2t v|2e2sϕdxdt+ C
∫
Q
|AF |2e2sϕdxdt
+C‖u‖2H2(−T,T ;H2(Ω))s2Φ2e2sδ + CeCs‖∂νu‖2H2(−T,T ;L2(Γ)).
Next, setting v1 = ∂tv, we differentiate the first equation in (2.8) in t, and we have
∂2t v1 − Av1 = χA∂tF + χ′AF + χ(∂tJ) + χ′J + ∂tS,
∂
j
t v1(·,±T ) = 0 in Ω, j = 0, 1,
v1|∂Ω = 0.
(2.21)
Since
|χ∂tJ(x, t)|2 ≤ C
∑
|α|≤2
2∑
k=0
|∂αx (χ∂kt u)|2 ≤ CU2(x, t), (x, t) ∈ Q (2.22)
and
|∂tS(x, t)| ≤ Cµ(t)U2(x, t), (x, t) ∈ Q, (2.23)
in terms of (2.22) and (2.23), we apply Lemma 2.1 to (2.21) to obtain∫
Q
(sγϕ|∇x,tv1|2 + s3γ3ϕ3|v1|2)e2sϕdxdt ≤ C
∫
Q
|χA∂tF + χ′AF |2e2sϕdxdt
+C
∫
Q
|χ∂tJ + χ′J + ∂tS|2e2sϕdxdt+ CeCs‖∂ν∂tv‖2L2(Σ)
≤C
∫
Q
(|A∂tF |2 + |AF |2)e2sϕdxdt + C
∫
Q
∑
|α|≤2
2∑
k=0
|∂αx (χ∂kt u)|2e2sϕdxdt
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+C
∫
Q
µ(t)
∑
|α|≤2
2∑
k=0
|∂αx (∂kt u)|2e2sϕdxdt+ CeCs‖∂ν∂tv‖2L2(Σ).
Applying (2.20) and Theorem 1.1 (i) to the third and the second terms on the right-hand
side respectively, we see∫
Q
sγϕ|∂2t v|2e2sϕdxdt ≤ C
∫
Q
(|A∂tF |2 + |AF |2)e2sϕdxdt
+C‖u‖2H2(−T,T ;H2(Ω))s2Φ2e2sδ + CeCs‖∂νu‖2H2(−T,T ;L2(Γ))
+C
∫
Q
sϕ|∂2t v|2e2sϕdxdt + CeCs‖∂ν∂tv‖2L2(Σ).
By (2.4), we have v = χ∂2t u− χF and
∂ν∂tv = χ
′∂ν∂
2
t u+ χ∂ν∂
3
t u− χ′∂νF − χ∂ν∂tF
=χ′∂ν∂
2
t u+ χ∂ν∂
3
t u
on ∂Ω. Choosing s > 0 and γ > 0 sufficiently large, we can absorb the fourth terms on
the right-hand side into the left-hand side, we have∫
Q
(sγϕ|∂2t v1|2 + s3γ3ϕ3|v1|2)e2sϕdxdt (2.24)
≤ C
∫
Q
(|A∂tF |2+|AF |2)e2sϕdxdt+C‖u‖2H2(−T,T ;H2(Ω))s2Φ2e2sδ+CeCs‖∂νu‖2H3(−T,T ;L2(Γ))
for s > s0.
Substituting (2.24) into (2.20), we obtain∫
Q
∑
|α|≤2
|∂αx (χ∂2t u)|2e2sϕdxdt ≤ C
∫
Q
(|AF |2 + |A∂tF |2)e2sϕdxdt
+C‖u‖2H2(−T,T ;H2(Ω))s2Φ2e2sδ + CeCs‖∂νu‖2H3(−T,T ;L2(Γ)).
Thus the proof of Theoerem 1.1 (ii) is completed.
We close this section with the following lemma which is nothing but (2.24) where we
fix γ > 0 sufficiently large. The lemma plays an essential role for the proof of Theorem
1.3.
Lemma 2.4.
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Let u ∈ H2(−T, T ;H2(Ω)) satify (1.16) and let (1.17) hold. Under the same assumptions
in Theorem 1.1 (ii), we have∫
Q
(s|∇x,tv1|2 + s3|v1|2)e2sϕdxdt ≤ C
∫
Q
(|A((∂tR)f)|2 + |A(Rf)|2)e2sϕdxdt
+C‖u‖2H2(−T,T ;H2(Ω))s2Φ2e2sδ + CeCs‖∂νu‖2H3(−T,T ;L2(Γ))
for s > s0. Here we set
v1 = ∂tv, v(x, t) = χ(t)Au(x, t) + χ(t)
∫ t
0
B(t, η)u(x, η)dη in Q.
3 Energy estimates
For proving Theorems 1.2 and 1.3, we show energy estimates for hyperbolic equations
with integral terms. Such an energy estimate is classical for hyperbolic equations without
integral terms (e.g., Komornik [48], Lions [50]), but the presence of the integral terms
makes extra estimation demanded.
Lemma 3.1.
We assume that
aij = aji ∈ C(Ω), 1 ≤ i, j ≤ n,
there exists a constant µ0 > 0 such that∑n
i,j=1 aij(x)ξiξj ≥ µ0
∑n
i=1 ξ
2
i , x ∈ Ω, ξ1, ..., ξn ∈ R.
(3.1)
and  ∇x,tpα ∈ C(Ω× [0, T ]2), |α| = 2,pα ∈ C(Ω× [0, T ]2), k = 0, 1, 2, |α| ≤ 1. (3.2)
If u ∈ H2(0, T ;L2(Ω)) ∩H1(0, T ;H10(Ω)) ∩ L2(0, T ;H2(Ω)) satisfies
∂2t u(x, t) = Au+
∫ t
0
∑
|α|≤2
pα(x, t, η)∂
α
xu(x, η)dη + F (x, t), x ∈ Ω, 0 < t < T (3.3)
and
u|∂Ω = 0, 0 < t < T, (3.4)
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then there exists a constant C > 0, which is independent of choice of u, such that
E(t) ≤ C(E(0) + ‖F‖2L2(Ω×(0,T ))), 0 ≤ t ≤ T. (3.5)
Here and henceforth we set
E(u)(t) = E(t) =
∫
Ω
(
|∂tu(x, t)|2 +
n∑
i,j=1
aij(x)∂iu(x, t)∂ju(x, t)
)
dx, 0 ≤ t ≤ T.
(3.6)
Proof of Lemma 3.1. We multiply (3.3) with ∂tu(x, t) and integrate over Ω: By (3.1),
(3.2) and (3.4) and integration by parts, we obtain∫
Ω
∂2t u(x, t)∂tu(x, t)dx =
1
2
∂t
∫
Ω
|∂tu(x, t)|2dx
and
−
∫
Ω
n∑
i,j=1
∂i(aij(x)∂ju(x, t))∂tu(x, t)dx =
∫
Ω
n∑
i,j=1
aij∂ju(x, t)∂i∂tu(x, t)dx
=
∫
Ω
(∑
i>j
aij(x)∂t(∂iu(x, t)∂ju(x, t)) +
1
2
n∑
i=1
aii(x)∂t(|∂iu(x, t)|2)
)
dx
=
1
2
∂t
∫
Ω
(∑
i 6=j
aij∂iu(x, t)∂ju(x, t) +
n∑
i=1
aii|∂iu(x, t)|2
)
dx =
1
2
∂t
∫
Ω
(
n∑
i,j=1
aij∂iu(x, t)∂ju(x, t)
)
dx.
Next we calculate ∫ t
0
pα(x, t, η)∂
α
xu(x, η)∂tu(x, t)dη.
For |α| = 2, we set ∂αxu = ∂i∂ju with 1 ≤ i, j ≤ n. Noting
pij(x, t, η)∂ju(x, η)∂i∂tu(x, t) = ∂t(pij(x, t, η)∂ju(x, η)∂iu(x, t))−∂tpij(x, t, η)∂ju(x, η)∂iu(x, t),
we write∫
Ω
∫ t
0
pij(x, t, η)∂i∂ju(x, η)∂tu(x, t)dηdx
=−
∫
Ω
∫ t
0
∂ipij(x, t, η)∂ju(x, η)∂tu(x, t)dηdx−
∫
Ω
∫ t
0
pij(x, t, η)∂ju(x, η)∂t∂iu(x, t)dηdx
=
{
−
∫
Ω
∫ t
0
∂ipij(x, t, η)∂ju(x, η)∂tu(x, t)dηdx+
∫
Ω
∫ t
0
(∂tpij)(x, t, η)∂ju(x, η)∂iu(x, t)dηdx
}
−
∫
Ω
∫ t
0
∂t(pij(x, t, η)∂ju(x, η)∂iu(x, t))dηdx
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=:J˜ −
∫
Ω
∫ t
0
∂t(pij(x, t, η)∂ju(x, η)∂iu(x, t))dηdx.
Here
−
∫
Ω
∫ t
0
∂t(pij(x, t, η)∂ju(x, η)∂iu(x, t))dηdx
=−
∫
Ω
(
∂t
(∫ t
0
pij(x, t, η)∂ju(x, η)∂iu(x, t)dη
)
− pij(x, t, t)∂ju(x, t)∂iu(x, t)
)
dx.
Therefore∫
Ω
∫ t
0
pij(x, t, η)∂i∂ju(x, η)∂iu(x, t)dηdx =: Jij−∂t
∫ t
0
∫
Ω
pij(x, t, η)∂ju(x, η)∂iu(x, t)dxdη,
(3.7)
where
Jij = −
∫
Ω
∫ t
0
∂ipij(x, t, η)∂ju(x, η)∂tu(x, t)dηdx (3.8)
+
∫
Ω
∫ t
0
∂tpij(x, t, η)∂ju(x, η)∂iu(x, t)dηdx+
∫
Ω
pij(x, t, t)∂ju(x, t)∂iu(x, t)dx.
For |α| = 1, we have ∣∣∣∣∫
Ω
∫ t
0
pi(x, t, η)∂ju(x, η)∂tu(x, t)dx
∣∣∣∣ (3.9)
≤ C
∫ t
0
(∫
Ω
(|∂ju(x, t, η)|2 + |∂tu(x, t)|2)dx
)
dη
≤C
∫ t
0
(E(η) + E(t))dη ≤ CE(t) + C
∫ t
0
E(η)dη
and for |α| = 0, we use the Poincare´ inequality to obtain∣∣∣∣∫
Ω
∫ t
0
p0(x, t, η)u(x, η)∂iu(x, t)dηdx
∣∣∣∣ (3.10)
≤C
∫ t
0
∫
Ω
(|∂tu(x, t)|2 + |u(x, η)|2)dxdη ≤ C
∫ t
0
(E(η) + E(t))dη
≤CE(t) + C
∫ t
0
E(η)dη.
Hence ∫
Ω
∫ t
0
∑
|α|≤2
pα(x, t, η)∂
α
xu(x, η)∂tu(x, t))dηdx
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=
n∑
i,j=1
Jij − ∂t
∫ t
0
n∑
i,j=1
∫
Ω
pij(x, t, η)∂ju(x, η)∂iu(x, t)dxdη
+
n∑
j=1
∫
Ω
∫ t
0
pj(x, t, η)∂ju(x, η)∂iu(x, t)dηdx
+
∫
Ω
∫ t
0
p0(x, t, η)u(x, η)∂tu(x, t)dηdx.
Thus we obtain
1
2
dE
dt
(t) =
n∑
i,j=1
Jij − ∂t
∫ t
0
n∑
i,j=1
∫
Ω
pij(x, t, η)∂ju(x, η)∂iu(x, t)dxdη
+
n∑
j=1
∫
Ω
∫ t
0
pj(x, t, η)∂ju(x, η)∂iu(x, t)dηdx+
∫
Ω
∫ t
0
p0(x, t, η)u(x, η)∂tu(x, t)dηdx.
We choose r ∈ (0, T ) arbitrarily. Integrating both sides with respect to t in (0, r), we
reach
1
2
(E(r)− E(0)) =
n∑
i,j=1
∫ r
0
Jij(t)dt−
∫ r
0
n∑
i,j=1
∫
Ω
pij(x, r, η)∂ju(x, η)∂iu(x, t)dxdη
+
n∑
j=1
∫ r
0
∫
Ω
∫ t
0
pj(x, t, η)∂ju(x, η)∂iu(x, t)dηdxdt+
∫ r
0
∫
Ω
∫ t
0
p0(x, t, η)u(x, η)∂tu(x, t)dηdxdt
+
∫ r
0
∫
Ω
F (x, t)∂tu(x, t)dxdt.
Here we have∣∣∣∣∣
n∑
i,j=1
∫ r
0
Jij(t)dt
∣∣∣∣∣ ≤
n∑
i,j=1
∫ r
0
∫
Ω
∫ t
0
|∂ipij(x, t, η)||∂ju(x, η)||∂tu(x, t)|dηdxdt
+
n∑
i,j=1
∫ r
0
∫
Ω
∫ t
0
|∂tpij(x, t, η)||∂ju(x, η)||∂iu(x, t)|dηdxdt
+
n∑
i,j=1
∫ r
0
∫
Ω
|pij(x, t, t)||∂ju(x, t)||∂iu(x, t)|dxdt
≤C
∫ r
0
∫ t
0
(E(η) + E(t))dηdt+ C
∫ r
0
E(t)dt
≤C
∫ r
0
(∫ r
η
dt
)
E(η)dη + C
∫ r
0
tE(t)dt+ C
∫ t
0
E(t)dt ≤ C
∫ r
0
E(t)dt.
Moreover, for any ε > 0, we can choose a constant Cε > 0 such that∣∣∣∣∣
n∑
i,j=1
∫ r
0
∫
Ω
∂ipij(x, r, η)∂ju(x, η)∂iu(x, r)dxdη
∣∣∣∣∣ ≤ C
∫ r
0
n∑
i,j=1
∫
Ω
|∂ju(x, η)||∂iu(x, r)|dxdη
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≤C
∫ r
0
∫
Ω
|∇u(x, η)||∇u(x, r)|dxdη ≤ C1ε
∫ r
0
∫
Ω
|∇u(x, r)|2dxdη + Cε
∫ r
0
∫
Ω
|∇u(x, η)|2dxdη
≤C1εTE(r) + Cε
∫ r
0
E(η)dη.
Moreover (3.9) and (3.10) yield∣∣∣∣ n∑
j=1
∫ r
0
∫
Ω
∫ t
0
pj(x, t, η)∂ju(x, η)∂tu(x, t)dηdxdt
+
∫ r
0
∫
Ω
∫ t
0
p0(x, t, η)u(x, η)∂tu(x, t)dηdxdt
∣∣∣∣ ≤ C ∫ r
0
E(t)dt
and ∣∣∣∣∫ r
0
∫
Ω
F (x, t)∂tu(x, t)dxdt
∣∣∣∣ ≤ ∫ r
0
∫
Ω
|F (x, t)|2dxdt+
∫ r
0
∫
Ω
|∂tu(x, t)|2dxdt
≤‖F‖2L2(Ω×(0,T )) + C
∫ r
0
E(t)dt.
Thus we obtain
E(r)− E(0) ≤ C2εE(r) + Cε
∫ r
0
E(t)dt+ C‖F‖2L2(Ω×(0,T )). (3.11)
Choosing ε > 0 sufficiently small such that C2ε <
1
2
, we have
1
2
E(r) ≤ E(0) + C
∫ r
0
E(t)dt+ C‖F‖2L2(Ω×(0,T )).
The Gronwall inequality implies
E(r) ≤ C(E(0) + ‖F‖2L2(Ω×(0,T )))eCT , 0 ≤ r ≤ T.
Thus the proof of Lemma 3.1 is completed.
Next, on the basis of Lemma 3.1, we prove an energy estimate in Sobolev spaces of
higher orders for the solution to (1.16). We assume that u ∈ H2(0, T ;H2(Ω)) satisfies
(1.16), ∂νu ∈ H3(0, T ;L2(Γ)) and that (1.17) holds. Then we prove
Lemma 3.2.
There exists a constant C > 0 such that
2∑
k=0
‖∂kt u(·, t)‖H2(Ω) ≤ C‖f‖H2(Ω), 0 ≤ t ≤ T
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for each f ∈ H2(Ω) ∩H10 (Ω).
Proof of Lemma 3.2. We set
u1 = ∂tu, u2 = ∂
2
t u, u3 = ∂
3
t u (3.12)
and  b
(1)
α (x, t, η) = bα(x, t, t) +
∫ t
η
∂tbα(x, t, ξ)dξ,
b
(k+1)
α (x, t, η) = b
(k)
α (x, t, t) +
∫ t
η
∂tb
(k)
α (x, t, ξ)dξ, k = 1, 2.
(3.13)
We set
cα(x, t) = b
(3)
α (x, t, 0).
Then 
∂2t u1(x, t) = Au1 +
∫ t
0
∑
|α|≤2 b
(1)
α (x, t, η)∂αxu1(x, η)dη + (∂tR)f,
u1(x, 0) = 0, ∂tu1(x, 0) = R(x, 0)f(x), x ∈ Ω,
u1|∂Ω = 0,
(3.14)

∂2t u2(x, t) = Au2 +
∫ t
0
∑
|α|≤2 b
(2)
α (x, t, η)∂αxu2(x, η)dη + (∂
2
tR)f,
u2(x, 0) = R(x, 0)f(x), ∂tu2(x, 0) = ∂tR(x, 0)f(x), x ∈ Ω,
u2|∂Ω = 0
(3.15)
and 
∂2t u3(x, t) = Au3 +
∫ t
0
∑
|α|≤2 b
(3)
α (x, t, η)∂αxu3(x, η)dη + (∂
3
tR)f
+
∑
|α|≤2 cα(x, t)∂
α
x (R(x, 0)f),
u3(x, 0) = (∂tR(x, 0))f, ∂tu3(x, 0) = A(R(x, 0)f), x ∈ Ω,
u3|∂Ω = 0.
(3.16)
Indeed we can verify (3.14) as follows. We differentiate (1.16) in t to have
∂2t u1(x, t) = Au1 +
∑
|α|≤2
bα(x, t, t)∂
α
xu(x, t) +
∫ t
0
∑
|α|≤2
∂tbα(x, t, η)∂
α
xu(x, η)dη + (∂tR)f.
Noting that u(x, t) =
∫ t
0
u1(x, ξ)dξ by u(·, 0) = 0 and changing the orders of integration,
we obtain
∂2t u1(x, t) = Au1 +
∑
|α|≤2
∫ t
0
bα(x, t, t)∂
α
xu1(x, η)dη
+
∑
|α|≤2
∫ t
0
(∂tbα)(x, t, η)
(∫ η
0
∂αxu1(x, ξ)dξ
)
dη + (∂tR)f
= Au1 +
∫ t
0
∑
|α|≤2 bα(x, t, t)∂
α
xu1(x, η)dη +
∫ t
0
(∫ t
ξ
(∂tbα)(x, t, η)dη
)
∂αxu1(x, ξ)dξ + (∂tR)f
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and
u1(x, 0) = ∂tu(x, 0) = 0,
∂tu1(x, 0) = ∂
2
t u(x, 0)
=
Au+ ∫ t
0
∑
|α|≤2
bα(x, t, η)∂
α
xu(x, η)dη
∣∣∣∣
t=0
+R(x, 0)f(x) = R(x, 0)f.
Therefore (3.14) is verified. The systems (3.15) and (3.16) can be verified similarly by
noting that
u1(x, t) =
∫ t
0
u2(x, ξ)dξ, u2(x, t) =
∫ t
0
u3(x, ξ)dξ +R(x, 0)f(x).
Applying Lemma 3.1 to (3.14) - (3.16), we have
3∑
k=0
(‖∂k+1t u(·, t)‖L2(Ω) + ‖∂kt u(·, t)‖H1(Ω)) ≤ C‖f‖H2(Ω), 0 ≤ t ≤ T. (3.17)
Next we have to estimate ‖∂jtu(·, t)‖H2(Ω), k = 0, 1, 2. Since ∂tu(·, t) =
∫ t
0
∂2t u(·, η)dη
and u(·, t) = ∫ t
0
(t − η)∂2t u(·, η)dη by u(·, 0) = ∂tu(·, 0) = 0 in Ω, it suffices to estimate
‖∂2t u(·, t)‖H2(Ω). By (3.17) we have
‖∂4t u(·, t)‖L2(Ω) ≤ C‖f‖H2(Ω), 0 ≤ t ≤ T. (3.18)
Therefore (3.15) implies
A∂2t u = ∂
4
t u(x, t)−
∫ t
0
∑
|α|≤2
b(2)α (x, t, η)∂
α
x∂
2
t u(x, η)dη + (∂
2
tR)f,
and so
‖A∂2t u(·, t)‖L2(Ω) ≤ C‖∂4t u(·, t)‖L2(Ω) + C
∫ t
0
‖∂2t u(·, η)‖H2(Ω)dη + C‖f‖H2(Ω).
Since ∂2t u(·, t)|∂Ω = 0, we apply the a priori estimate for the elliptic boundary value
problem, by (3.18) we obtain
‖∂2t u(·, t)‖H2(Ω) ≤ C‖f‖H2(Ω) + C
∫ t
0
‖∂2t u(·, η)‖H2(Ω)dη, 0 ≤ t ≤ T.
The Gronwall inequality yields
‖∂2t u(·, t)‖H2(Ω) ≤ C‖f‖H2(Ω), 0 ≤ t ≤ T.
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Thus the proof of Lemma 3.2 is completed.
In this section we further show the following lemma for the hyperbolic equation
without integral terms.
Lemma 3.3.
We assume (3.1). Let w ∈ H2(0, T ;L2(Ω)) ∩ L2(0, T ;H2(Ω)) ∩ C([0, T ];H10(Ω)) ∩
C1([0, T ];L2(Ω)) satisfy
∂2tw(x, t) = Aw(x, t) +G(x, t), x ∈ Ω, 0 < t < T. (3.19)
(i) There exists a constant C > 0 such that
‖∂νw‖2L2(0,T ;L2(∂Ω)) ≤ C(E(0) + ‖G‖2L2(0,T ;L2(Ω))). (3.20)
(ii) There exists a constant C > 0 such that
E(0) ≤ C
(
E(t) +
∫ t
0
‖G(·, η)‖2L2(Ω)dη
)
, 0 ≤ t ≤ T. (3.21)
Proof of Lemma 3.3. The estimate (3.20) is proved by the multiplier method (e.g.,
Komornik [48]). That is, we choose h : Ω −→ Rn such that h ∈ C1(Ω) and h|∂Ω = ν
which is the unit outward normal vector to ∂Ω. Then multiplyng (3.19) with h · ∇w
and integrating over Ω× (0, T ), we see (3.20). We omit the details and see e.g., [48] for
the complete proof.
A usual energry estimate yields
E(w)(t) ≤ C(E(w)(0) + ‖G‖2L2(0,t;L2(Ω))). (3.22)
Since (3.19) is time-reversing, we can consider (3.19) by regarding t as initial time and,
applying (3.22), we obtain (3.21). Thus the proof of Lemma 3.3 is completed.
4 Proof of Theorem 1.2
Our proof is a modification of Kazemi and Klibanov [41] and Klibanov and Malinsky
[45] which discuss hyperbolic equations without integral terms.
We make the even extension of y to (−T, 0):
y(x, t) =
 y(x, t), 0 < t < T,y(x,−t), −T < t < 0. (4.1)
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Then, by ∂ty(·, 0) = 0, we can verify that
∂ty(x, t) =
 ∂ty(x, t), 0 < t < T,−∂ty(x,−t), −T < t < 0, ∂2t y(x, t) =
 ∂2t y(x, t), 0 < t < T,∂2t y(x,−t), −T < t < 0,
∂3t y(x, t) =
 ∂3t y(x, t), 0 < t < T,−∂3t y(x,−t), −T < t < 0. (4.2)
Hence  y ∈ C2([−T, T ];H2(Ω) ∩H10 (Ω)),∂αx y ∈ H2(−T, T ;L2(Ω)) ∩ L2(−T, T ;H2(Ω)). (4.3)
Next we will estimate ‖y‖H1(−T,T ;H2(Ω)). By (4.1) and (4.2), it is sufficient to estimate
for 0 < t < T , that is, ‖y‖H1(0,T ;H2(Ω)). Similarly to the proof of Lemma 3.2, we set
y1 = ∂ty, y2 = ∂
2
t y,
b(1)α (x, t, η) = bα(x, t, t) +
∫ t
η
∂tbα(x, t, ξ)dξ,
b(2)α (x, t, η) = b
(1)
α (x, t, t) +
∫ t
η
∂tb
(1)
α (x, t, ξ)dξ.
We recall that
a(x) := y(x, 0), x ∈ Ω.
Noting that y(x, t) =
∫ t
0
y1(x, ξ)dξ + a(x) and y1(x) =
∫ t
0
y2(x, ξ)dξ and y1(x, 0) =
∂ty(x, 0) = 0, in a way similar to (3.13) and (3.14), we can
∂2t y1(x, t) = Ay1 +
∫ t
0
∑
|α|≤2 b
(1)
α (x, t, η)∂αx y1(x, η)dη +
∑
|α|≤2 b
(1)
α (x, t, 0)∂αx a(x),
y1(x, 0) = 0, ∂ty1(x, 0) = Aa(x), x ∈ Ω,
y1|∂Ω = 0
(4.4)
and
∂2t y2(x, t) = Ay2 +
∫ t
0
∑
|α|≤2 b
(2)
α (x, t, η)∂αx y2(x, η)dη +
∑
|α|≤2 ∂tb
(1)
α (x, t, 0)∂αxa(x),
y2(x, 0) = Aa(x), ∂ty2(x, 0) =
∑
|α|≤2 b
(1)
α (x, 0, 0)∂αxa(x), x ∈ Ω,
y2|∂Ω = 0.
(4.5)
30
Applying Lemma 3.1 to (4.4) and (4.5), we obtain
‖∂3t y(·, t)‖L2(Ω) ≤
1∑
k=0
(‖∂tyk(·, t)‖L2(Ω) + ‖∇yk(·, t)‖L2(Ω)) ≤ C‖a‖H2(Ω), 0 ≤ t ≤ T.
(4.6)
By the first equation in (4.4), we have
A∂ty(·, t) = ∂3t y −
∑
|α|≤2
∫ t
0
b(1)α (x, t, η)∂
α
x∂ty(x, η)dη −
∑
|α|≤2
b(1)α (x, t, 0)∂
α
xa(x)
and
∂ty(·, t)|∂Ω = 0.
Applying the a priori estimate for the elliptic boundary value problem, we reach
‖∂ty(·, t)‖H2(Ω) ≤ C‖∂3t y(·, t)‖L2(Ω) + C
∫ t
0
‖∂ty(x, η)‖H2(Ω)dη + C‖a‖H2(Ω).
¿From (4.6) and the Gronwall inequality it follows that
‖∂ty(·, t)‖H2(Ω) ≤ C‖a‖H2(Ω), 0 ≤ t ≤ T. (4.7)
Since y(·, t) = ∫ t
0
∂ty(·, ξ)dξ + a, it follows from (4.7) that
‖y(·, t)‖H2(Ω) ≤ C‖a‖H2(Ω), 0 ≤ t ≤ T.
Thus
‖y(·, t)‖H2(Ω) + ‖∂ty(·, t)‖H2(Ω) ≤ C‖a‖H2(Ω), 0 ≤ t ≤ T. (4.8)
Now we choose ε > 0 and δ > 0 in (1.10). The assumption (1.15) implies
ψ(x,±T ) = |x− x0|2 − βT 2 < 0, x ∈ Ω, (4.9)
and
ψ(x, 0) = |x− x0| > 0, x ∈ Ω
by x0 6∈ Ω. Therefore there exist ε0 > 0 and ε ∈
(
0, T
4
)
such that ϕ(x, t) ≤ 1− ε0, x ∈ Ω, |T − t| ≤ 2ε or |T + t| ≤ 2ε,ϕ(x, t) ≥ 1 + ε0, x ∈ Ω, |t| ≤ 2ε. (4.10)
By (4.10) we note that ϕ(x,±T ) < 1 for x ∈ Ω, and so 0 < δ < 1 if we choose ε > 0
sufficiently small in (1.10). Then we can set δ = 1− ε0 with ε0 > 0. Then
ϕ(x, t) ≥ 1 + ε0 = δ + 2ε0, |t| ≤ 2ε. (4.11)
31
We set
z(x, t) = χ(t)∂2t y(x, t), (x, t) ∈ Q.
Noting that F = 0 in Q, we apply (1.11) in Theorem 1.1 to (1.14) where we fix γ > 0
large and applying (4.8) and so∫ T
0
∫
Ω
(|∂tz|2 + |∇z|2)e2sϕdxdt (4.12)
≤ C‖a‖2H2(Ω)s2e2sδ + CeCs‖∂νy‖2H2(−T,T ;L2(Γ))
for all large s > 0. On the other hand, similarly to (2.8), we see
∂2t z(x, t) = Az + S˜(x, t), (x, t) ∈ Q,
z(x, 0) = (Aa)(x), ∂tz(x, 0) =
∑
|α|≤2 bα(x, 0, 0)∂
α
xa(x),
z|∂Ω×(−T,T ) = 0,
(4.13)
where
|S˜(x, t)| ≤ C
∑
|α|≤2
1∑
k=0
|∂αx∂kt y(x, t)|+
∫ t
0
∑
|α|≤2
|∂αx y(x, η)|dη
 (4.14)
for (x, t) ∈ Q. Here, in terms of χ(0) = 1, χ′(0) = 0 and the first equation in (1.14), we
calculated z(x, 0) = ∂2t y(x, 0) and ∂tz(x, 0) = ∂
3
t y(x, 0).
Applying (3.21) in Lemma 3.3, we fix sufficiently small δ0 > 0 such that 0 < δ0 < 2ε
and
E(0) ≤ C
(
E(t) +
∫ t
0
‖S˜(·, η)‖2L2(Ω)dη
)
, 0 ≤ t ≤ δ0. (4.15)
Here we recall thatE(z)(t) = E(t) =
∫
Ω
(
|∂tz(x, t)|2 +
∑n
i,j=1 aij(x)∂iz(x, t)∂jz(x, t)
)
dx.
By (4.14) and (4.8), we obtain ∫ t
0
‖S˜(·, η)‖2L2(Ω)dη (4.16)
≤C
∫ t
0
(
1∑
k=0
‖∂kt y(·, η)‖2H2(Ω) +
∫ η
0
‖y(·, ξ)‖2H2(Ω)dξ
)
dη
≤C
∫ t
0
1∑
k=0
‖∂kt y(·, η)‖2H2(Ω)dη ≤ Ct‖a‖2H2(Ω) ≤ CtE(0), 0 ≤ t ≤ T.
At the last inequality, in view of the Poincare´ inequality, z(·, 0) = Aa and the a priori
estimate for the boundary value problem for A, we used
E(0) ≥
∫
Ω
n∑
i,j=1
aij∂iz(x, 0)∂jz(x, 0)dx ≥ C
∫
Ω
|∇z(x, 0)|2dx (4.17)
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≥ C
∫
Ω
|z(x, 0)|2dx = C
∫
Ω
|(Aa)(x)|2dx ≥ C‖a‖2H2(Ω).
Hence, by (4.15), we have
(1− Cδ0)E(0) ≤ CE(t), 0 ≤ t ≤ δ0.
We further choose small δ0 > 0 such that 1−Cδ0 > 0 and fix. Then E(0) ≤ C1E(t) for
0 ≤ t ≤ δ0. Therefore
C1E(0)δ0e
2s(δ+2ε0) ≤ C1
∫ δ0
0
E(t)e2sϕdxdt
≤
∫ max{2ε,δ0}
0
∫
Ω
(|∂tz|2 + |∇z|2)e2sϕdxdt ≤
∫
Q
(|∂tz|2 + |∇z|2)e2sϕdxdt
for all large s > 0. Substituting this into the left-hand side of (4.12) and using (4.17),
we obtain
C1E(0)δ0e
2s(δ+2ε0) ≤ CE(0)s2e2sδ + CeCs‖∂νy‖2H2(−T,T ;L2(Γ))
for all large s > 0. Hence
(C1δ0 − Cs2e−4sε0)E(0) ≤ CeCs‖∂νy‖2H2(−T,T ;L2(Γ))
for all large s > 0. Choosing s > 0 sufficiently large such that C1δ0 −Cs2e−4sε0 > 0, we
complete the proof of the second inequality in the conclusion of Theorem 1.2.
Next we prove the first inequality of the conclusion. In place of z = χ∂2t y, we set
y2 = ∂
2
t y. Then, similarly to (2.8), we have
∂2t y2(x, t) = Ay2 + S˜1(x, t), (x, t), x ∈ Ω, 0 < t < T,
y2(x, 0) = (Aa)(x), ∂ty2(x, 0) =
∑
|α|≤2 bα(x, 0, 0)∂
α
xa(x),
y2|∂Ω×(0,T ) = 0,
(4.18)
where S˜1 satisfies (4.14). Similarly to (4.16) and (4.17), we can verify
E(y2)(0) =: E(0) ≤ ‖a‖2H3(Ω), ‖S˜1‖2L2(0,T ;L2(Ω)) ≤ CE(0).
Applying (3.20) in Lemma 3.3, we have
‖∂2t ∂νy‖2L2(0,T ;L2(∂Ω)) ≤ C(E(0) + ‖S˜1‖2L2(0,T ;L2(Ω))) (4.19)
≤ CE(0) ≤ C‖a‖2H3(Ω).
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By ∂ν∂ty = 0 on ∂Ω, we see
∂t∂νy(x, t) =
∫ t
0
∂2t ∂νy(x, η)dη
and
∂νy(x, t) =
∫ t
0
∂t∂νy(x, η)dη + ∂νa.
Therefore
‖∂t∂νy‖L2(0,T ;L2(∂Ω)) ≤ C‖∂2t ∂νy‖L2(0,T ;L2(∂Ω))
and
‖∂νy‖L2(0,T ;L2(∂Ω)) ≤ C‖∂2t ∂νy‖L2(0,T ;L2(∂Ω)) + C‖∂νa‖L2(∂Ω)
≤C‖∂2t ∂νy‖L2(0,T ;L2(∂Ω)) + C‖a‖H3(Ω).
With (4.19), we complete the proof of the first inequality. Thus the proof of Theorem
1.2 is completed.
5 Proof of Theorem 1.3
Once that the Carleman estimate Theorem 1.1 is established, we can prove Theorem
1.3 by an argument similar to Imanuvilov and Yamamoto [33]. See also Bellassoued and
Yamamoto [10].
First Step.
We set F (x, t) = R(x, t)f(x) and
v(x, t) = χAu(x, t) + χ(t)
∫ t
0
B(t, η)u(x, η)dη, (x, t) ∈ Ω× (0, T ). (5.1)
Similarly to (2.8) in Ω× (0, T ), using f = ∂νf = 0 on ∂Ω, by (2.4) we can verify
v(x, t) = χ(t)∂2t u(x, t)− χ(t)F (x, t), x ∈ Ω, 0 < t < T
and 
∂2t v(x, t)−Av = χAF + χJ + S, x ∈ Ω, 0 < t < T,
v(x, 0) = ∂tv(x, 0) = 0, x ∈ Ω,
∂
j
t v(·, T ) = 0 in Ω, j = 0, 1,
v|∂Ω×(0,T ) = 0.
(5.2)
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We make the even extension of v to (−T, 0):
v(x, t) =
 v(x, t), 0 < t < T,v(x,−t), −T < t < 0.
Accordingly we make the even extensions of χAF + χJ + S. Then, by v(x, 0) =
∂tv(x, 0) = 0 for x ∈ Ω we can prove that
v ∈ C2([−T, T ];L2(Ω)) ∩ C1([−T, T ];H10 (Ω)) ∩ C([−T, T ];H2(Ω) ∩H10 (Ω))
∩H3(−T, T ;L2(Ω)) (5.3)
and
χAF + χJ + S ∈ H1(−T, T ;L2(Ω)). (5.4)
We recall that Q = Ω× (−T, T ). Hence, setting v1 = ∂tv, we have
∂2t v1 − Av1 = χA∂tF + χ′AF + χ(∂tJ) + χ′J + ∂tS in Q,
∂
j
t v1(·,±T ) = 0 in Ω, j = 0, 1,
v1|∂Ω = 0,
v1(x, 0) = 0, ∂tv1(x, 0) = χAF (x, 0).
(5.5)
Here we used that ∂tv1(x, 0) = χAF (x, 0) by ∂tv1 = ∂
2
t v and (2.7), (2.9).
We set
z = (∂tv)e
sϕ = v1e
sϕ.
We write (5.5) in terms of z. First we have
∂tz = (∂tv1)e
sϕ + s(∂tϕ)v1e
sϕ
and
∂2t z = (∂
2
t v1)e
sϕ + 2s(∂tϕ)(∂tv1)e
sϕ + s(∂2t ϕ)v1e
sϕ + s2(∂tϕ)
2v1e
sϕ.
Moreover
∂iz = (∂iv1)e
sϕ + s(∂iϕ)v1e
sϕ,
and so
∂j∂iz = (∂j∂iv1)e
sϕ + s{(∂iϕ)(∂jv1) + (∂jϕ)(∂iv1)}esϕ
+{s(∂i∂jϕ) + s2(∂iϕ)∂jϕ}v1esϕ.
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Hence
Az =
n∑
i,j=1
aij∂i∂jz +
n∑
i,j=1
(∂iaij)∂jz
=
n∑
i,j=1
aij(∂i∂jv1)e
sϕ +
n∑
i,j=1
saij((∂iv1)∂jϕ + (∂jv1)∂iϕ)e
sϕ
+
n∑
i,j=1
saij(∂i∂jϕ)v1e
sϕ + s2
n∑
i,j=1
aij(∂iϕ)(∂jϕ)v1e
sϕ
+
n∑
i,j=1
(∂iaij)(∂jv1)e
sϕ +
n∑
i,j=1
(∂iaij)s(∂jϕ)v1e
sϕ.
Using aij = aji in the second term on the right-hand side, we obtain
Az = esϕAv1 + 2s
n∑
i,j=1
aij(∂iϕ)(∂jv1)e
sϕ
+sv1e
sϕAϕ+ s2v1e
sϕ
n∑
i,j=1
aij(∂iϕ)∂jϕ.
Thus (5.5) yields
∂2t z − Az (5.6)
=χesϕA∂tF + χ
′esϕAF + χ(∂tJ)e
sϕ + χ′Jesϕ + (∂tS)e
sϕ
+2s((∂tϕ)∂tv1 −
n∑
i,j=1
aij(∂iv1)∂jϕ)e
sϕ + s(∂2t ϕ− Aϕ)v1esϕ
+s2((∂tϕ)
2 −
n∑
i,j=1
aij(∂iϕ)∂jϕ)v1e
sϕ in Q,
 ∂tz(x, 0) = χA(R(x, 0)f(x))esϕ(x,0),z(x, 0) = 0, x ∈ Ω, (5.7)
and
z|∂Ω = 0. (5.8)
We rewrite Lemma 2.4 in terms of z = v1e
sϕ. First s3|z|2 = s3|v1|2e2sϕ and then
∂tz = (∂tv1)e
sϕ + s(∂tϕ)z, so that
s|∂tz|2 ≤ Cs3|z|2 + Cs|∂tv1|2e2sϕ,
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and we have similar estimates for s|∇z|2. Hence∫
Q
(s|∇x,tz|2 + s3|z|2)dxdt ≤ C
∫
Q
(s|∇x,tv1|2 + s3|v1|2)e2sϕdxdt,
and so ∫
Q
(s|∇x,tz|2 + s3|z|2)dxdt ≤ C
∫
Q
(|AF |2 + |A∂tF |2)e2sϕdxdt
+C‖u‖2H2(−T,T ;H2(Ω))s2e2sδ + CeCs‖∂νu‖2H3(−T,T ;L2(Γ)).
for s > s0. Here we include Φ
2 into C > 0. Henceforth we set
D2 = ‖∂νu‖2H3(−T,T ;L2(Γ)).
We estimate ‖u‖2
H2(−T,T ;H2(Ω)) by Lemma 3.2, so that we obtain∫
Q
(s|∇x,tz|2 + s3|z|2)dxdt ≤ C
∫
Q
(|AF |2 + |A∂tF |2)e2sϕdxdt (5.9)
+C‖f‖2H2(Ω)s2e2sδ + CeCsD2
for s > s0.
Second Step.
We will carry out the energy estimate. We multiply (5.6) with ∂tz and integrate by
parts over Ω× (−T, 0). Then∫ 0
−T
∫
Ω
(∂2t z −Az)∂tzdxdt
=
1
2
∫ 0
−T
∂t
(∫
Ω
|∂tz|2dx
)
dt−
∫ 0
−T
∫
Ω
(Az)∂tzdxdt.
Here by z|∂Ω = 0 and aij = aji, integrating by parts, we see
−
∫
Ω
(Az)∂tzdx =
n∑
i,j=1
∫
Ω
aij(∂i∂tz)∂jzdx
=
∫
Ω
{∑
i<j
aij((∂iz)(∂j∂tz) + (∂jz)(∂i∂tz)) +
n∑
i=1
aii(∂iz)(∂i∂tz)
}
dx
=
∫
Ω
{∑
i>j
aij∂t((∂iz)∂jz) +
n∑
i=1
aii
1
2
∂t(|∂iz|2)
}
dx
=
1
2
∫
Ω
n∑
i,j=1
aij∂t((∂iz)∂jz)dx.
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Using z(·, 0) = z(·,−T ) = 0 in Ω and noting that aij is independent of t, we obtain∫ 0
−T
∫
Ω
(∂2t z − Az)∂tzdxdt =
1
2
∫
Ω
|∂tz(x, 0)|2dx. (5.10)
Next, by the Cauchy-Schwarz inequality, we have∣∣∣∣∫ 0
−T
∫
Ω
[the right-hand side] of (5.6)]× ∂tzdxdt
∣∣∣∣ (5.11)
=
∣∣∣∣∫ 0
−T
∫
Ω
(χA∂tF + χ
′AF )e2sϕ∂tzdxdt +
∫ 0
−T
∫
Ω
(χ(∂tJ) + χ
′J + ∂tS)e
2sϕ∂tzdxdt
+2s
∫ 0
−T
∫
Ω
((∂tϕ)∂tv1 −
n∑
i,j=1
aij(∂iv1)∂jϕ)e
2sϕ∂tzdxdt
+s
∫ 0
−T
∫
Ω
(∂2t ϕ− Aϕ)v1e2sϕ∂tzdxdt
+s2
∫ 0
−T
∫
Ω
((∂tϕ)
2 −
n∑
i,j=1
aij(∂iϕ)(∂jϕ))v1e
2sϕ∂tzdxdt
∣∣∣∣
≤C
∫
Q
|A∂tF |2 + |AF |2)e2sϕdxdt+ C
∫
Q
|∂tz|2dxdt
+C
∫
Q
(|∂tJ |2 + |J |2 + |∂tS|2)e2sϕdxdt
+C
∫
Q
s|∇x,tv1|esϕ|∂tz|dxdt+ Cs2
∫
Q
|v1|esϕ|∂tz|dxdt.
Here we extended the integral domain Ω× (−T, 0) to Ω × (−T, T ) =: Q. Moreover we
note ∫
Q
s|∇x,tv1|esϕ|∂tz|dxdt ≤ 2
∫
Q
s(|∇x,tv1|2e2sϕ + |∂tz|2)dxdt
and ∫
Q
s2|v1|esϕ|∂tz|dxdt =
∫
Q
s
3
2 |v1|esϕs 12 |∂tz|dxdt
≤2
∫
Q
(s3|v1|2e2sϕ + s|∂tz|2)dxdt,
By (2.22) and (1.13), we have∫
Q
(|∂tJ |2 + |J |2)e2sϕdxdt ≤ C
∫
Q
∑
|α|≤2
2∑
k=0
|∂αx (χ∂kt u)|2e2sϕdxdt
≤C
∫
Q
(|A∂tF |2 + |AF |2)e2sϕdxdt + C‖f‖2H2(Ω)s2e2sδ + CeCsD2,
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and (2.23) yields ∫
Q
|∂tS|2e2sϕdxdt ≤ C‖u‖2H2(−T,T ;H2(Ω))s2e2sδ
≤C‖f‖2H2(Ω)s2e2sδ + CeCsD2.
Consequently substituting these inequalities and applying Lemma 2.4 and (5.9) to esti-
mate ∫
Q
(|∂tz|2 + s|∇x,tv1|2e2sϕ + s|∂tz|2 + s3|v1|2e2sϕ)dxdt,
from (5.11) we reach∣∣∣∣∫ 0
−T
∫
Ω
[the right-hand side of (5.6)] × ∂tzdxdt
∣∣∣∣ (5.12)
≤ C
∫
Q
(|A∂tF |2 + |AF |2)e2sϕdxdt+ C‖f‖2H2(Ω)s2e2sδ + CeCsD2
for s > s0.
By (5.7), (5.10) and (5.12), using χ(0) = 1, we see∫
Ω
|∂tz(x, 0)|2dx =
∫
Ω
|A(R(x, 0)f(x))|2e2sϕdxdt
≤C
∫
Q
(|A∂tF |2 + |AF |2)e2sϕdxdt+ C‖f‖2H2(Ω)s2e2sδ + CeCsD2
for s > s0.
Third Step.
We complete the proof by an elliptic Carleman estimate. Since
A((∂kt R)f) = (∂
k
t R)(Af) +
n∑
i,j=1
(∂i∂
k
t R)aij(∂jf)
+
n∑
i,j=1
∂i(aij(∂j∂tR)f), k = 0, 1,
we estimate
|A(R(x, 0)f)| ≥ |R(x, 0)Af | − C(|∇f |+ |f |)
and
|A((∂kt R)f)|2 ≤ C(|Af |2 + |∇f |2 + |f |2),
and so ∫
Ω
|R(0)Af |2e2sϕ(x,0)dx− C
∫
Ω
(|∇f |2 + |f |2)e2sϕ(x,0)dx
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≤C
∫
Ω
(∫ T
−T
|Af |2e2sϕdt
)
dx+ C
∫
Ω
∫ T
−T
(|∇f |2 + |f |2)e2sϕdxdt
+C‖f‖2H2(Ω)s2e2sδ + CeCsD2.
By ϕ(x, t) ≤ ϕ(x, 0), we replace the second term on the right-hand side by the second
term on the left-hand side, and we apply |R(·, 0)| > 0 on Ω by (1.17). Therefore∫
Ω
|Af |2e2sϕ(x,0)dx ≤ C
∫
Ω
|Af |2e2sϕ(x,0)
(∫ T
−T
r2s(ϕ(x,t)−ϕ(x,0))dt
)
dx (5.13)
+C
∫
Ω
(|∇f |2 + |f |2)e2sϕ(x,0)dx+ C‖f‖2H2(Ω)s2e2sδ + CeCsD2.
Since
2s(ϕ(x, t)− ϕ(x, 0)) = 2s(eγ|x−x0|2−γβt2 − eγ|x−x0|2)
=2seγ|x−x0|
2
(e−γβt
2 − 1) ≤ 2s(e−γβt2 − 1)
and e−γβt
2 − 1 < 0 for t 6= 0, the Lebesgue theorem yields∫ T
−T
e2s(ϕ(x,t)−ϕ(x,0))dt ≤
∫ T
−T
e2s(e
−γβt2−1)dt = o(1)
as s→∞.
Therefore by choosing s > 0 sufficiently large, the estimate (5.13) implies
1
2
∫
Ω
|Af |2e2sϕ(x,0)dx ≤ (1− o(1))
∫
Ω
|Af |2e2sϕ(x,0)dx
≤C
∫
Ω
(|∇f |2 + |f |2)e2sϕ(x,0)dx+ C‖f‖2H2(Ω)s2e2sδ + CeCsD2.
for s > s0. By ∇ϕ(x, 0) = 2γ(x− x0)ϕ 6= 0 for x ∈ Ω, we apply the Carleman estimate
for the elliptic operator A of the second order which is similar to Lemma 2.2 (here we
fix γ), we have ∫
Ω
1
s
∑
|α|=2
|∂αx f |2 + s|∇f |2 + s3|f |2
 e2sϕ(x,0)dx
≤C
∫
Ω
(|∇f |2 + |f |2)e2sϕ(x,0)dx+ C‖f‖2H2(Ω)s2e2sδ + CeCsD2
for s > s0. Again choosing s > 0 sufficienly large, we can absorb the first term on the
right-hand side into the left-hand side, multiplying with s and replacing seCs by eCs, we
have ∫
Ω
∑
|α|≤2
|∂αx f |2e2sϕ(x,0)dx ≤ C‖f‖2H2(Ω)s3e2sδ + CeCsD2 (5.14)
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for s > s1.
Hence
e2s(δ+2ε0)
∫
Ω
∑
|α|≤2
|∂αx f |2dx ≤ C‖f‖2H2(Ω)s3e2sδ + CeCsD2,
that is,
(1− Cs3e−4ε0s)‖f‖2H2(Ω) ≤ CeCsD2
for all s > s0. We choose s > 0 sufficiently large so that 1 − Cs3e−4ε0s > 0. Then
‖f‖2
H2(Ω) ≤ C1eCsD2. Noting that
D2 = ‖∂νu‖2H3(−T,T ;L2(Γ)) = 2‖∂νu‖2H3(0,T ;L2(Γ)),
we complete the proof of the second inequality of (1.18).
Finally we have to prove the first inequality in (1.18). We set w = ∂3t u. Similarly
to (2.8), we can obtain
∂2tw(x, t) = Aw + S2(x, t) + (∂
3
tR)f, x ∈ Ω, 0 < t < T,
w(x, 0) = (∂tR)(x, 0)f(x),
∂tw(x, 0) = A(R(x, 0)f)(x) + (∂
2
tR)(x, 0)f(x), x ∈ Ω,
w|∂Ω×(0,T ) = 0,
(5.15)
where B˜(t) = B(t, t) and
S2(x, t) = {(∂2t B˜)(t) + ∂t((∂tB)(t, t)) + (∂2tB)(t, t)}u(x, t)
+{2(∂tB˜)(t) + (∂tB)(t, t)}∂tu(x, t)
+B˜(t)∂2t u(x, t) +
∫ t
0
∂3tB(t, η)u(x, η)dη.
Therefore by (1.4) we see
|S2(x, t)| ≤ C
∑
|α|≤2
2∑
k=0
|∂αx∂kt u(x, t)|+
∫ t
0
∑
|α|≤2
|∂αxu(x, η)|dη
 (5.16)
for x ∈ Ω and 0 < t < T . We set
E(t) = E(w)(t) =
∫
Ω
(|∂tw(x, t)|2 +
n∑
i,j=1
aij∂jw(x, t)∂iw(x, t))dx.
Then we readily verify that E(0) ≤ C‖f‖2
H2(Ω). Applying (3.20) to (5.15) and noting
(5.16), we obtain
‖∂νw‖2L2(0,T ;L2(∂Ω)) = ‖∂3t ∂νu‖2L2(0,T ;L2(∂Ω))
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≤C(‖f‖2H2(Ω) + ‖S2‖2L2(0,T ;L2(Ω)))
≤C
(
‖f‖2H2(Ω) + ‖u‖2H2(0,T ;H2(Ω)) +
∫ T
0
(∫ t
0
‖u(·, η)‖2H2(Ω)dη
)
dt
)
≤C(‖f‖2H2(Ω) + ‖u‖2H2(0,T ;H2(Ω))).
The second term on the right-hand side is estimated by Lemma 3.2, so that
‖∂3t ∂ν‖2L2(0,T ;L2(∂Ω)) = C‖f‖2H2(Ω).
Finally, since
∂2t ∂νu(x, 0) = ∂ν(R(x, 0)f) = 0, ∂t∂νu(x, 0) = 0
by f ∈ H20 (Ω) and u(x, 0) = ∂tu(x, 0) = 0, we have
∂kt ∂νu(x, t) =
∫ t
0
∂k+1t ∂ν(x, ξ)dξ, k = 0, 1, 2.
Consequently ‖∂νu‖H3(0,T ;L2(∂Ω)) ≤ C‖f‖H2(Ω). Thus the proof of the first inequality,
and so Theorem 1.3 is completed.
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Appendix. Proof of Lemma 2.2 for general p.
It is known that∫
Q
s−1ϕ−1 ∑
|α|=2
|∂αx y|2 + sγ2ϕ|∇y|2 + s3γ4ϕ3|y|2
 e2sϕdxdt (1)
≤ C
∫
Q
|Ay|2e2sϕdxdt+ CeCs‖∂νy‖2L2(Σ)
for all s > s0 and y ∈ L2(−T, T ;H2(Ω) ∩H10 (Ω)). See e.g., Bellassoued and Yamamoto
[10] or we can prove (1) similarly to Yamamoto [57] where the parabolic Carleman
estimate is proved. However here we omit the proof of (1). Now let p 6= −1, ∈ R. We
set
θ =
p+ 1
2
6= 0 (2)
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and
z = yϕθ, Ay = F. (3)
Then we directly verify
∂jϕ = γϕ(∂jψ), ∂i∂jϕ = γ(∂i∂jψ)ϕ+ γ
2(∂iψ)(∂jψ)ϕ,
and
∂jy = −γθϕ−θ(∂jψ)z + ϕ−θ∂jz (4)
and
∂i∂jy = γ
2θ2ϕ−θ(∂iψ)(∂jψ)z − γθϕ−θ(∂i∂jψ)z
−γθϕ−θ((∂jψ)∂iz + (∂iψ)∂jz) + ϕ−θ∂i∂jz, 1 ≤ j ≤ n. (5)
Therefore we have
Ay = ϕ−θAz − 2θγϕ−θ
n∑
i,j=1
aij(∂iψ)(∂jz)
+ϕ−θ
{
n∑
i,j=1
aijθ
2γ2(∂iψ)∂jψ − θaijγ(∂i∂jψ)− θγ(∂iaij)∂jψ
}
z in Q,
that is,
Az = ϕθF + 2θγ
n∑
i,j=1
aij(∂iψ)(∂jz)
−
{
n∑
i,j=1
aijθ
2γ2(∂iψ)∂jψ − θaijγ(∂i∂jψ)− θγ(∂iaij)∂jψ
}
z in Q.
By aij ∈ C1(Ω), we can write
|Az|2 ≤ C(ϕ2θ|F |2 + γ2|∇z|2 + γ4|z|2) in Q. (6)
By (3), applying (1) to (6), we obtain
∫
Q
s−1ϕ−1 ∑
|α|=2
|∂αx y|2 + sγ2ϕ|∇z|2 + s3γ4ϕ3|z|2
 e2sϕdxdt
≤C
∫
Q
ϕp+1|F |2e2sϕdxdt +
∫
Q
(γ2|∇z|2 + γ4|z|2)e2sϕdxdt
+CeCs‖∂νz‖2L2(Σ).
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Choosing s > 0 sufficiently large, we can absorb the second term on the right-hand side
into the left-hand side and using
∂νz = ∇(yϕθ) · ν = ϕθ∂νy on ∂Ω
by y|∂Ω = 0, we have
∫
Q
s−1ϕ−1 ∑
|α|=2
|∂αx y|2 + sγ2ϕ|∇z|2 + s3γ4ϕ3|z|2
 e2sϕdxdt
≤ C
∫
Q
ϕp+1|F |2e2sϕdxdt+ CeCs‖ϕp+1‖L∞(Σ)‖∂νy‖2L2(Σ). (7)
Similarly to (4) and (5), we see
∂jz = γθϕ
θ(∂jψ)y + ϕ
θ∂jy
and
∂i∂jz = γ
2θ2ϕθ(∂iψ)(∂jψ)y + γθϕ
θ(∂i∂jψ)y
+γθϕθ((∂jψ)∂iy + (∂iψ)∂jy) + ϕ
θ∂i∂jy, 1 ≤ j ≤ n.
Therefore, since
s3γ4ϕ3ϕp+1|y|2 = s3γ4ϕ3|z|2, (8)
we obtain
sγ2ϕp+2|∇y|2 ≤ C(sγ2ϕ|∇z|2 + sγ4ϕp+2|y|2)
≤ C(sγ2ϕ|∇z|2 + s3γ4ϕ3|z|2). (9)
Here we used (8) for the final term. Moreover by (8) and (9), we have
s−1ϕ−1ϕp+1|∂i∂jy|2 ≤ Cs−1ϕ−1(γ4ϕp+1|y|2 + γ2ϕp+1|∇y|2 + |∂i∂jz|2)
≤C(s−1ϕ−1|∂i∂jz|2 + s−1γ2ϕp|∇y|2 + s−1γ4ϕp|y|2)
≤ C(s−1ϕ−1|∂i∂jz|2 + sγ2ϕ|∇z|2 + s3γ4ϕ3|z|2). (10)
Substituting (8) - (10) in (7), we obtain
∫
Q
s−1ϕp ∑
|α|=2
|∂αx y|2 + sγ2ϕp+2|∇y|2 + s3γ4ϕp+4|y|2
 e2sϕdxdt (11)
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≤ C
∫
Q
ϕp+1|F |2e2sϕdxdt+ CeCseCγ‖ψ‖L∞(Σ)‖∂νy‖2L2(Σ)
for all s > s0. Here in choosing s0(γ), we further assume that s0(γ) = s0 > γ to have
sp+1eCseCγ‖ψ‖L∞(Σ) ≤ eC1s
with sufficiently large constant C1 > 0. Multiplying (11) with s
p+1, we reach the con-
clusion and thus the proof of Lemma 2.2 with p ∈ R is completed.
References
[1] A. Amirov and M. Yamamoto, A timelike Cauchy problem and an inverse problem
for general hyperbolic equations, Applied Mathematics Letters 21 (2008), 885-891
(2008).
[2] L. Baudouin, M. de Buhan and S. Ervedoza, Global Carleman estimates for waves
and applications, Comm. Partial Differential Equations 38 (2013), 823-859.
[3] L. Baudouin and M. Yamamoto, Inverse problem on a tree-shaped network: unified
approach for uniqueness, Appl. Anal. 94 (2015), 2370-2395.
[4] L. Beilina and M.V. Klibanov, Approximate Global Convergence and Adaptivity
for Coefficient Inverse Problems, Springer-Verlag, Berlin, 2012.
[5] M. Bellassoued, Uniqueness and stability in determining the speed of propagation of
secondorder hyperbolic equation with variable coefficients, Appl. Anal. 83 (2004),
983-1014.
[6] M.Bellassoued: Global logarithmic stability in inverse hyperbolic problem by arbi-
trary boundary observation, Inverse Problems 20 (2004), 1033-1052.
[7] M. Bellassoued, O. Y. Imanuvilov and M. Yamamoto, Carleman estimate for the
Navier-Stokes equations and an application to a lateral Cauchy problem, Inverse
Problems 32 (2016), 025001, 23 pp.
[8] M. Bellassoued and M. Yamamoto, Logarithmic stability in determination of a
coefficient in an acoustic equation by arbitrary boundary observation, J. Math.
Pures Appl. 85 (2006), 193-224.
45
[9] M. Bellassoued and M.Yamamoto, Carleman estimates with second large parameter
for second order hyperbolic operators in a Riemannian manifolds, Appl. Anal. 91
(2012), 35-67.
[10] M. Bellassoued and M.Yamamoto, Carleman Estimates and Applications to Inverse
Problems for Hyperbolic Systems, to appear, Springer-Japan, Tokyo.
[11] A. Benabdallah, M. Cristofol, P. Gaitan and M. Yamamoto, Inverse problem for a
parabolic system with two components by measurements of one component. Appl.
Anal. 88 (2009), 683 - 709.
[12] A.L. Bugkheim and M.V.Klibanov, Global uniqueness of class of multidimentional
inverse problems, Soviet Math. Dokl. bf 24 (1981), 244-247.
[13] T. Carleman, Sur un proble`me d’ unicite´ pour les syste`mes d’e´quations aux de´rive´es
partielles a` deux variables inde´pendantes, Ark. Mat. Astr. Fys. 2B (1939), 1-9.
[14] C. Cavaterra, A. Lorenzi and M. Yamamoto, A stability result via Carleman es-
timates for an inverse source problem related to a hyperbolic integro-differential
equation, Comput. Appl. Math. 25 (2006), 229-250.
[15] M. Choulli, O. Y. Imanuvilov, J.-P. Puel and M. Yamamoto, Inverse source problem
for linearized Navier-Stokes equations with data in arbitrary sub-domain. Appl.
Anal. 92 (2013), 2127-2143.
[16] M.Cristofol, P. Gaitan and H. Ramoul, Inverse problems for a ×2 reaction-diffusion
system using a Carleman estimate with one observation, Inverse Problems 22
(2006), 1561-1573.
[17] C. M. Dafermos, An abstract Volterra equation with applications to linear vis-
coelasticity. J. Differential Equations 7 (1970), 554-569.
[18] M. de Buhan and A. Osses, Logarithmic stability in determination of a 3D vis-
coelastic coefficient and a numerical example, Inverse Problems 26 (2010) 095006,
38pp.
[19] W. S. Edelstein and M. E. Gurtin, Uniqueness theorems in the linear dynamic
theory of anisotropic viscoelastic solids. Arch. Rational Mech. Anal. 17 (1964),
47-60.
46
[20] J. Fan, M. Di Cristo, Y. Jiang and G. Nakamura, Inverse viscosity problem for the
Navier-Stokes equation, J. Math. Anal. Appl. 365 (2010), 750-757.
[21] J. Fan, Y. Jiang and G. Nakamura, Inverse problems for the Boussinesq system,
Inverse Problems 25 (2009), 085007, 10pp.
[22] A.V. Fursikov and O. Y. Imanuvilov, Controllability of Evolution Equations, Seoul
National University, Korea, 1996
[23] P. Gaitan and H. Ouzzane, Inverse problem for a free transport equation using
Carleman estimates, Appl. Anal. 93 (2014), 1073-1086.
[24] F. Go¨lgeleyen and M. Yamamoto, Stability for some inverse problems for transport
equations. SIAM J. Math. Anal. 48 (2016), 2319-2344.
[25] L. Ho¨rmander, Linear Partial Differential Operators, Spring-Verlag, Berlin, 1963.
[26] O. Y. Imanuvilov, Controllability of parabolic equations, Sbornik Math. 186 (1995),
879-900
[27] O. Y. Imanuvilov, On Carleman estimates for hyperbolic equations, Asymptotic
Analysis 32 (2002), 185-220.
[28] O. Y. Imanuvilov, V. Isakov and M. Yamamoto, An inverse problem for the dy-
namical Lame´ system with two sets of boundary data, Comm. Pure Appl. Math.
56 (2003), 1366-1382.
[29] O. Y. Imanuvilov and J.-P. Puel, Global Carleman estimates for weak solutions
of elliptic nonhomogeneous Dirichlet problems, Int. Math. Res. Not., 16 (2003),
883-913.
[30] O. Y. Imanuvilov, J.-P. Puel and M. Yamamoto, Carleman inequalities for parabolic
Carleman estimates for parabolic equations with nonhomogeneous boundary con-
ditions, Chin. Ann. Math. 30B(4) (2009), 333-378.
[31] O. Y. Imanuvilov and M. Yamamoto, Lipschitz stability in inverse parabolic prob-
lems by Carleman estimate, Inverse Problems 14 (1998), 1229-1249.
[32] O. Y. Imanuvilov and M. Yamamoto, Global uniqueness and stability in determin-
ing coefficients of wave equations, Comm. Partital DifferentialEquations 26 (2001),
1409-1425.
47
[33] O. Y. Imanuvilov and M. Yamamoto, Global Lipschitz stability in an inverse hy-
perbolic problem by interior observations, Inverse Problems 17 (2001), 717-728.
[34] O. Y. Imanuvilov and M. Yamamoto, Determination of a coefficient in an acoustic
equation with single measurement, Inverse Problems 19 (2003), 157-171.
[35] O. Y. Imanuvilov and M. Yamamoto, Carleman estimates for the non-stationary
Lame´ system and the application to an inverse problem, ESIAM:COCV 11 (2005),
1-56.
[36] O. Y. Imanuvilov and M. Yamamoto, Carleman estimates for the Lame´ system with
stress boundary condition, Publ. Research Institute for Mathematical Sciences 43
(2007), 1023-1093.
[37] O. Y. Imanuvilov and M.Yamamoto, An inverse problem and an observability in-
equality for the Lame´ system with stress boundary condition, Appl. Anal. 88 (2009),
711-733.
[38] V. Isakov, Inverse Problems for Partial Differential Equations, Springer-Verlag,
Berlin, 1998, 2006.
[39] V. Isakov, Carleman estimates and their applications, in ”New Analytic and Geo-
metric Methods in Inverse Problems”, Springer-Verlag, Berlin, 2004, pp. 93-127.
[40] V. Isakov and N. Kim, Carleman estimates with second large parameter and ap-
plications to elasticity with residual stress, Applicationes Mathematicae 35 (2008),
447-465.
[41] M. A. Kazemi and M.V. Klibanov, Stability estimates for ill-posed Cauchy problems
involving hyperbolic equations and inequality, Appl. Anal. 50 (1993), 93-102.
[42] A. Kha˘ıdarov, Carleman estimates and inverse problems for second order hyperbolic
equations, Math. USSR Sbornik 58 (1987), 267-277.
[43] M.V. Klibanov, Inverse problems in the ”largeh and Carleman bounds, Differential
Equations 20 (1984), 755-760.
[44] M.V. Klibanov, Inverse problems and Carleman estimates, Inverse Problems
8(1992), 575-596.
48
[45] M.V. Klibanov and J. Malinsky, Newton-Kantorovich method for 3-dimensional
potential inverse scattering problem and stability of the hyperbolic Cauchy problem
with time dependent data, Inverse Problems 7 (1991), 577-595.
[46] M.V. Klibanov and A. Timonov, Carleman Estimates for Coefficient Inverse Prob-
lems and Numerical Applications, VSP, Utrecht, 2004.
[47] M.V. Klibanov and M. Yamamoto, Lipschitz stability of an inverse problem for an
accoustic equation, Appl. Anal. 85 (2006), 515-538.
[48] V. Komornik, Exact controllability and stabilization, Masson, Paris; John Wiley &
Sons, Chichester, 1994.
[49] M.M. Lavrent’ev, V.G. Romanov and S.P. Shishat·ski˘ı, Ill-posed Problems of Math-
ematical Physics and Analysis, American Math. Soc., Providence, RI, 1986.
[50] J.-L. Lions, Controlabilite´ exacte, perturbations et stabilisation des syste`me dis-
tribue´s, Masson, Paris, 1988.
[51] A. Lorenzi, F. Messina and V.G. Romanov, Recovering a Lame´ kernel in a vis-
coelastic system, Appl. Anal. 86 (2007), 1375-1395.
[52] A. Lorenzi and V.G. Romanov, Stability estimates for an inverse problem related
to viscoelastic media, J. Inverse Ill-Posed Problems 18 (2006), 407-435.
[53] M. Renardy, W. J. Hrusa and J. A. Nohel, Mathematical Problems in Viscoelas-
ticity, Longman Sci. Tech., Harlow, Essex, 1988.
[54] V.G. Romanov, Carleman estimates for second-order hyperbolic equations, Siberian
Math. J. 47 (2006), 135-151.
[55] V.G. Romanov and M. Yamamoto, Recovering a Lame kernel in a viscoelastic
equation by a single boundary measurement, Appl. Anal. 89 (2010), 377-390.
[56] V. Volterra, Sur la the´orie mathe´matique des phe´nome`nes he´re´ditaires, J. Math.
Pures Appl. 7 (1928), 249-298.
[57] M. Yamamoto, Carleman estimates for parabolic equations and applications, In-
verse Problems 25 (2009), 123013, 75pp.
[58] P.-F. Yao, On the observability inequalities for exact controllability of wave equa-
tions with variable coefficients, SIAM J. Control Optim. 37 (1999), 1568-1599.
49
[59] G. Yuan and M. Yamamoto, Lipschitz stability in inverse problems for a Kirchhoff
plate equation, Asymptot. Anal. 53 (2007), 29-60.
[60] G. Yuan and M.Yamamoto, Lipschitz stability in the determination of the principal
part of a parabolic equation, ESIAM:COCV 15 (2009), 525-554.
50
