Predictive business process monitoring aims at providing predictions about running instances by analyzing logs of completed cases in a business process. Recently, a lot of research focuses on increasing productivity and efficiency in a business process by forecasting potential problems during its executions. However, most of the studies lack suggesting concrete actions to improve the process. They leave it up to the subjective judgment of a user. In this paper, we propose a novel method to connect the results from predictive business process monitoring to actual business process improvements. More in detail, we optimize the resource allocation in a non-clairvoyant online environment, where we have limited information required for scheduling, by exploiting the predictions. The proposed method integrates the offline prediction model construction that predicts the processing time and the next activity of an ongoing instance using Bayesian Neural Networks (BNNs) with the online resource allocation that is extended from the minimum cost and maximum flow algorithm. To validate the proposed method, we performed experiments using an artificial event log and a real-life event log from a global financial organization.
Introduction
Process mining has provided effective techniques to extract in-depth insights regarding process-related problems from event logs which are available in Process-Aware Information Systems (PAISs) [1] . Recently, due to the availability of realtime data and computing power, the process mining techniques to analyze running process instances are gaining more interests [2] . Predictive business process monitoring, which is one of those runtime methods, aims at improving business processes by offering timely information that enables proactive and corrective actions [5] . It provides a predicted value for a running instance (e.g., time, risk probability, performance indicators, and next event) given a historical event log and information related to the instance. A variety of different approaches have been developed by using several methods such as annotated transition system, machine learning, or statistics [3] , [4] , [5] .
The previous studies, however, do not suggest how the prediction results can be exploited to improve business processes, leaving it up to the subjective judgment of a user [6] . In order to achieve the goal of process improvement, the prediction results should be transformed into concrete improvement actions [7] . To address this limitation, we aim at developing a concrete method to recommend suitable actions for process improvement based on the results from the predictive business process monitoring. In this regard, we propose a method for the optimal resource allocation based on the prediction results.
Resource allocation is to allocate appropriate resources to tasks at the correct time. It has been recognized as an important issue within business process management [8, 9] since efficient resource allocation improves productivity, balances resource usage, and reduces execution costs. Resource allocation in business process management shares some commonalities with Job Shop Scheduling Problem (JSSP) in operations research [10] , which is to find the job sequences on machines to achieve a goal (e.g., minimize makespans), while the machine sequence of the jobs is fixed [11] . Thus, the techniques for JSSP such as dispatching rules [12] can be deployed to efficiently deal with resource allocation in business process management.
The application of those techniques, however, requires parameters such as the release time, the processing time, the sequence of operations of jobs. Instead, in many circumstances in business process, we have limited information about the process, which hinders the deployment of them [13] . For example, in an emergency department of a hospital, we do not know when and why a patient would come into the department before the visit happens. Furthermore, there can be irregular clinical procedures even for the patients diagnosed with the same disease since exceptions are always able to occur. Even worse is that we are unaware of the processing time taken for resources to finish an operation, making it difficult to assign the most efficient resources to patients.
To efficiently handle the resource allocation problem in business process management, we first need to predict the relevant parameters and then utilize them to optimize resource allocation. For example, in the above example, if we predict the subsequent activities of the patients and their processing times, we can improve the resource allocation by applying dispatching rules with the information. Therefore, in this paper, we propose a two-phase method to optimize resource allocation based on the prediction. More in detail, we develop processing time and next activity prediction models, and the dispatching algorithm which incorporates the forecasts to optimally allocate resources.
To achieve this goal, two challenges need to be addressed: (i) How to build prediction models to generate the required parameters? (ii) How to efficiently dispatch resources based on the predictions? For the first challenge, we develop the prediction models based on the Bayesian Neural Networks (BNNs). For the second, we devise a dispatching technique based on the minimum cost and the maximum flow algorithm. To the best of our knowledge, this is the first work to optimize the resource allocation (i.e., scheduling) by associating results from predictive business process monitoring. To verify the effectiveness and efficiency of our proposed method, we evaluate it on both an artificial and a real-life event log.
In the rest of this paper, we explain preliminaries and define the problem we aim to solve in Section 2. Section 3 provides a running example and a baseline approach to solve the problem. In Section 4, we detail the two-phase method, i.e., offline prediction model construction and online resource scheduling. Section 5 presents how we evaluate our suggested method both on artificial and real-life event logs. Then we review related work in Section 6 and concludes this paper in Section 7.
Backgrounds
This section presents preliminaries and notations that will be required in the remainder of this paper. We also elaborate on the non-clairvoyant online job shop scheduling problem we try to solve in this paper.
Preliminaries
An event log is a multi-set of traces that are represented as sequences of different events. An extended event log contains all prefixes of traces in an event log.
Definition 1 (Trace, Event Log, Extended event log). Let E be an event universe. A trace σ = e 1 ,e 2 ,...,e n ∈ E * such that each event occurs only once, i.e., for 1 ≤ i < j ≤ |σ| : e i = e j . An event log L is a multi-set of traces such that each event appears at most once in the entire log. A prefix of length k (0 < k < n i ) of a trace σ i = e 1 , e 2 , , e ni is h k (σ) = e 1 , e 2 , ..., e k . For instance, for σ i = e 1 , e 2 , e 3 , e 4 , e 5 , h 3 (σ i ) = e 1 , e 2 , e 3 . An extended event log L * contains all prefixes of event log L, i.e., L * = {h k (σ i )|σ i ∈ L, k ≤ n i }.
Each event is characterized by its attributes such as activity, resource, and timestamp. We define event representation function which returns a attribute of an event.
Definition 2 (Event representation function). Let A, R and T be the set of activities, resources, and timestamps, respectively. A function π A ∈ E → A assigns process activities to each event, and a function π R ∈ E → R assigns to each event a resource. A function π T ∈ E → T assigns timestamps to events. Table 1 lists the notations used throughout the paper.
Problem Statement
In this subsection, we define the non-clairvoyant online job shop scheduling problem, which we endeavor to solve using our proposed method. . Given a set of instances C, where each instance c i has a set of operations which needs to be processed in a specific order, non-clairvoyant online job shop scheduling problem finds an optimal scheduling of all operations within instances while minimizing i w i CT i , where w i is the weight of c i and CT i is the completion time of c i . We also make some assumptions as follows.
-We are unaware of the additional information concerning an instance c i except for the weight w i . -We find out what the next operation of an instance c i is after it finishes its current operation. -Each operation has a specific set of resources who are qualified to process it.
-Just one operation within an instance c i can be processed at a given time.
-An operation cannot be preempted, so once processing begins on an operation, it cannot be stopped until complete.
Running example and baseline approach
In the following, we describe a running example and a baseline approach called WeightGreedy. Also, we explain the insights from which we develop our suggested method.
Running Example
Throughout this paper, a simple situation described in Fig. 1 will serve as a running example. As shown in Fig. 1-(a) , a node on the left means an instance, while a node on the right indicates a resource. An arc between nodes represents that the instance can be processed by the resource, and its label means the processing time taken for the resource to serve the instance. Weights of instances are listed in Fig. 1 -(b). Assume we are now at T = t. As depicted in Fig. 1 -(c), there are three instances (i.e., c 1 , c 2 , c 3 ) and three resources (i.e., r 1 , r 2 , r 3 ) ready for the allocation. At the moment, we are unaware of red values on arcs, Fig. 1 : An example of different problem settings and optimal schedules (i.e., the processing time of an instance's operation by a resource), a green value under a node (i.e., the release time of a new instance), and a red line between the left and right nodes (i.e., the future resource requirement of an instance).
A Baseline Approach
It is non-trivial to optimally assign resources in the above example since we only have limited information about the process. In this subsection, we first introduce a baseline solution called WeightGreedy. The main idea of WeightGreedy is that each work item is assigned to an available resource in a "first come, first served" manner. If there exist conflicting demands for the same resource, the work item with a higher instance weight is served first. If the competing work items have the same instance weights, the tie is broken at random. Fig. 1-(d) shows the optimal resource scheduling based on the baseline approach. Note that the scheduling is conducted under pull mechanism, i.e., instances' operations are offered to available resources which can freely pick any of them [14] . There exist three instances that are ready to be processed at T = t as described in Fig. 1 -(c). Since both c 1 and c 2 requires r 1 and they have the same instance weight (i.e., w 1 = w 2 = 1), we randomly assign c 1 to r 1 . After that, c 2 is assigned to r 2 . Next, r 3 is allocated to c 3 . At T = t + 1, c 4 has released, but it stays in the waiting list since there are no resources available at the moment. Consequently, c 4 is processed at T = t + 2 by r 3 . The subtotal weighted completion times for resources are 4, 3, 12, resulting in a total sum of 19.
Insights
We can improve the resource allocation by i) predicting the processing time of the instances which are ready for the operation (i.e., c 1 , c 2 , c 3 ) and ii) predicting the next operation of the instances who are not yet released for the assignment (e.g., working in another operation) and the processing time. Suppose, as shown in Fig. 1 -(e), we predict the processing times of (c 1 , c 2 , c 3 ) by qualified resources and the next activity (i.e., required resources) of c 4 and the processing time. First, we can assign c 1 to r 2 , instead of r 1 , since the processing time by r 2 is lower than r 1 . In addition, we can reserve r 3 at T = t to serve c 4 at T = t + 1 which has much higher weight than c 3 . As a result, the schedule has a total weight completion time of 14, which decreases from 19 of the baseline approach.
Method
This section proposes a two-phase method, which optimizes resource scheduling based on the time and next activity prediction in the non-clairvoyant online setting (see Definition 3). A general overview is presented first and, afterward, we explain each step in more detail.
Overview

Fig. 2: Overview of two-phase method
Our method consists of two phases: i) offline prediction model construction and ii) online resource scheduling. Fig. 2 describes the overview of this method. The first phase of our suggested method is to build prediction models both for the processing time and the next activity of ongoing instances based on an event log. To this end, we first generate a feature vector, which reflects both the intra-case dependency and the inter-case dependency, from the event log. The resulting feature vector is utilized for training prediction models which are based on Bayesian Neural Networks (BNNs). In order to incorporate the concept drift [15] , this procedure is done in regular interval. The second phase aims at optimizing the resource allocation in an online manner, given prediction model we construct in the first phase and the current data which contains information regarding the ongoing instances. This phase consists of three steps: predicting parameters, scheduling, and executing resource allocation. First, we predict the processing time and the next activity of each running instance with the prediction models. Next, we find an optimal schedule by solving a minimum cost and maximum flow network problem with the prediction results. Finally, an optimal schedule is executed for any valid pairs of instances and resources. These steps are repeated at every time step.
Constructing prediction model
In this step, we aim at building prediction models for processing time and next activity, respectively. In order to construct reliable prediction models which forecast values regarding running instances in a business process, it is essential to generate a feature which incorporates both the recent history of the instances (i.e., intra-case dependency) and contextual information of the underlying business process (i.e., inter-case dependency) [16] . For example, the waiting time of an instance is highly dependent on both the previous activities it has gone through and the number of ongoing cases of the process.
In this regard, we generate a feature vector which considers inter-case dependency as well as the intra-case dependency based on [16] . A feature generating function f x maps every prefix in L * into X that is composed of X 1 and X 2 , where X 1 is the intra-case feature space and X 2 is the inter-case feature space. This function is composed of two components: f (1) x and f (2) x , each of which returns x 1 ∈ X 1 and x 2 ∈ X 2 , respectively. Definition 4 (Feature generating function). Let L * be an extended event log that contains all possible (partial) traces in L * and let k ∈ N + be a parameter such that k < n i . The intra-case component of a feature generating function f (1) x (σ i , L * ) = (e ni−k+1 i , ..., e ni i ). Let a discrimination function δ set the features that distinguish between case types, a partitioning function θ partition an event log into m event logs according to their case types, and a derivation function γ map an event log for some time t into the desired feature space X 2 . The intercase component f
where π T returns timestamp of a given (partial) trace.
x (σ i , L * ) = (e 2 i , e 3 i ) becomes the intra-case feature. Let a derivation function γ return the number of ongoing instances at the moment σ i is in process for each case type, i.e., γ(
where type is a case type and L * type = θ({δ(σ)|σ ∈ L * }). Assume that there is a single case type in the business process. Since there is no distinction between the case types, θ({δ(σ)|σ ∈ L * }) returns L * itself. Thus, f (2) x (σ i , L * ) = γ(L * , π T (σ i )) returns the number of ongoing instances in the process operated concurrently with σ i . For a more detailed explanation, we refer readers to [16] .
Based on the feature vector x ∈ X , we train two prediction models for i) the processing time and ii) the next activity prediction. The processing time prediction is to predict the time required to finish the current activity of an instance.
Definition 5 (Processing time prediction model). Let L * be an extended event log that contains all (partial) traces. Let x i = f x (σ i , L * ) be a feature of a (partial) trace. The processing time prediction model f t : X → R + × R + is a function that, given a feature of a (partial) trace σ returns the most possible processing time of the current activity and the prediction uncertainty.
Recent breakthroughs in predictive business process monitoring use deep neural networks to achieve higher accuracy. However, existing studies do not provide the prediction uncertainty, which is essential for assessing the trusts of the forecast. To overcome the limitation, we suggest a prediction model based on Bayesian Neural Networks (BNNs). Recently, BNNs are gaining more interests as a framework to provide uncertainty estimation for deep neural networks [17] .
By giving a prior to the network parameters W , BNNs aim at finding the posterior distribution of W which is used to provide the uncertainty. This procedure is particularly challenging due to the non-linearity and non-conjugacy in deep neural networks [18] . Several approximate methods are proposed in the literature such as variational Bayes [19] , probabilistic backpropagation [20] , and Bayes by BackProp [21] . However, it is difficult to apply those methods in practice since each of them require different loss function and training algorithm.
Instead, in this paper, we use the Monte Carlo dropout framework [22, 23] , which can be applied to the existing deep neural networks without non-trivial adjustments. In the framework, an input x i is passed into the hidden layers to produce an outputŷ i , where each unit of the hidden layers is dropped out with the probability p. This procedure is repeated n times, after which we have n outputs, {ŷ
The uncertainty is approximated as follows:
, such thatȳ = 1 n Σ n k=1ŷ (k) i . Fig. 3 . describes an architecture of the processing time prediction model. The intra-case feature x 1 is first passed into two LSTM layers and then concatenated with the inter-case feature x 2 . Afterward, a fully connected layer reads the concatenated vector to produce the predicted processing timeŷ t . We train all sets of network weights using Adam algorithm [24] such that the mean absolute error (MAE) between the actual processing time and the predicted processing time is minimized. All weights are initialized with Xavier Initialization [25] . We use 100 dimensions for the size of the LSTM cell. As regularization strategies, we use Batch Normalization [26] . The next activity prediction is to predict the activity an instance will go through after finishing the current activity.
Definition 6 (Next activity prediction). Let L * be an extended event log that contains all (partial) traces. Let x = f x (σ i , L * ) be a feature of a (partial) trace and A be the set of possible activities. The next activity prediction model f a : X → A × R + is a function that, given a feature of a (partial) trace σ returns the most possible next activity and the prediction uncertainty.
An architecture of the next activity prediction model is the same as the one used in the processing time prediction model. Since the target variable y t ∈ A is a categorical variable (i.e., classification problem), some adjustments are required. First, the prediction uncertainty is calculated for each class (i.e., activity) as follows:
V
, such thatȳ a = 1 n Σ n k=1 y (k) i,a , where a ∈ A represents the activity. Also, we train all sets of network weights using Adam algorithm [24] such that the cross-entropy between the actual next activity and predicted next activity are minimized.
Predicting parameters
Based on the prediction model we construct in the previous step, we make predictions on the released instances that are ready for the next operation and the non-released instances that are not yet released for the assignment. For the released instances, we predict the processing time of the next planned operation by each of the qualified resources using the processing time prediction model f t . For the non-released instances, we first predict the most probable next activity using f a and then predict the processing time of it in the same manner with the released instances.
Algorithm 1 explains the prediction algorithm. In lines 3-10, if an instance c i is released, we predict the processing times of c i by resources who can process it. The predicted values are stored in pred i with its corresponding keys (i.e., resource names). In lines 11-22, in case of a non-released instance, we first predict the next activity and then predict the processing times of it by qualified resources. The resulting values are stored in pred i . Note that we proceed only if the uncertainties of both the next activity prediction and the processing time prediction are above thresholds (i.e., α and β, respectively).
Algorithm 1 Prediction
Input: an instance ci, an extended event log L * , resource set R, processing time prediction model ft, next activity prediction model fa, threshold for next activity prediction α, threshold for processing time prediction β Output: Predicted processing times of ci's next activity by qualified resources predi 1: predi ← empty dictionary 2: σi ← getT race(ci) 3: if isReleased(ci) then 4:
for rj ∈ R do 5:
if canHandle(rj, πA(σi)) then 6:
pi,j, uncertaintyt ← ft(σi, L * ) 7:
predi[rj] ← pi,j 8:
end if 9: end for 10: else 11:
next activity, uncertaintya ← fa(σi, L * ) 12:
if uncertaintya > α then 13:
for rj ∈ R do 14:
if canHandle(rj, πA(σi)) then 15:
pi,j, uncertaintyt ← ft(σi, L * ) 16:
if uncertaintyt > β then 17:
predi For (c 1 , c 2 , c 3 ) in Fig. 1-(c) , we predict the processing times by qualified resources. In the example, the operation of c 1 can be processed by r 1 and r 2 such that the predicted processing times are 4 and 2, respectively. For c 4 in Fig. 1-(c) , we first predict the next activity and identify the resources who can operate on it, i.e., r 3 . Afterward, we predict the processing time of the predicted activity by r 3 , which is 1. In this manner, we can enhance the initial setting in Fig. 1-(c) to have complete information for scheduling, as shown in Fig. 1 -(e).
Resource Scheduling
In this step, we produce an optimal schedule by solving a minimum cost and maximum flow network problem, which aims at finding a maximum flow in the network with the smallest possible cost. We start by constructing a bipartite graph such that nodes on the left are instances and those on the right are resources. The set of nodes on the left (right) is denoted by C (R). Afterward, we add an edge between a pair of nodes in the bipartite graph, i.e., (c i ∈ C, r j ∈ R) if the instance c i can be processed by the resource r j . Note that we can add edges between the non-released instances and the qualified resources due to the next activity predictions in the previous step. We annotate each edge with (cost, capacity), such that cost = pi,j +max(ct rem. i ,rt rem. j ,0) wi where p i,j is the processing time of c i by r j , ct rem. i is the remaining time for c i to be ready, and rt rem. j is the remaining time for r j to be ready. Note that we devise the cost function to optimize our objective (i.e., minimizing the total weighted completion time) by assigning less cost to edges which have less processing times and higher instance weights, while giving a penalty if an instance or a resource is not prepared. Finally, we adopt the minimum cost maximum flow algorithm based on network simplex method [27] to generate an optimal schedule between instances and resources.
Algorithm 2 illustrates the generation of an optimal schedule on instances and resources. The released instances and the non-released instances whose uncertainties of the next activity prediction and the processing time are above the given threshold are instantiated to the set of nodes on the left, C, in a bipartite graph. Resources are instantiated to the set of nodes on the right, R, in the bipartite graph. In lines 1-7, we create a source node and a sink node, and then we add edges connecting source node to left nodes and right nodes to sink node with (cost = 0, capacity = 1). In lines 8-16, we add edges between left nodes and right nodes if the instances can be processed by resources with (cost, capacity = 1) such that cost = pi,j +max(ct rem. i ,rt rem. j ,0) wi . In Fig. 4 , C has four elements, where three of them are released instances (i.e., c 1 , c 2 , c 3 ) and one of them is a non-released instance (i.e., c 4 ), and R has three elements ready for the assignments (i.e., r 1 , r 2 , r 3 ). The arcs between C and R are annotated with the corresponding (cost, capacity). The minimum cost and maximum flow algorithm returns an optimal schedule at T = t, where the optimal matches are represented as bold lines, i.e., c 1 to r 2 , c 2 to r 1 and c 4 to r 3 .
Executing resource allocation
In this step, we explain how an optimal schedule is executed. We identify the executable matches and non-executable matches from the optimal schedule and Algorithm 2 Resource scheduling algorithm Input: instance set C, resource set R, an extended event log L * , processing time prediction model ft, next activity prediction model fa, threshold for next activity prediction α, threshold for processing time prediction β Output: Optimal Schedule M 1: Produce source node S, sink node T ; 2: for node ci ∈ C do 3: add edge (S, ci, (0, 1)) 4: end for 5: for node rj ∈ R do 6:
add edge (rj, T, (0, 1)) 7: end for 8: for node ci ∈ C do 9:
predi ← predict( ci, L * ) 10:
for node rj ∈ R do 11:
if ∃ rj : (rj, pi,j) ∈ predi then By filtering an optimal matches in Fig. 4 , we have an optimal resource allocation depicted in Fig. 5-(a) . The solid circle represents the availability of an instance or resource, while the dotted circle means unavailability. Thus, there exist two executable matches, i.e., blue arcs, and one non-executable match, i.e., red arc. We filter only executable matches as shown in Fig. 5-(b) and execute those allocations. In other words, c 1 and c 2 are processed by r 2 and r 1 at T = t, respectively.
Fig. 5: An example of execution
Evaluation
In this section, we evaluate the efficiency of our proposed method using an artificial event log and a real-life log. In particular, we are interested in answering the following research questions (RQs):
-RQ1: How does the two-phase method compare to the baseline approach in terms of scheduling performance (i.e., total weighted completion time)? -RQ2: How does the two-phase method compare to the baseline approach in terms of computation time? -RQ3: How does the accuracy of predictions affect the scheduling performance of the two-phase method?
To answer the first two questions, we create an event log, which is used to construct the prediction model, and ongoing instances for the resource allocation. Afterward, we simulate the resource allocation of ongoing cases whose events are recorded in the current data, using our proposed method and the baseline approach, respectively. Finally, we compare the scheduling performances and computation times between them. To answer RQ3, we apply the suggested method by replacing the predictions with the values which are generated by giving some noise to the actual values for emulating the level of the prediction accuracy. Then, we measure the influence of the inaccurate predictions to the scheduling performance by varying the prediction accuracy. In the next subsections, we introduce the experiments on the artificial event log and real-life log, respectively.
The two-phase method and baseline approach are implemented in Python 3.6.2, and the source code is released in GitHub 1 . All experiments are performed on an quad-core 7th-generation Intel Core i5 Processor with 32GB of RAM.
Experiment on artificial event log
With the experiments on an artificial log, we aim at answering RQ1, RQ2, and RQ3. To answer RQ1 and RQ2, we compare the scheduling performances and the computation times of our suggested method and the baseline approach in several settings (i.e., when there are 40, 60, 80, 100, 120 patients for the resource allocation). To answer RQ3, we evaluate the scheduling performance by varying the performance accuracy from 0% to 100% in several settings as in the previous experiment.
Experimental design
We start by designing a simplified process at an emergency department of a hospital, composed of 11 activities and 25 resources. The department operates 24 hours a day. Each resource has his/her own set of activities that they can serve and the processing times for the activities vary depending on the proficiency level. Patients with different weights ranging from 1 to 10 come into the process in a regular interval. We assume a non-clairvoyant online environment, so we do not know how long the current operation of a patient will take before it finishes. Also, we find out what the next operation of a patient will be only after it finishes its current operation.
We generate an event log by simulating the process for seven days which will be used to construct a prediction model. The resulting log has 6,575 events and 1,000 instances. We also generate different numbers of patients (i.e., 40, 60, 80, 100, 120 patients), who enter the process in a regular interval for three hours, to experiment resource allocation.
Results
We compare our proposed method with the baseline approach, W eightGreedy, in terms of total weighted completion time with different numbers of instances (i.e., patients). Fig. 6-(a) reports the results related to RQ1 with 40, 60, 80, 100, 120 instances. The proposed method outperforms the baseline approach in all sizes of instances since it identifies the most efficient resources and considers potential instances when making a schedule. For example, when the number of instances is 80, the total weighted completion time of the baseline approach (i.e., 28,393) is 14 percent higher than the one of the suggested method (i.e., 24, 804) . Also, as the number of instances becomes large, the total weighted completion time resulting from the baseline approach increases drastically, while the proposed method shows stable scheduling performances. Fig. 6-(b) shows the computation time required by our proposed method and the baseline approach, which is related to RQ2. The computation time for the suggested method is relatively higher than the baseline approach. By decomposing the total computation time for the suggested method, we identify that the predictions occupy most of the computation time. Given that we conduct the resource allocation of the instances entering the process for three hours, the total computation time required for the suggested method (less than 80 seconds) is still acceptable for the online resource allocation.
Fig. 6: Total weighted completion time and computation time of varying |C|
We experiment with the effects of the prediction accuracy on the scheduling performance, as shown in Fig. 7 . In the experiment, we emulate X percent of accuracy on the processing time prediction by giving (100 − X) percent of absolute percentage error to the actual processing time. For example, given 80 percent of accuracy, the actual processing time of 10 is predicted as 8(= 10 − 2) or 12(= 10 + 2) in the experiment. We also imitate the X percent of accuracy on the next activity prediction by returning X percent of predictions with the actual next activity and (100 − X) percent with the false next activity. Given 80 percent of accuracy, 80 percent of next activity predictions are provided with the actual next activities while 20 percent of the predictions are suggested with false activities.
As shown in Fig. 7 , there is a huge difference in total weighted completion time between poor prediction accuracy (i.e., 0 to 40 percent of prediction accuracy) and fairly good prediction accuracy (i.e., 60 to 100 percent of prediction accuracy). In case of 60 instances in the process, the total weighted completion time with the prediction accuracy of 0 to 40 percent is around 4400, while the one with the prediction accuracy of 60 to 100 percent is about 3600. The scheduling performance considerably decreases when the prediction accuracy increases from 40 to 60 percent. For example, the scheduling performance reduces from 4477 (with 40 percent accuracy) to 3634 (with 60 percent accuracy). One more thing to note is that prediction accuracy and total weighted completion time do not have positive relationships in all cases. This is attributed to the limitation of dispatching techniques, where efforts to greedily find local optimal solutions at every time step do not lead to the globally optimal solution. Fig. 7 : Effect of the prediction accuracy on the total weighted completion time
Experiment on real-life event log
To answer RQ1 and RQ2 on the real-life business process, we use an event log from Business Process Intelligence Challenge 2012 (BPIC'12) 2 . We first generate an event log for building prediction models and running instances for the resource allocation by splitting the dataset. Afterward, we apply our proposed method and the baseline approach to the instances to compare total weighted completion time and computation time. Since we are unaware of the actual processing time by all possible resources in the real-life business process, we use the predicted processing time as actual one, assuming that the prediction for the processing time is always accurate.
Experimental design The dataset contains logs regarding the application procedure for a personal loan or overdraft at a global financing organization over a roughly six month period from October 2011 to March 2012. It is comprised of a total of 262,200 events within 13,087 cases, recording the procedure from submitting an application to receiving a conclusion such as approval, cancellation, and rejection. This process is classified into three major types: one that refers to the states of the application itself, one that refers to the states of an offer, and one that tracks the states of work items that occur during the approval process. Among the three types, we investigate the third one containing events which are executed manually since we are not interested in the events performed automatically. Each case contains a case attribute, AMOUNT REQ, which represents the amount requested in the application. Based on it, we create ten equally spaced buckets, such that the bucket having a label of 1 contains the cases with the lowest amount and the bucket having a label of 10 includes the cases with the highest amount. Each case is given a weight according to the label of a bucket where it belongs.
We generate an event log from the dataset by filtering the events before March 2012. We also create a set of ongoing instances who are released for each date in March 2012. For example, on 10/March/2012, 110 cases appear to be processed. The instances for each date become subjects for the resource allocation. Fig. 8 shows the results related to answering RQ1 and RQ2. For all dates, our proposed method outperforms the baseline approach in terms of total weighted completion time. For example, on 13/March/2012, our proposed method achieves a 70 percent reduction in total weighted completion time compared to the result from the baseline approach (i.e., from 5,599 to 1,754). The improvement comes from assigning the most efficient resources to instances and reserving resources to enable them to operate on instances having higher weights. The computation time is much higher in the proposed method. This is because each instance has many resource options which require high computation for predicting the processing times by the resources. For example, among 258.9 (secs) spent on the resource allocation on 13/March/2012, 252.3 (secs) are required to predict the parameters. In spite of that, our proposed method is sufficient to be deployed for the online resource allocation, since we deal with the resource allocation for the whole day.
Related Work
Our work is related to the research on predictive business process monitoring in process mining and job shop scheduling in operations research.
Predictive Business Process Monitoring
The prediction tasks can mainly be classified into four different categories: time, risk probability, performance indicators, next event [3] . Among them, time and next event prediction provide valuable inputs for the resource allocation in the non-clairvoyant online environment.
The first framework for predicting time-related properties is suggested in [4] , and many approaches have been developed based on it. Folino et al. [28] Fig. 8: Total weighted computation time and computation time for each date extend the technique described in [4] by clustering the log traces according to the corresponding context features. Polato et al. [5] further enhance the approach by adding machine learning model on additional attributes of events. These approaches, however, assume that the underlying process is stationary, which is not always true [5] . To mitigate this limitation, Tax et al. [29] developed a method to predict both time and next event with Long Short Term Memory network, where there is no need for an explicit representation of the process.
Relatively few works have been done in next event prediction. Most works use an explicit process model representation, such as the Hidden Markov Model (HMM). Le et al. [30] propose hybrid Markov models for predicting the next step in a process instance. If an instance reaches an unknown state, the model results in the prediction based on the most similar state by applying edit distance. Lak-shmanan et al. [31] suggest a method that uses the instance-specific Probabilistic Process Models (PPM) where state transition probabilities for a Markov chain is derived from decision trees mined from case attributes. Recently, Evermann et al. [32] propose a method based on LSTM neural networks with embedding as an encoding technique. Tax et al. [29] suggests an LSTM-based model with one-hot-encoding and multi-task learning to improve the prediction accuracy.
Job Shop Scheduling
A job shop scheduling problem consists of a set of machines that perform operations on jobs, where each job has a processing order through the machines. There are several constraints on jobs and machines. While the machine sequence of the jobs is fixed, the problem is to find the job sequences on the machines which optimizes an objective (e.g., minimize the makespan) [33] . It is well known that the problem is NP-hard [34] and belongs to the most intractable problems [35] .
A huge amount of literature on the scheduling of job shops has been published in the last decades [33] . The approaches for solving this problem can be categorized into three groups: dispatching, shifting bottleneck heuristic, and local search [33] . However, the application of these approaches to practical usages is somewhat limited because most of these techniques are not amenable to actual utilization in real job shops [36] . Dispatching rules, on the other hand, have been widely adopted in the industry as they are computationally efficient and robust to uncertainty [12] .
More than a hundred of dispatching rules are suggested in the literature [37] . However, there's no rule which is applicable in the non-clairvoyant online job shop problem where we do not know necessary information for dispatching [13] . To the best of our knowledge, there is no attempt to utilize the prediction results to improve the applicability and efficiency of dispatching.
Conclusion
In this paper, we suggest a concrete method to improve a business process using results from predictive business process monitoring techniques. We start by proposing a problem of the online resource allocation in the non-clairvoyant online environment. The key insight to address this problem is to predict future behaviors of instances and resources in the process. Based on the insight, we devise a novel two-phase method, which integrates the offline prediction model construction with the online resource scheduling. In the former, we construct prediction models to predict the processing time and the next activity of a running instance. For the prediction model, we adopt BNNs to achieve a higher prediction accuracy, which comes from the capability of deep neural networks to learn non-linear relationships, and at the same time to derive the prediction uncertainty. For online resource scheduling, we utilize the predictions to build a bipartite graph, after which we solve a minimum cost and maximum flow problem to find an optimal schedule. We verify the effectiveness and efficiency of the two-phase method on both an artificial log and a real-life log. Our proposed method achieves a remarkable reduction in total weighted completion time by allocating the most efficient resources to instances and sparing some resources for cases which have higher weights and are expected to be released. Even though the predictions require additional computations which result in relatively high computation time for the method, the experiment shows that it is still acceptable to deploy it for the online resource allocation. We also evaluate the effect of the prediction accuracy on the scheduling performance. The experiments show that, at a certain level of prediction accuracy, our proposed method produces stable scheduling performances.
Our work has important implications for both research and practice. From an academic research standpoint, our proposed method combines the predictive business process monitoring and optimization to improve a business process by optimizing the resource allocation in a non-clairvoyant online environment. We anticipate our work as a leap on the road to more intelligent prediction-based process improvement techniques for a wide range of domains. From a practical standpoint, our proposed method provides practitioners an efficient method to optimize resource allocation in their business processes by predicting the incomplete information.
The proposed method has several limitations. First, our proposed approach relies on the accuracy of the prediction model. If a prediction for the processing time of an instance differs, we fail to match the instance to the most efficient resource. Second, the computation time is relatively higher than the baseline approach. The high computation comes from the execution of predictions for every instance in the process, after which the search space for solving a network problem increases.
For future work, we will extend this two-phase method to achieve another goal, such as minimizing the potential risks in the business process, by predicting other relevant parameters and defining a proper cost function. Another direction for future work is to extend the proposed method by adopting advanced dispatching techniques.
