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We consider an ultracold bosonic binary mixture confined in a one-dimensional double-well trap.
The two bosonic components are assumed to be two hyperfine internal states of the same atom.
We suppose that these two components are spin-orbit coupled between each other. We employ the
two-mode approximation starting from two coupled Gross-Pitaevskii equations and derive a system
of ordinary differential equations governing the temporal evolution of the inter-well population
imbalance of each component and that between the two bosonic species. We study the Josephson
oscillations of these spin-orbit coupled Bose-Einstein condensates by analyzing the interplay between
the interatomic interactions and the spin-orbit coupling and the self-trapped dynamics of the inter-
species imbalance. We show that the dynamics of this latter variable is crucially determined by the
relationship between the spin-orbit coupling, the tunneling energy, and the interactions.
PACS numbers: 03.75.Lm,03.75.Mn,67.85.-d
I. INTRODUCTION
In the last few years artificial spin-orbit (SO) coupling
has been realized in the laboratory with both neutral
bosonic systems [1] and fermionic atomic gases [2, 3].
These achievements have stimulated theoretical efforts to
understand the role of the SO with Rashba [4] and Dres-
selhaus [5] terms in the physics of the ultracold atoms.
Spin-orbit coupled Bose-Einstein condensates (BECs)
have been considered in Refs. [6, 7], where the authors
have determined the zero-temperature phase diagram
and studied the excitation spectrum in uniform systems.
Bosons in two SO coupled hyperfine states have been
investigated in different contexts, for instance by ex-
ploring different confinements and geometries, e.g. two-
dimensional (2D) periodic geometries [8], tight 2D har-
monic potential plus a generic one-dimensional (1D) loose
potential [9], and confinements in quasi 1D parabolic
trap [10]. Also the richer strongly correlated quan-
tum Hall phases stemming from the spin-orbit coupling
(which can be regarded as a non-abelian external field)
have been recently discussed [11, 12]. On the fermionic
side, the experimental realization of the SO coupling has
produced a growing interest in the study of its role in
the crossover from the Bardeen-Cooper-Schrieffer state
of weakly bound Fermi pairs to the BEC of molecular
dimers both for a three-dimensional (3D) uniform Fermi
gas [13–15] and in the 2D case [14–16].
One of the richest scenarios opens up when two inter-
nal hyperfine states of the same bosonic atom are coupled
between each other by means of two counter-propagating
laser beams and confined by a one-dimensional double-
well. This framework represents the ideal arena to ana-
lyze the atomic counterpart of the Josephson effect which
occurs in the superconductor-oxide-superconductor junc-
tions [17] with bosonic binary mixtures [18–25]. It is
worth noting that Josephson physics with bosonic mix-
tures seems within reach for a number of experimental
groups which have in the last years studied single com-
ponent Josephson physics [26–33].
The aim of the present work is to study the Josephson
oscillations with SO coupled Bose-Einstein condensates.
In this case, the boson-dynamics is ruled by two cou-
pled 3D Gross-Pitaevskii equations, the couplings con-
sisting in the intra- and inter-species interactions and
spin-orbit. By employing the two-spatial mode approx-
imation [34, 35], neglecting the interatomic interactions
between bosons in different wells, and assuming that the
Rashba and the Dresselhaus velocities are equal, one de-
rives a system of ordinary differential equations (ODEs).
The solution of these ODEs provides the temporal evolu-
tion of the relevant variables of the problem. These are
the two fractional population imbalances, zk, defined as
the difference in the occupation of the two wells for each
bosonic component labeled by k = 1, 2. On top of these
we define the total population imbalance, z12, between
the bosons in species 1 and those in species 2. We term
this latter variable the polarization, i.e. zero polarization
implies an equal amount of atoms populating the com-
ponents 1 and 2, while the system is fully polarized if all
atoms populate either of the two species. The dynamical
evolution of z12 gives the interchange of atoms between
the two bosonic components and is therefore directly re-
lated to the SO coupling.
The issue of the Josephson physics in the presence of
spin-orbit has been recently addressed by Zhang and co-
workers [36] that (as we comment in Sec. II) have
analyzed the problem starting from a quantum single-
particle (SP) Hamiltonian different from that we consider
in this paper. The Hamiltonian that will used here - to
make stronger the link with experiments on SO coupled
BECs - is the same considered by Lin et al. [1].
We numerically solve the aforementioned ODEs and
study the temporal behavior of the three z’s and their
2corresponding canonically conjugated phases. We fo-
cus on the interplay between the boson-boson interac-
tion and the inter-well spin-orbit coupling (the intra-well
SO is zero in first approximation) in determining the im-
portance of the interchange of atoms between the two
bosonic species on the two canonical effects: self-trapping
and macroscopic tunneling phenomena. In particular, we
point out that an analogous of the macroscopic quantum
self-trapping that one observes for the variable zk [20, 23]
exists for the polarization z12 as well. During the z12
self-trapped dynamics, on the average, one bosonic com-
ponent is more populated than the other one.
The article is organized in the following way. First, in
Sec. II we describe the single particle Hamiltonian of the
system, following the experimental realization of Ref. [1].
In Sec. III we present the mean-field description of the
problem. In Sec. IV two-mode approximation is exploited
to derive the ordinary differential equations that we use
to describe the dynamics of our system. In Sec. V we
study the effect of the spin-orbit term on the macroscopic
quantum tunneling and self-trapping. A summary and
conclusions are provided in Sec. VI.
II. ARTIFICIAL SPIN-ORBIT COUPLING
We consider two counter-propagating laser beams
which couple two internal hyperfine states of the same
bosonic atom (e.g., the mF = 0, 1 components of an
87Rb
F = 1 spinor condensate as in the experiment carried
out by Lin and co-workers [1]) by a resonant stimulated
two-photon Raman transition characterized by a Rabi
frequency ΩR. This transition can be induced by a laser
beam with a detuning δ with respect to the spacing be-
tween the energy levels of the two hyperfine states. The
two internal hyperfine states define the pseudo-spin space
of each atom. The single-particle (SP) quantum Hamil-
tonian can be written as
Hsp =
[
p
2
2m
+ U(r)
]
σ0 + vR (pxσy − pyσx)
+ vD (pxσy + pyσx) +
~ΩR
2
σz +
~δ
2
σy , (1)
where p = (px, py, pz) = −i~(∂x, ∂y, ∂z) is the linear mo-
mentum operator, U(r) is the external trapping poten-
tial, vR and vD are, respectively, the Rashba and Dres-
selhaus velocities, σ0 is the 2 × 2 identity matrix, and
σx, σy, σz are the Pauli matrices. In the recent exper-
iments [1–3] one has vR = vD ≡ v, which is the config-
uration that we shall consider in the present paper. In
this configuration, the terms proportional to the Pauli
matrices in the single-particle Hamiltonian (1) are the
same appearing in Eq. (2) of [36], provided to perform
on the SP Hamiltonian of Zhang and co-workers the fol-
lowing global pseudo-spin rotation: σz → σy, σy → σx,
and σx → σz .
III. MEAN-FIELD DESCRIPTION:
GROSS-PITAEVSKII EQUATIONS
We consider a dilute binary condensate with a spin-
orbit coupling term as described above, whose single-
particle Hamiltonian is given by Eq. (1). The ultracold
atomic cloud is further assumed to be confined in the
transverse (y, z) plane by a strong harmonic potential
with frequency ω⊥ and in the axial (x) direction by a
generic weak potential V (x), namely
U(r) = V (x) +
1
2
mω2⊥(y
2 + z2) . (2)
Under the hypothesis that the boson-boson interactions
(intra- and inter-species) can be described by a contact
potential, the two time-dependent 3D Gross-Pitaevskii
equations (GPEs) which describe the binary condensate
are
i ∂tψ1 =
[
− 1
2
∇2 + V (x) + 1
2
(y2 + z2) + Γ + 2π g˜1|ψ1|2
+ 2π g˜12|ψ2|2
]
ψ1 − (γ∂x + iδ˜)ψ2 , (3)
i ∂tψ2 =
[
− 1
2
∇2 + V (x) + 1
2
(y2 + z2)− Γ + 2π g˜2|ψ2|2
+ 2π g˜12|ψ1|2
]
ψ2 + (γ∂x + iδ˜)ψ1 , (4)
where lengths, times, and energies are written in units
of a⊥ =
√
~/(mω⊥), ω−1⊥ , and ~ω⊥, respectively. Here
ψk(x, y, z, t) is the macroscopic wave function of the kth
atomic hyperfine state (k = 1, 2). The number of atoms
populating each hyperfine state can be computed at any
time as ˆ ˆ ˆ
|ψk(x, y, z, t)|2 dx dy dz = Nk(t) . (5)
The strengths of the intra- and inter-species interactions
are given by
g˜k ≡ 2ak/a⊥, g˜12 ≡ 2a12/a⊥, (6)
where ak and a12 are the s-wave scattering lengths per-
taining, respectively, to the intra-species interaction and
inter-species one.
Note that γ = 2v/(a⊥ω⊥) is the dimensionless SO cou-
pling, Γ = ΩR/(2ω⊥) and δ˜ = δ/(2ω⊥) are the dimen-
sionless Rabi and detuning frequencies, respectively.
These GPEs can be derived with the ordinary varia-
tional procedure from the Lagrangian density
L = L0 + LSO + LI , (7)
where
L0 =
∑
k=1,2
ψ∗k
[
i ∂t +
1
2
∇2 − V (x)− 1
2
(y2 + z2)
]
ψk
(8)
3is the Lagrangian density of the non-interacting binary
condensate,
LSO = −Γ
(|ψ1|2 − |ψ2|2)+ γ(ψ∗1∂xψ2 − ψ∗2∂xψ1)
+ iδ˜
(
ψ∗1ψ2 − ψ∗2ψ1
)
(9)
is the SO coupling contribution, and
LI = −π g˜1|ψ1|4 − π g˜2|ψ2|4 − 2π g˜12|ψ1|2|ψ2|2 , (10)
is the term due to s-wave interactions between the
bosonic atoms.
By assuming a strongly localized cloud in the trans-
verse plane and weakly localized in the axial direction
(see the above discussion about the trapping potential
(2)), we can derive a system of effective one-dimensional
Gross-Pitaevskii equations by adopting the usual Gaus-
sian ansatz for the wave functions ψk (k = 1, 2) in the
directions y and z, that is
ψk(x, y, z, t) =
1√
πa⊥
exp
{
−y
2 + z2
2a2⊥
}
fk(x, t) , (11)
where the complex functions fk(x, t) (k = 1, 2)
are dynamical fields, obeying normalization´ +∞
−∞ |fk(x, t)|
2
dx = Nk, as it follows from Eqs. (5)
and (11).
By inserting the ansatz (11) in the Lagrangian density
L given by Eq. (7) (its contributions being the right-
hand sides of Eqs. (8)-(10)) and performing the integra-
tion in the transverse directions (y and z) starting fromˆ
dxdydzL we obtain the effective 1D Lagrangian
L¯ =
ˆ
dx
([ ∑
k=1,2
f∗k (i∂t +
1
2
∂2x)fk
− (1 + V (x))|fk|2 − g˜k
2
|fk|4
]
− g˜12 |f1|2|f2|2
− Γ(|f1|2 − |f2|2) + γ (f∗1 ∂xf2 − f∗2 ∂xf1)
+ iδ˜(f∗1 f2 − f∗2 f1)
)
. (12)
By varying L¯ with respect to f∗k we get the following
system formed by two coupled 1D GPEs
i ∂tf1 =
[
− 1
2
∂2x + V (x) + Γ + g˜1|f1|2 + g˜12|f2|2
]
f1
− (γ∂x + iδ˜) f2 , (13)
i ∂tf2 =
[
− 1
2
∂2x + V (x)− Γ + g˜2|f2|2 + g˜12|f1|2
]
f2
+ (γ∂x + iδ˜) f1 . (14)
IV. BIMODAL APPROXIMATION
Let us suppose that the potential V (x) at the right-
hand side of Eq. (2) is a symmetric double-well potential
VDW(x). To describe the dynamics by a finite-mode ap-
proximation, we use a two-mode ansatz for each wave
function fk (recall k = 1, 2), as originally introduced
in [35]:
fk(x, t) = Ψ
L
k (t)φ
L
k (x) + Ψ
R
k (t)φ
R
k (x) . (15)
The functions φαk (x) (α = L,R) - that we consider as
real functions as done for example in [22–24] - are sin-
gle particle wave functions tightly localized in the αth
well, while the time dependence is encoded in Ψαk (t) ≡√
Nαk (t) e
iθα
k
(t) , where the total number of particles in
the kth species is given by NLk (t) +N
R
k (t) =
∣∣ΨLk (t)∣∣2 +∣∣ΨRk (t)∣∣2 ≡ Nk(t). The functions φαk (x) satisfy the fol-
lowing orthonormalization conditions:
´
dx(φαk (x))
2 = 1
and
´
dxφLk (x)φ
R
k (x) = 0.
At this point, we exploit the two-mode approxima-
tion for fk(x, t) given by Eq. (15) in each of the two
coupled one-dimensional Gross-Pitaevskii equations, (13)
and (14). By left-multiplying both the left-hand side and
the right-hand one of the fk-1D GPE for φ
α
k (x) and in-
tegrating in the x direction, one obtains the equations of
motion for Nαk and θ
α
k (note that here one has to take into
account the above orthonormalization conditions). We
retain only the integrals with wave functions localized in
the same well for the boson-boson interactions and terms
related to the Rabi and detuning terms. Conversely, due
to the derivative coupling, both the SO coupling in the
same and different wells have to be considered. The equa-
tions of motion for Nαk and θ
α
k thus read,
N˙αk = −2Jk
√
Nα
′
k N
α
k sin
(
θα
′
k − θαk
)
+ 2Sα12
√
Nα3−kN
α
k sin
(
θαk − θα3−k
)
± 2S¯α,α′12
√
Nα
′
3−kN
α
k sin
(
θαk − θα
′
3−k
)
∓ 2Dα12
√
Nα3−kN
α
k cos
(
θαk − θα3−k
)
, (16)
θ˙αk = −
(
UkN
α
k + ǫk + U12N
α
3−k ± Γ
)
+ Jk
√
Nα
′
k
Nαk
cos
(
θαk − θα
′
k
)
+ Sα12
√
Nα3−k
Nαk
cos
(
θαk − θα3−k
)
± S¯α,α′12
√
Nα
′
3−k
Nαk
cos
(
θαk − θα
′
3−k
)
± Dα12
√
Nα3−k
Nαk
sin
(
θαk − θα3−k
)
. (17)
4The sign in front of the D12 term in Eq. (16) is minus
(plus) for k = 1(2). In Eq. (17) the sign in front of Γ is
plus (minus) for k = 1(2). In both equations the sign +
in front of S¯α,α
′
12 is plus (minus) for the component 1(2).
The following constants are introduced in terms of the
single-particle functions φαk :
ǫαk =
ˆ
dx
[
φαk (x)
( − 1
2
∂2x + VDW(x)
)
φαk (x)
]
+ 1,
Uk = g˜k
ˆ
dx (φαk )
4,
Jk = −
ˆ
dx
[
φLk (x)
(− 1
2
∂2x + VDW(x)
)
φRk (x)
]
,
U12 = g˜12
ˆ
dx (φα1 )
2(φα2 )
2,
Sα12 = γ
ˆ
dxφα1 (x)∂xφ
α
2 (x) ,
S¯α,α
′
12 = γ
ˆ
dxφα1 (x)∂xφ
α′
2 (x) ,
Dα12 = δ˜
ˆ
dxφα1 (x)φ
α
2 (x). (18)
In obtaining the equations of motion (16) and (17), we
have used the double-well left-right symmetry so that:
ǫLk = ǫ
R
k ≡ ǫk, ULk = URk ≡ Uk and UL12 = UR12 ≡ U12.
We have employed, moreover, the following properties:
by integrating by parts we have both Sα12 = −Sα21 and
S¯α,α
′
12 = −S¯α
′,α
21 , and finally that S¯
α,α′
12 = −S¯α
′,α
12 .
We are assuming that m1 = m2 = m, thus it is pos-
sible to work with the same localized modes for both
components, that is φα1 = φ
α
2 = φ
α (α = L,R). If this
is the case, ǫ1 = ǫ2 = ǫ, J1 = J2 = J , and D12 = δ˜.
This also implies that Sα12 and S
α
21 vanish. After defining
S+ = S¯
L,R
12 = −S¯R,L21 and S− = S¯R,L12 = −S¯L,R21 , we can
rewrite the equations of motion (16) and (17) as:
N˙αk = −2J
√
Nα
′
k N
α
k sin
(
θα
′
k − θαk
)
+ 2S±(∓)
√
N
R(L)
3−k N
L(R)
k sin
(
θ
L(R)
k − θR(L)3−k
)
∓ 2δ˜
√
Nα3−kN
α
k cos
(
θαk − θα3−k
)
, (19)
θ˙αk = −
(
UkN
α
k + U12N
α
3−k ± Γ
)
+ J
√
Nα
′
k
Nαk
cos
(
θαk − θα
′
k
)
+ S±(∓)
√√√√NR(L)3−k
N
L(R)
k
cos
(
θ
L(R)
k − θR(L)3−k
)
± δ˜
√
Nα3−k
Nαk
sin
(
θαk − θα3−k
)
. (20)
The upper (lower) sign in these equations holds for
k = 1(2). For the SO coupling term (S±), the symbol
without (with) parenthesis holds for the equation of mo-
tion of the occupation Nαk or θ
α
k with α = L(R). In
Appendix A we show how to derive these equations as
the semiclassical limit of the exact bimodal many-body
Hamiltonian. Note that the equations (19) and (20) can
be regarded as obtained from a classical Hamiltonian,
hence being θαk andN
α
k the canonical conjugate variables.
Then, N˙αk = ∂H/∂θ
α
k and θ˙
α
k = −∂H/∂Nαk with a clas-
sical Hamiltonian:
H =
∑
k,α
{[
1
2
UkN
α
k ± Γ +
1
2
U12N
α
3−k
]
Nαk
− J
√
Nαk N
α′
k cos
(
θαk − θα
′
k
)}
− 2S+
√
NR2 N
L
1 cos
(
θL1 − θR2
)
− 2S−
√
NL2 N
R
1 cos
(
θR1 − θL2
)
− 2
∑
α
{
δ˜
√
Nα1 N
α
2 sin (θ
α
1 − θα2 )
}
, (21)
with the upper (lower) sign for k = 1(2). Noting that
since there is one constant of motion, that is the total
number of atoms, we can reduce the number of variables
through the following transformation:


1
z1
z2
z12

=M
N


NL1
NR1
NL2
NR2

,


θN
θ1
θ2
θ12

=−M


θL1
θR1
θL2
θR2

 , (22)
with
M =


1 1 1 1
1 −1 0 0
0 0 1 −1
1 1 −1 −1

 .
The set of new variables {zi, θi} are also canonically con-
jugate because their Poisson brackets fulfill
{zi, θj} ≡
∑
k,α
(
∂zi
∂Nαk
∂θj
∂θαk
− ∂zi
∂θαk
∂θj
∂Nαk
)
= δij . (23)
From the transformations (22), one realizes that
z1 =
NL1 −NR1
N
, z2 =
NL2 −NR2
N
z12 =
N1 −N2
N
, (24)
with Nk = N
L
k + N
R
k . The phases associated to the z1,
z2, and z12 are, respectively
θ1 = θ
R
1 − θL1 , θ2 = θR2 − θL2
θ12 = θ
L
2 + θ
R
2 − (θL1 + θR1 ) . (25)
In the rotated frame [36], N↑ and N↓, the numbers of
bosons in the dressed hyperfine states ↑ and ↓, can be
5written in terms of our quantities as follows
Nσ =
1
2
(
N1+N2±2
∑
α=L,R
√
Nα1 N
α
2 cos(θ
α
1 −θα2 )
)
(26)
with plus (minus) for σ =↑ (↓), and Nαk and θαk solutions
of Eqs. (19)-(20). Accordingly, the population imbalance
z↑,↓ = (N↑ − N↓)/N is related to our variables in the
following way:
z↑,↓ =
2
(∑
α=L,R
√
Nα1 N
α
2 cos(θ
α
1 − θα2 )
)
N
. (27)
Remarkably, the variables (24) and (25) are directly re-
lated to the usual Josephson physics. Namely, zk is the
population imbalance of component k, θk is its corre-
sponding canonical phase. The polarization z12 measures
the total population transfer between both components,
that is, the population imbalance between the first and
the second species. In the absence of spin-orbit coupling
the variable z12 becomes a constant of motion. Its evo-
lution will thus be intimately related to the effect of the
SO term. θ12 is the canonical phase associated to z12.
In terms of these new variables the Hamiltonian gov-
erning the dynamics is H ′ = 2H/N which reads
H ′= 2Γz12 −2J
∑
k
√
(z12±1)2−4z2k cos (θk) (28)
+
1
8
N
∑
k
Uk
[
(z12±1)2+4z2k
]
+
1
4
U12N(1+4z1z2−z212)
+ 2S+[(1−2z2−z12)(1+2z1+z12)]
1
2 cos[
1
2
(θ1+θ2+θ12)]
+ 2S−[(1+2z2−z12)(1−2z1+z12)]
1
2 cos[
1
2
(θ1+θ2−θ12)]
∓ 2δ¯
∑
k
[(1∓2z2−z12)(1∓2z1+z12)]
1
2 sin[
1
2
(θ1−θ2∓θ12)],
where the first sign that appears holds for k = 1, while
the second for k = 2. The equations of motion for the
atom imbalances (24) read
z˙k = −J
√
(1± z12)2 − 4z2k sin (θk) (29)
−S+
2
[(1−2z2−z12)(1+2z1+z12)]
1
2 sin
[
1
2
(θ1+θ2+θ12)
]
−S−
2
[(1+2z2−z12)(1−2z1+z12)]
1
2 sin
[
1
2
(θ1+θ2−θ12)
]
∓ 1
2
δ¯[(1+2z2−z12)(1+2z1+z12)]
1
2 cos
[
1
2
(θ1−θ2+θ12)
]
± 1
2
δ¯[(1−2z2−z12)(1−2z1+z12)]
1
2 cos
[
1
2
(θ1−θ2−θ12)
]
,
z˙12 = (30)
−S+[(1−2z2−z12)(1+2z1+z12)]
1
2 sin
[
1
2
(θ1+θ2+θ12)
]
+S−[(1+2z2−z12)(1−2z1+z12)]
1
2 sin
[
1
2
(θ1+θ2−θ12)
]
−δ¯
∑
k
[(1±2z2−z12)(1±2z1+z12)]
1
2 cos
[
1
2
(θ1−θ2±θ12)
]
,
with the upper sign for k = 1 and the lower one for k = 2.
The equations for the phases (25) are
θ˙k=N (Ukzk+U12z3−k) +
4Jzk cos (θk)
[(z12±1)2−4z2k]
1
2
(31)
+ S+
[1−2z2−z12]±
1
2
[1+2z1+z12]
± 1
2
cos[
1
2
(θ1+θ2+θ12)]
+ S−
[1+2z2−z12]±
1
2
[1−2z1+z12]±
1
2
cos[
1
2
(θ1+θ2−θ12)]
+ δ¯
[1+2z2−z12]±
1
2
[1+2z1+z12]
± 1
2
sin[
1
2
(θ1−θ2+θ12)]
+ δ¯
[1−2z2−z12]±
1
2
[1−2z1+z12]±
1
2
sin[
1
2
(θ1−θ2−θ12)] ,
θ˙12 = 4Γ+N
[
U1
2
(z12+1)+
U2
2
(z12−1)−U12z12
]
−2J
∑
k
(z12 ± 1)√
(1± z12)2 − 4z2k
cos (θk) (32)
+2S+
z1 + z2 + z12
[1−2z2−z12]
1
2 [1+2z1+z12]
1
2
cos[
1
2
(θ1+θ2+θ12)]
+2S−
z1 + z2 − z12
[1+2z2−z12]
1
2 [1−2z1+z12]
1
2
cos[
1
2
(θ1+θ2−θ12)]
−2δ¯
∑
k
z1 − z2 ± z12
[1±2z2−z12]
1
2 [1±2z1+z12]
1
2
sin[
1
2
(θ1−θ2±θ12)],
where, again, the upper(lower) sign corresponds to k =
1(2). We have reduced the problem from 8 to 6 equa-
tions and checked that these equations give the same nu-
merical results than Eqs. (19)-(20). Notice that if S±,
Γ, and δ¯ vanish, these equations give back those of the
two-component two-well problem discussed in Ref. [25].
According to its definition, Eq. (24), the polarization z12
is bounded to the interval [1,−1]. The two extremes of
this interval correspond to all atoms fully polarized on
either internal state 1 or 2, respectively. For each value
of z12 it is easy to show that the population imbalance in
each component is bounded by |zk| = (1± z12)/2, where
the minus sign corresponds to k = 2.
6V. JOSEPHSON DYNAMICS IN THE
SPIN-ORBIT COUPLED DOUBLE WELL
For the numerical results discussed in this section, we
consider N = 105, 87Rb atoms, and that the wave-
length of the two counter-propagating lasers is λ ≈ 103
nm. Following Ref. [1], we introduce natural units for
the momentum and energy as kL =
√
2π/λ and EL =
~
2k2L/(2m). The SO coupling is given by v = EL/~kL
and therefore for ω⊥ = 400πHz one obtains γ = 3.37.
Notice that S± is defined as an overlap integral (see
Eq. (18)). To keep the model simple we approximate the
four on-site modes by Gaussian wave functions. In this
case, the overlap integral is proportional to exp(−d2), d
being the distance between the minimum of each well and
the origin. Then, both S± and J can be tuned by varying
the distance between the wells.
The SO coupling v is independent on the detuning δ
and the Rabi coupling ΩR. We assume that ΩR can be
tuned in the interval [0, 7EL/~], and then Γmax = 19.92.
δ¯ is proportional to exp(−d2) and can thus also be tuned
by varying d. In the following, we take the scatter-
ing lengths a1 ≃ a2 ≃ 101.8a0 [38], with a0 the Bohr
atom radius which gives Uref ≈ 0.0012, where Uref =
2a00
a⊥
ˆ
dx(φα(x))4, a00 = 101.8a0, and the integral per-
formed on the whole real axis. We take this value of the
interactions to refer all variables in the rest of the paper.
We define ΛJ ≡ UrefN/J , which is the usual variable
quantifying the ratio between atom-atom interaction and
tunneling in a single component bosonic Josephson junc-
tion. Similarly, we define the quantities ΛS ≡ UrefN/S+,
and ΛD ≡ UrefN/δ˜. Finally, we assume that the inter-
actions can be tuned with respect to the reference, and
therefore we define CU ≡ U/Uref and CU12 ≡ U12/Uref.
Note that in this part of the paper, we shall take U12=0
to make the effect of the spin-orbit coupling as clear and
neat as possible. Let us note, however, that the effect
of the repulsion between species has been discussed thor-
oughly in Refs. [18–25, 37], where it was found that the
conventional Josephson dynamics is crucially modified
by this term, even leading to measure synchronization
in some limits [40]. Particularly, the inter-species inter-
action induces the presence of new fixed points on the
problem which are related to the repulsion between com-
ponents. Nevertheless, we take into account the effect of
the boson-boson repulsion in subsection VD.
A. Some considerations about fixed points
Inspection of Hamiltonian (21) (or its many-body
counterpart, Eqs. (A5), (A6), (A8)) permits one to iden-
tify three different processes which interchange atoms be-
tween wells or components. The first one is the usual
tunneling between both wells, and is given by the term
J
√
Nαk N
α′
k cos
(
θαk − θα
′
k
)
in Eq. (21). The second one
is associated to the SO terms proportional to S± in
Eq. (21), and couples the atoms of one species located
in one well to the atoms of the second species located
in the other well. The third one is given by the terms
corresponding to the detuning δ˜ in Eq. (21). This is a
coupling between atoms of different species in the same
well. Finally, we note that the Rabi frequency Γ intro-
duces an energy gap between both species in Eq. (21). In
this work, we study the effect of the SO coupling, detun-
ing, and Rabi frequencies in the well-known Josephson
dynamics in double wells. We focus in the case in which
the most populated species has certain population imbal-
ance, and study the effect of the dynamics of this species
on the second initially balanced species. To understand
this problem, let us discuss briefly the fixed points of
Eqs. (29)-(32) when SO coupling and detuning frequen-
cies are considered.
In the absence of interactions and when all terms other
than the tunneling energy vanish, the fixed points are
the usual ones at (z0k, θ
0
k) = (0, nπ), n ∈ Z. In such a
case, there is no process that can produce interchange of
atoms between the two components. Therefore z12 re-
mains constant at its initial value. This picture changes
when the other two processes are considered. In the pres-
ence of the SO coupling and tunneling, when all other
terms vanish, one can prove that Eqs. (29)-(32) vanish
for (z0k, θ
0
k) = (z
0
12, θ
0
12) = (0, 0). When initially z12 is
different from zero and all other variables vanish, the
population imbalances zk and the phase θ12 will remain
in their initial value, while the equations of motion can
be reduced to
z˙12 = −2S+ sin θ¯
√
1− z212, (33)
˙¯θ = 2S+ cos θ¯
z12√
1− z212
, (34)
with θ¯ = (θ1 + θ2)/2. Therefore, both z12 and θ¯ will
oscillate during the evolution. In such a case, we ob-
serve numerically that θ1 and θ2 grow unbounded, with
opposed sign. In addition, when initially all variables
are zero except for zk, the polarization z12 remains at
its initial value at zero. On the other hand, (θ1 + θ2)/2
and z1 + z2 will oscillate, with the latter bounded by
±(z1(0) + z2(0)), while θ12 also oscillates. We observe
numerically that z1− z2 = z1(0)− z2(0) along evolution.
In the presence only of detuning, Eqs. (29)-(32) van-
ish for (z0k, θ
0
k) = (0, 0), but now it is necessary that
(z012, θ
0
12) = (0, π). When initially z12 is different from
zero, θ12 = π, and all other variables vanish, the pop-
ulation imbalances zk and the phase θ12 will remain in
their initial value, while the equations of motion can be
reduced to
z˙12 = −2δ˜ cos θ˜
√
1− z212, (35)
˙˜
θ = −4δ˜ sin θ˜ z12√
1− z212
, (36)
with θ˜ = (θ1 − θ2)/2. Therefore, both z12 and θ˜ will
oscillate during the evolution. In case zk are different
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FIG. 1: (Color online) Macroscopic quantum tunneling in the presence of a SO term. (a) population imbalances z1 (solid black
line), z2 (dotted red line), and polarization z12 (dashed blue line) when ΛS = 10 in the absence of tunneling (J = 0)). (b)
corresponding phases. (c) and (d) population imbalances, polarization, and phases when ΛS = 10 in the presence of tunneling
(ΛJ = 1). (e) and (f) same when ΛS = 2. In all cases, U = U12 = δ˜ = Γ = 0.Initial conditions: z1(0) = 0.518, z2(0) = 0.002,
z12 = 0, θk(0) = 0 (k = 1, 2), θ12(0) = 0.
from zero initially, while z12 is zero, both (θ1 − θ2)/2
and z1 − z2 will oscillate, with the latter bounded by
±(z1(0)−z2(0)). Now, z12 remains at its initial value, θ12
also oscillates, and we observe numerically that z1+z2 =
z1(0) + z2(0).
In the next section we study how the fixed point anal-
ysis briefly discussed above can help to understand the
dynamics when the most populated species has certain
population imbalance, while the second species is bal-
anced, that is initially z12 and z1 are non-zero, while z2
is zero. To illustrate this situation we consider in all nu-
merical examples to be discussed in the next subsections
that initially z1 = 0.518, z2 = 0.002, z12 = 0.64 and all
initial phases are zero unless explicitly indicated.
B. Macroscopic quantum tunneling and
self-trapping in the presence of Spin-Orbit coupling
We first assume δ¯ = Γ = 0, and study the effect of
the SO coupling v. This coupling is associated to the
kinetic moment px or py of the atoms in each species (see
Eq. (1)). As we have shown, when the single particle 3D
potential can be reduced effectively to a 1D double-well,
where the dynamics in transverse directions is essentially
frozen, the SO coupling, proportional to S±, becomes
apparent in a non-trivial way in the equations of motion.
The SO coupling term allows for the complete transfer
of the atoms of species 1 in the left well to species 2 in
the right well (see Fig.1a-b), when no other term is con-
sidered. In the presence of a tunneling term which domi-
nates the SO coupling, see Figs. 1c-d, z1 shows fast Rabi
oscillations, where its corresponding phase is bounded.
This can be understood in view of Eqs. (29) and (31), as
in the presence of a tunneling which dominates over S±,
these equations will only vanish if θk = 0, π, . . . There-
fore, in this case θk cannot grow unbounded and has to
oscillate around θk = 0. A small transfer of atoms be-
tween both components still occurs, but it is not enough
to transfer all population from component 1 to compo-
nent 2 before it tunnels to the other well. If S± are com-
parable to J , both effects are combined, and the transfer
of atoms between components is enlarged and the tun-
neling of the atoms of component 1 is reduced, as shown
in Figs. 1e-f.
Let us now illustrate the effect of the interactions
on the dynamics induced by the SO coupling shown in
Figs. 1a-b corresponding to the absence of hopping and
interactions. In the presence of a small interaction term,
the transfer of atoms between components associated
with the dynamical evolution of the polarization z12 still
occurs. The interactions only modulate slightly this dy-
namics, as shown in Figs. 2a-b. Conversely, for larger
U , self-trapping occurs in all variables, and correspond-
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FIG. 2: (Color online) Macroscopic quantum self-trapping in
the presence of a SO term. (a) population imbalances z1, z2,
and polarization z12 when ΛS = 10 when the interactions are
small, CU = 1/5. Same color conventions as in Fig. 1. (b)
corresponding phases. (c) and (d) self-trapping induced by
the interactions (ΛS = 10, CU = 5). In all cases, U12 = J =
δ˜ = Γ = 0. Initial conditions as in Fig. 1.
ingly all phases are running (see Figs. 2c-d). When both
tunneling and interactions are different from zero, self-
trapping can occur independently on the polarization,
z12, and the population imbalances, zk. In Figs. 3a-b we
show the dynamics when the interactions dominate over
the SO term, but not over the tunneling, which induces
self-trapping on z12, while zk still oscillates. Increasing
further the interactions produces self-trapping also in zk,
as plotted in Figs. 3c-d. We conclude this subsection
with a remark about Figs. 1a-b. The phase (θ1 + θ2)/2
oscillates accordingly with θ1 and θ2 growing unbounded
with opposed sign (see Eq. (33)). Moreover, because zk
are different from zero initially, z1 + z2 oscillates, while
z1 − z2 = z1(0) − z2(0) = 0.516 along all the evolution,
and θ12 oscillates, in accordance with the discussion on
section VA.
C. Macroscopic quantum tunneling and
self-trapping in the presence of the Rabi and
detuning frequencies
Let us now discuss on the effect of the Rabi and de-
tuning frequencies, Γ and δ¯, respectively. The detun-
ing frequency induces a local transfer of population be-
tween both components. To illustrate this, we represent
in Figs. 4a-b the dynamics when all other terms are zero
and the tunneling J is very small, when initially θ12 = π,
and all other phases vanish. According to Eq. (35), the
corresponding dynamics will be oscillatory around the
fixed point, with θ1 − θ2 also oscillating. Because ini-
tially z1 = 0.518 and z2 = 0.002, z1 − z2 also oscillates
with z1 + z2 = z1(0) + z2(0) = 0.52 along all the evolu-
tion. Again, θ12 also oscillates, in accordance with the
discussion in section VA. For larger J , the atoms of each
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FIG. 3: (Color online) Macroscopic quantum tunneling and
self-trapping in the presence of a SO term. (a) population
imbalances z1, z2, and polarization z12 for ΛS = 10 when
the interactions are small (CU = 1/10) in the presence of
tunneling, ΛJ = 1, showing self-trapping dynamics of z12.
Same color conventions as in Fig. 1. (b) corresponding phases.
(c) and (d) self-trapping dynamics in all variables when ΛS =
10 and CU = 25. In all cases, U12 = δ˜ = Γ = 0. Initial
conditions as in Fig. 1.
species tunnel also to the other well in the same time
scales, as shown in Figs. 4c-d. Differently from the dy-
namics in the presence of the SO term, θ1 and θ2 do
not grow unbounded in the absence of tunneling. There-
fore, atoms can still be transformed from component 1
to component 2 in the presence of large tunneling. This
effect is quicker if J is increased further, as illustrated
in Figs. 4e-f. The dynamics of z12 is not affected by the
Josephson physics. This is due to the fact that the de-
tuning term induces local population transfer, similarly
to the transfer of populations among the different Zee-
man components in a spinor BEC [39]. In Fig. 5 we
reproduce the same cases when initially θ12 = 0. As this
initial condition does not correspond to a fixed point, the
phase oscillates abruptly and z12 oscillates in the interval
[−1, 1], as it possibly corresponds to an initial condition
close to a separatrix. In Figs. 6a-b we show that the
interactions can induce self-trapping in z12 when the in-
teractions dominate over the detuning term. If increased
further, Figs. 6c-d, the interactions induce self-trapping
in all variables.
The effect of the Rabi frequency on the dynamics as-
sociated with S± and δ can be understood in view of
the equations of motion for θ12, Eq. (32), as Γ appears
as a constant in the equation. Therefore, it introduces
an energy gap between both components, which, when
it dominates over the rest of terms, forces θ12 to be a
running phase, similarly to the problem of bosons in an
excited level in double wells [44]. In Figs. 7a-b we show
the effect of Γ in the oscillations of the polarization z12
due to the effect of the SO coupling S±. We observe
that the oscillation of the polarization is reduced with
respect to the case of Figs. 1a-b, and θ12 is a running
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FIG. 4: (Color online)Macroscopic quantum tunneling in the presence of a detuning δ˜, when the initial phase for the polarization
is θ12(0) = pi. (a) population imbalances z1, z2, and polarization z12 for ΛD = 5 when the tunneling term is very small ΛJ = 10
3.
Same color conventions as in Fig. 1. (b) corresponding phases. (c) and (d) same when ΛJ = 10
2, and (e) and (f) when ΛJ = 1.
In all cases, U = U12 = S± = Γ = 0. Initial conditions for zk, θk (k = 1, 2), and z12 as in Fig. 1.
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FIG. 6: Macroscopic quantum self-trapping in the presence of
a detuning δ˜, when initially θ12(0) = 0. (a) population im-
balances z1, z2, and polarization z12 when ΛD = 5, ΛJ = 1,
CU = 10, and all other terms vanish, showing self-trapping
dynamics of z12. Same color conventions as in Fig. 1. (b)
corresponding phases. (c) and (d) self-trapping in all vari-
ables when the interactions are increased to CU = 25. Initial
conditions for zk, θk (k = 1, 2), and z12 as in Fig. 1.
phase. Then, the effect of Γ is to inhibit the coupling
of the two components associated to the SO term. Simi-
larly, in Figs. 7c-d we observe that Γ again reduces (with
respect to the case of Figs. 5e-f) the oscillations on z12
induced by the detuning frequency δ, again decoupling
the dynamics of the two components.
D. Effect of the inter-species interaction
As commented before, in the previous results we have
decided to set the inter-species interaction U12 to zero,
to emphasize the effects of the spin-orbit coupling, Rabi
and detuning frequencies. In a possible experimental re-
alization along the lines of the recent SO experiments [1]
it may be difficult to experimentally achieve this limit-
ing case. For the case of considering two of the Zeeman
states of the F = 1 87Rb one has that U1 ≈ U2 ≈ U12
[25]. The inter-species interactions has profound and di-
verse effects on the Josephson dynamics of two compo-
nents in double wells [18–25, 37, 44], and therefore an
extensive discussion on this topic is out of the scope of
this paper. If the inter-species interaction U12 is similar
to intra-species ones (U1 and U2), and for the case con-
sidered here of a polarized initial state, the dynamics of
the less populated species is crucially influenced by the
dynamics of the most populated one [21]. Moreover, for
a value of U12 above certain threshold, both species cover
the same region in the phase portrait, an effect known as
measurement synchronization (MS) [37, 40]. In Figs. 8a-b
we show the dynamics of the system when all the detun-
ings and the SO coupling term vanish. Here, the value of
U12 is below the MS threshold, as can be seen from the
fact that z1 and z2 have different maximum amplitudes.
In Figs. 8c-d we have increased slightly the SO term, and
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FIG. 7: Decoupling induced by the Rabi frequency, Γ. (a) pop-
ulation imbalances z1, z2, and polarization z12 when ΛS = 10,
Γ = 50, and all other terms vanish. Same color conventions
as in Fig. 1. (b) corresponding phases. (c) and (d) same when
ΛD = 5, Γ = 50, ΛJ = 1, and all other terms vanish. Initial
conditions as in Fig. 1.
some transfer of atoms between both species occurs. If
the interactions dominate over the tunneling and the SO
term (for example, as in Figs. 2c-d), all variables are self-
trapped and the corresponding phases grow. In Figs. 6g-h
Figs. 8e-f we plot the same case as in Figs. 2c-d for non-
zero inter- species interactions. Moreover, the evolution
of z2 is slightly dragged by that of z1, an effect which
is in accordance with the results of Ref. [21]. We have
also observed numerically that the phenomena associated
with the detuning and Rabi frequencies described above
still occur in the presence of the inter-species energy.
As a conclusive remark, we note that working within
the single-particle Hamiltonian framework corresponding
to Eq. (1) produces changes with respect to the results
achieved by Zhang et al. [36]. In fact in our case, the
spin-orbit coupling induces change in polarization (the
external josephson is transferred into internal) while in
the case of [36] it affects the tunneling rate.
VI. SUMMARY AND CONCLUSIONS
The recent developments in ultracold atomic gases,
namely the experimental realization of external bosonic
Josephson junctions, together with the artificial creation
of spin-orbit coupling for ultracold atoms paved the way
to discuss the interplay between both effects in a common
set-up. As we have described, the conventional macro-
scopic quantum tunneling or self-trapping scenarios of
two bosonic components confined in a double-well deter-
mine crucially the polarization induced by the spin-orbit
(SO) coupling. We have shown that the SO coupling
transfers atoms between both components in different
wells. This population transfer induced by the SO term
depends on how this energy compares with the tunnel-
ing and interaction energy. In the macroscopic quantum
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FIG. 8: Macroscopic quantum tunneling and self-trapping in the presence of SO coupling and inter-species interactions U12. (a)
population imbalances z1, z2, and polarization z12 when CU = CU12 = 1/2 and ΛJ = 1, and all other terms vanish, reproducing
two-component dynamics in the absence of SO coupling. Same color conventions as in Fig. 1. (b) corresponding phases. (c) and
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CU = 5, CU12 = 1, and all other terms vanish. Initial conditions as in Fig. 1.
tunneling limit this transfer is large if it dominates over
the tunneling energy. By increasing the interactions we
observe that one can induce the self-trapping of the po-
larization variable and subsequently of the population
imbalance. Secondly, we have studied the effect of the
Rabi and detuning frequencies. We have shown that the
effect of the Rabi frequency is to decouple both compo-
nents, and thus reduce the population transfer between
the two species. On the contrary, the effect of the de-
tuning frequency is a coupling between both components
in the same well. Now, this transfer occurs even in the
presence of large tunneling energy, though in different
time scales. The interactions produce also self-trapping
in all variables if they dominate over the tunneling and
detuning. Finally, we have shown that the phenomena
associated with the SO coupling, detuning and Rabi fre-
quencies are robust in the presence of inter-species inter-
actions.
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Appendix A: Many-Body Hamiltonian for the
spin-orbit effect in double-wells
The second quantized Hamiltonian for N interact-
ing two-component bosons of equal mass m confined
by an external potential U(r) in terms of the creation-
annihilation field operators - Ψˆ(r), Ψˆ†(r) - in the presence
of spin-orbit coupling is
Hˆ =
ˆ
drΨˆ†(r)HspΨˆ(r) (A1)
+
1
2
ˆ
drΨˆ†(r)
[ˆ
dx′Ψˆ†(r′)Vint(r− r′)Ψˆ(r)
]
Ψˆ(r),
where Vint(r − r′) stands for the two-body interaction,
and Ψˆ and Ψˆ† are two-component vectors. Here Hsp is
Hsp =
(
− ~
2
2m
∇2 + U(r)
)
σ0 + vR (pxσy − pyσx)
+ vD (pxσy + pyσx) +
ΩR
2
σz +
δ
2
σy , (A2)
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with σ0 the 2 × 2 identity matrix, and σx,y,z the Pauli
matrices. Let us write Ψˆ(r) =
(
Ψˆ1(r), Ψˆ2(r)
)
, where the
index 1 (2) accounts for the first (second) component. We
consider contact interactions both for intra-species inter-
action and for inter-species one. This means that the
interatomic potential for the former case is assumed to
be gkδ(r− r′) (gk = 4π~2ak/m with ak the intra-species
s-wave scattering length), while for the latter g12δ(r−r′)
(g12 = 4π~
2a12/m with a12 the inter-species s-wave scat-
tering length). Then, the interacting part of the Hamil-
tonian can be written in the following way
Hˆint =
∑
k=1,2
gk
2
ˆ
drΨˆ†kΨˆ
†
kΨˆkΨˆk + g12
ˆ
drΨˆ†1Ψˆ
†
2Ψˆ2Ψˆ1.
We can write the Hamiltonian as Hˆ = Hˆ1 + Hˆ2 + Hˆ12
with
Hˆ1 =
ˆ
drΨˆ†1H
1
spΨˆ1 +
g1
2
ˆ
drΨˆ†1Ψˆ
†
1Ψˆ1Ψˆ1 (A3)
and similarly for species 2. Here, the single particle
Hamiltonian is Hksp =
(
− ~
2
2m
∇2 + U(r)± ΩR/2
)
with
the plus or minus for 1 and 2, respectively. The part of
the Hamiltonian which couples both bosonic species is
Hˆ12=~
ˆ
drΨˆ†1 [vR (−∂x + i∂y) + vD (−∂x − i∂y)] Ψˆ2
+~
ˆ
drΨˆ†2 [vR (∂x + i∂y) + vD (∂x − i∂y)] Ψˆ1 (A4)
+g12
ˆ
drΨˆ†1Ψˆ
†
2Ψˆ2Ψˆ1−i
ˆ
drΨˆ†1
δ
2
Ψˆ2 +i
ˆ
drΨˆ†2
δ
2
Ψˆ1 .
We assume a separable potential, with harmonic con-
finement in the y and z directions and a double-well
in the x direction U(r) = 12mω
2
⊥(y
2 + z2) + VDW (x).
Let us write Ψˆ1(r) = aˆLψ
L
1 (r) + aˆRψ
R
1 (r) and Ψˆ2(r) =
bˆLψ
L
2 (r)+ bˆRψ
R
2 (r), with aˆL(R) and bˆL(R) operators anni-
hilating a boson of the species 1 and a boson of the species
2, respectively, in the left (right) well. These single-
particle operators obey the usual boson-commutation re-
lations. For the orbitals ψαk (r) we use Gaussian-like
functions for the y and z directions (i.e., the ground-
state wave function of the harmonic oscillator mω2⊥y
2/2
times that of the harmonic oscillator mω2⊥z
2/2) and on-
well localized functions wαk (x) (
´
dxwα∗k w
α′
k = δα,α′) in
the x direction. In such a way, we have that ψαk (r) =
1√
pia⊥
exp
(
− y2+z2
2a2
⊥
)
wαk (x) with a⊥ =
√
~/mω⊥, k = 1, 2
and α = L,R. Then, we obtain
Hˆ = Hˆ1 + Hˆ2 + Hˆ12. (A5)
The first two terms are
Hˆ1 = (nˆ
L
1 + nˆ
R
1 )ε1 − J1
∑
α6=α′
aˆ†αaˆα′ +
U1
2
∑
α
nˆα1 (nˆ
α
1 − 1) ,
(A6)
where nˆα1 = aˆ
†
αaˆα, and similarly for k = 2. Here and in
the following
∑
α is a shorthand notation for
∑
α=L,R.
We have used the following constants
Ek =
ˆ
drψα∗k (r)
(
− ~
2
2m
∇2 + U(r)
)
ψαk (r),
σ =
ΩR
2
ˆ
drψα∗k (r)ψ
α
k (r),
Jk = −
ˆ
drψα∗k (r)
(
− ~
2
2m
∇2 + U(r)
)
ψα
′
k (r),
Uk = gk
ˆ
dr|ψαk (r)|4 , (A7)
and εk = Ek ± σ, where the minus sign holds for k = 2.
The inter-species term is
Hˆ12 =
∑
α
(Sα12 + i D
α
12)aˆ
†
αbˆα +
∑
α6=α′
S¯α,α
′
12 aˆ
†
αbˆα′
+
∑
α
(Sα21 + i D
α
21)bˆ
†
αaˆα +
∑
α6=α′
S¯α,α
′
21 bˆ
†
αaˆα′
+ U12
∑
α
nˆα1 nˆ
α
2 , (A8)
with
U12 = g12
ˆ
drψα∗1 (r)ψ
α∗
2 (r)ψ
α
2 (r)ψ
α
1 (r), (A9)
Sα12 =
ˆ
drψα∗1 ~ [vR (−∂x + i∂y)+vD (−∂x − i∂y)]ψα2 ,
Sα21 =
ˆ
drψα∗2 ~ [vR (∂x + i∂y)+vD (∂x − i∂y)]ψα1 ,
S¯α,α
′
12 =
ˆ
drψα∗k ~ [vR (−∂x + i∂y)+vD (−∂x − i∂y)]ψα
′
k′ ,
S¯α,α
′
21 =
ˆ
drψα∗2 ~ [vR (∂x + i∂y)+vD (∂x − i∂y)]ψα
′
1 ,
Dα12 = −
ˆ
drψα∗1
δ
2
ψα2 , D
α
21 =
ˆ
drψα∗2
δ
2
ψα1 .
Non-zero inter-well interacting terms have been ne-
glected, as commonly assumed in standard two- or four-
mode Hamiltonians [41–43]. This Hamiltonian conserves
the number of atoms as it commutes with the total num-
ber operator Nˆ =
∑
k,α nˆ
α
k . For vR = vD = v the coeffi-
cients given in Eqs. (A9) are the following
Sα12 = −2~v
ˆ
drψα∗1 (r)∂xψ
α
2 (r), (A10)
Sα21 = 2~v
ˆ
drψα∗2 (r)∂xψ
α
1 (r),
S¯α,α
′
12 = −2~v
ˆ
drψα∗1 (r)∂xψ
α′
2 (r)
S¯α,α
′
21 = 2~v
ˆ
drψα∗2 (r)∂xψ
α′
1 (r),
Dα12 = −
δ
2
ˆ
drψα∗1 (r)ψ
α
2 (r), D
α
21=
δ
2
ˆ
drψα∗2 (r)ψ
α
1 (r).
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By integrating by parts, we get that Sα12 = S
α
21 and
S¯α,α
′
12 = S¯
α′,α
21 . We also notice that S¯
L,R
12 = −S¯R,L12
and that Dα12 = −Dα21. Then, by calling S = Sα12,
S+ = S¯
L,R
12 = S¯
R,L
21 , S− = S¯
R,L
12 = S¯
L,R
21 , and δ˜ = D
α
12,
we can write Eq. (A8) as
Hˆ12 =
∑
α
(S + iδ˜)aˆ†αbˆα + h.c. + U12
∑
α
nˆα1 nˆ
α
2
+ S+aˆ
†
LbˆR + h.c. + S−bˆ
†
LaˆR + h.c. (A11)
We have checked that this Hamiltonian conserves the
number of atoms. Notice that there are four different
processes that interchange atoms between both species.
The first two, associated to S and δ˜, interchange atoms
between k and l components located in the same well.
The third term, associated to S+ interchanges atoms of k
component located in the left well and atoms of l compo-
nent located in the right well. The last term, S−, trans-
forms atoms of k in the right well to atoms of l in the
left well, and vice-versa. From the Heisenberg equations
of motion for the operators aˆα and bˆα
i~
daˆα
dt
=
[
aˆα, Hˆ
]
and i~
dbˆα
dt
=
[
bˆα, Hˆ
]
(A12)
one can obtain
i~
daˆα
dt
= −J1aˆα′ + U1nˆα1 aˆα + ε1aˆα + U12nˆα2 aˆα
− Sbˆα − S¯±bˆα′ − iδ˜bˆα, (A13)
i~
dbˆα
dt
= −J2bˆα′ + U2nˆα2 bˆα + ε2bˆα + U12nˆα1 bˆα
− Saˆα − S¯∓aˆα′ + iδ˜aˆα, (A14)
and their corresponding Hermitian conjugates. The up-
per(lower) sign in the S± coefficients apply to α = L(R).
To reconcile the definition of the coefficients with the one
given in Eqs. (18) we have redefined all coefficients as pos-
itive, and therefore we have written the minus sign inside
their definitions explicitly in the equations. We assume
that the creation/annihilation operators behave as c-
numbers, that is aα =
√
Nα1 e
iφα
1 where Nα1 = |aα|2 is the
number of particles of species 1 and φα1 is a phase (sim-
ilarly bα =
√
Nα2 e
iφα
2 ). After some algebra, the equa-
tions of motion for the number of particles, Eq. (19), and
phases, Eq. (20), are obtained from the equations of mo-
tion (A13)-(A14). Since we assumed that m1 = m2 = m,
and therefore one can use the same localized function for
the two components, we obtain that S = 0 and ǫ1 = ǫ2,
and consequently the corresponding terms are absent in
Eqs. (19)-(20).
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