Purchasing power parity in a newly industrialised country by de Villiers, David James
 PURCHASING POWER PARITY 
IN A NEWLY INDUSTRIALISED 
COUNTRY 
 
 
 
 
 
 
 
 
D.J. DE VILLIERS 
 
 
 
 
 
 
 
2019 
  
PURCHASING POWER PARITY IN A NEWLY 
INDUSTRIALISED COUNTRY 
 
By 
 
David James de Villiers 
 
 
Submitted in partial fulfilment of the requirements 
for the Master of Arts in Economics in the Faculty of 
Business and Economic Sciences to be awarded at 
the Nelson Mandela University 
 
April 2019 
 
 
 
 
Supervisor: Dr A Phiri 
DECLARATION BY CANDIDATE 
I, David James de Villiers (211092088), hereby declare that the treatise, for the Master of 
Arts in Economics in the Faculty of Business and Economic Sciences to be awarded at 
Nelson Mandela University is my own work and that t has not previously been submitted for 
assessment or completion of any postgraduate qualification to another University or for 
another qualification. 
 
 
 
 
David James de Villiers 
 
 
 
 
 
 
 
 
Official use:  
In accordance with Rule G5.6.3,  
5.6.3 A treatise/dissertation/thesis must be accompanied by a written declaration on the part 
of the candidate to the effect that it is his/her own work and that it has not previously 
been submitted for assessment to another University or for another qualification. 
However, material from publications by the candidate may be embodied in a 
treatise/dissertation/thesis. 
TABLE OF CONTENTS 
ABSTRACT ................................................................................................................................ i 
DEDICATION ........................................................................................................................... ii 
ACKNOWLEDGEMENTS ..................................................................................................... iii 
LIST OF TABLES .................................................................................................................... iv 
LIST OF FIGURES ................................................................................................................... v 
1 CHAPTER ONE: INTRODUCTION .......................................................................... 1 
1.1 INTRODUCTION ......................................................................................... 1 
1.1.1 INTRODUCTION TO THE STUDY ............................................. 1 
1.1.2 THE TERM ‘NEWLY INDUSTRIALISED COUNTRY’ ............. 2 
1.1.3 INDUSTRIALISATION AND THE EXCHANGE RATE ............ 6 
1.1.4 THE EXCHANGE RATE ............................................................... 8 
1.1.5 PURCHASING POWER PARITY ............................................... 10 
1.1.6 INTERPRETATION AND EMPIRICAL VALIDITY OF THE 
PURCHASING POWER PARITY ............................................... 15 
1.2 PROBLEM STATEMENT AND RESEARCH QUESTIONS ................... 18 
1.3 OBJECTIVES OF THE STUDY ................................................................ 19 
1.4 RESEARCH HYPOTHESIS ....................................................................... 19 
1.5 IMPORTANCE OF THE STUDY .............................................................. 20 
1.6 RESEARCH METHODOLOGY, RESEARCH DESIGN, AND 
RESEARCH METHODS ............................................................................ 20 
1.6.1 RESEARCH METHODOLOGY .................................................. 20 
1.6.2 RESEARCH DESIGN .................................................................. 21 
1.6.3 RESEARCH METHODS .............................................................. 21 
1.7 DATA COLLECTION AND ANALYSIS.................................................. 22 
1.7.1 DATA COLLECTION .................................................................. 22 
1.7.2 DATA ANALYSIS ....................................................................... 22 
1.8 DELIMITATION OF THE RESEARCH ................................................... 22 
1.9 SCOPE OF THE RESEARCH .................................................................... 22 
1.10 CONCLUSION TO THE CHAPTER ......................................................... 23 
2 CHAPTER TWO: EXCHANGE RATE ARRANGEMENTS AND PURCHASING 
POWER PARITY ...................................................................................................... 24 
2.1 INTRODUCTION TO THE CHAPTER ..................................................... 24 
2.2 EXCHANGE RATE ARRANGEMENTS .................................................. 24 
2.2.1 BRIEF HISTORY OF EXCHANGE RATE REGIMES .............. 24 
2.2.2 EXCHANGE RATE ARRANGEMENTS .................................... 25 
2.2.3 MONETARY POLICY ANCHORS ............................................. 28 
2.2.4 EXCHANGE RATE ARRANGEMENT POLICY CHOICE ....... 29 
2.2.5 ECONOMIC PERFORMANCE UNDER DIFFERENT 
EXCHANGE RATE ARRANGEMENTS AND REGIMES ....... 34 
2.2.6 CONCLUSION ............................................................................. 37 
2.3 PURCHASING POWER PARITY (PPP) ................................................... 37 
2.3.1 BACKGROUND ........................................................................... 37 
2.3.2 FACTORS AFFECTING PURCHASING POWER PARITY ..... 38 
2.3.3 PURCHASING POWER PARITY UNDER DIFFERENT 
EXCHANGE RATE REGIMES AND ARRANGEMENTS ....... 45 
2.3.4 EMPIRICAL VALIDATION OF PURCHASING POWER 
PARITY ......................................................................................... 48 
2.3.5 THE PURCHASING POWER PARITY PUZZLE AND 
NONLINEARITY ......................................................................... 56 
2.3.6 CONCLUSION ............................................................................. 57 
2.4 CONCLUSION TO THE CHAPTER ......................................................... 58 
3 CHAPTER THREE: A NEWLY INDUSTRIALISED COUNTRY ......................... 61 
3.1 FRAMEWORK OF A NEWLY INDUSTRIALISED COUNTRY ........... 61 
3.2 THE NEWLY INDUSTRIALISED COUNTRIES ..................................... 62 
3.2.1 ARGENTINA ................................................................................ 67 
3.2.2 BRAZIL ......................................................................................... 68 
3.2.3 CHINA .......................................................................................... 70 
3.2.4 EGYPT .......................................................................................... 73 
3.2.5 INDIA ............................................................................................ 74 
3.2.6 INDONESIA ................................................................................. 76 
3.2.7 MALAYSIA .................................................................................. 78 
3.2.8 MEXICO ....................................................................................... 80 
3.2.9 PHILIPPINES ............................................................................... 82 
3.2.10 RUSSIA ......................................................................................... 83 
3.2.11 THAILAND .................................................................................. 85 
3.2.12 TURKEY ....................................................................................... 87 
3.2.13 VIETNAM ..................................................................................... 89 
3.2.14 SOUTH AFRICA .......................................................................... 91 
3.3 EXPOSITION OF A NEWLY INDUSTRIALISED COUNTRY .............. 94 
3.3.1 INDUSTRY ................................................................................... 95 
3.3.2 TRADE .......................................................................................... 97 
3.3.3 DEMOGRAPHICS ....................................................................... 99 
3.3.4 OTHER COMMON FEATURES ............................................... 100 
3.3.5 FOREIGN EXCHANGE MARKETS AND THE 
MACROECONOMY .................................................................. 100 
3.3.6 CONCLUSION ........................................................................... 102 
3.4 EXCHANGE RATE ARRANGEMENTS OF NEWLY 
INDUSTRIALISED COUNTRIES ........................................................... 104 
3.5 PREVIOUS STUDIES OF PURCHASING POWER PARITY IN NEWLY 
INDUSTRIALISED COUNTRIES ........................................................... 105 
3.5.1 INTRODUCTION ....................................................................... 105 
3.5.2 ABBREVIATIONS USED IN THIS SECTION ........................ 105 
3.5.3 DISCUSSION OF PREVIOUS STUDIES ................................. 106 
3.5.4 CONCLUSION ........................................................................... 106 
3.6 CONCLUSION TO THE CHAPTER ....................................................... 110 
4 CHAPTER FOUR: EMPIRICAL FRAMEWORK ................................................. 112 
4.1 INTRODUCTION ..................................................................................... 112 
4.2 DATA DESCRIPTION ............................................................................. 113 
4.3 UNIT ROOT TESTS ................................................................................. 113 
4.3.1 DICKEY FULLER UNIT ROOT TEST ..................................... 113 
4.3.2 AUGMENTED DICKEY-FULLER UNIT ROOT TEST .......... 114 
4.3.3 PHILLIPS-PERRON UNIT ROOT TEST .................................. 114 
4.3.4 KWIATKOWSKI-PHILLIPS-SCHMIDT-SHIN UNIT ROOT 
TEST ........................................................................................... 115 
4.3.5 DICKEY-FULLER WITH GENERALISED LEAST SQUARES 
DE-TRENDING UNIT ROOT TEST ......................................... 115 
4.3.6 NG-PERRON UNIT ROOT TEST ............................................. 116 
4.3.7 ELLIOT-ROTHENBERG-STOCK OPTIMAL POINT UNIT 
ROOT TEST ................................................................................ 116 
4.3.8 KAPETANOIS-SHIN-SNELL UNIT ROOT TEST .................. 116 
4.4 FLEXIBLE FOURIER FUNCTIONS AND NONLINEAR UNIT ROOT 
TESTS ....................................................................................................... 118 
4.4.1 FLEXIBLE FOURIER FUNCTIONS......................................... 118 
4.4.2 KAPETANOIS-SHIN-SNELL WITH FLEXIBLE FOURIER 
FUNCTIONS ............................................................................... 118 
4.4.3 SELECTION OF THE OPTIMAL FREQUENCY FOR 
FLEXIBLE FOURIER FUNCTIONS......................................... 119 
4.4.4 BINARY SEARCH PROCEDURE FOR FINDING OPTIMAL 
FREQUENCY K ......................................................................... 120 
4.5 CONCLUSION TO THE CHAPTER ....................................................... 122 
5 CHAPTER FIVE: EMPIRICAL RESULTS ........................................................... 123 
5.1 DATA ........................................................................................................ 123 
5.2 DESCRIPTIVE STATISTICS .................................................................. 125 
5.3 LINEAR UNIT ROOT TEST RESULTS ................................................. 126 
5.3.1 CONVENTIONAL UNIT ROOT TESTS RESULTS ................ 127 
5.3.2 MODIFIED UNIT ROOT TESTS RESULTS ............................ 130 
5.4 KAPETANOIS-SHIN-SNELL UNIT ROOT BASED TESTS RESULTS
 ................................................................................................................... 133 
5.4.1 RESULTS OF KAPETANOIS-SHIN-SNELL BASED UNIT 
ROOT TESTS ............................................................................. 134 
5.4.2 GRAPHS OF KAPETANOIS-SHIN-SNELL BASED UNIT 
ROOT TESTS ............................................................................. 135 
5.4.3 DISCUSSION OF KAPETANOIS-SHIN-SNELL UNIT ROOT-
BASED TESTS RESULTS ......................................................... 140 
5.4.4 CONCLUDING COMMENTS RE KAPETANOIS-SHIN-SNELL 
UNIT ROOT- BASED TEST RESULTS ................................... 144 
5.5 CONCLUSION TO THE CHAPTER ....................................................... 144 
6 CHAPTER SIX: SUMMARY AND RECOMMENDATIONS .............................. 148 
6.1 INTRODUCTION TO THE CHAPTER ................................................... 148 
6.2 SUMMARY OF LITERATURE ............................................................... 149 
6.2.1 SUMMARY OF FINDINGS ON EXCHANGE RATE REGIMES 
AND EXCHANGE RATE ARRANGEMENTS ........................ 149 
6.2.2 SUMMARY OF FINDINGS ON PURCHASING POWER 
PARITY ....................................................................................... 150 
6.2.3 SUMMARY OF FINDINGS ON THE NEWLY 
INDUSTRIALISED COUNTRIES ............................................. 151 
6.3 SUMMARY OF EMPIRICAL RESULTS ............................................... 153 
6.4 CONCLUSIONS TO THE STUDY .......................................................... 154 
6.5 IMPLICATIONS AND RECOMMENDATIONS .................................... 155 
6.6 CONTRIBUTIONS OF THE STUDY ...................................................... 155 
6.7 SUGGESTED FUTURE RESEARCH ..................................................... 155 
6.8 CONCLUSION TO THE CHAPTER ....................................................... 156 
REFERENCE LIST ............................................................................................................... 157 
 
 
 i 
 
ABSTRACT 
A newly industrialised country (NIC) is a nation whose rapid industrial growth is delivering 
high levels of economic development. The ‘NIC’ term is however inappropriately applied: 
thus this study develops a fresh exposition of the concept.  Argentina, Brazil, China, Egypt, 
India, Indonesia, Malaysia, Mexico, Philippines, Russia, Thailand, Turkey, Vietnam, and 
South Africa are identified as supposed present-day NICs. Regardless of the industrialisation 
strategy being pursued, NICs experience exchange rates misaligned in terms of equilibrium 
value. This can lead to an unpredictable exchange rate, and the failure of the empirical 
validation of the purchasing power parity (PPP) hypothesis. Theory suggests that there exist 
several frictions to price movements which manifest themselves as nonlinear adjustment 
processes. Common empirical methodologies for evaluating PPP are however inadequate in 
accounting for these phenomena. To close the gap between theory and empirical evidence, 
the Kapetanois-Shin-Snell unit root test, augmented with flexible Fourier functions with 
fractional frequencies (KSS-FFFFF), is conducted in order to empirically validate the PPP 
hypothesis when applied to NICs. This model is capable of capturing heterogeneous smooth 
transitions in regime switching, and approximating unknown structural breaks in the time 
series. The researcher developed a novel numerical method in the form of a binary search 
algorithm for selecting the optimal fractional frequency of the flexible Fourier functions. This 
procedure significantly reduces both the approximation error and the computational cost of 
flexible Fourier functions with fractional frequencies. The main result of the study is that all 
NIC’s real exchange rates are mean-reverting over the annual and monthly periods of 1960-
2016 and 1970:1-2017:11. Therefore the traditional Casselian version of PPP holds true in 
each NIC. 
Key words and terms: Purchasing power parity (PPP); newly industrialised countries (NIC); 
unit root test; Kapetanois-Shin-Snell (KSS); flexible Fourier functions (FFF); fractional 
frequencies; binary search; real exchange rate; exponential smooth transition autoregressive 
(ESTAR). 
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1 CHAPTER ONE: INTRODUCTION 
1.1 INTRODUCTION 
The purpose of this section is to introduce the reader to the study. It starts with an overview 
of the concepts in this study in section 1.1.1. In section 1.1.2, the origin and relevance of the 
term, “newly industrialised country” is considered. The relationship between industrialisation 
and the exchange rate is discussed in section 1.1.3: this is followed by a discussion of 
exchange rate regimes in section 1.1.4. Section 1.1.5 focuses on the theory of purchasing 
power parity, with particular emphasis on the various formulations of purchasing power 
parity. An introduction to the interpretation and determining of the empirical validity of 
purchasing power parity is considered in section 1.1.6.  
1.1.1 INTRODUCTION TO THE STUDY   
Industrialisation is the ubiquitous evolution of the structures of production from agrarian to 
industrial societies. A newly industrialised country (NIC) is a classification used to represent 
economies that are transitioning between developing and developed, during the late twentieth 
and early twenty-first centuries. However this term is currently being used inconsistently. In 
this study, the term is used when referring to the following countries: Argentina, Brazil, 
China, Egypt, India, Indonesia, Malaysia, Mexico, Philippines, Russia, Thailand, Turkey, 
Vietnam, and South Africa.   
Policies aimed at closing the technology gap are known as industrial policies. In NICs, 
greater industrialisation has led to increased trade, greater economic growth, participation in 
regional trading blocs, and the attraction of foreign investment (Singal and Wokutch, 2014). 
NICs therefore inevitably and progressively become more integrated into the world economy 
through these economic activities. At the centre of economic activities between countries is 
the exchange rate, and in the modern age this has become a key macroeconomic variable.  
Purchasing power parity (PPP) refers to a theory of exchange rate determination. Hence PPP 
describes the mechanism that governs the relationship between price and the exchange rate. 
The fundamental notion is that the exchange rate depends upon price levels and not the other 
way around (Hallwood and MacDonald, 2000:122). The doctrine has four versions, namely 
the notions of absolute, relative, efficient markets, and also the traditional Casselian version.  
The theory of PPP is based on the Law of One Price (LOOP) and states that arbitrage forces 
will lead to the equalisation of prices of goods internationally once these prices are measured 
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in the same currency (Pilbeam, 1998:138). PPP can be tested through graphical non-
regression methods and regression analysis, as well as by examining the time series 
properties of real exchange rates. The PPP provides an anchor for exchange rate expectations 
in the long-run. The empirical validity of PPP has implications for many theoretical models 
in international finance, and also has further practical implications for NICs.  
In this study, the origins of what is deemed a NIC will be considered. In particular, how this 
concept manifests itself and is used to describe practices in various countries will be 
identified. This will lead to the exposition and detailed description of a NIC. Furthermore, the 
importance of the exchange rate and the theory of PPP in the context of a NIC will be 
discussed. The PPP hypothesis will be empirically validated for a group of NICs.  
1.1.2 THE TERM ‘NEWLY INDUSTRIALISED COUNTRY’ 
In this section the origin and concept of a NIC is introduced in sections 1.1.2.1 and 1.1.2.2. In 
Section 1.1.2.3 the characteristics of a NIC are discussed. Since there have been various 
approaches to industrialisation in different NICs, these are also briefly and broadly outlined. 
Examples of NICs are also provided. Furthermore, the origins of the various strategies 
employed by these countries are also discussed. How the concept of a NIC manifests itself in 
specific countries is examined in Chapter Two. 
1.1.2.1 Historical Perspective 
The term ‘Newly Industrialised Country’ was first used to describe the following: Hong 
Kong, Singapore, South Korea, and Taiwan. These countries underwent rapid 
industrialisation and sustained growth rates of real per capita gross domestic product (GDP) 
at 6% per annum from 1960 to 1995 (Barro, 1998:24). The first generation of NICs were also 
known as the Four Asian Tigers: all four followed export-orientated industrialisation (EOI).  
The development of their economies reflected an opening up of their economies to foreign 
direct investment (FDI) which focused particularly on the electronics and textile industries.  
The first generation of NICs experienced remarkable economic development: consequently 
they are all presently classified as advanced economies. Their model of development serves 
as a point of reference to many present-day economies. The World Bank (1993:27) identifies 
rapid economic growth and reduced inequality as the defining characteristics of the Asian 
Tigers. The Asian Tiger NICs, in turn drew inspiration for their development strategies from 
the Japanese developmental state. This inspiration has been attributed to Japanese 
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imperialism. This concept and some of its pertinent features are discussed at the end of this 
section (1.2.2.5).  
Because of the Asian Tigers’ phenomenon, the term NIC became synonymous with economic 
growth and development. However, contemporary authors apply the term loosely and often 
without real consensus. This has led to inconsistencies in the literature. The fact that various 
authors ascribe the term to different sets of countries means that the terminology loses 
meaning. The term NIC therefore needs a clear exposition.  Furthermore, it is relevant to ask 
whether once a country has completed the transition from developing to developed, can it still 
truly be considered a NIC? 
1.1.2.2 Background 
The term developing country is often applied to heterogeneous countries, i.e. to places that 
are diverse and dissimilar. The terms, NIC and less-developed country (LDC) are therefore 
used by economists and political scientists to divide the broader classification of developing 
countries into more homogeneous subsets. ‘New’ denotes countries that became more 
industrialised in the late twentieth and early twenty-first centuries. However, there is no 
consensus in the literature as to which countries are to be classified as NICs and which not.  
The main feature of a NIC is the use of industrialisation as a strategy for development. Owing 
to industrialisation and subsequent economic development, the economies of NICs resemble - 
but are not as advanced - developed countries such as the United States of America, Western 
European countries and Japan. In other words, NICs are deemed to have several 
shortcomings when compared to developed countries. Nonetheless, they are growing and 
transitioning towards developed status. Hence the NIC term refers to the upper tier of 
developing countries, as they are considered to be more advanced than other tiers of 
developing countries such as emerging, frontier and LDCs. 
1.1.2.3 Characteristics of NICs 
A NIC is characterised by rapid industrialisation and accelerated export growth, which in turn 
leads to economic growth and further macroeconomic stability. Industrial activities contribute 
a significantly larger share to gross domestic product (GDP) than agriculture does, and 
additionally employs a larger share of the population than does agriculture. This transition, 
from agriculture to industry, leads to the other aspects that characterise NICs and further 
distinguish them from LDCs.  
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The industrialisation process initiates virtuous cycles of high rates of capital accumulation, 
efficient allocation of resources, and strong productivity growth (World Bank, 1993:105). 
Capital here refers to the word in all senses, including both movable property and human 
capital. High growth rates mean that NICs tend to be attractive investment destinations for 
foreign direct investment (FDI) (Kuepper, 2018). Increased trade and participation in regional 
trading blocs enable NICs to become increasingly integrated into the world economy. 
Other attributes beyond a high level of trade, include a growing urban population due to 
migration of workers from rural to urban areas, and improved standards of living (Juliao, 
2018). Further economic reforms in NICs also lead to greater civil rights’ recognition and to 
market liberalisation, as well as to a strengthening of the legal environment (Singal et al, 
2014). Moreover, a strong state and a highly motivated work force is a further common 
feature. 
With regards to trade, NICs typically establish a niche in global value chains (Boddin, 2016: 
23-24). NICs also have increasing regional geopolitical influence (Gamesby, 2015). 
Additionally, NICs have well-diversified economies as well as more diversified trade. In 
practical terms that NICs have many trading partners, and are not overly reliant on trade 
confined to any particular good or service. 
1.1.2.4 Present-day examples of NICs 
It should be noted that several countries excluded from this study but that are similarly 
transitioning from developing to developed status, are not classified as NICs in the literature 
for a variety of reasons
1
.  
In this study, the following features and conditions are necessary and sufficient to be 
regarded as a NIC: (1) industrialisation is used as a strategy for development; (2) the structure 
of production in terms of the labour force is non-agrarian; (3) trade is diversified in both 
products and partners; (4) they are not unilaterally considered as developed. 
                                                 
1
 These reasons include: having advanced or high-income economies (Chile, Croatia, Estonia, Greece, Hungary, 
Latvia, Lithuania, Poland, and Saudi Arabia). In other instances, there are countries that have largely agrarian 
labour force (Nigeria, Kazakhstan, and Bangladesh), or a small industrial sector (Sri Lanka), or non-diversified 
economies (Columbia, Iran, Nigeria, Saudi Arabia, and Qatar), or that do not have considerable regional 
influence (Belarus, Georgia, and Ukraine). Furthermore, bar Russia, Eastern European nations such as Romania, 
Hungary, Albania, Armenia, and Bulgaria are not referred to as NICs in the literature. 
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In the literature, the term is currently used to refer to: Argentina, Brazil, China, Egypt, India, 
Indonesia, Malaysia, Mexico, Philippines, Russia, Thailand, Turkey, Vietnam, and South 
Africa. Many of these countries are part of groupings as BRICS, CIVETS, VISTA, or Eagles. 
However, in this study, the focus is on the links between the exchange rate and industrial 
policy, not country groupings.  
The historical examples of NICs, the Asian Tigers, are today classified as high-income 
countries. It should be noted that, presently, the term NIC is used relatively broadly to 
describe countries with disparate economies and economic policies. Moreover, even though 
the Asian Tigers to varying extents emulated the Japanese developmental state, not all 
present-day NICs are necessarily developmental states, nor are all developmental states NICs. 
However, since the term is relevant to the origins of the term NIC, it is considered briefly.  
1.1.2.5 Developmental state 
In a developmental state, the state directs the markets through strategic interventions in order 
to achieve economic advancement. The state sets objectives in the economy. Furthermore, the 
intent of these interventions is focused towards economic growth instead of economic 
stability (de Villiers, 2017:22). However, the consequent economic growth provided 
legitimacy to the state and this in turn led to economic stability.  
In Japan, interventions were principally geared towards industrial affairs and to support 
exporting firms. Here industry refers to all economic activity, including mining 
manufacturing and foreign trade policy. Johnson (1982:206) argued that state control of 
finance was the lynchpin of the Japanese developmental state. Monetary and fiscal policies 
gave rise to industrialisation.  
With regards to the exchange rate, it should be noted that, between 1949 and 1971 Japan 
fixed its exchange rate at $1 to ¥360 (Hamada and Patrick, 1987:109). This decreased 
uncertainty, and highlights how the exchange rate provided a strategic macroeconomic 
variable. However, it culminated in the Plaza Accord of 1985, where the dollar ($) was 
depreciated relative to other currencies such as the yen (¥).  Moreover, Japan financed their 
development strategies by generating current account surpluses (Bresser-Pereira and de 
Moraes Moreira, 2016). In other words, the value of exports exceeded that of imports. Hence 
the exchange rate and therefore PPP theory are essential concepts for an industrialising 
nation.  
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1.1.3 INDUSTRIALISATION AND THE EXCHANGE RATE 
In the previous section it was mentioned that the original NICs followed export-orientated 
industrial (EOI) strategies: however this is not necessarily a feature of a NIC. NICs have 
approached industrialisation from different perspectives, and therefore have used different 
strategies.  
Diverse industrial strategies have different implications to those related to the exchange rate. 
In this section, overviews of common industrialisation strategies are briefly outlined, with 
reference to the exchange rate. These broad outlines provide a framework for later 
discussions. 
1.1.3.1 Overview 
Broadly speaking, most East Asian economies follow EOI, whereas the Latin American 
countries and India follow import substitution industrialisation (ISI). Russia is transitioning 
from a communist system which shares aspects of both. Furthermore, politics in China and 
Vietnam are dominated by communist parties; therefore it is incorrect to make broad 
generalisations about any NIC’s industrialisation strategy.  
The role of state planning in communist nations is distinct, yet with some semblance to the 
state’s role in East Asian countries. Henderson (1993:89) describes the communist countries 
as plan ideological, and the East Asian countries are described as plan rational. Both feature 
states that direct the markets. The difference is that this is achieved by bureaucrats in the plan 
rational system and politicians in the plan ideological system. 
Different countries experiencing dissimilar contexts and varied national objectives may in 
fact follow a combination of ISI and EOI for different industries. ISI and EOI are both based 
on mercantilism, and require a strong state. Communism also requires a strong state. In the 
present-day, these various concepts manifest themselves differently than they historically 
have done.  
1.1.3.2 Import substitution industrialisation (ISI)  
For ISI, the aim is self-sufficiency; this is achieved by reducing foreign dependency by 
decreasing the reliance on imports. The state makes a deliberate effort to replace consumer 
imports by promoting domestic industries (Todaro and Smith, 2015:631).  Trade protectionist 
policies such as tariffs and quotas are used to restrict imports of goods. However, there is 
often a need to import raw materials.  
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The infant industry is the economic rationale for ISI policies. The fundamental notion is that 
production facilities in developing countries are not ready for international competition. The 
state therefore protects and/or subsidises domestic industries, giving them time to develop. 
ISI policies are however criticised for a general lack of innovation and for creating “hothouse 
economies,” with large industries reliant on the state for support and unable to compete in the 
international market (O’Neil, 2013:311).  
ISI policies are sometimes used as a policy tool in order to catalyse the industrialisation 
process. The underlying rationale is to substitute imports in the short run, and embrace 
liberalisation as higher levels of industrialisation are achieved in the long-run (Adewale, 
2017:138). 
A variety of reasons, including the need to import raw materials, leads to an overvalued 
exchange rate and in turn raises domestic prices which therefore makes exports less 
competitive (Sanderatne, 2011). In a response to this, governments may devalue their 
currencies and subsidise industrial investments. However, this is in turn leads to budget 
deficits, which were financed through monetary expansion, which ultimately leads to 
inflation and the appreciation of the real exchange rate (Shatz and Tarr, 2000:3). The 
exchange rate is a thus an important consideration for nations embarking on an ISI strategy. 
More recently, due to the failures of ISI policies, these have largely been replaced with 
structural adjustment programmes. These programmes have the aim of reducing fiscal 
imbalances through market-driven liberalisation (O’Neil, 2013:309-310). In other words, 
economies are then increasingly open to international trade.   
1.1.3.3 Export-orientated industrialisation   
EOI policies aim to expand the volume of a country’s exports. The state increases export 
incentives, and promotes exports in general. Participation in international trade enables the 
domestic market to transcend the usual confines of domestic markets and reap the benefits of 
economies of scale (Karunaratne, 1980:219).  
More competitive pressures exist in the export market. Firms are thus exposed to 
international competition. This aspect may however have negative consequences for the 
domestic labour market, since the wage rate is driven down. Production often focuses on 
industries that have a niche or comparative advantage in the international market. Importation 
is often regulated with the proviso of that value-added exports be favoured.  
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Added criticisms of EOI include the argument that the export paradigm relies on foreign 
demand: this however increases the dependency of the domestic economy on other 
economies. This implies that problems in one country spill over into other countries, 
especially when countries’ exports are chiefly in one asset class or principally with one 
trading partner. For example, a low oil price can be catastrophic for a country whose 
international trade is predominantly in petroleum products. Moreover, trade is a zero sum 
game: therefore it is not possible for all countries to have trade surpluses. Finally, expansion 
of exports is ultimately limited by labour supply, since a finite labour supply implies an upper 
bound on export expansion. 
EOI often utilises an undervalued exchange rate, which leads to exports becoming cheaper 
for foreign markets (Johnston, 2016). In other words, the undervalued exchange rate fosters 
price competitiveness of exports. Furthermore, the exchange rate becomes an important tool 
for industrial policy. However, an undervalued exchange rate leads to import inputs that are 
increasing in price: therefore, there is characteristically an emphasis on the value added to 
these inputs for exportation.  
1.1.4 THE EXCHANGE RATE 
In the previous section it was mentioned that a country’s industrial strategy has implications 
for the exchange rate. In this section the exchange rate and its significance is established in 
section 1.1.4.1. In some cases, the exchange rate is a tool of industrial policy. Exchange rate 
regimes are outlined in section 1.1.4.2. 
1.1.4.1 Background and introduction 
In a financially globalised world economy, the exchange rate is a key macroeconomic 
variable since it is at the centre of the interactions between economies. The exchange rate 
constitutes the number of units of one currency that can be exchanged for one unit of a 
second currency (Appleyard and Field, 2014:43). The equilibrium real exchange rate is 
determined at a level which gives simultaneous internal and external balance and an optimal 
allocation of resources between the traded and non-traded goods’ sectors (Hallwood et al, 
2000:46). 
In the 21
st
 century, currencies have become the most traded assets in the world.  The Bank for 
International Settlements (2016:3) reported that the average volume of trading in foreign 
exchange markets is over $5 trillion per day. Moreover a NIC currency is more traded than 
those of LDCs. 
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People purchase foreign currencies for the purchasing power these currencies may represent.  
The exchange rate is directly proportional to the purchasing power of the foreign currency, 
and inversely proportional to the country’s general price level (Cassel, 1921:36-37). Inflation 
in one country alters the purchasing power of this country’s currency, and therefore affects 
the rate of exchange for the two currencies.  
Historically, the currencies of most developing countries have been overvalued by the 
exchange rate (Todaro and Smith, 2015:644-645). This misalignment of the exchange rate is 
negatively associated with economic growth (Dollar, 1992:524 and Razin and Collins, 
1997:1). Furthermore, misalignment leads to exchange rate volatility, and this volatility has 
significant feedback effects on other macroeconomic and financial variables (Grossman, 
Love and Orlov, 2014:1). These feedback effects, as well as misalignments, are more 
pronounced and prevalent in developing countries than in developed countries.  
A majority of studies found that exchange rate volatility depresses the level of trade (Ozturk, 
2006: 93-94). Exchange rate volatility therefore negatively effects economic growth. In 
section 1.1.2.3, trade was established as an important characteristic of NICs. Thus there are 
clear motivations for focusing on the exchange rates of NICs. 
1.1.4.2 Exchange rate arrangements and exchange rate regimes 
In this study, the concepts of exchange rate arrangements and exchange rate regimes are 
distinct. The term, exchange rate regime, refers to a period (for example the Gold Standard or 
Bretton Woods) or a system (e.g. the euro). In contrast, the exchange rate arrangement is 
applied to the framework within which monetary policy is conducted.  
The IMF currently classifies exchange rate arrangements into 10 different categories: these 
are discussed in detail in Chapter Two. In short, the system classifies exchange rate 
arrangements primarily based on the degree to which the exchange rate is determined by the 
market rather than by official government action (Eun, Resnick and Sabherwal, 2012:62). 
Furthermore, these arrangements are affected by the anchor of the monetary policy 
framework. Countries are independently classified by the IMF. 
Broadly speaking, the two extremes are either a fixed or a floating exchange rate. A fixed 
exchange rate denotes a nominal exchange rate that is set by the monetary authority, whereas 
a floating exchange rate is determined in foreign exchange markets by the forces of supply 
and demand (Czech National Bank, 2018). Floating exchange rates have the advantage of 
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increased monetary policy autonomy but at the cost of increased exchange rate uncertainty 
which refers to how the exchange rate changes unpredictably over time. Volatility is a 
measure of the uncertainty caused by price changes over time (Hull, 2015:325). This 
volatility disrupts the role of price as a signal. Volatile exchange rates make international 
trade and investment decisions more difficult since volatility increases exchange rate risk 
(Suranovic, 2005). Volatility of the exchange rate is a characteristic feature of emerging 
market currencies. 
The NICs in this study follow different exchange rate arrangements which are discussed in 
Chapter Two. The exchange rate regime impacts the exchange rate arrangements in the long 
run. PPP, a long run theory, is therefore a relevant hypothesis. 
1.1.5 PURCHASING POWER PARITY 
In this section the PPP hypothesis is considered. It begins with a discussion of the origins of 
the concept and then proceeds to algebraically describe the various versions of the theory. 
Furthermore, the formulations are intuitively explained in terms of exchange rate behaviour. 
The section concludes with a practical discussion of the PPP.  
1.1.5.1 Origins  
The concept of PPP was first popularised by Cassel (1928a) but its origins can in fact be 
traced back to sixteenth-century scholars from the University of Salamanca (Taylor and 
Taylor, 2004:1), and the works of Wheatley (1803, 1807, 1821) and Ricardo (1811a, 1811b, 
1817). More recently, PPP entered the lexicon of present-day contemporary culture through 
The Economist’s Big Mac Index (“On the hamburger standard”, 1986:83).  
In the following sections the formulae for the LOOP, the absolute, relative, and efficient 
markets of PPP are described and their origins explained. Finally, the traditional Casselian 
view of PPP is also stated. 
1.1.5.2 Formulations and intuitions 
As mentioned in the introduction to the study, the foundation of the PPP hypothesis is the 
neoclassical theory, the LOOP. The LOOP states that if two assets are equivalent in all 
economically relevant respects, then they should have the same market price (Bodie, Kane 
and Marcus, 2014:328). If there is a violation of the LOOP, then arbitrageurs will 
simultaneously buy and sell the asset. In other words, a violation of the LOOP creates an 
incentive for trade. These activities in turn cause prices to move until the market is in 
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equilibrium. This ensures that there are no possible riskless profits. The following subsections 
outline the various formulations and derivations of PPP. 
The law of one price 
Let us consider two countries: e.g. the home country and a foreign country. Both countries 
produce homogeneous tradable goods. Furthermore, there are no impediments to international 
trade, the economies are operating at a full employment level and the price systems work. 
Specifically it is assumed that economic agents have perfect information about prices.  
Mathematically, the LOOP states that: 
  
      
  , 
Where,  
  
  = price of good in the home country, 
  
   = price of good i in the foreign country, 
   = exchange rate. 
Intuitively, the exchange rate adjusts to ensure the LOOP for individual goods. Market forces 
result in the exchange rate tending towards parity. The absolute version of PPP is based on a 
strict interpretation of the LOOP. The “Big Mac” index is considered a test of the LOOP. 
The absolute version of purchasing power parity 
The absolute version of PPP is the manifestation of the LOOP applied internationally to a 
standard commodity basket (Eun, et al, 2012:167). In other words, the LOOP is for individual 
goods but PPP is for a basket of goods. By rearranging the LOOP so that the exchange rate is 
the subject of the formula and summing all prices (using the same weights for each country’s 
price level), the absolute version of PPP is obtained: 
     
 
 
   
  
    
 
   
  
     
where,  
  = ith weight. 
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Under a fixed or pegged exchange rate regime, the LOOP and absolute PPP are described in 
terms of prices: as the commodity is arbitraged, the prices of the good in each country will 
converge. Under a flexible exchange rate regime, the LOOP and absolute PPP are described 
in terms of exchange rate behaviour; these exchange rates will converge such that the 
currencies possess the same purchasing power. 
The absolute version of the PPP assumes that countries employ the same weights. 
Furthermore, this method works well in a period of stable prices, where exchange rates would 
not be expected to change very much (Hallwood et al, 2000:124). However, developing 
countries such as NICs typically do experience some inflation (Bradsher, 2008). 
The relative version of purchasing power parity 
In a period of inflation, relative national price levels change, which in turn implies that the 
exchange rate changes. Additionally, the assumptions of the LOOP are violated in reality. 
Specifically, the weights in price indexes are typically not the same across countries. This 
leads to the relative version of PPP.  If one assumes that the assumptions of the LOOP are 
constant over time, changes in relative price levels will be reflected via changes in relative 
price indexes. The relative version of PPP is thus:  
           
 , 
where, 
         ,  
         , and 
        
  . 
The relative version of PPP states that if relative prices change in the home country between a 
base period and some subsequent date, the exchange rate will change in equal proportion 
(Schmitt-Grohé and Uribe, 2014:251). In other words, the rate of change in the exchange rate 
should be equal to the inflation rate differential between countries (Eun et al, 2012:165). 
Thus, PPP is sometimes described as the inflation theory of exchange rates since the theory 
singles out price level changes as the overriding determinant of exchange rate movements 
(Dornbusch, 1985:3). 
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The relative version of PPP accounts for market imperfections such as transport costs, tariffs 
and quotas. However, it does not imply anything about causal linkages between prices and 
exchange rates. It should be noted that the LOOP – both absolute and relative versions – 
relies on goods price(s), and therefore should only consider current account items of the 
balance of payments. The efficient markets version of PPP depends on capital account items. 
The efficient markets version of purchasing power parity 
The efficient market hypothesis (EMH) was primarily developed by Fama (1970). A market 
is efficient with respect to information if it is one in which information is rapidly 
disseminated and reflected in prices (Bodie, Kane and Marcus, 2014:351). In an efficient 
market, prices are not predictable. They are random. The efficient market approach has the 
advantage of being based on past public information. In this section, it is shown how the real 
exchange rate follows a random walk. 
The efficient markets version of PPP is derived as follows: by assuming a two country 
structure as before, and additionally assuming that each country issues a bond which is a 
perfect substitute for the foreign-currency-denominated bond. The notion of a foreign 
currency denominated bond is a means whereby an agent hedges against inflation and 
expected future financial transactions. This bond brings in the capital account of the BoP to 
the PPP argument.  
 The uncovered interest parity (UIP) states that the expected change in the exchange rate is 
equal to the interest rate differential. Algebraically, 
     
       
   
where, 
    
 = expected exchange rate, 
  = interest rate in the home country, and 
  
 = interest rate in the foreign country. 
Using the Fischer decomposition, nominal interest rates can be expressed in terms of real and 
expected inflation components: 
          
   and 
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Substituting these equations into the UIP, it is obtained that:  
     
                      . 
Moreover, if it is assumed that real interest rates are equalised across the two countries, then 
the expected relative PPP formula is: 
     
               . 
If it is assumed that expectations are formed rationally, then the change in exchange rate and 
price levels is given by: 
           
      , 
         
      , and 
   
       
      
 . 
Where,   ,   , and   
  denote independently distributed random variables. Therefore, 
                 
       , 
where,  
                    
 . 
Finally, the real exchange rate is defined as: 
        , then 
           , or equivalently, 
            , 
The exchange rate therefore follows a random walk, and the exchange rate today is the best 
predictor of the exchange rate tomorrow. In other words, the exchange rate reflects all 
available relevant information such as money supplies, inflation rates, trade balances and 
output growth (Eun et al, 2012:158). Meese and Rogoff (1983) showed that a range of 
fundamentals-based models were unable to outperform a random walk model in forecasting 
the exchange rate. This lends support to the efficient markets version of PPP. 
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The efficient markets PPP posits that the real exchange rate has a unit root. This implies that 
a macroeconomic shock has a permanent effect.  
The Casselian version of purchasing power parity 
The Casselian view recognises short-run deviations away from PPP, while arguing that long-
run PPP holds (MacDonald and Marsh, 1997:655). The Casselian view, in contrast to the 
efficient markets PPP, therefore holds that the real exchange rates should be mean-reverting: 
             , 
where, 
   parameter of mean reversion,        and 
    random term. 
If   is some positive fraction then a shock or disturbance to the real exchange rate will 
eventually be offset and the currency will return to a PPP-defined level (Hallwood et al, 
2000:128). The Casselian version of PPP posits that the real exchange rate is stationary. This 
implies that a macroeconomic shock has a transitory effect. 
1.1.6 INTERPRETATION AND EMPIRICAL VALIDITY OF THE PURCHASING 
POWER PARITY 
Methods of testing the validity of PPP are considered in this section. The section begins by 
briefly motivating the reason for doing so, and then discusses various empirical techniques of 
validating the PPP. Formal tests for evidence of PPP as a long-run phenomenon are based on 
empirical examination of the real exchange rate, namely, through graphical analysis, followed 
by regression-based methods, and methods that test the time series properties of the real 
exchange rate.  
1.1.6.1 Interpretation  
PPPs measure the total amount of goods and services that a single unit of a country’s 
currency can buy in another country (World Bank, 2018a).  When two currencies are in 
equilibrium, this is termed PPP. Furthermore, comparing PPPs with actual exchange rates 
gives an indication of whether a currency is under- or over-valued. PPPs therefore provide an 
anchor for the expectations of exchange rate behaviour in the long-run.  
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The doctrine is important for many models in international economics, and is relevant to 
policymakers, and investors. For example, PPP has implications for the trade between 
countries as it influences their relative competitiveness in world export markets. PPP is 
therefore relevant to NICs. The doctrine links domestic and foreign commodity and money 
markets: however, its usefulness rests on the notion that these markets themselves are 
efficient (Frenkel, 1977:175). 
Several factors affect PPP in the long-run. These factors include trade restrictions and other 
hindrances to international trade; Dutch disease; a faster rate of productivity growth in the 
traded goods sector relative to both domestic non-traded goods and foreign traded goods; 
changes in domestic consumer preferences towards traded goods or non-traded goods, and 
the accumulation of foreign assets by the home country (Hallwood et al, 2000:129-131). An 
additional factor is biased productivity. This is when consumer prices are higher in more 
developed than less developed countries, as predicted by the Balassa-Samuelson thesis 
(Pilbeam, 1998:156). These factors are discussed in detail in Chapter Two.  
1.1.6.2 Uses and relevance  
The ultimate goal of economic endeavours is the social development of human beings. PPPs 
allow for the real measurement of relative sizes of economies and the levels of material well-
being. This is not possible with market exchange rate-converted GDP, since market exchange 
rates fail to account for large differences in price levels across economies. Furthermore, they 
fail to factor in the relative prices of non-tradable goods such as services. Market exchange 
rates are simply a function of financial flows across countries (Johnson, 2017:16).  PPP 
measures give a deeper and more accurate depiction of cross-country income differences.  
PPPs are used for welfare measures, consumption patterns, trade, productivity and 
competitiveness, energy efficiency, health and education costs, and the evaluation of 
investment costs across countries (World Bank, 2018a). PPP is therefore of particular interest 
to policymakers, researchers and the private sector.  
Examples of usage 
With relation to economic policy, PPP provides valuable insights with regards to open 
economy macroeconomics. PPP delivers evidence as to whether the exchange rate is 
misaligned. The degree and type of misalignment indicates the appropriate policy response.  
For example, it enables policymakers to assess the effects of a devaluation of the real 
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exchange rate (Chortareas and Kapetanios, 2009:391). In the long-run, the theory of PPP 
implies that the effects of devaluation on competitiveness will disappear.  
Since PPP is used to determine the exchange rate it can be used by investors and traders who 
seek arbitrage opportunities. As an asset class, foreign exchange provides the most liquid and 
largest market, and is the method through which money is transferred around the world 
(Fisher-French, 2017). Foreign exchange is therefore the most traded asset in the globe. 
1.1.6.3 Graphical analysis of purchasing power parity 
A graphical comparison of nominal and real exchange rates can be used to validate PPP. Plots 
of the nominal and real exchange rates over time can reveal whether the nominal and real 
exchange rates are independent, or if nominal exchange rate changes result in real exchange 
rate changes (Hallwood et al, 2000:134). This method employs logarithms of the data. 
1.1.6.4 Tests of the law of one price 
Comparisons of prices of specific goods and services can be made in order to determine 
whether the LOOP holds. However, most goods do not satisfy the stringent criteria required 
by the LOOP. Overtime, the LOOP however predicts that arbitrage opportunities will 
eliminate price disparities. Tests similar to the other tests outlined in this section can be used 
to verify whether the LOOP holds for particular commodities.  
1.1.6.5 Regression-based tests of purchasing power parity 
Regressions of absolute and relative PPP can be used to test the absolute and relative versions 
of PPP (Frenkel, 1978). The equations for the absolute and relative PPP can be estimated as 
follows: 
              
     
    , 
                
      
    , 
Where,   and    denote disturbance terms.  
If PPP holds then it is expected that     and      , and that the constant in the relative 
version is zero.  
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1.1.6.6 Time series behaviour of real exchange rates 
The traditional Casselian view of PPP predicts that real exchange rates should be mean 
reverting, whereas the efficient markets version suggests that the exchange rates follow a 
random walk. The Casselian and efficient markets versions of PPP contradict one another. 
Testing if real exchange rates are non-stationary against the alternative that they are mean-
reverting, can allow discrimination between the traditional Casselian and efficient markets 
versions of PPP. For example, the augmented Dickey-Fuller (ADF) statistic tests the null of 
efficient markets versus the alternative of the Casselian view (Brooks, 2015:363): 
                       
   
   
     
In econometric terms a stationary series, or in other words, one that has no unit root, implies 
that the series behaves like an error or white noise process. Stationarity of the time series 
indicates that the PPP hypothesis holds, whereas the presence of a unit root rejects the PPP 
hypothesis. More powerful unit root testing procedures are discussed in Chapters Two and 
Three. Empirical validation of stationarity in real exchange rates is relevant because an 
exchange rate characterised by a unit root will ensure that the time series will not revert back 
to its steady state equilibrium in the face of a macroeconomic shock (Phiri, 2017:15).  
1.1.6.7 Co-integration tests of purchasing power parity 
Co-integration methods are used to determine whether there is a long-run equilibrium 
relationship between the nominal exchange rate and relative prices. 
1.2 PROBLEM STATEMENT AND RESEARCH QUESTIONS 
Problem statement: The theory of PPP predicts that arbitrage will lead to the equalisation of 
the prices of goods and services internationally. This process drives the real exchange rate 
such that currencies will have the same purchasing power. However, regardless of the 
industrialisation strategy pursued, NICs experience exchange rates misaligned from the 
equilibrium value. This can lead to an unpredictable exchange rate, and the failure of the 
empirical validation of the PPP hypothesis. There is thus no consensus as to whether the 
traditional PPP hypothesis holds for NICs. 
Research questions: Evidence relating to successful NICs will be presented in the literature 
study. In NICs policy measures have an effect on the exchange rate. Furthermore, the real 
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exchange rate is an increasingly strategic macroeconomic variable for industrialising 
countries. Hence its accurate modelling is of significant value. Therefore the following 
research questions are raised: 
 What causes PPP to not hold? 
 Is this the result of incorrect empirical methodologies being employed? 
 Does the exchange rate arrangement affect the PPP? 
 Are conventional models of PPP misspecified? 
 How are disequilibrating factors accounted for econometrically? 
 Does the notion of PPP apply to NICs? 
 Is industrialisation policy relevant to the real exchange rate? 
1.3 OBJECTIVES OF THE STUDY 
There is no consensus in the literature as to which countries can be categorised as NICs and 
which not. Therefore, in this study the concept of a NIC, its functions, and how this concept 
applies to a disparate set of countries is explored. In particular, the industrialisation strategies 
and how they influence the real exchange rate and the PPP hypothesis in a NIC are reviewed. 
This leads us to the primary objectives of this study, which are to: 
 review exchange rate arrangements in NICs, 
 investigate why PPP might not hold from a theoretical and empirical perspective, 
 review industrialisation strategies in NICs,  
 give a fresh exposition of the concept of a NIC,  
 empirically validate and determine which version of PPP holds best in NICs, and 
 provide policy recommendations. 
1.4 RESEARCH HYPOTHESIS 
The traditional Casselian view of PPP predicts that real exchange rates should be mean 
reverting, whereas the efficient markets version suggests that the exchange rates follow a 
random walk. The following hypotheses will be tested in this study: 
      The real exchange rate has a unit root. 
      The real exchange rate is stationary. 
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These hypotheses are evaluated for each of the following NICs: Argentina, Brazil, China, 
Egypt, India, Indonesia, Malaysia, Mexico, Philippines, Russia, Thailand, Turkey, Vietnam, 
and South Africa.   
1.5 IMPORTANCE OF THE STUDY 
While much has been written about the PPP hypothesis and NICs, previous studies have not 
specifically focused on PPP in a NIC. In the literature there is also a lack of consensus as to 
which countries are definitively NICs. This study therefore seeks to expound on and clarify 
this issue. This study also aims to determine whether failure of the PPP hypothesis is 
attributable to an econometric misspecification of the hypothesis. Furthermore, this study 
presents a novel numerical method which – it is hoped – will improve the unit root testing 
procedures that are used so as to empirically validate phenomena such as the PPP hypothesis. 
1.6 RESEARCH METHODOLOGY, RESEARCH DESIGN, AND RESEARCH 
METHODS 
In this section, research methodology, design and methods are discussed. 
1.6.1 RESEARCH METHODOLOGY 
Research methodology is how the researcher systematically goes about solving the research 
problem (Kumar, 2008:5). This study has a qualitative aspect, in that it seeks to provide a 
fresh synopsis to the concept of a newly industrialised country. The study also has a 
significant quantitative aspect, in that it seeks to test hypotheses and the relationships 
amongst variables (Creswell, 2002:50). In particular, the efficient markets version of PPP is 
empirically evaluated. 
 
The PPP hypothesis implies that the real exchange rate should be constant such that any 
deviations from equilibrium should be transitory. Unit root tests can therefore be used to 
validate the PPP hypothesis. Stationarity of a real exchange rate time series indicates that the 
traditional Casselian version of the PPP hypothesis holds, whereas the presence of a unit root 
accommodates the efficient markets version of the PPP hypothesis. The actual procedures in 
this study are listed as follows (note, these procedures are described in detail in the chapter 
concerning the empirical framework): 
Conventional linear unit root tests such as the Dickey-Fuller (ADF), Phillips-Peron (PP) and 
Kwaitkowski-Phillips-Schmidt-Shin (KPSS) tests are conducted on the real exchange rates of 
NICs. Further, modified unit root tests, namely the Dickey-Fuller generalised least squares 
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(DF-GLS), the Ng-Perron, and the Elliott, Rothenberg and Stock (ERS) unit root tests are 
also conducted. These are followed by the nonlinear Kapetanios, Shin, and Shell (KSS) unit 
root test, which is based on the exponential smooth transition autoregressive (ESTAR) model. 
This test is then augmented with flexible Fourier functions to account for smooth breaks in 
the time series. 
The innovation of a binary search algorithm for selecting the optimal frequency of the 
flexible Fourier functions is introduced and developed. This novel numerical approach 
enhances the practicality of fractional frequencies since it decreases the computational cost. 
This numerical method is applied by augmenting the KSS test with flexible Fourier functions 
with fractional frequencies.  
1.6.2 RESEARCH DESIGN 
Creswell (2002:439) defines a grounded theory design as a type of research design where a 
“systematic, qualitative procedure is used to generate a theory that explains, at a broad 
conceptual level, a process, an action, or interaction about a substantive topic”. Through a 
grounded theory design, a systematic review will be conducted in order to conceptualise the 
notion of a newly industrialised country. 
A deductive approach progresses from the more general to the more specific. It is aimed at 
testing a theory. In a deductive approach, a theory is formulated, followed by more specific 
hypotheses that can be tested (Trochim, 2006). In order to confirm the theory, the researcher 
then collects observations to address and test the hypotheses (Trochim, 2006).  
An inductive approach starts at something specific and progresses onto the more general, and 
is aimed at generating a new theory (Gabriel, 2013). Inductive research involves a search for 
a pattern, and the development of theories to explain these patterns:  these theories are then 
tested through a series of hypotheses (Dudovskiy, 2017).  
A deductive approach will be followed to determine if the efficient markets version of PPP or 
the Casselian version of PPP holds in NICs, since whether the real exchange rate follows a 
random walk or is mean reverting is tested.  
1.6.3 RESEARCH METHODS 
Secondary sources such as textbooks, journals, periodicals, previous studies, and the internet, 
as well as other sources on the subject, will be systematically reviewed. In this study, after 
formulating a theory and stating the hypotheses, secondary data will be collected in order to 
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test these hypotheses. In section 1.6 the sources of such data are discussed. Hypotheses will 
be tested by means of statistical techniques and procedures, which will therefore help to 
determine which relationships are significant, and which are not. 
1.7 DATA COLLECTION AND ANALYSIS 
This section provides a brief overview of the data collection and analysis. Chapter Three 
contains a more detailed description of the econometric methodology. 
1.7.1 DATA COLLECTION 
The secondary data for this study will be obtained from the relevant publically accessible 
database from Breugal (2018) which includes real and nominal effective exchange rates from 
Zsolt (2012a, 2012b, 2012c). 
1.7.2 DATA ANALYSIS 
Using the hypotheses in section 1.4, and the secondary data from 1.6.1, the data will be 
appropriately transformed or converted to fit the econometric specifications suggested by the 
literature. Diagnostic tests will be performed on the time series. 
1.8 DELIMITATION OF THE RESEARCH 
The limitations of this study stem from the focus on PPP in a NIC. There exist several 
criticisms of the theory of PPP and also the concept of a NIC. For example, PPP rests upon 
the notion that the foreign exchange market itself is efficient: however this is not necessarily 
true in NICs who may not have well-developed markets. The current flexible exchange rate 
regime has only been in place since 1973: this could imply a structural break in the time 
series. The exchange rate arrangements in a country are not necessarily static for the sample 
period. Furthermore, PPP fails to explain volatility of the real exchange rate. Moreover, there 
exist criticisms for focusing on NICs: for example, this supposedly has an element of 
selection bias since only countries already classified as NICs are studied. In particular, there 
is no consensus in the literature as to what a NIC is. Finally, this research is limited by the 
available data, which may not extend beyond a certain period.  
1.9 SCOPE OF THE RESEARCH 
Chapter Two considers literature on exchange rate arrangements, as well as the policy 
motivations and economic performance behind the choice of this arrangement. This chapter 
reviews literature regarding the PPP hypothesis and its empirical validity is also considered. 
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Chapter Three provides an overview of NICs and their respective industrial and trade 
policies, with relation to their exchange rate regimes. In particular, macroeconomic policies 
and their influence on the real exchange rate in a NIC are analysed from an economic 
perspective. This chapter also provides a fresh exposition of the NIC term. Previous studies 
regarding PPP in NICs are also surveyed. 
Chapter Four and Five consist of the econometric methodology and the econometric analysis 
of the time series properties of the real exchange rate. In particular, attempts are made to 
answer the research questions. Chapter Six concludes the study and provides 
recommendations. 
1.10 CONCLUSION TO THE CHAPTER 
This chapter provided a general orientation and introduction to the study. The theoretical 
framework for this study of PPP in a NIC was described. In addition, the problem statement, 
research hypotheses, importance of the study, research methodology, and scope of the 
research were presented.  
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2 CHAPTER TWO: EXCHANGE RATE ARRANGEMENTS AND 
PURCHASING POWER PARITY 
2.1 INTRODUCTION TO THE CHAPTER 
The purpose of this chapter is to review the literature relevant to the study of PPP in a NIC. It 
begins by briefly discussing exchange rate regimes and outlining and discussing various 
exchange rate arrangements. This is followed by an examination of the PPP hypothesis in 
section 2.3. In particular, long-run factors that affect PPP are analysed. Within this section, 
how the PPP theory manifests itself under different exchange rate regimes and arrangements 
is also elucidated, before turning our attention to how the hypothesis is empirically evaluated. 
2.2 EXCHANGE RATE ARRANGEMENTS  
In this section, exchange rate regimes are briefly overviewed in subsection 2.2.1, after which, 
exchange rate arrangements are discussed in subsection 2.2.2. Subsection 2.2.3 considers 
monetary policy anchors. The choice of exchange rate regime and arrangement is considered 
from both a policy perspective in section 2.2.4 and an economic performance perspective in 
section 2.2.5. This is done so that in the discussion of specific NICs a more intuitive 
understanding of their particular exchange rate arrangements and monetary policy anchors is 
developed. Section 2.2.6 concludes this section.  
2.2.1 BRIEF HISTORY OF EXCHANGE RATE REGIMES 
The exchange rate regime refers to a specific time period and / or describes the international 
monetary system. Before 1875 there was the period of bimetallism which was  followed by 
the classical Gold Standard that lasted until 1914.  During the interwar period (i.e. between 
World Wars I and II), there was no coherent international monetary system (Eun et al, 
2012:57).  
The Bretton Woods system replaced the Gold Standard and prevailed between 1945 and 
1972. This system established the rules for international financial relations among the 
advanced economies of the world. Essentially, the US dollar was tied to gold at a fixed price, 
but the right to convert dollars to gold was held by foreigners not US citizens. Moreover, 
many major currencies had pegged fixed exchange rates relative to the US dollar. This 
system was considered to be a stable regimen for both the nominal and the real exchange rate. 
A more detailed history of this period is provided by Bordo (1992).  
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From 1973, the present-day flexible exchange rate regime has replaced the Bretton Woods 
system and has prevailed. This system was ratified by the Jamaica Agreement in 1976. The 
key elements of this are as follows: (1) flexible exchange rates are acceptable, and monetary 
authorities are allowed to intervene in the foreign exchange market in order to minimise 
volatilities; (2) gold has been demonetised; (3) and poorer countries have been given greater 
access to IMF funds (Eun et al, 2012: 60). This system was corroborated via later accords in 
order to achieve greater exchange rate stability and to increase macroeconomic policy co-
ordination amongst the G-7 countries (Kenen, 1990:76, 77). The flexible exchange rate 
regime was expected to allow exchange rates to float to their equilibrium values.  
Globalisation has been facilitated by the current flexible exchange rate regime. It has led to 
an increasingly integrated world economy. It is characterised by increasing gross flows of 
funds internationally and has led to a structural change of financial markets (Allen, 2009: 2-
11). Capital flows are an important factor in the economic growth and prosperity of nations. 
These flows inevitably and increasingly link economies. The nature of these capital flows is 
constantly changing. This has necessitated the advent of dynamic economic policies.  
The current international monetary system has been punctuated by several crises relevant to 
the study of PPP in a NIC. These include the Mexican peso crisis in 1994, the Asian currency 
crises (whose origins were in Thailand in 1997), and the Argentine peso crisis in 2002. These 
are discussed in later sections, but are simply referred to here in order to draw attention to the 
fact that the current flexible exchange rate regime is not necessarily perfectly stable.  
2.2.2 EXCHANGE RATE ARRANGEMENTS 
The exchange rate arrangement is applied to the framework in which monetary policy is 
conducted. It describes the manner in which a currency is managed. This management may 
be direct or indirect, and is done in foreign exchange markets in relation to other currencies. 
As pointed out in Chapter One broadly speaking, the two extremes can constitute either a 
fixed or floating exchange rate. The actual arrangement arrived at is somewhere within this 
range.  
The IMF independently classifies exchange rate arrangements into 10 different categories. 
The system classifies exchange rate arrangements primarily via basing them on the degree to 
which the exchange rate is determined by the market, rather than by official government 
action (Eun et al, 2012:62). Furthermore, these arrangements are affected by the anchor of the 
monetary policy framework. These classifications are dynamic and are based on de facto and 
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not de jure arrangements. However, monetary authorities exercise their discretion in order to 
adapt to a global economic environment. 
In this subsection, each de facto exchange rate arrangement is outlined. The most fixed is 
presented first, and the most last. Exchange arrangements with no legal tender and currency 
board arrangements are hard pegs (2.2.2.1-2.2.2.2); the float and free floating are broadly 
referred to as floating arrangements (2.2.2.9-2.2.2.10), while the other arrangements are 
known as soft pegs (2.2.2.3-2.2.2.7). The residual category is known as the other managed 
arrangement (2.2.2.8). The IMF independently classifies exchange rate arrangements into the 
following categories (International Monetary Fund, 2016): 
2.2.2.1 Exchange arrangements with no separate legal tender 
A country with no separate legal tender circulates another country’s currency. This 
arrangement therefore leads to a loss of monetary sovereignty. In other words, monetary 
authorities do not have independent control over domestic monetary policy (International 
Monetary Fund, 2003). Countries that belong to monetary or currency unions fall under this 
classification. 
2.2.2.2 Currency board arrangements 
This type of arrangement relies on an explicit legislative commitment to exchange domestic 
currency for a specified foreign currency at a fixed exchange rate (Eun et al, 2012:62). An 
exchange rate target is the primary policy objective. This implies that interest rates are set by 
the foreign country to which the domestic currency is pegged to. Added to this, the issuing 
authority cannot manage the exchange rate or the money supply. The domestic currency must 
be fully backed by foreign assets.  
This arrangement is similar to that of the gold standard. Under a currency board arrangement, 
exchange rates are stable, and this promotes investment and trade (Investopedia, 2018a). 
However, macroeconomic shocks in the anchor country can easily be transmitted with this 
type of exchange rate arrangement (Mishkin, 1988:88).  
2.2.2.3 Conventional peg 
The country de jure pegs or anchors its currency at a fixed rate to another currency or a 
weighted basket of currencies (Eun et al. 2012:62). This peg is public information or at least 
known by the IMF. However it should be noted that it is impossible to peg the currency to all 
other currencies at the same time. 
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There is not a commitment to maintain parity (Habermeier, Kokenyne, Veyrune, and 
Anderson, 2009:12). In a conventional peg arrangement, through direct or indirect 
intervention, authorities maintain fixed parity – it can only be within a  1 percent margin for 
at least 6 months (International Monetary Fund, 2003). This is arrangement must be 
empirically confirmable. 
2.2.2.4 Stabilised arrangement 
A stabilised arrangement is similar to a conventional peg: however, there must be a    
percent exchange rate margin for at least 6 months. The exchange rate remains within this 
margin through official actions. Nonetheless, there is no policy commitment on the part of the 
country authorities (International Monetary Fund, 2016:47). The anchor can be ascertained or 
confirmed through statistical techniques.   
2.2.2.5 Crawling peg 
The country authorities’ de jure exchange rate arrangement is confirmed. The currency is 
periodically marginally adjusted at a fixed rate in response to changes in selected indicators 
(Eun et al, 2012:66). Indicators could be wholly domestic variables or variables in relation to 
trading partners. The rules and parameters of the arrangement are public or are notified to the 
IMF (Habermeier et al, 2009:13). Examples of indicators include differentials between the 
inflation target and expected inflation. 
2.2.2.6 Crawl-like arrangement 
For the crawl-like arrangement,  
the exchange rate must remain within a narrow margin of 2% relative to a 
statistically identified trend for six months or more (with an exception of a specified 
number of outliers) and the exchange rate cannot be considered as floating 
(International Monetary Fund, 2016:47).  
The exchange rate appreciates or depreciates in a sufficiently monotonic and continuous 
manner, typically with an annualised rate of change of at least 1%. 
2.2.2.7 Pegged Exchange rate within horizontal bands 
For this arrangement, the currency is maintained around a fixed rate, but within margins of 
fluctuation of at least  1 percent (International Monetary Fund, 2016:47). Additionally, the 
central rate and width of the band are made public or notified to the IMF. 
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2.2.2.8 Other managed arrangement 
If the exchange rate arrangement does not meet the criteria for any of the other categories, 
then arrangements are classified into this category. Alternatively, if the arrangement 
frequently changes, then countries are classified into this category. 
2.2.2.9 Floating 
If the exchange rate fluctuates unpredictably and is determined through market mechanisms, 
then it is termed floating. However, it is pertinent to note that an exchange rate in this 
category can be stable as a result of market forces. Foreign exchange market intervention is 
only done to moderate the rate of change in the exchange rate (Eun et al, 2012:66). There is 
no exchange rate target; therefore intervention by authorities is limited. This arrangement was 
previously known as managed floating (Habermeier et al, 2009:4). 
The main advantages of floating exchange rates are automatic stabilisation to equilibrium 
levels: more specifically they dampen the impact of macroeconomic shocks (Eun et al, 
2012:82). However, floating exchange rates are volatile in the short-run (Evrensel, 2013:65). 
Floating exchange rates can therefore create uncertainty, especially when the exchange rate 
fluctuates a lot. 
2.2.2.10 Free floating 
A floating exchange rate is classified as free floating if intervention occurs only 
exceptionally and aims to address disorderly market conditions and if the authorities 
have provided information or data confirming that intervention has been limited to at 
most three instances in the previous six months, each lasting no more than three 
business days (International Monetary Fund, 2016:48).  
In other words, intervention is aimed at preventing excessive fluctuations in the exchange rate 
rather than aiming for a level exchange rate. 
2.2.3 MONETARY POLICY ANCHORS 
Monetary policy and the exchange rate regime are generally dependent on the same factors. 
Moreover, using nominal anchors for monetary policy facilitates economic agents’ 
expectations. In this section, monetary policy frameworks are described. 
2.2.3.1 Exchange rate anchor 
If the exchange rate is an anchor, then the monetary authority buys or sells foreign exchange 
in order to maintain it at a predetermined level or within a range (International Monetary 
Fund, 2003). This type of anchor is used in managed exchange rate arrangements, e.g. no 
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separate legal tender, currency board, pegs, stabilised arrangements, crawling pegs, crawl-
like and other managed exchange rate arrangements. 
2.2.3.2 Monetary policy aggregate target 
The monetary authority uses its instruments to achieve a target growth rate for a monetary 
aggregate (International Monetary Fund, 2016:48). This policy allows central banks to keep 
prices stable in the long-run. This type of anchor is compatible with floating and free floating 
exchange rate arrangements. 
2.2.3.3 Inflation targeting framework 
The monetary authority uses its instruments to achieve numerical targets for inflation. These 
targets are typically for public information. This framework is characterised by its level of 
transparency and accountability. The link between exchange rate arrangements and inflation 
is considered later in this section. 
2.2.3.4 Other monetary framework 
When conducting monetary policy, some countries have no explicitly stated nominal anchor, 
but instead monitor several indicators (International Monetary Fund, 2016:49). Furthermore, 
this is used as a default classification. 
2.2.4 EXCHANGE RATE ARRANGEMENT POLICY CHOICE 
In this subsection, an overview of the exchange rate policy choice is given. The extremes of 
fixed versus flexible exchange rate regimes and fixed versus floating exchange rate 
arrangements are considered. Economic performance under different regimes and 
arrangements is considered in section 2.2.5. In the next section, the latest classifications of 
the exchange rate arrangement choices of the NICs are identified. In later sections PPP under 
different exchange rate regimes and arrangements is also considered. 
The exchange rate arrangements are closely intertwined with capital controls, monetary 
policy, and fiscal policy in an interplay known as the trilemma, according to which in an 
open-economy governments cannot simultaneously maintain stable exchange rates, free 
capital movement, and monetary autonomy (Suggett, 2012:12). This trilemma has its origins 
in the Mundell-Fleming model. This is depicted in Figure 2.1, where each corner of the 
triangle shows one policy choice for an open nation, and shows why the nation can only 
attain two of the three.  
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Figure 2.1: The policy trilemma for open economies 
              Adapted from Salvatore (2013:655) 
2.2.4.1 Floating exchange rate arrangements 
The international monetary regime is outside the control of a single nation. It is therefore 
taken as a given, and central banks must generally make this choice in the context of the 
international monetary regime. Individual nations can only choose their own particular 
arrangements, and the choice is due to the unique economic context in each country, and to 
their relations to other countries.  
The main arguments of choosing flexible over fixed regimes are that flexible regimes allow 
for easier external adjustments and for national policy autonomy. Specifically, this choice 
enables the government to pursue whatever economic goals it chooses (Eun et al, 2012:82).  
Flexible exchange rates imply market efficiency. A floating arrangement under a flexible 
regime facilitates market forces that determine exchange rate movements, and this allows the 
BoP to adjust automatically to ensure equilibrium (Pettinger, 2016). Moreover, it is easier for 
one price, the exchange rate, to be adjusted, instead of all other prices in order to bring about 
equilibrium in the BoP. 
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There are policy advantages to a flexible arrangement. For example, since, the central bank is 
then free to control the money supply, it can more readily lower domestic interest rates to 
spur investment and economic growth. Monetary policy can thus be used to reduce the 
unemployment rate. However, a fixed exchange rate stops monetary authorities from 
pursuing a monetary policy that responds to changes in output and employment. A floating 
arrangement also prevents the government from setting the exchange rate at a level where it 
is not in equilibrium. The government then cannot use the exchange rate to favour one sector 
of the economy over another. 
However, the ability of the exchange rate to freely adjust can mean that it is volatile. This 
leads to further speculation, which can be destabilising for an economy. It is for some of 
these reasons that many monetary authorities have not fully embraced the kind of floating 
exchange rate system envisioned under a flexible regime. Under the present international 
monetary system using a flexible regime, exchange rates tend to be more variable since the 
invisible hand of market forces determines their value. A feature of exchange rates under the 
present flexible regime is overshooting, leading to instability of exchange rates in the short-
run. Furthermore, this variability has real economic effects, since the variability in nominal 
exchange rates has not matched variations in real exchange rates. Some of these real effects 
are discussed below in section 2.3.2. In terms of Figure 2.2 below, under a floating 
arrangement, market forces will determine equilibrium in the market for the rand.  
2.2.4.2 Fixed exchange rate arrangements 
In contrast, under a fixed arrangement, the government is committed to maintaining a 
particular exchange rate, or at least within a certain range, and therefore is constrained when 
conducting monetary policy in order to control the economy. This also implies that there will 
be stabilising speculation under a fixed arrangement. Salvatore (2013:652) suggests that fixed 
exchange rates impose price discipline since a nation with inflation higher than the rest of the 
world will be more likely to encounter persistent BoP deficits, and reserve losses. This cannot 
go on forever: thus fixed arrangements lead to price discipline. As previously pointed out, 
under a floating arrangement the exchange rate would have adjusted to restore equilibrium. 
Nonetheless, under a fixed arrangement, exchange rate policy becomes a new tool for 
government. For example, using devaluations and revaluations, a country can effectively 
raise or lower the money supply level and affect domestic outcomes (Suranovic, 2005). 
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Under the current flexible exchange rate regime, most countries with fixed nominal exchange 
rates have permitted the real exchange rates to vary. 
Proponents for fixed exchange rates argue in favour of the kind of certainty that fixed 
exchange rates provide. In addition fixed exchange rates are associated with increased 
international economic integration. Furthermore, according to Klein and Shambaugh 
(2004:27) pegging the exchange rate increases trade by as much as 80%. By keeping 
exchange rates artificially low, countries are able to increase exports. When a fixed currency 
is adjusted, the effects of volatility are concentrated over a short time period and can 
therefore have much larger economic impacts (Suranovic, 2005). 
To illustrate how the monetary authority can fix its exchange rate (at Sfixed), an example of 
preventing an appreciation (Sfixed to S1) of the domestic currency is provided. This is 
illustrated in Figure 2.2 (see below). The domestic currency is assumed to be the rand and the 
foreign currency the dollar.  
Figure 2.2: Market for rands 
              (Author, 2018) 
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The instruments a monetary authority can use in order to fix the exchange rate include the 
following: interest rates, increasing the stock of foreign currency reserves and a foreign 
exchange controls. 
Interest rates 
The monetary authority can decrease interest rates, which in turn decreases capital inflows 
into the domestic economy: this implies there is less demand for the domestic currency, thus 
shifting the demand curve inward from Demand1 to Demand2. 
Increasing the stock of foreign currency reserves 
By buying foreign currency with the domestic currency, a monetary authority increases the 
international supply of the domestic currency, thus shifting the supply curve outwards from 
Supply to Supply1. It is for this reason, that there has been a net increase in international 
monetary reserves in the post-Bretton Woods system (Appleyard et al, 2014:768). 
Foreign exchange control 
A foreign exchange control can be set up in order to limit the number of transactions of 
involving buying and selling of the domestic currency. For example, by limiting the amount 
of currency a foreign country can purchase, this can decrease the demand for the domestic 
currency, and thereby shifting the demand curve inward from Demand1 to Demand2. 
2.2.4.3 Exchange rate arrangement policy choice 
The choice between fixed and floating exchange rates determines the level of monetary 
autonomy which is good only if the central bank can credibly implement prudent monetary 
policy. In other words, if the central bank can maintain price stability then flexible exchange 
rates have many benefits. From another perspective, the choice between fixed and floating 
exchange rates becomes a trade-off between national policy independence and international 
economic integration.  
The current flexible exchange rate regime provides benefits such as increased trade, but 
transmits economic fluctuations too. Within this context, the choice of exchange rate 
arrangement affects the liquidity, adjustment and confidence in the international monetary 
system. International trade and investment is only possible with sufficient monetary reserves 
in the world economy. However, there also needs to be confidence in these reserves.  
A flexible exchange rate system is considered more efficient, and allows countries to pursue 
their own stabilisation policies. Countries with floating exchange rates experience more 
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inflation. According to Salvatore (2013:654) the greatest attraction of a floating over a fixed 
exchange rate arrangement for monetary authorities is that it facilitates greater control of the 
money supply and potentially also the achievement of a lower unemployment rate. In contrast 
to fixed exchange rates, floating exchange rates tend to be volatile and to overshoot. In 
conclusion, there are thus various advantages and disadvantages to use of both fixed and 
flexible exchange rate arrangements. 
The international monetary system should provide an effective mechanism to restore BoP 
equilibrium whenever it is disturbed (Pettinger, 2016). It should offer a safeguard to prevent 
crises of confidence in the system that result in panicked flights from one reserve asset to 
another (Eun et al, 2012:84). However the current international monetary system does not 
insulate countries from outside economic disturbances. Hence NICs who are finding their 
place in a globalised world are susceptible to such disturbances and economic fluctuations.  
2.2.5 ECONOMIC PERFORMANCE UNDER DIFFERENT EXCHANGE RATE 
ARRANGEMENTS AND REGIMES 
Empirical studies typically find no clear link between the exchange rate regime and 
macroeconomic performance (Ghosh, Gulde, Ostry and Wolf, 1996:1). From the IMF’s 
classifications, it appears that the larger and more developed a country is, the more flexible 
its exchange rate arrangement. In this subsection, the strengths and weaknesses of fixed and 
flexible exchange rate arrangements and how this arrangement can affect economic 
performance are briefly considered. 
Salvatore (2013:654) found that a fixed exchange rate arrangement is generally preferable for 
a small open economy that trades mostly with a few larger economies and in which monetary 
disturbances are more common than real disturbances, whereas a flexible exchange rate 
system seems better for a large, relatively closed economy with diversified trade and a 
different inflation-unemployment trade-off than its main trading partners, and where it 
primarily faces disturbances originating in the real sector abroad. 
Generally speaking, a discretionary monetary policy is more effective in influencing income 
under floating arrangements, whereas fiscal policy is more effective under fixed 
arrangements (Appleyard et al, 2008:688). In deciding on an exchange rate arrangement, it is 
necessary to consider how this will affect economic performance – and more specifically, 
how it will effect macroeconomic considerations such as inflation, growth, volatility and 
economic crises. 
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2.2.5.1 Inflation 
In the literature, pegged exchange rates are associated with significantly better inflation 
performance, i.e. lower inflation and less variability (Ghosh et al, 1996:12). However, there 
are several advantages and disadvantages to the presence of inflation. Whereas low levels of 
inflation are associated with economic growth in industrialised countries (Andrés and 
Hernando, 1999:346), Rogoff, Husain, Mody, Brooks and Oomes (2003:43) suggest that in 
developing countries there is some merit to arrangements that employ inflation-targeting, 
since it enhances policy credibility and monetary policy discipline.  
Price stability is typically the primary long-run goal of monetary policy. However, if too 
much monetary autonomy leads to increased money supply growth, then a more fixed 
exchange rate arrangement can prevent inflation. Too much flexibility in the exchange rate 
can lead to instability. If two countries that trade have different rates of inflation, then the 
PPP hypothesis predicts that the currency that experiences more inflation will depreciate.  
2.2.5.2 Growth 
Apropos the previous subsection, Dornbusch (2001:4) argues that a rigid exchange rate 
arrangement reduces interest rates and uncertainty, which in turn spurs investment and 
growth. A fixed exchange rate anchors expectations and lengthens investors’ horizons, and 
increases their risk-taking activities. Fixed exchange rates can therefore lead to higher 
investment. According to Ghosh, Gulde, Ostry and Wolf (1997:24) a pegged exchange rate 
leads to lower inflation and output volatility: but however, this will be at the cost of 
marginally slower growth.  
Because NICs have some level of development, their monetary authorities have some 
credibility. Floating exchange rate arrangements therefore seem to be the norm for NICs. 
Floating implies that exchange rates are market-determined. In fact, keeping the real 
exchange rate at competitive levels has been critical for jump-starting growth for the high-
growth economies of East Asia (Eichengreen, 2007:17). Moreover, according to Ghosh et al 
(1996:10) floating arrangements have faster productivity growth and the ensuing per capita 
GDP growth is slightly faster. 
Floating exchange rate arrangements act as a dampener for and thus counter the real impact 
of shocks (Edwards and Yeyati, 2003:17). Floating exchange rates can therefore enhance 
growth in industrialising countries, since they reduce the negative impact of trade shocks. 
Furthermore, this highlights how an exchange rate arrangement has implications for total 
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output in an economy, and that both fixed and floating arrangements respectively have their 
own merits.  
2.2.5.3 Volatility 
Exchange rate flexibility is not the same as volatility. Dollar (1992:540) discovered that a 
more stable real exchange rate improves growth performance in poor countries. There are 
therefore merits for having a fixed exchange rate when one considers the choice between 
fixed and flexible arrangements and regimes from a volatility perspective. 
Vieira, Holland, Gomes da Silva and Bottecchia (2013:3733) point out that a more volatile 
real exchange rate has a significant negative impact on economic growth. Moreover 
Grossmann, Love and Orlov (2014:1) found that the feedback effects from exchange rate 
volatility to macroeconomic and financial variables are much stronger and more significant 
for developing countries than for those with more developed economies.  
The literature does indicate that real exchange rate volatility may spill over into real activity. 
Therefore, the exchange rate arrangement in NICs should be geared towards reducing 
exchange rate volatility and rather aim to promote stability. Our attention now shifts focus to 
highlight how the exchange rate arrangement is pertinent in times of economic crisis. 
2.2.5.4 Crisis 
As has been pointed out both fixed and floating exchange rate arrangements have their own 
respective limitations. For example, fixed exchange rates increase the risk of speculative 
attacks against the currency, especially when exposed to volatile capital flows, whereas 
flexible exchange rates decrease the risk of currency and banking crises (Rogoff et al, 
2003:30). Fixed exchange rates provide a strong anchor for the expectations of investors for 
vis-a-vis the behaviour of monetary authorities, which leads to speculation.  
In contrast however, Eichengreen and Hausmann (1999:2-3) argue that floating exchange rate 
systems will not be effective in countries where the private and public sectors have large 
foreign currency-denominated liabilities. This is because a currency depreciation will lead to 
an increase in the value of debt expressed in the domestic currency. This, in turn, may trigger 
bankruptcies, lead public sector entities to insolvency, and result in a reduction in the rate of 
growth (Moosa, 2008:82). 
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2.2.5.5 Summary and conclusions 
The choice between fixed and flexible exchange rates is a trade-off between national policy 
independence and international economic integration. Flexibility facilitates relative price 
adjustment and facilitates growth. The benefits of higher economic growth seem to outweigh 
the slower rates of investment. Added to this, a flexible exchange rate acts as a shock 
absorber to macroeconomic shocks. It is necessary to prevent excess exchange rate volatility 
in order to foster conditions for economic growth. However floating exchange rates have a 
disadvantage, i.e. when countries have foreign currency-denominated liabilities. Hence it is 
recommended that they do not become too indebted with foreign currency-denominated 
liabilities.  
2.2.6 CONCLUSION 
This section briefly overviewed exchange rate regimes and arrangements. The arrangements 
were reviewed from both a policy and an economic performance perspective. This enabled a 
consideration in terms of both theoretical and ideological arguments, as well as the outcomes 
of these policies.  
2.3 PURCHASING POWER PARITY (PPP) 
This section builds upon the theory outlined in section 1.1.5, and is primarily concerned with 
the PPP. In Chapter One the various versions of PPP were highlighted and formulated. This 
section considers the interpretation and implications of these concepts. Furthermore, factors 
and criticisms that may inhibit PPP from being valid or that disturb the equilibrium of the real 
exchange rate are considered in the following subsections. How these disturbances affect the 
real exchange rate is also discussed. This is followed by a discussion of how the theory of 
PPP has been empirically validated in the literature. Section 2.3 ends with what is known as 
the PPP puzzle, and the conclusions drawn. 
2.3.1 BACKGROUND 
The theory of PPP is a neoclassical economic theory based on the Law of One Price (LOOP) 
and states that arbitrage forces will lead to the equalisation of prices of goods internationally 
once the prices of goods are measured in the same currency (Pilbeam, 1998:138). The PPP 
hypothesis also suggests that exchange rate movements primarily reflect differences in 
inflation rates in countries. PPP describes a mechanism for how the real exchange rate tends 
toward equilibrium.  
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2.3.2 FACTORS AFFECTING PURCHASING POWER PARITY 
Cassel (1928b:16) postulated that since  
the rates of exchange corresponding to the PPP possess such a remarkable stability 
is a sufficient reason for regarding the PPP as the fundamental factor determining 
the rate of exchange and for classifying all other factors that may influence the rate 
and perhaps make it deviate from PPP as factors of secondary importance.   
The PPP is seen as determining the exchange rate in the long-run, and the secondary factors 
typically cause disequilibria of the exchange rate. The length of these disequilibria is 
dependent on the nature of the factor. They come in the form of changes in consumer 
preferences, changes to productivity growth, artificial hindrances to international trade, Dutch 
disease, international movements of capital, monetary disturbances, and biased productivity. 
In other words, these factors act as frictions that prevent PPP from holding true. Variability in 
the exchange rate can therefore have real economic effects. 
Factors will be discussed in the context of Figure X and with reference to the different 
versions of PPP. It should be noted that these factors influence the real exchange rate in a 
multitude of ways, the dynamics of which are not necessarily uniform through time. These 
factors have associated adjustment costs, and they therefore act as a buffer in which nominal 
exchange rates can move without producing a response in domestic prices (Rogoff, 
1996:665). Heckscher (1916) refers  to this buffer as ‘commodity points’, and indicates that 
the exchange rate fluctuates within the bounds set by these points. 
This buffer is due to the fact that if two goods differ in price in different countries because the 
LOOP does not hold, arbitrage only makes sense if the anticipated profit exceeds the cost of 
overcoming these frictions. For example, if the expected profit from buying low in one 
market and selling high in another is less than transport costs between the two markets, 
arbitrage forces will not lead to the LOOP. Price parity depends on the buffer. In the real-
world there would be buffers to parity (LOOP) for every good and service in international 
trade. Therefore PPP could also have some sort of aggregate buffer. This point is returned to 
in section 2.3.5. 
In the following subsections, Figure 2.3 is used to illustrate factors that affect the equilibrium 
of the real exchange rate. The real exchange rate at time  , is defined as: 
   
    
 
  
 
   
   
, 
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where, 
   = real exchange rate at time t, 
    = domestic price of traded goods at time t, and 
    = domestic price of non-traded goods at time t. 
RR depicts the ratio of traded to non-traded goods as an increasing function of PtT/PtN. CC 
depicts the ratio of traded to non-traded goods in consumption as a decreasing function of the 
real exchange change rate. The equilibrium real exchange rate is determined at Qt1 where 
excess demand for both goods is eliminated.   
Figure 2.3: Shocks to the equilibrium real exchange rate 
  (Hallwood et al, 2000:129) 
Before discussing the aforementioned factors, it is necessary to recall how the different 
versions of the PPP hypothesis describe the behaviour of the real exchange rate equilibrium 
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after a macroeconomic shock has caused a shift in equilibrium. The efficient markets’ version 
of PPP posits that the real exchange rate has a unit root. This implies that a macroeconomic 
shock has a permanent effect. The traditional Casselian version of PPP posits that the real 
exchange rate is stationary. Therefore this implies that a macroeconomic shock has a 
transitory effect. In other words, the Casselian view is of long-run mean reverting real 
exchange rates with short-run deviations.  
2.3.2.1 Traded and non-traded goods 
On a priori grounds, it is expected that PPP is more likely to hold for traded than for non-
traded goods. The exchange rate captures the comparative prices of traded goods. The PPP 
hypothesis in both its absolute and relative forms, suggests that the prices of all types of 
goods will be equalised across countries. However, not all types of goods and services are 
traded internationally. Therefore, there may not be international arbitrage opportunities. 
Traded goods may also be heterogeneous. Furthermore, if two countries produce mutually 
exclusive sets of goods, then it is impossible to construct a price index in order to compare 
general price levels at any point in time.  
It should be noted that, the more open an economy, the greater the weight of traded goods in 
the overall price indices: this implies that PPP is more likely to hold for more open 
economies. PPP is more likely to hold for traded than non-traded goods. Moreover the prices 
of traded goods also adjust at a faster rate (Kim and Ogaki, 2003:21). This is particularly true 
when comparing countries which have different levels of per capita income.  
Authors such as Ohlin (1933: 547) therefore stress that price indices used in calculating PPP 
should only include traded goods, or perhaps incorporate productive factor prices. The choice 
of price index in calculating the PPP therefore has theoretical implications. The most 
commonly used price index is the one most widely available, which is the GDP deflator or 
Consumer Price Index (CPI). Both of these incorporate both traded and non-traded goods. 
There are a variety of mechanisms relating the prices of traded and non-traded goods: this 
therefore makes this criticism of the PPP exchange rate redundant. For instance, some traded 
goods serve as inputs into non-traded goods; or traded and non-traded goods may have 
common factors of production; also, traded and non-traded goods may be substitutes in terms 
of consumption (Hallwood et al, 2000:127). For example, Big Mac’s sold at MacDonald’s 
have non-traded components to their cost such as rent on the building, shipping costs, taxes, 
and labour costs. 
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Trade policy generally focuses on the traded goods sector. Nonetheless, governments also 
have influence over domestic non-traded goods. In the following subsections, it is shown how 
there are a variety of channels through which the real exchange rate can be affected. 
Although these channels are described as disturbances, they also illustrate the pathways 
through which the economic policy can affect the real exchange rate. 
2.3.2.2 Consumer preferences 
In Figure 2.3, changes in preferences shift curve CC. An increasing preference for traded 
goods shifts CC to C1C1, leading to a depreciation of the real exchange rate. Equilibrium 
shifts from point A to point B. For example, suppose government expenditure is more biased 
towards non-traded goods than traded goods than is private expenditure, this will imply that a 
decrease of government expenditure in GDP will therefore lead to depreciation of the real 
exchange rate (Genberg, 1978:267). This is particularly true for NICs that may intervene in 
the economy. Moreover, this is a policy instrument for governments that wish to stimulate 
exports. Conversely, an increasing preference for non-traded goods shifts CC to C2C2, 
leading to an appreciation of the real exchange rate. The equilibrium shifts from point A to 
point D.  
With regards to consumer preferences, according to Romo-Muñoz, Cabas-Monje, Garrido-
Henrriquez, and Gil (2017:9) consumer preferences are nonlinear. Similarly, Yang and 
Allenby (2003) argue that consumer preferences are heterogeneous and interdependent. In 
other words, consumer preferences cannot be captured with linear models, and therefore this 
needs to be accounted for when validating the PPP hypothesis. 
2.3.2.3 Relative productivity in traded goods 
A country with an economic policy that focuses more heavily on tradable export goods than 
non-traded goods may experience a faster rate of productivity growth in the traded goods 
sector relative to both domestic non-traded goods and foreign traded goods. This would lead 
RR to shift outwards to R1R1, leading to an appreciation in the equilibrium real exchange 
rate.  
2.3.2.4 Other hindrances to international trade 
Artificial hindrances to international trade, such as import quotas or tariffs, make foreign 
goods more expensive. In other words, the relative prices of goods change. This implies that 
the profitability of traded goods increases, thus shifting RR to R1R1, and the real exchange 
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rate appreciates. The currency will fall of the countries whose exports are relatively more 
restricted.  
A practical example in a NIC includes Turkey’s import quotas on steel (Miles, 2018). 
Conversely, removal of barriers to trade such as China’s cut in import tariffs on goods is 
ultimately aimed at depreciating their equilibrium real exchange rate since it stimulates 
consumption of foreign traded goods. Barriers to trade may be set for many years. 
Nevertheless, one may ask whether these barriers have permanent or transitory effects on 
PPP. Moreover, non-tariff barriers such as food restrictions or economic sanctions can also 
hinder international trade.  
Similar to the LOOP, the absolute and relative versions of PPP assume that there are no 
transport costs between two markets. This assumption is unrealistic, as transport costs 
between countries are not generally equal to zero. Transport costs create a wedge between 
domestic and foreign prices. This implies that goods cost more for foreign countries than they 
do domestically. Transport costs are therefore analogous to artificial hindrances to 
international trade, and therefore shift RR to R1R1. Hence Taylor and Taylor (2004:147) 
suggest that arbitrage opportunities only exist if the anticipated profit exceeds shipping costs 
between two markets.  
PPP relies on the notion that there exists sufficient international competition to prevent 
divergent prices of goods between different countries. Nonetheless, the degree of competition 
in different markets is itself divergent, which therefore allows firms to use price 
discrimination across countries. Pilbeam (1998:153) suggested that the conditions for price 
discrimination, such as variations in the willingness to pay of different sets of consumers; the 
ability to prevent resales from the low-cost to the high-cost market; and some degree of 
monopoly power, is more likely to hold between different countries than within each one.  
Perfect information is also not always possible. Market participants may therefore not be 
cognisant of the existence of arbitrage opportunities. This further implies that PPP may 
therefore not hold. The dissemination of information may be nonlinear through time.  
2.3.2.5 Dutch disease 
Dutch disease is a scenario of increased foreign demand of one commodity that causes the 
domestic currency to appreciate: however, this in turn makes other parts of the economy less 
competitive in international markets. Dutch disease is an example of market failure that 
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generates negative externalities to other sectors in the economy (Bresser-Pereira, 2013:372). 
According to Larsen (2004:1) Dutch disease typically involves a rapid and substantial 
contraction of the traded goods sector. This is due to exposure to increased price competition 
from foreign imports. The movement of factors of production towards extraction activities 
exacerbates this phenomenon. 
Krugman (1987:41) points out that the discovery of exportable natural resources might lead 
to a permanent loss of other sectors and reduce welfare in the long-run. Resource-based 
exports in effect may crowd out exports from other sectors. In other words, even though the 
economy as a whole benefits, the manufacturing sector is harmed. With respect to Figure 2.3, 
if the resource is assumed to be a traded good, the ratio of traded to non-traded goods in 
production increases (RR to R1R1). The equilibrium real exchange rate therefore appreciates 
to point C.  
2.3.2.6 PPP and international movements of capital 
The absolute and relative PPP versions suggest that currencies are only in demand for current 
account transactions. The notion of a foreign currency denominated bond in the efficient 
markets version brings the capital account into the PPP argument. Yet the major criticism of 
the efficient markets version of PPP is that it ignores the distinction between the current and 
capital account of the BoP.  
The practical implications of the efficient markets version are that a real exchange rate 
appreciation that causes a current account deficit is in turn financed through borrowing from 
abroad, attracting capital inflows, or by running down its stock of foreign reserves. However 
the stock of foreign reserves cannot indefinitely fund a current account deficit. Moreover, 
foreign indebtedness cannot continue forever, since the real exchange rate must revert to a 
level that balances the current account (Hallwood et al, 2000:127).   
In terms of Figure 2.3, if for instance a home country increases its foreign indebtedness, it is 
necessary to maintain a payments’ surplus on the goods account in order to service the debt. 
Similarly, if it runs down its stock of net foreign assets, it foregoes the interest income from 
the foreign country. RR and CC do not shift. However, the real exchange rate must 
depreciate. Conversely, the home country can earn interest income from accumulating 
foreign assets. This in turn would allow the real exchange rate to appreciate.  
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2.3.2.7 PPP and monetary disturbances 
Since the market for foreign exchange dwarves the trade of goods and services, there exists 
an argument that the daily exchange rate is determined more so by the actions of investors 
than via importers and exporters. This in turn leads to a real exchange rate not necessarily 
consistent with PPP. 
The efficient markets version of PPP implies that the current exchange rate may be 
influenced by future monetary developments in a country. These developments may affect 
agents’ expectations, and therefore their subsequent behaviour. Whereas the Casselian view 
argues that disturbances are transitory, the efficient markets version argues that the effect is 
permanent.  This is in turn implies that price movements precede exchange rate movements.  
PPP is consistent with the Dornbusch’s (1976) overshooting model, where changes in 
monetary policy produce large changes in exchange rates. According to this model in the 
short-run equilibrium is reached in the financial markets, and in the long-run, the prices of 
goods respond to these changes in the financial markets (Investopedia, 2018b). In the short-
run, the prices of goods are slow to adjust due to prices being sticky. In other words, prices 
do not adjust instantaneously. This in turn hints that the real exchange rate is slow to adjust to 
equilibrium.  
2.3.2.8 Bias productivity and the Balassa-Samuelson effect 
The Balassa-Samuelson model argues that labour productivity is higher in the traded goods 
sector in developed countries (DC) than in less developed countries (LDC) (Balassa, 
1964:586). Nevertheless, non-traded goods productivity levels are similar across economies. 
Labour is able to move between the traded and non-traded goods sectors within countries but 
not between countries. In other words, there exists labour mobility within a country. This 
phenomenon implies that when measured in a common currency, non-traded goods will have 
a lower price in a LDC than in a DC, whereas traded goods prices will be equal to each other. 
This leads to a weighted average basket of traded and non-traded goods costing less in LDCs 
than DCs. 
This biased productivity leads to a divergence between nominal and real exchange rates. This 
is because nominal exchange rates are determined through commodity arbitrage of traded 
goods. Furthermore, agents typically have a higher purchasing power in LDCs than in DCs. 
This is in contrast to the PPP doctrine that states that the currencies should have the same 
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purchasing power. Hence the standard of living in LDCs tends to be undervalued compared 
to DCs by PPP calculations (Pilbeam, 1998:156).  
In terms of Figure 2.3, if a developing country grows faster than a DC, then its real exchange 
rate appreciates relative to the DC: this is represented by an outward shift of RR to R1R1. 
(Hallwood et al, 2000:132). This in turn is attributed to increased labour productivity growth 
in the developing countries’ traded goods sectors. A production possibility frontier between 
traded and non-traded goods would shift out in a manner biased towards traded goods. This 
biased shift causes a consequent income effect that leads to an inward shift of CC to C2C2, 
thereby further appreciating the real exchange rate. 
Productivity differentials between the countries cause deviations of the equilibrium exchange 
rate. Biased productivity implies that that there exists a positive association between 
exchange rates and productivity differentials, thus implying that higher productivity causes a 
real appreciation of a country’s currency. 
Empirical evidence of the Balassa-Samuelson effect contradicts the PPP hypothesis. Studies 
attempting to prove the existence of this effect typically employ co-integration techniques to 
indicate that there exists a relationship between the level of the real exchange rate and the 
level of productivity. An example of this is Chinn and Johnston (1997) who have found 
evidence in favour of the Balassa-Samuelson effects. 
2.3.3 PURCHASING POWER PARITY UNDER DIFFERENT EXCHANGE RATE 
REGIMES AND ARRANGEMENTS 
In this section, the PPP hypothesis under different exchange rate regimes and arrangements is 
considered.  
2.3.3.1 Introduction to purchasing power parity under different exchange rate regimes 
and arrangements 
If adjustments of nominal relative prices and nominal exchange rates are effective in driving 
the real exchange rate toward the long-term equilibrium implied by PPP, then theory holds. 
The exchange rate arrangement affects the adjustment processes, and therefore determines 
whether PPP holds. The speed of adjustment of prices influences the arbitrage opportunities. 
This section considers findings in the literature on whether or not PPP has held under 
different exchange rate arrangements and regimes.  
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Intuitively, a flexible arrangement implies that in conjunction with goods arbitrage, there 
exists a second channel through which PPP can be obtained: i.e. currency trade on the foreign 
exchange market. This channel is vulnerable to speculative attacks which may lead to 
currency misalignments. The greater variation of a floating arrangement does not necessarily 
imply PPP is more likely to hold.  
2.3.3.2 Previous studies on purchasing power parity under different exchange rate 
regimes and arrangements  
According to Diebold, Husted and Rush (1991) PPP holds in the long run, using a long 
memory model for a dataset of 16 exchange rates that spans more than a century. Their 
results indicate this to be true for all exchange rates studied. They further report half-lives of 
shocks to parity of approximately 3 years. In contrast, Grilli and Kaminsky (1991) found that 
post-World War II, the real exchange rates of the United States and Great Britain began 
following a random walk. Furthermore, this was characteristic of the historical period rather 
than the exchange rate arrangement. 
Yoon (2009) examined long span (1850-1998) real exchange rate data for a panel of 
advanced economies. This study found that real exchange rates are more likely to be 
stationary during fixed exchange rate regimes (i.e. Gold Standard and Bretton Woods) than 
during floating ones. In other words, Casselian PPP is more likely to hold during fixed 
exchange rate periods, whereas the efficient markets version is more likely to hold during 
floating exchange rate periods.  
Gabas, Gadea and Montañés (2011) reach the same conclusion ( as Yoon (2009) ) for the 
Gold Standard period, but during the current float, they find mixed evidence, and therefore 
cannot conclude that a floating regime necessarily implies a random walk in the real 
exchange rate. Lee and Yoon (2009) used the Hamilton-type Markov regime switching model 
on long span time series data, and found that within certain regimes, PPP holds, and 
furthermore, the evidence for PPP is largely similar across different nominal exchange rate 
arrangements. 
Some authors, such as Mussa (1986), have established that the real exchange rate exhibits 
systematic differences in behaviour under different nominal exchange rate arrangements. The 
exchange rate arrangement is therefore non-neutral. It was found that changes in both the 
nominal and real exchange rates, under floating arrangements, are characterised as being 
more variable and also persistently so. This can be attributed to how agents’ expectations of 
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future economic conditions are continually adapting under floating arrangements, whereas 
under fixed arrangements if agents believe authorities are committed to maintaining parity, 
they need not worry about short-run variations.  In general, the nominal exchange rate 
behaves like an asset price under a floating arrangement, whereas prices levels are slow to 
adjust under both fixed and floating arrangements (Mussa, 1986: 199, 200). This implies that 
speculation could drive movements under a floating arrangement.  
Enders (1988) examined the PPP hypothesis under the Bretton Woods and current flexible 
exchange rate periods using autoregressive integrated moving average and co-integration 
tests. His results are mixed, and he therefore concludes that PPP performs equally well, or 
equally poorly, in both time periods. Point estimates indicated that real exchange rates are 
convergent: however the confidence intervals are sufficiently large to indicate that the null 
hypothesis that the real exchange rate follows a random walk cannot be rejected (Enders, 
1988: 507). The results also indicate that since the United States of America has such a large 
economy relative to its trading partners, foreign prices, and not United States prices, tend to 
respond and adjust to deviations from PPP.  
Huang and Yang (2015) evaluated whether PPP is more likely to be true in the advent of the 
euro period. Although the euro itself is free floating, the countries adopting the euro 
experience a fixed exchange rate.  More specifically the euro’s exchange rate arrangement is 
floating; but on the other hand the exchange rate regime is fixed. Using unit root tests, they 
found that real exchange rates are less mean reverting in the post-euro period than during the 
pre-euro period. This study therefore gives evidence of PPP being less likely under a fixed 
regime.  
Similarly, under more flexible nominal exchange rate arrangements, nominal exchange rates 
are less responsive to the real exchange rate misalignment (Parsley and Popper, 2001: 976). 
Moreover, using nonlinear panel unit root tests, the real exchange rate between the European 
Union countries and the United States of America was found to be stationary in the long-run 
(Christidou and Panagiotidis, 2009: 320). It should be noted that other authors have reached 
different conclusions. Another study, found that PPP holds before the adoption of the euro, 
whereas it fails to hold afterwards (Wu and Lin, 2010:167). This finding further implies that a 
fixed exchange rate regime is not necessarily supportive of the LOOP.  
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2.3.3.3 Conclusion to purchasing power parity under different exchange rate regimes 
and arrangements 
To conclude this subsection, in the literature there seems to be little consensus on the real 
exchange rate adjustment to PPP under different nominal exchange rate regimes and 
arrangements. However, this is perhaps attributable to the data or methodology employed. 
Alternatively, this could indicate that the exchange rate regime or exchange rate arrangement 
does not impose as a condition the validity of PPP. In other words, PPP is determined by 
other factors, and not the exchange rate regime or arrangement. 
The behaviour of the real exchange rate has been found to differ according to the exchange 
rate regime. However the literature focuses on advanced economies, and not on developing 
countries. PPP tends to hold in smaller economies rather than larger economies: this can 
perhaps be attributed to market forces being more powerful at driving price movements in 
these smaller economies. The real exchange rate is also more variable under flexible regimes 
than under fixed regimes. 
2.3.4 EMPIRICAL VALIDATION OF PURCHASING POWER PARITY 
In Chapter One, the various forms of PPP were outlined. Formal tests for evidence of PPP as 
a long-run phenomenon are based on empirical examination of the real exchange rate. PPP 
can be tested through graphical non-regression methods, tests of the law of one price, and 
regression analysis, as well as by examining the time series properties of real exchange rates. 
In subsection 1.1.6, these methods were outlined. In this subsection, these methods of testing 
PPP are discussed.  
2.3.4.1 Graphical analysis of purchasing power parity 
Graphical analysis provides simple techniques in order to empirically validate the PPP 
hypothesis. Two such methods are considered, namely a comparison between real and 
nominal exchange rates, and comparison of the inflation rate differential and the percentage 
change in the foreign currency’s spot rate. 
Real and nominal exchange rates 
Whether the nominal and real exchange rates are independent, or alternately if nominal 
changes result in real changes, can be revealed through graphical analysis of plots of these 
variables over time.  Graphical evidence indicates that the nominal and real exchange rates 
diverge over the long-run. However, the evidence also suggests that there exists a tendency 
for these variables to move closely and closer together. In practical terms, this means that a 
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nominal appreciation and a real appreciation occur in tandem. The practical implications 
from this are that attention needs to be given to factors that lead the nominal exchange rate to 
diverge from its PPP value. 
Other graphical techniques 
Further graphical techniques can be used to predict the movements in the exchange rate. To 
this, the percentage change in a foreign currency’s spot rate versus the inflation rate 
differential between the home and foreign country, is plotted. The PPP line represents where 
these two variables are equal. Conceptually, the PPP does not hold if the points plotted 
deviate significantly from the PPP line over time. Below the line indicates that there is 
decreased purchasing power of foreign goods, whereas above the line indicates increased 
purchasing power of foreign goods (Kinsella, 2006:4).  
2.3.4.2 Tests of the law of one price 
There are necessarily international arbitrage opportunities for all goods and services, since 
not all goods and services are traded internationally. This was discussed in subsection 2.3.2. 
This is further compounded by the fact that traded goods are not perfectly homogenous. 
Goods and services may be close substitutes, but there typically are distinguishing features. 
In other words, products are differentiated. There also may be transport costs and other 
artificial hindrances to trade. These factors imply that there may not be international arbitrage 
opportunities that lead to the equalisation of goods’ prices internationally.  
Tests similar to the other tests in this section can be used to verify the LOOP for particular 
goods and services across countries. However, the literature generally indicates that the 
LOOP does not hold for traded goods. Isard (1977:942) found that even for identical or near-
perfect substitutes, price disparities were not rapidly eliminated through commodity arbitrage. 
Previous studies such as Ardeni (1989:661) employ stationarity and co-integration tests that 
indicate that the LOOP does not hold for commodity prices. This was confirmed by Baffes 
(1991:1264) in a similar study that accounted for transport costs.  Furthermore Richardson 
(1978:346-347) could not find evidence of commodity arbitrage between the United States of 
America and Canada in 1965 to 1974, and therefore concluded  that the LOOP fails. 
2.3.4.3 Regression-based tests of purchasing power parity 
Regressions of absolute and relative PPP can be used to test the absolute and relative versions 
of PPP (Frenkel, 1978:177). The equations for the absolute and relative PPP can be estimated 
as follows: 
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Where,    and    denote disturbance terms. The asterisks denote quantities pertaining to the 
foreign country.  
If PPP holds then it is expected that     and       , and that the constant in the relative 
version is zero. The first difference in the relative version has the effect of de-trending the 
data. Frenkel (1978:188) however found that the PPP hypothesis in its absolute and relative 
versions is not supported by the data from the flexible exchange rate period in the 1920s for 
dollar-pound sterling, dollar-French franc, and dollar-deutschmark exchange rates. 
Using a similar methodology for the deutschmark-dollar, pound sterling-dollar, franc-dollar, 
lira-dollar, Swiss franc-dollar, Krugman (1978:397) found that there is more to exchange 
rates than PPP. In particular, he concluded that deviations of exchange rates from PPP are 
large, fairly persistent, and seem to be larger in countries with unstable monetary policies 
(Krugman, 1978:407).  
In conclusion, regression-based tests are not very supportive of the hypothesis.  It should be 
noted though that these tests may have problems in terms of simultaneity. More sophisticated 
regression-based techniques of unit root testing and co-integration methods have been used to 
test the PPP hypothesis. These are considered in the following sections. 
2.3.4.4 Time series behaviour of real exchange rates 
In this section, the testing for unit roots in real exchange rates and the power of these tests is 
considered. As outlined in section 1.5.1 unit root testing is the main methodology employed 
in this study in order to empirically validate PPP. Specific unit root tests are therefore 
detailed in Chapter Three; this subsection primarily motivates for and considers previous 
studies that employ this methodology. The literature on testing PPP using unit root testing is 
extensive: however this section focuses on key developments and findings.   
The traditional Casselian view of PPP predicts that real exchange rates should be mean 
reverting, whereas the efficient markets version suggests that the exchange rates follow a 
random walk. Testing if real exchange rates are non-stationary, against the alternative that 
they are mean-reverting can allow for discrimination between the traditional Casselian and 
efficient markets versions of PPP. Unit root tests test the null of the efficient markets version 
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of PPP versus the alternative Casselian version of PPP. Contrapositively, failure to reject the 
hypothesis of non-stationarity in the real exchange rate is taken as evidence against the 
traditional PPP in the long-run. 
Unit root tests test whether a time series is stationary or non-stationary. A commonly used 
test is the ADF which tests the null of efficient markets versus the alternative of the Casselian 
view (Brooks, 2015:363): 
                       
   
   
     
More advanced unit root tests are detailed in Chapter Three. Countless studies, including 
Darby (1980), Corbae and Ouliaris (1988), MacDonald (1995), MacDonald (1996), Enders 
and Dibooglu (2001), Bahmani-Oskooee, Chang and Wu (2014), and Iskandar (2016), apply 
unit root tests to exchange rate data in order to validate the PPP hypothesis. These tests are 
conducted on levels for a variety of real exchange rate data. If   is statistically 
indistinguishable from unity, then this provides evidence against the Casselian view of PPP 
and is supportive of the efficient markets PPP. However a review article by Bahmani-
Oskooee and Hegerty (2009) reveals that the support for PPP is mixed. 
As time has progressed, the modelling techniques have become increasingly more 
sophisticated, for instance modelling nonlinearities and accounting for sharp and smooth 
breaks in the time series. It is expected that both exchange rate arrangements and regime 
changes would change the behaviour of the real exchange rate. Kapetanios, Shin and Snell 
(2003) use a nonlinear unit root test to show that there is evidence of nonlinear mean 
reversion in the real exchange rates of a selection of advanced countries. Their test showed 
this, even though linear tests had failed to reject a unit root. 
For finite samples, unit root regressions are not immune to many types of misspecification 
and coefficients are typically not robust (Campbell and Perron, 1991:1). Furthermore, they 
found that univariate unit root tests have low power to reject the null when it is actually false. 
Any series with a unit can be decomposed into a stationary series and a random walk, but 
since the random walk can have arbitrarily small variance, tests for unit roots have arbitrarily 
low power in finite samples (Cochrane, 1990:275).  
 52 
 
Cochrane (1988:895, 898) therefore proposes using variance ratio tests in order to potentially 
assess the unit root characteristics of a series. Variance ratio tests are adept at capturing long 
autocorrelations which elementary unit root tests are not as competent at. Moreover, variance 
ratio tests are adept at measuring the speed of mean reversion. Using this technique, 
MacDonald (1995) found that for the Swiss franc, pound sterling and Japanese yen the 
adjustment to PPP was slow. 
Researchers have attempted to overcome the slow mean reversion of the real exchange rate 
by increasing the span of the data. This was done to increase the power over conventional 
unit root tests. Additionally, as time progresses, there is naturally more data available. 
Increasing the span of data is more effective at increasing the power test than by increasing 
the frequency of the data (Shiller and Perron, 1985:7). Annual data have a higher signal to 
noise ratio. In practice, increasing the span therefore gives exchange rates more time to return 
to their mean value. 
A Concepts used to summarise the speed of mean reversion are the half-life and the 
associated asymptotic standard error. This is briefly elucidated since they are necessary for 
the discussion that follows. One half-life is how long it takes for one-half of a disturbance to 
the real exchange rate to be extinguished. The standard error evaluates the deviation within 
the sample mean(s) and functions as a way of determining the accuracy of the sample(s).  
As is shown below, there are thus two strategies that can be used to increase the span of the 
data, i.e. either through increasing the interval period (T) or by increasing the number of 
cross-sectional units (N). Increasing the span of the data increases the power of the tests 
employed. Jewett and Serway, (2010:1348) defined the half-life as:  
  
 
                , 
This is equation is specifically for linear models. Hallwood et al (2000: 139) define d the 
asymptotic standard error as: 
                    , 
where,    length of the interval period, and 
   number of cross-sections. 
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Increasing the length of the interval period 
According to Rogoff (1996:656) the consensus among studies is that the half-life of PPP 
deviations is 3 to 5 years. For instance, Lothian and Taylor (1996) used a data set for 
exchange rate and price level data for the dollar-sterling and franc-sterling that respectively 
span from 1791 to 1990 and 1803 to 1990. Unit root tests failed to reject the null hypothesis 
and therefore indicate that the real exchange rates are mean reverting, with half-lives of 3 
years for the franc-sterling and 6 years for the dollar-sterling (Lothian et al, 1996:505).  
Similarly, Abuaf and Jorion (1990) tested traditional PPP for a group of advanced economies 
and for Japan, when it was still developing, using data from 1901 to 1972 and 1973-1987.  In 
particular, they find that half-lives are 3 years and 5 years respectively for the former and 
latter periods (Abouf et al, 1990:173). These and other long-run PPP studies such as Cheung 
and Lai (1993), which covered historical data for the 1914 to 1989 period, find that PPP holds 
in the long-run, with short-run deviations. The average half-life is about 3 years.  
Moreover, these findings cast doubt on the assumption that the real exchange rate follows a 
random walk. This further highlights the importance of considering data that cover s large 
interval periods since after a shock the real exchange rate takes a few years to return to 
equilibrium. However, the major criticisms for using long periods is that (a) exchange rate 
arrangements are likely to change over the time periods, and (b) the price indices used in 
calculations are also unlikely to remain the same over the entire time period. The behaviour 
of real exchange rates is different under different exchange rate regimes and exchange rate 
arrangements. Additionally, the respective basket of goods used to calculate indices is not 
time invariant. For instance, changes in tastes and technology may lead to permanent 
movements in the terms of trade or in the relative prices of traded to non-traded goods. 
Increasing the number of cross-sections 
A panel framework can also be used to analyse the behaviour of real exchange rates. A basic 
fixed effects framework is outlined by Hallwood et al (2000:140): 
        
         
                    , 
where,  
    cross section, and         , 
    country-specific fixed effect dummy variable, and 
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    time-specific fixed effect dummy variable. 
The disturbance term can be adjusted for various assumptions such as if it is random, 
heteroscedastic, autoregressive, spatial correlation affected, or a combination of these 
assumptions. In an early panel study, Hakkio (1984) was unable to reject the notion that PPP 
holds in several currencies simultaneously. Furthermore, Hakkio (1986:221) presented Monte 
Carlo evidence concerning tests of a random walk in the real and nominal exchange rates: for 
example, his tests indicated that conventional tests have low power.  
Frankel and Rose (1996) use a short annual panel (post-1973) consisting of 150 countries. 
They found that PPP deviations are eroded at a rate of approximately 15% annually. This 
implies a half-life of around 4 years. This is consistent with individual country long time 
series studies. They chose to focus on a post-1973 time period since longer samples are less 
appropriate owing to regime changes. Chortareas and Kaptanios (2004) use a battery of panel 
unit tests to test the stationarity of OECD real exchange rates using both the US dollar and 
deutschmark as numéraires over the period from 1957 to 1998. Specifically they employ the 
Im, Pesaran and Shin (2003) and Chang (2002) methodologies. Their results indicate that 
average half-lives are between 1.75 and 2.29 years. 
Huang et al (2015) found that the half-life during floating regimes was around 15 months. 
This is shorter than 3.3333 years, which is what was found for the Bretton Woods fixed 
regime.  
Structural breaks in the data can also decrease the power of unit root tests. In particular, 
ignoring the structural breaks sway the analysis towards accepting the null hypothesis of a 
unit root.  More recent studies such as that conducted by Bahmani-Oskooee et al (2014) 
augment the preceding panel model with Fourier functions in order to account for smooth 
breaks in the time series. Breaks could cause changes in the behaviour of long-run 
disequilibrating factors or result in changes in the exchange rate regime and exchange rate 
arrangements. This type of methodology can account for nonlinear adjustments of the real 
exchange rates toward their equilibrium.  
Further studies by Bahmani-Oskooee and Wu (2017) and Omay, Emirmahmutoglu and 
Hasanov (2018) include dummy variables to account for sharp breaks, as well as the 
aforementioned Fourier functions, in order to account for smooth breaks. These types of tests 
are also more likely to reject the null hypothesis of a unit root. This perhaps indicates that 
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they are able to not only account for nonlinear adjustment effects, but also nonlinear 
disequilibrating factors such as those identified in section 2.3.2.  
The criticisms of panel tests include the notion that it is standard practice to calculate real 
rates relative to the dollar. This in turn can lead to cross-sectional dependence in the time 
series. Adjusting for this problem appears to make it more difficult to reject the random walk 
null (Rogoff, 1996: 657). 
2.3.4.5 Co-integration and other models of the exchange rate 
In this section, alternative methods of determining whether the PPP hypothesis holds are 
briefly discussed.  
Co-integration tests examine if there exists a long-run equilibrium relationship between 
variables. These methods can be applied to nominal exchange rates and relative prices. 
Furthermore, they can be applied to individual time series or panels. For instance a general 
specification would be: 
              
    , 
If the following variables are integrated of order one:   ,   , and   
 , and the residual is 
stationary, then the PPP holds. MacDonald (1993: 694) in fact refers to this as a “weak-form” 
PPP. Additionally, it is known as a “strong-form” PPP if      and      . The evidence 
for the PPP hypothesis is mixed. Pedroni (2001), Husted and MacDonald (1998) and Cheung 
and Lai (1993) use co-integration methods and have found evidence in support of the PPP. 
Nevertheless, Taylor (1988) is unable to reject the hypothesis of non-cointegration of the 
exchange rate and relative prices. It is interesting to note that Husted et al (1998) report half-
lives of between 3 and 6 years. 
Further approaches to testing PPP, include the use of other co-integrating models such as 
vector auto-regression models (VAR) or auto-regressive distributed lag (ARDL) models. 
These types of models are adept at testing factors that cause the real exchange rate to diverge 
from equilibrium. Halicioglu and Ketenci (2017) for instance use an ARDL model to validate 
whether productivity bias causes deviations from PPP. They have obtained mixed results, but 
for the majority of countries employing tests on the real exchange rates, productivity bias 
does not cause disequilibria in the real exchange rate. Mustacelli and Spinelli (1999) found 
the opposite to be true using a structural VAR model. They found that productivity 
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differentials caused persistent deviations, but fiscal policy shocks only caused temporary 
deviations from PPP.  
2.3.5 THE PURCHASING POWER PARITY PUZZLE AND NONLINEARITY 
The fact that the real exchange rate is volatile in the short-run, implies that there seems are a 
variety of influences of this rate, yet the convergence of this rate in the long-run is slow. PPP 
fails to describe this volatility, or to indicate why average half-lives are long. Rogoff 
(1996:664) terms it the ‘PPP puzzle’ because it is difficult to reconcile the extremely high 
short-term volatility of the real exchange rates with the slow rate at which it takes for PPP 
deviations to damp out. Moreover, prices are not as volatile in the short-run. 
Allowing for nonlinear dynamics in real exchange rate adjustment is seen as a method of 
resolving the PPP puzzle in the literature. Within a linear framework, the econometric 
problem is reduced to the estimation of a single parameter, i.e. the half-life. Furthermore, the 
adjustment speed of deviations from parity is assumed to be uniform at all times, as well as 
independent of the magnitude of the deviation (Taylor and Taylor, 2004:14). In section 2.3.2, 
it was outlined how various factors cause disequilibria in the real exchange rate. The 
amalgamation of these factors is unlikely to be linear.  
In section 2.3.2, it was suggested that the aforementioned factors may create a buffer in 
which the exchange rate fluctuates. Price parity depends on this buffer. In the real-world there 
could be buffers to parity for every good and service in international trade. PPP would thus 
be conceived as some sort of central tendency among these individual parities (Yeager, 
1966:176). This idea originates from the work of Heckscher (1916). Deviations from PPP are 
thus likely to be nonlinear.  
Obstfeld and Taylor (1997:22) posit that a region of no central tendency among relative 
prices implies that price adjustment should be treated as a nonlinear process. In particular, to 
model this, they propose a threshold autoregressive (TAR) specification. Threshold models 
are a special case of regime switching models, and they are piecewise linear. Essentially they 
assume a process may behave differently when the values of a variable exceed a particular 
threshold (Pennsylvania State University, 2018).  
The LOOP implies that individual goods arbitrage will cause the real exchange rate to revert 
to its mean, which is referred to as PPP.  The TAR framework says that deviations from the 
LOOP will be non-mean-reverting as long as they are smaller than the arbitrage costs, and 
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mean-reverting once they exceed the arbitrage costs. To exemplify and illustrate this, 
transaction costs of arbitrage may lead to purely random changes in the real exchange rate 
until a threshold equal to the transactions’ cost is breached (Taylor et al, 2004:15). 
The results of Obstfeld et al (1997:23) suggest that convergence is more rapid for large price 
discrepancies: however, the final stages of price adjustment may be impeded by relatively 
small market frictions due to lack of perfect arbitrage. Similarly, Sarno, Taylor and 
Chowdhury (2004) have used a TAR model to test the empirical validity of the LOOP for a 
range of goods in advanced economies, since the advent of the current flexible regime. Their 
results indicate deviations from the LOOP are somewhat sticky, and supportive of the notion 
of nonlinear real exchange rate adjustment in the presence of international arbitrage costs 
(Sarno et al, 2004:22). These findings imply that deviations from the LOOP are characterised 
by discrete regime switching. 
Kapetanios et al (2003) developed a unit root testing procedure that can detect the presence of 
non-stationarity against nonlinear but globally stationary exponential smooth transition 
autoregressive (ESTAR) processes. The ESTAR model allows for transitions along a 
continuous scale, which implies that they are smooth: this however is unlike the abrupt 
switches in simpler TAR models (Gibson and Nur, 2011:3) This model accounts for changing 
behaviour of the time series, and this change is attributed to the transition variable. A strength 
of the ESTAR model is that a transition may depend on lags of the series or exogenous 
variables. Kilian and Taylor (2001:19) find that with an ESTAR framework, large shocks 
lead to more rapid mean reversion than do small shocks to the real exchange rate. Christodou 
et al (2009), and Bahmani-Oskooee et al (2014), whose results were discussed earlier, use 
this methodology.  
2.3.6 CONCLUSION  
Section 2.3 developed the concept of PPP established in section 1.1.5. Where the latter 
focused on introducing and defining PPP, the former focuses on long-run factors that disturb 
PPP’s equilibrium. This section also considered PPP under different exchange rate regimes 
and arrangements. Empirical validation and previous studies on PPP were also discussed. 
This discussion provides valuable insights for the empirical framework of this study.  
Mean reversion is consistent with the notion of stationarity in the real exchange rate. 
Nonetheless, the literature indicates that mean reversion of the real exchange rate takes longer 
than anticipated. Half-lives are on average around 3 to 4 years: mean reversion is therefore a 
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medium-run process, and not a short-run phenomenon. This long adjustment is known as the 
PPP puzzle. 
Some of the disequilibria, identified in 2.3.2, can persist and act as frictions. Furthermore, the 
process of goods arbitrage seems to be unable to dissipate some of these frictions. This 
further adds to the fact that the prices of goods are sticky in the short-run. Finally, the 
disturbances factors act as nonlinear disequilibrating factors in the real exchange rate, 
therefore methodologies used to empirically validate the PPP need to facilitate this.   
The PPP hypothesis holds provided that none of the assumptions behind it is being violated. 
The empirical validation of the PPP has generally indicated mixed results, and there is thus a 
general lack of consensus. International arbitrage costs lead to the real exchange rate being 
characterised by nonlinear mean reversion.  
Many studies employ methodologies that do not account for phenomena such as switches in 
exchange rate regimes and nonlinear adjustment effects. However, the majority of the 
countless studies on the empirical validation of the PPP hypothesis seem to indicate that it 
does indeed hold. This is especially true when nonlinear empirical frameworks are used, such 
as STAR models, and those also augmented with Fourier functions. These Fourier functions 
account for smooth breaks in the time series. In conclusion, developments in the modelling of 
the real exchange rate are reconciling the PPP puzzle.  
2.4 CONCLUSION TO THE CHAPTER 
In this study, exchange rate regimes refer to a time period, whereas an exchange rate 
arrangement refers to the de facto exchange rate policies within a nation. This chapter began 
by providing a very brief overview of exchange rate regimes. This was followed by a review 
of the classification of a country’s exchange rate arrangement with the associated monetary 
policy anchor. These concepts were reviewed from both a policy perspective and an 
economic performance perspective.  
It was found that globalisation has been facilitated by the current flexible exchange rate 
regime, and this has led to an increasingly integrated world economy. The exchange rate 
arrangement is divided into 10 classifications, which can be placed on a continuum of being 
fixed (no separate legal tender) to free floating. In the policy choice of selecting a particular 
exchange rate arrangement, a nation is confronted with a policy trilemma which says that in 
an open-economy a government cannot simultaneously maintain stable exchange rates, free 
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capital movement, and monetary autonomy. Essentially, the choice between fixed and 
floating exchange rates is a trade-off between national policy independence and international 
economic integration. 
A floating exchange rates arrangement facilitates capital flows, and acts as a shock absorber 
to external macroeconomic shocks. Capital flows are an important factor in terms of the 
economic growth and prosperity of nations. However, the significant disadvantage is when 
countries have foreign currency-denominated liabilities. An unexpected depreciation of the 
domestic currency can have major consequences. 
The section 2.3 reviewed the literature relating to this hypothesis. The PPP is seen as 
determining the exchange rate in the long-run, and the secondary factors typically cause 
disequilibria of the exchange rate. They come in the form of changes in consumer 
preferences, changes to productivity growth, artificial hindrances to international trade, Dutch 
disease, international movements of capital, monetary disturbances, and biased productivity. 
These factors act as frictions that prevent PPP from holding. Variability in the exchange rate 
can therefore have real economic effects. 
The length of time that disequilibria persist is dependent on the nature of the factors involved. 
These factors lead to the notion of the PPP puzzle, because it is difficult to reconcile the 
extremely high short-term volatility of the real exchange rates with the slow rate at which it 
takes for deviations from PPP to damp out. In the preceding sections it was highlighted that 
techniques that account for the aforementioned factors, can help to resolve and settle the PPP 
puzzle.  
The PPP hypothesis was also considered under different exchange rate regimes and 
arrangements. The literature indicates that there is little consensus on the real exchange rate 
adjustment to PPP under different nominal exchange rate regimes and arrangements. This 
could indicate that exchange rate regimes and arrangements do not necessarily impose a 
condition on the PPP hypothesis and its validity. However, this lack of consensus could also 
be perceived as being attributable to the data or methodology employed.  
What is evident is that the nature of the behaviour of the real exchange rate under different 
arrangements and regimes is different. This dissimilar behaviour does not necessarily imply 
that PPP will or will not hold. In empirically validating the PPP, it is recommended that 
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models should account for the change of behaviour in the time series, and the possibility of 
changing exchange rate arrangements and regimes. 
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3 CHAPTER THREE: A NEWLY INDUSTRIALISED COUNTRY 
The purpose of this chapter is to review the literature relevant to the study of PPP in a NIC. 
Whereas the previous chapter focused on the exchange rate and PPP, this chapter is primarily 
concerned with the concept of a NIC. In this chapter, a basic outline of a NIC is given after 
which, present-day NICs are identified. Brief case studies illustrate how the concept 
manifests itself in various countries. This is concluded with an exposition of a NIC which 
aims to provide clarity as to what the term should refer to. Previous studies of PPP in the 
various NICs are also surveyed and reviewed in this chapter. 
3.1 FRAMEWORK OF A NEWLY INDUSTRIALISED COUNTRY 
A newly industrialised country (NIC) is a country whose rapid industrial growth delivers high 
levels of economic development (Williams, Meth, and Willis, 2014:357). The term describes 
countries that are moving from primary-producing economies to a greater focus on industry 
and manufacturing. ‘New’ since the classification is used to represent economies that are 
currently transitioning between developing and developed. It has previously been ascribed to 
the Asian Tigers when they underwent rapid industrial growth.  
The macroeconomic policies of NICs vary. The defining feature of a NIC is the widespread 
use of industrialisation as a strategy for development. Through industrialisation and rising 
exports, NICs have experienced rapid economic growth that has granted them upward 
mobility in the hierarchy of world economies. NICs are increasingly significant actors in and 
increasingly integrated into the international economic system.  
There is however no consensus in the literature as to which countries are NICs. The notion of 
defining a NIC raises further issues. The issue relevant for this study is: once a country has 
reached developed status, is it still considered a NIC?  Historical literature, such as that of the 
Organisation for Economic Cooperation and Development (1979) listed Brazil, Greece, Hong 
Kong, Mexico, Portugal, Singapore, South Korea, Spain, Taiwan, and Yugoslavia as NICs. 
Most of these are presently classified as advanced economies. To contrast with the previous 
list, a more recent list categorises Argentina, Brazil, China, India, Malaysia, Mexico, Russia, 
Thailand, Turkey, and South Africa as NICs (Singal et al, 2014). 
Being classified as a NIC creates an expectation that these economies will attain higher levels 
of development. The perception is that their economic activities, especially their 
industrialisation, positions them as the future of the globalised world economy. The exchange 
rate is at the centre of these economic activities. 
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In this study, the following features and conditions are necessary and sufficient to be 
regarded as a NIC: (1) industrialisation is used as a strategy for development; (2) the structure 
of production in terms of the labour force is predominantly non-agrarian; (3) trade is 
diversified in both products and partners; (4) they are not unilaterally considered as 
developed. 
With regards to the last point, the country is non-developed in the sense that it is not currently 
considered as either an advanced economy by the IMF or a high-income economy by the 
World Bank. In other words, it has not completed the transition from developing to developed 
status. An additional tacit criterion is whether the country has been referred to as a NIC in 
previous literature.  
3.2 THE NEWLY INDUSTRIALISED COUNTRIES 
According to the aforementioned criteria the following countries are presently identified as 
NICs: Argentina, Brazil, China, Egypt, India, Indonesia, Malaysia, Mexico, Philippines, 
Russia, Thailand, Turkey, Vietnam, and South Africa. These countries are indicated in Figure 
3.1.  
A series of Tables are used to give a snapshot of the NICs economies. These tables detail key 
statistics of the NICs economies. Specifically, they entail GDP (3.1), trade (3.2), and other 
macroeconomic (3.3) indicators of the NICs. In the proceeding subsections, overviews of the 
NICs economies with reference of their respective monetary, trade, and industrial policies as 
well as economic and exchange rate history are briefly considered. 
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Figure 3.1: Map of present-day newly industrialised countries 
  (Author, 2018) 
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Table 3.1: Gross domestic product indicators in newly industrialised countries 
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GDP (PPP) 
(trillion US$) 
0.92 3.24 23.30 1.13 9.45 3.25 2.36 0.93 0.88 3.82 1.23 2.14 0.65 0.77 
GDP (current 
international $) 
(trillion US$) 
0.64 2.06 12.01 0.24 2.60 1.02 1.15 0.31 0.31 1.58 0.46 0.85 0.22 0.35 
Real GDP growth (%) 2.9 1.0 6.9 4.2 6.7 5.1 2 5.9 6.7 1.5 3.9 7.4 6.8 1.3 
GDP 
per 
sector 
(%) 
Agriculture 10.8 6.6 7.9 1.7 15.4 13.7 3.6 8.8 9.6 4.7 8.2 6.8 15.3 2.8 
Industry 28.1 20.7 40.5 34.4 23 41 31.9 37.6 30.6 32.4 36.2 32.3 33.3 29.7 
Services 61.1 72.7 51.6 54 61.5 45.4 64.5 53.6 59.8 62.3 55.6 60.7 51.3 67.5 
GDP per capita (PPP) 
($) 
20787 15484 16807 11583 7056 12284 18258 29431 8343 25533 17871 26505 6776 13498 
Industrial growth (%) 2.7 0.0 6.1 3.5 5.5 4.1 -0.6 5 7.2 -1 1.6 9.1 8 1.2 
(United States of America, 2018). 
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Table 3.2: Trade in a newly industrialised countries 
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Trade (% of GDP) 25.01 24.12 37.80 44.79 40.64 39.54 77.57 135.92 70.66 46.73 121.66 54.17 200.31 58.18 
Current account 
balance (billion US$) 
-31.32 -9.76 164.9 -14.92 -48.66 -17.33 -19.35 9.30 -2.52 35.44 51.08 -47.44 5.40 -8.58 
Total (exports) (billion 
US$) 
58.45 217.2 2216 23.3 304.1 168.9 409.8 187.9 48.2 353 235.1 166.2 214.1 94.93 
Total (imports) 
(billion US$) 
63.97 153.2 1740 59.78 452.2 150.1 420.8 160.7 1.88 49.01 269 250.2 11.42 30.38 
Reserves of foreign 
exchange and gold 
(billion US$) 
53.33 374 3236 35.89 409.8 130.2 175.3 102.4 81.57 432.7 202.6 107.7 49.5 50.72 
(United States of America, 2018). 
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Table 3.3: Macroeconomic indicators of newly industrialised countries 
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Currency  peso real  yuan pound rupee rupiah peso ringgit peso rouble baht lira đồng  rand 
Exchange rate 16.92 3.19 7.76 18.05 65.17 13385 18.26 4.34 50.4 58.39 34.34 3.63 22425 13.67 
Big Mac Price (US$) 4.00 5.10 3.20 1.90 2.80 2.70 2.60 2.30 2.60 2.30 3.70 2.80 2.90 2.40 
Big Mac Index
2
  -51% -20% -44% -68% -60% -54% -53% -62% -53% -62% -35% -59% -49% -58% 
CB discount rate
3
 NA 7 2.25 19.25 6 6.37 7.25 3 3.56 10 1.5 5.25 4.25 5.75 
Inflation 25.7 3.4 1.6 23.5 3.6 3.8 6 3.8 2.9 3.7 0.7 11.1 3.5 5.3 
Labour force (million) 18 104.2 806.7 29.95 521.9 125 54.51 14.94 42.78 76.53 38.37 31.3 54.8 22.19 
Labour 
force % 
sector 
Agriculture 5.3 9.4 27.7 25.8 47 32 13.4 11 25.4 9.4 31.8 18.4 40.3 4.6 
Industry 28.6 32.1 28.8 25.1 22 21 24.1 36 18.3 27.6 16.7 26.6 25.7 23.5 
Services 66.1 58.5 43.5 49.1 31 47 61.9 53 56.3 63 51.5 54.9 34 71.9 
Unemployment (%) 8.4 12.8 3.9 12.2 8.5 5.4 3.4 3.4 5.7 5.2 0.7 10.9 2.2 27.5 
Gini index 41.7 49 46.5 31.8 35.2 36.8 48.2 46.2 44.4 41.2 44.5 40.2 34.8 62.5 
HDI 0.825 0.729 0.752 0.696 0.640 0.694 0.774 0.802 0.699 0.816 0.755 0.791 0.694 0.699 
(United States of America, 2018) (The Economist, 2018)  
 
                                                 
2
 Big Mac index indicates whether a currency is under- or over- valued relative to the US$; negative indicates undervalued. 
3
 CB (Central Bank) 
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3.2.1 ARGENTINA 
Argentina is a country that is difficult to classify. The IMF does not view it as an advanced 
economy while the UN classifies it as a developing nation, though according to the World 
Bank, it is high-income economy. Argentina is thus included as a NIC since the majority of 
classifications do not include it in the upper echelons of classifications. Moreover from an 
investment perspective, it is typically grouped as an emerging market.  
Industrialisation is not new in the same sense as in the other NICs. In Argentina, 
industrialisation and economic diversification occurred in the early stages of the twentieth 
century. Historically, Argentina has followed import substitution industrialisation policies 
(Katz and Kosacoff, 2000:282). To some extent this has hampered economic development. 
Currency crises, which are discussed later, lead to foreign exchange shortages, which 
necessitate import substitution. This is apparent in the Industrial Strategic Plan 2020 which 
aims to facilitate production for the domestic market (Santarcángelo, Schteingart and Porta, 
2018). 
At the present time, employment by economic sector in Argentina resembles that of an 
advanced economy, with around three quarters of people employed in the services sector 
(76.13%), almost one quarter in industry (23.33%), and the remainder are in the agricultural 
sector (0.54%) (Statista, 2018). Manufacturing accounts for the largest percentage of GDP by 
value added. According to the United Nations Human Development Report (2018a), 
Argentina has an HDI value of 0.825. This is the highest amongst all NICs.  
Rising trade barriers have limited the openness of Argentina’s economy (Organisation for 
Economic Co-operation and Development, 2017:41). Nevertheless, Argentina’s exports 
generally exceed imports; their main exports are vegetables, foodstuffs and wood (53.80%), 
services (17.75%), chemicals and plastics (8.35%), transport vehicles (7.50%), and minerals 
(4.53%); furthermore, their main export partners are Brazil (15.25%), China (7.78%), United 
States of America (7.67%), Vietnam (4.29%), and Chile (3.99%) (Harvard University, 2016). 
Trade in Argentina is therefore diversified in terms of both products and markets. Most 
exports are primary products, and primary products are more homogenous than others. Trade 
is therefore more likely to imply adjustment of the real exchange rate towards PPP.   
Argentina is a member of the Mercosur customs union and trade bloc. Mercosur eliminates 
customs duties and implements a common external tariff on certain imports from outside the 
bloc, and adopts a common trade policy toward outside countries and blocs (Felter and 
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Renwick, 2018). Critics of the bloc believe that it was set up with the aim of protecting 
Argentinian and Brazilian industries from global competition.  
For a more detailed history of Argentina’s economy, please see della Paolera and Taylor 
(2003) and Buera and Nicolini (2011).The Argentinian peso has a turbulent history, and has 
experienced currency crises in 1876, 1890, 1914, 1930, 1952, 1958, 1967, 1975, 1985, 1989, 
2001, and 2018 (Hanke, 2018) Argentina currently employs a floating exchange rate 
arrangement within another monetary policy framework. The Argentinian peso has 
experienced several crises throughout the twentieth and twenty-first centuries. In the 1980s 
there was a 1:1 fixed exchange rate with the United States dollar, but there have been several 
devaluations since then. This type of arrangement means that there is no exchange rate 
flexibility. Argentina has also experienced bouts of hyperinflation. For instance, in the 1990s 
a convertibility system resembling a currency board was established in order to curb inflation. 
This unorthodox system led to a currency crisis in 2001. At the behest of the IMF, Argentina 
is currently aiming to steadily reduce year-on-year inflation (Argentine Republic, 2018).  
3.2.2 BRAZIL  
Brazil is of particular interest, since, like South Africa, it is not an egalitarian society, but is a 
member of BRICS. Brazil, like most NICs has a floating exchange rate within an inflation 
targeting framework. The inflation target has historically been 4.5% and within a band of 
 2% (Williamson, 2010:1). Recently, Brazil’s National Monetary Council has lowered this 
target to 3.75% within a band of  1.5% in order to increase investor certainty and be more in 
line with other emerging economies in Latin America (Cascione and Ayres, 2017). The Real 
has been the currency of Brazil since 1994 (Encyclopaedia Britannica, 2014). 
The exchange rate receives attention from both fiscal and monetary authorities in Brazil. 
From a monetary perspective, The Central Bank of Brazil (2013:75) aims to preserve smooth 
adjustments to the exchange rate, and manage disorderly currency depreciation and excessive 
volatility. From a fiscal perspective, tax regulations are designed to inhibit speculative flows. 
It is interesting to note that the price of a Big Mac (US$ 5.10) in Brazil is the highest in all 
NICs. 
In the twentieth century, Brazilian economic policy was built on import substitution and 
protectionism.  The exchange rate was central to these policies. However, industrialisation 
was hampered by the Dutch disease (Suggett, 2016:12). Brazil has had much lower saving 
and investment rates than in high growth Asian economies (Schneider, 2015:115). Since 
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1995, Brazil has been following a growth with foreign savings strategy. Nevertheless, its 
economy remains quasi-stagnant. In addition, it has experienced increased indebtedness and 
financial dependency; and also a BoP crisis (Bresser-Pereira, 2009:149, 154). 
Developmental reforms in the twenty-first century include privatisation of state owned 
enterprises (SOEs), opening up the economy to foreign investment and competition and 
establishing macroeconomic stability by establishing fiscal sustainability and getting inflation 
under control (Trubek, Coutinho and Schapiro, 2013:283). Moreover, there has been an 
increasing move towards statist industrial policy. The federal or state governments directly or 
indirectly are among the top five shareholders in up to 20 percent of Brazilian-listed 
companies (Leahy, 2011).  
Brazil is classified as a developmental state, with a strong focus on social investment (Burger, 
2014:8, 1). Through conditional cash transfers for education and health, the government of 
Brazil has aimed at reducing inequality and improving human development (Hailu and 
Soares, 2009:1). Brazil’s level of human development as measured by the HDI (Human 
Development Index) has steadily risen over the last thirty years (United Nations, 2018b:2). In 
other words, there is significant human capital accumulation, and one can anticipate that this 
leads to productivity growth. The service sector is the leading sector employing more than 
70% of the workforce (World Atlas, 2018a). Furthermore, Brazil has adopted a rules-based 
approach to industrial policy (Leahy, 2011). 
The main exports of Brazil are raw materials, in  other words, primary products, and is thus 
less involved in global value chains than other NICs (Boddin, 2016:23). These exports 
exceed imports and are diversified across various sectors such as vegetables, foodstuffs and 
wood, minerals, services, transport services, and chemicals and plastics (Harvard University, 
2016). However, the reliance on commodity exports can lead to the Dutch disease, where 
revenues from natural resources make the currency stronger, imports cheaper, and 
manufactured products more expensive.   
Currently, Brazil engages in comparatively little regional trade. It exports goods and services 
to Asia (40.47%), Europe (21.69%), North America (17.38%) and South America (15.18%). 
The main imports originate from Asia (30.55%), Europe (27.45%), North America (24.36%) 
and South America (13.84%) (Harvard University, 2016). Trade is predominantly with China 
(19.67% exports, and 15.18% imports), and the United States of America (12.31% exports, 
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20.70% imports) (Harvard University, 2016). Like Argentina, Brazil is a member of the 
Mercosur trade bloc and customs union. 
Boddin (2016:14) identifies Brazil’s tariff regimes as being protectionist. Brazil therefore 
supports manufacturing through the following industrial policies: PITCE (in 2003) 
emphasises innovation and PDP (in 2013) emphasises support for industry – in particular 
mining, steel, automobiles, aviation (aircraft manufacturing) and bio-fuels (ethanol) (Burger, 
2014:8). 
3.2.3 CHINA 
China has gradually reformed over the past fifty years and has changed from a centrally 
planned to a market-oriented one. Today, the Chinese economy is a major driver of global 
economic growth. By net flows, China is also the world’s third largest outward investor 
(United Nations, 2017:52). It is currently the largest economy in the world by GDP (PPP). 
China is categorised as a third-generation developmental state. The Chinese government is 
both authoritarian and interventionist, which complements industrialisation (Frankel, 2015).  
In the developmental state model, government and private industry are in a mutually 
beneficial relationship (Ng, 2008). State intervention in industrial policy is credited for its 
significant positive role in Chinese economic development (Lo and Wu, 2014:325). The state 
incentivises TNCs to invest in higher value-added operations. The economic system is 
increasingly market-orientated. However, the state has a majority share in all but one of the 
100 largest publicly listed companies (World Trade Organisation, 2018a:12). This gives the 
government substantial sway over cooperate decisions and consumer choice. 
The Chinese government produces five-year national development plans, focused on 
achieving economic growth (Moody, 2015). Central planning has been used to mobilise 
capital and labour for industrialisation; all state enterprises and all farmers fulfil their 
obligations under the central plan, but sell any surplus on private markets (Young, 2015). 
Central planning directed the production of major products by state-owned enterprises 
(Chow, 2011:1). The most recent plan continues structural economic reforms which includes 
the promotion of competition, fiscal reform, financial sector reform to increase private capital 
participation in banking and expand the provision of financial services, and making the 
exchange rate and interest rate more market-oriented (World Trade Organisation, 2018a:9). 
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Due to China’s size, there is an emphasis on the local, not national, developmental state 
(Fine, 2010:173). Nationally, in order to fulfil economic development aims, the financial 
system is used to guide the private sector (Leahy, 2011). Governance is incentivised to 
achieve the objective of economic growth (Knight, 2013:19) 
Exports exceed imports, and the main exports are electronics (26.43%), machinery (21.63%), 
textiles and furniture (16.01%), services (8.32%) and chemicals and plastics (7.63%), 
whereas the main imports are services (23.16%), electronics (20.31%), minerals (13.23%), 
machinery (11.95%) as well as chemicals and plastics (8.67%) (Harvard University, 2016). 
The main destinations of China’s exports are the United States of America (18.68%) Hong 
Kong (11.72%), Japan (6.01%), Germany (4.35%) and South Korea (3.84%). China imports 
goods and services from Taiwan (9.48%), South Korea (9.21%), Japan (8.62%), United 
States of America (8.17%), and Germany (5.80%) (Harvard University, 2016).  
China is currently a key manufacturer of intermediate goods as well as a final assembling 
destination (Boddin, 2016:15). China is a major destination of manufacturing outsourcing. 
Their main trading partners are all countries that are also known for their manufacturing. The 
relatively low percentages highlight the high diversity of China’s trade partners. Furthermore, 
the nature of exports and imports are indicative of how China is a key player in global value 
chains. China has a large trade surplus, and uses a variety of industrial policies such as cheap 
loans from state-owned banks, energy subsidies and export subsidies to promote trade. Costs 
are further held down because of lax environmental regulations and low labour standards 
(Smith, 2018). These types of policies have distorted global trade. 
China currently has multiple bilateral free-trade agreements with the Association of Southeast 
Asian Nations (ASEAN), Australia, Chile, Costa Rica, Georgia, Hong Kong, Iceland, Macau, 
Maldives, New Zealand, Pakistan, Peru, Taiwan, Singapore, South Korea and Switzerland 
(China Free Trade Agreement Network, 2018). Signing trade agreements is an imperative for 
the Chinese economy which is heavily reliant on trade.  
China’s trade and industrial policies were historically aimed at building autarky. However 
this has changed substantially. Chen and Feng (2001:323) found that trade policy in China is 
mainly defined by an industrial policy favouring high-tech industries and a social policy 
aimed at minimising social instability. Economic development has undergone a transition 
from labour intensive industrialisation to capital deepening industrialisation (Lo et al, 
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2014:325). This type of transition has accelerated productivity growth and is facilitated by a 
very high savings rate.  
Currently, China has endeavoured to reform its customs procedures for example by reducing 
clearance periods. It has also created special free trade zones; all tariffs are bound; and they 
grant unilateral trade preferences to LDCs (World Trade Organisation, 2018a:9, 11). The 
main trading partner for many African countries is China.  
China is a unique NIC with regards to its exchange rate arrangement in that it is classified as 
having an other managed arrangement, with a monetary aggregate target. A basket of 
currencies is used as a reference. The exchange rate is a policy tool to maintain financial 
stability. During the 2007-2008 financial crisis, the exchange rate was pegged to the US 
dollar (United States of America, 2018).  
China has a massive trade surplus, and is using it to accumulate large foreign reserves. These 
reserves help facilitate the exchange rate arrangement. Recent developments have led to 
China following a market-orientated approach to monetary policy, whereby the People’s 
Bank of China uses repos and lending facilities to promote better capital allocation and guide 
market interest rates to more closely match their objectives (World Trade Organisation, 
2018a:9). The current rate of inflation as measured by the CPI is 2.5%, which is within the 
desired range of 2-3% (Kanihama, 2018). 
A previous study by Zhang (2001:80) found that China’s real exchange rate was chronically 
overvalued. However, exchange rate reform led to a substantial depreciation of the Chinese 
currency after 1981. China’s currency was gradually devalued in stages during the 1980s and 
1990s, and was used as a policy tool to attain real targets (Zhang, 2001:80-81). Using annual 
data spanning the period 1980 to 2011, Zhang and MacDonald (2014:647) found that the 
Chinese Yuan was chronically overvalued before 1987, but has been undervalued since then. 
China has a history of managing its exchange rate by means of foreign reserves it has 
accumulated through trade. Various authors have indicated that there is some evidence of 
currency manipulation in China (Goldstein, 2006:45) (Staiger and Sykes, 2010: 583). 
China currently has a managed floating exchange rate framework in order to keep the 
Chinese Yuan stable (Yao, 2017). The Big Mac index indicated the yuan was undervalued 
relative to the dollar. The current trade war with United States of America is leading to a 
more flexible yuan, which is causing it to appreciate relative to the dollar (Smith, 2018). 
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3.2.4 EGYPT 
From the 1950s till the 1990s, Egypt engaged in import substitution industrialisation. Policies 
included subsidising internal producers and placing tariffs on imports. Furthermore, the 
economy relies on the export of raw materials. This creates the incentive for the central bank 
to maintain an overvalued exchange rate. In fact, Egypt maintained a fixed exchange rate 
until 2016. As identified in section 2.2.4, a fixed exchange rate constrains monetary policy. 
Maintaining an overvalued currency requires higher interest rates. This in turn makes it more 
difficult for economic agents to acquire capital. Without capital, markets cannot operate 
effectively. In particular, small and medium enterprises are unable to take out loans, and this 
hurts the economy (Tohamy, 2016). Other economic policies sought to promote equity, 
through public sector expansion, nationalisation of foreign and large domestic assets and 
subsidies for consumption goods.  The aforementioned policies led to budget deficits.  
Market reforms and privatisation were necessitated in the 1990s and early 2000s to meet the 
terms of international institutions and lenders. In particular, an IMF-sponsored structural 
adjustment program was implemented. The programmes were successful at addressing 
macroeconomic issues, but the manner in which they were enacted actually led to corruption, 
concentration of economic and political power, rising inequality, poverty and unemployment 
(Nagarajan, 2013:22). 
More recently, Egypt adopted transformational market reforms following the 2011 
revolution. Reforms are focused on rebalancing the macroeconomy and include: passage of a 
VAT law, reducing energy subsidies, containing the public wage bill, and the liberalisation of 
the Egyptian Pound (World Bank, 2018b). Specifically, in order to secure a loan from the 
IMF, Egypt floated its currency (United States of America, 2018). These market reforms led 
to high inflation which subsequently slowed slightly but still remains in double digits. The 
CPI of Egypt is criticised as a bad inflation measure by being heavily weighted by 
commodities which are subject to price controls (Srinivasan, 2005: 3). Other reforms include 
shifts from generalised energy and food subsidies to programmes aimed at combating poverty 
and targeting human development.  
Egypt currently has a trade deficit. Its main exports are services (34.75%), minerals 
(14.64%), vegetables, foodstuffs and wood (13.67%), chemicals and plastics (9.56%) and 
textiles and furniture (8.71%); and the main imports are services (20.10%), vegetables, 
foodstuffs and wood (17.21%), machinery (11.32%), minerals (11.22%), and chemicals and 
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plastics (10.87%) (Harvard University, 2016). The main export destinations are United Arab 
Emirates (8.94%), Saudi Arabia (6.80%), Italy (6.25%), United States of America (5.81%) 
and Turkey (5.36%), and imports are from China (15.29%), Germany (7.30%), Russian 
Federation (5.54%), Italy (5.00%) and United States of America (4.87%) (Harvard 
University, 2016).  
Egyptian trade is somewhat regional. Exports are predominantly in the tertiary and primary 
sectors of the economy. Trading partners are diverse and regional. Primary products are more 
likely to have close substitutes. Furthermore regional trade implies lower transport costs. This 
is likely to imply that PPP will hold, since there is likely to be more opportunities for goods 
arbitrage.  
A large portion of the Egyptian labour force is engaged in primary sector economic activities. 
Furthermore, attitudes towards gender roles impact on individual’s labour market 
participation. (Miyata and Yamada, 2016:876). This suggests that the evolution from an 
agrarian society into an industrial society is still at an earlier stage in this economy than in 
other NICs. 
3.2.5 INDIA 
Since independence in 1947, the government of India has adopted several Industrial Policy 
resolutions. The early policies favoured involvement of the state in the development of 
industries with emphasis on social aspects such as providing opportunities for employment, 
improving the standards of living, and promoting justice and equality (Mehta, 2018). Later 
acts regulated the development of industries, and licensed industries and were designed to 
curb unfair practices adopted by industries, and provide mechanisms for the government to 
make reformative provisions (Paper Tyari, 2018). These policies were categorised as import 
substitution industrialisation (Vijayabaskar and Babu, 2014:249) and were often hindrances 
to both domestic and foreign investment. The development was stifled by the licensing of 
industries.  
India’s main trading partner was the Soviet Union, and its collapse necessitated economic 
reforms which were introduced in the most recent industrial policy of 1991. They redefined 
the public sector, deregulated industries, de-licensed industries, and therefore increased 
private sector participation and competition in the economy.  Furthermore, they liberalised 
foreign investment and foreign technology, and encouraged export promotion (Jose, 2016). 
Ahluwalia (2002:67) said that the poor implementation of reforms has had a dampening 
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effect on India’s growth potential. India has never used the exchange rate as a tool to 
facilitate trade (Reserve Bank of India, 2013: 173). 
A strength of the Indian economy is its potential due to the large young population. India has 
one of the largest labour forces in the world, therefore human resources are typically low-
cost, but it is hampered by inflexible labour laws. The 2016 estimate of the sector breakdown 
of Indian GDP composition was 15.4% in agriculture, 23% in industry and 61.5% in services; 
however, the labour force by occupation is 31% in agriculture, 22% in industry, 31% in 
services (United States of America, 2018). Services employ just as many people as 
agriculture, but contributes a far larger share of  GDP. This indicates that the economy has 
not fully industrialised, and implies that the economy will need to provide people with higher 
order skills that will enable them to find more remunerative employment. The lack of people 
joining the industrial sector of the economy may also be a symptom of poor economic policy.  
The main exports are services (38.03%), stone and glass (10.65%), chemicals and plastics 
(10.11%), textiles and furniture (9.51%) and vegetables, foodstuffs and wood (8.43%), and 
the main imports are services (22.06%), minerals (20.55%), stone and glass (10.53%), 
chemicals and plastics (10.31%), and machinery (9.38%) (Harvard University, 2016). The 
main destination of India’s exports are the United States if America (16.50%), United Arab 
Emirates (10.85%), Hong Kong (4.86%), China (3.67%), and United Kingdom (3.16%), and 
imports are from China (17.06%), United States of America (5.95%), Saudi Arabia (5.17%), 
United Arab Emirates (5.15%), and South Korea (3.42%) (Harvard University, 2016).  
The trade statistics indicate that India has a diverse economy, and engages in trade with its 
neighbours. Trade in intermediate products dominates trade in final products. Furthermore, 
growth in trade has exceeded growth in output (Boddin, 2016:11). India is a member of 
BRICS and is part of the ASEAN-India free trade area. It therefore does have some trade 
relations, but not with its main trading partner. ASEAN is an intergovernmental organisation 
that facilitates economic as well political, security, military, and other forms of integration 
India is major service outsourcing destination and plays an integral role in the global software 
value chain. The main services are in the ICT sector which accounts for 27.27% of all 
exports. Travel and tourism accounts for 5.38%, transport for 3.64%, and insurance and 
finance for 1.73% (Harvard University, 2016). This sector relies on human capital 
investment. Boddin (2016) identified value added exports generated by services and finance 
in accounts for a large proportion of revenue from foreign consumption in India. In particular, 
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according to the National Association of Software and Services Companies, India’s share in 
the global IT outsourcing stood at 55% in 2010 (International Business Times, 2011). 
India benefits from the legacy of colonialism which introduced the incentive to acquire 
English-language skills that persist even today. Initial import substitution facilitated human 
capital accumulation and capital deepening. Later trade openness meant that India emerged as 
the key player in the global ICT services value chain. Having a youthful population that 
requires ICT services is also an advantage. 
Between 1947 and 1971, the rupee had a fixed par value. Between 1971 and 1992, the rupee 
was pegged to the pound sterling (between December 1971 and September 1975) and to the 
US dollar (between August 1971 to December 1991) (Josh, 2015). The rupee has been 
floating since 1993. Currently the exchange rate arrangement in India floats within an 
inflation targeting framework. This implies that the exchange rate of the rupee is determined 
by market forces. The Reserve Bank of India (2013:169) intervenes occasionally to maintain 
orderly conditions and curb excessive volatility in the foreign exchange market. The price of 
a Big Mac (US$ 2.80) is less than that of the average NIC. 
3.2.6 INDONESIA 
Indonesia is currently, the largest economy in Southeast Asia. It is a member of the G-20 and 
ASEAN. Strengths of the Indonesia economy include its abundant natural resources, a large 
population, and its strategic location. Furthermore, it is member of multiple trade 
organisations. Weaknesses include poor governance, the high incidence of corruption, lack of 
sufficient infrastructure, and its vulnerability to natural disasters (Rajah, 2018:14). 
The government of Indonesia has historically focused on industrialisation. This manifests 
itself for instance through protective trade policies of the 1970s. These policies changed the 
composition of industry and the labour force, and reduced absolute poverty. Specifically there 
was a shift from light manufacturing in industries such as food processing towards heavy 
capital-intensive industries, such as petroleum refining, steel and cement (Frederick and 
Worden, 1993). This in turn meant there were limited employment opportunities. 
Being a member of organisation of Petroleum-Exporting Countries (OPEC), the 1970s oil 
booms facilitated rapid economic growth in Indonesia (Booth, 1986:122). In the 1980s, oil 
price declines led to the government pursuing export-led policies that favoured private 
investors that could reduce oil dependence. In the 1990s, this necessitated industrial policies 
 77 
 
aimed at increasing employment via private investment. The policies were largely 
deregulatory, and led to Indonesia struggling significantly during the Asian Financial Crisis 
(Investments Indonesia, 2018a). This deregulation led to Indonesia being exposed to 
increased foreign capital flows which increased the intensity of the crisis. In modern times, 
increased supervision and transparency has been implemented in the financial system. 
The effect of previous policies on the labour market structure is still evident today. Industry 
contributes 41% to GDP, but in terms of labour force participation only accounts for 21% and 
is still dwarfed by agriculture (32%) and services (47%) (United States of America, 2018). 
This is an improvement on a decade ago where, by sector, the labour force was employed in 
agriculture (44.47%), industry (13.38%), and services (42.15%) (Hasoloan, 2006:10). 
Currently, Indonesia is a member of ASEAN, and is the largest economy in South East Asia. 
Through mining and manufacturing, the industrial sector contributes the most to Indonesia’s 
annual GDP growth. However, the China-ASEAN free trade agreement in 2010, has meant 
that Indonesian manufacturing must compete with more efficient and cheaper Chinese 
manufacturing. The Indonesian Ministry of Industry’s most recent economic plans therefore, 
concentrate on key manufacturing sectors, and aims at attracting foreign investment, 
improving the quality of human resources, and incentivises technology investment (Maulia 
and Tani, 2018).  
Other policies provide legal incentives to stimulate value added processing industries. 
Recently, the government has also contemplated a ban on the export of raw materials. Further 
protectionist trade policies include divesture requirements for foreign mining companies, 
tighter restrictions on imported food and local content requirements for electronic products 
(Rajah, 2018: 15). Although Indonesia has diversity in trade, its trade policies are 
increasingly protectionist and reminiscent of ISI. 
A significant amount of FDI is directed at the manufacturing and mining sectors through 
investors such as British Petroleum, Unilever, Shell, Rio Tinto, Premier Oil, British 
American Tabacco, Jardine Matheson, Rolls Royse, GlaxoSmithKline, and AstraZeneca 
(Chamber International, 2018). However, according to statistics in the United States of 
America (2018), total FDI is lower than peers such as Malaysia and Thailand.  
Boddin (2016:14, 23) found that compared to its peers, Indonesia is largely excluded from the 
international production network. Its main activity is adding value to primary export 
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products. This could be due to a reliance on natural resources, and this in turn could mean 
that the Indonesian economy potentially has some level of Dutch disease. The lack of 
involvement in international production networks is perhaps a symptom of this. Moreover, its 
large population may imply that production is overly geared to domestic production.  
65.24% of Indonesia’s exports are to the rest of Asia, their five main export partners are: 
China (11.87%), United States of America (11.48%), Japan (10.59%), Singapore (7.25%) and 
Japan (7.00%); 75.98% of Indonesia’s imports are from the rest of Asia, their five main 
import partners are: China (21.53%), Singapore (17.96%), Japan (8.19%), Thailand (5.64%) 
and Malaysia (4.82%) (Harvard University, 2016). Regional trade dominates international 
trade in Indonesia. 
The main export sectors are vegetables, foodstuffs and wood (24.61% - generally palm oil), 
minerals (18.73% - essentially coal), textiles and furniture (11.97% - predominantly 
footwear), services (12.89% - predominantly travel and tourism), and chemicals and plastics 
(8.49%), whereas the main import sectors are services (17.50% - primarily ICT and 
transport), machinery (15.42% - predominantly industrial machinery), chemicals and plastics 
(12.72%), vegetables, foodstuffs and wood (11.28%) and minerals (11.22% - mostly 
petroleum oils: refined and crude) (Harvard University, 2016).  
3.2.7 MALAYSIA 
Malaysia, like South Africa, has a multi-racial society. Since Malaysia’s independence it has 
pursued a trade-intensive policy. Malaysia used ISI in the late 1950s, changed to EOI in the 
mid-1960s, and changed back to ISI in the early 1980s, before finally reverting to EOI in the 
late 1980s. This final switch was accompanied by a depreciation of the ringgit, which 
lowered production costs, especially wages (Jomo, 1993:3). This means that Malaysian 
labour costs are competitive.  
ISI policies had the objective of attracting foreign investment and capital in the form of 
property and plant equipment. The goal was for foreign firms to bring Malaysian people into 
their value chains. FDI brings in capital investment, technology and management skills. Har, 
Teo and Yee (2008) found that FDI has had a significant positive effect on economic growth 
in Malaysia.  
Historically, Malaysia has had one of the highest domestic savings rates as a percentage of 
GDP amongst Asian countries (Chowdhury and Islam, 1993:128). However, Malaysia has 
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actually relied on foreign rather than domestic capital for its industrialisation (Henderson and 
Phillips, 2007:83). In other words, the industrialisation of Malaysia is foreign-driven. This 
strategy was adopted to ‘crowd out’ the influence and prevent capital accumulation of any 
particular ethnic group thereby promoting social harmony. Malaysia uses social policies as a 
tool of industrialisation. Furthermore, this mirrors the economic development of its 
neighbours.  Singapore pursued a policy of an export-oriented, foreign investment driven 
industrialisation (Chowdhury et al, 1993:31).  
However, considering the social aspect, studies have found that redistribution policies in 
Malaysia contributed to the underdevelopment of small and medium-sized firms capable of 
linking with TNCs on the basis of knowledge-intensive and higher value added operations 
while other social policies such as migration have allowed continued access to low-cost, low-
skilled labour (Henderson and Phillips, 2007: 82). Malaysia is increasingly experiencing 
competition from China in the low-end electronics market. Moreover, without adequate 
labour policies it has not progressed into higher-skilled aspects of global value chains. This 
has development implications as skills and productivity of workers have not advanced, and 
therefore GDP per capita and HDI cannot increase.  
Malaysia is a member of ASEAN, and has trade agreements with Australia. Trade makes up 
an increasingly larger share of GDP. Malaysia currently has a trade surplus and its top 
exports are integrated circuits, refined petroleum, telephones, semiconductor devices and 
palm oil (Massachusetts Institute of Technology, 2018). In fact, 37.42% of Malaysia’s trade 
is in the electronics sector. Foreign ownership in the electronics sector has consistently 
remained above 70% (Henderson et al, 2007:88). Currently, the main sources of FDI are 
China (21,0%), Switzerland (14,6%), Singapore (8,6%), Netherlands (7,0%) and Germany 
(5.3%) (Federation of Malaysia, 2018a).  
The main caveat of relying on foreign capital is the risk of potential outflows of this capital. 
This makes the ringgit vulnerable to exogenous factors. Moreover, the manufacturing sectors 
most reliant on this capital are the most vulnerable to this phenomenon. To prevent this, 
Malaysia needs to promote investor confidence to remain attractive to foreign investors. In 
fact, it is ranked the highest (25
th) amongst all the NICs, in the World Economic Forum’s 
Global Competitiveness Report 2016-2017 (Schwab and Sala-i-Martín, 2016).  
Historically, the Malaysian ringgit has been pegged to other currencies such as the US dollar. 
Estimates show that prior to the Asian crisis in 1997, it was overvalued (Sidek and Yussoff, 
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2009: 104). This further helped Malaysia maintain price competitiveness. Following the 
Asian crisis, in more recent years, the exchange rate arrangement has been classified as an 
“other managed arrangement” within an “other” monetary policy framework, but has 
previously been classified as floating (International Monetary Fund, 2016:7). In this period, 
the exchange rate was overvalued (Sidek et al, 2009:119). There has been a gradual shift 
towards the liberalisation of the foreign exchange market, and interventions on the foreign 
exchange market have become infrequent. 
Currently, the Bank Negara Malaysia, the central bank, has a role in maintaining price 
stability while remaining supportive of growth (Federation of Malaysia, 2018b). This has led 
to low and stable inflation, and preserved the purchasing power of the ringgit. Other functions 
include developing and monitoring the financial sector, and ensuring availability of credit to 
finance economic growth (Federation of Malaysia, 2018b). In recent times, the exchange rate 
of the ringgit has been vulnerable to volatile capital flows (Aziz, 2013:222).  
3.2.8 MEXICO 
Mexico initially followed an economic development strategy based on import substitution 
industrialisation with strong state intervention through policies. These policies were 
successful at promoting economic growth. They focused on infant industries but gave 
increasing emphasis to export targets and price competitiveness. Ros (1992:215) attributes 
some of this success to non-economic factors such as geography and politics. This industrial 
policy was coupled with the fact that the Mexican peso was one of the most stable of Latin 
American currencies. 
Industrial policy targeted specific sectors and focused on building local industrial integration. 
The exchange rate was stable as the arrangement was fixed at a low level between 1954 and 
1973 (Ros, 1993:6). This was coupled with an average inflation rate of 3.5% and economic 
growth. From the 1970s, industrial policy increasingly focused on efficiency and export 
promotion by adopting policies such as export subsidies, tariff rebates on imported inputs for 
exporters and incentivising export-orientated investments (Santarcángelo et al, 2018). 
Industrial policy could not be described as market-driven or export-orientated. 
Its trade policy was somewhat liberalised in the 1980s due to signing the General Agreement 
on Tariffs and Trade (GATT) in the late-1980s and a debt crisis which itself was due to the 
oil crisis and the states profligacy for social benefits in the 1990s. This led to inflation. There 
was also further political instability which reduced investor confidence, and led to capital 
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flight. Government responded with policies to promote stability and the central bank issued a 
new currency (Pérez, 2018). The central bank maintained a peg to the US dollar through 
intervening in foreign exchange markets in order to foster economic stability (Treasury 
Today, 2012). At this time the Mexican peso was overvalued leading inevitably to a currency 
crisis when it was devalued. Eventually, international monetary authorities as well as the 
main trading partners intervened in foreign exchange markets in order to stabilise the 
Mexican economy. 
Currently, Mexico has a free floating exchange rate arrangement within an inflation targeting 
framework. Manufacturing is export-based, with free trade relations with North America’s 
major economies through the North American Free Trade Agreement (NAFTA) which it 
joined in 1994 (World Atlas, 2018a). NAFTA greatly reduces trade barriers and increases 
intra-regional regional trade. The agreement marks the end of ISI and state led 
industrialisation in Mexico.  
Specifically, 73.86% of its export trade is with the United States of America, 6.14% with 
Canada, 2.53% with China, 1.42% with Germany, and 1.41% with Japan (Harvard 
University, 2016). Many of the NICs have trade niches where they focus on specific markets 
or sectors. For example, Mexico’s is their trade with the United States. Mexico currently has 
forty-six free trade agreements, and this has resulted in 90% of all its trade being under free 
trade agreements (United States of America, 2018). The proliferation of free trade agreements 
may be due to the fact that so little trade is with the rest of world, and this enables Mexico to 
import goods and services. 
Recent uncertainty surrounding NAFTA has highlighted some vulnerabilities of the Mexican 
economy and its reliance on certain trade partners. Mexico has formed a Pacific Alliance to 
increase regional integration with Chile, Columbia and Peru. The National Development Plan 
(NDP) 2013-2018, emphasised the need to eliminate state intervention that creates distortions 
in competitive markets, and to rather focus on promoting strategic industrial sectors and 
correcting for market failures (Moreno-Brid, 2013:230). 
Finally it is noted that, by export product class, no sector seems overly dominant. Transport 
vehicles account for 22.91%, machinery for 19.89%, electronics for 19.58%, vegetables, 
foodstuffs and wood 8.49%, and services 5.96% (Harvard University, 2016). Furthermore, 
three other sectors all contribute over 4.65% each to export trade. Therefore there is diversity 
in terms of product classes. Mexico imports goods and services from the United States of 
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America (53.69%), China (15.44%), Japan (3.94%), South Korea (3.02%), and Germany 
(2.92%); these are electronics (21.84%), machinery (21.69%), chemicals and plastics 
(11.76%), transport vehicles (9.53%), and vegetables, foodstuffs and wood (7.59%) (Harvard 
University, 2016).  
3.2.9 PHILIPPINES 
In the twenty-first century, the Philippine economy is dynamic and has sustained an annual 
growth rate of 4.5% between 2000 and 2009 as well as 6.4% between 2010 and 2017. The 
Philippines is a member of ASEAN, and the most recent statistics indicate that imports 
greatly exceed exports. Furthermore, like most NICs they currently have a floating exchange 
rate arrangement with an inflation-targeting framework. This implies price stability is the 
primary goal of monetary policy. Current fiscal policy focuses on education and 
infrastructure, both key drivers of economic development and growth. Current development 
plans focus on making the economy more competitive (World Trade Organisation, 2018b:8). 
The Philippines currently has a negative current account balance. It imports across all sectors,  
the main imports being services (18.57% - mostly travel and tourism (8.55%)), electronics 
(16.78% - mostly electronic integrated circuits (8.01%)), machinery (11.86%), vegetables, 
foodstuffs and wood (11.03%) and minerals (10.36%); these imports are overwhelmingly 
from the of rest Asia (81.20%),  mainly  China (28.21%), Japan (9.49%), Taiwan (8.18%), 
United States of America (7.50%), and South Korea (6.86%) (Harvard University, 2016). 
Exports are predominantly electronics (34.08% - which consists mostly of electronic 
integrated circuits (19.60%)), services (29.28% - predominantly ICT (22.24%)), machinery 
(13.29% - predominantly industrial machinery such as computers (9.71%)), vegetables, 
foodstuffs and wood (8.72%), and minerals (3.15%); most trade is intra-regional with 69.28% 
being to the rest of Asia. The main destinations of exports is China (21.93%), Japan 
(15.46%), United States of America (12.69%), Hong Kong (10.22%), and Singapore (5.53%) 
(Harvard University, 2016). Currently, the economy has a lower dependence on exports, and 
this along with other factors such as resilient domestic consumptions, large remittances from 
abroad, and limited exposure to international securities make the Philippine economy resilient 
to global economic shocks (United States of America, 2018). 
With regards to their economic history, prior to the early 1970s, the Philippine economy 
inadvertently followed import substitution type industrialisation due to BoP pressures (Dolan, 
1991). Economic growth was debt driven, and external shocks to the oil price meant that the 
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Philippine government was no longer able to sustain its level of foreign indebtedness (Dohner 
and Intal, 1989:174). In the 1970s, unable to meet its debt obligations, the peso was devalued 
and further changes of incentives in economic policy such as tax reforms, geared it towards 
export-orientated industrialisation. The devaluation made imports cheaper and helped 
exports. In effect, the policies hurt traditional exports. Ultimately the policies increased the 
import component of the country’s exports; this in turn lowered the net foreign exchange 
generation of the traded goods sector (Dohner et al, 1989:182).  
It should be noted that the administration was characterised by corruption and cronyism 
(Robles, 2018) poor economic management and a failure by policymakers to respond to 
external shocks. In the 1980s, increasing pressure from the IMF and other creditors led to 
further currency devaluations. Education policies, which have historically compared 
favourably to other countries in the region, led to mismatches between skills supply and 
demand, and this created underemployment of the labour force. Changes in government 
attempted to address structural problems, reform the economy, and reduce external debt. 
Relative to 1982 levels of GDP per capita, the Philippines  stagnated compared to peers such 
as South Korea, Thailand, Indonesia, and Malaysia who had all grown 2-4 times larger by 
2002 (Punongbayan and Mandrilla, 2016). Relics of these policies still limit FDI in certain 
industries today.  
The turnaround of the economy of the Philippines has been attributed to more effective 
governance. Incomes are still lower than most other NICs, and the economy relies quite 
heavily on agriculture to employ the labour force. Increased trade openness and investment in 
infrastructure and education positions the Philippines for continued economic growth and 
development in the future. 
3.2.10 RUSSIA 
The Russian Federation’s origins are in the Soviet Union. It was during this Soviet era when 
industrialisation took place. However, since the breakup of the Soviet Union, Russia’s 
transition has been likened to developmental processes in other NICs. Russia is currently a 
member of BRICS and is part of the Eurasian Economic Union (EAEU). It is currently one of 
the largest economies in the world.  
Historically, under the communist system, markets were replaced by state bureaucracy. The 
state explicitly allocated resources by planning what should be produced and by what 
amounts, setting the prices of these goods, and where they should be sold (O’Niel, 2013:267).  
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The political ideology aimed for maximum self-sufficiency. For instance, in 1985 the Soviet 
Union produced 15 percent of world GNP, but only contributed 3 percent of global trade 
(Bradshaw, 1995:132). In this period, Russia traded extensively with the other Soviet 
Republics. Furthermore, economic development in the Soviet bloc was facilitated and 
coordinated by the Council for Mutual Economic Assistance (Encyclopaedia Britannica, 
2017). Trade and economic integration was problematic since prices were government and 
not market driven.  
Russia financed its imports from the rest of the world through exports of oil and gas 
(Medvedkov and Seton-Watson, 2018). Its currency in the Soviet era which lasted until 1992, 
could not be legally exchanged for foreign currencies (Nakamura, 2017:15). Furthermore, in 
this era, the exchange rates were artificially rigid.  
Since the transition from communism, the finance sector has been characterised as chaotic. 
This was exacerbated by hyperinflation, which led to the role of the rouble exchange rate as 
the nominal policy anchor in the 1990s (Russian Federation, 2013:293). A government debt 
crisis in 1998 triggered a shift to a managed floating exchange rate (Central Bank of the 
Russian Federation, 2013:293). Since the beginning of the twenty-first century Russia has 
shifted to an increasingly flexible market driven approach, with a decreasing amount of 
intervention, and is currently classified as having a free floating exchange rate arrangement 
(International Monetary Fund, 2016:8).  These developments have strengthened the interest 
rate channel of the monetary policy transmission mechanism. The rouble is moderately 
volatile, and its exchange rate has similar dynamics to the other BRICS currencies (Russian 
Federation, 2013:295).   
Currently, Russia is identified as following import substitution policies (Simachev, Kuzyk 
and Zudin, 2016:42). For example, Russia offers reduced customs tariffs for automotive 
products imported into Russia provided that the importer transfers some of its production to 
Russia (Heidemann, 2016:1). Domestic products are promoted at the expense of imports, 
which creates new opportunities for business. More recently, further policies are a response 
to an economic crisis resulting from the plunge in international oil prices and Western 
sanctions imposed because of the Ukraine crisis (Bush, 2015). The economic crisis has led to 
a decline in Russia’s currency, the rouble. Currency fluctuations tend to have a significant 
impact on trade. 
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A weak currency makes imports more expensive but increases the price competitiveness of 
exports. Sanctions have led to protective import substitution policies typically for domestic 
production, and government procurement from local producers. The Industrial Policy Law is 
a protective policy designed to promote domestic production and is aimed at limiting the 
import of competitive foreign-made goods (Heidemann, 2016:1).  
Russia’s exports exceed imports, and trade is primarily regional, with the rest of Europe 
(54.93%) and Asia (34.13%) making up the majority. however, it is a net importer of 
industrial goods (Harvard University, 2016). Its biggest trading partner is China, and bilateral 
trade is in their respective currencies. Russia’s main exports are minerals (44.70%), services 
(14.13%) – predominately ICT, metals (9.48%), other (9.40%), vegetables, food stuffs and 
wood (8.13%), and chemicals and plastics (6.12%) (Harvard University, 2016). The main 
exports are primary products; trade is therefore more likely to imply adjustment of the real 
exchange rate towards PPP.  
The main innovations in manufacturing companies in Russia are in the technology, media and 
telecommunications industry (Deloitte, 2017:67). Russia has many MNCs, some state-
controlled. Flippov (2010) found that MNCs in Russia sometimes serve as tools of foreign 
policy.  
3.2.11 THAILAND  
Industrial development occurred with relatively less government intervention in Thailand, 
than in other East Asian states (Krongkaew, 1995:2). Thailand used industrial plans to 
promote economic development. In the 1960s, Thailand’s economy was largely agrarian and 
government policies were ISI-based (protective tariffs and other incentives such as assistance 
to the manufacturing sector). Around 1970, policies shifted to being more open EOI-based 
(tax concessions, reduced import duties on capital equipment), which rapidly transformed 
Thailand into an industrial economy in the late 1980s (Falkus, 1995:14-16). Thailand’s actual 
industrialisation was predominantly market driven. Industrial plans prevented the expansion 
of the state, and further prohibited the engagement of government in competitive activities 
with private enterprises (Suphachalasai, 1995:71). 
The first economic plan drove investment and was aimed at increasing agricultural 
production (Yothamutr, 2008:5).  For example, at one stage rice was the most taxed 
commodity while food prices were kept artificially low for urban workers (Krongkaew, 
1995:53-54). Revenues from the rice industry were used to finance urban development and 
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support the manufacturing sector. In response, agricultural producers therefore diversified 
their crops and changed production techniques. Farm workers therefore migrated to urban 
centres, such as Bangkok, in search of opportunities. Together with large population 
increases, this migration contributed to Thailand’s industrialisation. In other words, 
Industrialisation policies were fuelled by the agricultural sector.  
Further economic plans were seen as economically liberal since they favoured the private 
sector but at the same time having a social aspect. For instance, the government aimed at 
decreasing the income gap and reducing poverty, but simultaneously providing export 
subsidies, and promoting financial stability (Yothamutr, 2008:5). The focus was on labour-
intensive manufacturing. Generally speaking, as time progressed, economic plans in Thailand 
were increasingly export-orientated.  
Exports exceed imports. Currently, the main exports are travel and tourism (16.16% - 
services), industrial machinery (14.41%), electronics (13.00%), transport vehicles (9.03%), 
and ICT services (4.11%); the main imports are electronics (14.68%), industrial machinery 
(10.82%), minerals, fuels, oils and waxes (9.89%), ICT services (7.38% ), and transport 
services (6.48%); the chemicals and plastic industry also makes up a large share of exports 
(11.05%) and imports (10.36%) (Harvard University, 2016). Thailand is a regional hub for 
the automotive industry.  
The majority of Thailand’s trade is with the rest of Asia, with Asian markets accounting for 
62.08% of exports, and 77.68% of imports. The main destinations for exports are China 
(15.62%), United States of America (11.47%), Japan (8.47%), Hong Kong (4.65%), and 
Malaysia (4.18%), whereas imports come from China (20.25%), Japan (14.83%), Singapore 
(6.84%), Malaysia (5.68%) and United States of America (5.65%) (Harvard University, 
2016). In conclusion, Thailand’s trade is highly diversified. It is evident from the trade 
statistics that Thailand has shifted from being an agrarian society to an industrial one. 
Thailand is a member of ASEAN. 
From the fiscal and monetary perspective, early tax policies created a price bias that directed 
resources from agriculture to manufacturing. Additionally, the agricultural sector was the 
main source of foreign exchange earnings, and these earnings were used to import machinery 
in the earlier stages of development (Suphachalasai, 1995:67). Later tax policies incentivised 
industrialisation. 
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In the early industrialisation period, when the economy was still largely agrarian, the 
Thailand baht was kept close to equilibrium values, while maintaining low inflation rates 
(Suphachalasai, 1995:68). During the early industrialisation period, between 1963 and 1984 
the Thailand baht was pegged to the US dollar (Chaiyasoot, 1995:168).  However, in later 
periods, devaluation played an important role in spurring exports (Dawe, 2002:365).  
The exchange rate was relative stable during the industrialisation period, but experienced a 
sharp depreciation during the 1997 Asian financial crisis, and has since stabilised. In fact the 
Asian financial crisis caused the depreciation of the baht. The government, burdened with a 
considerable foreign debt, decided to float the baht after speculators had attacked the 
country's foreign exchange reserves, and this led to contagion effects on other Asian 
currencies and economies (Indonesia Investments, 2018b).  
Thailand adopted an inflation-targeting framework in 2000. The exchange rate at this time 
was a managed-float system, but since 2011 has increasingly shown flexibility (Bank of 
Thailand, 2013:326). Thailand currently has a floating exchange rate arrangement within an 
inflation-targeting framework. The inflation target is           (Kingdom of Thailand, 
2018). Monetary policy has the objective of maintaining economic stability, and the current 
floating arrangement allows the exchange rate to be an absorber of external shocks. 
Economic policy in Thailand is predominantly aimed at building and maintaining 
international competitiveness. Economic growth in Thailand has led to the poverty rate 
decreasing from 65.26% in 1988 to 13.15% in 2011, and it is currently the second largest 
economy in the Southeast Asia region (World Atlas, 2018b). This was mirrored by increases 
in its HDI from 0.574 in 1990 to 0.755 in 2017 (United Nations, 2018c).  Presently, the 
majority of the labour force is in the services sector. Thailand has a well-developed financial 
services sector but this is not captured in the trade statistics highlighted earlier.  
3.2.12 TURKEY 
Turkey has a mixed history of industrialisation. It followed import substituting 
industrialisation policies in the 1960s and 1970s, and through trade liberalisation, shifted 
towards export-orientated policies in the 1980s and 1990s (Taymez and Yilmaz, 2017:40-41). 
Trade liberalisation reduced protection of domestic industries. Throughout this time, and to 
this day, Turkey has used development plans to increase industrial output and promote 
economic growth. Historically, the Lira has experienced many bouts of inflation, and is seen 
as a volatile currency. The lira underwent revaluation in 2005. Vergil (2002:83) found that 
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this exchange rate volatility has a negative effect on real exports in Turkey. In 2010, the 
Central Bank of the Republic of Turkey developed an instrument in the form of a Reserve 
Option Mechanism as an alternative to foreign exchange interventions to counter exchange 
rate volatility which this has made the Lira less volatile than some other emerging currencies 
(Alper, Kara, and Yörükoğlu, 2013: 335, 351). It has yet to be seen how successful this 
instrument will be in the long-run.  
Turkey has a favourable geographic location, being both in Western Asia and Southeast 
Europe. It is surrounded by eight countries and also by the Mediterranean, Aegean and the 
Black Seas. Turkey is thus ideally situated for trade with Europe, Asia, and the North of 
Africa. In fact, 54.46% of its export trade is with Europe, 28% is with Asia, and 7.77% with 
Africa. Imports into Turkey originate from Europe (53.33%), Asia (31.65%) (Harvard 
University, 2016).  Through trade, Turkey is closer to Europe than Asia. Unlike many other 
European economies that face ageing and shrinking populations, Turkey has a young growing 
population, and is therefore an attractive investment destination.  
Turkey’s main exports are vehicles (10.98%), travel and tourism (10.16%), transport 
(7.12%), industrial machinery (7.09%), and precious metals and stones (6.79%); and their 
main imports are industrial machinery (12.41%), electrical machinery and equipment 
(8.94%), vehicles (8.32%), mineral fuels, oils and waxes (6.10%), and iron and steel (5.28%) 
(Harvard University, 2016). Turkey has diversity in its trade relations with other countries.  
Due to Turkey’s proximity to many industrialised trading partners, it makes products with 
high levels of value added for these markets. This is evident by the absence of primary 
products in its main exports and imports. This is further supported by its customs union with 
the EU for goods, excluding agricultural products and services. The customs union led to the 
liberalisation of trade policy in Turkey. For example, Taymaz et al (2017:3) suggest that the 
automotive industry benefited from the initial protection during the import substitution 
industrialisation era of the 1960s and 1970s, but once it joined the EU it was able to be 
transformed into a competitive and increasingly export-oriented industry through FDI 
inflows. 
Turkey has over twenty further free trade agreements with other trading partners. Its overall 
average tariff is 12.8% (World Trade Organisation, 2016:10). It should be noted that Turkey 
produces agricultural products for its domestic market. Trade is central to the Turkish 
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economy. Furthermore, due to the number of free trade agreements and the proximity of its 
trading partners, it is expected that goods arbitrage will lead to PPP.   
Currently, the World Trade Organisation (2016:10) identifies domestic consumption and 
exports, especially of manufacturing and financial services, as the main drivers of growth in 
the Turkish economy. The World Bank (2018c) notes that Turkey continues to have certain 
human development challenges, namely rising inequality and a too rigid labour market, 
which fails to absorb females. Uncertainty and volatility have created significant turbulence 
in the Turkish economy in 2018. 
3.2.13 VIETNAM 
Vietnam is one of the younger NICS. Since 1986, Vietnam has been transitioning from a 
centrally planned economy to a more market-orientated one. The Vietnam government terms 
itself a socialist-orientated market economy. Emerging later has the advantage that Vietnam 
can learn from successes and failures of other developing nations.  
Vietnam’s model for development draws heavily on the Chinese developmental state model. 
Furthermore, since its neighbours have had a head start, wage costs are significantly less in 
Vietnam, and this increases its attractiveness for FDI. In fact many Japanese and Korean 
electronics companies and European and American apparel makers set up shop in the country 
(Vanham, 2018). 
Vietnam’s growth model shares many similarities with China, since it combines the 
monopoly power of the communist party with a market economy. Through industrialisation, 
it is evolving from an agrarian based economy to an industrial one. Currently, industry 
contributes more to GDP than agriculture. It should be noted that in terms of labour force, 
agriculture still has a larger share than industry and services.  This implies that there is scope 
to industrialise further as well as diversify and upgrade its exports. The economy is therefore 
seen as one with a lot of potential, and it will benefit from the future increased purchasing 
power of its citizens. 
Vietnam is committed to continuing its global economic integration by being a member of 
ASEAN and the WTO. It has also signed free trade agreements with the EU, Japan, Korea, 
and the EAEU (United States of America, 2018). This has led to impressive gains in wealth, 
trade, and investment (Busch, 2017:2). Commitments to the WTO reduce the effective rate of 
protection and therefore have an anti-export bias (Chaponnière and Cling, 2009:125). This is 
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illustrated by how average tariff rates have decreased by 15% over the 2001 to 2017 period 
(Vanham, 2018).  This necessitates efficient trade and industrial policy.  
Currently, Vietnam’s main product classes of exports include electronics (33.08% - mainly 
transmission apparatus (14.48%)); textiles and furniture (24.31% - mostly footwear (7.49%)); 
vegetables, foodstuffs and wood (12.79%); machinery (8.37%); and services (5.5%) and their 
main imports are the same with chemicals and plastics replacing services, electronics 
(22.20%), vegetables, foodstuffs and wood (15.85%), machinery (12.86%), chemicals and 
plastics (11.09%) and textiles and furniture (10.06%) (Harvard University, 2016). This export 
data implies that there is a focus on manufacturing.  
Vietnam has a current account surplus. Approximately, 81% of Vietnam’s imports are with 
the rest of Asia; the main import partners are China (28.04%), South Korea (15.99%), Japan 
(6.77%), Singapore (5.68%) and Taiwan (5.02%); whereas the main export destinations are 
the United States of America (19.23%), China (17.09%), Japan (7.14%), South Korea 
(5.52%), and Germany (4.39%). Vietnam therefore engages in regional trade.  
Amongst the NICs, Vietnam has a unique exchange rate arrangement. It is similar to China’s 
and focuses on the accumulation of foreign exchange reserves. The International Monetary 
Fund (2016:6) identifies Vietnam as following a stabilised exchange rate arrangement with a 
composite exchange rate anchor. This anchor is composed of a basket of currencies. Over 
time, as Vietnam has become increasingly open, the composition of this basket has changed 
(Huyen, 2018:1) In fact, the exchange rate is a strategic variable, that is used a key policy tool 
in Vietnam. Specifically, it is used to balance growth and stability objectives. 
For instance, between June 2014 and January 2016, the Vietnamese authorities intervened in 
order to devalue the đồng, at least five times, in an effort to help spur exports and to ensure 
the stability of the currency (Nguyen, 2016). Interventions are primarily made using foreign 
currency reserves. A second example, in 2008, Vietnam's central bank ordered domestic 
commercial banks to purchase dollars at a rate of exchange set by the government (Bradsher, 
2008). Many banks had started betting on dollar depreciation and refused to accept large 
sums in dollars so that MNCs and exporters had trouble wiring money into the country to pay 
their employees' salaries (Bradsher, 2008). These examples illustrate how the exchange rate 
is used as a policy tool in Vietnam. 
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Vietnam uses 5-year socio-economic plans. These set objectives and major targets, aiming to 
develop a socialist-oriented market economy, stabilise the macro-economy, and create 
favourable environment and motivation for socio-economic development (Socialist Republic 
of Vietnam, 2016). Examples include specific targets for GDP, both broadly and per sector, 
poverty reduction and the percentage of the population using clean water. Most targets are 
quantifiable.  
In the domestic Vietnamese economy, there seems to be slow progress in restructuring state-
owned enterprises and in the banking sector. In other words, Vietnamese successes through 
trade and foreign investment have not translated into the creation of a competitive private 
sector. The World Bank (2018d) cites this as undermining growth prospects. It is suggested 
that further structural reforms can alleviate constraints on productivity growth. However, the 
economic policies and plans consulted indicate a focus on macroeconomic stability and not 
economic growth. This should help insulate the Vietnamese economy from external shocks. 
The critiques are therefore a matter of perspective. How these interventions by a 
developmental state differ from the actions of non-developmental states is the focus on 
economic growth instead of economic stability (de Villiers, 2017:22). It must be said 
therefore that the manifestation of the concept in Vietnam is novel. To this extent the 
manifestation of the concept is unique to Vietnam among its peers. 
3.2.14 SOUTH AFRICA 
South Africa has an abundant supply of natural resources, well-developed financial, legal, 
communications, energy, and transport sectors, as well as a stock exchange that is Africa’s 
largest and among the top 20 in the world (United States of America, 2018). Additionally, 
there is easy access to capital and a highly developed infrastructural system. These have all 
positively contributed to its status as a NIC (World Atlas, 2018a). However, weaknesses such 
as lack of skilled labour have led to high unemployment and inequality, and this has captured 
the attention of economic policymakers in South Africa. 
The National Development Plan (NDP) is the long-term (until the year 2030) vision and 
strategic plan for South Africa (Republic of South Africa, 2017). It aims at building a 
developmental state. The strategic interventions within the economic plan of the NDP 
(Republic of South Africa, 2012: 115) are: raising the level of investment in infrastructure, 
creating policy certainty, improving skills and human-capital formation and increasing net 
exports by lowering barriers to entry and reducing regulatory red tape.  
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Importantly, the NDP sees economic growth as a means for sustaining social welfare. This 
notion underlies much of South African economic policy. For instance, Inchauste, Lustig, 
Maboshe, Purfield and Woolard (2015:35-36) found that tax policy is progressive in South 
Africa, and that it is focused on reducing inequality and poverty and not dedicated to trade 
policy.  Reducing inequality is not equivalent to improving productivity or increasing 
international competitiveness. 
The NDP recognises that the exchange rate can become overvalued in periods where 
commodity prices rise, which therefore negatively impacts non-commodity exports (Republic 
of South Africa, 2012:112). Like most NICs, the current exchange rate arrangement in South 
Africa is floating within an inflation-targeting framework. This arrangement facilitates 
monetary policy autonomy. The inflation target is between 3% and 6%, which is higher than 
that of South Africa’s main trading partners. Intuitively, the PPP theory would therefore 
imply that the South African rand would thus depreciate.  
Historically, the exchange rate arrangement in South Africa has changed several times since 
the end of the Bretton Woods system. Initially, the rand was pegged to the dollar from 1971-
1974. This arrangement experienced challenges and a dual exchange rate system of a separate 
commercial and financial rand was adopted in 1975-1994. A managed float was the 
prevailing arrangement for the commercial rand, whilst the financial rand free floated. Since 
1994, South Africa has a unified currency with a floating arrangement (Phiri, 2018:5-6). 
Mminele (2013:317) states that the experience of the South African Reserve Bank (SARB) 
indicate that interventions in the foreign exchange market, during periods of currency 
weakness, had limited success and were costly exercises. Its main actions with regard to the 
foreign exchange market have been to manage foreign exchange reserves. The SARB does 
not rule out the possibility of interventions in the foreign exchange market. In practice, such 
interventions are infrequent. Monetary policy is aimed at maintaining price stability.  
Resource wealth and an abundance of labour have historically driven the industrialisation of 
South Africa. The South African economy has been traditionally reliant on exports of natural 
resources. In fact, during the 1970s and 1980s, the price of gold drove the value of the rand, 
and in turn greatly impacted export revenues (Byrnes, 1996). This hampered the ability to 
import inputs, especially industrial imports for the manufacturing industry which at this time 
was also increasingly capital instead of labour intensive. A further inference that one can 
make is that physical capital is accumulated at the expense of human capital. This is currently 
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reflected in the high unemployment rate and the labour force that is predominantly part of the 
services sector.  
South Africa’s main exports are stones and glass (28.52% - mainly gold (16.95%), platinum 
(6.54%) and diamonds (3.98%)), minerals (15.31% - principally iron ores and concentrates 
(4.20%) and coal (3.84%)), services (13.00%) – mostly tourism (7.17%); vegetables, 
foodstuffs and wood (10.50%), and transport vehicles (9.63%). Trade is predominantly with 
Asia (39.14%) and Europe (25.32%) with a small percentage with the rest of Africa 
(22.87%). Specifically, the main destinations of exports are China (19.19%), the United 
Kingdom (7.53%), the United States of America (6.41%), Germany (5.93%), and India 
(4.64%) (Harvard University, 2016).  
The main import sectors are services (16.61%), machinery (14.99% - mainly industrial 
machinery), chemicals and plastics (12.36%), minerals (11.07% - primarily petroleum oils 
(9.50%)), and transport vehicles (10.19% - primarily cars (3.58%) and parts of motor vehicles 
(3.03%)); the main import partners are China (17.15%), Germany (13.17%), United States of 
America (6.20%), India (4.19%), and Saudi Arabia (3.59%) (Harvard University, 2016).The 
importation of motor vehicle parts indicates that the South African economy is part of global 
value and commodity chains.  
Although South Africa relies heavily on the mining sector, it does not depend greatly on any 
single commodity. In other words, mining itself is diversified. The performance of the mining 
sector has been negatively affected by workers’ strikes.  Various administrations have 
attempted to reduce this reliance by developing other industries, many of which through 
strategic state intervention.  
The structure of the labour force and contributions to GDP per sector indicate that the 
economy has shifted towards a service economy. It can be said that the mining industry and 
the financial services sector are two key pillars of the South African economy. South Africa 
has developed its own MNCs and TNCs, and furthermore hosts various other ones too. 
The World Trade Organisation (2015:284) reports that trade accounts for 65% of South 
Africa’s GDP. Trade statistics from both the import and export side highlight how South 
Africa does not engage in much regional trade. This is despite being part of the Southern 
African Customs Union (SACU), which fixes a single tariff between members and no 
customs duties between them (Southern African Customs Union, 2013). South Africa also 
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has trade agreements with the United States of America through the African Growth and 
Opportunity Act (AGOA), EU, Southern African Development Community (SADC), and 
Zimbabwe. Furthermore, South Africa is a member of BRICS. Therefore there are economic 
ties with the main trade partners.  
3.3 EXPOSITION OF A NEWLY INDUSTRIALISED COUNTRY  
The United Nations Development Programme (UNDP), World Bank and the International 
Monetary Fund (IMF) approach the issue of country classification based on a countries’ 
development attainment differently so that therefore there is no clarity or consensus between 
these taxonomies (Nielsen, 2011:41). Moreover, classifications are not static in time. For the 
countries that are on the cusp of being reclassified between developing and developed there is 
lack of agreement between organisations that classify countries. Classifications are at times 
arbitrary.  
NICs as a whole are generally classified as middle-income countries by the IMF, but not 
classified as advanced economies by the UNDP. Focusing on incomes masks the actual 
development of these countries. It for some of these reasons that quantitative rules are not 
used as criteria as to what nations are NICs. 
Since the values of incomes are transitory, a term based on the level of development should 
rather be used. The notion of development is ambiguous. Moreover, the fact that various 
authors ascribe the term NIC to different sets of countries implies that the terminology loses 
meaning. The crux in this study is that a NIC is not unilaterally considered as developed.  
Countries can be divided into either developed or developing. The notion of developing can 
be further divided into the further subsets of LDCs, frontier, emerging and NICs. NICs are 
quintessentially those countries in the upper most tier of developing, and on the cusp of 
transitioning to being developed.  
The overarching feature of a NIC is how industrialisation is used as a strategy of 
development. The rise of industry is a common feature in the process of development, and it 
is associated with changes in the composition of demand, international trade, and the 
occupation of the labour force (Chenery, 1982:1). This alters the structure of production in 
terms of the labour force which is non-agrarian. This implicitly implies human development. 
The industrial and service sectors thus contribute more to GDP than the agricultural sector. 
Characteristically, trade makes up a significant proportion of GDP. Trade is therefore 
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essential to the well-being of the economy of a NIC. Therefore, it is necessary for trade to be 
diversified in both products and partners.  
After considering various NICs in section 2.4.2, this section will be devoted to an exposition 
of what it means to be a NIC. The following attributes are considered: industry, trade, 
demography and other common features. Specific attention will be paid to how these 
attributes manifest themselves in a NIC through economic growth and development. Some 
attention as to how this impacts foreign exchange markets and the macroeconomy is also 
briefly discussed.  
3.3.1 INDUSTRY 
The rise of industry is a definitive aspect of a NIC, as industry is the engine of economic 
growth in these countries. The most pervasive characteristic of industrialisation is the 
transformation of the structure of production. What distinguishes NICs from other developing 
nations is that industry contributes more to GDP, as well as employs a larger proportion of 
the labour force than agriculture. There are exceptions in terms of the labour force, but the 
trend is for industry and services to dominate the economy. Examples of major industries in 
NICs are therefore manufacturing, construction and mining. 
3.3.1.1 Industrial policy and leadership 
In a NIC, industrial policy is the basis for future economic development. It acts as the 
mechanism for the transmission of technological progress. The manner in which 
industrialisation proceeds may be export-orientated or based on import substitution, and it 
may be market-led or state interventionist. Ideologically, the actual strategy of industrial 
policy employed is irrelevant – what is relevant is the outcome.  
There is typically strong political leadership that engages in long term industrial planning. 
Policy should always be used to manage resources efficiently. Finally, due to the nature of 
having limited resources, the decision of which industries to target is always strategic. 
Through proper planning these decisions can help accelerate industrialisation. 
3.3.1.2 Industrial development 
What is necessary for the development of industry is that over time, economic activity must 
move to higher value adding operations, and this is done through maintaining a competitive 
advantage. Countries aiming to develop should transition from labour intensive to capital 
deepening industrialisation. Simply stated, manufactured goods generate more wealth than 
 96 
 
primary goods. To do this, it is necessary to accumulate both physical and human capital. The 
economy’s industrialisation and development will likely stall without the accumulation of 
resources. Moreover, institutions and infrastructure are integral to this process.  
Industrial development enables and accelerates productivity growth and the evolution of the 
industrial structure. This manifests itself in the processing of raw materials, not just the 
selling of them. A salient feature of NICs is the productivity growth in the sectors where 
goods are traded. In the section on PPP, it was found that this affects the equilibrium 
exchange rate.  
3.3.1.3 Industrial structure 
Industrialisation changes the composition of the occupation of the labour force. In a NIC, 
there is both growth in the level and share of labour employment in industry. Labour level 
growth refers to the shift away from labour intensive industrial activities to capital intensive 
ones. It must be said that there are exceptions, such as the growth of the service sector in 
India. In a sense, this can be seen as leapfrogging from agricultural to service orientation.  
3.3.1.4 Industry and trade 
From the case studies of NICs, it has been found that the import substitution type policies can 
and do have a merit in the short-run, if over the long-run they gradually expose industries to 
competition. Import substitution policies create price distortions, which are not sustainable in 
the long-run. In other words, there should be a shift towards export orientation and more 
specifically, trade openness. Otherwise industries fail to advance. This ensures the outcome 
of industrialisation and economic development.  
In the context of globalisation and economic integration, international competition allows 
market forces to decide which industries survive. What makes industry resilient is its 
diversification. This means that while some sectors may experience external shocks in the 
short- to medium-run, others sustain the economy. 
3.3.1.5 Industrialisation and natural resources  
Lack of raw materials and restricted domestic scale of markets are not excuses for not 
industrialising. However, the Dutch disease could mean that natural resources are a curse. 
Mineral benefaction is also a relatively low-skilled type of labour. To industrialise further, 
economies should shift towards mineral processing activities. Economies should not become 
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overly reliant on the trade of raw materials.  Furthermore, there exists a social benefit in 
industrial transformation, namely, higher wages. 
3.3.2 TRADE 
In NICs, economic plans increasingly open the economy to trade. International trade is the 
mechanism through which NICs can reap the rewards of their industrial policy. Based on 
average values, the total value of exports exceeds imports by almost 20% in NIC countries. 
Furthermore, a current account surplus is the norm. Generally, greater industrialisation has 
led to increased trade and participation in regional trading blocs in NICs. This implies that the 
international goods markets are approaching the level of integration of the domestic goods 
markets. NICs are therefore inevitably and progressively more integrated into the world 
economy through these economic activities. Trade is discussed with reference to the 
following themes: structure, diversity, niches, proximity, institutions and corporations, and 
potential concerns. 
3.3.2.1 Trade structure 
The trade (% of GDP) statistics clearly highlight how essential international trade is to NICs 
economies.  Trade (% of GDP) is also a measure of trade openness and the degree of 
globalisation of the economy. International trade necessitates efficiency, as it means opening 
up domestic industries to international competition.  
3.3.2.2 Trade diversity 
In a NIC, trade has twofold diversity, in both products and it is diversified in terms of 
markets. This stems from the criteria of a NIC. This means that they are not overly reliant on 
trade of a single good or commodity nor are they reliant on a particular market. This implies 
NICs economies are dynamic. This diversity of trade is an important feature of a NIC, as it 
enables them to almost continually grow their economies.   In fact, with regards to goods, 
Melvin and Bernstein (1984:369) suggest that the more diversified trade is, the less 
susceptible is the country to random shocks affecting individual goods so that shifts in the 
PPP ratio are lower.  
For example, a country such as Ukraine is excluded as a NIC since in terms of trade it is 
highly reliant on its trade with Russia. Political turmoil between the two nations led to 
economic turmoil in Ukraine. A country that can export to an array of markets will not be as 
vulnerable to trade shocks. Moreover, a country such as Venezuela is not considered a NIC 
since it is relatively reliant on a single export, oil. The Venezuelan economy is therefore less 
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resilient to a shock in the oil price. Furthermore, specialising in one commodity makes the 
economy susceptible to the Dutch disease.  
3.3.2.3 Trade composition 
Globalisation has led to an increasingly integrated world economy. Economic activity 
between countries has structurally changed. Increasingly liberal trade policies and better 
exchange of information has led to increased trade in intermediate goods in NICs. NICs 
therefore are increasingly part of global value chains. 
3.3.2.4 Trade niches 
At the same time, trade in NICs is specialised. NICs develop niches in the products and 
global value chains and they develop competitive advantage in specific industries. For 
instance India has become a key destination for ICT off-shore services and China 
concentrates on manufacturing products cheaply and efficiently. Others such as Mexico 
largely produce for the United States of America. Similarly, Turkey concentrates on the 
European market. South Africa has mineral exports and the industrial activities related to it. 
Countries such as Thailand and Malaysia specialise in manufacturing electronics. 
Furthermore, NICs tend to trade with other developed economies. 
3.3.2.5 Trade proximity  
What helps many East Asian nations is their relative proximity to one another. This facilitates 
being part of each other’s value chains. It is illustrated by the fact that trade in intermediate 
products dominates trade in final products. A hindrance to trade, such as transport costs, is 
lower with increased proximity. This is one of the reasons NICs typically trade with countries 
that are not geographically far apart. PPP is also more likely to hold if trade is regional and in 
primary products, since there is likely to be more opportunities for goods arbitrage. Not all 
NICs engage in such trade but it is feature shared by most NICs. 
3.3.2.6 Institutions and corporations 
Dollar and Kraay (2003:133) found that countries with better institutions and countries that 
trade more grow faster. Furthermore, countries with better institutions also tend to trade 
more. Trade policy is central to economic development. In order to trade more, NICs tend to 
form trading blocs, free trade agreements, and forge further economic ties. NICs are also 
open to globalisation by welcoming FDI and allowing in MNCs and TNCs. NICs often have 
their own MNCs and TNCs. These corporations link economies, especially NICs to more 
advanced economies. 
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3.3.2.7 Potential concerns regarding trade 
The main critique of the strategy of export-orientated industrialisation is that it leads 
developing countries to compete among themselves, especially for FDI inflows which are 
used to drive export-led growth. This is why the development of comparative advantage and 
a trade niche is important. Furthermore, trade is a zero sum game; therefore it is not possible 
for all countries to have trade surpluses.  
A further issue emerging from increased trade in NICs is that the benefits of this trade are not 
always evenly distributed. This is evident in countries with high Gini indexes. A country like 
South Africa has a high volume of trade in natural resources but the benefits from this trade 
have not necessarily increased the well-being of the population at large. 
3.3.3 DEMOGRAPHICS 
Successful industrial policy typically manifests itself through increased trade, which in turn 
leads to rising GDP per capita. This should imply improving Gini, HDI values, and these 
values are indeed approaching those of developed countries. NICs also have polices to 
promote human development of the population. This implies poverty is being reduced, and 
more people are capable of participating in the economy.  
For example, Brazil’s continually increasing human development of its population is a 
characteristic shared by many NICs. Human resource development is associated with 
increased labour market performance. Poor education policies, lead to mismatches between 
skills supply and demand, and this creates underemployment in the labour force. In order to 
industrialise further, it is necessary to have adequate education policies in place. NICs tend to 
be more successful with regards to these types of policies than other developing countries. 
3.3.3.1 Population size 
The populations of NICs tend to be large. The demographics are characterised by large 
working age populations. Large labour forces are seen as an asset by investors. A highly 
motivated work force can work long hours for low pay. Moreover, the large sizes imply there 
is also a large internal market for goods and services. This in turn provides scope for the 
development of industries, especially though FDI. Small sizes are not an excuse for failing to 
industrialise. It should be noted that the expansion of exports is ultimately limited by labour 
supply, since a finite labour supply implies an upper bound on export expansion. 
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This is further emphasised by the structure of the labour force, where the majority of the 
population is in the industrial sector of the economy and not in the agricultural sector. This 
phenomenon leads to increased employment and higher wages and therefore increased social 
stability. Social stability further facilitates smooth implementation of transformation and 
adjustment of the economic structure thus lending legitimacy to the state. Population size also 
refers to a growing urban population which is a common characteristic of NICs. 
3.3.3.2 Productivity growth 
An earlier finding was that as NICs grow and develop, there is commonly also a transition 
from labour intensive to capital deepening industrialisation. This type of transition accelerates 
productivity growth and furthers economic development.  It leads to increased wage costs and 
rising incomes. This in turn implies NICs lose some of their comparative advantage, and 
illustrates why increased capital accumulation and productivity growth is necessary. Rising 
incomes are not necessarily apparent. For example, China and India have such large 
populations that it masks this feature. International trade also reshuffles the distribution of the 
labour force.  
3.3.4 OTHER COMMON FEATURES 
Other common features in NICs include political and economic reforms and domestic 
financial market development. Economic reforms generally promote macroeconomic stability 
and low inflation. There may be a fiscal surplus or deficit; both scenarios are exemplified by 
fiscal discipline. Changes to the legal and economic environment can foster increased 
competition and privatisation of industries. These lead to improved standards of living, 
greater civil rights and market liberalisation. These features facilitate trade liberalisation. 
There is often political unrest arising from frictions when changes to the structure of the 
economy are carried out. 
3.3.5 FOREIGN EXCHANGE MARKETS AND THE MACROECONOMY 
The Big Mac Index indicates that NICs exchange rates are undervalued compared to the US$. 
An underlying feature is how, according to the Triennial Survey of the Bank of International 
Settlements (2016), NICs have a have a high market turnover in their foreign exchange 
markets. Practically this means their currencies are traded as a result of capital flows or trade 
in goods and services. The exchange rate is at the centre of economic activities between 
countries. Increased trade and capital flows also seem to necessitate gradual movement 
towards floating exchange rate arrangements.  
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3.3.5.1 Market turnover 
A high market turnover could be an indication of economic activity and also a well-
developed financial market. Development is broadly associated with market efficiency 
(Stiglitz, 1989:58). This implies that expected future events are priced into the currency. A 
country with an unstable economy or significant debt, particularly with the possibility of 
default, would depreciate the currency.  
Furthermore, the demand for a country’s currency is influenced by expectations of future 
interest rates in that country. If it is expected that interest rates will rise, then it implies that 
there are potentially increasing returns from holding that currency.  
In the foreign exchange market, efficiency would mean that the forward exchange rate is an 
unbiased forecast of the future spot rate. If the foreign exchange market is efficient, it 
warrants the further testing of the theory of PPP. Currently, all the NICs have currencies that 
are amongst the most traded currencies in the world. Only Argentina, Egypt and Vietnam are 
not in the top thirty-three. The market turnover of NICs currencies is higher than that of other 
developing economies. 
3.3.5.2 Exchange rate arrangement 
The economic performance under different exchange rate arrangements and monetary policy 
anchors was discussed in Chapter Two. With regards to the exchange rate arrangement, most 
NICs currently have a floating exchange rate arrangement within an inflation-targeting 
framework. This is indicated in section 3.4. Historically, the exchange rate arrangements in 
NICs change frequently. The notion of a fixed exchange rate in order to promote stability and 
certainty is not necessarily true, especially after considering the Asian currency crisis.  
Inflation-targeting enables monetary policy to focus on the domestic economy. This type of 
arrangement is perhaps dominant since it implies monetary autonomy and facilitates 
resistance to external shocks. This in turn implies that monetary authorities can keep fiscal 
authorities in check, thereby enhancing the legitimacy of the economic system.  
The macroeconomic advantages of inflation are that it provides a clear quantitative objective, 
anchors expectations, and enhances accountability of monetary policy. Low inflation protects 
the purchasing power of a currency and if the level of inflation is lower than the interest rate, 
the real value of debt decreases. The main disadvantage from an industrialisation perspective 
of inflation is that it reduces the international competitiveness of an economy if country A 
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experiences higher inflation than country B which means country A’s exports become 
relatively more expensive than country B’s.  
For NICs that pursue export-orientated industrialisation, real exchange rates are competitive 
or undervalued to promote exports. Increased exports lead to increased total production and 
therefore lower unemployment. For the NICs currencies that are not floating, there is a 
gradual shift towards floating arrangements. Furthermore, for those NICs that follow import 
substitution, the exchange rate is generally overvalued in order to facilitate the importation of 
inputs. In either scenario, the exchange rate is used as a tool for industrialisation. In the short-
run, many NICs also tend to have volatile exchange rates. As discussed previously, exchange 
rate volatility negatively affects economic growth. Therefore arguments exist for NICs to 
focus on the stability of the exchange rate. It should be noted that in some cases, there is 
suspected currency manipulation and intervention. 
Ultimately, in deciding the exchange rate arrangement, it is necessary to consider how this 
will affect economic performance. Specifically, how it will effect macroeconomic 
considerations such as inflation, growth, volatility and crises. As discussed in section 2.2.5, 
empirical studies typically find no clear link between the exchange rate arrangement choice 
and macroeconomic performance. In this regard, it was found that there are benefits to both 
sides of the spectrum of fixed and floating exchange rate arrangements. On either side of the 
spectrum, more stable real exchange rate improves growth performance in poor countries. 
3.3.6 CONCLUSION 
In this section the following criteria for identification and classification of a NIC were 
proposed: (1) industrialisation is used as a strategy for development; (2) the structure of 
production in terms of the labour force is predominantly non-agrarian; (3) trade is diversified 
in both products and partners and (4) they are not unilaterally considered as developed.  
There are no clear cut policy conventions of NICs. What can be said though is that industrial 
and trade policy constantly evolves. The only convention seems to be the shifts and changes 
in regimes in order to legitimise the economic system. This suggests that modelling 
phenomena in NICs requires methods that can account for these shifts.  
The overarching feature of a NIC is how industrialisation is used as a strategy of 
development. This shifts production from the agricultural sector towards the industrial sector. 
Examples of industries are manufacturing, construction and mining. NICs’ economies are 
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also diverse enough to be resilient to shocks in any particular sector. Over time there is a 
tendency towards increased trade openness and market liberalisation. However, it should be 
noted that insular trade policies can be used to industrialise.  
If economies are more open, it is more likely that PPP will hold. NICs have a propensity to 
remove artificial hindrances to international trade. Industrialisation and trade facilitate 
economic growth and development which promote human development of the population. 
NICs may pursue import substitution or export-orientation industrialisation. For those that 
pursue import substitution, they can focus on infant industries but should give increasing 
emphasis to export targets and price competitiveness.  
Monetary and fiscal policies vary too. Monetary policy is aimed at promoting price stability. 
An underlying feature is that the exchange rate is often used as a tool for industrialisation. 
Furthermore, in NICs, due to increased economic activity with the rest of the world NIC 
currencies tend to be well traded. 
The changes in economic policy and the economic environment imply that this is a shift in 
the underlying behaviour of the variables. These shifts and in addition the economic crises 
that many NICs experience, all constitute structural breaks in the real exchange rate time 
series. When modelling the real exchange rate, this implies that it will be necessary to 
account for these breaks. 
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3.4 EXCHANGE RATE ARRANGEMENTS OF NEWLY INDUSTRIALISED COUNTRIES 
In this section the latest de facto classification of the exchange rate arrangements according to the International Monetary Fund (2016) of NICs is 
presented in Table 3.4. For descriptions of the headings, see sections 2.2.2 and 2.2.3. 
Table 3.4: De facto exchange rate arrangements and monetary policy anchors in newly industrialised countries  
 Monetary Policy Framework 
Exchange rate arrangement Exchange rate anchor Monetary aggregate 
target 
Inflation-targeting framework Other 
US dollar Euro Composite Other    
No separate legal tender        
Currency Board        
Conventional board        
Stabilised arrangement   Vietnam     
Crawling peg        
Crawl-like arrangement        
Pegged exchange rate within horizontal bands        
Other managed arrangement     China  Egypt, Malaysia 
Floating      Brazil, India, Indonesia, 
Philippines, South Africa, 
Thailand, Turkey 
Argentina 
Free floating      Mexico, Russia  
(International Monetary Fund, 2016:6-8)
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According to the IMF, most NICs are classified as having floating exchange rates, and within 
an inflation targeting framework which provides some rigidity and anchors agent’s 
expectations. This rigidity could offer NICs some credibility without compromising growth 
objectives. The typical NICs arrangement is in contrast to the advanced economies that 
typically employ free floating arrangements.  
Since classification is dynamic, previous classifications do change. In the latest 
classifications, for instance, Argentina’s previous de facto crawl-like arrangement, however 
they were reclassified as floating. In a similar way, Mexico was reclassified from free 
floating to floating (International Monetary Fund, 2016:9). In the discussion of the NICs, 
there is reference to major exchange rate arrangement changes.   
3.5 PREVIOUS STUDIES OF PURCHASING POWER PARITY IN NEWLY 
INDUSTRIALISED COUNTRIES 
This section presents previous studies of PPP in NICs. There is a focus on the unit root 
testing methodology. For a discussion of the empirical validation of PPP see section 2.3.4. 
This section reviews whether there is a consensus of what version of PPP holds in which 
countries. The Tables referred to within this section are presented after the discussion. 
3.5.1 INTRODUCTION 
As detailed in section 2.3.4 there are a variety of methodologies of empirically validating 
PPP. In this section, previous studies using the unit root testing methodology on NICs 
countries are reviewed. There are numerous studies that examine the PPP hypothesis through 
unit root testing that include NICs. Tables 3.5 and 3.6, present a summary of the literature 
review. Table 3.5 is a summary of individual-based studies and Table 3.6 which is a summary 
of panel-based studies. These tables represent a sample of the literature and are by no means 
exhaustive.  
3.5.2 ABBREVIATIONS USED IN THIS SECTION 
For ease of reference, the acronyms for the various unit root tests are listed: augmented-
Dickey-Fuller (ADF), Phillips-Perron (PP), Kwiatkowski-Phillips-Schmidt-Shin (KPSS), Ng-
Perron (NP), Dickey-Fuller generalised least squares (DF-GLS), Im, Peseran, and Shin (IPS), 
Levin, Lu, and Chu (LLC), Maddala-Wu (MW), Carrion-i-Silvestre (CS), sequential panel 
selection model (SPSM). If the regression was augmented with Fourier functions, it is 
denoted as FF. It should be noted that the SPSM is essentially a panel KSS with augmented 
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Fourier functions. With regards to the period, M denotes monthly, Q denotes quarterly, and A 
denotes annually. 
3.5.3 DISCUSSION OF PREVIOUS STUDIES 
As can be observed from both Tables 3.5 and 3.6, there is some ambiguity over whether PPP 
holds for panels of different countries and for different authors investigating the same 
country. The many studies report stationarity, which corresponds to the Casselian version of 
PPP, which says that the exchange rate is mean reverting. The remainder of studies report 
non-stationarity which corresponds to the efficient markets version of PPP, which says that 
the real exchange rate follows a random walk. In the table, it is simply denoted as stationary 
or non-stationary. These ambiguities is perceived to arise from the use of out-dated unit root 
testing procedures and are subject to a number of criticisms including the failure to account 
for important structural breaks and nonlinearity, hence leaving the subject matter open to 
further deliberation.  
3.5.4 CONCLUSION 
From Tables 3.5 and 3.6, it is evident that there are conflicting views and little consensus 
between studies. Many studies contradict themselves, where linear and nonlinear unit root 
tests having different findings for the same series. Empirical results from several univariate 
unit root studies do not provide much support for the Casselian version of PPP. This could be 
due to the low power of these tests.  
Univariate tests that account for nonlinearity, such as TAR or ESTAR models, indicate more 
support for mean reversion in the real exchange. This further provides credence to the notion 
of regime switching. Panel tests with or without sharp and smooth breaks provide strong 
support for PPP; especially SPSM methodology which is essentially a KSS augmented with 
Fourier functions. This support provides confirmation of the discussion on the empirical 
validation of PPP.  
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Table 3.5.1: Summary of literature for individual based studies (part 1 of 2) 
Author(s) Country/ Countries Period Method Main result: Stationary / non-stationary 
 
Mollick (1999) Brazil A 1855 – 1990 DF, PP Non-stationary 
Salehizadeh and Taylor 
(1999) 
Including: Egypt, India, Indonesia, Malaysia, 
Mexico, Philippines, Thailand, Turkey 
M 1975:1 – 1997:9 ADF Non-stationary: Egypt, India, Indonesia, Malaysia, Mexico, 
Philippines, Thailand, Turkey 
Holmes (2001) Including: Argentina, Brazil, Egypt, India, Indonesia, 
Mexico, Philippines, Thailand, South Africa 
Q 1973 – 1999 ADF Stationary: Argentina, 
Non-stationary: Brazil, Egypt, India, Indonesia, Mexico, 
Philippines, Thailand, South Africa 
Holmes (2002) Argentina, Brazil, Egypt, India, Indonesia, Mexico, 
Philippines, Thailand, South Africa 
Q 1973 – 2001 ADF Non-stationary 
Nusair (2003) Indonesia, Malaysia, Thailand Q 1973:2 –  1994:4 ADF, PP, 
KPSS 
Stationary: Indonesia, Malaysia, Thailand 
Akinboade and Makina 
(2006) 
South Africa M 1978 –  2003 ADF Non-stationary 
Aggarwal, Baharumshah, 
Chan (2007) 
Including: Indonesia, Malaysia, Philippines, Thailand M 1973:7 – 2007:9 ADF, 
KPSS, NP 
Non-stationary 
Del Bianco (2008) Argentina A 1900 – 2006 ADF, PP, 
DF-GLS, 
ERS, KPSS 
Stationary 
Mokoena, Gupta, and van 
Eyden (2008) 
Including South Africa M 1990:1 – 2006:6 ADF, KSS Stationary 
Rashid and Ahmad (2008) India, China M 1974:2 – 2006:2 
1986:12 – 2006:2 
ADF, 
KPSS, KSS 
ADF, KPSS: Non-stationary 
KSS: Stationary 
Jiranyakul and Batavia 
(2009) 
Thailand M 1997:7 – 2007:12 ADF, PP, 
DF-GLS, 
NP, KPSS 
Non-stationary 
Gregory and Shelley (2011) China M 1986:1 – 2006:9 ADF, DF-
GLS, KPSS, 
KSS 
Non-stationary 
Su, Tsangyao, Chang, 
(2011) 
Including, Argentina, Brazil, Mexico  M 1994:12 – 2010:2 ADF, PP, 
KPSS, KSS, 
ADF-FF 
Non-stationary: Argentina, Brazil, Mexico 
Zhou and Kutan (2011) Including: Indonesia, Malaysia, Philippines, Thailand Q 1960-2009 ADF, KSS Stationary: Indonesia 
Non-stationary:  Malaysia, Philippines, Thailand 
Su, Chang, Chang, and Lee 
(2012) 
Brazil, China, India, Russia, South Africa M  1996:1 – 2010:7 ADF, PP, 
KPSS, KSS, 
Becker 
Linear – Non-stationary:  
Brazil, China, India, Russia, South Africa  
Nonlinear – Stationary: Brazil, China, Russia, South Africa 
Non-stationary: India 
Becker: All stationary 
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Table 3.5.2: Summary of literature for individual based studies continued (part 2 of 2) 
Author(s) Country/ Countries Period Method Main result: Stationary / non-stationary 
 
Bahmani-Oskooee, 
Chang,and Lee (2013) 
Brazil, China, India, Indonesia, Mexico, Russia, 
Turkey, South Africa 
M 1994:1 – 2012:6 ADF, PP, 
KPSS 
Stationary: India, Indonesia, South Africa 
Non-stationary: Brazil, China, Turkey 
Bec and Zeng (2013) Indonesia, Malaysia, Philippines, Thailand M 1970:1 – 2010:4 ADF, KSS Linear – Non-stationary: Indonesia, Malaysia, Philippines, 
Thailand 
Nonlinear – Stationary: Indonesia, Thailand  
                 – Non-stationary: Malaysia, Philippines. 
Cuestas and Regis (2013) Mexico,  Turkey M 1972 – 2010 KSS Stationary: Mexico, 
Non-stationary: Turkey 
He, Ranjbar, Chang (2013) Including: Russia M 1995:1 – 2011:10 ADF, PP, 
KPSS 
Non-stationary 
Omay and Yildirim (2013) Argentina M 2006:6 – 2011:10 KSS Stationary 
Arize and Mailindretos, 
and Ghosh (2015) 
Argentina, Brazil, Egypt, India, Indonesia, Malaysia, 
Mexico, Philippines, Russia, Thailand, Turkey 
Vietnam, South Africa 
M 1971:2 – 2011:11 
 
ADF, KPSS Stationary: Argentina, Brazil, Russia,   
Non-stationary: Egypt, India, Indonesia, Malaysia, Mexico, 
Philippines, Vietnam, Thailand, Turkey, South Africa, 
Gidia, Mangir, Ertugrul, 
and Sawhney (2015) 
China M 2000 – 2012 ADF, PP, 
KPSS, NP 
Non-stationary 
Bahmani-Oskooee, Chang, 
Lee (2016) 
Brazil, China, India, Indonesia, Mexico, Philippines, 
Russia, Turkey, South Africa 
M 1994:1 – 2013:3 ADF, PP, 
KPSS 
Non-stationary  
Vasconcelos and Júnior 
(2016) 
Argentina, Brazil, Mexico M 1980 – 2005 DF-GLS, 
NP, KSS 
Stationary: Mexico 
Non-stationary: Argentina, Brazil 
Bahmani-Oskooee, Chang, 
Chen, and Tzeng (2016) 
Including South Africa Q 1971:2 – 2012:3 ADF, PP,  
KPSS, 
Quintile  
Non-stationary: ADF, PP, KPSS 
Stationary: Quintile 
 
Emmoth and Nordfors 
(2017) 
Argentina, Brazil M 1970 – 2015 ADF, PP, 
KSS 
Non-stationary: Argentina, Brazil 
Ma, Li, and Park (2017) China M 1995:1 – 2015:8 DF-GLS, 
PP, KPSS, 
Quintile 
Non-stationary 
Phiri (2017) South Africa M 1971– 2014  KSS Stationary 
Yildirim (2017) China, Turkey, Russia M 2001 – 2015 ADF, PP, 
NP, KSS 
Stationary: Turkey 
Non-stationary: China, Russia 
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Table 3.6: Summary of literature for panel based studies 
Author(s) Country/ Countries Period Method Main result: 
Stationary / non-
stationary 
Holmes (2000) Including: Egypt, South Africa Q 1960 –  1997 IPS Stationary 
Holmes (2001) Including: Argentina, Brazil Egypt, India, Indonesia, Mexico, 
Philippines, Thailand, South Africa 
Q 1973 – 1999 IPS Stationary 
Chiu (2002) Argentina, Brazil, India, Indonesia, Mexico, Malaysia, 
Philippines, Thailand, Turkey, South Africa 
M, Q, 
A 
1980 – 1999 Hadri Stationary 
Breitung and Candelon (2005) Including: Argentina, Brazil, Mexico, Malaysia, Thailand M Varies 
~94:1 –  99:11 
LLC, IPS Non-stationary 
Aggarwal, Baharumshah, Chan (2007) Including: Indonesia, Malaysia, Philippines, Thailand M 1973:7 – 2007:9 IPS, LLC Stationary 
Drine and Rault (2008) Including: Argentina, Brazil, Egypt, India, Indonesia, Malaysia, 
Mexico, Philippines, Russia, Thailand, Turkey, and South Africa 
A 1974 – 1997 Pedroni Stationary 
Gozgor (2011) Turkey M 2003:1 – 2010:4 IPS, Hadri Stationary 
Bahmani-Oskooee et al (2013) Brazil, China, India, Indonesia, Mexico, Russia, Turkey, South 
Africa 
M 1994:1 – 2012:6 LLC, IPS, MW, 
SPSM 
Stationary 
Cuestas and Regis (2013) Including: Mexico,  Turkey M 1972 – 2010 ADF, PP, IPS Stationary 
He and Chang (2013) Including: Russia M, Q 1994 – 2012 SPSM  Stationary 
He, Ranjbar, and Chang (2013) Including: Russia M 1995:1 – 2011:10 IPS, MW, SPSM  Non-stationary 
Robertson, Kumar, and Dutkowsky (2014) Including: Mexico M 1982:2 – 2010:2 Breitung, Fischer Stationary 
Bahmani-Oskooee, Chang, and Lee (2016) Including: Brazil, China, India, Indonesia, Mexico, Philippines, 
Russia, Turkey, South Africa 
M 1994:1 – 2013:3 IPS, MW, CS IPS, MW  - Stationary 
CS – 
Stationary: India, 
Mexico 
Non-stationary: 
Brazil, China, 
Indonesia, 
Philippines, Russia, 
South Africa, Turkey 
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3.6 CONCLUSION TO THE CHAPTER 
A NIC is a country whose rapid industrial growth delivers high levels of economic 
development. Industrialisation is the ubiquitous evolution of the structure of production from 
an agrarian society to an industrial society. The classification of a NIC is applied 
inharmoniously. Therefore, after developing a framework of NIC in this chapter, the present-
day NICs were identified and discussed, following which, a fresh exposition of the term was 
given. 
The following features and conditions are necessary and sufficient to be regarded as a NIC: 
(1) industrialisation is used as a strategy for development; (2) the structure of production in 
terms of the labour force is predominantly non-agrarian; (3) trade is diversified in both 
products and partners and, (4) they are not unilaterally considered as developed. An 
additional tacit criterion is whether the country has been referred to as a NIC in previous 
literature. 
These features and conditions pay homage to the Asian Tigers, yet still making the term 
applicable in this modern age. The following countries were identified as present-day NICs: 
Argentina, Brazil, China, Egypt, India, Indonesia, Malaysia, Mexico, Philippines, Russia, 
Thailand, Turkey, Vietnam, and South Africa.   
The defining feature of a NIC is the widespread use of industrialisation as a strategy for 
development. In the current meaning of NIC, any strategy of industrialisation can be pursued. 
Through industrialisation and a changing character of trade, NICs have experienced rapid 
economic growth that has granted them upward mobility in the hierarchy of world 
economies. Industrialisation and trade has created a group of growing economies that are 
diverse which makes them more able to withstand economic shocks. 
NICs are increasingly open and market-driven and are also increasingly significant actors in 
the international economic system as they progressively become more integrated into it.  At 
the centre of the economic activities between countries is the exchange rate. Furthermore, a 
common underlying feature is how the exchange rate is used as a tool for industrial policy. 
Moreover, in NICs, due to increased economic activity with the rest of the world, NIC 
currencies tend to be actively traded. 
The macroeconomic policies of NICs vary. The only convention seems to be the shifts and 
changes in regimes in order to legitimise the economic system. The changes in economic 
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policy and the economic environment imply that this is a shift in the underlying behaviour of 
the variables. The timing of the shifts and happenstances vary across NICs. This is especially 
true with regards to the exchange rate arrangement in a NIC. These shifts together with the 
economic crises that many NICs experience all constitute breaks in the real exchange rate 
time series. When modelling the real exchange rate, this implies that it will be necessary to 
account for these breaks. 
The fact that most NICs have a flexible exchange rate within an inflation targeting 
framework, implies that they are willing to allow prices to adjust, but it simultaneously 
suggests that they are nevertheless attempting to limit the magnitude and speed of adjustment. 
Flexibility facilitates relative price adjustment. Taken as a whole, this implies that monetary 
policy is aimed at promoting price stability. 
From reviewing the literature of previous studies of PPP in NICs, it clear that there is no 
general consensus as to whether PPP holds within a NIC. This might be attributable to the 
methodology employed. The specific disequilibrating factors for each NIC could vary, and 
thus have a different nonlinear behaviour. Univariate and panel tests, such as TAR or ESTAR 
models and those that are augmented with Fourier functions, indicate support for nonlinear 
mean reversion in the real exchange. This further provides credence to the notion of regime 
switching. Based on these findings and the discussion on empirical validation of PPP, it is 
found that the KSS augmented with Fourier functions methodology is recommended.  
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4 CHAPTER FOUR: EMPIRICAL FRAMEWORK 
In this chapter, the empirical framework is outlined. Section 4.1 introduces relevant concepts, 
while section 4.2 provides the data description. The battery of unit root tests used in this 
study is detailed in sections 4.3 and 4.4. In the latter section, a novel numerical method of 
finding the optimal frequency of the Fourier functions is detailed. This chapter is concluded 
with section 4.5. 
4.1 INTRODUCTION 
After considering the literature, appropriate variables and methodology are selected.  
Furthermore, on the basis of the review of theoretical literature it is concluded that there are a 
number of potential methods of testing the PPP hypothesis. In this study, the focus is on the 
unit root testing procedure. A unit root test tests whether a time series variable is non-
stationary and has a unit root. The terms, non-stationarity, random walk, unit root, and 
stochastic trend can be treated synonymously (Gujarati and Porter, 2009). The random walk 
model is specified as follows: 
           , 
where, 
    real exchange rate at time t, and 
    random term which represents white noise. 
If   = 1, then the series    is non-stationary; else if     < 1, then the time series    is 
stationary. A stationary series, or in other words one that has no unit root, implies that the 
series behaves like an error or white noise process. ‘Shocks’ to a stationary series will 
gradually decay and have a smaller effect as time progresses. Empirical validation of 
stationarity in real exchange rates is relevant because an exchange rate characterised by a unit 
root will ensure that the time series will not revert back to its steady state equilibrium in the 
face of a macroeconomic shock (Phiri, 2017:15).  
If the real exchange rate has a unit root (non-stationary) then it implies that a shock has a 
permanent effect. This corresponds to the efficient markets version of the PPP hypothesis. 
This version further implies that the real exchange rate follows a random walk. On the 
contrary however, if the real exchange rate does not have a unit root (stationary), then it 
implies that a shock has a transient effect. This therefore corresponds to the Casselian version 
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of the PPP hypothesis. This version implies that the real exchange rate is mean-reverting. In 
other words, it has no stochastic trend. 
In this chapter, an array of unit root tests will be presented in order to establish the 
stationarity of the time series. The first are straightforward linear unit root tests, namely the 
Augmented-Dickey-Fuller (ADF), Phillips-Peron (PP), and Kwiatkowski-Phillips-Schmidt-
Shin (KPSS) unit root tests. These are referred to as conventional unit root tests. The next 
group of unit root tests are referred to as modified unit root tests: these are the Dickey-Fuller 
with generalised least squares de-trending (DF-GLS), the Ng-Perron (NP), and the Elliot-
Rothenberg-Stock optimal point (ERS) unit root tests.  
A nonlinear unit root test in the form of the Kapetanois-Shin-Snell (KSS) unit test is also 
performed. This test is augmented with flexible Fourier functions using both integer and 
fractional frequencies in order to account for smooth breaks in the time series. In addition, 
this final test offers the novel innovation of a binary search algorithm for selecting the 
optimal frequency of the flexible Fourier functions. 
4.2 DATA DESCRIPTION 
The data for this study is obtained from the publically accessible database from Breugal 
(2018) which includes real and nominal effective exchange rates from Zsolt (2012a, 2012b, 
2012c). Annual data ranging from 1960 to 2016, as well as monthly data ranging from 
January 1970 to November 2017 are used. In this study the following panel of countries is 
considered: Argentina, Brazil, China, Egypt, India, Indonesia, Malaysia, Mexico, Philippines, 
Russia, Thailand, Turkey, Vietnam, and South Africa.  
This data is graphically presented in Figures 5.1 and 5.2 in Chapter Five. Since the empirical 
analysis requires the use of the natural logarithms of the real exchange rates, this 
transformation is thus performed. The transformed time series then becomes the official 
empirical data. The descriptive statistics are presented in Chapter Five. This is data tested 
with methods outlined in the following sections.  
4.3 UNIT ROOT TESTS 
In this section, the unit root tests used in this study are presented.  
4.3.1 DICKEY FULLER UNIT ROOT TEST 
The Dickey-Fuller (DF) test is based on linear regression and was devised by Fuller (1976) 
and Dickey and Fuller (1979) as:  
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                 , 
where, 
    real exchange rate, 
   drift term, 
    time trend, and 
    error term.  
The drift and time trend terms may be omitted. The null hypothesis is that there exists a unit 
root:    . The presence of autocorrelation leads to the ADF test.  
4.3.2 AUGMENTED DICKEY-FULLER UNIT ROOT TEST 
The ADF test was derived by Said and Dickey (1984), and is presented as follows: 
                       
   
   
     
The null hypothesis assumes there is a unit root (       . The null is rejected if the test 
statistic is more negative than the critical value. The drift and time trend terms may be 
omitted if they are found to be unnecessary. The ADF test accounts for temporally dependent 
and heterogeneously distributed errors by including lagged innovation sequences in the fitted 
regression (Corbae et al, 1988:509). Type I errors are relatively common with ADF tests. 
4.3.3 PHILLIPS-PERRON UNIT ROOT TEST 
The model of the PP test was derived by Phillips and Perron (1988). It is presented as follows 
(Konak and Şeker, 2014:30): 
                       
   
   
     
With a null hypothesis, which is rejected if the test statistic is more negative that the critical 
value, one assumes there is a unit root. The PP test procedure accounts for non-independent 
and identically distributed processes using a non-parametric adjustment to the standard 
Dickey-Fuller procedure (Corbae et al, 1988:509). Simply put, the errors are corrected for 
autocorrelation and for heteroscedasticity.  
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4.3.4 KWIATKOWSKI-PHILLIPS-SCHMIDT-SHIN UNIT ROOT TEST 
The KPSS test, tests a null hypothesis that an observable time series is stationary against the 
alternative that of a unit root.  The regression of the KPSS test breaks up the series into a 
deterministic trend, random walk and stationary error. The KPSS was formulated as follows 
by Kwiatkowski, Phillips, Schmidt and Shin (1992): 
            , and 
          , 
where,  
    random walk. 
Type I errors are relatively common with KPSS test. This test however complements the 
ADF and PP unit root tests.  
4.3.5 DICKEY-FULLER WITH GENERALISED LEAST SQUARES DE-TRENDING 
UNIT ROOT TEST 
The DF-GLS was developed by Elliot, Rothenberg and Stock (1996).  It is a modification of 
the ADF test which de-trends the data so that the explanatory variables are removed from the 
data. The DF-GLS regression proceeds in a way similar to the previous methods discussed: 
   
       
          
    
      , 
where, superscript   denotes the de-trended variable. This is done via the following 
methodology: 
         
        
              
 , 
               
        , 
   
              
                   
 , and 
  
             . 
The transformation increases the efficiency and therefore performance of the test. For further 
discussion of this method, see Elliot et al (1996). 
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4.3.6 NG-PERRON UNIT ROOT TEST 
The NP unit root test was devised by Ng and Perron (2001). This test is also based upon the 
de-trended data   
  : however it utilises modified forms of the Phillips and Perron:     , 
    ; Bhargava (1986):      and the ERS point optimal statistic: 
   
         
  
 
       , 
   
         , 
      
 
  
    , 
   
   
             
  
 
                       
                 
  
 
                       
 , 
4.3.7 ELLIOT-ROTHENBERG-STOCK OPTIMAL POINT UNIT ROOT TEST 
The ERS unit root test is similar to that of the DF-GLS. However, it rearranges in order to 
solve for the residuals. The ERS unit root test therefore takes into account the autocorrelation 
of the residual. It is specified as follows:  
                  
     , and 
then ERS point optimal tests statistic is of the null that     against the alternative that 
   , is defined as: 
                      , 
where,  
    is an estimator of the residual spectrum at frequency zero.  
4.3.8 KAPETANOIS-SHIN-SNELL UNIT ROOT TEST 
The KSS unit root testing procedure can detect the presence of non-stationarity against 
nonlinear but globally stationary exponential smooth transition autoregressive (ESTAR) 
process (Kapetanios et al, 2003:359). The ESTAR model that they derive is as follows: 
                      
      . 
This is approximated with the Taylor series to arrive at: 
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       . 
This unit root test can also incorporate lags to account for autocorrelation on the dependent 
variable:  
         
          
   
         . 
The asymptotic critical value is computed as: 
     
  
       
. 
Since      does not follow an asymptotic standard normal distribution, Kapetanios et al, 
2003) derive critical values for the test statistics. These are derived from the cases of raw 
time series, as well as from de-meaned and de-trended data. The data are de-meaned and de-
trended, using the following formulae: 
        , 
            , 
Where, 
   denotes the sample mean, 
   denotes the OLS estimate of  , and 
   denotes the OLS estimate of  . 
This test has more power statistical power than the standard ADF test. Furthermore, it can 
reject a unit root in cases where the linear ADF test fails. This implies evidence on nonlinear 
mean-reversion. The ESTAR model allows for transitions along a continuous scale, which 
implies that they are smooth. Furthermore, these transitions may depend on lags of the series 
or exogenous variables. A major shortcoming of the KSS unit root test is that this model is 
unable to directly account for structural breaks in the regression. The estimation of half-lives 
for a nonlinear process is beyond the scope of this study (see Taylor, Peel and Sarno (2001) 
for methodology on calculating the half-lives of a nonlinear mean-reverting process). 
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4.4 FLEXIBLE FOURIER FUNCTIONS AND NONLINEAR UNIT ROOT TESTS 
In this section, the flexible Fourier functions are introduced. How unit root testing procedures 
can be augmented with these functions in order to improve power of the unit root test, is 
illustrated. It is further demonstrated how to select the optimal flexible Fourier functions. A 
novel numerical method for selection of the optimal fractional frequency of the Fourier 
functions is also presented. 
4.4.1 FLEXIBLE FOURIER FUNCTIONS 
A trigonometric series can represent any arbitrary function. For example, Becker, Enders and 
Hum (2004), Becker, Enders and Lee (2006), and Enders and Lee (2012) have developed unit 
root tests that are able to capture any structural break of an unknown form as a smooth 
process by means of flexible Fourier transforms (FFT). These methods are built on the work 
of Gallant (1981) who shows that a Fourier approximation can capture the behaviour of an 
unknown function even if the function is not periodic.  
Fourier functions can capture structural breaks in the time series, since they can capture the 
variation in any absolutely integrable function of time. Fourier functions work even if there is 
no a priori knowledge concerning the shape of the breaks in the data (Su et al, 2011:843). 
They are therefore able to approximate breaks as deterministic smooth gradual processes. 
Fourier functions have the further advantage s of being global rather than local 
approximations: however this is unlike Taylor series approximations. Enders et al (2012) 
place emphasis on estimating Fourier functions with a single frequency to avoid problems of 
over-fitting and loss of regression power. A series of flexible Fourier functions would 
ultimately mask the mean-reverting or random walk nature of the variable. 
In the following subsections, ways in which regressions can be augmented with flexible 
Fourier functions and how to select the optimal frequency of the functions are outlined. A 
numerical method of selecting the optimal fractional frequency of the flexible Fourier 
functions is also outlined. 
4.4.2 KAPETANOIS-SHIN-SNELL WITH FLEXIBLE FOURIER FUNCTIONS 
In the literature, Fourier functions have been used in alternative ways, e.g. by describing the 
data-generating process or augmenting other unit root tests such as the DF and KSS. In this 
study the KSS unit root test is augmented using a single frequency Fourier function. This 
hybrid regression allows smooth transitions in regime switching (through the KSS 
component) and can capture any structural break of an unknown form (through the flexible 
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Fourier functions component). The testing regression with single Fourier frequency can be 
specified as: 
         
        
    
 
        
    
 
          
   
         . 
where, 
          ,  
   frequency, and 
  ,   , measures the amplitude and displacement of the frequency component. 
The significance of the augmentation is tested with a Wald test. The Wald test examines 
whether explanatory variables in a model are significant. More specifically, whether 
                    . The result of this test indicates whether the flexible Fourier functions 
contribute something significant to the model. 
In a sense, the KSS-FFF testing regression can be likened to the modelling of a travelling 
wave. The FFF part models the long-run trend in the data, and the KSS part models and 
enables the examination of the nature of disturbances, as for example, whether the series in 
question is mean-reverting or following a random walk. The latter could be seen as 
interference, and indicating that something is preventing the series from returning to 
equilibrium. Expressed differently, in this analogy, the FFF part models transverse 
disturbances, and the KSS part models pulse disturbances. 
4.4.3 SELECTION OF THE OPTIMAL FREQUENCY FOR FLEXIBLE FOURIER 
FUNCTIONS 
Enders et al (2012), He et al (2013), Bahmani-Oskooee et al (2014), Bahmani-Oskooee et al 
(2017) and Omay et al (2018) all employ integer ( ) values for  : however, to increase 
accuracy one can also use fractional values, where   is any unique rational ( ) value.  
This notion is supported by Omay (2015:125-126), who suggests that using fractional 
frequencies limits cases where the null hypothesis might be wrongly accepted. Fractional 
frequencies increase the power of the empirical testing process, which can capture the true 
nonlinear trend of the structural breaks more precisely.   
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This choice of an integer value for   is in a sense a round-off error. The selection of   has 
traditionally been performed through a grid search technique: see, for example Davies (1987), 
Enders and Lee (2004), and Omay (2015). A grid search is an example of a brute-force or 
exhaustive search, which however has the shortcoming of being computationally slow. 
Particularly, if   can be a rational number, depending on the tolerance level, it may lead to a 
combinatorial explosion.  
In this study, a binary search procedure is presented as a solution to this problem. This 
procedure is similar to the bisection root-finding method which is itself based on the 
intermediate value theorem. In short, this process divides a set continually in half, to search 
for the optimal frequency  .  
A rephrasing of this problem is that some function of   describes some information criterion, 
and the objective is to find a solution that optimises this function, i.e. 
                          . The objective may, for instance, be to minimise the Akaike 
or Schwarz criterion or maximise the adjusted R-squared or F-statistic.  
4.4.4 BINARY SEARCH PROCEDURE FOR FINDING OPTIMAL FREQUENCY K 
Assume it is believed that the optimal frequency    ) has some   value between    and   . 
i.e.           , where   denotes the j
th
 iteration. Then a regression can be executed three 
times, at the two endpoints and the midpoint. Specifically, with      ,       , and 
    
     
 
    . The information criterion can then be evaluated at each of these three 
points.  
The segment of the interval with the worst information criterion is discarded. The interval is 
now halved, with the midpoint replacing the endpoint with the worst criterion. To make it 
clear, the worst performing half-interval is chopped-off, and a new subinterval is created. The 
process is then repeated. For example, say that for the first iteration, the interval was 
is       , and say       produced the worst model (i.e.             and       
     , then the new interval, for the second iteration becomes        , where       
         . The procedure is then repeated. This example is illustrated in Figure 4.1, with 
the assumption that one is maximising     . 
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Figure 4.1: Illustration of the binary search procedure for finding optimal k 
(maximising the information criterion) 
(Author, 2018) 
This procedure can be iteratively repeated to find a value for    within some tolerance level, 
of the true  . In other words, a value for   that optimises the regression can be found. 
Computationally, the advantages of this method are its simplicity and the fact that it is also 
robust. The main criticism is its slow convergence: typically about fifteen iterations are 
required to achieve four decimal place accuracy. This method is an improvement on previous 
methods of finding the optimal frequency which would have required thousands of 
regressions to achieve the same degree of accuracy. 
In this study, integer values of    are selected through a traditional grid search technique. In 
the next set of tests, the optimal integer   is then used as a midpoint of the initial guess as to 
the optimal rational   . Furthermore, when making a guess it is recommended that the 
midpoint is seen as having the best information criterion. According to the intermediate value 
theorem, this implies that there are some local maxima (or minima) on the interval. In 
practice, a combination of an initial grid search is useful, since it allows one to focus on a 
narrower interval from the initial outset.  
The augmentation of flexible Fourier functions can be applied to a wide range of unit root 
tests. Additionally, the binary search method can be applied to any such augmentation in 
order to find the optimal fractional frequency. Ultimately, this method reduces approximation 
error. 
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4.5 CONCLUSION TO THE CHAPTER 
In this chapter, the empirical framework for the study was outlined. It began by empirically 
describing the research problem. Techniques and procedures suggested from the literature 
review process were discussed and outlined. In particular, this culminated in the form of the 
KSS augmented with flexible Fourier functions. This model was deemed to be capable of 
capturing smooth transitions in regime switching (through the KSS component) and via 
structural breaks of an unknown form (through the flexible Fourier functions component).  
For the reason cited above, and with additional reasons derived from previous literature, 
(including firstly that it is believed that the behaviour of an adjustment towards PPP is 
nonlinear; and secondly because of factors characteristic of NICs, such as frequent policy 
changes) KSS based models, augmented with FFF have been chosen for this study.  
This unit root test was further developed with a numerical method, in the form of a binary 
search procedure for finding the optimal frequency. This novel technique increases the 
practicality of fractional frequencies for the flexible Fourier functions. It is also reduces 
approximation errors. This paves the way for widespread use of a fractional frequency 
flexible Fourier form with its increased capabilities of capturing structural breaks of unknown 
forms in unit root testing. 
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5 CHAPTER FIVE: EMPIRICAL RESULTS  
In this chapter, the empirical results of this study are presented and discussed. Section 5.1 
graphically presents the data. Section 5.2 presents the descriptive statistics. The data 
described constitute the natural logarithm of the series, as this transformation is necessary 
according to the empirical framework. Section 5.3 presents the empirical results of the linear 
unit root tests. Section 5.4 presents and discusses the empirical and graphical results of the 
nonlinear unit root tests. The results are also compared to previous studies. Section 5.5 
concludes the chapter. In this chapter, in discussions involving the comparing of results to 
those of previous studies, the name of the country typically refers to the real exchange rate. 
5.1 DATA 
This subsection serves to graphically present the data used in this study. Figure 5.1 presents 
the annual series of the natural logarithms of the real exchange rate in newly industrialised 
countries for the period 1960 to 2016. Similarly, Figure 5.2 presents the monthly series of 
the natural logarithms of the real exchange rate in newly industrialised countries for the 
period January 1970 to November 2017. 
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Figure 5.1: Natural logarithms of the real exchange rate of newly industrialised 
countries (annual series), 1960-2016 
(Breugal, 2018) (Author’s calculations) 
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Figure 5.2: Natural logarithms of the real exchange rate of newly industrialised 
countries (monthly series), 1970:1 – 2017:11 
(Breugal, 2018) (Author’s calculations) 
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normality, in the annual data only China, India, Mexico, Malaysia, Russia, Thailand, and 
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monthly series are non-normal. 
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followed by Vietnam, Russia, and Indonesia, has the most volatile annual series, and Mexico, 
Brazil, and Thailand have the least volatile annual series. In the monthly series, the finding is 
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one of the least volatile. Vietnam, Russia, and Indonesia, have the most volatile monthly 
series, whereas Malaysia, Mexico, Brazil, and Thailand have the least volatile monthly series. 
Table 5.1: Descriptive statistics of the real exchange rate of newly industrialised 
countries 
  Mean Median Max. Min. Std. 
dev. 
Skewness Kurtosis JB (p-
value) 
Obs. 
A
n
n
u
al
 (
1
9
6
0
 –
 2
0
1
6
) 
Argentina 4.8975 4.9064 5.6781 4.1257 0.3866 0.1088 2.1322 0.3866 57 
Brazil 4.4609 4.4588 4.8506 4.1522 0.1865 0.0763 2.1732 0.4320 57 
China 5.1839 4.9065 6.3252 4.3211 0.6273 0.4451 1.6541 0.0454 57 
Egypt 5.0442 5.0808 5.6388 4.4323 0.3127 -0.1622 2.1563 0.3789 57 
India 4.9583 4.9235 5.7424 4.3934 0.4136 0.2336 1.6245 0.0843 57 
Indonesia 5.0119 4.7517 5.8198 3.9327 0.4912 0.0598 1.7786 0.1672 57 
Mexico 4.5245 4.5670 4.7680 4.1022 0.1387 -1.0632 4.1956 0.0009 57 
Malaysia 4.9257 4.8193 5.3367 4.5293 0.2828 0.0409 1.3619 0.0410 57 
Philippines 4.7746 4.7582 5.6274 4.3604 0.2571 1.1405 5.0172 0.0000 57 
Russia 4.3176 4.4452 4.8759 2.4246 0.5106 -2.1881 8.4107 0.0000 27 
Thailand 4.8249 4.7393 5.1809 4.4578 0.2079 0.0454 1.6981 0.1323 57 
Turkey 4.4781 4.5180 4.9508 3.9651 0.2794 -0.0905 1.9894 0.2860 57 
Vietnam 4.6154 4.6205 6.1415 3.4422 0.5376 0.5376 4.7613 0.0375 37 
South Africa 4.8695 4.8465 5.2205 4.3297 0.2545 -0.1323 1.8717 0.2029 57 
M
o
n
th
ly
 (
1
9
7
0
:1
 –
  
2
0
1
7
:1
1
) 
Argentina 4.8910 4.7905 5.7873 3.8014 0.4173 0.1390 1.8423 0.0000 575 
Brazil 4.4588 4.4862 4.8481 3.8626 0.2161 -0.3528 2.0470 0.0000 456 
China 4.6566 4.6373 4.9899 4.2470 0.1600 0.1831 2.5102 0.0640 353 
Egypt 4.8003 4.8335 5.2022 4.3671 0.2140 -2082 1.8788 0.0001 323 
India 4.7970 4.7221 5.4342 4.2944 0.3225 0.3571 1.8485 0.0000 575 
Indonesia 4.9732 4.7910 5.9084 3.6752 0.4734 0.3540 2.2429 0.0000 575 
Mexico 4.5238 4.5657 4.8331 4.0278 0.1616 -0.7388 3.4241 0.0000 575 
Malaysia 4.6531 4.6397 4.9119 4.2084 0.1156 -0.4692 4.6774 0.0000 323 
Philippines 4.5995 4.6167 5.0994 4.2116 0.1646 -0.2900 2.2965 0.0000 575 
Russia 4.3080 4.4176 4.7734 2.4380 0.4395 -2.0116 7.7178 0.0000 306 
Thailand 4.6165 4.6554 4.8169 4.2455 0.1124 -0.4592 2.2006 0.0000 323 
Turkey 4.3194 4.3350 4.8062 3.6776 0.2147 -0.2191 2.3141 0.0004 575 
Vietnam 4.7857 4.6343 8.6965 3.9465 0.6866 4.2584 22.8178 0.0000 372 
South Africa 4.7858 4.7836 5.2137 4.1842 0.2310 0.0056 2.2200 0.0007 575 
 
5.3 LINEAR UNIT ROOT TEST RESULTS 
In this section, the results of the unit root tests are presented and discussed. The results are 
grouped by class of unit root test as follows: conventional – ADF, PP and KPSS; as well as 
the modified – DF-GLS, NP, and ERS. All these tests are conducted on the levels of the data.  
 127 
 
5.3.1 CONVENTIONAL UNIT ROOT TESTS RESULTS 
Table 5.2: Annual conventional unit root test results 
Annual (1960 – 2016) 
 ADF PP KPSS 
 Intercept 
Trend and 
Intercept 
Intercept 
Trend and 
Intercept 
Intercept 
Trend and 
Intercept 
Argentina -2.4632 [0] -2.9158 [0] -2.4892 [3] -2.9619 [1] 0.3397 [5] 0.1055 [5] 
Brazil -3.4151** [1] -3.5401** [1] -2.8869 * [1] -3.0466 [1] 0.2671 [5] 0.0862 [4] 
China -1.5850 [0] 0.1250 [0] -1.5850 [0] 0.1154 [3] 0.7609*** [6] 0.2068*** [6] 
Egypt -3.3780** [1] -4.1407*** [1] -2.5972 * [1] -2.8808 [1] 0.5611** [5] 0.0503 [4] 
India -1.4795 [1] -0.7698 [0] -1.3836 [4] -0.5858 [3] 0.7661*** [6] 0.1852 ** [5] 
Indonesia -1.7116 [0] -2.1873 [1] -1.6410 [2] -2.0847 [2] 0.7740*** [6] 0.1226* [5] 
Mexico -3.8791*** [1] -3.8690** [1] -3.1313** [5] -3.1401 [5] 0.1325 [4] 0.1203* [4] 
Malaysia -1.0473 [1] -2.9187 [1] -0.8218 [5] -2.3628 [2] 0.8696*** [6] 0.1144 [5] 
Philippines -3.5443** [0] -2.9730 [0] -3.5752*** [3] -2.9509 [3] 0.7021** [5] 0.2099*** [5] 
Russia -5.2455*** [2] -6.2314*** [1] -2.9120 * [1] -4.2224** a [1]  0.5012** [2] 0.0663 [3] 
Thailand -6.2963*** [0] -1.5085 [0] -1.2121 [1] -1.8867 [3] 0.8036 *** [6] 0.1304* [5] 
Turkey -1.7493 [0] -1.4463 [0] -1.6873 [1] -1.3265 [1] 0.3839* [6] 0.2096** [6] 
Vietnam -5.3601*** [1] -5.2949*** [1] -2.3796 [5] -2.2889 [5] 0.1738 [2] 0.0628 [2] 
South Africa -0.9314 [0] -4.5202*** [1] -0.5175 [7] -3.5196** [4] 0.8957*** [6] 0.0530 [3] 
Critical values 
~1% -3.5510 -4.1310 -3.5527 -4.1310 0.7390 0.2160 
~5% -2.9100 -3.4900 -2.9145 -3.4900 0.4630 0.1460 
~10% -2.5950 -3.1750 -2.5950 -3.1750 0.3470 0.1190 
Notes: “***”, “**”, “*” denote the 1%, 5%, and 10% critical levels. Optimal lag lengths or bandwidth, as determined by the information 
criterion is denoted with []. a 1% critical value of -4.3561.  
 
Table 5.3: Monthly conventional unit root test results 
Monthly (1970:1 –  2017:11) 
 ADF PP KPSS 
 Intercept 
Trend and 
Intercept 
Intercept 
Trend and 
Intercept 
Intercept 
Trend and 
Intercept 
Argentina -2.5453 [0] -3.0938 [0] -2.5453 [0] -3.0233 [1] 0.8693*** [18] 0.2648*** [18] 
Brazil -3.0498** [1] -3.1745* [1] -2.5328 [2] -2.6551 [2] 0.4751** [16] 0.1285* [16] 
China -1.8574 [1] -2.7829 [1] -1.9736 [7] -2.9311 [6] 0.8497*** [15] 0.3724*** [15] 
Egypt -2.3401 [1] -2.1022 [1] -2.1514 [2] -1.8649 [2] 0.4076* [15] 0.1635** [15] 
India -1.8750 [1] -0.4649 [1] -1.8831 [5] -0.3413 [3] 2.0263*** [18] 0.6200*** [18] 
Indonesia -1.6626 [2] -1.9348 [2] -1.7668 [9] -2.1301 [9] 2.2810*** [18] 0.4806*** [18] 
Mexico -3.3954** [5] -3.4044* [5] -3.2484** [9] -3.2600* [9] 0.1911 [18] 0.2005** [18] 
Malaysia -2.7401* [1] -2.9474 [1] -2.1732 [0] -2.3417 [0] 0.5273** [14] 0.2500*** [14] 
Philippines -3.2269** [1] -3.0616 [1] -3.5345*** [8] -3.3227* [8] 0.7411*** [18] 0.4277*** [18] 
Russia -3.9543*** [2] -3.6219** [2] -3.0588** [2] -2.8137 [3] 1.2940*** [14] 0.1687** [14] 
Thailand -2.1836 [1] -2.3503 [1] -1.9551 [4] -2.1238 [4] 0.5227** [15] 0.4560*** [14] 
Turkey -3.0016** [2] -3.0190 [2] -2.7670* [10] -2.7746 [10] 0.5838** [18] 0.5807*** [18] 
Vietnam -4.1722*** [10] -6.0192*** [12] -6.9692*** [31] -8.4835*** [43] 0.2423 [15] 0.2114** [15] 
South Africa -2.1087 [1] -4.0476*** [1] -1.9153 [10] -3.6494* [8] 2.5678*** [18] 0.1149 [17] 
Critical values 
~1% -3.4415 -3.9750 -3.4450 -3.9800 0.7390 0.2160 
~5% -2.8700 -3.4200 -2.8700 -3.4200 0.4630 0.1460 
~10% -2.5700 -3.1325 -2.5700 -3.1325 0.3470 0.1190 
Notes: “***”, “**”, “*” denote the 1%, 5%, and 10% critical levels. Optimal lag lengths or bandwidth, as determined by the information 
criterion is denoted with []. 
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5.3.1.1 Conventional unit root test results 
Tables 5.2 and 5.3 present an overview of the conventional unit root tests for annual and 
monthly data. The Schwarz criterion was used to select the optimal lag length for the ADF, 
whereas the Newey-West bandwidth was used for the PP and KPSS methods. 
For the ADF unit root tests, the null of a unit root is rejected in both panels for Brazil, 
Mexico, Philippines, Russia, and Vietnam; only in the annual for Egypt and Thailand; only in 
the monthly without a trend term for Malaysia and Turkey, and only in the monthly with a 
trend for South Africa. For the remainder of the series, the null of a unit root is accepted, 
implying these series are all non-stationary.   
For the PP unit root tests, the null of a unit root is rejected for the annual Brazil, Egypt, 
Mexico, and Philippines series without a trend, South Africa with a trend, and Russia for both 
cases. However PP tests on the monthly series indicate the null of a unit root is rejected for 
Mexico, Philippines, and Vietnam for both cases, for Russia without a trend, and for South 
Africa with a trend.  
The KPSS tests a null of stationarity. Doing this test in conjunction with the previous tests 
increases the power of conventional unit root tests. According to this test, for the annual data, 
the null hypothesis is rejected for China, Egypt, India, Indonesia, Malaysia, Philippines, 
Russia, Thailand, Turkey, and South Africa (all without a trend term), and for China, India, 
Indonesia, Mexico, Philippines, and Thailand, with a trend term. For the monthly data, the 
null hypothesis is rejected for all series except for Mexico and Vietnam without a trend term, 
and for South Africa with a trend term.  
When considering the results of the ADF, PP, and KPSS collectively, there are both 
consistent and inconsistent results. With regards to the annual series, the following countries 
have consistent results in favour mean-reversion in the real exchange rate: Brazil, Mexico, 
and Vietnam. Staying with the annual series, the following countries display consistent 
results in favour of a random walk in the real exchange rate: China, India, Indonesia, and 
Turkey. The South African series is stationary if a trend term is included, but non-stationary 
without it. The remainder of the annual series indicate inconsistent results.  
With regards to the monthly series, the real exchange rates of Argentina, China, Egypt, India, 
Indonesia and Thailand are found to be consistently mean-reverting. Similarly in terms of to 
the annual series, the South African series is stationary if a trend term is included, but non-
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stationary without it. The remainder of the annual series have inconsistent results. No 
monthly series is found to be following a random walk consistently via the conventional unit 
root tests.  
5.3.1.2 Comparison of conventional unit root test results to previous studies 
The stationary result for the conventional tests on the annual series of Brazil is in contrast to 
findings in the studies of Mollick (1999), Holmes (2001) and Su et al (2012), who all 
employed similar methodologies but find that Brazil’s real exchange rate is non-stationary. 
There were however mixed results in the previous studies with regards to Mexico: therefore 
this result simply lends support to authors who find no unit root in the Mexican series, such 
as Robertson et al (2014) for example. 
The stationary result for the Argentina monthly series of confirms the findings of Del Bianco 
(2008). Similarly, the stationary result for Indonesia and Thailand is supportive of the 
findings of Nasair (2003), Bahmani-Oskooee et al (2013), and semi-supportive of Zhou et al 
(2011) who found that Indonesia’s real exchange rate was stationary but Thailand’s was non-
stationary. For Thailand however, the results were the opposite of those of Jiranyakul et al 
(2009) who found that the real exchange rate of Thailand was non-stationary. However the 
stationary result in this study for China contrasts with the findings previously presented by 
Gregory et al (2011).  
The China and India results which exhibited  mean reversion are in contrast to Rashid et al 
(2008) who found a random walk with similar conventional tests. The findings for China and 
India are semi-supportive of Bahmani-Oskooee et al (2013) who also found that India’s was 
mean-reverting while China’s followed a random walk. The result concerning South Africa is 
somewhat supportive of the studies by Akinboade et al (2006) and Su et al (2012) who found 
evidence of non-stationarity with conventional linear unit root tests.  
All in all, the results are somewhat consistent with findings reported in previous literature. It 
was noted though that the previous literature lacked consensus. The results of this study are 
more in agreement with previous studies and disagree to a much lesser degree.  
 
 130 
 
5.3.2 MODIFIED UNIT ROOT TESTS RESULTS 
Table 5.4 Annual modified unit root test results 
Notes: “***”, “**”, “*” denote the 1%, 5%, and 10% critical levels. Optimal lag lengths or bandwidth, as determined by the information criterion are denoted with []. 
5.3.2.1 Modified unit root test results for the annual series 
In general, the modified unit root test results on the annual data are more consistent than those of the conventional tests. The results indicate that 
the real exchange rates of Brazil, Egypt, and Vietnam are stationary for both intercept as well as trend and intercept specifications. On the other 
hand, the real exchange rates of China, India, Indonesia, Philippines, Thailand, and Turkey are non-stationary.  The Malaysian and South 
African real exchange rates are stationary when the regression is specified with an intercept and trend, but non-stationary without the trend term. 
The DF-GLS indicates that the Russian real exchange rate is stationary; while the NP indicates that it is non-stationary, and the ERS has mixed 
Annual (1960 – 2016) 
 DF – GLS NP ERS 
   MZa MZt MSB MPT   
 Intercept 
Trend and 
Intercept 
Intercept 
Trend and 
Intercept 
Intercept 
Trend and 
Intercept 
Intercept 
Trend and 
Intercept 
Intercept 
Trend and 
Intercept 
Intercept 
Trend and 
Intercept 
Argentina -2.4600** [0] -2.9849* [0] -11.3348** [0] -13.8532 [0] -2.18700** [0] -2.5691 [0] 0.1930** [0] 0.1855 [0] 2.9874** [0] 6.9393 [0] 3.0418* [0] 6.8187 [0] 
Brazil -2.4690** [0] -3.5809** [1] -10.1737** [0] -22.9694** [1] -2.2186** [0] -3.3886** [1] 0.2181** [0] 0.0175** [1] 2.5527** [0] 3.9689***[1] 1.7040***[1] 3.8568***[1] 
China -0.2520 [0] -0.3547 [0] 0.0005 [0] -0.7596 [0] 0.0006 [0] -0.3468 [0] 1.1036 [0] 0.4565 [0] 66.5611 [0] 47.7149 [0] 101.7973 [0] 49.9279 [0] 
Egypt -2.4436** [1] -4.1253*** [1] -12.5775** [1] -33.5413*** [1] -2.4757** [1] -4.0769*** [1] 0.1968** [1] 0.1216*** [1] 2.0732** [1] 2.8198***[1] 2.7830** [1] 2.7942***[1] 
India -0.6091 [1] -1.2019 [1] -0.6834 [1] -4.6495 [1] -0.4677 [1] -1.3105 [1] 0.6844 [1] 0.2819 [1] 25.4244 [1] 18.2004 [1] 40.8545 [1] 20.3941 [1] 
Indonesia -0.7987 [0] -2.2646 [0] -1.3176 [0] -9.2628 [0] -0.6603 [0] -2.0668 [0] 0.50011 [0] 0.2231 [0] 14.6314 [0] 10.1803 [0] 22.0313 [0] 10.0665 [0] 
Mexico -3.91148*** [1] -2.5327 [1] -30.7797*** [1] -12.3463 [2] -3.8392*** [1] -2.4186 [2] 0.1247***[1] 0.1959 [2] 1.0530*** [1] 7.7404 [2] 1.0705*** [1] 3.1638***[1] 
Malaysia -0.1373 [1] -2.9484* [1] -0.1545 [1] -17.5930** [1] -0.0869 [1] -2.9526** [1] 0.5624 [1] 0.1778** [1] 21.7048 [1] 5.2606** [1] 35.6640 [1] 5.0533** [1] 
Philippines -1.0029 [0] -1.7734 [0] -1.3866 [0] -5.3506 [0] -0.7673 [0] -1.4366 [0] 0.5534 [0] 0.2685 [0] 16.0414 [0] 16.3941 [0] 34.2813 [0] 25.1050 [0] 
Russia -6.1008*** [2] -6.4254*** [2] -0.7500 [2] -1.1884 [2] -0.6115 [2] -0.7468 [2] 0.8153 [2] 0.6284 [2] 32.5926 [2] 72.8295 [2] 37.9586 [2] 5.8539* [1] 
Thailand -0.5295 [0] -1.6572 [0] -0.6433 [0] -5.7896 [0] -0.4156 [0] -1.5726 [0] 0.6461 [0] 0.2716 [0] 23.6364 [0] 15.5218 [0] 31.4447 [0] 15.2785 [0] 
Turkey -1.1274 [0] -1.4055 [0] -2.2351 [0] -3.9137 [0] -1.0238 [0] -1.3326 [0] 0.4581 [0] 0.3405 [0] 10.7079 [0] 22.4479 [0] 14.8818 [0] 23.0702 [0] 
Vietnam -1.6907* [3] -4.5846*** [1] -7.4357* [3] -32.0986*** [1] -1.8466* [3] -4.0062*** [1] 0.2483* [3] 0.1248*** [1] 3.5861* [3] 2.8389***[1] 2.3949** [1] 3.5068***[1] 
South 
Africa 
-0.2367 [0] -4.5123*** [1] -0.2634 [0] -36.3336*** [1] -0.1160 [0] -4.2493*** [1] 0.4403 [0] 0.1170*** [1] 15.6750 [0] 2.5794***[1] 21.5412 [0] 2.5503***[1] 
Critical values 
~1% -2.6075 -3.7500 -13.8000 -23.8000 -2.5800 -3.4200 0.1740 0.1430 1.7800 4.0300 1.8812 4.2256 
~5% -1.9468 -3.1725 -8.1000 -17.3000 -1.9800 -2.9100 0.2330 0.1680 3.1700 5.4800 2.9896 5.7088 
~10% -1.6131 -2.8750 -5.7000 -14.2000 -1.6200 -2.6200 0.2750 0.1850 4.4500 6.6700 3.9464 6.7728 
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results. The results for both Argentina and Mexico have some discrepancies. However the majority of the results show that for Argentina, the 
series is non-stationary with a trend specification, but stationary without the trend term; Mexico’s results indicate that the series is stationary 
without a trend term, but non-stationary with the trend term included in the regression. The optimal lag selection of the modified tests has been 
done using the Schwarz information criteria. 
Table 5.5: Monthly modified unit root test results 
Monthly (1970:1 –  2017:11) 
 DF – GLS NP ERS 
   MZa MZt MSB MPT   
 Intercept 
Trend and 
Intercept 
Intercept 
Trend and 
Intercept 
Intercept 
Trend and 
Intercept 
Intercept 
Trend and 
Intercept 
Intercept 
Trend and 
Intercept 
Intercept 
Trend and 
Intercept 
Argentina -2.5584** [0] -2.7344* [0] -13.6391** [0] -14.9204* [0] -2.5299** [0] -2.7002* [0] 0.1855** [0] 0.1810* [0] 2.1155** [0] 6.2970* [0] 2.1119** [0] 6.4021* [0] 
Brazil -2.4436** [1] -3.1684** [1] -12.1480** [1] -20.0115** [1] -2.4308** [1] -3.1602** [1] 0.2001** [1] 0.1579** [1] 2.1520** [1] 4.5722** [1] 2.2291** [1] 4.5557** [1] 
China -1.0248 [1] -1.0991 [1] -2.1141 [1] -2.9225 [1] -1.0281 [1] -1.1051 [1] 0.4863 [1] 0.3781 [1] 11.5891 [1] 28.4344 [1] 12.5153 [1] 31.7199 [1] 
Egypt -0.9603 [1] -1.6256 [1] -2.0177 [1] -5.9069 [1] -0.9613 [1] -1.6242 [1] 0.4764 [1] 0.2750 [1] 11.7089 [1] 15.3231 [1] 13.1418 [1] 16.0586 [1] 
India -0.0261 [1] -0.3380 [1] -0.0147 [1] -0.7420 [1] -0.0179 [1] -0.3508 [1] 1.2147 [1] 0.4728 [1] 78.9796 [1] 50.4114 [1] 86.2814 [1] 52.8086 [1] 
Indonesia -0.4335 [2] -1.9696 [2] -0.7092 [2] -8.4851 [2] -0.4373 [2] -1.9849 [2] 0.6166 [2] 0.2339 [2] 21.8509 [2] 11.0058 [2] 23.2609 [2] 11.0209 [2] 
Mexico -3.1248*** [5] -3.3888* [5] -23.0908*** [5] -26.2391*** [5] -3.3245*** [5] -3.6028*** [5] 0.1440*** [5] 0.1373*** [5] 1.3140*** [5] 3.5896*** [5] 1.3060*** [5] 3.5549*** [5] 
Malaysia -2.4594** [1] -2.9498** [1] -12.4584** [1] -17.3279** [1] -2.4564** [1] -2.9435** [1] 0.1972** [1] 0.1699* [1] 2.1235** [1] 5.2589** [1] 2.1853** [1] 5.2292** [1] 
Philippines -0.7789 [1] -1.5376 [1] -1.4151 [1] -5.3977 [1] -0.7758 [1] -1.5372 [1] 0.5483 [1] 0.2848 [1] 15.7720 [1] 16.5826 [1] 17.1866 [1] 17.6170 [1] 
Russia -0.0280 [2] -1.2384 [2] 0.0561 [2] -3.1489 [2] 0.0525 [2] -1.1425 [2] 0.9352 [2] 0.3628 [2] 50.5136 [2] 26.4612 [2] 65.0219 [2] 30.8165 [2] 
Thailand -2.1540** [1] -2.1879 [1] -9.077** [1] -10.1169 [1] -2.1688** [1] 2.2022 [1] 0.2211** [1] 0.2177 [1] 2.6810** [1] 9.2323 [1] 2.6690** [1] 9.771 [1] 
Turkey -1.1243 [2] -1.9511 [2] -3.0169 [2] -7.7359 [2] -1.1353 [2] -1.9598 [2] 0.3763 [2] 0.2533 [2] 7.9560 [2] 11.7983 [2] 8.3536 [2] 12.1037 [2] 
Vietnam -0.1222 [10] -1.1975 [10] 0.2381 [10] -0.3402 [10] 0.3891 [10] -0.2762 [10] 1.6340 [10] 0.8119 [10] 146.6781 [10] 128.1094 [10] 274.3781 [10] 538.5056 [12] 
South 
Africa 
-0.4218 [1] -3.9018*** [1] -0.9079 [1] -30.1794*** [1] -0.4343 [1] -3.8808*** [1] 0.4783 [1] 0.1286*** [1] 15.2964 [1] 3.0415*** [1] 16.4108 [1] 3.0456*** [1] 
Critical values 
~1% -2.5700 -3.4800 -13.8000 -23.8000 -2.5800 -3.4200 0.1740 0.1430 1.7800 4.0300 1.9750 3.9800 
~5% -1.9420 -2.8900 -8.1000 -17.3000 -19800 -2.9100 0.2330 0.1680 3.1700 5.4800 3.2400 5.6215 
~10% -1.6165 -2.5700 -5.7000 -14.2000 -1.6200 -2.6200 0.275 0.1850 4.4500 6.6700 4.4200 6.8850 
Notes: “***”, “**”, “*” denote the 1%, 5%, and 10% critical levels. Optimal lag lengths or bandwidth, as determined by the information criterion are denoted with []. 
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5.3.2.2 Modified unit root test results for the monthly series 
The modified tests for the monthly series indicate that the real exchange rates of Argentina, 
Brazil, Mexico and Malaysia were stationary over the period, regardless of whether a linear 
trend was included in the specification. On the other hand the real exchange rates of China, 
Egypt, India, Indonesia, Philippines, Russia, Turkey and Vietnam, were non-stationary. 
The Thailand series is stationary without a trend, but non-stationary with a trend term 
included, and the South African series is stationary with a trend, and non-stationary without 
the trend term: it should be noted that these mixed results are consistent across the various 
modified tests. 
5.3.2.3 Comparison of modified unit root test results to those of previous studies 
As with Del Bianco (2008) it was found that Argentina’s series is stationary. It is also similar 
to results obtained by Gregory et al (2011) who found that China’s series is non-stationary. 
The finding that China’s real exchange rate is non-stationary is similar to that of the previous 
study by Gidia et al (2015) using modified unit root tests. Using monthly data, Vasconcelos 
et al (2016) also found that Mexico’s series is stationary; however the same study found that 
the real exchange rates of Argentina and Brazil are non-stationary. This is partially 
comparable to the results obtained by Su et al (2011) who found that Argentina, Brazil, and 
Mexico are non-stationary. The majority of modified unit root tests in this study found that 
Thailand’s real exchange rate is non-stationary, which is similar to the findings of Jiranyakul 
et al (2009). As was the case with Aggarwal et al (2007) it was found that Indonesia and 
Philippines’ real exchange rates are non-stationary.  
5.3.2.4 Conclusions to modified unit root test results 
When comparing their annual and monthly results, Brazil is the only series that is mean-
reverting for both panels. China, India, Indonesia, Philippines, and Turkey all follow a 
random walk in both. Most of the conventional tests led to inconclusive evidence of mean 
reversion or random walk behaviour in the real exchange rate. In addition, they arrived at a 
definitive solution fewer than half of the times (26/56). The modified tests are more adept at 
arriving at a solution, e.g. finding one in 52/56 cases.  
From these modified tests results, it is unclear whether the PPP hypothesis holds in a NIC or 
for what version. It is only what prevails in a particular NIC that can be identified. If these 
results are compared to those of previous studies utilising modified unit root tests, then it can 
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be said that the results are more consistent than inconsistent when compared to these earlier 
studies.  
5.4 KAPETANOIS-SHIN-SNELL UNIT ROOT BASED TESTS RESULTS 
In this subsection, the empirical results of the KSS unit root tests are presented and discussed. 
Tables 5.6 and 5.7 contain the annual and the monthly findings respectively. These are 
graphically depicted in section 5.4.2. The results are also compared to those of previous 
studies as listed in section 3.5. The results are discussed in section 5.4.3. 
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5.4.1 RESULTS OF KAPETANOIS-SHIN-SNELL BASED UNIT ROOT TESTS 
Tables 5.6 and 5.7 present the results of the KSS, KSS-FFF, and KSS-FFFFF unit root tests, 
for the annual and monthly time series. The time series and fitted Fourier functions for both 
integer and fractional frequencies are graphically depicted in section 5.4.2. The discussion of 
these results is presented in section 5.4.3. 
Table 5.6: Annual nonlinear unit root test results 
Notes: “***”, “**”, “*” denote the 1%, 5%, and 10% critical levels. Critical values for the t-statistics are derived from 
Kapetanois et al (2003). The optimal lag lengths as determined by the information criterion, are denoted with []. Critical 
values for the frequency are derived from the p-values of a Wald test on the parameters of the flexible Fourier functions.  
Annual (1960 – 2016) 
KSS 
Country Raw De-meaned De-trended 
Argentina -2.5930** [0] -4.1088***[0] -4.5701*** [0] 
Brazil -2.6889** [0] -2.1797 [0] -2.1030 [0] 
China -1.9059 [1] -1.7536 [1] -2.1605 [4] 
Egypt -3.3200***[1] -3.6122***[1] -4.3707*** [1] 
India -1.4732 [1] -1.9997 [1] -0.9626 [1] 
Indonesia -1.6078 [1] -3.3081** [0] -3.1013 [0] 
Mexico -3.2389*** [0] -2.5333 [0] -2.4850 [0] 
Malaysia -0.9993 [1] -1.5723 [1] -3.7954** [1] 
Philippines -2.2201** [8] -6.8404*** [1] -5.8677*** [1] 
Russia -4.3323*** [2] -6.4848*** [2] -6.6057*** [2] 
Thailand -1.5701 [1] -1.7967 [1] -2.0865 [1] 
Turkey -1.6973 [0] -1.9748 [0] -1.8119 [0] 
Vietnam -5.4523*** [4] -11.8409*** [8] -13.5030*** [8] 
South Africa -0.4349 [5] -2.0903 [0] -4.0520*** [1] 
KSS  augmented with single frequency flexible Fourier functions, integer frequencies 
Country Raw k De-meaned k De-trended k 
Argentina -3.221*** [0] 2* -4.6160*** [0] 2 -5.3038*** [0] 2** 
Brazil -2.6801** [0] 4* -2.0820 [0] 4* -2.3286 [0] 4* 
China -0.9258 [0] 1*** -1.5270 [0] 1*** -2.5059 [0] 1*** 
Egypt -4.0691*** [1] 1* -3.4246** [1] 4* -4.2933*** [1] 5* 
India -4.0290*** [5] 1*** -5.8458*** [5] 1*** -1.3662 [0] 1*** 
Indonesia -3.1677*** [0] 1** -4.3664*** [0] 1** -3.2208* [0] 2 
Mexico -5.2417*** [1] 2*** -1.4250 [2] 5 -1.3622 [2] 5 
Malaysia -1.9693* [1] 1 -2.3382 [1] 1 -3.9910** [1] 1 
Philippines -6.6301*** [1] 1*** -7.2354*** [1] 4** -6.3729*** [1] 1* 
Russia -7.1677*** [2] 1*** -7.5064*** [2] 5** -7.5299*** [2] 5** 
Thailand -2.6726** [1] 1* -2.0522 [1] 4* -2.4793 [1] 4 
Turkey -2.7312* [0] 1** -2.3643 [0] 1* -2.6418 [0] 1** 
Vietnam -5.9561*** [8] 1** -11.4259*** [8] 1** -14.0435*** [8] 2 
South Africa -0.4633 [5] 4*** -1.7774 [5] 4*** -4.4883*** [0] 4** 
KSS  augmented with single frequency flexible Fourier functions, fractional frequencies 
Country Raw k De-meaned k De-trended k 
Argentina -3.4669*** [0] 2.2337* -4.6840*** [0] 2.3657* -5.6794*** [0] 2.3951*** 
Brazil -2.7625** [0] 3.8048* -2.3778 [0] 3.6892* -2.5205 [0] 3.7875** 
China -3.0877*** [0] 0.5329*** -3.4682** [0] 0.0012*** -3.6339** [0] 0.0025*** 
Egypt -4.1652*** [1] 0.7977* -3.3628** [1] 4.2820** -4.3484*** [1] 5.1099* 
India -5.2050*** [5] 0.7882*** -6.1268*** [5] 0.5542*** -1.8134 [0] 0.4914*** 
Indonesia -3.3643*** [0] 0.8827** -4.3672*** [0] 1.0367** -3.6887** [0] 1.5464* 
Mexico -5.9430*** [1] 1.7221*** -1.8180 [2] 5.8860** -1.7532 [2] 5.8794** 
Malaysia -4.0802*** [1] 0.6688** -4.0148*** [1] 0.2231*** -4.4968*** [1] 1.4739** 
Philippines -6.6541*** [1] 0.8137*** -7.7647*** [1] 3.6293** -6.2885*** [1] 0.0295** 
Russia -8.9232*** [2] 1.2461*** -7.5889*** [2] 5.0388** -7.6428*** [2] 5.0503** 
Thailand -3.4685*** [1] 0.7478*** -2.1597 [1] 3.7519* -2.0758 [1] 3.3776 
Turkey -2.8514*** [0] 1.3681** -3.1718** [0] 1.4766** -2.9507 [0] 1.3838** 
Vietnam -8.8338*** [8] 0.0000*** -9.2188*** [8] 0.0009** -14.7382*** [8] 1.6109* 
South Africa -3.0237*** [5] 0.3517 *** -2.0897 [5] 4.2901*** -4.5278*** [0] 3.9498** 
T-stat. Critical values 
1% -2.82 -3.48 -3.93 
5% -2.22 -2.93 -3.40 
10% -1.92 -2.66 -3.13 
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Table 5.7: Monthly nonlinear unit root test results 
Notes: “***”, “**”, “*” denote the 1%, 5%, and 10% critical levels. Critical values for the t-statistics are derived from 
Kapetanois et al (2003). The optimal lag lengths as determined by the information criterion, are denoted with []. Critical 
values for the frequency are derived from the p-values of a Wald test on the parameters of the flexible Fourier functions.  
5.4.2 GRAPHS OF KAPETANOIS-SHIN-SNELL BASED UNIT ROOT TESTS 
This section graphically illustrates the logs of real exchange rates (blue) and fitted 
nonlinearities. In particular, it indicates both the integer frequency flexible Fourier functions 
(red) as well as, the fractional frequency flexible Fourier functions (green). The raw with the 
aforementioned Fourier functions data for both series are depicted. 
Monthly (1970:1 –  2017:11) 
KSS 
Country Raw De-meaned De-trended 
Argentina -2.4185** [0] -3.9794*** [0] -4.6080*** [0] 
Brazil -3.0525*** [1] -3.6190*** [1] -3.6085** [1] 
China -1.7985 [1] -2.3085 [1] -3.1694* [1] 
Egypt -2.4014** [1] -2.8095* [1] -2.1312 [1] 
India -1.8089 [1] -1.7906 [1] -1.0013 [1] 
Indonesia -1.4406 [1] -4.5312*** [1] -6.3810*** [1] 
Mexico -3.0407*** [0] -3.5970*** [0] -3.5508** [0] 
Malaysia -2.5973** [1] -3.9237*** [1] -3.9970*** [1] 
Philippines -3.3347*** [1] -5.8645*** [0] -4.4018*** [1] 
Russia -3.3963*** [1] -3.5696*** [1] -4.2216*** [1] 
Thailand -2.1267* [1] -7.4247*** [1] -7.3657*** [1] 
Turkey -3.3962*** [1] -5.2502*** [1] -5.3187*** [1] 
Vietnam -18.9788*** [9] -24.7491*** [9] -24.4192*** [9] 
South Africa -2.0204* [1] -2.7768* [1] -3.9182** [1] 
KSS  augmented with single frequency flexible Fourier functions, integer frequencies 
Country Raw k De-meaned k De-trended k 
Argentina -2.9806*** [0] 2 -4.2399*** [0] 2 -4.8600*** [0] 2 
Brazil -4.6565*** [1] 2*** -4.4354*** [1] 1** -4.0497*** [1] 1* 
China -2.6307** [1] 1* -2.7990* [1] 1 -3.1956* [1] 5 
Egypt -3.5624*** [1] 2*** -3.1101** [1] 2** -2.9581 [1] 2*** 
India -2.0947* [1] 1** -2.4659 [1] 1*** -2.3413 [1] 1*** 
Indonesia -2.0479* [2] 1 -5.8142*** [1] 1*** -6.8841*** [1] 1** 
Mexico -3.6629*** [5] 5* -4.0878*** [5] 5* -4.0358*** [5] 5* 
Malaysia -2.6022** [1] 5 -4.1081*** [1] 5* -4.2101*** [1] 5* 
Philippines -4.6797*** [1] 1*** -6..2681*** [1] 3*** -4.7607*** [1] 3** 
Russia -6.1792*** [3] 1*** -3.8595*** [1] 5 -4.4594*** [1] 5 
Thailand -4.5143*** [1] 1*** -9.0540*** [1] 1*** -8.6118*** [1] 1*** 
Turkey -3.5479*** [0] 1* -5.7624*** [1] 1** -5.8170*** [1] 1** 
Vietnam -20.6009*** [9] 2*** -24.6410*** [9] 2 -24.3469*** [9] 2* 
South Africa -2.7580** [1] 1 -3.0730** [1] 1 -4.1667*** [1] 3 
KSS  augmented with single frequency flexible Fourier functions, fractional frequencies 
Country Raw k De-meaned k De-trended k 
Argentina -3.1652*** [0] 1.7678*   -4.3850*** [0] 1.7620 -5.0685*** [0] 1.5776* 
Brazil -5.1847*** [1] 2.1951*** -4.7195*** [1] 2.2604*** -4.1117*** [1] 2.3378** 
China -3.1686*** [1] 0.4478*** -3.0832** [1] 0.2875** -3.1708* [1] 5.1234 
Egypt -3.8222*** [1] 1.8380*** -3.3892** [1] 1.7151*** -3.0564 [1] 1.8032*** 
India -2.1554* [1] 0.7781** -2.3355 [1] 0.8739** -2.5212 [1] 0.7225*** 
Indonesia -2.5121** [2] 0.7780* -5.8268*** [1] 0.9649*** -6.9932*** [1] 1.3625*** 
Mexico -3.6707*** [5] 4.9250* -4.0744*** [5] 4.9248* -4.0278*** [5] 4.9543* 
Malaysia -2.7065** [1] 6.0460* -4.0986*** [1] 4.9235* -4.1965*** [1] 4.8986* 
Philippines -4.9635*** [1] 1.1861*** -6.8958*** [1] 2.6889*** -5.6399*** [1] 2.6285*** 
Russia -6.3051*** [3] 1.0967*** -3.9143*** [1] 4.7539 -4.4349*** [1] 4.5625 
Thailand -4.7038*** [1] 1.1677*** -9.1064*** [1] 1.1476*** -5.9896*** [1] 1.3757*** 
Turkey -5.2129*** [0] 1.4303*** -6.5982*** [1] 1.5511*** -6.6613*** [1] 1.5302*** 
Vietnam -20.6534*** [9] 1.9148*** -24.6308*** [9] 1.9566 -24.3333*** [9] 1.9249* 
South Africa -4.0446*** [1] 0.2801*** -3.4987*** [1] 0.0009 -4.1107*** [1] 3.3874 
T-stat. Critical values 
1% -2.82 -3.48 -3.93 
5% -2.22 -2.93 -3.40 
10% -1.92 -2.66 -3.13 
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Figure 5.3: Annual series and fitted flexible Fourier functions (1 of 2) 
Note: Blue denotes series, red denotes fitted flexible Fourier functions with optimal 
integer frequency, and green denotes fitted flexible Fourier functions with optimal 
fractional frequency. The time period for annual data is from 1960 to 2016. 
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Figure 5.4: Annual series and fitted flexible Fourier functions (2 of 2) 
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Figure 5.5: Monthly series and fitted flexible Fourier functions (1 of 2) 
Note: Blue denotes series, red denotes fitted flexible Fourier functions with optimal 
integer frequency, and green denotes fitted flexible Fourier functions with optimal 
fractional frequency. The time period for monthly data is from 1970:1 – 2017:11. 
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Figure 5.6: Monthly series and fitted flexible Fourier functions (2 of 2) 
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5.4.3 DISCUSSION OF KAPETANOIS-SHIN-SNELL UNIT ROOT-BASED TESTS 
RESULTS 
This section analyses the results of the KSS based unit root tests. It begins by focusing on the 
results of tests on annual series and then those on the monthly series. This is followed by a 
comparison of results between the annual and monthly series. The results are further 
compared to the results of previous studies using similar methodologies.  
As can be seen from the tables, the results of KSS-based tests on the raw, de-meaned, and de-
trended, are fairly consistent: therefore this discussion predominantly focuses on the raw 
series. The exceptions where the results of de-meaned and de-trended differ from those of the 
raw series are highlighted. The KSS tests without the augmented flexible Fourier functions 
are performed for control purposes. 
It was found that accuracy up to four decimals was sufficient for the fractional frequencies, 
and the test statistic was not significantly different when five or six decimal accuracy was 
used. Nor did five or six decimal accuracy significantly improve the result of the Wald test. 
Moreover, when using the binary search procedure at least twelve iterations were needed to 
achieve this level of accuracy.  
5.4.3.1 Annual panel 
In this subsection the results with regard to the annual panel are summarised. They have been 
divided into discussions regarding the KSS without FFF, KSS-FFF, and KSS-FFFFF.  
Kapetanois-Shin-Snell test without flexible Fourier functions 
For the annual panel the null hypothesis of a unit root is rejected in favour of stationarity for 
the following raw, de-meaned and de-trended series: Argentina, Brazil, Egypt, Mexico, 
Philippines, Russia, and Vietnam. The exceptions for the de-meaned and de-trended series 
are as follows: Brazil is found to be non-stationary; Indonesia is stationary for the de-meaned 
series, and Malaysia and South Africa are stationary for the de-trended series. The remainder 
of the series are all non-stationary.  
Kapetanois-Shin-Snell test with flexible Fourier functions (integer frequency) 
The null hypothesis of a unit root is rejected in favour of stationarity for the following raw, 
de-meaned, and de-trended series: Argentina, Brazil, Egypt, India, Indonesia, Mexico, 
Malaysia, Philippines, Russia, Thailand, Turkey, and Vietnam. The series for China and 
South Africa are found to be non-stationary. The exceptions are as follows: India, whose de-
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trended series is non-stationary and Mexico, Thailand, and Turkey, whose de-meaned and de-
trended series are all non-stationary; Malaysia’s de-meaned series which is non-stationary, 
and South Africa whose de-trended series is stationary. This final result for South Africa 
mirrors the results from the conventional and modified unit root tests. Under a Wald test, the 
flexible Fourier functions for Malaysia are insignificant. The average frequencies selected for 
the raw, de-meaned, and de-trended series are as follows:                         . 
Kapetanois-Shin-Snell test with flexible Fourier functions (fractional frequency) 
For the KSS test with FFF with fractional frequencies, all the raw series are found to be 
stationary. The exceptions being the following: Brazil, Mexico, and Thailand whose de-
meaned and de-trended series are non-stationary; South Africa whose de-meaned series is 
non-stationary, as well as India and Turkey, whose de-trended series is non-stationary. All the 
Fourier functions with fractional frequencies are significant with the exception of Thailand’s 
de-trended series. The average frequencies selected for the raw, de-meaned, and de-trended 
series are                         . 
5.4.3.2 Monthly panel  
In this subsection there is a summary of the results regarding the monthly panel which is 
divided into discussions regarding the KSS without FFF, KSS-FFF, and KSS-FFFFF.  
Kapetanois-Shin-Snell test without flexible Fourier functions 
For the KSS test without FFF, the null of a unit root is rejected for the following raw, de-
meaned, and de-trended series: Argentina, Brazil, Egypt, Mexico, Malaysia, Philippines, 
Russia, Thailand, Turkey, Vietnam, and South Africa. The real exchange rates of China, 
India, and Indonesia are all non-stationary. The de-meaned and de-trended series for 
Indonesia, as well as the de-trended series for China, are found to be stationary while the de-
trended series for Egypt is non-stationary.  
Kapetanois-Shin-Snell test with flexible Fourier functions (integer frequency) 
For the KSS test with FFF (integer frequency), the null of a unit root is rejected for almost all 
the raw, de-meaned, and de-trended series. The exceptions being the following: India for both 
the de-meaned and de-trended series and Egypt for the de-trended series.  
The flexible Fourier functions with integer frequency were found to be significant for almost 
all the series. They were only insignificant for all forms of the data for Argentina and South 
Africa, for the raw series for Indonesia and Malaysia, and the de-meaned and de-trended 
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series for China and Russia, as well as the de-meaned series for Vietnam. The average 
frequencies selected for the raw, de-meaned, and de-trended series are as follows: 
                        . 
Kapetanois-Shin-Snell test with flexible Fourier functions (fractional frequency) 
For the KSS test with FFF (fractional frequency), the null of a unit root is rejected for almost 
all the raw, de-meaned, and de-trended series. The exceptions are: India for both the de-
meaned and de-trended series and Egypt for the de-trended series. The average frequencies 
selected for the raw, de-meaned, and de-trended series are as follows: 
                       . 
The flexible Fourier functions with fractional frequency were found to be significant for all 
series with the following exceptions: the de-meaned and de-trended series for both Russia 
and South Africa, the de-meaned series for Argentina and Vietnam, as well as the de-trended 
series for China.  
5.4.3.3 Comparison of annual and monthly results 
Although there are some differences in the lengths of the series, the results for the annual and 
monthly series are compared. In comparing the annual and monthly results, only China, 
India, and Indonesia are consistently non-stationary over both panels for the KSS without any 
FFF.  
Tests on the annual panel, when augmented with integer frequency flexible Fourier functions 
indicate that the there is only evidence of non-stationarity for China and South Africa. 
However, these specific series are found to be stationary when augmented with the fractional 
frequency flexible Fourier functions. Tests on the monthly panel, when augmented with 
flexible Fourier functions (integer and fractional frequency), indicate that there is no evidence 
of non-stationarity. From the test statistics, it was found that the series for Vietnam displayed 
the strongest evidence of mean-reversion.  
Graphically, it can be seen that the flexible Fourier functions with fractional frequencies 
capture the structural breaks in the data better than those with integer frequencies. The 
fractions fine-tune the model, without increasing the number of parameters in the model, or in 
other words, at no additional cost. 
For the raw series, the average optimal frequencies selected for the monthly series were 
higher than that of the annual series. However for the de-meaned series, the average optimal 
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frequencies selected for the monthly series were lower than that that of the annual series. On 
the other hand, for the de-trended series, the average optimal integer frequencies selected for 
the monthly series were lower than that that of the annual series, while the average optimal 
fractional frequencies selected for the monthly series were higher than that of the annual 
series. 
5.4.3.4 Comparison to previous studies 
In this subsection the results from KSS based tests from this study are compared to those of 
previous studies.  
Comparison to individual based studies 
This study produces similar results to those of Omay et al (2013) who found that the real 
exchange rate of Argentina is mean-reverting. For the KSS without FFF, this study has 
similar findings to Gregory et al (2011) who found evidence of non-stationarity for China. As 
with Mokoena et al (2008), Phiri (2017), Su et al (2012), and Bahmani-Oskooee et al (2013), 
this study confirms stationarity in the real exchange rate of South Africa. This study also 
corroborates the findings of Rashid et al (2008) who found that the series for China and India 
were stationary using the KSS methodology. 
The results for the KSS unit root test without FFF are similar to those of Cuestas et al (2013) 
who found that Mexico is stationary and Turkey is non-stationary, as well as Vasconcelos et 
al (2016) who found stationarity for Mexico and non-stationarity for Argentina and Brazil. 
The results are somewhat similar to that of Bec et al (2013) who found evidence of 
stationarity for Indonesia and Thailand, and non-stationarity for Malaysia and Philippines. 
However there is a difference in that this study found that the real exchange rate of the 
Philippines is stationary. 
The results of this study are wholly contradictory to what was found by Su et al (2011) who 
found evidence of non-stationarity for Argentina, Brazil, and Mexico. The results of this 
study are also contradictory to what was found by Zhou et al (2011) who found stationarity in 
Indonesia and non-stationarity in Malaysia, Philippines and Thailand. The KSS results are 
also quite similar to those of Su et al (2012) who focused on the BRICS’ members, using a 
shorter time span. 
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Comparison to panel-based studies 
Using the SPSM framework, Bahmani-Oskooee et al (2013) found evidence of stationarity in 
Brazil, China, India, Indonesia, Mexico, Russia, Turkey, and South Africa. The present study 
confirms these findings. He et al (2013) also used an SPSM framework in separate panels that 
included Russia, and found the real exchange rate to be mean-reverting in one panel and 
following a random walk in another: however this study lends support to the mean-reverting 
finding.  
5.4.4 CONCLUDING COMMENTS RE KAPETANOIS-SHIN-SNELL UNIT ROOT- 
BASED TEST RESULTS 
The augmentation of the KSS with FFF increases the likelihood of rejecting the null 
hypothesis of a unit root. This phenomenon is amplified when using the fractional 
frequencies which refine the modelling of unknown structural breaks in the data. This is 
clearly evident when one considers the graphs in section 5.4.2.  
In the annual panel, for the raw series, the switch from integer frequencies to fractional 
frequencies for China            and South Africa           , changes the result from 
non-stationary to stationary. Thus the fractional frequencies reveal the true nature of the 
series: in other words, structural breaks were masquerading as randomness, and leading to the 
incorrect conclusion.  
Similarly, in the monthly panel, for the raw series, the switch from integer frequencies to 
fractional, although it did not change the results, generally increased their significance.  This 
is not always the case: for instance for South Africa, the test statistic improved for the raw 
series, but deteriorated for the de-meaned and de-trended series when switching to fractional 
frequencies. In a sense the fractions improve the overall performance of the test as compared 
to the use of integers for  . This phenomenon is also observed for the de-meaned and de-
trended series. This clearly demonstrates the superiority of using fractional frequencies.  
In comparison to previous studies, there is much more similarity in the results of the KSS 
based unit root tests than for the conventional and modified unit root tests.  
5.5 CONCLUSION TO THE CHAPTER 
In this chapter the empirical results of the study were presented and discussed. The natural 
logarithms of the real exchange rates of the countries identified as NICs were used in this 
section. These series were presented through graphs and descriptive statistics. A battery of 
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unit root tests were conducted on the series. These were grouped by class as conventional 
(ADF, PP, KPSS); modified (DF-GLS, NP, ERS), and KSS-based (KSS, KSS-FFF, KSS-
FFFFF).  
The literature review on the theory of PPP suggests that the price movements due to arbitrage 
are described as nonlinear processes: hence the choice of KSS. Moreover, the short 
overviews of the NICs indicated that over time their economies are in the process of 
structurally changing and they also undergo frequent policy changes that could lead to 
structural breaks in the time series that need to be accounted for. In particular, these breaks 
were unknown and unique to each NIC, in other words they are heterogeneous: therefore it 
motivated the augmentation of the KSS with FFF. 
 The KSS augmented with FFFFF, indicate that all the NICs’ real exchange rates, for both 
annual and monthly series, are mean-reverting over the periods 1960-2016 and 1970:1-
2017:11. In short, the traditional Casselian version of PPP holds for all NICs. 
The results of the KSS-FFFFF are unambiguous. A shock to the real exchange rate in a NIC 
has a transient effect. The policy implications of this are that it is not possible to sustain a 
disequilibrium in the real exchange rate, since it will tend to move back to equilibrium. This 
result further implies that it is not possible to reap unbounded gains from arbitrage 
opportunities.  
With regards to the model, the more comprehensive the model, the more it is able to model 
nuances in the data, and thus the more likely that the unit root test is capable of detecting 
mean reversion. It should be noted that overall, the KSS based tests were the most conclusive 
in producing a result, followed by the modified tests. The conventional unit root tests were 
the least successful at producing a result. The low power of the modified and conventional 
tests is a reminder that failure to predict is not the same as randomness. 
The nature of reversion can be ascertained from considering the unit root tests as a whole. 
Clearly, a series that is found to be mean-reverting with the KSS-FFFFF implies that the 
series has nonlinear mean-reversion and is punctuated with structural breaks.  
Concerning the binary search procedure, it was found that accuracy up to four decimals was 
sufficient for the fractional frequencies, and the test statistic was not significantly different 
when five or six decimal accuracy was used. Moreover, when using the search procedure at 
least twelve iterations were needed to achieve this level of accuracy. As mentioned 
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previously, in some cases, using the fractional frequencies changed the findings. The 
significance of the FFF increased when using fractional frequencies over integer frequencies. 
This procedure reduces approximation error. This is visible when the graphs are considered. 
The KSS tests without FFF were generally used as a control to highlight what the addition of 
FFF and FFFFF were doing. In general, these functions that account for the structural breaks 
in the time series improved the performance of the tests. The fact that the optimal frequency 
selected varied amongst NICs highlights the heterogeneity of the structural breaks. 
The KSS augmented with FFFFF indicated mean-reversion.  However, if all the 
conventional, modified and KSS based unit root tests are considered in conjunction, and if the 
discussion is limited by not considering the powerful KSS-FFFFF, then the annual series for 
the real exchange rates for Brazil and Vietnam are the only series that exhibit mean-
reversion: furthermore, the real exchange of China follows a random walk. In other words, 
without the fractional frequencies, the empirical findings of the study would be different. 
Specifically, it would have been concluded that the Casselian version of PPP did not hold in 
China, whereas it did in Brazil and Vietnam. 
Moreover, for Brazil and Vietnam, this is an indication linear price adjustment. For China, 
following this unique result it could perhaps be interpreted that price movements do not drive 
exchange rate movements. This could be evidence of the suspected Chinese currency 
manipulation alluded to in Chapter Three. Similarly, when one considers all the conventional, 
modified and unit root tests together, the monthly series for Argentina is the only mean-
reverting one. Hence the Casselian version of PPP holds for Argentina. 
From the test statistics, it was found that the series for Vietnam displayed the strongest 
evidence of mean-reversion. This strong result could be indicative of their policies towards 
favouring macroeconomic stabilisation. For the South African series, when the trend is 
accounted for, through a linear or FFF specification, then the tests produce a strong result in 
favour of mean-reversion. This implies that the failure to account for the trend in the South 
African series leads authors to falsely conclude that the real exchange rate is not mean 
reverting, and that the traditional Casselian PPP hypothesis does not hold. This is particularly 
true when the annual series is considered. 
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The results of this study are for the most part supportive of previous studies, especially with 
regards to the KSS based unit root tests such as the SPSM. This study lends support to the 
KSS methodology augmented with FFF in order to examine the PPP hypothesis. 
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6 CHAPTER SIX: SUMMARY AND RECOMMENDATIONS  
The purpose of this Chapter is to summarise the findings of the study investigating the role of 
PPP in NICs. Moreover, this Chapter concludes the study and provides suggestions for future 
research beyond the scope of the current project.  
6.1 INTRODUCTION TO THE CHAPTER 
The PPP hypothesis is a neoclassical economic theory based on the LOOP and states that 
arbitrage forces will lead to the equalisation of goods’ prices internationally once the price of 
goods are measured in the same currency. The theory singles out price level changes as the 
overriding determinant of exchange rate movements. It implies that exchange rates will 
converge such that currencies possess the same purchasing power. PPP describes the 
mechanism that governs the relationship between price and the exchange rate. 
A NIC is a country that is transitioning between developing and developed status during the 
late twentieth and early twenty-first centuries. The key characteristic of these countries is the 
use of industrialisation as a strategy for development. Industrialisation is the ubiquitous 
evolution of the structure of production leading to development of an agrarian society into an 
industrial society. International trade is one of the primary mechanisms through which NICs 
can reap the rewards of their industrial policies. However one needs to note that the term NIC 
is often applied inappropriately in the literature.  
Industrialisation has led to increased trade and participation in regional trading blocs 
involving NICs. NICs are therefore inevitably and progressively more integrated into the 
world economy through these economic activities. At the centre of economic activities 
between countries is the exchange rate. However, regardless of the industrialisation strategy 
pursued, NICs can still experience exchange rates misaligned from their equilibrium value. 
This can lead to an unpredictable exchange rate, and the failure of the empirical validation of 
the PPP hypothesis. 
This study sought to investigate PPP in a NIC: therefore literature relevant to this objective 
was reviewed. The natures of exchange rate arrangements were considered, as well as the 
theory of PPP. From both a theoretical and an empirical perspective, it was further 
investigated why the PPP theory may fail to hold. Owing to the lack of consensus around the 
classification of a NIC, this study designed a set of features and conditions necessary and 
sufficient for a country to be regarded as a NIC. Using this framework, specific NICs were 
identified. Case studies were used to explore how this concept manifests itself in various 
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countries. This was followed by a fresh exposition of the concept of a NIC. Furthermore, the 
literature review led to the empirical description of the research problem. The PPP hypothesis 
was then empirically evaluated for the NICs in question. 
6.2 SUMMARY OF LITERATURE 
This subsection summarises the findings of the literature review. It is organised into three 
general sections on exchange rate arrangements and exchange rate regimes, and on 
purchasing power parity, as well as newly industrialised countries. 
6.2.1 SUMMARY OF FINDINGS ON EXCHANGE RATE REGIMES AND 
EXCHANGE RATE ARRANGEMENTS 
This study distinguished the terms, exchange rate regimes and exchange rate arrangements by 
using the former to refer to a period, and the latter to the framework in which monetary 
policy is conducted. The de facto exchange rate arrangement is classified by the IMF into 10 
categories, based on the degree to which the exchange rate is determined by the market rather 
than by official government action. They are broadly subcategorised into hard pegs, soft pegs, 
floating, and a residual category. 
The exchange rate arrangements are closely intertwined with capital controls, monetary 
policy, and fiscal policy, in an interplay known as the trilemma, which says that in an open-
economy, governments cannot simultaneously maintain stable exchange rates, free capital 
movement, and monetary autonomy. The general choice essentially becomes a decision on 
the level of monetary autonomy, and a trade-off is required between national policy 
independence and international economic integration. 
The current flexible exchange rate regime provides benefits such as increased trade, but 
conversely transmits economic fluctuations too. The current international monetary system 
does not insulate countries from outside economic disturbances. NICs who are finding their 
place in a globalised world are susceptible to such disturbances and economic fluctuations.  
In deciding on an exchange rate arrangement, it is necessary to consider how this will affect 
economic performance. Specifically, this includes how it will be likely to affect 
macroeconomic considerations such as inflation, growth, volatility and crises. Empirical 
studies typically find no clear link between an exchange rate arrangement choice and 
macroeconomic performance. In this regard, it was found that there are benefits to both sides 
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of the spectrum of fixed and floating exchange rate arrangements. On either side of the 
spectrum, a more stable real exchange rate improves growth performance in poor countries. 
In the literature, on the fixed side of the spectrum, pegged exchange rates are associated with 
significantly better inflation performance (lower inflation and less variability). Specifically, 
this kind of arrangement constrains monetary policy and leads to price discipline. Moreover, 
rigid exchange rate arrangements reduce interest rates and uncertainty, which in turn spurs 
investment and growth. A fixed exchange rate, anchors expectations, and lengthens investors’ 
horizons, and increases their risk-taking activities.  Finally, foreign currency-denominated 
liabilities can be and are typically easier to manage under more fixed exchange rate 
arrangements.   
On the floating side of the spectrum, floating exchange rate arrangements act as a dampener 
on the real the impact of macroeconomic shocks. In particular, a floating exchange 
automatically adjusts so as to restore equilibrium in the BoP. Flexibility facilitates relative 
price adjustments. However, it is also necessary to prevent excess volatility in order to foster 
conditions for economic growth.  
6.2.2 SUMMARY OF FINDINGS ON PURCHASING POWER PARITY 
The PPP theory states that the nominal exchange rate between two currencies should be equal 
to the ratio of aggregate price levels between two countries. This implies that a unit of 
currency will have the same purchasing power in a foreign currency. In the literature, PPP is 
seen as determining the exchange rate in the long-run. Empirically speaking, this is 
equivalent to the real exchange rate being mean-reverting.  
The behaviour of the real exchange rate varies under different exchange rate regimes. In the 
literature there seems to be little consensus on the real exchange rate adjustment to PPP under 
different nominal exchange rate regimes and arrangements. However, this is perhaps 
attributable to the data or methodology employed. Alternatively, this could indicate that the 
exchange rate regime or exchange rate arrangement does not impose as a condition the 
validity of PPP. In other words, PPP is determined and inhibited by other factors, and not by 
the exchange rate regime or arrangement.  
Inhibiting factors act as frictions and prevent PPP from holding.  These factors come in a 
variety of shapes, e.g. in the form of changes in consumer preferences, changes to 
productivity growth, artificial hindrances to international trade, Dutch disease, international 
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movements of capital, monetary disturbances, and biased productivity, and these can cause 
disequilibria of the exchange rate. Variability in the exchange rate can therefore have real 
economic effects. Moreover, the amalgamations of these inhibiting factors lead to the real 
exchange rates being characterised by nonlinear mean reversion. 
The aforementioned factors influence the real exchange rate in a multitude of ways, the 
dynamics of which are not necessarily uniform through time. These factors have associated 
adjustment costs, and they therefore act as a buffer in which nominal exchange rates can 
move without producing a response in domestic prices. The exchange rate fluctuates within 
the bounds set by this buffer.  Price parity depends on this buffer. In the real-world there 
could be buffers to parity for every good and service in international trade. PPP would thus 
be conceived as some sort of centralising tendency among these individual parities 
PPP can be tested through graphical non-regression methods, tests of the law of one price, or 
regression analysis, as well as by examining the time series properties of real exchange rates. 
This study focuses on the latter by using unit root tests to assess the PPP hypothesis. Most 
unit root tests examine a null hypothesis of non-stationarity.  
If the real exchange rate has a unit root then it is known as the efficient markets version of 
PPP, since it equivalently implies that the real exchange rate follows a random walk. If the 
real exchange rate is stationary then it is known as the traditional Casselian version of PPP.  
The real exchange rate is thus mean reverting. As time has progressed, the modelling 
techniques have become increasingly more sophisticated by, for instance, modelling 
nonlinearities and accounting for sharp and smooth breaks in the time series. 
It is difficult to reconcile the extremely high short-term volatility of the real exchange rates 
with the slow rate at which deviations from PPP damp out. This is known as the PPP puzzle. 
In the literature, allowing for nonlinear dynamics in real exchange rate adjustment is seen as a 
method of resolving the PPP puzzle. It was found that an ESTAR model augmented with FFF 
is successful at modelling a real exchange rate that is characterised by nonlinear mean 
reversion. This framework accounts for the change of behaviour in the time series, and the 
possibility of changing exchange rate arrangements and regimes. 
6.2.3 SUMMARY OF FINDINGS ON THE NEWLY INDUSTRIALISED COUNTRIES 
The acronym NIC originates from when it was ascribed to the Asian Tigers who underwent 
such rapid industrial growth. Today the term describes countries that are moving from 
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primary-producing economies to a greater focus on industry and manufacturing. In this study, 
the following features and conditions are necessary and sufficient to be regarded as a NIC: 
(1) industrialisation is used as a strategy for development; (2) the structure of production in 
terms of the labour force is predominantly non-agrarian; (3) trade is diversified in terms of 
both products and partners; and (4) NICs are not unilaterally considered as developed. 
The features and conditions pay homage to the Asian Tigers, yet they still render the term 
applicable in this modern age. In line with the aforementioned criteria, the following 
countries are presently identified as NICs: Argentina, Brazil, China, Egypt, India, Indonesia, 
Malaysia, Mexico, Philippines, Russia, Thailand, Turkey, Vietnam, and South Africa. An 
overview of these countries provided for a fresh exposition of the term, NIC. 
There are no clear-cut policy conventions for NICs. What can be said though is that industrial 
and trade policy constantly evolve. Currently for NICs, any industrialisation strategy can be 
pursued. Over time there has been a tendency towards increased trade openness and market 
liberalisation. However, it should be noted that insular trade policies can also be used to 
industrialise. International trade provides a means through which the benefits of 
industrialisation can be attained. Industrialisation policy is therefore relevant to the real 
exchange rate. 
Monetary and fiscal policies vary too. Monetary policy is aimed at promoting price stability. 
An underlying feature is that the exchange rate is often used as a tool for industrialisation. 
Furthermore, in NICs, thanks to increased economic activity with the rest of the world, NIC 
currencies tend to be well traded. 
The fact that most NICs have a flexible exchange rate, within an inflation targeting 
framework, implies that they are willing to allow prices to adjust, but it simultaneously 
suggests that they are nevertheless attempting to limit the magnitude and speed of these 
adjustments. Flexibility facilitates relative price adjustment. Taken as a whole, this implies 
that monetary policy is aimed at promoting price stability. 
The changes in economic policy and the economic environment imply that this is a shift in 
the underlying behaviour of the variables. These policy shifts, as well as the economic crises 
that many NICs experience, all constitute structural breaks in the real exchange rate time 
series. When modelling the real exchange rate, this implies that it will be necessary to 
account for these breaks. 
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From reviewing the literature, there is no consensus as to whether the PPP hypothesis holds 
in NICs. This might be attributable to the methodology employed. Additionally, the specific 
disequilibrating factors for each NIC could vary, and thus lead to a different nonlinear 
behaviour.  
6.3 SUMMARY OF EMPIRICAL RESULTS 
On the basis of the literature review, it was decided that unit root tests would provide the 
most appropriate methodology for investigating whether PPP holds within a NIC. Hence a 
battery of unit root tests was conducted on the series. These were grouped by class as 
conventional (ADF, PP, KPSS); modified (DF-GLS, NP, ERS), and KSS-based (KSS, KSS-
FFF, KSS-FFFFF).  
The literature review on the theoretical aspects of PPP indicated that price movements due to 
arbitrage are described as nonlinear processes, hence the choice of KSS. Moreover, the NICs’ 
economies are in the process of transitioning, i.e. undergoing structural changes: therefore 
they tend to undergo frequent policy changes. These could lead to structural breaks in the 
time series that ought to be accounted for; this is therefore done through the FFF and FFFFF. 
In the results, the unique   for each series is the manifestation of the heterogeneity of each 
NIC. The fact that the FFF and FFFFF are significant implies that the previous studies 
employed incorrect empirical methodologies.  
The KSS augmented with FFFFF, indicates that all the NICs’ real exchange rates, for both 
annually and monthly, are mean-reverting over the periods 1960-2016 and 1970:1-2017:11. 
In summary, the traditional Casselian version of PPP holds for all NICs. The results for all 
the KSS-FFFFF were significant at least at a 5% level for the annual series and at least 10% 
level for the monthly series. Moreover the significance of the FFF increased when using 
fractional frequencies over integer frequencies. 
The results of the KSS-FFFFF are unambiguous. This result confirms that international 
arbitrage costs lead to the real exchange rate being characterised by nonlinear mean 
reversion. A shock to the real exchange rate in a NIC has a transient effect. The policy 
implications of this are that because real exchange rates will tend back to equilibrium, it is 
therefore not possible to sustain their disequilibrium. This result further implies that it is not 
possible to reap unbounded gains from arbitrage opportunities.  
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With regards to the model, the more comprehensive the model, the more it can model 
nuances in the data, and thus the more likely that the unit root test can detect mean reversion. 
It should be noted that overall, the KSS-based tests were the more conclusive in producing a 
result than were the modified and conventional tests. The low power of the modified and 
conventional tests is a reminder that failure to predict is not the same as randomness. 
6.4 CONCLUSIONS TO THE STUDY 
Against the background of the findings, regarding the hypotheses in Chapter One, the real 
exchange rates of Argentina, Brazil, China, Egypt, India, Indonesia, Malaysia, Mexico, 
Philippines, Russia, Thailand, Turkey, Vietnam, and South Africa are each stationary 
according to the KSS-FFFFF. This implies that the real exchange rate in these countries is 
mean-reverting and does not follow a random walk. The implications of this are that the 
traditional Casselian version of PPP holds for each NIC. 
The traditional PPP hypothesis is therefore true in that there is significant mean reversion of 
the real exchange rate. However, through time there may be several factors that impinge on 
the equilibrium of the real exchange rate. This study also supports the notion that previous 
studies, which concluded that evidence of random walks in the real exchange rates is 
incorrect. Those mistaken conclusions can be attributed to deficiencies in the methodologies 
employed, and not seen as a failure of the PPP hypothesis.  
The PPP hypothesis is an aggregate version of the LOOP. It is seen as key in determining the 
real exchange rate in the long-run. In this study, a modern exposition of what it means to be a 
NIC is provided. Furthermore, it offers confirmation of the view that the traditional PPP 
theory holds for these countries once nonlinear behaviour in the time series is accounted for. 
This nonlinear behaviour has two sources. The first comes from nonlinear price adjustment in 
the short to medium run; the second comes from what can generally be referred to as regime 
breaks.  
Firstly, since the underlying prices are subject to nonlinear adjustment, for LOOP to hold – 
and since PPP is conceived as some sort of central tendency among these parities – PPP is 
likely to adjust to equilibrium nonlinearly too. In modelling the real exchange rate and testing 
the PPP hypothesis, this nonlinear adjustment needs to be accounted for. The 
oversimplification of employing conventional linear unit root tests on the real exchange rate 
therefore has some shortcomings. 
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Secondly, the real exchange rate is subject to multiple factors that influence it. Policies create 
an environment in which the real exchange rate evolves over time. This environment is 
dynamic: for instance, it is subject to changes in monetary and exchange rate arrangement 
policy, and also to external shocks which constitute breaks in the time series. Moreover, these 
structural breaks happen over the long-run. These types of breaks should be accounted for, 
especially when examining a long-run theory. In other words, it is naive to test a long-run 
hypothesis without recognising and accounting for factors that influence this hypothesis 
through time.  
6.5 IMPLICATIONS AND RECOMMENDATIONS 
The major implication of this study is that the actual equilibrium of real exchange rates move 
over time. The real exchange rate however does not have a stochastic trend. This implies that 
policymakers should re-evaluate the equilibrium of exchange rates. Furthermore, for nations 
that hope to maintain an exchange rate away from its equilibrium value, the result implies 
that they will need to constantly intervene to maintain this disequilibrium.  
6.6 CONTRIBUTIONS OF THE STUDY 
This study has provided a fresh exposition of the term NIC which, it is to be hoped, will build 
consensus as to which countries can be regarded as NICs. With regards to PPP, this study 
helps close the gap between theory and empirics. Specifically, PPP should be modelled 
through nonlinear frameworks. In addition, this study has explored the nature of PPP within a 
NIC: it lends credence to the notion that the repeated failure of the PPP hypothesis (as alleged 
in the literature) is attributable to an econometric misspecification of the hypothesis. 
Essentially many previous studies confuse unpredictability and randomness. Furthermore, in 
relation to the previous point, this study has presented a numerical method for finding the 
optimal frequency of FFF when this parameter can take on fractional values. Hence the use of 
the FFFFF reduces the approximation error of the deterministic trend of the data. 
6.7 SUGGESTED FUTURE RESEARCH 
It is suggested that future research should go beyond the scope of this project and investigate 
methods in estimating the speed of mean reversion for nonlinear methods such as the KSS-
FFFFF. Further research could also examine the LOOP by using similar methodologies to 
this study: more specifically, the modelling of individual disequilibrating factors could be 
considered. Finally, PPP could be evaluated for other economies besides those of the NICs. 
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6.8 CONCLUSION TO THE CHAPTER 
This chapter has provided a conclusion to the study. Specifically, it summarises both the 
literature relevant to the study of PPP in a NIC, and the empirical results obtained in this 
study. This information addresses the research questions of the study. The key finding of the 
study is that when nonlinear behaviour is accounted for, the traditional Casselian version of 
PPP holds for NICs. This is because their real exchange rates are mean-reverting. This result 
is consistent with the thrust of traditional research.  
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