For 1 < q < °° the condition on the boundary can be considerably relaxed (Theorem 1.5). In dimensions higher than two the situation is quite different. We give an example of a convex set ft C R 3 with smooth boundary and two vectors a 1 , a 2 , such that (1.1) is not closed for any q . On the other hand, if ft C R 3 is convex and the principal curvatures of the boundary are non-vanishing at every point (this condition can be relaxed), then we prove that (1.1) is closed for 1 < q < oo (Theorem 1.8).
A function on R" , or on a subset of R" , that is constant on parallel lines will be called a ridge function ; this is an extension of a terminology introduced by Logan and Shepp [6] .
As was observed by Petersen, Smith, and Solmon [7] the problem can be phrased as a question about the range for a certain matrix valued differential operator. Indeed, if ft is convex, u belongs to (1.1) if and only if the system of partial differential (^i , . . . , u^) E L^ft/" ; here D^f denotes the directional derivative of / with respect to the vector a E R" .
The problem to decide when (1.1) is closed has been treated by a number of authors. Shepp and Logan raised the problem in [6] . Hamaker and Solmon [3] treated the case when ft is a disk and q = 2. A more general case was treated by Falconer [2] . Petersen, Smith, and Solmon [7] proved that (1.1) is closed if ft is a bounded domain in R 2 whose boundary is a Lipschitz curve, and 1 < q < oo. These authors consider more general norms, Sobolev norms, instead of If -norms. They also treat a similar higher-dimensional problem (see Section 8 below). Svensson [10] has studied a more general problem where L 9 (ft , a) is replaced by a space of functions that are constant on a family of curves in R 2 . Our result for the threedimensional case (Theorem 1.8) seems to have been previously known only when ft is a ball; this special case is mentioned without proof in [II] , Section 7.
We now give a precise description of our results.
Let ft be an open subset of R" . For ^GS 71 " 1 we denote by ft^ the set of all lines parallel to a that intersect ft. The set ON 
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is a subset of the factor space R^/L^ , L, = {X^;Xe R} , but we may also think of ^ as a subset of some hyperplane H, C R" that is orthogonal to a. For 1 < p < oo an operator Pa : L^(^) -^ L^(^a) (^ indicates compact support) is defined as follows : (P, f) (L) = J^ fds, LEft,.
The natural projection R" --> R"/L^ will be denoted ^ . The norm in L^(^) is defined by integration with respect to the Lebesque measure in H,. P^ is continuous, for if supp/ is contained in the compact set K, then supp P, /C p^(K), and IIP,/Up ^diamOC) 1 -1^ ||/||p (1.2) by Holder's inequality.
For a given finite set A = {^ ; i/ = 1 , . . . , m} C S"~1 we further define the operator P^ : L^(K) -> H L^(^»/) by writing PA = (P^i , .
• . , P<,m). For abbreviation we will usually write ^ and P^ instead of ^ and P^. For given G = (^i , • . . , gm), ^ € L^(ft^) we may now consider the problem to find /G L^(S2) satisfying PA/=G.
(1.3) To describe the necessary conditions on G for the existence of / in (1.3) it is convenient to introduce the adjoint map of P^ . Let L^(S2) and L^(^) be defined in the usual way, and define the operator Q^ : L^(^)-> L^(ft) by constant extension along lines parallel to a. The range of Q^ is the space L^(n , a) of functions that are constant a.e. on almost every line parallel to a. Then P, and Q, are formal adjoints in the sense that f (P, /) u dy = f /Q^ u dx for /G L^(ft), Now, the obvious necessary condition for the existence of / in (1.3) is that G is orthogonal to ker Q^ . Our first theorem states that this condition is also sufficient.
We will sometimes identify a function ^L^(^) with the corresponding function Q^eL?^(n,a). From 06 this point of view Q^ is simply the imbedding operator L^(Sl ,a) <-» L^(ft).
We provide 4 (ft) with the usual topology, i.e. the inductive limit topology on ^ L^.02), where K, C Sl is an increasing sequence of compact sets whose union is equal to n, and L^ (ft) denotes the set of functions with support in K .
A continuous linear mapping T between two topological vector spaces X and Y is said to be a homorphism, if the induced mapping defined on the factor space X/ker T is a topological isomorphism between X and im T C Y. An equivalent condition is that T is an open mapping from X onto im T with the relative topology induced from Y. If X and Y are Frechet spaces this is also equivalent to im T being closed (see Theorem 3.2).
For a G S"-1 let <S(S2 , a) be the set of infinitely differentiable functions on Sl which are constant on all lines parallel to a. 
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This theorem will be proved by means of an explicit construction of the solution /.
The condition on G given in the last sentence of the theorem will sometimes be abbreviated G G(ker Q^ ) 1 .
In the usual way we provide L^(?2) with the topology induced by the sequence of seminorms qAf) = ( f |/^ dx) 1^ , K, i = 1,2,..., where K, is a family of compact sets whose union is equal to i2 . In this way L^(S2) becomes a Frechet space.
By means ot well-known functional analysis we will deduce the following statement from Theorem 1. Remark. -Our proof shows in fact that the range of Q^ is equal to the annihilator in L^(Sl) of kerP^C®^), the space of infinitely differentiable functions with compact support in Sl. If Sl is convex, a function <p € ker P^ C (0(12) must be of the m form ^ = (^ D^p) V/ for some V/ecD(ft), hence in this case Sy Lf^(i2 .a*") must consist precisely of those functions /EL^c(^) for which (JI^ D^)/= 0 in the sense of the theory of distributions.
Let us now turn to our main problem, which is to decide whether (1.1) is closed in L^ft). Let us first consider the case n = 2.
If n = 2 and the boundary is smooth one gets a positive answer as an immediate consequence of Theorem 1. In this proof the assumption that 9?2 is smooth was used only to infer that the sets By are pairwise disjoint. It follows that the same argument proves a much stronger statement, which we now formulate. Note that in this theorem regularity conditions on 8S2 are imposed only near a finite number of points, and that q is allowed to be equal to 1, whereas Petersen, Smith, and Solmon [7] require aft to be essentially Lipschitz continuous and assume 1 < q < °°. The method of Petersen et al. is based on the theory of so-called very strongly elliptic systems of partial differential equations. On the other hand, our proof of Theorem 1.5 depends only on Theorem 1.2 together with a very elementary integral inequality (Proposition 5.1').
The assumptions of Theorem 1.5 are essentially the weakest possible. If q = °°, Lipschitz continuity of the boundary does not suffice to imply (1.1). For 1 < q < °° examples show that one cannot replace the wedge in the wedge condition by a cusp of the form {(^ ,^3); 0 <x^ <x\ +€ } for any positive e. We will present these and other counterexamples in Section 7 below.
A characteristic feature of the two-dimensional case is that the kernel of Q^ is particularly simple. in the sense of the theory of distributions. But u is essentially a function of one variable ; thus (1.6) means that its derivative of order m -1 is zero, i.e. u^ is a polynomial of degree at most m --2.
We now turn to the case of three dimensions. We begin with a counterexample, which clearly shows the radical difference between two and three dimensions. 
This theorem is proved in Section 7. An essential property of the set ft constructed here is that part of 3ft looks like the surfacê 3 = x\ -t-x\ near the origin, i.e. one of its principal curvatures vanishes at one point. It is therefore natural to conjecture that (1.1) must be closed if this never happens. Our next theorem states that this is indeed the case, at least if ft is convex ; it suffices even to make the curvature hypothesis at the (finitely many) characteristic points. (
The property (1.1) of ft (relative to A) is somewhat related to P-convexity (relative to a differential operator P) studied by Hormander in [4] , chapter III. It is interesting to compare for instance the conditions on ft in our Theorem 1.8 (Theorem 1.7) and Hormander's Theorem 3.7.4 (Theorem 3.7.3).
The contents of this paper revolve around three central themes :
1. The constructive formula (2.1) for a solution of the equation PA / = G, i.e. for a function / with prescribed projections (Theorem 1.1). The formula gives a solution whose support is slightly larger than the minimal convex set whose projections are the supports of the given data gy . As a consequence the dual statement (Theorem 1.2), which is deduced in Section 3, involves the spacê ocW instead of L^ft). By the simple localization principle of Corollary 1.3 one obtains the corresponding result for L^ft) provided ft C R 2 and the boundary of ft is smooth. 3. The three-dimensional case. Using a localization argument (similar to the one used above in the proof of Corollary 1.3) we show that the proof of Theorem 1.8 can be reduced to the situation when all the given directions cp lie in one plane, say the planê 3=0. Then we are led to study a family of two-dimensional problems on the domains ft^ = {(^ ,x^)\ (x^ ,x^ ,z)Eft} and prove some estimates for the solutions of the equation Q^U = v, the point of these estimates is that they are uniform with respect to the parameter z. These estimates are proved in Section 4. They are deduced from analogous estimates for the dual equation PA / == G, which are proved in the second part of Section 2. In Section 6 we put the pieces together and complete the proof of Theorem 1.8.
Construction of solution in L^(ft) to P^/=G.
In this section we will give a proof of Theorem 1.1 together with an estimate for the solution of the system P^ /= G, which is essential for the proof of our main result Theorem 1.8.
J. BOMAN
The proof of Theorem 1.1 can be outlined as follows. The first step is to study carefully the case when m = 1. This amounts to constructing a right inverse of the operator P^ . This is done in Lemma 2.1. By means of induction over m one reduces the proof of Theorem 1.1 to the case g^ = . . . = ^_i = 0. Next one observes that G = (0, . . . , 0 , g) C (ker Q^ ) 1 implies that g = Sgo for some gQ with compact support, where S is a certain differential operator (Lemma 2.2). If E is the right inverse to P^ constructed in Lemma 2.1, the solution to our problem can be written
Then it is obvious that Py / = 0 for v < m ~~ 1 , and an easy computation shows that P^ / = g.
We will now construct the right inverse of the operator P^. We will take ft = R" , and note again that p/R") = R"/L^ can be identified with any hyperplane H^ perpendicular to a. We may assume that a = (0, . . . , 0,1). For xER", writex = (y ,;<•"), and identify H^ with R"~1 . Whenever p^^ anc * ^PP ^fc ^a ve some point in common, say z^ , we choose a number v^ such that (z^,i^)GK. Then we set E^==/, where /(j/ ,^) = A(jQ ^ 0^(^) V/(x^ -i;^). Since K is compact the sum is finite. It is obvious that all the assertions of Lemma 2.1 hold. It is easy to see that the existence of g^ satisfying (2,3) is equivalent to
for if (2.4) holds, then g^ can be constructed by successive integrations. Let us fix one M , say ^ = 1. After a rotation of the coordinate system in R"~1 = H^ we may achieve that b 1 is parallel to (1,...,0). Then (2.4) reads f r^(r,^,...,^_i)dr= 0, 0<^<^ -1.
(2.5)
The assumption that (0, . . . , 0, g) G(ker Q^ ) 1 implies that f^ g^dx=0 (2.6) whenever (^eC^R"), D^ ^ = 0, and ^ ^ = 0. are constants c^ such that Oc,^)^^ = V Cy{x ,6^ . Here */^i <,) denotes the inner product in R" . Then D^v ^py = 0, if py(x) = (x , fi^ . The same is true if ^py is multiplied by an arbitrary C°° function of x^ , . . . ,x^_^ , i.e.
OO^x.e'r^,...,^^), JCER", v= 1,...,^ , i/=m.
Applying (2.6) and letting V/ vary we obtain (2.5), which completes the proof. To consider this case assume again that a^ = (0, . . . , 0, 1) and write g^ = g. Let gQ be the function constructed in Lemma 2.2. If n is convex, p^(Sl) is also convex, so it is obvious that PP^o C Pm^^' ^f ^ ls a connected subset of R 2 , then p^ (S2) is an interval (possibly infinite), hence convex, so again we know that supp gQ C p^ (Sl). Choose a compact set K C S2 such that p^ (K) D supp go , and choose e > 0 so small that K, = K 4-[x C R" ; \x | < e} C ft . Let E^ = E,^m be the right where R^_^_i (D) denotes any product of precisely m -k -1 of the operators D^ . But (II D^)go = gG I/^R"" 1 ), hence the function (2.7) belongs to L^R") by (B) of Lemma 2.1. This proves that fClfW). It is obvious that supp /CK^ and that Py f = 0 for v < m. To see that P^ / = g we again write / as a linear combination of terms of the form (2.7). Then each term for which k > 0 is mapped to zero by P^ . Taking into account the definition of ^ we see that the term corresponding to k = 0 is nothing but Eg g, which is clearly mapped to g by P^ . This completes the proof of Theorem 1.1.
The next theorem gives an estimate for the solution constructed in Theorem 1.1. As usual A denotes a finite set of distinct elements of S"-1 .
THEOREM 2.3. -Let K be a compact subset of R" , let 1 < p < oo, and let 0 < e < diam(K). Assume that gy € L^H^), supp^C^(K), and that G = (^ , . . . ,^ ) € (kerQ^) 1 . Then there exists /e L^R") such that supp/CK, = K + {jcER" ;|;c|<e}, PA/=G, and a constant C depending only on A, such that M ^^-""("s""^)" 2»^. as, Set /=/i+/2-Clearly P^/=^ for all i/. Combining (2.13), (2.14), and (2.15) we obtain the desired result.
The range of Q^ in L^W.
We will now study the map Denoting by X* the dual space of X we have the isomorphisms (p~1 4-q-1 = 1) 4(i2) ^ L^02)* for 1 <q < oo, L?oc(") = L^(ft)* for 1 < p < oo. If the dual spaces are provided with the strong dual topology, these isomorphisms are topological. Since P^ obviously is a homomorphism from L^(Sl) onto L^(^) we have the topological isomorphism L^(S2^) ^ L^(S2)/kerP^ . But this means that D^ f = 0 in the sense of the theory of distributions, hence /EL^(?2,a) if Sl is convex. For a general i2 this argument shows that / is constant a.e. on each component of S2 H L for almost every line L parallel to a. Applying the hypothesis to suitably chosen <^GkerP^ CCZ)(ft) one easily proves that / must actually be globally constant on Sl n L. We leave out the details.
By virtue of Lemma 3.1 we have the following natural topological isomorphisms for p~1 4-q~1 = l 402,) ^ L^(ft ,a)* for 1 < q < oo, L^(i2,a)^L^)* for 1 < p < oo .
Proof of Theorem 1.2 for 1 < q < oo. -Let X and Y be locally convex topological vector spaces. Assume that T: X -> Y is a homomorphism, and let T* be the adjoint map from Y* into X*.
Then it is known that im T* must equal (ker T) 1 , the annihilator of ker T C X. In fact this follows directly from the Hahn-Banach Theorem. Now take for 1 < p < oo X=L^), Y= ^ L^).
and T = P^ . Then T* = Q^ as in (3.1), p-1 +^-1 = 1 . Since PA is known to be a homomorphism by Theorem 1.1, we conclude that im Q^ = (ker P^ ) 1 , which implies that im Q^ is closed. By the open mapping theorem Q^ must be a homomorphism.
To treat the case q = 1 in Theorem 1.2 we must deduce information about T from assumptions on T*, which is somewhat harder than the other way round. But in this case we can rely on a theorem about mappings between Frechet spaces (Theorem 21.9 in [5] ). 
End of proof of Theorem 1.2. -In Theorem 3.2 we take x = X ^oJ" ^'), Y = L^(S2), and T = Q^ . Then T* = P^ , so we know by Theorem 1.1 that im T* is weak* closed in X*. This proves that T = Q^ has the properties (i) and (ii) as claimed.
Estimates for solutions in L^ftF of Q^U = v.
The estimates given in Section 2 for solutions of the equation PA / = G wll now be translated into analogous estimates for the adjoint equation Q^ U = v. These estimates are all local in the sense that the solution U is estimated on a certain set in terms of v on a somewhat larger set. However, for convex ft C R 2 with smooth boundary it is possible to deduce global estimates in L^^-norms (Proposition 4.3) by means of the simple argument of Corollary 1.3. These estimates are crucial for the study of the three-dimensional problem. In this section we will always assume that 1 < p < °° and that p~1 + q-1 =1.
Let E be a subspace of IfW" . We denote by E 1 the space of all G E ^W such that (F , G) == 0 for all FEE. Proof. -Let X be a Banach space, X* its dual, E a closed subspace of X, E 1 its annihilator in X. Let x E X and {EX*. Then it is well-known that Moreover we note that the dual of If (S2)'" is isometrically isomorphic to L 9^^ for 1 < p < °°. These facts imply the assertion of the lemma.
The next proposition is a dual version of Theorem 2.3. Recall that im Q^ is equal to the space of solutions of the equation Proof. -By Theorem 1.2 and the remark following it there exists V = (1:1 ,. ..,!?"), ^ € L^jn , a"), such that 2 ^ = u in ft. Then ^GL"^6) and hence VeL^n 6 )". Considering Q^ as W an operator from [I L^ft 6 ,^) to L^ft 6 ) and identifying the domain of Q^ with a subspace of V s (ft 6 )'" we may consider kerQ^ as a subspace of L^ft 6 /" . Set E = ker Q^ . We are going to estimate inf{||V -H||^ ;HGE} by means of Lemma 4.1 ; here the norm refers of course to the space L^ft 6 ). Take an arbitrary 0 = (^ ,. . . , ^ ) G E 1 C L^ftT . Extending 0 by zero outside ft 6 we get an element of L^R^Y" , which is also denoted 0, such that supp 0 C ft 6 . It is easily seen that the element 0 = (Pi (pji ,. . . , P^ (^) belongs to (ker Q^ ) 1 Taking account of (4.1) we finally obtain Proof. -For given e > 0 and a G R^O} let V(e , a) be the set of all x G i2 such that the line through ;c parallel to a intersects ft 6 . Thus V(e , a) is that part of St where a function in l^ffi, a) is determined by its values on ^e. An easy geometrical argument shows that \Sl 0 L| < 2|n e H L| for any line L intersecting ft 26 ; here | | denotes length. Hence we have the estimate
(26, a) ^n 6 for /E 1^(^2,0). Now choose e so small that all the sets ft\V(2e,^) are disjoint. Another elementary geometrical consideration shows that it suffices to take e so that cos (7/3) ^ 1 -K 2e, where 7 is the minimum angle between different a" . In figure 2 we have drawn the "extremal" case, in which 9SI is a circular arc with radius I/K . By Proposition 4.2 and (4.2) we infer that Uy can be chosen so that (setd = diam(S2)) (Xo,,..> i"J'^y"-.cw. Combination of (4.3) and (4.4) gives the desired estimate.
(2e)
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. The range of Q^ in L^ft), ft C R 2 .
In this section we will complete the proof of Theorem 1.5. It remains to consider the case when 3S2 has characteristic points. The main step is to treat the case when ft has one "comer", i.e. ft looks like a wedge near one point. Let F be a bounded or unbounded wedge. A basic idea is to introduce a new norm on 1^(0 by factoring out polynomials on a sequence of overlapping dyadic parts of the wedge. Since functions in L^F ,a) actually depend only on one variable, we can formulate the lemma that we need in terms of functions on R+ = {t; t > 0} rather than F.
Let 1 < q < °°, let Py be the set of polynomials in one variable of degree at most r, and set 1^ = {^-1 <r<2^1}, A:=0,±l,....
We will consider the factor space L^I^/Py. for each k. Moreover For v = 1 the sum on the left is larger than a constant times the expression in (5.5), since v^ is independent of x^ . Thus the lemma is proved for 1 < q < oo. The argument is easily seen to be valid for q = °° as well; in this case (5.5) should be interpreted as sup inf sup |w -h \ < °°.
^Pm-2 Ifc
Remark. -The statement of the lemma is valid with obvious modifications if F is replaced by a bounded wedge, say {^Er;|x|<6}; we simply restrict the summation in (5.3) to k < RQ for some suitable k^ .
Proof of Theorem 7.5. -Assume that ^GL^^) belongs to the closure of 2 L^ft , ^). By Theorem 1.2 u = 2 Vy , where 1^ EL^(S2 ,^). We have to prove that each i^eL^ft). It is enough to prove that Vy G L 9 in a neighbourhood of an arbitrary point of the boundary of 12. By the proof of Corollary 1.3 it remains only to consider a neighbourhood of a characteristic point, which we may assume to be the origin. Let Vg be an open disk with radius 6 and center at the origin. By the wedge condition there exist an open wedge F with vertex at the origin and a 6 > 0 such that r H Vg C Sl. Fix an arbitrary 11, 1 < JLI < m. We need to prove that^G There remains the case when TT intersects i2 0 Vg at points other than the origin, but TT is disjoint from i2 (see fig. 4 ). By the argument given so far |i; { q must be integrable over (Sl 0 Vg )\S , where S is any open wedge containing a^ . But if S is sufficiently small we know already that Vy G L^n 0 2 n Vg) for all v ^ [k. Hence the identity ^ Vy = M G L^ft) implies (5.6), and the proof is complete.
In the proof of Theorem 1.5 we used only the "negative half" k < 0 of the mapping 17 in Proposition 5.1. Using the full strength of that proposition we can prove results for certain unbounded regions. However, we have not investigated unbounded regions systematically, so we will give only one result of that kind here. This section is devoted to a proof of Theorem 1.8. We will actually prove the following statement, which implies Theorem 1.8. To prove that this proposition implies Theorem 1.8 we argue as in the proof of Corollary 1.3. Assume that MEL^^) belongs to the closure of SL^K,^). By Theorem 1.2 u must lie in S L^(Sl ,^). But this means that the assumptions of Proposition 6.1 are fulfilled, and the conlusion of that proposition is our assertion.
An important difference between the two-dimensional and threedimensional cases should be noted here. In the proof of Corollary 1.3 we could assert that the functions Uy , a priori assumed to belong to L^(i2,^), were actually in L^n). In Proposition 6.1, however, we cannot assert this, but must choose new functions Vy , which belong to L^(ft, a"). The reason is of course that in the two-dimensional case all solutions Uy € L^(i2 , a") of 2 Uy = 0 are polynomials <Proposition 1.6), which is not the case in higher dimensions.
Our first step is to solve locally the problem of constructing the functions Vy in Proposition 6.1. We formulate this step as a lemma. Recall that the Uy are automatically in L^ near noncharacteristic points of the boundary, so we need only consider a neighbourhood of a characteristic point. Proof. -Let A^ be the set of all ^GA = O^}^ that are parallel to the tangent plane to 80; at x 0 . We may assume that AQ is the set of the k first elements of A. Then there exists a neighbourhood 0:0 of XQ such that ^eL^o) for v>k, i.e. We may assume that x° = (0,. .. , 0), the tangent plane at x°i s ^3=0, and that ftC [x \x^ > 0}. We are going to choosê = {x E ft ; ^3 < 5} , where 5 > 0 is so small that co C 0:0 . For fixed re (0,5) we consider the region We claim that C may be chosen independent of r. This follows from Proposition 4.3 if we show that K, diam(ft,) is bounded for small t; here ^ is the maximal curvature of the boundary of ft But this is an easy consequence of the hypothesis about the principal curvatures of 3ft at x° . To complete the proof we set z^ = Uy in all of ft for v > fe., z^ = Uy in ft\cj for v < k, and z^(x^ ,x^ , t) = v^(x^ ,x^) for (x^ ,x^ , r) G cj for v < k. Then Zy G If (a?) by virtue of (6.1), and the lemma is proved.
End of proof of Proposition 6.1. -Choose, for every characteristic point x 1 , i == 1, . . . , N, functions z^, according to Lemma 6.2. Set < = z\ -^ and ^ = ^ + f w^,. Then 1=1 Vy G ^(ft , ^) and 2 i;y = u, which proves the theorem.
Counterexamples.
Our first example shows that the statement of Theorem 1.5 is not valid for q = oo ^ not even for convex ft. The second example treats the case 1 < q < oo and shows that one cannot weaken the assumptions of Theorem 1.5 by replacing the wedge condition by a Lip(a)-condition for any a<l. Finally we construct the example announced in Theorem 1.7, which shows that the curvature hypothesis on 3ft in Theorem 1.8 cannot be omitted. The closure of E^ in L^ft) will be denoted E^ . In the first example we take ft = {(Xi ,x^),x^ <x^ < 2x^ ,0<;Ci < 1/4} , and f(x^ ,x^) = logllogx^ | -logllog^ | ,x Gft.
PROPOSITION 7.1. -/E E^ , but /^E^.
Proof. -Since any representation / = /i + f^ ,fy € L°° (ft , ^), differs from (7.1) by an additive constant, we see at once that /^E<,. Next observe that f(x)->0 as x-> (0,0) in ft, hence /eL°°(ft). To see that /eE^ define /^ in Sl by /e^) = /(^) f^ ^i > ^, /,(x) =0 for jCi < e . Then /,Oci,X2)=^(Xi)-^(x2)+t;,(Xi ,^2)» ^ere u,(t) = logllog r| for t > e.u^t) = logllog e| for r<e, and ^(^i ,x^) = log llogx^l -log |log e | in the region {x E Sl '^x^ < e < x^ } , and v^ = 0 elsewhere in Sl. Then i^ -^ 0 and /g --^ / in L°° (ft), which proves the statement. But this implies that k(x^)-> oo as x^--> 0, which is a contradiction.
We now turn to the case 1 < q < oo. Let (3 be any real number > 1 and choose ft = {(^ ,x^),x^ <x^ <x^ +x^ ,0<x^ < 1}, and f(x^ ,x^) == x^ -x^ ,x€Sl, where a = (1 + 3p)/2q . PROPOSITION 7.2. -For 1 < q < oo yv6? /za^ /E E , but /^E,.
