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MULTIPLE SUMMING MAPS: COORDINATEWISE SUMMABILITY,
INCLUSION THEOREMS AND p-SIDON SETS
FRE´DE´RIC BAYART
Abstract. We discuss the multiple summability of a multilinear map T : X1 × · · · ×
Xm → Y when we have informations on the summability of the maps it induces on each
coordinate. Our methods have applications to inclusion theorems for multiple summing
multilinear mappings and to the product of p-Sidon sets.
1. Introduction
1.1. Multiple and coordinatewise summability. Let T : X → Y be linear where X
and Y are Banach spaces. For r, p ≥ 1, we say that T is (r, p)-summing if there exists a
constant C > 0 such that, for any sequence x = (xi)i∈N ⊂ XN,(
+∞∑
i=1
‖T (xi)‖r
) 1
r
≤ Cwp(x)
where the weak ℓp-norm of x is defined by
wp(x) = sup
‖x∗‖≤1
(
+∞∑
i=1
|x∗(xi)|p
) 1
p
.
The theory of (r, p)-summing operators is very rich and very important in Banach space
theory (see [10] for details). In recent years, the interest moves to multilinear maps. We
start now from m ≥ 1, X1, . . . ,Xm, Y Banach spaces and T : X1 × · · · × Xm → Y m-
linear. Following [8] and [17], for r ≥ 1 and p = (p1, . . . , pm) ∈ [1,+∞)m, we say that
T is multiple (r,p)-summing if there exists a constant C > 0 such that for all sequences
x(j) ⊂ XNj , 1 ≤ j ≤ m,(∑
i∈Nm
‖T (xi)‖r
) 1
r
≤ Cwp1(x(1)) · · ·wpm(x(m))
where T (xi) stands for T (xi1(1), . . . , xim(m)). The least constant C for which the inequal-
ity holds is denoted by πmultr,p (T ). When all the pi’s are equal to the same p, we will simply
say that T is multiple (r, p)-summing.
Even if the notion of multiple summing mappings was formalized only recently, its roots
go back to an inequality of Bohnenblust and Hille appeared in 1931 (see [7]). Using the
reformulation of [21], this inequality says that every m-linear form T : X1×· · ·×Xm → K
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is multiple (2m/(m+1), 1)-summing. Observe that the restriction of T to each Xk (fixing
the other coordinates) is, as all linear forms, (1, 1)-summing. This motivates the authors
of [9] to study the following question: let T : X1× · · · ×Xm → Y be m-linear and assume
that the restriction of T to each Xk is (r, p)-summing (we will say that T is separately
summing). Can we say something about the multiple (s, t)-summability of T ? The authors
of [9] get a successful answer in the case p = t = 1 (their results were later improved and
simplified in [22] and in [3]). Precisely, they showed the following result:
Theorem (Defant, Popa, Schwarting). Let T : X1 × · · · ×Xm → Y be m-linear with
Y a cotype q space. Let r ∈ [1, q] and assume that T is separately (r, 1)-summing. Then
T is multiple (s, 1)-summing, with
1
s
=
m− 1
mq
+
1
mr
.
We intend in this paper to fill out the picture by allowing the full range of possible values
for t and p, namely t ≥ p ≥ 1. The following result is a more readable corollary of our
main theorems, Theorems 2.1, 2.2, 2.3, 7.1 (p∗ will denote the conjugate exponent of p).
Theorem 1.1. Let T : X1×· · ·×Xm → Y be m−linear with Y a cotype q space. Assume
that T is separately (r, p)-summing and let t ≥ p.
• If 1r + 1p∗ − mt∗ > 1q , then T is multiple (s, t)-summing with
1
s
=
m− 1
mq
+
1
mr
+
1
mp∗
− 1
t∗
.
• If 0 < 1r + 1p∗ − mt∗ ≤ 1q , then T is multiple (s, t)-summing with
1
s
=
1
r
+
1
p∗
− m
t∗
.
When 1 ≤ p = t ≤ 2 and q = 2, the above values of s are optimal.
1.2. Inclusion theorems. Our methods have other interesting consequences. A basic
result in the theory of (r, p)-summing operators is the inclusion theorem: if T ∈ L(X,Y )
is (r, p)-summing, then it is also (s, q)-summing provided s ≥ r and 1s − 1q ≤ 1r − 1p . The
proof of this result follows from a simple application of Ho¨lder’s inequality.
In the multilinear case, the situation seems more involved. Using probability in a clever
way, Pe´rez-Garc´ıa in [20] succeeded to prove that if T ∈ L(X1, . . . ,Xm;Y ) is (p, p)-
summing, p ∈ [1, 2), then it is also (q, q)-summing for q ∈ [p, 2). However, this result
is not very helpful to provide inclusion theorems for (r, p)-summing multilinear maps as
those coming from the Bohnenblust-Hille inequality.
The next result seems to be a natural multilinear analogue to the linear inclusion theorem.
It already appeared in [19, Proposition 3.4] in the particular case where all the pi are equal,
with a different proof. Its optimality will be discussed in Theorem 7.2.
Theorem 1.2. Let T : X1×· · ·×Xm → Y be m-linear, let r, s ∈ [1,+∞), p,q ∈ [1,+∞)m.
Assume that T is multiple (r,p)-summing, that qk ≥ pk for all k = 1, . . . ,m and that
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1
r −
∑m
j=1
1
pj
+
∑m
j=1
1
qj
> 0. Then T is multiple (s,q)-summing, with
1
s
−
m∑
j=1
1
qj
=
1
r
−
m∑
j=1
1
pj
.
1.3. Harmonic analysis. A second application occurs in harmonic analysis. Let G be a
compact abelian group with dual group Γ. A subset Λ of Γ is called p-Sidon (1 ≤ p < 2)
if there is a constant κ > 0 such that each f ∈ C(G) with fˆ supported on Λ satisfies
‖fˆ‖ℓp ≤ κ‖f‖∞. It is a classical result of Edwards and Ross [12] (resp. Johnson and
Woodward [14]) that the direct product of two 1-Sidon sets (resp. m 1-Sidon sets) is
4/3-Sidon (resp. 2m/(m + 1)-Sidon). We generalize this to the product of p-Sidon sets.
We need an extra assumption. A subset Λ of Γ is called a Λ(p)-set, p ≥ 1, if for one
q ∈ [1, p) (equivalently, for all q ∈ [1, p)), there exists κ > 0 such that, for all f ∈ C(G)
with fˆ supported on Λ,
‖f‖Lp(G) ≤ κ‖f‖Lq(G).
Theorem 1.3. Let G1, . . . , Gm, m ≥ 2, be compact abelian groups with respective dual
groups Γ1, . . . ,Γm. For 1 ≤ j ≤ m, let Λj ⊂ Γj be a pj-Sidon and Λ(2)-set. Then
Λ1 × · · · × Λm is a p-Sidon set in Γ1 × · · · × Γm for
1
p
=
1
2
+
1
2R
and R =
m∑
k=1
pk
2− pk
.
Moreover, this value of p is optimal.
It is well known that any 1-Sidon set is automatically a Λ(p)-set for all p ≥ 1. It is
not known whether all p-Sidon sets are Λ(2) or not. We also get an analogous result
for another natural generalization of 1-Sidon sets, the so-called p-Rider sets, without any
extra assumption.
Organization of the paper. Section 2 is devoted to the introduction of some notations
and definitions. We then give the statements of our main theorems (Theorems 2.1, 2.2 and
2.3). These statements may look technical but we derive immediately from them several
striking corollaries. We emphasize particularly Corollary 2.6 whose proof needs the three
main results.
In Section 3, we prove several auxiliary results. They seem interesting for themselves;
for instance, they are at the heart of the proof of Theorems 1.2 and 1.3. We apply these
auxiliary results in the three next sections to the problems we have in mind: coordinatewise
summability in Section 4, inclusion theorems in Section 5, and harmonic analysis in Section
6. Finally, in Section 7, we discuss the optimality of our results.
2. Preliminaries: notations and statements of the results
2.1. General statements. We shall use the terminology and notations introduced in [9]
and [22]. For Banach spaces X1, . . . ,Xm, m ≥ 2, and a proper subset C of {1, . . . ,m},
we write XC =
∏
j∈C Xj and identify in the obvious way X1 × · · · ×Xm with XC ×XC
where C denotes the complement of C in {1, . . . ,m}. With this identification, if y ∈ XC
and z ∈ XC , then x = (y, z) ∈ X1 × · · · × Xm. For x ∈ X1 × · · · × Xm, we shall also
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denote by x(C) its projection on XC , so that we may write x = (x(C), x(C)). We take the
norm on finite products of Banach spaces to be the maximum of the component norms;
hence the identification is isometric. We shall abbreviate x({k}) by x(k), namely the k-th
coordinate of x ∈ X1 × · · · ×Xm.
If T : X1 × · · · × Xm → Y is m-linear and z ∈ XC , the map TC(z) defined on XC by
TC(z)(x) = T (x, z) is clearly |C|-linear. For r, p ≥ 1, we say that T is coordinatewise
multiple (r, p)-summing in the coordinates of C provided TC(z) is multiple (r, p)-summing
for all z ∈ C. In that case, we shall denote
‖TC‖CW (r,p) = sup
{
πmultr,p (T
C(z)); ‖z‖
XC
≤ 1
}
.
Our first result deals with (r,p)-multiple summing maps where r does not exceed the
cotype of the target space.
Theorem 2.1. Let m ≥ 2, let {1, . . . ,m} be the disjoint union of n ≥ 2 non-empty
subsets C1, . . . , Cn, let Y be a Banach space with cotype q and let r1, . . . , rn ∈ [1, q),
p1, . . . , pn ∈ [1,+∞). Define
1
γk
=
1
rk
−
∑
j 6=k
|Cj|
p∗j
×
1− qrk −
q|Ck|
p∗k
1− qrj −
q|Cj |
p∗j
, k = 1, . . . , n
1
γk,l
=
1
rk
−
∑
j 6=k,l
|Cj |
p∗j
×
1− qrk −
q|Ck|
p∗k
1− qrj −
q|Cj |
p∗j
, k 6= l ∈ {1, . . . , n}
R =
n∑
k=1
γk
q − γk
s =
qR
1 +R
qj = pk provided j ∈ Ck, j = 1, . . . ,m
q = (q1, . . . , qm).
Let us also assume that, for all k 6= l ∈ {1, . . . , n}, γk > 0, 0 < γk,l ≤ q and |Cl|γk,lp∗l ≤ 1.
Then all m-linear maps T : X1 × · · · × Xm → Y which are (rk, pk)-summing in the
coordinates of Ck for each k = 1, . . . , n are multiple (s,q)-summing.
Our second result deals with (r,p)-multiple summing maps with r exceeding the cotype of
the target space, but when we start from (rk, pk)-coordinatewise summability with rk ≤ q.
Theorem 2.2. Let m ≥ 2, let {1, . . . ,m} be the disjoint union of n ≥ 2 non-empty
subsets C1, . . . , Cn, let Y be a Banach space with cotype q and let r1, . . . , rn ∈ [1, q),
p1, . . . , pn ∈ [1,+∞). Define
1
γk,J
=
1
rk
−
∑
j /∈J∪{k}
|Cj|
p∗j
×
1− qrk −
q|Ck|
p∗k
1− qrj −
q|Cj |
p∗j
, k = 1, . . . , n, J ⊂ {1, . . . , n}\{k}
qj = pk provided j ∈ Ck, j = 1, . . . ,m
q = (q1, . . . , qm).
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Assume that there exists J ⊂ {1, . . . , n} such that
(1) there exists k0 /∈ J with γk0,J ≥ q;
(2) For any k, l ∈ {1, . . . , n}\J , k 6= l, γk,J∪{l} ∈ (0, q];
(3) For any k, l ∈ {1, . . . , n}\J , k 6= l, |Cl|γk,J∪{l}p∗l ≤ 1.
We finally set
1
s
=
1
γk0,J
−
∑
j∈J
|Cj |
p∗j
and assume that s > 0. Then all m-linear maps T : X1×· · ·×Xm → Y which are (rk, pk)-
summing in the coordinates of Ck for each k = 1, . . . , n are multiple (s,q)-summing.
Our third result solves the case when one rk is greater than q.
Theorem 2.3. Let m ≥ 2, let {1, . . . ,m} be the disjoint union of n ≥ 2 non-empty
subsets C1, . . . , Cn, let Y be a Banach space with cotype q and let r1, . . . , rn ∈ [1,+∞),
p1, . . . , pn ∈ [1,+∞). Assume that there exists k ∈ {1, . . . , n} such that rk ≥ q. We set
1
s
=
1
rk
−
∑
j 6=k
|Cj|
p∗j
and assume that s > 0. Then all m-linear maps T : X1×· · ·×Xm → Y which are (rk, pk)-
summing in the coordinates of Ck for each k = 1, . . . , n are multiple (s,q)-summing where
q is defined by qj = pk for j ∈ Ck, j = 1, . . . ,m.
2.2. Corollaries. The statement of Theorems 2.1, 2.2 and 2.3 may look complicated; this
is due to their generality. In particular cases, they look nicer; they cover and extend many
known statements. We begin by assuming that pk = 1 for all k ∈ {1, . . . , n}.
Corollary 2.4. Let m ≥ 2, let {1, . . . ,m} be the disjoint union of n ≥ 2 non-empty open
subsets C1, . . . , Cn, let Y be a Banach space with cotype q and let r1, . . . , rn ∈ [1, q). Set
R =
n∑
k=1
rk
q − rk , s =
qR
1 +R
.
Then all m-linear maps T : X1 × · · · ×Xm → Y which are (rk, 1)-summing in the coordi-
nates of Ck for each k = 1, . . . , n are multiple (s, 1)-summing.
This corollary is the main result of [22] which was itself an improved version of the main
theorem of [9].
Proof. We may apply Theorem 2.1. Its assumptions are satisfied because p∗k = +∞. 
Remark 2.5. Observe that there is no restriction to assume rk < q. Indeed, any linear
map with value in a cotype q space is always (q, 1)-summing and we may apply Theorem
2.3 to deduce that any multilinear map with value in a cotype q space is always multiple
(q, 1)-summing, a result already observed in [8, Theorem 3.2]
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Our second more appealing result happens when we start from a (rk, pk)-separately sum-
ming map (namely |Ck| = 1 for all k) with 1rk −
1
pk
= θ ∈ (−∞, 0]. In view of the inclusion
theorem, this last assumption is not surprising. It implies that all the quotients
1− qrk −
q|Ck|
p∗k
1− qrj −
q|Cj |
p∗j
are equal to 1.
Corollary 2.6. Let T : X1 × · · · ×Xm → Y with Y a cotype q space and p ∈ [1,+∞)m.
Assume that T is (rk, pk)-summing in the k-th coordinate and that there exists θ < 0 such
that 1rk −
1
pk
= θ for all k. Set
1
γ
= 1 + θ −
m∑
k=1
1
p∗k
.
(1) If γ ∈ (0, q), then T is multiple (s,p)-summing with
1
s
=
m− 1
mq
+
1
γm
.
(2) If γ ≥ q, then T is multiple (γ,p)-summing.
Proof. Suppose first that γ ∈ (0, q). Then with the notations of Theorem 2.1, γk = γ for
all k and 1γk,l =
1
γ +
1
p∗l
for all k 6= l. This implies that rk < q and 1γk,l ≥
1
p∗l
. Hence the
assumptions of Theorem 2.1 are satisfied and this leads to (1). To prove (2), we suppose
first that rk < q for all k. Let J be a maximal set of {1, . . . , n} such that there exists
k0 /∈ J with γk0,J ≥ q. Such a set does exist since γ1,∅ = γ ≥ q and γk,{1,...,n}\{k} = rk < q
for all k. This couple J and k0 being fixed, we may observe that for all k, l ∈ {1, . . . , n}\J ,
k 6= l, γk,J∪{l} < q (otherwise J would not be maximal) and
1
γk,J∪{l}
=
1
γk,J
+
1
p∗l
≥ 1
γ
+
1
p∗l
≥ 1
p∗l
.
Thus we may apply Theorem 2.2. Finally, if rk ≥ q for some k, then the result follows
from Theorem 2.3. 
In turn, this last corollary implies several interesting results. First, half of Theorem 1.1
may be deduced easily from it.
Proof of Theorem 1.1 (without optimality). Assume first that t = p. Then the conclusion
follows directly from Corollary 2.6 with rk = r and pk = p for all k. Suppose now that
t > p. Then, by the inclusion theorem for linear maps, T is separately (ρ, t)-summing for
1
ρ =
1
r +
1
t − 1p . We conclude again by an application of Corollary 2.6 with rk = ρ and
pk = t for all k. 
Wemay also deduce from Corollary 2.6 a result of Praciano-Pereira [23] and Dimant/Sevilla-
Peris [11] which is an m-linear version of a famous bilinear inequality of Hardy and Lit-
tlewood [13]. We state it in the spirit of [21].
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Corollary 2.7. Let T : X1 × · · · × Xm → C be m-linear and let p = (p1, . . . , pm) ∈
[1,+∞)m. Set
1
γ
= 1−
m∑
k=1
1
p∗k
.
(1) If γ ∈ (0, 2) then T is multiple (s,p)-summing with
1
s
=
m− 1
2m
+
1
mγ
.
(2) If γ ≥ 2, then T is multiple (γ,p)-summing.
Proof. This follows immediately from Corollary 2.6 since any linear form is (p, p)-summing.

Observe finally that Theorem 1.1 extends also Theorem 1.2 of [11].
Notations. Part of the notations we shall use was already introduced at the beginning
of this section. We shall also denote by (ei)i∈N the standard basis of ℓp and ei, i ∈ Nm,
will mean (ei1(1), . . . , eim(m)) where (ei(j))i is a copy of (ei)i. For u ∈
∏m
j=1 ℓpj , i ∈ Nm
and α ∈ R, ui will stand for ui1(1)× · · · × uim(m) and uαi for ui1(1)α × · · · × uim(m)α. As
indicated above, if (ai)i∈Nm is a sequence indexed by N
m and C ⊂ {1, . . . ,m}, we shall
identify i with j,k with j = i(C), k = i(C¯) so that we shall write ai = aj,k.
3. Useful lemmas
3.1. Coefficients of non-negative m-linear forms. We shall need the following non-
negative version of a theorem of Praciano-Pereira [23]. It already appears in [15] for
bilinear forms.
Proposition 3.1. Let m ≥ 1, 1 ≤ p1, . . . , pm ≤ +∞ and A : ℓp1 × · · · × ℓpm → C be a
non-negative m-linear form. Then(∑
i∈Nm
A(ei)
ρ
)1/ρ
≤ ‖A‖
provided ρ−1 = 1−∑mj=1 p−1j > 0.
Here, non-negative simply means that for any i ∈ Nm, A(ei) ≥ 0.
Proof. We shall give a proof by induction onm. Our main tool is the following factorization
result of Schep [26] which extends to multilinear maps a result of Maurey [18].
Lemma 3.2. Let B : ℓp1 × · · · × ℓpm → ℓq be a non-negative m-linear map such that
r ≥ max(q, 1) with r−1 = p−11 + · · · + p−1m . Then there exist a non-negative φ ∈ ℓs with
s−1 = q−1 − r−1 and a non-negative m-linear map C : ℓp1 × · · · × ℓpm → ℓr such that
B =MφC where Mφ is the operator of multiplication by φ. Moreover, ‖B‖ = inf ‖φ‖s‖C‖
where the infimum is taken over all possible factorizations.
Let us come back to the proof of Proposition 3.1. The result is clear for m = 1 (it does
not require positivity) and let us assume that it is true for m-linear forms, m ≥ 1. Let
A : ℓp1 × · · · × ℓpm+1 → C be a non-negative (m + 1)-linear form. It defines a bounded
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m-linear map B : ℓp1 × · · · × ℓpm → ℓp∗m+1 by 〈ej , B(x)〉 = A(x, ej). By Lemma 3.2, B
factors through ℓr, r
−1 = p−11 + · · · + p−1m ; namely we may write B = MφC with φ ∈ ℓs,
s−1 = 1−p−11 −· · ·−p−1m+1 and C : ℓp1×· · ·× ℓpm → ℓr a non-negative continuous m-linear
map. Thus, writing ai,j = A(ei, ej) = 〈ej , B(ei)〉, ci,j = 〈ej , C(ei)〉, i ∈ Nm, j ∈ N, we get∑
j∈N
∑
i∈Nm
asi,j
1/s =
∑
j∈N
φsj
∑
i∈Nm
csi,j
1/s
≤ ‖φ‖s sup
j∈N
(∑
i∈Nm
csi,j
)1/s
.
Define now Cj : ℓp1 × · · · × ℓpm → C by Cj(x) = 〈ej , C(x)〉. Then Cj is a bounded non-
negative m-linear form with ‖Cj‖ ≤ ‖C‖, and by the induction hypothesis, since s ≥ t
where t−1 = 1− p−11 − · · · − p−1m , we have(∑
i∈Nm
csi,j
)1/s
≤ ‖C‖.
The result now follows by taking the infimum over all possible factorizations of A. 
Remark 3.3. The example of A(x(1), . . . , x(m)) =
∑n
i=1 xi(1) · · · xi(m) shows that the
constant ρ in Proposition 3.1 is optimal.
3.2. An abstract Hardy-Littlewood method. To prove their bilinear inequality on
ℓp-spaces in [13], Hardy and Littlewood have introduced a methode to go from ℓp to c0
and back again. This was performed several times later (for instance in [23], [1] or [11]).
We shall develop here an abstract version of this machinery, first in the bilinear case and
then in the m-linear one.
Lemma 3.4. Let m1,m2 ≥ 1, p1, p2, q ∈ [1,+∞), (ai,j)i∈Nm1 , j∈Nm2 a sequence of non-
negative real numbers. Assume that there exists κ > 0 and 0 < α, β ≤ q such that
• for all u ∈∏m1j=1Bℓp1 , ∑
j∈Nm2
( ∑
i∈Nm1
uq
i
aq
i,j
)α/q1/α ≤ κ;
• for all v ∈∏m2j=1Bℓp2 , ∑
i∈Nm1
 ∑
j∈Nm2
vq
j
aq
i,j
β/q

1/β
≤ κ.
Then  ∑
j∈Nm2
( ∑
i∈Nm1
aqi,j
)γ/q1/γ ≤ κ
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where
1
γ
=
1
α
− m1
p1
(
1− qα − m2qp2
1− qβ − m1qp1
)
provided γ > 0, m1αp1 ≤ 1 and
m2β
p2
≤ 1.
Proof. For j ∈ Nm2 , we denote Sj =
(∑
i∈Nm1 a
q
i,j
)1/q
. Let also θ > 0 with m2/θ < 1 and
let 1/ρ = 1−m2/θ. For any γ ∈ R, we may write∑
j
Sγ
j
=
∑
j
S
(
γ
ρ
)
ρ
j
≤
 sup
w∈
∏m2
j=1Bℓθ
∑
j
wjS
γ
ρ
j
ρ
where we have used Proposition 3.1. We then set γ′ = γ/ρ and we write for w ∈∏m2j=1Bℓθ ,∑
j
wjS
γ′
j
=
∑
j
wjS
γ′−q
j
∑
i
aq
i,j
=
∑
i
∑
j
wja
q
i,j
Sq−γ
′
j
≤
∑
i
∑
j
aq
i,j
S
(q−γ′)s
j
1/s∑
j
ws
∗
j a
q
i,j
1/s∗
≤
∑
i
∑
j
aqi,j
S
(q−γ′)s
j
t/s

1/t∑
i
∑
j
ws
∗
j a
q
i,j
t∗/s∗

1/t∗
where (s, s∗) and (t, t∗) are two couples of conjugate exponents such that t∗/s∗ = β/q.
Now, ws
∗/q belongs to
∏m2
j=1Bℓθq/s∗ . Thus, if we can set θ =
p2s∗
q , then we can deduce that
∑
j
wjS
γ′
j ≤ κ1/t
∗
∑
i
∑
j
aq
i,j
S
(q−γ′)s
j
t/s

1/t
.
We then apply Proposition 3.1 to the m-linear form defined on
∏m1
k=1 ℓω by A(ei) =∑
j∈Nm2
aq
i,j
S
(q−γ′)s
j
where
m1
ω
= 1− s
t
(this requires s ≤ t). We obtain
∑
i∈Nm1
 ∑
j∈Nm2
aqi,j
S
(q−γ′)s
j
t/s ≤
 sup
y∈
∏m1
k=1Bℓω
∑
i∈Nm1
yi
∑
j∈Nm2
aqi,j
S
(q−γ′)s
j
t/s .
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Fix now y ∈∏m1k=1Bℓω and let us apply another time Ho¨lder’s inequality with r satisfying
(q − γ′)sr = q. We get∑
i
yi
∑
j
aq
i,j
S
(q−γ′)s
j
=
∑
j
∑
i
yi
aq
i,j
S
(q−γ′)s
j
≤
∑
j
(∑
i
aqi,j
Sqj
)1/r
︸ ︷︷ ︸
=1
(∑
i
yr
∗
i a
q
i,j
)1/r∗
.
We may then conclude provided
r∗
ω
=
q
p1
and
1
r∗
=
α
q
.
All the conditions imposed on r, s, t and ω fix the value of γ′. Indeed, we get successively
1
ω
=
q
p1r∗
=
α
p1
, s =
(
1− m1α
p1
)
t,
t =
1− βq
(
1− m1αp1
)
(
1− m1αp1
)(
1− βq
) since t∗
s∗
=
β
q
,
s =
1− βq
(
1− m1αp1
)
1− βq
, γ′ = q
1−
(
1− αq
)(
1− βq
)
1− βq + αβm1p1q
 .
We may then compute γ by checking that
1
ρ
= 1− m2q
p2s∗
= 1−
αβm1m2
p1p2
1− βq + αβm1p1q
.
We finally deduce that
γ = γ′ρ
= α
1− βq + βm1p1
1− βq + αβm1p1q −
αβm1m2
p1p2
which leads to
1
γ
=
1− βq + αβm1p1q −
αβm1m2
p1p2
α
(
1− βq + βm1p1
)
=
1
α
+
m1
p1
αβ
q − β − m2αβp2
α
(
1− βq + βm1p1
)
=
1
α
− m1
p1
×
1− qα − m2p2q
1− qβ − m1p1q
.
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We verify now that our applications of Ho¨lder’s inequality and Proposition 3.1 were legit-
imate. It is clear that s, r ≥ 1. Since
s
t
= 1− m1α
p1
we also have 1 ≤ s ≤ t. In particular, our application of Proposition 3.1 to ∏m2k=1 ℓω was
possible. Finally, our first application of this proposition requires that ρ > 0, namely
αβm1m2
p1p2
≤ 1− β
q
+
αβm1
p1q
⇐⇒ αm1
p1
(
βm2
p2
− β
q
)
≤ 1− β
q
.
It is easy to check that this last inequality is satisfied provided αm1 ≤ p1, βm2 ≤ p2 and
β ≤ q. 
The following proposition is the main step towards the proof of our main results. It is an
n-linear version of the previous lemma.
Proposition 3.5. Let q ∈ [1,+∞)m. Let (C1, . . . , Cn) be a partition of {1, . . . ,m} into
non-empty open subsets and let us assume that there exists p ∈ [1,+∞)n such that, for
any l ∈ {1, . . . , n} and any k ∈ Cl, qk = pl. Let also (a(i))i∈Nm be a sequence of non-
negative real numbers. Assume that there exist κ > 0, 0 < r1, . . . , rn ≤ q such that for all
k ∈ {1, . . . , n}, for all sequence v ∈∏l 6=k∏j∈Cl Bℓpl ,
∑
i∈NCk
 ∑
j∈NCk
vqj a
q
i,j

rk
q
≤ κrk .
Define, for all k 6= l,
1
γk
=
1
rk
−
∑
j 6=k
|Cj|
pj
1− qrk − |Ck|qpk
1− qrj −
|Cj |q
pj

1
γk,l
=
1
rk
−
∑
j 6=k,l
|Cj|
pj
1− qrk − |Ck|qpk
1− qrj −
|Cj |q
pj

Then, for all k ∈ {1, . . . , n},
(1)
 ∑
i∈NCk
 ∑
j∈NCk
aq
i,j

γk
q

1
γk
≤ κ
provided, for all k 6= l, γk > 0, γk,l ∈ (0, q] and |Cl|γk,lpl ≤ 1.
Proof. The proof is done by induction on n. For n = 1, there is nothing to prove (the inner
sum does not appear) and the case n = 2 is the content of Lemma 3.4. So, let us assume
that the result is true for n − 1 ≥ 2 and let us prove it for n. We fix some l ∈ {1, . . . , n}
and some w ∈∏j∈Cl Bℓpl . We then define, for i ∈ NCl ,
bl(i) =
∑
j∈NCl
wqj a
q
i,j
 1q .
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Our assumption implies that, for k 6= l,
∑
i∈NCk
 ∑
j∈NCk∪Cl
vqj bl(i, j)
q

rk
q
≤ κrk
where v is any element of
∏
s 6=k,l
∏
j∈Cs
Bℓps . We may thus apply the induction hypothesis
to get that, for any k 6= l
∑
i∈NCk
 ∑
j∈NCk∪Cl
bl(i, j)
q
γk,l ≤ κγk,l .
We then set, for i ∈ NCk and j ∈ NCl ,
ck,l(i, j) =
 ∑
k∈NCk∪Cl
aqi,j,k
 1q
so that our inequality becomes
∑
i∈NCk
∑
j∈NCl
wq
j
ck,l(i, j)
q

γk,l
q
≤ κγk,l
which is satisfied for all w ∈ ∏j∈Cl Bℓpl . But of course, we can exchange the role played
by k and l and we also have
∑
j∈NCl
 ∑
i∈NCk
wqi ck,l(i, j)
q

γl,k
q
≤ κγl,k
for all w ∈∏j∈Ck Bℓpk . We now apply Lemma 3.4 to find that (1) is satisfied with
1
γk
=
1
γk,l
− |Cl|
pl
1− qγk,l − |Ck|qpk
1− qγl,k −
|Cl|q
pl
 .
It remains to verify that this is the expected value of γk. This follows from
1− q
γk,l
− |Ck|q
pk
= 1− q
rk
− q
∑
j 6=k,l
|Cj|
pj
1− qrk − |Ck|qpk
1− qrj −
|Cj |q
pj
− |Ck|q
pk
=
(
1− q
rk
− |Ck|q
pk
)1− ∑
j 6=k,l
q
1− qrj −
|Cj |q
pj

and from the symmetric computation involving γl,k. 
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3.3. A mixed-norm inequality. We finally need a last result which is a combination of
a mixed-norm Ho¨lder inequality (see [4]) and an inequality due to Blei (see [5]). It appears
in [22]. Let (Mj , µj) be σ-finite measure spaces for j = 1, . . . , n and introduce the product
measure spaces (Mn, µn) and (Mnk , µ
n
j ) by
Mn =
n∏
k=1
Mk, µ
n =
n∏
k=1
µk, M
n
j =
n∏
k=1
k 6=j
Mk, µ
n
j =
n∏
k=1
k 6=j
µk.
Lemma 3.6. Let q > 0, n ≥ 2 and r1, . . . , rn ∈ (0, q). If h ≥ 0 is µn-measurable, then
(∫
Mn
hQdµn
) 1
Q
≤
n∏
j=1
∫
Mj
(∫
Mnj
hqdµnj
) rj
q
dµj

1
R(q−rj )
where R =
∑n
j=1
rj
q−rj
and Q = qR1+R .
4. Proof of the main results
Proof of Theorem 2.1. Let, for 1 ≤ j ≤ m, x(j) = (xi(j))i∈N ⊂ XNj with wqj(x(j)) ≤ 1.
We set ai = ‖T (xi)‖ for i ∈ Nm and we intend to show that the assumptions of Proposition
3.5 are satisfied. So, let k ∈ {1, . . . , n}. For l 6= k ∈ {1, . . . , n} and u ∈ Cl, we consider
a sequence v(u) ∈ Bℓp∗
l
= Bℓq∗
j
and we set y(u) = (vi(u)xi(u))i∈N so that w1(y(u)) ≤ 1.
Writing Ck = {u1, . . . , us} and picking j ∈ NCk , we set yj = yj(Ck) = (yj1(u1), . . . , yjs(us)),
so that ∑
i∈NCk
 ∑
j∈NCk
vqj a
q
i,j

rk
q
=
∑
i∈NCk
 ∑
j∈NCk
‖T (xi(Ck), yj(Ck))‖q

rk
q
.
Since Y has cotype q, and using Kahane’s inequalities, there exists a constant Ak (de-
pending only on rk, on |Ck| and on the cotype q constant of Y ) such that
∑
i∈NCk
 ∑
j∈NCk
vqj a
q
i,j

rk
q
≤ Ak
∫
Ω
∑
i∈NCk
‖T (xi(Ck), y(ω))‖rkdP(ω)
where y(ω) =
(∑+∞
i=1 εj,i(ω)yi(j)
)
j∈Ck
and (εj,i)j∈Ck, i∈N are sequences of independent
Bernoulli variables on the same probability space (Ω,A,P). Recall that |εj,i(ω)| ≤ 1, for
any j ∈ Ck and any i ∈ N. Therefore,
‖y(j, ω)‖Xj = sup
x∗∈BX∗
j
∣∣∣∣∣
〈
x∗,
+∞∑
i=1
εj,i(ω)yi(j)
〉∣∣∣∣∣
≤ w1(y(j)) ≤ 1.
Since T is coordinatewise multiple summing in the coordinates of Ck, this yields
∑
i∈NCk
 ∑
j∈NCk
vqj a
q
i,j

rk
q
≤ Arkk ‖TCk‖rkCW (rk,pk).
14 FRE´DE´RIC BAYART
Setting κ = maxk Ak‖TCk‖CW (rk,pk), we may apply Proposition 3.5 which yields, for any
k ∈ {1, . . . ,m},  ∑
i∈NCk
 ∑
j∈NCk
‖T (xi(Ck), xj(Ck)‖q

γk
q

1
γk
≤ κ.
We conclude by Lemma 3.6. 
Remark 4.1. We have Ak ≤ (Cq(Y )Krk,q)|Ck| where Cq(Y ) is the cotype q constant of
Y and Krk,q is the constant appearing in Kahane’s inequality between the L
rk and the
Lq-norms. Hence, we have shown that
πmultr,q (T ) ≤ sup
k=1,...,m
{
(Cq(Y )Krk ,q)
|Ck| ‖TCk‖CW (rk ,pk)
}
.
The forthcoming lemma will be uselful for (r,p)-multiple summing maps with r greater
than the cotype of the target space. It is inspired by the proof of Theorem 1.2 of [11].
Lemma 4.2. Let T : X1 × · · · × Xm → Y be m-linear with Y a cotype q space. Let
q ∈ [1,+∞)m and C ⊂ {1, . . . ,m}. We define t ∈ [1,+∞)C by tk = qk for all k ∈ C. Let
finally s, r ∈ [1,+∞) satisfying
1
r
=
1
s
+
∑
j∈C¯
1
q∗j
,
r ≥ q and s ≥ qk for all k ∈ {1, . . . ,m}. Then there exists κ > 0 such that
πmults,q (T ) ≤ κ sup
{
πmultr,t
(
TC(z)
)
; ‖z‖XC¯ ≤ 1
}
.
If all the qk are equal to the same p, the conclusion takes the more pleasant form:
πmults,q (T ) ≤ κ‖TC‖CW (r,t),
1
r
=
1
s
+
|C¯|
p∗
.
Note that we require now coordinatewise summability only in the coordinates of C (and
nothing on C¯). But now, we start with (r, t)-summability with r greater than the cotype
of the target space.
Proof. Let x belong to
∏m
k=1Bℓwqk (Xk)
. We write
(2)
(∑
i∈Nm
‖T (xi)‖s
)1/s
=
∑
i∈NC¯
‖yi‖sℓs(Y )
1/s
where, for a fixed i ∈ NC , yi is the sequence
(
T (xi(C¯), xj(C)
)
j∈NC
. Since r ≥ q, ℓr(Y ) has
cotype r so that id : ℓr(Y )→ ℓr(Y ) is (r, 1)-summing. By the ideal property of summing
operators, id : ℓr(Y ) → ℓs(Y ) is still (r, 1)-summing. By the inclusion theorem, this last
map is (s, ρ)-summing, with
1
ρ
= 1− 1
r
+
1
s
= 1−
∑
j∈C¯
1
q∗j
∈ (0, 1).
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Applying this to (2) yields(∑
i∈Nm
‖T (xi)‖s
)1/s
≤ κ sup
ϕ∈B[ℓr(Y )]∗
∑
i∈NC¯
|ϕ(yi)|ρ
1/ρ .
Observe that the constant κ > 0 does not depend on T , but only on Y , r and q. We now
apply Proposition 3.1 to get(∑
i∈Nm
‖T (xi)‖s
)1/s
≤ κ sup
ϕ∈B[ℓr(Y )]∗
sup
v∈
∏
j∈C¯ Bℓ∗qj
∑
i∈NC¯
viϕ(yi)
≤ κ sup
v∈
∏
j∈C¯ Bℓ∗qj
sup
ϕ∈B[ℓr(Y )]∗
ϕ
T
∑
i∈NC¯
vixi(C¯), xj(C)

j∈NC

≤ κ sup
v∈
∏
j∈C¯ Bℓ∗qj
∑
j∈NC
∥∥∥∥∥∥T
∑
i∈NC¯
vixi(C¯), xj(C)
∥∥∥∥∥∥
r1/r
≤ κ sup
z∈XC¯ , ‖z‖≤1
∑
j∈NC
‖T (z, xj(C))‖r
1/r
since, for any m ∈ C¯, by Ho¨lder’s inequality,∥∥∥∥∥∑
i
vi(m)xi(m)
∥∥∥∥∥ = supx∗∈X∗m
∑
i
vi(m)〈x∗, xi(m)〉 ≤ 1.

Proof of Theorem 2.2. We fix k0 and J satisfying the assumptions of the theorem. At the
beginning we argue like in the proof of Theorem 2.1. Let D =
⋃
j∈J Cj and z ∈ BXD . We
also set C = D¯ and C ′ = C\{k0}. Let, for j ∈ C, (xi(j)) ∈ XNj with wqj (x(j)) ≤ 1. We
can follow the arguments of the proof of Theorem 2.1 up to the application of Lemma 3.6
for the multilinear map TC(z). This gives ∑
i∈N
Ck0
∑
j∈NC′
‖T (xi(Ck0), xj(C ′), z)‖q

γk0,J
q

1
γk0,J
≤ κ.
Observe that the constant κ does not depend on z ∈ BXD . Since γk0,J ≥ q, this implies∑
i∈NC
‖T (xi(C), z)‖γk0 ,J
 1γk0,J ≤ κ.
We may then apply Lemma 4.2 to T with r = γk0,J and
1
s
=
1
r
−
∑
j∈D
1
q∗j
=
1
γk0,J
−
∑
j∈J
|Cj |
p∗j
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to get the conclusion. 
Proof of Theorem 2.3. The proof is completely similar but more elementary. Indeed, we
can start from  ∑
i∈NCk
‖T (xi(Ck), z)‖rk
 1rk ≤ κ
for all z ∈∏j∈Ck BXj and apply directly Lemma 4.2 since rk ≥ q. 
5. The inclusion theorem
The proof of Theorem 1.2 follows rather easily from Proposition 3.1.
Proof of Theorem 1.2. We start from x ∈ ∏mk=1Bℓwqk (Xk) and u ∈ ∏mk=1Bℓθk where 1θk =
1
pk
− 1qk . Then by Ho¨lder’s inequality, ux = (u(1)x(1), . . . , u(m)x(m)) belongs to
∏m
k=1Bℓwpk (Xk)
.
Hence, (∑
i∈Nm
|ui|r‖T (xi)‖r
)1/r
≤ πmultr,p (T ).
We may then apply Proposition 3.1 to the multilinear form A : ℓ θ1
r
×· · ·×ℓ θm
r
→ C defined
by A(v) =
∑
i∈Nm vi‖T (xi)‖r. This is possible since
1−
m∑
j=1
r
θj
= r
1
r
−
m∑
j=1
1
pj
+
m∑
j=1
1
qj
 > 0.
This yields immediately Theorem 1.2. 
Of course, it is natural to compare Pe´rez-Garc´ıa result with ours. If we start from a
(p, p)-summing multilinear map, the former is better. But if we start from a multiple(
2m
m+1 , 1
)
-summing m-linear map, Theorem 1.2 shows that, for any s ∈
(
2m
m+1 , 2
)
, it is
also multiple
(
s, 2m
2s
2m+(2m2−m−1)s
)
-summing whereas we cannot expect from Pe´rez-Garc´ıa
theorem a better result than it is (s, s)-summing. It is easy to check that for those s,
2m2s
2m+ (2m2 −m− 1)s < s.
In other words, Theorem 1.2 gives a better conclusion. Applications of Theorem 1.2 are
given in [19].
6. Applications to harmonic analysis
6.1. Product of p-Sidon sets.
Proof of Theorem 1.3. Let G = G1 × · · · ×Gm and f =
∑
i∈Nm aiγi be a polynomial with
spectrum in Λ1×· · ·×Λm. Here γi denotes the tensor product γi1(1)⊗· · ·⊗γim(m) and each
γij (j) belongs to Γj . Fix k ∈ {1, . . . ,m}, let Ck = {k}, Ĝk = G1×· · ·Gk−1×Gk+1×· · ·×Gm
and Λ̂k = Λ1 × · · ·Λk−1×Λk+1× · · · ×Λm. It is well-known that the product of Λ(2)-sets
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is still a Λ(2)-set (this follows from Minkowski’s inequality for integrals). Hence, Λ̂k is a
Λ(2)-set and we deduce that for any i ∈ N = NCk , ∑
j∈NCk
|ai,j|2
pk/2 ≤ κ∫
Ĝk
∣∣∣∣∣∣
∑
j∈NCk
ai,jγj(g
′)
∣∣∣∣∣∣
pk
dg′.
We sum over i ∈ NCk and we use that Λk is pk-Sidon to deduce that ∑
i∈NCk
 ∑
j∈NCk
|ai,j|2
pk/2

1/pk
≤ κ
(∫
Ĝk
sup
g∈Gk
|f(g, g′)|pkdg′
)1/pk
≤ κ‖f‖∞.
The result now follows from Lemma 3.6. We postpone the proof of optimality to the last
section. 
6.2. Product of p-Rider sets. Beyond p-Sidon sets, L. Rodr´ıguez-Piazza has introduced
in [24] another class of sets extending naturally that of Sidon sets. For G a compact abelian
group with dual Γ, a subset Λ ⊂ Γ is called p-Rider (1 ≤ p < 2) if there is a constant
κ > 0 such that each f ∈ C(G) with fˆ supported on Λ satisfies
‖fˆ‖ℓp ≤ κ[[f ]] :=
∫
Ω
∥∥∥∥∥∥
∑
γ∈Γ
εγ fˆ(γ)γ
∥∥∥∥∥∥
∞
dP
where (εγ)γ∈Γ is a sequence of independent Bernoulli variables. The terminology p-Rider
comes from Rider’s theorem which asserts that 1-Sidon sets and 1-Rider sets coincide.
Observe that it is easy to prove that a p-Sidon set is always a p-Rider set (see [16]), but
the converse is an open question.
It turns out that p-Rider sets are usually easier to manage than p-Sidon sets. This is due to
the inconditionnality of the norm [[·]]. For instance, this last property implies immediately
that the union of two p-Rider sets is still a p-Rider set, a fact which is unknown for p-Sidon
sets. This is also the case for the direct product.
Theorem 6.1. Let G1, . . . , Gm, m ≥ 2, be compact abelian groups with respective dual
groups Γ1, . . . ,Γm. For 1 ≤ j ≤ m, let Λj ⊂ Γj be a pj-Rider set. Then Λ1 × · · · × Λm is
a p-Rider set in Γ1 × · · · × Γm for
1
p
=
1
2
+
1
2R
and R =
m∑
k=1
pk
2− pk .
This result was already proved in [25] using an arithmetical characterization of p-Rider
sets. We provide a new (and maybe more elementary) proof using our machinery.
Proof. Let G = G1 × · · · × Gm and f =
∑
i∈Nm aiγi be a polynomial with spectrum in
Λ1 × · · · × Λm. Fix k ∈ {1, . . . ,m} and keep the notations of the proof of Theorem 1.3.
Let (Ω,A,P) be a probability space and consider three sequences (εi,j)i∈N,j∈NCk , (δj)j∈NCk ,
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(ηi)i∈N of independent Bernoulli variables on (Ω,A,P). Then, for any i ∈ N = NCk and
any ω ∈ Ω, by the Khintchine inequalities, ∑
j∈NCk
|ai,j|2
pk/2 =
∑
j
|ai,jεi,j(ω)|2
pk/2
≤ κ1
∫
Ω
∣∣∣∣∣∣
∑
j
ai,jεi,j(ω)δj(ω
′)
∣∣∣∣∣∣
pk
dP(ω′).
We sum over i and use that Λk is a pk-Rider set to get
∑
i∈N
 ∑
j∈NCk
|ai,j|2
pk/2
≤ κ2
∫
Ω
∫
Ω
sup
g∈Gk
∣∣∣∣∣∣
∑
i,j
ai,jεi,j(ω)δj(ω
′)ηi(ω
′′)γi(k)(g)
∣∣∣∣∣∣ dP(ω′′)
pk dP(ω′)
≤ κ3
∫
Ω
∫
Ω
sup
g∈Gk
∣∣∣∣∣∣
∑
i,j
ai,jεi,j(ω)δj(ω
′)ηi(ω
′′)γi(k)(g)
∣∣∣∣∣∣
pk
dP(ω′′)dP(ω′)
where the last line comes from Kahane’s inequalities. We then integrate over ω ∈ Ω,
exchange integrals, apply the contraction principles to Bernoulli variables (see [10, Propo-
sition 12.2]) and use a last time Kahane’s inequality to get
∑
i∈N
 ∑
j∈NCk
|ai,j|2
pk/2 ≤ κ3 ∫
Ω
sup
g∈Gk
∣∣∣∣∣∣
∑
i,j
ai,jεi,j(ω)γi(k)(g)
∣∣∣∣∣∣
pk
dP(ω)
≤ κ4[[f ]]pk .
We conclude using Lemma 3.6. 
7. About the optimality
7.1. Optimality for coordinatewise summability. We now discuss the optimality of
our results. We first show that Theorem 1.1 is optimal when we restrict ourselves to cotype
2 spaces and 1 ≤ p ≤ 2.
Theorem 7.1. Let p ∈ [1, 2], r ≥ p satisfying 1r ≥ 1p − 12 and m ≥ 1. Then the optimal s
such that every m-linear map T : X1 × · · · ×Xm → ℓ2 which is separately (r, p)-summing
is automatically (s, p)-summing satisfies
• 1s = m−12m + 1mr − m−1p∗ provided 1r − m−1p∗ > 12 ;
• 1s = 1r − m−1p∗ provided 0 < 1r − m−1p∗ ≤ 12 .
It should be observed that the assumption 1r ≤ 1p − 12 is not a restriction on the possible
values of r. Indeed, a linear map with values in a cotype 2 space is always (2, 1)-summing,
hence (r, p)-summing with 1r =
1
p − 12 .
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Proof. We shall use the following result proved partly in [11] and partly in [2]. Let 1 ≤
u ≤ 2. Define ρ as the best (=smallest) real number such that, for all m-linear maps
A : ℓp∗ × · · · × ℓp∗ → ℓu, the composition Iu,2 ◦ A is multiple (ρ, p)-summing where Iu,2
denotes the identity map from ℓu into ℓ2. Then
• 1ρ = 12 + 1m
(
1
u − 12 − mp∗
)
provided 0 < mp∗ <
1
u − 12 ;
• 1ρ = 1u − mp∗ provided 1u − 12 ≤ mp∗ < 1u .
The real numbers r and p being fixed (and satisfying the assumptions of Theorem 7.1),
we fix u ∈ [1, 2] such that 1r = 1u + 1p − 1. By the Bennett-Carl inequalities, Iu,2 is (r, p)-
summing with 1r =
1
u +
1
p − 1 so that Iu,2 ◦A is separely (r, p)-summing. Then the optimal
s in Theorem 7.1 must satisfy s ≥ ρ. But using the relation linking u, p and r, it is easy
to see that the condition mp∗ <
1
u − 12 is equivalent to 1r − m−1p∗ > 12 and that the values of
1
ρ are exactly the optimal values appearing in Theorem 7.1. 
7.2. Optimality for the inclusion theorem. We now show that, in full generality,
Theorem 1.2 is also optimal.
Theorem 7.2. Let r ≥ 2 and p = 2rr+1 . Then there exists a bilinear form T : ℓ2 × ℓ2 → C
which is (r, p)-summing and such that, for every s ≥ 2 and q ≥ p, it is (s, q)-summing if
and only if
1
s
− 2
q
≤ 1
r
− 2
p
.
Proof. Let T (x, y) =
∑+∞
i=1 xiyi, which has norm 1. Then by Corollary 2.7, as all bilinear
forms, T is (r, p)-summing. Conversely, let us assume that it is also (s, q)-summing. We
choose x = (ei)i=1,...,n so that wq(x) = n
max
(
1
q
− 1
2
,0
)
. For this choice we get
n
1
s =
 n∑
i,j=1
|T (ei, ej)|s
 1s ≤ πs,q(T )wq(x)2 ≤ πs,q(T )nmax( 2q−1,0).
This implies q ≤ 2 and 1s ≤ 2q − 1 namely
1
s
− 2
q
≤ 1
r
− 2
p
.

In view of this example and Pe´rez-Garc´ıa’s result, it seems conceivable that something
similar does not happen if we start with r ≤ s ≤ 2. This deserves further investigation.
7.3. Optimality for the product of p-Sidon sets. We finally conclude by proving the
optimality of Theorem 1.3. To simplify the notations, we will only prove it for the product
of two sets. We shall work with G = Ω = {−1, 1}N whose dual group Γ is the set of Walsh
functions. Recall that if (rn)n∈N is the sequence of Rademacher functions on Ω, defined
by rn(ω) = ωn, ω ∈ Ω, then the Walsh functions are the functions wA =
∏
n∈A rn where
A is any finite subset of N (in particular, w∅ = 1). We will prove the following theorem,
which clearly implies optimality in Theorem 1.3.
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Theorem 7.3. Let Ω = {−1, 1}N, Γ its dual group, p1, p2 rational numbers in [1, 2).
There exist two subsets Λ1, Λ2 of Γ which are respectively p1-Sidon or p2-Sidon, and such
that their direct product Λ1 × Λ2 is not p-Sidon for
1
p
>
1
2
+
1
2R
where R =
p1
2− p1 +
p2
2− p2 .
Proof. The proof needs some preparation. First we recall a necessary condition for a subset
Λ ⊂ Γ to be p-Sidon (see [6, Theorem VII.41]):
Lemma 7.4. Let Λ ⊂ Γ and assume that Λ is p-Sidon. Then there exists κ > 0 such that,
for any polynomial f supported on Λ, for any s ≥ 1,
‖f‖Ls√
s‖fˆ‖ 2p
3p−2
≤ κ.
We write p1 =
2m1
m1+k1
and p2 =
2m2
m2+k2
. Let S11 , . . . , S
1
n1 (resp. S
2
1 , . . . , S
2
n2) the subsets of
{1, . . . ,m1} (resp. of {1, . . . ,m2}) with cardinal k1 (resp. k2). Let E11 , . . . , E1n1 , E21 , . . . , E2n2
be pairwise disjoint infinite subsets of the Rademacher system and enumerate each Eδl ,
δ ∈ {0, 1}, l ∈ {1, . . . , nδ} by Nkδ :
Eδl =
{
γδl,j; j ∈ Nkδ
}
.
Define ΠSδl
as the projection from {1, . . . ,mδ} onto Sδl . We finally consider
Λδ =
{
γδ1,Π
Sδ
1
j · · · γδnδ,ΠSδnδ j
; j ∈ Nmδ
}
.
It is shown in [6, p. 465] that Λδ is pδ-Sidon (and nothing better!). We shall prove that
Λ1 × Λ2 is not p-Sidon for
1
p
>
1
2
+
1
2R
where R =
p1
2− p1 +
p2
2− p2 ,
namely
1
p
>
m1k1 +m2k1 + k1k2
2(m1k1 +m2k2)
.
To do this, we consider N a large integer and set N1 = N
k2 and N2 = N
k1 so that
Nk11 = N
k2
2 . We then define
fN =
∑
j∈{1,...,N1}
m1
k∈{1,...,N2}m2
γ11,Π
S11
j · · · γ1n1,ΠS1n1 j
γ21,Π
S21
k · · · γ2n2,ΠS2n2k
which is a polynomial supported on Λ1 × Λ2, and the Riesz product
RN =
n1∏
l=1
∏
j∈{1,...,N1}k1
(1 + γ1l,j)×
n2∏
l=1
∏
j∈{1,...,N2}k2
(1 + γ2l,j).
Then ‖RN‖1 =
∫
RN = 1 (recall that RN is positive) whereas ‖RN‖2 = 2n1+N
k1
1 +n2+N
k2
2 =
2n1+n2+2N
k1k2 . By interpolation, for any s > 2,
‖RN‖s∗ ≤ 2
n1+n2+2N
k1k2
s .
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On the other hand, by the very definition of RN , RN = fN +QN where the spectrum of
QN is disjoint from that of fN . Hence,∫
Ω×Ω
RNfN =
∫
Ω×Ω
f2N =
∑
j,k
12 = Nm11 N
m2
2 = N
m1k2+m2k1 .
Now, observe that Holder’s inequality also yields∣∣∣∣∫
Ω×Ω
RNfN
∣∣∣∣ ≤ ‖RN‖s∗‖fN‖s ≤ 2n1+n2+2Nk1k2s ‖fN‖s.
We choose s = Nk1k2 so that one obtains
‖fN‖s ≥ κNm1k2+m2k1 .
In order to apply Lemma 7.4 we just compute
‖f̂N‖ 2p
3p−2
= (Nm11 N
m2
2 )
3p−2
2p = N
(m1k2+m2k1)
3p−2
2p .
Thus,
‖fN‖Ls√
s‖fˆN‖ 2p
3p−2
≥ κN (m1k2+m2k1) 2−p2p −
k1k2
2 .
If Λ1 × Λ2 is p-Sidon, then Lemma 7.4 tells us that(
1
2
− 1
p
)
(m1k2 +m2k1)− k1k2
2
≤ 0
which is exactly the desired inequality. 
References
[1] N. Albuquerque, F. Bayart, D. Pellegrino, and J.B. Seoane-Sepulveda, Sharp generalizations of the
multilinear Bohnenblust-Hille inequality, J. Funct. Anal. 266 (2014), 3726–3740.
[2] , Optimal Hardy–Littlewood type inequalities for polynomials and multilinear operators, Israel
J. Math. 211 (2016), 197–220.
[3] N. Albuquerque, D. Nu´nez-Alarcon, J. Santos, and D.M. Serrano-Rordr´ıguez, Absolutely summing
multilinear operators via interpolation, J. Funct. Anal. 269 (2015), 1636–1651.
[4] A. Benedek and R. Panzone, The space Lp with mixed norm, Duke Math. J. 28 (1961), 301–324.
[5] R.C. Blei, Fractional cartesian products of sets, Ann. Inst. Fourier 29 (1979), 79–105.
[6] , Analysis in integer and fractional dimensions, Cambridge Studies in Advanced Mathematics,
vol. 71, Cambridge University Press, 2001.
[7] H.F. Bohnenblust and H. Hille, On the absolute convergence of Dirichlet series, Ann. of Math. 32
(1931), 600–622.
[8] F. Bombal, D. Pe´rez-Garc´ıa, and I. Villanueva, Multilinear extensions of Grothendieck’s theorem, Q.
J. Math 55 (2004), 441–450.
[9] A. Defant, D. Popa, and U. Schwarting, Coordinatewise multiple summing operators in Banach spaces,
J. Funct. Anal. 259 (2010), 220–242.
[10] J. Diestel, H. Jarchow, and A. Tonge, Absolutely summing operators, Cambridge Studies in Advanced
Mathematics, vol. 43, Cambridge University Press, 1995.
[11] V. Dimant and P. Sevilla-Peris, Summation of coefficients of polynomials on ℓp spaces, Publ. Mat. 60
(2016), 289–310.
[12] R.E. Edwards and K.A. Ross, p-Sidon sets, J. Funct. Anal. 15 (1974), 404–427.
[13] G. Hardy and J. Littlewood, Bilinear forms bounded in space [p, q], Q. J. Math. 5 (1934), 241–254.
[14] G.W. Johnson and G.S. Woodward, On p-Sidon sets, Indiana Univ. Math. J. 24 (1974), 161–167.
22 FRE´DE´RIC BAYART
[15] M. Lacruz, Hardy-Littlewood inequalities for norms of positive operators on sequence spaces, Linear
Algebra Appl. 438 (2013), 153–156.
[16] P. Lefe`vre and L. Rodr´ıguez-Piazza, p-Rider Sets are q-Sidon Sets, Proc. Amer. Math. Soc. 131
(2003), 1829–1838.
[17] M.C. Matos, Fully absolutely summing and Hilbert-Schmidt multilinear mappings, Collect. Math. 54
(2003), 111–136.
[18] B. Maurey, The´ore`mes de factorisation pour les ope´rateurs line´aires a` valeurs dans les espaces Lp,
Aste´risque, vol. 11, Socie´te´ Mathe´matique de France, 1974.
[19] D. Pellegrino, J. Santos, D. Serrano-Rodr´ıguez, and E. Teixeira, Regularity principle in sequence spaces
and applications, preprint, arXiv:1608.03423.
[20] D. Pe´rez-Garc´ıa, The inclusion theorem for multiple summing operators, Studia Math. 165 (2004),
275–290.
[21] D. Pe´rez-Garc´ıa and I. Villanueva, Multiple summing operators on C(K) spaces, Ark. Math 42 (2004),
153–171.
[22] D. Popa and G. Sinnamon, Blei’s inequality and coordinatewise multiple summing operators, Publ.
Mat. 57 (2013), 455–475.
[23] T. Praciano-Pereira, On bounded multilinear forms on a class of lp spaces, J. Math. Anal. Appl. 81
(1981), 561–568.
[24] L. Rodr´ıguez-Piazza, Caracte´risation des ensembles p-Sidon p.s., C. R. Math. Acad. Sci. Paris 305
(1987), 237–240.
[25] , Rango y propiedades de medidas vectoriales. Conjuntos p-Sidon p.s., Ph.D. thesis, Universidad
de Sevilla, 1991.
[26] A.R. Schep, Factorization of positive multilinear maps, Illinois J. Math 28 (1984), 579–591.
Universite´ Clermont Auvergne, CNRS, LMBP, F-63000 Clermont-Ferrand, France.
E-mail address: frederic.bayart@uca.fr
