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Both patient-reported outcome measures (PROMs) and clinician-reported outcome 
(ClinRO) measures are recognized as essential tools for advocating patient-centered care, an 
important driving force behind the current U.S. health care system. Close collaborations among 
the research community and regulatory bodies have been initiated to form standardized 
guidelines for the development and evaluation of PROMs and many ClinRO measures that often 
are designed as psychometric instruments with ordinal response scales. Classical (i.e., frequentist) 
instrument development often is time-consuming and challenged by small samples (e.g., cases of 
rare diseases). An innovative Ordinal Bayesian Instrument Development (OBID) approach 
within a Bayesian Item Response Theory (IRT) framework is introduced to overcome both small 
sample size and ordinal data modeling challenges, through efficient integration of content 
validity and construct validity analyses. The performance of OBID is evaluated under a 
simulation setting with three different types of expert bias (i.e., unbiased, moderately biased, and 
highly biased), and further evaluated with an exact Bayesian leave-one-out cross-validation 
(LOO-CV) approach using real data applications. Results successfully demonstrated the OBID 
approach as a promising tool in future PROMs and ClinRO measures development for small 
populations or rare diseases. Alternatively classical psychometric methodologies are efficient 
and reliable with relatively large sample sizes. This study also presents the classical 
psychometric evaluation of the National Database of Nursing Quality Indicators® (NDNQI®) 
falls with injury measure, an essential ClinRO measure that supports health care quality 
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Statistics, the science of making inferences regarding some population or random 
phenomena using data collected from representative samples, has been applied widely to 
disciplines such as sociology, psychology, medicine, biology, engineering, and politics. Since its 
beginnings around the 1700’s, statistics has played an essential role in the advancement of 
science and society (Davidian & Louis, 2012; Stigler, 1986). Within the field of statistics, 
biostatistics emerges as a branch that applies and/or develops statistical methods to interpret and 
solve public health, biological, medical, and health sciences problems (Rosner, 2010). Through 
close collaborations with health care researchers, clinicians, and policy makers, biostatisticians 
have significant contributions in developing health policies and solving health care-related issues 
at both national and international levels. For example, a decades-old challenge that remains a 
constant debate at the political stage is to develop a health care system that has an efficient 
delivery and improves quality of health care for the people of United States. 
Clinical outcome assessment (COA) measures provide one important aspect in assessing 
the quality of health care; and the development of COA measures often requires biostatisticians’ 
expertise in statistical methods and modeling. The U. S. Department of Health and Human 
Services (DHHS) Food and Drug Administration (FDA) defines COAs as tools that measure 
specific symptoms in the patient, overall mental state, or the effects of a disease or condition on 
how the patient functions. Evidence collected through COA measures routinely is used by FDA 
to determine the treatment benefit of a drug. FDA classifies COA measures into four types: 
patient-reported outcome (PRO) measures (or PROMs), clinician-reported outcome (ClinRO) 
measures, observer-reported outcome (ObsRO) measures, and performance outcome (PerfO) 
measures (FDA, 2015b). Among the four types of COA measures, PROMs and ClinRO 
measures are used most often under the health care setting.  
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1.1 Clinician-Reported Outcome Measures 
ClinRO measures are based on observations made by trained health care professionals on 
a patient’s health condition; and clinical judgment or interpretation usually is involved in these 
potential disease- or condition-related observations (FDA, 2015a). Although the standard 
terminology might not be familiar to a layperson, ClinRO measures are encountered frequently 
in people’s lives. Most of us have scheduled annual physical examinations to evaluate our 
overall physical wellbeing. Standard clinical procedures usually include vital signs assessments 
such as the measurement of temperature, pulse, blood pressure, and respiratory rate by a health 
care professional. When necessary, additional laboratory work such as blood test or urinalysis 
can be ordered to get more detailed readings on a person’s health condition. All of the above-
mentioned measurements are considered ClinRO measures, where the observations are made by 
trained health care professionals with or without the use of specific medical devices. 
Despite the common use of ClinRO measures in clinical trials and/or clinical practices, 
there is a lack of clinical research specific to ClinRO assessments (ISPOR, 2015). The 
International Society for Pharmacoeconomics and Outcomes Research (ISPOR) took initiatives 
to set up the Clinical Outcomes Assessment – Emerging Good Practices Task Force to address 
issues and make good practice recommendations for the development and evaluation of new or 
existing PROMs and ClinRO measures (Walton et al., 2015). The ISPOR initiatives closely align 
with guidelines published by FDA on COA measures. Definitions provided by the ISPOR task 
force classify ClinRO measures into three types: readings, ratings, and globals. Specifically, 
readings are presented as binary reports such as the presence of soft-tissue mass on a 
radiographic imaging; ratings can be either a categorical or scoring report in the form of survey 
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questionnaires (e.g., Positive and Negative Syndrome Scale [PANSS] for schizophrenia); and 
globals may involve an overall clinical judgement on the patient’s health status (ISPOR, 2015). 
Historically, assessing the quality of health care relied more heavily on evidence 
provided by ClinRO measures, whereas patient perspectives often were consulted less with the 
exception of gathering satisfaction feedback on care experience (National Quality Forum, 2013c).  
However, a comprehensive evaluation of health care involves many outcomes that expand 
beyond information provided by ClinRO measures. As pointed out by Cella et al. (2010), 
ClinRO measures (Cella et al. used the term clinical outcome measures; e.g., laboratory tests or 
radiographic imaging) have minimal immediate relevance to daily functions of patients suffering 
from chronic diseases (e.g., cancer) or specific symptoms that only are known to the patient (e.g., 
pain or fatigue). Often times patients suffering from chronic diseases may prioritize the quality 
of life over disease survival. In addition, an abundant body of evidence in the literature has 
suggested discrepancies between patient and clinician perspectives on certain disease outcomes. 
Some examples include the report of symptomatic toxicities such as adverse events during 
cancer treatment (Basch, Bennett, & Pietanza, 2011); the significance or multidimensionality of 
fatigue in rheumatoid arthritis (Sanderson & Kirwan, 2009); and symptoms of depression in 
psychotherapy research (Cuijpers, Li, Hofmann, & Andersson, 2010). Thus, patient perspectives 
on and beyond care experiences need to be included to assess fully the quality of health care. 
1.2 Patient-Reported Outcome Measures 
Patient-centered care has been recognized as a U.S. national priority for improving 
quality of health care (Institute of Medicine, 2001). As health care rapidly evolves into a patient-
centeredness care model, the development of reliable and valid PROMs plays a critical role in 
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translational research and the promotion of quality care for the general population. FDA (2015a) 
defines PROMs as measurements based on information directly collected from the patient 
regarding the status of health condition without revision or interpretation by anyone else 
(including the clinician). In practice, PROMs often are designed as survey questionnaires with 
ordinal response scales, and the development of such instruments must go through rigorous 
testing to ensure the psychometric integrity of the instruments (Dawson, Doll, Fitzpatrick, 
Jenkinson, & Carr, 2010). Detailed guidelines on the development of any new or adapted 
PROMs have been released by several national and authoritative entities such as the National 
Institute of Health (NIH; Cella et al., 2010), FDA (2009), the National Quality Forum (NQF; 
2013c), and the Patient-Centered Outcomes Research Institute (PCORI; 2012). Such stringent 
requirements are necessary as data collected using PROMs commonly are used as primary or 
secondary endpoints in clinical trials and studies of humans (FDA, 2014).  
Over the years many PROMs have been developed and implemented in clinical trials 
and/or routine clinical practice, with the mission of promoting patient-centered care, supporting 
outcomes that patients value, and including patients in the health care-related decision-making 
process. Some well-established PROMs include health-related quality of life (HRQOL) 
questionnaires (e.g., Neuro-Qol; Gershon et al., 2012) and the Center for Epidemiologic Studies 
Depression Scale (CESD; Eaton, Smith, Ybarra, Muntaner, & Tien, 2004; Radloff, 1977). 
However, literature has suggested a lack of clarity regarding the full potential of PROMs in 
clinical practice (Marshall, Haywood, & Fitzpatrick, 2006), and a lack of precision and 
standardization among current measures (Cella et al., 2010). To address these concerns, national 
initiative such as the NIH Patient-Reported Outcomes Measurement Information System 
(PROMIS™) has been established to evaluate and develop efficient and flexible PROMs that are 
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publicly available (Cella et al., 2010). The PROMs developed through the PROMIS initiative 
include domains such as pain interference, fatigue, anxiety, and peer relationships that 
encompass a patient’s overall wellbeing from the mental health, physical health, and social 
health perspectives (Gershon, Rothrock, Hanrahan, Bass, & Cella, 2010). 
In addition, FDA has launched the COA qualification program formally to qualify 
potential COA measures for use in exploratory studies, or as primary or secondary endpoints in 
clinical trials. To date, the agency successfully has qualified one PROM called Exacerbations of 
Chronic Pulmonary Disease Tool (EXACT), developed to measure symptoms of acute bacterial 
exacerbation of chronic bronchitis in patients with chronic obstructive pulmonary disease (FDA, 
2015b). Although qualification is not required for a PROM to be used in studies, the formal 
qualification process has demonstrated the agency’s goal in improving outcome assessments and 
ensuring faster delivery of effective and safe treatments for the patients (FDA, 2014). One 
example of a PROM that formally was not qualified yet supported the successful approval of the 
drug Jakafi® is the modified Myelofibrosis Symptom Assessment Form (MFSAF) version 2.0 
diary (Verstovsek et al., 2012). This novel instrument is the first developed PROM that followed 
FDA’s guideline on the development of PRO instruments for PRO-based product labeling claim 
(Deisseroth et al., 2012; Zagadailov, Fine, & Shields, 2013). 
1.3 Current Studies 
Whether the research focus is PROMs, ClinRO measures, or COA measures in general, it 
is the ultimate goal for health care researchers, clinicians, and regulatory bodies to translate 
research findings into clinical applications and promote public awareness, thus improving the 
quality of life for the general population. As previously mentioned, PROMs and many ClinRO 
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measures are designed as psychometric instruments with ordinal response scales. However, 
under the current regulatory guidelines of FDA and NIH, PROMs are developed using classical 
(i.e., frequentist) psychometric methodologies that often are time-consuming and challenged by 
small samples (e.g., in cases of rare diseases).  This results in substantial delays in the 
dissemination and transition of research findings into clinical practice. An efficient and reliable 
Bayesian method will offer researchers and clinicians an alternative in future PROMs 
development for small populations while maintaining the psychometric integrity of the 
instrument. 
In addition, ordinal data are the most common form of data acquired from PROMs. The 
psychometric evaluation of PROMs, specifically the validity assessment, requires researchers to 
implement item response theory (IRT) models, an appropriate alternative to the classical ordinal 
confirmatory factor analysis (CFA). The assessment of IRT model fit is identified as both 
challenging and underdeveloped in the literature (Sinharay & Johnson, 2003; Sinharay, Johnson, 
& Stern, 2006). Therefore, it is valuable to evaluate the Bayesian alternative approach for small 
samples through real data applications and to investigate an appropriate method for comparing 
Bayesian IRT models in PROMs development. 
Although the primary focus for the current studies is on the development of PROMs for 
small populations, the psychometric evaluation of a ClinRO measure also will be highlighted 
using classical psychometric approaches. One common adverse event experienced by patients in 
hospitals is falls. Research conducted by Shorr et al. (2008) has indicated that approximately 30% 
of falls result in injury, particularly among older adults. Over the years patient fall reporting has 
been improved remarkably through the utilization of standardized definitions; yet, injury falls 
reporting rarely has been examined. A NQF-endorsed falls with injury measure is assessed for its 
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reliability and validity to support hospitals’ fall prevention efforts and future injurious falls 
research. 
The remainder of this dissertation is organized as follows. Chapter 2 reports the 
publication that introduces an innovative Ordinal Bayesian Instrument Development (OBID) 
method for PROMs development with small samples. The performance of OBID is evaluated by 
applying the method to both simulated data and real data. In Chapter 3, the manuscript submitted 
for publication describes the OBID approach that is evaluated further with two breast cancer-
related PROMs instrument development studies to assess prior selection for IRT model 
parameters and subject content experts’ bias toward the relevancy of items. The Chapter 4 
manuscript describes the psychometric assessment of a NQF-endorsed ClinRO measure—falls 













A Novel Method for Expediting the Development of Patient-Reported 
Outcome Measures and an Evaluation of Its Performance via Simulation 
Lili Garrard, Larry R. Price, Marjorie J. Bott, and Byron J. Gajewski 
 
Garrard, L., Price, L. R., Bott, M. J., & Gajewski, B. J. (2015). A novel method for expediting 
the development of patient-reported outcome measures and an evaluation of its performance via 


















Developing valid and reliable patient-reported outcome measures (PROMs) is a critical 
step in promoting patient-centered health care, a national priority in the U.S. Small populations 
or rare diseases often pose difficulties in developing PROMs using traditional methods due to 
small samples. To overcome the small sample size challenge while maintaining psychometric 
soundness, we propose an innovative Ordinal Bayesian Instrument Development (OBID) method 
that seamlessly integrates expert and participant data in a Bayesian item response theory (IRT) 
with a probit link model framework. Prior distributions obtained from expert data are imposed on 
the IRT model parameters and are updated with participants’ data. The efficiency of OBID is 
evaluated by comparing its performance to classical instrument development performance using 
actual and simulation data. The overall performance of OBID (i.e., more reliable parameter 
estimates, smaller mean squared errors (MSEs) and higher predictive validity) is superior to that 
of classical approaches when the sample size is small (e.g. less than 100 subjects). Although 
OBID may exhibit larger bias, it reduces the MSEs by decreasing variances. Results also closely 
align with recommendations in the current literature that six subject experts will be sufficient for 
establishing content validity evidence. However, in the presence of highly biased experts, three 
experts will be adequate. This study successfully demonstrated that the OBID approach is more 
efficient than the classical approach when the sample size is small. OBID promises an efficient 
and reliable method for researchers and clinicians in future PROMs development for small 
populations or rare diseases.    
Keywords: OBID, Bayesian psychometrics, ordinal data analysis, Bayesian IRT, patient-





The Institute of Medicine (IOM; 2001) released a landmark report, Crossing the Quality 
Chasm, which highlighted patient-centered care as one of the six specific aims (the others being 
safety; effectiveness; timeliness; efficiency; and equity) that defined quality health care. To 
promote patient-centered care, national entities such as the National Institute of Health (NIH; 
Cella et al., 2010), the U. S. Department of Health and Human Services (DHHS) Food and Drug 
Administration (FDA; 2009) , the National Quality Forum (NQF; 2013c), and the Patient-
Centered Outcomes Research Institute (PCORI; 2012) have published specific guidelines on the 
development of patient-reported outcome measures (PROMs). The guidelines unanimously 
emphasize the critical requirement of rigorous psychometric testing for any new or adapted 
PROMs that often are designed as survey instruments. PROMs serve a critical role in 
translational research as data collected using PROMs are commonly used as primary or surrogate 
endpoints for clinical trials and studies in humans, which are essential for promoting both 
clinical application and public awareness. However, the lengthy process of developing valid and 
reliable psychometric instruments (e.g., PROMs) is recognized as one of the greater barriers for 
disseminating and transitioning research findings into clinical practice in a timely manner.  
For decades classical instrument development methodologies (e.g., frequentist approach 
to factor analysis that ignores prior information regarding item reliability) dominated the 
psychometric literature (Pett, Lackey, & Sullivan, 2003). Bayesian methods have been severely 
limited until modern computation techniques provided researchers the capacity to employ 
Bayesian inference in actual applications (Johnson & Albert, 1999). As Bayesian inference 
becomes more popular, limitations arise with the use of classical (i.e. frequentist) methods when 
developing instruments or PROMs for small populations (e.g., in cases of rare diseases). Since it 
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is not the intent of the authors to provide a comprehensive review of both classical and Bayesian 
statistical approaches, we focus our discussions on two co-existing issues with the classical 
approach to confirmatory factor analysis (CFA) in establishing evidence of construct validity: (a) 
the requirement of large samples, and (b) modeling ordinal data as continuous. 
Two essential components of establishing evidence that scores acquired by an instrument 
exhibit score validity include content and construct-related evidence (AERA, APA, & NCME, 
2014; Nunnally & Bernstein, 1994). Subject experts’ opinions are typically consulted in 
evaluating the content of items, such as how well the items match the empirical indicators of the 
construct(s) of interest, and the relevancy and clarity of the items. The items evolve through 
rigorous revision (e.g., iteratively through pilot-testing with a small representative sample of 
respondents) until the instrument is deemed ready for establishing construct validity evidence 
through a statistical technique such as factor analysis. It is a common practice to conduct expert 
evaluation for content analysis; however, under the classical setting data collected from the 
experts are not utilized in establishing construct validity as content validity focuses on the 
instruments rather than measurements (Messick, 1989). The expert and participant data are 
analyzed separately, which results in potential loss of information and leads to the increasing 
demand for a large participant sample.  
There is no consensus among health care researchers regarding the number of subjects 
required for CFA. Knapp and Brown (1995) list several competing rules regarding the number of 
subjects required and argue that original studies on factor analysis (e.g., Thurstone, 1947) only 
assumed very large samples relative to the number of items, and made no recommendations on a 
minimum sample size. Pett et al. (2003) make the recommendation of at least 10 to 15 subjects 
per item, a commonly suggested ratio in psychometric literature. However, Brown (2014) urges 
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researchers to not rely on these general rules of thumb and proposes more reliable model-based 
(e.g., Satorra-Saris’s method) and Monte Carlo methods to determine the most appropriate 
sample size for obtaining sufficient statistical power and precision of parameter estimates. A 
recent systematic review study on sample size used to validate newly-developed PROMs reports 
that 90% of the reviewed articles had a sample size ≥ 100, whereas 7% had a sample size ≥ 1000 
(Anthoine, Moret, Regnault, Sébille, & Hardouin, 2014). In addition, Weenink, Braspenning, and 
Wensing (2014) explore the potential development of PROMs in primary care using seven 
generic instruments. The authors report challenges of low response rates to questionnaires (i.e., 
small sample), and that a replication in larger studies would require a sample size of at least 400 
patients.  
Apart from the large sample issue, the other issue concerns how data are analyzed using 
traditional approaches. The most common form of data acquired from measurement instruments 
in the social, behavioral, and health sciences are ordinal; however, such data often are analyzed 
without regard for their ordinal nature (Johnson & Albert, 1999). The practice of treating ordinal 
data as continuous is considered a controversy and has generated debates in the psychometric 
literature (Knapp, 1990). With solid theoretical developments in ordinal data modeling, it is 
considered best practice to use modeling techniques that treat ordinal data as ordinal. Structure 
equation modeling (SEM) with categorical variables first was introduced by B. Muthén (1984) in 
a landmark study that revolutionized psychometric work. Although techniques for handling 
ordinal data in latent variable analysis have been incorporated into several commercial statistical 
software (e.g., Mplus) since the 1980’s, it is only in 2012 that the free R package lavaan 
incorporated the weighted least squares means- and variance-adjusted (WLSMV) estimator for 
performing ordinal CFA during its version 0.5-9 release (R Core Team, 2015; Rosseel, 2012). 
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Ordinal CFA offers new insight for modeling ordinal data under the classical setting; yet it is still 
challenged by small samples, as we will show in this study. A more complete solution is needed 
to resolve both limitations and still provide reliable model estimates.  
New methods proposed by Gajewski, Price, Coffland, Boyle, and Bott (2013) and Jiang 
et al. (2014) use Bayesian approaches to resolve the sample size limitation of traditional CFA. 
The Integrated Analysis of Content and Construct Validity (IACCV) approach establishes a 
unified model that seamlessly integrates the content and construct validity analyses (Gajewski et 
al., 2013). Prior distributions derived from content subject experts’ data are updated with 
participants’ data to obtain a posterior distribution. Under the IACCV approach, some of the 
response burden from the participants can be alleviated by using experts; thus fewer participants 
are needed to achieve the desired validity evidence in developing instruments. Using both 
simulation data and real data, Bayesian Instrument Development (BID; Jiang et al., 2014)  
advances the theoretical work of IACCV by demonstrating the superior performance of BID to 
that of classical CFA when the sample size is small. BID also advances the practical application 
of IACCV by incorporating the methodology into a user-friendly GUI software that is shown to 
be reliable and efficient in a clinical study for developing an instrument to assess symptoms in 
heart failure patients. Although BID has shown great potential, the method is limited by the 
assumption of continuous participant response data. As previously mentioned, many clinical 
questionnaires data are collected as ordinal or binary (a special type of ordinal data). Given this 
fact, there is an urgent need to adapt the BID approach for ordinal responses.  
In this article, we propose an Ordinal Bayesian Instrument Development (OBID) 
approach within a Bayesian item response theory (IRT) framework to further advance BID 
methodology for ordinal data. On first glance, the current study appears to be a straightforward 
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extension from previous studies; however it differs from previous studies and contributes to the 
literature from several perspectives. First, as previously mentioned, ordinal or binary data are the 
most common form of data collected using clinical instruments. The underlying distribution 
assumption required by continuous data modeling is often violated due to skewed responses. Our 
study effectively promotes the proper usage of ordinal data modeling methods and brings 
awareness to a broader audience regarding the psychometric integrity of the measurement, which 
is essential for the development of PROMs and clinical trial outcomes. Although several 
simulation studies on Bayesian IRT models have been discussed in the literature, the studies 
arbitrarily select non-informative or weakly informative priors for model parameters without a 
clear elicitation process (e.g., Arima, 2015; Fox & Glas, 2001). Alternatively, our approach is 
distinct because we leverage experts in elicitation of the priors for the IRT parameters. Second, 
the consideration of the predictive validity of the instrument (Nunnally & Bernstein, 1994) that  
is often neglected in the literature is addressed here. These important steps are implemented in 
the simulation study for contribution to the methodological literature.  
Results from our approach also have several practical implications to the development of 
PROMs, as OBID overcomes the small sample size (e.g., patients from small populations) 
challenge while maintaining psychometric integrity. Special considerations for reducing the 
resource and cost burden incurred by researchers and clinicians are provided through the usage 
of fast and reliable free R packages to implement the OBID methodology. In our approach, a 
Markov chain Monte Carlo (MCMC) procedure is implemented to estimate the model 
parameters; we provide general guidelines for selecting tuning parameters required in the 
MCMC procedure for achieving appropriate acceptance/rejection rates. Our proposed method 
demonstrates that the overall performance of OBID (i.e., more reliable parameter estimates, 
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smaller mean squared errors (MSE) and higher predictive validity) is superior to that of ordinal 
CFA when the sample size is small. Most importantly, OBID promises an efficient and reliable 
method for researchers and clinicians in future PROM development.    
2.2 Methodology 
OBID further advances the work of Jiang et al. (2014) that expands IACCV of Gajewski 
et al. (2013), by adapting the BID methodology for ordinal scale data. Here we demonstrate the 
OBID approach using a unidimensional (i.e., single factor) psychometric model and refer 
interested readers to Gajewski et al. and Jiang et al. for a detailed description of the general 
model and the BID approach. In addition, we use a similar model and incorporate mathematical 
notation as presented in Jiang et al. to maintain some level of consistency between both studies. 
2.2.1 Bayesian IRT Model 
Prior to introducing the OBID model, it is important to clarify that both OBID and BID 
are CFA-based approaches. IRT is a psychometric technique that provides a probabilistic 
framework for estimating how examinees will perform on a set of items based on their ability 
and characteristics of the items (Price, in press). IRT is a model-based theory of statistical 
estimation that conveniently places persons and items on the same metric based on the 
probability of response outcomes. Traditional factor analysis is based on a deterministic model 
and does not rest on a probabilistic framework. Here we provide a probabilistic connection 
between our approach and IRT, by using Bayesian CFA, including an inherently probabilistic 
framework. From a modeling perspective, IRT is the ordinal version of traditional factor analysis. 
When all manifest variables are ordinal, the traditional factor analysis model is equivalent to a 
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two-parameter IRT model with a probit link function (Johnson & Albert, 1999; Quinn, 2004). 
The two-parameter IRT model with the probit link can be written as 
 𝑦𝑦𝑖𝑖𝑗𝑗 = 𝑐𝑐 if 𝑦𝑦𝑖𝑖𝑗𝑗∗ ∈ �𝑇𝑇𝑗𝑗(𝑐𝑐−1),𝑇𝑇𝑗𝑗𝑐𝑐�;   𝑖𝑖 = 1, … ,  𝑁𝑁,  𝑗𝑗 = 1,  … ,  𝑃𝑃,  𝑐𝑐 = 1, … ,  𝐶𝐶𝑗𝑗  (2.1) 
  𝑦𝑦𝑖𝑖𝑗𝑗∗ = 𝛼𝛼𝑗𝑗 + 𝜆𝜆𝑗𝑗𝑓𝑓𝑖𝑖 + 𝜀𝜀𝑖𝑖𝑗𝑗;   𝑓𝑓𝑖𝑖 ~  𝑁𝑁(0, 1), 𝜀𝜀𝑖𝑖𝑗𝑗 ~ 𝑁𝑁(0, 1), 𝑖𝑖 = 1, … ,  𝑁𝑁,  𝑗𝑗 = 1,  … ,  𝑃𝑃,   (2.2)  
where 𝑦𝑦𝑖𝑖𝑗𝑗 is the ith participant’s ordinal response to the jth item; and 𝐶𝐶𝑗𝑗  is the total number of 
response categories for item j (e.g., a five-point Likert scale). The ordinal response 𝑦𝑦𝑖𝑖𝑗𝑗 is linked 
to 𝑦𝑦𝑖𝑖𝑗𝑗∗ , an underlying continuous latent variable that follows a normal distribution, through a set 
of 𝐶𝐶𝑗𝑗 − 1 ordered cut-points, 𝑇𝑇𝑗𝑗𝑐𝑐, on 𝑦𝑦𝑖𝑖𝑗𝑗∗ . The probability of a subject selecting a particular 
response category is indicated by the probability that 𝑦𝑦𝑖𝑖𝑗𝑗∗  falls within an interval defined by the 
cut-points 𝑇𝑇𝑗𝑗𝑐𝑐. In IRT, the continuous latent variable 𝑦𝑦𝑖𝑖𝑗𝑗∗  is characterized by two item-specific 
parameters: 𝛼𝛼𝑗𝑗, the negative difficulty parameter for the jth item and 𝜆𝜆𝑗𝑗, the discrimination 
parameter for item j. In addition, the underlying latent ability 𝑓𝑓𝑖𝑖 of the subjects is constrained to 
follow a standard normal and 𝜀𝜀𝑖𝑖𝑗𝑗 is the measurement error (Johnson & Albert, 1999). 
To see the equivalence between the IRT model and traditional factor analysis model, note 
that a classical unidimensional factor analysis model can be expressed as 
 𝑧𝑧𝑖𝑖𝑗𝑗∗ = 𝜌𝜌𝑗𝑗𝑓𝑓𝑖𝑖 + 𝑒𝑒𝑖𝑖𝑗𝑗;   𝑖𝑖 = 1, … ,𝑁𝑁, 𝑗𝑗 = 1, … ,𝑃𝑃, (2.3) 
where 𝑧𝑧𝑖𝑖𝑗𝑗∗  represents the standardized 𝑦𝑦𝑖𝑖𝑗𝑗∗  from equations 2.1 and 2.2; 𝑓𝑓𝑖𝑖 is the ith participant’s 
factor score for the domain; 𝜌𝜌𝑗𝑗 is the factor loading or item-to-domain correlation for the jth 
item; and 𝑒𝑒𝑖𝑖𝑗𝑗 represents the measurement errors or sometimes referred to as latent unique factors 
or residuals. 𝑓𝑓𝑖𝑖 is assumed to follow a standard normal distribution, which implies that 
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;   𝑖𝑖 = 1, … ,𝑁𝑁, 𝑗𝑗 = 1, … ,𝑃𝑃, (2.4) 
 such that the IRT model parameter 𝜆𝜆𝑗𝑗 can be interpreted interchangeably through the item-to-










 . (2.6)  
Equations 2.5 and 2.6 can be interpreted such that an item that well-discriminates among 
individuals with different abilities also will have a high item-to-domain correlation. The true 
Bayesian application comes from specifying appropriate prior distributions on the IRT 
parameters, which leads us into the essence of the OBID method. 
2.2.2 OBID – Expert Data and Model 
Eliciting subject experts’ perception regarding the relevancy of each item to the domain 
(construct) of interest is a common practice to aid in verifying content validity evidence. For 
example, during instrument development, a logical structure is developed and applied in a way 
that maps the items on the test to a content domain (AERA, APA, & NCME, 2014). In this way, 
the relevance of each item and the adequacy with which the set of items represents the content 
domain is established. To illustrate, a panel of subject experts are asked to review a set of 
potential items and instructed to provide response for questions such as “please rate the 
relevancy of each item to the overall topic of [domain].” The response options are generally 
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designed on a four-point Likert scale that ranges from “not relevant” to “highly relevant.” 
Gajewski et al. (2012) laid important groundwork from an empirical perspective by 
demonstrating the approximate equivalency of measuring content validity using relevance scales 
versus using correlation scales. In other words, content validity oriented evidence can be 
statistically interpreted as a representation of the experts’ perceptions regarding the item-to-
domain latent correlation (Jiang et al., 2014). 
Continuing the notations from Jiang et al., suppose the expert data are collected from a 
panel of 𝑘𝑘 = 1, … ,  𝐾𝐾 experts that respond to 𝑗𝑗 = 1,  … ,  𝑃𝑃 items. Let X denote the K × P matrix 
of observed ordinal responses where the xjkth entry represents the kth expert’s opinion regarding 
the relevancy of the jth item to its assigned domain. Similarly, the kth expert’s latent correlation 
between the jth item and its respective domain is denoted by ρjk and is related to xjk using the 






⎧1 "not relevant" if  0.00 ≤ 𝜌𝜌𝑗𝑗𝑗𝑗 < 0.10
2 "somewhat relevant" if  0.10 ≤ 𝜌𝜌𝑗𝑗𝑗𝑗 < 0.30
3 "quite relevant"
4 "highly relevant"
if  0.30 ≤ 𝜌𝜌𝑗𝑗𝑗𝑗 < 0.50






A sensitivity analysis conducted by Gajewski et al. (2012) demonstrated the approximate 
equivalency of using correlation scale and using relevancy scale to measure content validity, 
under both equally-spaced (i.e., 0.00 ≤ 𝜌𝜌𝑗𝑗𝑗𝑗 < 0.25, 0.25 ≤ 𝜌𝜌𝑗𝑗𝑗𝑗 < 0.50, 0.50 ≤ 𝜌𝜌𝑗𝑗𝑗𝑗 < 0.75, and 
0.75 ≤ 𝜌𝜌𝑗𝑗𝑗𝑗 < 1.00) and unequally spaced (i.e., equation 2.7) cut-points assumptions. One of the 
reviewers pointed out that under certain circumstances, the equally-spaced transformation might 
be more appropriate (e.g., a panel with moderate level of expertise in the area of interest) 
(Gajewski et al., 2012). However, the results were based on unexpected secondary findings, 
which require further confirmation in a more thorough study (Gajewski et al., 2012). For the 
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purpose of the current study, we want to primarily focus on showcasing a proper method of 
establishing evidence for construct validity using carefully selected “true” subject experts. For 
developing PROMs, the level of expertise of the selected subject experts’ has a direct impact on 
the validity of the measurement instrument.  
In our assumed single factor model, the item-to-domain correlation based on pooled 
information from all experts can be denoted by 𝜌𝜌𝑗𝑗 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐�𝑓𝑓, 𝑧𝑧𝑗𝑗�, where 𝑓𝑓 represents the domain 
factor score and is typically assumed to follow a standard normal distribution; and 𝑧𝑧𝑗𝑗 represents 
the standardized response of item j. To ensure the proper range of correlations, Fisher’s 
transformation is used to transform 𝜌𝜌𝑗𝑗 and we denote 𝜇𝜇𝑗𝑗 as 






A hierarchical model that combines all experts and includes all items is defined by 
 𝑔𝑔�𝜌𝜌𝑗𝑗𝑗𝑗� = 𝑔𝑔�𝜌𝜌𝑗𝑗� + 𝑒𝑒𝑗𝑗𝑗𝑗, (2.9) 
where 𝑒𝑒𝑗𝑗𝑗𝑗  ~ 𝑁𝑁(0,𝜎𝜎2). Following the BID model, the prior distribution of the experts after 
Fisher’s transformation is approximately normal and can be expressed by 
 𝜇𝜇𝑗𝑗 = 𝑔𝑔�𝜌𝜌𝑗𝑗� ~ 𝑁𝑁 �𝑔𝑔�𝜌𝜌0𝑗𝑗�,  
1
𝑛𝑛0𝑖𝑖
�,  (2.10) 
where 𝑔𝑔�𝜌𝜌0𝑗𝑗� is the transformed prior mean item-to-domain correlation; and 𝑛𝑛0𝑗𝑗 = 5 × 𝐾𝐾 is the 
prior samples size such that each expert is equivalent to approximately five participants (Jiang et 
al., 2014). This approximation is based on a weighted average from previous study findings by 
Gajewski et al. (2012), Gajewski et al. (2013), and Jiang et al. (2014). The prior sample size 𝑛𝑛0𝑗𝑗 
can be approximated by computing the ratio of the variance of the subject experts’ transformed 
𝜌𝜌𝑗𝑗 and the variance of the participants’ transformed 𝜌𝜌𝑗𝑗 (i.e., using a flat prior). The “five 
participants” assumption will be further evaluated as more data become available. Moreover, the 
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current approximation is solely needed to help execute the simulation study and not used within 
any real data application. 
Informative priors only should be used when appropriate content information is available. 
When items are substantially revised without further review from subject experts, flat priors 
should be used. Although eliciting prior distribution from subject experts is highlighted, we are 
not restricted solely to this approach. When reliable and relevant external data are available (i.e., 
not necessarily experts), a different data driven approach can be utilized. For instance, 
developing PROMs for pediatric populations can be challenging due to low disease incidence in 
children, thus resulting in small samples. Reliable evidence from the adult populations can be 
treated as a “general prior” for establishing construct validity in the pediatric populations. 
2.2.3 OBID – Participant Data and Model 
Establishing evidence of score validity involves integrating various strategies or 
techniques culminating in a comprehensive account for the degree to which existing evidence 
and theory support the intended interpretation of scores acquired from the instrument (Price, in 
press). From a purely psychometric or statistical perspective, establishing content validity 
evidence has traditionally been carried out separately from establishing evidence of construct 
validity. Importantly, the OBID approach more closely aligns with current practice forwarded by 
the American Educational Research Association (AERA), American Psychological Association 
(APA) and the National Council on Measurement in Education (NCME; AERA, APA, & NCME, 
2014) regarding an integrated approach to establishing evidence for score validity in relation to 
practical use. OBID seamlessly integrates content and construct validity analyses into a single 
process, which alleviates the need for a large participant sample. The previously introduced IRT 
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with a probit link model, expressed by equations 2.1 and 2.2, is used to model the ordinal 
participant responses. The likelihood for 𝑦𝑦𝑖𝑖𝑗𝑗∗  is 
 𝐿𝐿(𝒚𝒚∗|𝜶𝜶,𝝀𝝀,𝒇𝒇) = ∏ ∏ 𝑁𝑁(𝑦𝑦𝑖𝑖𝑗𝑗∗𝑃𝑃𝑗𝑗=1 |𝛼𝛼𝑗𝑗 + 𝜆𝜆𝑗𝑗𝑓𝑓𝑖𝑖𝑁𝑁𝑖𝑖=1  ,  1).  (2.11) 
By equations 2.5, 2.8, 2.10 and the delta method, we specify the prior distribution of the item 
discrimination parameter 𝜆𝜆𝑗𝑗 through a normal approximation where  







�.  (2.12) 
Since the item-to-domain correlation 𝜌𝜌𝑗𝑗 does not depend on the negative item difficulty 
parameter 𝛼𝛼𝑗𝑗, we assign the prior 𝛼𝛼𝑗𝑗  ~ 𝑁𝑁(0, 1) according to recommendations made by Johnson 
and Albert (1999). The full posterior distribution is 
 𝜋𝜋(𝜶𝜶,𝝀𝝀|𝒚𝒚∗, 𝒇𝒇) = ∏ ∏ 𝑁𝑁(𝑦𝑦𝑖𝑖𝑗𝑗∗𝑃𝑃𝑗𝑗=1 |𝛼𝛼𝑗𝑗 + 𝜆𝜆𝑗𝑗𝑓𝑓𝑖𝑖𝑁𝑁𝑖𝑖=1  ,  1) × ∏ 𝑁𝑁(𝑓𝑓𝑖𝑖|0, 1)𝑁𝑁𝑖𝑖=1 × ∏ 𝑁𝑁�𝛼𝛼𝑗𝑗|0, 1�𝑃𝑃𝑗𝑗=1  







�𝑃𝑃𝑗𝑗=1 × ∏ 𝑁𝑁 �𝜇𝜇𝑗𝑗 �𝜇𝜇0𝑗𝑗,  
1
𝑛𝑛0𝑖𝑖
�𝑃𝑃𝑗𝑗=1 .  (2.13) 
2.2.4 OBID Model Estimation 
The integration of content and construct validity analyses requires us to calculate the 
posterior distribution of the expert data and use the  posterior inferences as priors for the 
participant model parameters, as expressed in equation 2.13. Prior to eliciting expert opinions, it 
is natural to assume that no information exists regarding the items. Thus, flat or non-informative 
priors can be specified in equations 2.9 and 2.10 such that 𝜎𝜎2 ~ 𝐼𝐼𝐼𝐼(0.00001, 0.00001) and 
𝜇𝜇𝑗𝑗 = 𝑔𝑔�𝜌𝜌𝑗𝑗� ~ 𝑁𝑁(0, 3). The MCMC procedure is implemented in the free software WinBUGS 
(Lunn, Thomas, Best, & Spiegelhalter, 2000) to estimate the posterior distribution of 𝜆𝜆𝑗𝑗 based on 
𝜇𝜇𝑗𝑗 from the experts’ data. Three chains are used with a burn-in sample of 2,000 draws. The next 
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10,000 iterations are used to calculate the posterior inferences that form the priors of 𝜆𝜆𝑗𝑗 in the 
participant IRT model.  
The estimation of 𝜆𝜆𝑗𝑗’s in the participant model can be obtained by using the 
MCMCordfactanal function included in the free R package MCMCpack (Martin, Quinn, & Park, 
2011). To be specific, the R function utilizes a Metropolis-Hastings within Gibbs sampling 
algorithm proposed by Cowles (Cowles, 1996). Similarly, the posterior estimation of 𝜆𝜆𝑗𝑗’s is 
based on 10,000 iterations after 2,000 burn-in draws. The item-to-domain correlations 𝜌𝜌𝑗𝑗’s can 
be subsequently calculated from the estimated 𝜆𝜆𝑗𝑗’s via equation 2.6. An important consideration 
in any MCMC procedure is the choice of a tuning parameter that influences the appropriate 
acceptance or rejection rate for each model parameter. According to Gelman, Carlin, Stern, and 
Rubin (2004) and Quinn (2004), the proportion of accepted candidate values should fall between 
20- 50%. There is no standard “formula” for selecting the most appropriate tuning parameter. As 
Quinn suggested, users typically adjust the value of the turning parameter through trial and error. 
In the upcoming discussion of the simulation study, we have found that the following tuning 
parameter values 1.00, 0.70, 0.50, and 0.30 appear to work well for sample sizes 50, 100, 200, 
and 500, respectively.  
2.2.5 Predictive Validity 
An essential yet often neglected instrument evaluation step is the assessment of predictive 
validity. Predictive validity is sometimes referred to as criterion-related validity whereas the 
criterion is external to the current predictor instrument. From a statistical standpoint, assuming 
the availability of an appropriate criterion, the predictive validity is directly indicated by the size 
of the correlation between predictor scores and criterion scores. However, demonstrating 
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construct validity of an instrument may not always support the establishment of predictive 
validity due to factors such as range restriction, where the relevant differences on the predictor or 
criterion are eliminated or minimized. Thus, the performance of predictive validity depends 
entirely on the extent to which predictor scores correlate with criterion scores intended to be 
predicted (Nunnally & Bernstein, 1994; Price, in press). 
In this article we compare the OBID predictive validity with that of the traditional 
approach. Using the test scores or the underlying latent ability parameter 𝑓𝑓𝑖𝑖 of the subjects, the 
validity coefficient is defined as 
 𝛾𝛾 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐{𝐸𝐸(𝒇𝒇),𝒇𝒇𝑇𝑇},  (2.14) 
where 𝐸𝐸(𝒇𝒇) is the posterior mean of the test scores and 𝒇𝒇𝑇𝑇represents the set of true test scores. In 
our simulation study, the criterion is assumed to be perfectly measured; thus the correlation of 
the test score 𝑓𝑓𝑖𝑖 (i.e., the ability parameter) and the criterion score is the same as the validity 
coefficient corrected for attenuation in the criterion only.  
2.3 Results 
2.3.1 Simulation Study 
In this section, we use simulated data to test the OBID approach by comparing its overall 
performance to classical instrument development, specifically through the comparison of 
parameter estimates, MSEs, and predictive validity. Two important assumptions are made by 
Jiang et al. (2014) for BID that also apply to the OBID simulation setting. First, all experts are 
assumed to agree in regards to interpreting the concept of correlation in their opinions about the 
items’ relevancy; and second, the experts’ data are assumed to be correlated with the participants’ 
data with the indication of having either the same opinions or very similar opinions. In addition, 
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the BID study makes the assumption that the true item-to-domain correlation is 𝜌𝜌𝑇𝑇 = 0.50 for all 
items. Upon careful consideration, we have decided against this assumption for the current study 
as in reality it is rare for all items to have the same moderate item-to-domain correlation. Thus, 
we employ a mixture of low, moderate, and high (i.e., 0.30, 0.50, and 0.70) true item-to-domain 
correlations in this simulation study. The simulation is conducted in R software version 3.1.2 (R 
Core Team, 2015), including additional inferences and simulation plots. OBID parameter 
estimation is obtained using the previously introduced MCMCordfactanal function in the R 
package MCMCpack (Martin et al., 2011). In addition, for comparison purposes ordinal CFA is 
performed using the cfa function in the R package lavaan version 0.5-17 (Rosseel, 2012). 
Working with the assumed unidimensional model, a five-way factorial design is used to 
simulate the data. The simulation factors include number of items on the instrument (4, 6, 9) and 
number of response categories per item (2, 5, 7). For simplicity and demonstration purposes, we 
assume that all items have the same number of response categories in the current simulation. 
However, it is possible for items to have different number of response categories on a 
questionnaire. In addition, we examine the effect of expert bias using different number of 
participants (50, 100, 200, 500), number of subject experts (2, 3, 6, 16), and types of expert bias 
(unbiased, moderately biased, highly biased). We define unbiased experts as 𝜌𝜌0 = 𝜌𝜌𝑇𝑇, 




design results in 432 different combinations of factors. The detailed simulation strategy is as 
follows:  
1. Simulate standardized participant responses 𝑧𝑧𝑖𝑖𝑗𝑗∗  and convert to 𝑦𝑦𝑖𝑖𝑗𝑗∗  based on the 
classical factor model (equation 2.3). The true item-to-domain correlation 𝜌𝜌𝑇𝑇 is 
specified as 𝜌𝜌𝑇𝑇 = (0.50, 0.30, 0.70, 0.50) for all four item scenarios, 𝜌𝜌𝑇𝑇 =
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(0.30, 0.50, 0.70, 0.70, 0.30, 0.50) for all six item scenarios, and 
𝜌𝜌𝑇𝑇 = (0.30, 0.50, 0.70, 0.70, 0.30, 0.50, 0.70, 0.50, 0.30) for all nine item scenarios.  
2. Convert 𝑦𝑦𝑖𝑖𝑗𝑗∗  to ordinal responses 𝑦𝑦𝑖𝑖𝑗𝑗 using equation 2.1 and percentile-based cut 
points. When the number of categories is binary, or 𝐶𝐶 = 2, the single cut point is the 
50th percentile of the standard normal. When the number of categories is polytomous, 
or 𝐶𝐶 > 2, the cut points are defined as the �1
𝐶𝐶
,  … ,  𝐶𝐶−1
𝐶𝐶
�th percentile of the standard 
normal. 
3. Define prior for the participant IRT model (equation 2.2) item discrimination 
parameter 𝜆𝜆𝑗𝑗 using equations 2.8, 2.10, and 2.11. Recall that we previously specify 
the prior for the negative item difficulty parameter 𝛼𝛼𝑗𝑗 as 𝛼𝛼𝑗𝑗  ~ 𝑁𝑁(0, 1). 
4. Select appropriate tuning parameters to ensure 20-50% acceptance rate. As previously 
mentioned, we have found through trial and error that the following tuning parameter 
values 1.00, 0.70, 0.50, and 0.30 appear to work well for sample sizes N = 50, 100, 
200, and 500, respectively.  
5. Fit the IRT model on the simulated datasets created in steps 1-2 via MCMCpack and 
obtain estimates for 𝜆𝜆𝑗𝑗 and  𝜌𝜌𝑗𝑗 using equations 2.5 and 2.6. 
6. Fit the ordinal CFA model on the same simulated datasets created in steps 1-2 via 
lavaan and estimate 𝜌𝜌𝑗𝑗. 
7. Perform 100 simulations for each of the scenarios defined by the simulation factors. 
The simulation process for one type of expert bias takes about two days to run on an Intel 
Core i7 3.40 GHz computer with 32GB of RAM. In order to compare the overall performances 
of OBID and CFA, we calculate the average MSE of the item-to-domain correlation estimates 
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and the MSE of the validity coefficient estimates across 100 simulations with 5,000 MCMC 
iterations and 2,000 burn-in draws. We denote 𝜌𝜌�𝑗𝑗(𝑠𝑠) as the OBID posterior mean or CFA 
parameter estimate of the sth iteration and ?̅?𝜌𝑗𝑗 =
∑ 𝜌𝜌�𝑖𝑖(𝑠𝑠)100𝑠𝑠=1
100












= �?̅?𝜌𝑗𝑗 − 𝜌𝜌𝑗𝑗𝑇𝑇�
2







evaluating the predictive validity, we denote 𝛾𝛾�(𝑠𝑠) = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐�𝐸𝐸�𝑓𝑓𝚤𝚤�(𝑠𝑠)�,𝑓𝑓𝑖𝑖𝑇𝑇(𝑠𝑠)� as the correlation 
between the posterior mean of estimated factor scores and true factor scores for the sth iteration. 
As previously mentioned, we assume that the true criterion is perfectly measured such that 





. In addition, due to concerns about the performance of 
CFA with small samples, we record the frequency that ordinal CFA fails to converge and/or 
produces “bad” estimates such that 𝜌𝜌𝑗𝑗 ∉ [−1, 1]. 
Figure 2.1 shows the average MSE of item-to-domain correlation 𝜌𝜌 for unbiased experts 
when the number of items (P) is six. The participant sample sizes are N = 50, 100, 200, and 500. 
The numbers of response categories are C = 2, 5, and 7, and the numbers of experts are K = 2, 3, 
6, and 16. The MSE for CFA does not change with the number of experts (dashed line) as the 
expert content validity information is not utilized under the traditional approach. Thus the prior 
information has no effect on the CFA estimates across different choices for the number of 
experts. The OBID MSE (solid line) is consistently smaller than the CFA MSE, regardless of 
sample size and number of response categories, demonstrating the superior performance of the 
OBID approach. OBID is most promising for smaller samples (e.g., N =50 or 100). In addition, 
the OBID MSE decreases as the number of experts increases, with the largest reduction 
occurring approximately between 3-6 experts. When the number of response categories is binary 
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(C = 2), we observe the largest vertical distance between the OBID MSE and the CFA MSE. 
This vertical distance reduces as the number of response categories increase, due to an increase 
 
Figure 2.1. Average MSE of item-to-domain correlation ρ for six items and unbiased experts. 
Average mean squared error (MSE) for item-to-domain correlation ρ using OBID (solid blue line) 
and ordinal CFA (dashed red line) when P = 6 (number of items) and experts are unbiased 
ρ0 = (0.30, 0.50, 0.70, 0.70, 0.30, 0.50). The participant sample sizes are N = 50, 100, 200, and 
500. The numbers of response categories are C = 2, 5, and 7, and the numbers of experts are K = 
2, 3, 6, and 16.  




in scale information. Similarly, the MSEs for both OBID and CFA decrease as the number of 
response categories increase; however, the MSE graphs for the five- and seven-point scales 
become very similar to each other across all sample sizes. It’s also expected that the MSEs for 
both approaches decrease as sample size increases, as a result of decreasing measurement errors. 
The asymptotic behavior of OBID is evaluated with sample size 500. As we expect, the two 
approaches produce almost identical MSEs with OBID being slightly smaller.  
When experts are moderately biased (Figure 2.2), a similar overall trend is observed as 
that of the unbiased case. OBID continues to outperform CFA in all scenarios; however, the 
differences in MSEs between OBID and CFA become smaller in the moderately biased case, 
indicating the effect of biased priors. Additionally, the efficiency gain of the OBID approach 
experiences a steady increase from 2-6 experts, and gradually levels off from 6-16 experts. This 
indicates that with moderately biased priors, having more than six experts does not contribute to 
any additional gain in the efficiency of OBID. When priors are highly biased (Figure 2.3), our 
results support similar findings of BID (Jiang et al., 2014) where the relative efficiency of OBID 
compared with CFA is a function of the number of experts. In the case of a binary response 
option and sample size 50, OBID produces smaller MSEs than CFA, despite of the receding 
efficiency as the number of experts increases. OBID is most efficient with smaller samples (e.g., 
N ≤ 100) and the number of experts is two or three. As number of experts increases, the impact 
of highly biased priors is substantial with smaller samples. The differences in MSEs between the 
OBID and CFA approaches exhibit similar patterns when the number of items is four or nine. 






Figure 2.2. Average MSE of item-to-domain correlation 𝜌𝜌 for six items and moderately biased 
experts. Average mean squared error (MSE) for item-to-domain correlation 𝜌𝜌 using OBID (solid 
blue line) and ordinal CFA (dashed red line) when P = 6 (number of items) and experts are 
moderately biased 𝜌𝜌0 = (0.40, 0.60, 0.80, 0.80, 0.40, 0.60). The participant sample sizes are N = 
50, 100, 200, and 500. The numbers of response categories are C = 2, 5, and 7, and the numbers 
of experts are K = 2, 3, 6, and 16. 







Figure 2.3. Average MSE of item-to-domain correlation 𝜌𝜌 for six items and highly biased 
experts. Average mean squared error (MSE) for item-to-domain correlation 𝜌𝜌 using OBID (solid 
blue line) and ordinal CFA (dashed red line) when P = 6 (number of items) and experts are 
highly biased 𝜌𝜌0 = (0.65, 0.75, 0.85, 0.85, 0.65, 0.75). The participant sample sizes are N = 50, 
100, 200, and 500. The numbers of response categories are C = 2, 5, and 7, and the numbers of 
experts are K = 2, 3, 6, and 16. 
Note. OBID = Ordinal Bayesian Instrument Development; CFA = Confirmatory Factor Analysis. 
 
From simply observing the graphs, one may think that although OBID is more efficient, 
the performance of ordinal CFA is comparable and not a bad choice. However, a close 
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examination of the frequency that ordinal CFA failed to converge and/or produced “bad” 
estimates (i.e., 𝜌𝜌𝑗𝑗 ∉ [−1, 1]) reveals limitations of the classical method with small samples. In 
the six item simulation example, when N = 50 and C = 2, ordinal CFA fails to converge for 2% 
of simulation iterations and produces out of bound correlation estimates for 21% of simulation 
iterations. When both sample size and number of response categories increase, although all 
simulation iterations converge, CFA continues to produce 1-3% out of bound correlation 
estimates. The four item scenarios face more challenges with convergence and reliable estimates 
with smaller samples. When the number of items is nine, the performance of CFA becomes more 
stable with only 6% out of bound estimates in the sample size 50 and binary response option case. 
The complete table that summarizes CFA performance can be found in Table S2.1 of the 
appendix. In contrast, the OBID approach consistently produces appropriate and reliable 
correlation estimates without any challenges using all sample sizes and response options. 
Lastly we assessed the predictive validity of the two approaches under simulation settings. 
Under the previously mentioned assumption, the criterion is perfectly measured (i.e., the ideal 
target); thus the correlation of test scores 𝑓𝑓𝑖𝑖 (i.e., the ability parameter) and criterion scores is the 
same as the validity coefficient corrected for attenuation in the criterion only. Figure 2.4 displays 
the MSEs of the validity coefficient 𝛾𝛾 computed using both OBID and CFA approaches when 
experts are highly biased and the number of items is six. Based on findings from Gajewski et al. 
(2013), the subject experts tend to overestimate the relevancy of items, resulting in highly biased 
item-to-domain correlations. The predictive validity of OBID is examined in the extreme case of 
highly biased priors with a small sample size. For 50 participants, we can clearly observe that the 
MSE of OBID is the smallest with a binary response option (C=2), compared with the CFA MSE. 




Figure 2.4. Average MSE of validity coefficient 𝛾𝛾 for six items and highly biased experts. Mean 
squared error (MSE) for validity coefficient 𝛾𝛾 using OBID (solid blue line) and ordinal CFA 
(dashed red line) when P = 6 (number of items) and experts are highly biased 𝜌𝜌0 =
(0.65, 0.75, 0.85, 0.85, 0.65, 0.75). The participant sample sizes are N = 50, 100, 200, and 500. 
The numbers of response categories are C = 2, 5, and 7, and the numbers of experts are K = 2, 3, 
6, and 16. 
Note. OBID = Ordinal Bayesian Instrument Development; CFA = Confirmatory Factor Analysis. 
 
CFA, although the differences become much smaller and almost negligible. When we increase 
the sample size, the two approaches become almost identical in terms of MSEs. A similar trend 
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is observed in the four item and nine item scenarios, with corresponding plots included in 
Figures S2.7-S2.14 of the appendix. Prior to the simulation, we hypothesize that 𝑀𝑀𝑀𝑀𝐸𝐸(𝛾𝛾𝑂𝑂𝐵𝐵𝑂𝑂𝑂𝑂) <
𝑀𝑀𝑀𝑀𝐸𝐸(𝛾𝛾𝐶𝐶𝐶𝐶𝐶𝐶), 𝒇𝒇𝑂𝑂𝐵𝐵𝑂𝑂𝑂𝑂 is more correlated with 𝒇𝒇𝑇𝑇 than 𝒇𝒇𝐶𝐶𝐶𝐶𝐶𝐶. The simulation results support this 
original hypothesis. Thus, we make the conclusion that OBID produces higher predictive validity 
than that of the traditional approach, especially for small samples.  
2.3.2 Application to PAMS Short Form Satisfaction Survey Data 
Due to scarcely available mammography-specific satisfaction assessments, researchers at 
a Midwestern academic medical center developed the patient assessment of mammography 
services (PAMS) satisfaction survey (four-factor with 20 items) and PAMS-Short Form (single 
factor with seven items) (Engelman et al., in review). In this section, we apply the OBID 
approach to complete data  collected from the PAMS-Short Form instrument that was 
administered to 2,865 women: Hispanic (36, 1.26%), Non-Hispanic white (2,768, 96.61%), 
African American (34, 1.19%), and other (27, 0.94%). Participants rated their satisfaction with 
each of the seven items using a five-point Likert-type scale, ranging from “poor” to “excellent.” 
In addition, six subject experts were consulted and instructed to evaluate each of the seven items 
on a four-point relevancy scale. The University of Kansas Medical Center’s Internal Review 
Board (IRB) has determined that our study does not require oversight by the Human Subjects 
Committee (HSC), as data were collected for prior studies and they are provided to us in a de-
identified fashion. 
Based on the sample size for each racial/ethnic group, establishing construct validity 
evidence for scores for Non-Hispanic white participants is clearly adequate and traditional CFA 
will suffice based on the large sample. Yet, researchers are interested in establishing score-based 
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construct validity evidence for groups such as Hispanic/African Americans which are typically 
small. Classical CFA is ill-suited for such small samples; thus we apply the OBID approach for 
the analyses of Hispanic/African American populations. For comparison purposes, we perform 
OBID with experts’ opinions (informative) and OBID without experts’ opinions (non-
informative) due to estimation challenges with traditional CFA. Flat priors are assigned for the 
IRT model parameters in the OBID posterior non-informative cases, in which, 𝛼𝛼𝑗𝑗  ~ 𝑁𝑁(0, 1) and 
𝜆𝜆𝑗𝑗  ~ 𝑁𝑁(0, 4). In addition, based on trial and error we set the tuning parameter value required for 
MCMCpack to 2.00 for both small populations. The estimated item-to-domain correlation 𝜌𝜌𝑗𝑗 and 
its corresponding standard error are reported in Table S2.2 of the appendix.  
The non-informative OBID tends to overestimate 𝜌𝜌𝑗𝑗 compared with the experts’ 
estimated correlations (.381-.673), for both Hispanic (.570-.920) and African American (.774-
.942) populations. By integrating the experts’ opinions with participants’ data, informative OBID 
produces more reliable results (Hispanic: .466-.717; African American: .495-.725) by 
appropriately lowering the estimated 𝜌𝜌𝑗𝑗. Although not reported, the factor score or latent variable 
score for each participant (i.e., individual mammography satisfaction) also is estimated. Since the 
factor scores are adjusted or corrected for measurement error, patients can be more accurately 
classified into diagnostic groups based on factor scores, and then treated as covariates in 
subsequent analyses. The non-informative OBID estimates tend to have slightly smaller standard 
errors, which can be viewed as a trade-off between the overestimated reliability 𝜌𝜌𝑗𝑗2 and the 
variance.  Overall, as we expect, OBID successfully produces reliable item-to-domain correlation 




As health care moves rapidly toward a patient-centeredness care model, the development 
of reliable and valid PROMs is recognized as an essential step in promoting quality care. Despite 
of increasing public awareness, the development of PROMs using traditional psychometric 
methodologies often is lengthy and constrained by the large sample size requirement, resulting in 
substantially increased costs and resources. In this study, an innovative OBID approach within a 
Bayesian IRT framework is proposed to overcome both small sample size (e.g., patients from 
small populations or rare diseases) and ordinal data modeling limitations. OBID seamlessly and 
efficiently utilizes subject experts’ opinions (content validity) to form the prior distributions for 
the IRT parameters in construct validity analysis, as opposed to using arbitrarily selected priors 
in other Bayesian IRT simulation studies mentioned in the introduction.  
A thorough comparison between OBID and traditional CFA is provided through 
assessing item-to-domain correlation estimates, MSEs, and predictive validity under a simulation 
setting with three different types of expert bias. Simulation results across all three types of expert 
bias clearly demonstrate that the overall performance of OBID is most superior to that of 
traditional CFA when the sample size is small (i.e., ≤ 100 participants) and the instrument 
response option is binary. When subject experts are biased, the gain in efficiency gradually 
recedes for OBID as number of experts increases; and traditional CFA eventually becomes more 
efficient. Although not discussed in the article, the average squared bias for the item-to-domain 
correlation estimate also is examined across different expert biases. The corresponding plots are 
included in Figures S2.15-S2.23 of the appendix. A trade-off situation is observed as OBID may 
exhibit larger bias; yet it reduces the MSEs by decreasing variances. In addition, OBID produces 
higher predictive validity than that of the traditional method when the sample size is small. The 
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simulation results are supported by the PAMS-Short Form example where OBID is successfully 
applied to small Hispanic and African American populations. The de-identified PAMS-Short 
Form data are available in a de-identified fashion to researchers upon request through e-mail to 
the corresponding author of this paper. Overall, while traditional methods are restricted by small 
samples, OBID proves to be an efficient and reliable approach.    
One limitation of this study is associated with the source of experts’ information used in 
the PAMS-Short Form example. Opinions from the six content experts were originally consulted 
with the purpose of validating the PAMS instrument for the American Indian women population. 
Although the same set of survey items was administered to all American Indian, Hispanic, and 
African American populations, potential bias could be introduced due to the original focus of 
content experts. Nonetheless, as previously mentioned, reliable information collected from the 
six experts can still be utilized to form a “general prior” in establishing construct validity for 
Hispanic and African American populations. Another limitation of the study comes from the 
elicitation of content validity using relevance scales. Although Gajewski et al. (2012) has 
demonstrated the appropriateness of measuring content validity using relevance scales, the 
equivalency with measuring content validity using correlation scales is approximate, which may 
have an effect on the parameter estimation. A third limitation of the study comes from the 
approximate normal distribution assumption that we made regarding the prior distribution of the 
experts after Fisher’s transformation. As pointed out by one of the reviewers, potential 
disagreements among selected subject experts may occur, which can cause the expert opinion to 
follow a bimodal (i.e., two groups of experts with opposite views) or even trimodal distribution. 




Two useful practical recommendations can be extracted from the current study. As 
previously mentioned, no standard method exist for determining appropriate tuning parameter 
values that ensure the 20-50% acceptance rate needed for the MCMC procedure. Although trial 
and error also is used in this study, our findings provide a general guideline for the selection of 
tuning parameter values. We find that tuning parameter values 1.00, 0.70, 0.50, and 0.30 appear 
to work well for sample sizes 50, 100, 200, and 500, respectively. Additionally, our study results 
are consistent with findings from Polit and Beck (2006) regarding the number of subject experts 
needed to establish content validity. Across three types of expert biases, results show that having 
more than six experts does not contribute to any additional gain in the efficiency of OBID. With 
highly biased experts, three experts appear to be sufficient for establishing content validity. 
An implication from this study is that a hierarchical model can be considered in the future 
to incorporate the individual effect of content experts, as the scores experts assigned from item to 
item are likely to be correlated. In addition, the development of the user-friendly BID software 
can be used to guide the development of the OBID software, where multi-factor models can be 
evaluated, as it is common in many “long-form” questionnaires to encompass several constructs 
of interest. It is our ultimate goal to extend the application capability of OBID and present it as 
an efficient and reliable method for researchers and clinicians in future PROMs development. 
2.5 Conclusions 
In this study, the efficiency of OBID is evaluated by comparing its performance to 
classical instrument development performance using actual and simulation data. This study 
successfully demonstrated that the OBID approach is more efficient than the classical approach 
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when the sample size is small. OBID promises an efficient and reliable method for researchers 
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Item response theory (IRT) models provide an appropriate alternative to the classical 
ordinal confirmatory factor analysis (CFA) during the development of patient-reported outcome 
measures (PROMs). Current literature has identified the assessment of IRT model fit as both 
challenging and underdeveloped (Sinharay & Johnson, 2003; Sinharay et al., 2006). This study 
evaluates the performance of Ordinal Bayesian Instrument Development (OBID), a Bayesian 
IRT model with a probit link function approach, through applications in two breast cancer-
related instrument development studies. The primary focus is to investigate an appropriate 
method for comparing Bayesian IRT models in PROMs development. An exact Bayesian leave-
one-out cross-validation (LOO-CV) approach (Vehtari & Lampinen, 2002) is implemented to 
assess prior selection for the item discrimination parameter in the IRT model and subject content 
experts’ bias toward the estimation of item-to-domain correlations. Results support the utilization 
of content subject experts’ information in assessing construct validity for small sample sizes. 
However, the incorporation of subject experts’ content information in the OBID approach can be 
sensitive to the level of expertise of the recruited experts. More stringent efforts need to be 
invested in the appropriate selection of subject experts to use efficiently the OBID approach and 
reduce potential bias during PROMs development. 
Keywords: OBID, Bayesian leave-one-out cross-validation, Bayesian IRT, Bayesian 







The famous statistician George E. P. Box once said: “all models are wrong, but some are 
useful.” No statistical model is adequate in capturing all mechanisms presented in real data. 
Researchers often build a few candidate models and seek to select the most useful one for a 
given problem. The process of model comparison and selection requires rigorous model 
checking or assessment that is an integral part of any statistical analysis. In the development of 
psychometric instruments, apart from reliability, establishing evidence of validity is essential to 
ensuring an instrument’s psychometric integrity. Developing an evidence-based argument that 
scores are accurate for their intended use requires acquiring data specific to content, construct, 
and predictive aspects (Nunnally & Bernstein, 1994). Historically, validity has been presented as 
three distinct but related components—content, criterion and construct.  Today validity is viewed 
as a unitary concept (AERA, APA, & NCME, 2014) where propositions for test score 
interpretation and use are supported by evidence unique to the measurement goal. Although 
developing a comprehensive picture of score validity often includes content and predictive 
components, construct validity receives the most attention from a statistical modeling perspective. 
The reason that construct validity receives the most attention is because any score validity 
argument is impossible to make without evidence that the construct is relevant to the proposed 
interpretation and use of the scores.  
Two approaches can be implemented to establish evidence of construct validity. When 
the participant sample size is adequately large, classical (i.e., frequentist) confirmatory factor 
analysis (CFA) is fairly reliable and easy to implement via statistical software such as Mplus (L. 
K. Muthén & Muthén, 1998-2012) or the free R package lavaan (Rosseel, 2012). Bayesian 
approach becomes advantageous when classical CFA is challenged by small sample size 
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(Gajewski et al., 2013; Garrard, Price, Bott, & Gajewski, 2015; Jiang et al., 2014), which may 
result in model convergence issues and unreliable parameter estimates.  
An emerging topic in recent literature focuses on the development of patient-reported 
outcome measures (PROMs) or patient-reported outcome (PRO) instruments that often are 
designed as survey instruments with ordinal response options. PROMs have gained increasing 
public awareness in promoting patient-centered care, one of the most important driving forces 
behind the current U.S. health care. For instance, the pharmaceutical industry is required by the 
U. S. Department of Health and Human Services (DHHS) Food and Drug Administration (FDA) 
to submit evidence collected through PRO instruments in support of labeling claims. Detailed 
industry guidelines are provided by the FDA to assist pharmaceutical companies regarding the 
psychometric evaluation of any new or adapted PRO instruments (FDA, 2009). 
Ordinal or binary (a special type of ordinal data) patient responses often are collected 
from PROMs that require a different modeling approach when compared to the classical CFA 
(e.g., normality assumption) for assessing the instrument’s construct validity. Literature has 
shown that the classical CFA model is equivalent to a two-parameter item response theory (IRT) 
model with a probit link function, when all the items on an instrument are ordinal (Garrard et al., 
2015; Johnson & Albert, 1999; Quinn, 2004). However, assessing the fit of IRT models remains 
a challenging and underdeveloped area in the literature (Sinharay & Johnson, 2003; Sinharay et 
al., 2006). This paper extends the current literature by focusing the discussions around IRT 
model comparison using the Bayesian framework.  
 In general, there are several ways that the fit of Bayesian models can be evaluated. One 
popular method is posterior predictive model checking (PPMC; Rubin, 1984), which is closely 
related to classical goodness-of-fit tests (Gelman, Meng, & Stern, 1996; Sinharay & Johnson, 
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2003). Other methods include graphical posterior predictive checks, assessing the posterior 
predictive p-value, and/or the utilization of Bayes factors (Gelman, Hwang, & Vehtari, 2014). 
However, as pointed out by Gelman et al. (2014), when the objective is to compare models, the 
predictive model accuracy needs to be estimated. Cross-validation and information criteria 
measures are commonly used for Bayesian model comparison (Gelman et al., 2014; Vehtari & 
Lampinen, 2002; Vehtari & Ojanen, 2012). Information criteria typically are defined as deviance 
measures and represented by some variations of the log-likelihood or log predictive density. 
Stone (1977) has shown the asymptotic equivalency between the two approaches such that 
information criteria can be viewed as approximations to various types of cross-validation 
(Gelman et al., 2014). 
Despite several common criticisms, deviance information criterion (DIC; Spiegelhalter, 
Best, Carlin, & van der Linde, 2014; Spiegelhalter, Best, Carlin, & van der Linde, 2002)  
remains a popular choice in the Bayesian literature and easily can be computed via the software 
WinBUGS (Lunn et al., 2000). Viewed analogously to the well-known Akaike information 
criterion (AIC; Akaike, 1973), DIC is considered as another pointwise measure for conditioning 
on the poster mean, whereas AIC conditions on the maximum likelihood estimator (MLE). A 
more fully Bayesian approach, known as WAIC (widely applicable or Watanabe-Akaike 
information criterion), recently has been proposed by Watanabe (2010). WAIC is considered 
more appealing than AIC and DIC as it not only conditions on the entire posterior distribution, 
but also works well with hierarchical and mixture structure models (Gelman et al., 2014). 
Among other cross-validation methods for evaluating out-of-sample prediction performance, 
Bayesian leave-one-out cross-validation (LOO-CV) has been shown to be asymptotically 
equivalent to WAIC (Watanabe, 2010) and more applicable to problems with small n. 
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Although both WAIC and Bayesian LOO-CV exhibit appealing properties, they are 
applied less in practice as Bayesian cross-validation approaches can become very computational 
intensive due to Markov chain Monte Carlo (MCMC) simulation for all validation units. Several 
approximation approaches have been proposed in the literature for Bayesian LOO-CV, such as 
importance sampling (IS; Gelfand, Dey, & Chang, 1992), expectation propagation and Laplace 
approximation (Vehtari, Tolvanen, Mononen, & Winther, 2014), Bayesian K-fold cross-
validation (Vehtari, Gelman, & Gabry, 2015), and a more recent Pareto smoothed importance 
sampling (PSIS) approach for regularizing importance weights (Vehtari & Gelman, 2015). The 
new PSIS approach has been incorporated into the R package loo (Vehtari et al., 2015). 
Within the context of latent variable modeling, excellent research recently has been 
conducted that approximates Bayesian LOO-CV for Gaussian latent variable models (Li, Qiu, 
Zhang, & Feng, 2014; Vehtari et al., 2014). Interested readers may refer to the above references 
for details on the various approximation methods.  As previously mentioned, common data 
collected from PROMs are ordinal in nature, which calls for an extension of the Gaussian model 
method to ordinal models (i.e., IRT models). Yet, there is a lack of Bayesian LOO-CV 
approximation with ordinal models in the current literature (A. Vehtari, personal communication, 
July 20, 2015). In addition, Bayesian model comparison should be evaluated from the 
perspective of prior selection for the IRT model parameters. The choice of prior distribution is 
relevant to posterior parameter inferences and model predictions when data are sparse (Gelman 
et al., 2014). 
During the development of PROMS, when the sample size for an intended patient 
population is small (e.g., cases of rare disease), a novel method called Ordinal Bayesian 
Instrument Development (OBID) recently has been proposed to overcome the small sample size 
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challenge and appropriately model the participants’ ordinal responses (Garrard et al., 2015). 
OBID is developed within a Bayesian two-parameter IRT with a probit link modeling framework.  
Prior distributions derived from content subject experts’ data (for establishing content validity of 
the instrument) are updated with participants’ data to obtain a posterior distribution for the IRT 
model parameters. 
The work in this paper is motivated by prior research on Bayesian LOO-CV for Gaussian 
latent variable models and the need for having an appropriate method for comparing Bayesian 
IRT models in PROMs development. The OBID approach is evaluated through real data 
applications and the specific aims include: a) comparing the OBID models with both informative 
and flat priors using exact Bayesian LOO-CV, and b) assessing subject content experts’ bias 
through an exact CV information criterion (IC) measure. All real data used in the current study 
were collected for prior research purposes and provided to the authors in a de-identified fashion. 
Thus, this study was determined as non-human subject research by a Midwestern academic 
medical center Internal Review Board (IRB). 
3.2 Methodology 
Since the main objective of this paper is to evaluate further the OBID approach through 
Bayesian model comparison using real data applications, we first will provide a brief review of 
the OBID participant model and how an exact Bayesian LOO-CV can be applied to the scenarios 
that will be discussed in the current study. 
3.2.1 OBID Participant Model 
OBID is an ordinal CFA-based approach under the Bayesian probabilistic framework 
(Garrard et al., 2015). As mentioned in the introduction, the IRT model can be viewed as the 
46 
 
ordinal version of classical CFA. Continuing the notations from Garrard et al., a two-parameter 
IRT model with the probit link is expressed by 
 𝑦𝑦𝑖𝑖𝑗𝑗 = 𝑐𝑐 if 𝑦𝑦𝑖𝑖𝑗𝑗∗ ∈ �𝑇𝑇𝑗𝑗(𝑐𝑐−1),𝑇𝑇𝑗𝑗𝑐𝑐�;   𝑖𝑖 = 1, … ,  𝑁𝑁,  𝑗𝑗 = 1,  … ,  𝑃𝑃,  𝑐𝑐 = 1, … ,  𝐶𝐶𝑗𝑗  (3.1) 
  𝑦𝑦𝑖𝑖𝑗𝑗∗ = 𝛼𝛼𝑗𝑗 + 𝜆𝜆𝑗𝑗𝑓𝑓𝑖𝑖 + 𝜀𝜀𝑖𝑖𝑗𝑗;   𝑓𝑓𝑖𝑖 ~  𝑁𝑁(0, 1), 𝜀𝜀𝑖𝑖𝑗𝑗 ~ 𝑁𝑁(0, 1), 𝑖𝑖 = 1, … ,  𝑁𝑁,  𝑗𝑗 = 1,  … ,  𝑃𝑃,   (3.2)  
where 𝑦𝑦𝑖𝑖𝑗𝑗 represents the ith participant’s response to the jth item; and 𝐶𝐶𝑗𝑗  is the number of 
response options for the jth item. The ordinal response 𝑦𝑦𝑖𝑖𝑗𝑗 is related to a continuous latent 
variable 𝑦𝑦𝑖𝑖𝑗𝑗∗ , through a set of ordered cut-points 𝑇𝑇𝑗𝑗𝑐𝑐, on 𝑦𝑦𝑖𝑖𝑗𝑗∗ . The two item-specific parameters are 
𝛼𝛼𝑗𝑗, the negative difficulty parameter for the jth item, and 𝜆𝜆𝑗𝑗, the discrimination parameter for 
item j. The latent ability variable 𝑓𝑓𝑖𝑖 is constrained to follow a standard normal distribution with 
𝜀𝜀𝑖𝑖𝑗𝑗 being the measurement error. The model further can be interpreted such that the probability 
of a particular response option being endorsed depends on the probability that 𝑦𝑦𝑖𝑖𝑗𝑗∗  falls within an 
interval defined by the cut-points.  
Under the local independence or conditional item independence assumption (Price, in 
press), the likelihood for the underlying continuous latent variable 𝑦𝑦𝑖𝑖𝑗𝑗∗  is 
 𝐿𝐿(𝒚𝒚∗|𝜶𝜶,𝝀𝝀,𝒇𝒇) = ∏ ∏ 𝑁𝑁(𝑦𝑦𝑖𝑖𝑗𝑗∗𝑃𝑃𝑗𝑗=1 |𝛼𝛼𝑗𝑗 + 𝜆𝜆𝑗𝑗𝑓𝑓𝑖𝑖𝑁𝑁𝑖𝑖=1  ,  1).  (3.3) 
In the unidimensional (i.e., single-factor) OBID approach, the prior distribution of the item 
discrimination parameter 𝜆𝜆𝑗𝑗 is specified using content validity information from subject experts 
(i.e., item relevancy ratings/latent item-to-domain correlations; informative prior). Suppose xjk 
represents the kth expert’s relevancy rating for the jth item; and ρjk represents the same kth 
expert’s latent item-to-domain correlation for the jth item. The common four-point relevancy 
scale used by the experts (i.e., 1 = “not relevant”, 2 = “somewhat relevant”, 3 = “quite relevant”, 
4 = “highly relevant”) and the latent correlation scale can be related to each other through either 
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an equally-spaced (i.e., 0.00 ≤ 𝜌𝜌𝑗𝑗𝑗𝑗 < 0.25; 0.25 ≤ 𝜌𝜌𝑗𝑗𝑗𝑗 < 0.50; 0.50 ≤ 𝜌𝜌𝑗𝑗𝑗𝑗 < 0.75; and 
0.75 ≤ 𝜌𝜌𝑗𝑗𝑗𝑗 < 1.00, respectively) or unequally-spaced (i.e., 0.00 ≤ 𝜌𝜌𝑗𝑗𝑗𝑗 < 0.10; 0.10 ≤ 𝜌𝜌𝑗𝑗𝑗𝑗 <
0.30; 0.30 ≤ 𝜌𝜌𝑗𝑗𝑗𝑗 < 0.50; and 0.50 ≤ 𝜌𝜌𝑗𝑗𝑗𝑗 < 1.00, respectively) transformation. Findings by 
Gajewski et al. (2012) suggest that for a panel of individuals with moderate level of expertise in 
the area of interest, the equally-spaced transformation might be more appropriate. Interested 
readers are referred to Gajewski et al. (2012), Gajewski et al. (2013), Jiang et al. (2014), and 
Garrard et al. (2015) for additional background and details on the OBID approach. 
3.2.2 Bayesian Leave-one-out Cross-validation (LOO-CV) 
Bayesian cross-validation is a common method used to evaluate out-of-sample prediction 
performance and compare models. The idea behind cross-validation is quite intuitive and our 
description of the method intentionally is kept consistent with the work by Gelman et al. (2014) 
and Li et al. (2014). First, the full dataset repeatedly can be partitioned into a holdout data 𝒚𝒚𝑖𝑖 and 
a training data 𝒚𝒚−𝑖𝑖. Since the focus is on LOO-CV, the holdout dataset in our application will 
simply be a single participant’s responses to all items on an instrument. Second, the model is 
fitted to the training data 𝒚𝒚−𝑖𝑖, yielding the posterior distribution 𝑃𝑃𝑝𝑝𝑝𝑝𝑠𝑠𝑝𝑝(−𝑖𝑖)(𝜽𝜽,𝒇𝒇|𝒚𝒚−𝑖𝑖) of the model 
parameters 𝜽𝜽 and the latent variable 𝒇𝒇, all denoted in the general notation format. Third, the 
posterior predictive density of the holdout data 𝒚𝒚𝑖𝑖, conditioning on the training data, can be 
computed by specifying an evaluation function 𝑎𝑎(𝒚𝒚𝑖𝑖,𝜽𝜽, 𝒇𝒇𝑖𝑖) that measures certain goodness-of-fit 
of the prediction to the actual holdout observation 𝒚𝒚𝑖𝑖. 
Following the work by Li et al. (2014), the CV posterior predictive evaluation is defined 
as the expectation of the evaluation function 𝑎𝑎(𝒚𝒚𝑖𝑖,𝜽𝜽,𝒇𝒇𝑖𝑖) with respect to the posterior distribution 
of the parameters, conditioning on the training data that can be expressed by  
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 𝐸𝐸𝑝𝑝𝑝𝑝𝑠𝑠𝑝𝑝(−𝑖𝑖) {𝑎𝑎(𝒚𝒚𝑖𝑖,𝜽𝜽,𝒇𝒇𝑖𝑖)} = ∫𝑎𝑎(𝒚𝒚𝑖𝑖,𝜽𝜽,𝒇𝒇𝑖𝑖)𝑃𝑃𝑝𝑝𝑝𝑝𝑠𝑠𝑝𝑝(−𝑖𝑖)(𝜽𝜽,𝒇𝒇|𝒚𝒚−𝒊𝒊)𝑑𝑑𝜽𝜽𝑑𝑑𝒇𝒇.  (3.4) 
Suppose we let the evaluation function be the value of the predictive density function at the 
actual holdout observation 𝒚𝒚𝑖𝑖 (i.e., 𝑎𝑎(𝒚𝒚𝑖𝑖,𝜽𝜽,𝒇𝒇𝑖𝑖) = 𝑃𝑃𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝(𝒚𝒚𝑖𝑖|𝜽𝜽,𝒇𝒇𝑖𝑖)), the CV posterior predictive 
evaluation (Equation 3.4) becomes the CV posterior predictive density that can be approximated 
by averaging the predictive densities at the actual holdout observation 𝒚𝒚𝑖𝑖, across all MCMC 
draws from 𝑃𝑃𝑝𝑝𝑝𝑝𝑠𝑠𝑝𝑝(−𝑖𝑖)(𝜽𝜽,𝒇𝒇|𝒚𝒚−𝑖𝑖). The CV posterior predictive density is expressed by  
 𝑃𝑃𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝(𝒚𝒚𝑖𝑖|𝒚𝒚−𝑖𝑖) = ∫𝑃𝑃𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝(𝒚𝒚𝑖𝑖|𝜽𝜽,𝒇𝒇𝑖𝑖)𝑃𝑃𝑝𝑝𝑝𝑝𝑠𝑠𝑝𝑝(−𝑖𝑖)(𝜽𝜽,𝒇𝒇|𝒚𝒚−𝑖𝑖)𝑑𝑑𝜽𝜽𝑑𝑑𝒇𝒇 (3.5) 
 ≈ 1
𝑀𝑀
∑ 𝑃𝑃𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑠𝑠 (𝒚𝒚𝑖𝑖|𝜽𝜽𝑠𝑠,𝒇𝒇𝑖𝑖𝑠𝑠)𝑀𝑀𝑠𝑠=1 . (3.6) 
As previously introduced, the participant model (Equations 3.1 and 3.2) in the current 
study is a single-factor two-parameter IRT model, where 𝜽𝜽 = (𝜶𝜶,𝝀𝝀). For each sth MCMC 
posterior draw, estimates of the negative item difficulty parameter 𝛼𝛼𝑗𝑗𝑠𝑠, the item discrimination 
parameter 𝜆𝜆𝑗𝑗𝑠𝑠, and the cut-points 𝑇𝑇𝑗𝑗𝑐𝑐𝑠𝑠  on 𝑦𝑦𝒊𝒊𝑗𝑗∗ , can be obtained for each item on the instrument. In 
the current model, the latent variable 𝑓𝑓𝑖𝑖𝑠𝑠 requires no updating, as the MCMC draws come from 
the prior distribution. Then the predictive density at the actual holdout observation 𝒚𝒚𝑖𝑖 at each 
MCMC iteration (i.e., 𝑃𝑃𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑠𝑠 (𝒚𝒚𝑖𝑖|𝜶𝜶𝑠𝑠,𝝀𝝀𝑠𝑠)) can be computed as the multivariate normal distribution 
function evaluated on the intervals defined by the cut-points of each item that is expressed by 
 𝑃𝑃𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑠𝑠 (𝒚𝒚𝑖𝑖|𝜶𝜶𝑠𝑠,𝝀𝝀𝑠𝑠) = ∫ 𝑀𝑀𝑀𝑀𝑁𝑁
𝑻𝑻𝒄𝒄𝑠𝑠 
𝑻𝑻𝒄𝒄−𝟏𝟏
𝑠𝑠 �𝒚𝒚𝑖𝑖∗�𝜶𝜶𝑠𝑠 + 𝝀𝝀𝑠𝑠𝑓𝑓𝑖𝑖𝑠𝑠, 𝑰𝑰�𝑑𝑑𝒚𝒚𝑖𝑖∗. (3.7) 
Finally, the CV information criterion (CVIC; Li et al., 2014) is computed by -2 times the sum of 
the log of the CV posterior predictive density, over all validation units. The model with the 
smaller CVIC value is preferred. 
To demonstrate the computation of the CV posterior predictive density 𝑃𝑃𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝(𝒚𝒚𝑖𝑖|𝒚𝒚−𝑖𝑖) 
(Equations 3.5 and 3.6), we will use a hypothetical three-item instrument with binary response 
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options (i.e., 1/0 or correct/incorrect). Suppose the holdout data 𝒚𝒚𝑖𝑖 represent the ith subject’s 
responses to the three items, where 𝒚𝒚𝑖𝑖 = (0,1,1). For items with binary response options, the 
single cut-point on the underlying continuous latent variable 𝑦𝑦𝒊𝒊𝑗𝑗∗ is zero. The binary response 𝑦𝑦𝑖𝑖𝑗𝑗 
is related to the latent variable 𝑦𝑦𝒊𝒊𝑗𝑗∗  through the following function: 
 𝑦𝑦𝑖𝑖𝑗𝑗 = �
0
1
         
𝑖𝑖𝑓𝑓 𝑦𝑦𝑖𝑖𝑗𝑗∗ ∈ (−∞, 0]
𝑖𝑖𝑓𝑓 𝑦𝑦𝑖𝑖𝑗𝑗∗ ∈ (0,∞]
�. (3.8) 
The holdout data 𝒚𝒚𝑖𝑖 can be used to determine the corresponding set of cut-points needed 
for each of the three items. For instance, the ith participant’s actual response for the first item is 0; 
therefore the set of cut-points used will be (−∞, 0]. At each sth MCMC iteration, we can specify 
the set of cut-points (𝑻𝑻𝒄𝒄−𝟏𝟏𝑠𝑠 ,𝑻𝑻𝒄𝒄𝑠𝑠], where 𝑻𝑻𝒄𝒄−𝟏𝟏𝑠𝑠 = (−∞, 0, 0) and 𝑻𝑻𝒄𝒄𝑠𝑠 = (0,∞,∞). The predictive 
density 𝑃𝑃𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑠𝑠 (𝒚𝒚𝑖𝑖|𝜶𝜶𝑠𝑠,𝝀𝝀𝑠𝑠) can be computed by evaluating the three-dimensional multivariate 
normal distribution function on the intervals defined by these cut-points, using the R function 
pmvnorm (Genz et al., 2015; R Core Team, 2015). Finally, the CV posterior predictive density 
𝑃𝑃𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝(𝒚𝒚𝑖𝑖|𝒚𝒚−𝑖𝑖) at the actual holdout observation 𝒚𝒚𝑖𝑖 is approximated by averaging across all 
MCMC iterations. The rest of the computations in this paper are performed using the R package 
MCMCpack (Martin et al., 2011; R Core Team, 2015) and the software WinBUGS (Lunn et al., 
2000). 
3.3 Real Data Applications 
In this section, data collected from two breast cancer-related instrument development 
studies will be described and analyzed using the recently proposed OBID approach. An exact 
Bayesian LOO-CV is applied to compare the choice of prior for the item discrimination 
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parameter 𝜆𝜆𝑗𝑗 (see Equation 3.2), and to assess subject experts’ bias toward the item-to-domain 
correlation (or item relevancy), under both equally-spaced and unequally-spaced transformations. 
3.3.1 PAMS-Short Form Satisfaction Survey 
PAMS background. Breast cancer related death ranks second among cancer deaths for 
women in the U. S. (DHHS, 2011). Routine utilization of mammography is the most widely 
recommended method for breast cancer screening and offers patients a chance of early detection 
that is critical for overall survival. However, potential factors such as prior experiences and 
satisfaction with mammography influence patients’ decision on using mammography on a 
regular basis. The patient assessment of mammography services (PAMS) satisfaction survey was 
developed due to the lack of mammography-specific satisfaction assessments (Engelman et al., 
2010; Engelman et al., in review). The full PAMS survey consists of four-factors with 20 items 
and the PAMS-Short Form is a single factor with seven items. Items on the full survey are 
designed with scales ranging from two to six response categories. The seven short-form items 
can be rated on a five-point, Likert-type scale (i.e., 1 = “poor”, 2 = “fair”, 3 = “good”, 4 = “very 
good”, and “5 = excellent.”) 
PAMS experts and participants. Six subject experts were consulted and instructed to rate 
the relevancy of each item (ranging from 1 = “not relevant” to 4 = “highly relevant”) to the 
domain of interest. The recruited experts consist of individuals who have published or worked in 
some type of breast cancer research, including several physicians (Ndikum-Moffor et al., in 
review). In addition, participant data were collected from female patients to establish construct 
validity of the PAMS-Short Form instrument. Complete data (i.e., participants responded to all 
items) are used for the current study. The patients represented four different ethnicity 
51 
 
backgrounds: Hispanic (n = 36), Non-Hispanic white (n = 2,768), Black (n = 34), and American 
Indian (n = 287). 
PAMS CV – prior selection. For the current study, analyses focused on the Hispanic, 
Black, and American Indian populations. First, distribution of response options (potential range 
= 1 to 5) from the raw participant data were examined. Very few respondents selected poor to 
good response options; thus a decision was made to collapse some of the response categories. 
Potential loss of information due to scale reduction is acknowledged; however this decision 
should not greatly affect the general trend in the data. For Hispanic and Black data, the five-point 
scale is reduced to a three-point scale by collapsing poor, fair, and good response options into 
one category; and poor to fair response options are collapsed into one category for the American 
Indian data, turning the scale into a four-point scale. 
The OBID approach promotes the incorporation of content experts’ information (when 
appropriate) for the item discrimination parameter 𝜆𝜆𝑗𝑗. In the absence of subject experts or an 
appropriate prior reference data (Garrard et al., 2015), a flat prior (i.e., 𝜆𝜆𝑗𝑗  ~ 𝑁𝑁(0, 4)) can be used 
to fit the model and obtain parameter estimates. Furthermore, an exact Bayesian LOO-CV is 
applied to compare the choice of using a flat prior versus an informative prior (under both 
transformations). The CVIC values for the flat prior, the equally-spaced transformation prior, 
and the unequally-spaced transformation prior are 589.93, 503.68, and 482.87 for Hispanic; 
598.06, 525.01, and 485.83 for Black; and 4112.87, 4042.25, and 4054.88 for American Indian, 
respectively. Across all three patient populations, both types of informative prior produce smaller 
CVIC values than that of the flat prior. Since models with smaller CVIC values are preferred, 
results indicate that the unequally-spaced transformation models are preferred for the Hispanic 
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and Black populations; whereas the equally-spaced model appears to be slightly better than the 
unequally-spaced model for the American Indian population. 
PAMS CV – expert bias. It is beneficial to assess experts’ bias toward the item-to-
domain correlation (or item relevancy), especially for smaller sample sizes. Figure 3.1 displays 
the CVIC value for each selected number of experts K. Recall that the total number of experts for 
the PAMS study is six. The CVIC is calculated by both randomly selecting one to five experts  
 
Figure 3.1. PAMS expert bias comparison under both equally-spaced (left panel) and unequally 
spaced (right panel) transformations. 
Note. K = 0 implies flat priors. 
 
from the pool of six experts and artificially inflating the prior sample size to represent 
information from 12 experts. K=0 implies the use of flat prior that is added to the plots for 
comparison purposes. As the number of experts increases, the majority of CVIC values under the 
unequally-spaced transformation are smaller than that of the equally-spaced transformation. The 
selected experts appear to be less biased for both Hispanic and Black populations. However, the 
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same group of experts is slightly more biased for the American Indian population. The CVIC 
value sharply increases after five experts for the unequally-spaced transformation; whereas the 
CVIC value continues to decrease for the equally-spaced transformation. In addition, all three 
equally-spaced transformation plots indicate that six experts are adequate, which is consistent 
with the suggestion in the current literature (Polit & Beck, 2006). 
3.3.2 NLit-BCa Study 
NLit-BCa background.  The Nutrition Literacy Assessment Instrument (NLit) was 
originally developed by H. Gibbs and Chapman-Novakofski (2013) to assess nutrition literacy. 
Pilot work conducted by H. D. Gibbs et al. (2015) initiated the creation of the Nutrition Literacy 
Assessment Instrument for Breast Cancer (NLit-BCa), which is adapted from the original NLit 
for female breast cancer survivors, as there is a lack of nutrition literacy instrument for this 
specific patient population. The adapted NLit-BCa consists of six individual domains with 75 
items. A larger validity study is currently in process to evaluate further the NLit-BCa instrument 
(H. Gibbs, personal communication, August 25, 2015). Considering the item revisions and/or 
deletions based on content experts’ review, four domains with 39 items (i.e., ten macronutrients 
(Macro) items, nine household food measurement (HFM) items, ten food label and numeracy 
(FLN) items, and ten consumer skills (CS) items) are deemed appropriate for analysis in the 
current study. Items are designed with either three or four response options; and all participant 
responses are further classified as 0 “incorrect” and 1 “correct” based on an answer key provided 
by the instrument developers. 
NLit-BCa experts and participants. Four nutrition experts were consulted for the larger 
validation study and rated the relevancy of each item on the 75-item instrument. The recruited 
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experts consist of individuals who have published expertise in cancer nutrition. Since the larger 
validation study is on-going, the participant data will come from the pilot work.  Data originally 
were collected from two groups of participants: the weight loss intervention group and the non-
intervention group. Due to data sparsity concerns, complete data from 71 patients are used after 
combining the two groups (n = 25 and 46 for the intervention and the non-intervention groups, 
respectively).  
NLit-BCa CV – prior selection. Prior to analysis, a decision was made to exclude both 
item 3 from the macronutrients domain (Macro03) and item 2 from the food label and numeracy 
domain (FLN02) to avoid potential issues for the LOO-CV analyses. Only one respondent 
answered Macro03 incorrectly, and everyone correctly answered FLN02. Thus the total number 
of items was 37. The choice of flat prior versus an informative prior under both transformations 
was compared using exact Bayesian LOO-CV. The CVIC values for the flat prior, equally-
spaced transformation prior, and the unequally-spaced transformation prior are 504.10, 506.64, 
and 507.36 for Macro; 927.94, 947.59, and 941.58 for HFM; 633.84, 660.89, and 664.57 for 
FLN; and 716.07, 720.99, and 719.55 for CS, respectively. Across all four domains, the flat prior 
produces smaller CVIC values than both types of informative prior; however, the differences in 
CVIC values are much smaller for the consumer skills (CS) domain.  
NLit-BCa CV – expert bias. Results from the prior selection analysis seem to suggest 
that the content experts are more biased toward the item-to-domain correlations for all four 
domains. Figure 3.2 shows the CVIC value for each selected number of experts K.  Similar to the 
PAMS study, the CVIC is calculated by both randomly selecting one to three experts from the 
pool of four experts and artificially inflating the prior sample size to represent information from 
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eight experts. The use of flat prior again is indicated by K=0. For the Macro domain, the CVIC 
value continues to decrease under the equally-spaced transformation prior after four experts,  
 
Figure 3.2. NLit-BCa expert bias comparison under both equally-spaced (left panel) and 
unequally spaced (right panel) transformations. 
Note. K = 0 implies flat priors; Macro = macronutrients; HFM = household food measurement; 
FLN = food label and numeracy; CS = consumer skills. 
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where the opposite is observed with the unequally-spaced transformation prior. No huge 
differences in the CVIC values are observed among two to four experts for both household food 
(HFM) and food label and numeracy (FLN) domains, under both transformations. For the CS 
domain, apart from the flat prior model, two experts produce the smallest CVIC value under the 
equally-spaced transformation, whereas the smallest CVIC value occurs with three experts. 
Overall, the recruited experts seem to be more biased toward the relevancy ratings on the items, 
across all four domains. 
3.4 Discussion 
The current study evaluates the performance of OBID through applications in two breast 
cancer-related instrument development studies. The primary focus is to investigate an exact 
Bayesian LOO-CV approach for comparing Bayesian IRT models in PROMs development. Six 
subject experts are consulted in the PAMS-short form study for four different patient populations. 
Among the three populations investigated in the current study, the use of an informative prior 
(i.e., incorporating experts’ information) has shown to be superior to the use of a flat prior. One 
interesting observation arises from the original focus of the six content experts, as the experts 
were originally recruited with the purpose of validating the PAMS instrument for the American 
Indian women. Results from the PAMS study indicate that the experts are less biased for both 
Hispanic and Black populations, which supports the appropriate utilization of experts’ 
information to form a “general prior” as suggested by Garrard et al. (2015). The experts appear 
to be slightly more biased for the American Indian population despite their original focus. 
Although findings suggest that five experts would be sufficient, the use of six experts does not 
pose any substantial concerns for the purpose of instrument validation. For demonstration 
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purposes, each participant’s expected responses for all items are calculated using parameter 
estimates from the posterior draws. Figure S3.1 in the appendix displays a comparison between 
the original data and the expected data for the proportion of Hispanic participants selecting each 
of the three response options, across all seven items. The Black and American Indian population 
comparisons are not reported here. Overall results indicate that incorporating information from 
the six selected subject experts is appropriate for the construct validity analysis in the PAMS 
study.  
 Findings from the NLit-BCa study present more complexity as the current study suggest 
the use of a flat prior as opposed to an informative prior. Among the four domains examined, 
only the FLN domain CVIC results slightly support incorporating experts’ information. The four 
selected experts appear to hold more biased opinions regarding the item-to-domain correlations 
for the items in all domains. Although four experts were recruited, results have shown that even 
two to three experts would be sufficient. One thing worth noting is that the design of the NLit-
BCa study differs from the PAMS study. The PAMS items are more subjective (i.e., eliciting 
satisfaction); whereas, the NLit-BCa items have a distinct correct answer. Nonetheless, despite 
the seemingly “opposite” results from the NLit-BCa study, the importance of appropriate prior 
selection and expert bias evaluation has been demonstrated for the OBID approach.   
 One limitation of the current study is associated with the selection of subject content 
experts, which remains an important yet challenging aspect in the development of psychometric 
instruments (Grant & Davis, 1997; Lynn, 1986). Apart from unidimensional instruments, the 
subject experts often are asked to rate items from multiple domains. It usually is assumed that the 
experts have expertise in all areas of interest. The current study assumes that the content validity 
has been assessed thoroughly for both instruments. Thus the focus is entirely on model selection 
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during the construct validity phase of the instrument development. Yet, based on findings from 
the current study, subject experts’ bias may hinder the efficient utilization of experts’ 
information in the recently proposed OBID approach. Another limitation comes from the 
primary focus on using an exact Bayesian LOO-CV approach to compare different IRT models. 
As mentioned in the introduction, several methods can be used to help assess and compare 
Bayesian models. The OBID approach certainly can be evaluated further via other established 
approaches, such as K-fold CV. The literature suggests that K-fold CV has advantage over LOO-
CV due to a bias-variance trade-off. The test error rate from K-fold CV tends to have smaller 
variance than that of the LOO-CV approach (Breiman & Spector, 1992; James, Witten, & Hastie, 
2014; Kohavi, 1995). The third limitation can be viewed as a constraint associated with using the 
R package MCMCpack, as normal priors are required for the IRT model parameters. Future work 
can consider other types of prior distributions. 
 An implication from the current study is the selection of an appropriate tuning parameter 
to ensure 20-50% acceptance rate during the MCMC procedure. Simulation results from Garrard 
et al. (2015) have shown an inverse relationship between the tuning parameter and the sample 
size. Although not discussed in the main text of the paper, based on sample size information 
from 11 real data sets and the four simulation data sets from Garrard et al., a power function is 
fitted for the tuning parameter t as a function of sample size n, i.e. 𝑡𝑡 = 11.947𝑛𝑛−.544 with 
𝑅𝑅2 = .84. This formula should be further refined as more data sets become available. 
 Additional future work may involve a more thorough evaluation of the equally-spaced 
and unequally-spaced transformations in other real applications and an approximation to the 
Bayesian LOO-CV for ordinal latent variable models. In addition, more skewed participant data 
structure and other prior distributions for the OBID subject experts’ model need to be evaluated 
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through simulation. The simulation study by Garrard et al. (2015) considers a more balanced 
participant data structure and that the experts’ item ratings follow a normal distribution. For 
instruments with more subjective response scales (e.g., satisfaction), the participants tend to 
select more positive response options. The experts can also potentially disagree with each other 
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Although remarkable efforts have been made to improve patient fall reporting through the 
utilization of standardized definitions, injury falls reporting rarely has been examined. This study 
used an overall intra-class correlation  coefficient (ICC) estimate and factor analysis to assess the 
reliability and validity of the National Database of Nursing Quality Indicators (NDNQI) falls 
with injury measure. Data were collected from an online Fall Injury Level Survey that was 
administered to 1,159 NDNQI site coordinators (39.7% response rate; 91% registered nurses 
[RNs]). Estimated overall ICC was .85. Exploratory factor analysis (EFA) with a Promax rotation 
(root mean square error of approximation [RMSEA] = 0.053) identified three latent factors: No 
Injury, Minor Injury, and Moderate/Major Injuries. Final confirmatory factor analysis (CFA) 
assessment (comparative fit index [CFI] = 0.914, Tucker Lewis Index [TLI] = 0.910, RMSEA = 
0.048) confirmed an acceptable model fit. Results provided strong evidence that the NDNQI falls 
with injury measure is reliable and valid in supporting hospitals’ fall prevention efforts and future 
injurious falls research. 












Falls are common adverse events experienced by patients in hospitals and continue to 
pose challenges to health care quality. Fall reduction is identified as a patient safety priority in 
the United States (National Priorities Partnership, 2011). Approximately 30% of falls result in 
injury, particularly among older adults (Shorr et al., 2008). Injuries from falls burden hospitals 
and patients with increased costs due to longer lengths of stay and additional patient care costs 
(Currie, 2008). For older adults, the direct and indirect cost of injuries associated with falls is 
projected to reach U.S. $54.9 billion (in year 2007 dollars) annually by 2020 (Centers for 
Disease Control and Prevention, 2013; Englander, Hodson, & Terregrossa, 1996). In an effort to 
promote patient safety, the National Quality Forum (NQF; 2011) named “patient death or serious 
injury associated with a fall while being cared for in a healthcare setting” (p. 9) as one of the 
health care Serious Reportable Events (SREs). Similarly, the Centers for Medicare & Medicaid 
Services (CMS) identified hospital falls and resulting trauma as one of the preventable Hospital-
Acquired Conditions (HAC). Additional costs associated with HAC are no longer covered by 
Medicare for hospitals participating in the Inpatient Prospective Payment System (IPPS; CMS, 
2012; Inouye, Brown, & Tinetti, 2009).  
4.1.1 National Database of Nursing Quality Indicators (NDNQI) Fall and Falls With 
Injury Measures 
NQF established a national framework to evaluate health care quality measurement and 
reporting. NQF’s goals are to increase public awareness in quality performance, establish 
incentives for performance improvement, and provide national benchmarks (NQF, 2002; Simon, 
Klaus, Gajewski, & Dunton, 2013) . Both patient fall and falls with injury have been endorsed by 
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the NQF as national consensus measures since 2004 (NQF, 2004). The American Nurses 
Association (ANA), serving as the NQF steward for both measures, commissioned the NDNQI 
to conduct separate studies to assess the reliability of each fall measure in part to support their 
successful NQF re-endorsement in 2013 (NQF, 2013a, 2013b). NDNQI was established in 1998 
by ANA to monitor nurse-sensitive quality indicators that are essential for patient safety and 
quality improvements in hospitals (Montalvo, 2007). NDNQI is a quality database that collects 
and evaluates unit-specific nurse-sensitive data from over 2,000 U.S. and international hospitals. 
Member hospitals of NDNQI benefit from regular reporting of nursing quality measures and 
various national comparison data that were shown to be helpful in quality improvement.  
The NDNQI patient fall reliability study was conducted by Simon and colleagues (2013) 
to examine the agreement of fall classifications among staff in U.S. hospitals (sensitivity = 0.90, 
specificity = 0.88, mean probability for classifying a fall = 0.60). Based on the results of Simon’s 
study, the NQF-endorsed NDNQI patient fall definition was revised to provide more 
standardized reporting of falls. Although remarkable efforts have been made to improve fall 
reporting, previous research has indicated a lack of standardized definition and methods of 
measuring and reporting fall-related injuries (Schwenk et al., 2012). As previously mentioned, 
injuries associated with falls increase the cost of health care substantially. Without standardized 
clinical guidelines for reporting injury falls, hospitals lack the ability to properly compare 
themselves with reliable national comparison data and to develop and implement cost-effective 
fall prevention plans. Given the financial impact on both hospitals and patients, correct 
classification of fall-related injuries is imperative, particularly being able to distinguish no injury 
and minor injuries from serious injuries. Correct classification will allow hospital fall prevention 
efforts to better target education, risk assessment, and prevention protocols. Thus, the need to 
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evaluate standardized reporting of injury levels, the key to a reliable and valid injury falls 
measure, is apparent. 
4.1.2 Purpose 
The purpose of the study was to investigate the reliability and validity of the NDNQI falls 
with injury measure by utilizing the NQF and NDNQI injury level definitions (NDNQI, 2010). 
The specific aims were to assess (a) the consistency of injury level assignment among raters of 
the fall injury scenarios, and (b) the accuracy of correct injury level assignment. The information 
on the fall scenarios emulated those commonly found in adverse event or incident reports. Before 
the study began, approval was obtained from a Midwestern academic medical center Human 
Subjects Committee (HSC). 
4.2 Method 
4.2.1 Design 
Data collection for the injury falls reliability study followed a similar process to regular 
falls reporting to NDNQI by member hospitals. When a patient fall occurred in a hospital, a 
detailed incident report regarding the fall would be filed, including the hospital location of the 
fall; whether the fall was witnessed, self-reported, or assisted; medication administered to the 
patient; and any injuries observed at the time of the fall or during post-assessment. Based on the 
information collected on the incident reports, the fall prevention team would review the incident 
and determine whether it constituted a unit fall or not, and assign the proper injury level 
according to NDNQI definitions, which are described in a later section. A unit fall indicates that 
the event was a fall that occurred on a unit declared eligible by NDNQI for falls reporting. Once 
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the incident had been thoroughly reviewed, it would be reported to NDNQI along with any other 
fall incidents on the same unit for the calculation of a unit fall rate. 
4.2.2 Participants 
Each NDNQI member hospital identifies a site coordinator whose primary responsibility 
is being a point of contact for all NDNQI-related activities. The NDNQI site coordinator serves a 
vital role in ensuring that all data collection and reporting adhere to NDNQI guidelines. Thus, 
the targeted survey population consisted of a convenience sample of site coordinators.   
 In total, 1,159 site coordinators were invited to participate and 461 responded, resulting 
in a 39.7% response rate. Among all respondents, 411 provided responses for all fall scenarios 
that were considered as “complete” responses. Specific instructions for the site coordinators were 
provided in an email invitation. Because fall prevention programs in hospitals are often viewed 
as an inter-professional team effort, other hospital staff who serve as final decision makers about 
injury levels also were asked to be consulted while completing the survey. The most important 
aspect of the survey was that respondents must assign each scenario to a fall injury level using 
the NDNQI definitions. A typical respondent was a registered nurse (RN; 91%), held a masters 
or higher degree (60%), and worked in nursing management (40%) or quality improvement 
(31%). 
4.2.3 Survey Development 
A Fall Injury Level Survey was generated using a convenience sample of de-identified 
incident reports from NDNQI hospitals and NDNQI guidelines on injury levels. Each scenario 
went through rigorous revisions after being reviewed by hospital and NDNQI staff members who 
were involved in patient fall-related activities. This process was critical to ensure the content 
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validity of the fall scenarios on the survey. Twenty fall scenarios were selected as candidates for 
the final survey.  
Two senior NDNQI staff members served as fall experts for determining the correct 
classification of injury levels in the 20 fall scenarios. Both experts were masters prepared RNs 
with over 30 years of clinical experience and who provided daily guidance for NDNQI hospitals 
on classifying actual falls. The experts scored the fall scenarios independently and reached 100% 
agreement on classification after discussions. Five scenarios were excluded from this study as 
they were identified by the experts as not a fall or not a unit fall according to the NDNQI fall 
definition. Thus, the NDNQI experts’ judgment was considered the correct injury level 
classification and deemed to be the “gold” standard. The final Injury Fall Level Survey consisted 
of 15 fall scenarios, and the distributions of the scenarios were as follows: six non-injurious falls, 
three minor injury falls, three moderate injury falls, three major injury falls, and zero death 
resulting from a fall (Table 4.1). Having the experts’ gold standard was a crucial first step for 
subsequent statistical analysis. Table 4.1 shows an abbreviated description and the expert 
classification for each of the scenarios. 
To address the first aim, survey participants were asked to classify the injury level of 
each scenario according to the NDNQI definitions. Also, questions were included in the survey 
about the respondents’ characteristics such as professional background, highest education level, 
and current work department within the hospital. The Fall Injury Level Survey was conducted 










Score [95% CI] 
S1a Pt. found sitting on bathroom floor. Steri-strips 
applied to lacerations on elbow. Moderate 2.72 [2.26, 3.17] 
S2a Pt. lost balance and fell backward. Complained of 
low back pain. MD ordered Dilaudid and heat 
packs applied. X-rays negative for fracture or 
displacement. Minor 2.02 [1.50, 2.55] 
S3a Pt. was found on floor lying next to bed after a loud 
sound heard from room. No signs/symptoms of 
injury at that time and at 24 hr post event. None 1.21 [0.63, 1.79] 
S4 Pt. reported to nurse that she “hurt her arm” during 
fall when walking to BR. No signs of injury and 
had full ROM. Tylenol administered. None 1.59 [1.09, 2.09] 
S5a Pt. stated he tripped on IV pump power cord and 
fell. No pain or other injury at the time of the fall or 
24 hr post fall. None 1.05 [0.82, 1.27] 
S6a Pt. reported she fell out of a chair to floor while 
reaching for a book on bedside table. Her NG tube 
was pulled out, but no other pain or signs of injury 
24 hr post fall. MD said to leave NG tube out. None 1.10 [0.77, 1.42] 
S7a Pt. states she fell on knees while reaching for shoes. 
No injury noted at the time. The next day (15 hr 
later) pt. complained of R knee pain. X-ray 
negative, ice, and ACE bandage applied. Minor 2.04 [1.68, 2.39] 
S8a Pt. found on floor. Complained of pain on R side of 
head, R elbow, and knees. Pt. states he is dizzy, 
neuro checks found reduced R hand grasp. Small 
subdural hematoma found on CT scan and pt. 
transferred to ICU. Major 3.91 [3.58, 4.25] 
S9a Pt. reported he tripped with walker on door jam and 
fell. Pt. denies pain or other symptoms. Chest X-
rays prior to fall indicated a recent rib fracture. Pain 
meds given 4 hr prior to deep breathing exercises. None 1.54 [0.54, 2.54] 
S10a Pt. found on BR floor and states she hit head. Small 
laceration on forehead and bandaid applied. Also 
complained of low back pain, CT of head and 
lumbar back negative for fracture or hematomas. 
Pt. given acetaminophen. Minor 2.09 [1.73, 2.46] 
S11b Pt. found unconscious on BR floor after a loud 
sound heard from room. Large amount of blood on 
BR floor, sink, and R side of head. Does not 
respond to painful stimuli, pupils dilated, no B/P, 
weak and thready pulse. Code blue activated and Moderate 4.88 [4.32, 5.43] 
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CPR performed for 15 min without success. 
S12a While pt. was assisted to BR with gait belt he 
became dizzy. While trying to lower pt. to the 
toilet, he became limp and was lowered to the floor. 
He arm struck the handrail and started swelling. X-
ray revealed closed fracture of ulna and a cast was 
applied. Major 3.75 [3.27, 4.23] 
S13a Pt. walked unassisted to BR after returned to room 
from EGD. Pt. states he fell to floor after trying to 
get back in bed. He complained of pain in R ankle. 
X-ray revealed distal fracture and a cast was 
applied. After 3 days, pt. complained of numbness 
and tingling in foot and toes appear blue/purple 
with swelling. Cast removed 17 hr later by MD and 
no pedal pulses. Pt. taken to OR for immediate 
amputation. Major 3.97 [3.78, 4.16] 
S14b Pt. lost balance and fell to floor during transfer from 
commode to bed. Six staff helped lift pt. with bath 
blankets to bed and blankets ripped and pt. fell 
against side rails. Pt. treated for 5 inch abrasion to 
lumbar area. X-ray of lumbar revealed small 
compression fracture and treated with back brace. None 3.60 [2.99, 4.21] 
S15a Pt. became dizzy while walking to BR with 
assistance. Nurse assisted patient to the floor. Pt. 
sustained 4 inch skin tear on R forearm during the 
decent. Steri-strips and Kerlix bandage applied. Moderate 2.66 [2.18, 3.15] 
Note. Injury level scale: 1 = none, 2 = minor, 3 = moderate, 4 = major, 5 = death. CI = 
confidence interval; Pt. = patient; MD = medical doctor; BR = bathroom; ROM = range of 
motion; IV = intravenous therapy; NG = nasogastric; R= right; ACE = all cotton elastic (a 
bandage brand name); CT = computerized tomography; ICU = intensive care unit; B/P = blood 
pressure; CPR = cardiopulmonary resuscitation; EGD = esophagogastroduodenoscopy; OR = 
operating room; CFA = confirmatory factor analysis. 
a. Final scenario selected by CFA. 
b. Complex scenario. 
 
4.2.4 NDNQI Fall and Injury Level Definitions 
The NQF-endorsed NDNQI fall and injury level definitions were given in the survey to 
assist respondents with injury level classifications for the fall scenarios (NDNQI, 2010). A fall 
was defined as 
an unplanned descent to the floor (or extension of the floor, e.g., trash can or other 
equipment) with or without injury to the patient, and occurs on an eligible reporting 
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nursing unit. All types of falls are to be included whether they result from 
physiological reasons (fainting) or environmental reasons (slippery floor). Include 
assisted falls—when a staff member attempts to minimize the impact of the fall. 
Exclude falls by visitors, students, and staff members; falls on other units not eligible 
for reporting; falls of patients from eligible reporting units, however patient was not on 
unit at time of the fall (e.g., patient falls in radiology department). (p. 13) 
Injury levels are reported to NDNQI (2010) based on the following guidelines: 
None—patient had no injuries (no signs or symptoms) resulting from the fall, if an x-
ray, CT scan or other post fall evaluation results in a finding of no injury 
Minor—resulted in application of a dressing, ice, cleaning of a wound, limb elevation, 
topical medication, pain, bruise or abrasion 
 
Moderate—resulted in suturing, application of steri-strips/skin glue, splinting or 
muscle/joint strain 
 
Major—resulted in surgery, casting, traction, required consultation for neurological 
(basilar skull fracture, small subdural hematoma) or internal injury (rib fracture, small 
liver laceration) or patients with coagulopathy who receive blood products as a result 
of a fall 
 
Death—the patient died as a result of injuries sustained from the fall (not from 
physiologic events causing the fall). (pp. 14-15) 
4.2.5 Analysis 
Coding of responses. Each respondent selected one out of five injury levels according to 
NDNQI definitions for each of the 15 fall scenarios described in the survey. The response 
options were coded as 1 “none,” 2 “minor,” 3 “moderate,” 4 “major,” and 5 “death.” The correct 
injury level for each scenario was the gold standard set by the experts’ classification as described 
above. Based on the gold standard, all participant responses were further classified as 1 “correct” 
and 0 “incorrect,” for all 15 fall scenarios. The data file containing the recoded dichotomous data 
for the 15 fall scenarios served as the main file for all statistical analyses used in this study. 
Reliability and validity analysis. The reliability of a measure is the “ability to produce 
similar results when repeated measurements are made under identical conditions” (Bordens & 
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Abbott, 2011, p. 130). One common practice to assess the reliability of a target, under the 
influence of judgments made by a group of respondents, is to calculate the intra-class correlation 
coefficient (ICC). ICC is calculated as the proportion of the total variance that is due to the true 
variance from raters (Skrondal & Rabe-Hesketh, 2004). For this study, the fall scenarios were 
treated as targets and the survey participants as raters. An overall ICC could be used to describe 
the between-scenario variation of injury level assignment. A high ICC would indicate that the 
majority of the variance was due to differences among the scenarios, which implied that the 
difference within each scenario, influenced by raters, was small. Thus, the raters had a high 
consistency of injury fall classification for each scenario. In this study, the overall ICC estimate 
was interpreted as excellent (around .90), very good (around .80), and adequate (around .70), 
following general guidelines provided by Kline (2011). The overall reliability estimate 
computation was performed using SPSS software version 20. 
In addition to reliability, the validity of the fall scenarios also was assessed. The validity 
of a measure is defined as “the extent to which it measures what you intend it to measure” 
(Bordens & Abbott, 2011, p. 133). For the 15 fall scenarios, it was important to assess the 
construct validity of the scenarios. In other words, the goal was to determine if the fall scenarios 
appropriately could predict the severity of injury falls by assessing the accuracy of correct injury 
level assignment. A decision needed to be made after examining the proportion of respondents 
selecting the exactly correct injury level and selecting the correct injury level within one 
response option, both with a 95% confidence interval. Two scenarios (S11 and S14) were very 
complex and might have caused a large proportion of the respondents to choose the wrong injury 
level (Table 4.2). Given the psychometric difficulties, a decision was made to eliminate these 
two scenarios from the construct validity analysis.  
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Table 4.2. 95% Confidence interval for the proportion of exactly correct and correct within one 
injury level. 
Fall Scenarioa Exactly Correct (%) Correct Within One Injury Level (%) 
S1 [67.17, 75.44] [100.00, 100.00] 
S2 [69.97, 78.04] [98.59, 100.08] 
S3 [82.47, 88.95] [98.94, 100.17] 
S4 [36.52, 45.63] [98.94, 100.17] 
S5 [93.62, 97.45] [99.34, 100.21] 
S6 [88.66, 93.89] [98.23, 99.98] 
S7 [84.09, 90.30] [100.00, 100.00] 
S8 [90.11, 95.00] [97.89, 99.86] 
S9 [69.56, 77.81] [78.56, 85.74] 
S10 [84.27, 90.50] [98.91, 100.18] 
S11b [0.00, 0.68] [3.39, 7.70] 
S12 [73.30, 81.18] [96.90, 99.42] 
S13 [94.53, 98.08] [100.00, 100.00] 
S14b [0.43, 2.82] [1.75, 5.21] 
S15 [61.83, 70.73] [98.90, 100.18] 
a. Abbreviated descriptions of the scenarios are summarized in Table 4.1. 
b. Complex scenario. 
 
Thirteen fall scenarios remained for assessment of construct validity which was 
approached with a two-stage factor analysis using only complete responses. An exploratory 
factor analysis (EFA) was the logical first step to explore the possible latent factor structure of 
the injury levels among the fall scenarios. Once the latent factor structure was identified from 
EFA, it was necessary to verify the factor structure by using a confirmatory factor analysis (CFA) 
with structural equation modeling. Factor analysis is a correlation-oriented approach that aims to 
reproduce the inter-correlation among the variables. Several types of correlations exist; however, 
due to the nature of dichotomous data in this study, tetrachoric correlation was the most 
appropriate correlational method to serve as the basis of the factor analysis. Unlike Pearson’s 
correlation for continuous data, using tetrachoric correlation allowed us to estimate correlations 
among dichotomously measured variables as if the variables were made on a continuous scale.  
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The construct validity computations were performed using Mplus software version 5.21 
(L. K. Muthén & Muthén, 1998-2012). Mplus is an advanced statistical software recognized for 
its powerful ability to fit various latent variable models. Following recommendations by 
MacCallum, Roznowski, and Necowitz (1992), the main analysis file with 411 complete 
responses were randomly split into comparable training (196 responses, 47.7%) and validation 
(215 responses, 52.3%) data sets to avoid capitalization on chance concerns. An EFA with 
categorical factor indicators was conducted using the training data set in Mplus, which 
conveniently incorporated tetrachoric correlation into the analysis. Traditional factor extraction, 
such as Kaiser’s criterion, has been accepted widely for suggesting factors with an eigenvalue 
greater than one as common factors. Eigenvalues often are interpreted as the variances extracted 
by the common factors. However, eigenvalues based Kaiser’s criterion should not be used solely 
to determine the number of factors due to over-extraction concerns. Another requirement for 
including items in a specific factor was that the individual items must meet a criterion of at least 
0.30 in absolute value for factor loading to be retained. Additional model fit can be evaluated by 
using the root mean square error of approximation (RMSEA), and a RMSEA value around 0.05 
or less usually indicates an acceptable model fit. As latent factors were identified, a CFA with 
categorical factor indicators using structural equation modeling was performed on the validation 
data set to confirm the factor structure demonstrated in the EFA step. Several statistical indices 
such as the comparative fit index (CFI; around 0.9 or higher), Tucker Lewis Index (TLI; around 
0.9 or higher) and RMSEA (around 0.05 or less) were used to assess the final model fit.  
For oblique rotations (correlated factors, for example, Promax), the concept of the proportion 
of variance explained by a factor is complex and less intuitive. Factor solutions provided by a 
Varimax rotation (uncorrelated factors) are often very similar to the Promax solutions. Thus, the 
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Varimax factor solutions can be used as a proxy to compute the variability explained by a given 
factor under the Promax setting. The proportion of variance explained by a factor can be calculated 
as the sum of squared factor loadings on the assigned factor divided by the number of fall scenarios 
assigned to that particular factor. In addition, Mplus also provides estimates for the proportion of 
variance in each fall scenario, explained by their assigned factor. 
4.3 Results 
4.3.1 Reliability 
The variance within each scenario was 0.252 and the variance between the 15 fall 
scenarios was 1.479, resulting in an overall ICC (1, 1) of .85, which was between “very good” 
and “excellent” according to the general guidelines provided by Kline (2011). The ICC (1, 1) 
indicated a substantial reliability of the fall scenarios and a high consistency of injury level 
assignment among the respondents for each scenario. The mean scale scores with 95% 
confidence intervals for all 15 fall scenarios are summarized in Table 4.1 (p. 67). The variance 
between the scenarios was much larger than the variance within each scenario, which echoed the 
results of the overall ICC estimate and indicated a high reliability. 
As mentioned above, two scenarios (S11 and S14) were very complex and were excluded 
from further analysis. After exclusion, the overall ICC (1, 1) for the remaining 13 scenarios was 





During the initial EFA conducted on the training data set, six factors with eigenvalues 
greater than 1 were suggested based on Kaiser’s criterion (eigenvalues: 3.556, 2.807, 1.582, 
1.195, 1.171, 1.079, 0.692, 0.654, 0.353, 0.284, 0.094, −0.163, −0.305), but only three factors 
could be extracted successfully, indicating an over-extraction based on Kaiser’s criterion. Factor 
loadings of the three-factor model were further clarified after applying a Promax rotation for 
correlated factors, resulting in a RMSEA of 0.053, which indicated an acceptable model fit. All 
scenarios loaded over 0.30 on the assigned factors. The aim of the EFA was to identify 
underlying factor structure that could be used to predict the severity of injury falls. The results 
indicated three latent factors: ability associated with classifying non-injurious falls (No Injury), 
ability associated with classifying minor injury falls (Minor Injury), and ability associated with 
classifying moderate or major injury falls (Moderate/Major Injuries; Table 4.3). 
Table 4.3. Factor Loadings After Promax Rotation for Three-Factor Structure With Injury 
Levels. 
Fall Scenarioa No Injury Minor Injury Moderate/Major Injuries Injury Level 
S1 −0.078 0.239 0.801 Moderate 
S8 −0.173 −0.014 0.535 Major 
S12 0.104 −0.005 0.643 Major 
S13 0.005 −0.144 0.883 Major 
S15 0.094 0.028 0.715 Moderate 
S2 −0.019 0.778 0.033 Minor 
S7 0.059 0.504 −0.005 Minor 
S10 0.197 0.312 −0.274 Minor 
S3 0.448 0.444 0.233 None 
S4 0.758 −0.244 0.008 None 
S5 0.873 0.64 −0.023 None 
S6 0.684 0.393 −0.064 None 
S9 0.311 0.03 0.082 None 
a. Abbreviated descriptions of the scenarios are summarized in Table 4.1. 




With the validation data set, the CFA model was specified using the three factors 
measured by the 13 scenarios, with each scenario assigned to the relevant factor. The goal was to 
identify and retain scenarios that contributed most to respondents’ ability associated with injury 
fall classifications. Estimates of the pattern coefficients representing the direct effects of the 
factors on the scenarios ranged from −0.021 to 0.950 (Figure 4.1A). Several statistical indices 
were used to determine the adequacy of model fit to the data. Results from the initial CFA 
assessment did not indicate a good model fit (CFI = 0.868, TLI = 0.863, RMSEA = 0.055). 
Pattern coefficient estimates for all scenarios were statistically significant (p value < .05) with 
the exception of Scenario 4 (−0.021, p value = .851) and Scenario 13 (0.395, p value = .051). 
The pattern coefficient estimate for Scenario 13 can be considered as marginally significant and  
we decided to keep this scenario in the model. The CFA model was refitted after removing 
Scenario 4 and the confirmed structure remained the same (Figure 4.1B). The final CFA 
assessment confirmed an acceptable model fit and supported the hypothesis that a relationship 
exists between the 12 final fall scenarios (Table 4.1, p. 67) and the three underlying latent factors 
(CFI = 0.914, TLI = 0.910, RMSEA = 0.048). 
As mentioned above, Varimax factor solutions were used as a proxy to calculate the 
variability explained by the three correlated latent factors. Results from the Varimax rotation are 
not reported here due to the high degree of similarity with the Promax rotation solutions. The 
proportion of variance explained by the No Injury, Minor Injury, and Moderate/Major Injuries 
factors were 52.3%, 31.9%, and 46.7%, respectively. In addition, the ability associated with 
classifying non-injurious falls accounted for 53.6%, 34.8%, 31.8%, 15.6%, and 49.3% of the 
proportion of variance in Scenarios 1, 8, 12, 13, and 15, respectively. The variability in Scenarios 







Figure 4.1. Initial CFA model (A) and final CFA model (B). 


















































36.0%, and 56.1%, respectively. Finally, the ability associated with classifying moderate or 
major injury falls accounted for 57.8%, 90.5%, 66.9%, and 11.7% of the variability in Scenarios 
3, 5, 6, and 9, respectively. 
The construct validity analysis findings indicated that the final 12 fall scenarios from the 
survey resulted in appropriate latent structures for predicting the severity of the injury falls, and 
thus supporting the validity or accuracy of injury level classifications made by survey 
respondents for all 12 final fall scenarios. 
4.4 Discussion 
The overall ICC estimate for the 15 fall scenarios fell between very good and excellent, 
indicating high consistency of injury level classifications among respondents for each fall 
scenario. Results provided strong evidence for the reliability of the NDNQI falls with injury 
measure. Construct validity also was confirmed, resulting in 12 final fall scenarios with four non-
injurious falls, three minor injury falls, two moderate injury falls, and three major injury falls. 
The 12 final fall scenarios represented a reliable and valid approach to evaluate respondent fall 
injury level classification ability. 
From the results of the construct validity analysis, it was apparent that the scenarios 
clustered very well into the three distinct categories. However, the correlations among the three 
latent factors exhibited a very interesting pattern, that could be presented as poor (Minor vs. 
Moderate/Major = .024, p value = .810), average (None vs. Moderate/Major = .538, p value < 
.05), and good (None vs. Minor = .734, p value < .05). The pattern in the factor correlation 
estimates merited further investigation. The poor correlation (.024) between Minor Injury and 
Moderate/Major Injuries could be interpreted, such that the respondents’ ability to correctly 
classify minor injuries did not imply that they also would have the same ability to correctly 
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classify moderate or major injuries, and vice versa. This finding is rather concerning and can 
indicate several potential issues, such as confusion over the definitions, ambiguity of the incident 
reports, or bias introduced from both the patient and fall evaluator’s perspectives. On the 
contrary, it is certainly encouraging to see that the respondents had average ability to correctly 
distinguish no injury from moderate or major injuries, and vice versa. Moreover, the respondents 
had a good ability to correctly classify no injury from minor injuries, and vice versa. The overall 
results can be viewed as an indication that more education or training is needed for correctly 
identifying all injury levels, particularly the moderate or major injury falls, as these types of fall 
scenarios are rare. The clarity of the injury level definitions also needs to be further reviewed to 
minimize potential classification challenges. In addition, although the construct validity assessed 
respondents’ ability to distinguish among No Injury, Minor Injury, and Moderate/Major Injuries, 
the ability to distinguish injury levels within the global category of Moderate/Major Injuries 
remains unknown and requires further investigation. 
The majority of fall scenarios had about 70% to 90% of respondents selecting the exactly 
correct injury level with the exception of three scenarios (S4, S11, and S14). Specifically S11 
and S14 had close to 0% of the respondents being exactly correct (Table 4.2, p. 71). When the 
requirement was relaxed to allow within one injury level, S11 and S14 still remained very low 
with less than 10% of the respondents being correct (Table 4.2). The sequence of events in 
Scenario 11 made it unclear whether the fall caused the patient death or the death caused the fall. 
In Scenario 14, the patient fell and then was dropped by the staff as they attempted to assist the 
patient back to bed, leading to confusion about the injury level assignment. These two scenarios 
were considered to be very complex, which resulted in a wide variance of injury level 
assignment among the respondents. Thus, both fall scenarios were excluded from the construct 
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validity analysis for psychometric difficulties. The complex fall scenarios (e.g., S11 and S14) 
need to be examined carefully and debriefed by the fall prevention team, and when necessary, 
expert consultations should be considered to help prevent bias by the fall evaluator. In addition, 
concerns can arise with patient self-reported falls (e.g., S4) because this type of fall often is not 
observed and hard to validate without evidence; thus, potential bias could be introduced from 
both the patient and fall evaluator’s perspectives. 
One limitation of this study comes from the usage of incident reports to help design the 
online survey. Previous research by Shorr and colleagues (2008) pointed out that using incident 
reports alone contributes to the underreporting of both injurious and non-injurious falls in 
hospitals. Potential bias could be introduced by using a convenience sample of de-identified 
incident reports that are not representative for all fall scenarios that patients experience daily in 
hospitals. Although all fall scenarios went through rigorous revisions to ensure their clinical 
reality, it remains unclear how frequent these scenarios occur. Perhaps more scenarios need to be 
developed to cover the full spectrum of NDNQI injury classifications.  
Another limitation of this study comes from the sample selection bias. The primary 
audience for the survey was a convenience sample of NDNQI site coordinators. Comparing with 
the general population of U.S. hospitals, NDNQI consists of more Magnet-designated, not-for-
profit, larger, and higher case-mix index (CMI) hospitals (Lake, Shang, Klaus, & Dunton, 2010). 
The general profile of NDNQI hospitals may include more hospital resources that play an 
important role in establishing training for staff and fall prevention programs. Being the primary 
respondent of the survey (68%), NDNQI site coordinators are constantly informed on new 
updates to NDNQI guidelines and definitions. They are most familiar with NDNQI frameworks 
and thus may represent a more “trained” group of hospital staff in regard to standardized data 
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collection and reporting. The ability of correct injury level classification across other hospital 
staff involved in fall related activities still remains unclear and needs to be further evaluated. 
In this study, the reliability and validity of the NDNQI falls with injury measure was 
evaluated and findings supported the successful re-endorsement by NQF. The NDNQI site 
coordinators demonstrated high consistency in classifying injury levels for specific fall scenarios, 
according to NDNQI definitions. The Falls Injury Level Survey with the final 12 fall scenarios 
was shown to be valid in assessing respondents’ abilities to predict the severity of the injury falls, 
particularly among non-injurious falls, minor injury falls, and moderate or major injury falls. 
Hospital site coordinators are encouraged to continue contacting NDNQI for assistance with the 
classification of complex fall scenarios and patient self-reported fall scenarios. Findings of this 
study also supported rationales for revising the standardized NDNQI falls and injury level 
definitions to include additional types of falls and provide more clarification on injuries. 
An implication from this study is that the Falls Injury Level Survey can be utilized in the 
future as a training tool for hospital staff that serve as final decision makers on injury levels. 
Researchers at NDNQI launched a well-known and comprehensive Pressure Ulcer Identification 
and Staging Training Program in 2009 that can be used to guide the development of a falls with 
injury training tool (Bergquist-Beringer et al., 2009; Bergquist-Beringer, Gajewski, Dunton, & 
Klaus, 2011; Gajewski, Hart, Bergquist-Beringer, & Dunton, 2007; Hart, Bergquist, Gajewski, & 
Dunton, 2006). In addition, because the NDNQI injury falls measure is NQF-endorsed, 
standardized injury level definitions are available to the public domain. A recent article 
published by Mion and colleagues (2012) utilized NDNQI injury level definitions as part of their 
retrospective study for determining potential predictors and outcomes of injurious falls among a 
cohort of hospital patients. The NDNQI injury falls measure provides a reliable and valid tool for 
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non-NDNQI hospitals and external researchers to support future quality improvement efforts and 















































The role of biostatisticians in solving health care-related issues have become increasingly 
important, especially for today’s U.S. health care where patient-centeredness is recognized as a 
national priority. To promote quality of care, it is essential for clinicians, health care researchers, 
and biostatisticians to work in close collaboration for the development of reliable and valid 
PROMs and ClinRO measures. While clinicians and health care researchers contribute 
significantly in identifying and developing concepts of interest, biostatisticians offer valuable 
expertise in proposing novel statistical methods beyond the traditional approaches. This 
dissertation provides a thorough overview of a novel Bayesian method for expediting the 
development of PROMs and an application of traditional (i.e., frequentist) instrument 
development methods in the psychometric evaluation of a ClinRO measure.  
Traditional psychometric methodologies are efficient and reliable when developing 
PROMs for populations with relatively large sample sizes. However, in practice, researchers may 
not always have access to a large participant pool (i.e., in cases of rare diseases) that is required 
for classical psychometric assessments. Additional challenges such as a lengthy process and/or 
limited resources can further cripple a classical instrument development process. An innovative 
Ordinal Bayesian Instrument Development (OBID) approach within a Bayesian IRT framework 
is proposed in this dissertation to overcome both small sample size and ordinal data modeling 
challenges (Manuscript 1 in Chapter Two). Subject experts’ opinions (content validity) are 
incorporated seamlessly and efficiently under the OBID approach to form the prior distributions 
for the IRT parameters in the participant data model (construct validity). The efficiency of OBID 
is evaluated by comparing its performance to classical instrument development performance 
under a simulation setting with three different types of expert bias. Results successfully 
demonstrated the superior performance of the OBID approach with small sample sizes; thus 
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OBID offers a reliable alternative for future PROMs development for small populations or rare 
diseases.    
As previously mentioned, the proposed OBID approach is developed using a Bayesian 
IRT model framework. Literature has indicated that the assessment of IRT model fits is both a 
challenging and an underdeveloped area in research (Sinharay & Johnson, 2003; Sinharay et al., 
2006). In this dissertation, an exact Bayesian LOO-CV approach is investigated to compare 
Bayesian IRT models in PROMs development (Manuscript 2 in Chapter Three). Results support 
the incorporation of appropriate content subject experts’ information in establishing construct 
validity under the OBID approach. However, the appropriate selection of subject experts is an 
important area to focus in order to efficiently implement the OBID approach and reduce potential 
bias during PROMs development. 
Despite increasing public awareness on the concept of patient-centered care, the 
development of ClinRO measures is equally important in promoting the quality of health care. 
Existing ClinRO measures require routine re-assessment to maintain the psychometric integrity 
of the measure. This is especially critical for measures that are endorsed by national entities, as 
these measures provide standardization and comparability for hospitals’ quality improvement 
efforts. The reliability and validity of the NQF-endorsed NDNQI falls with injury measure was 
evaluated in this dissertation (Manuscript 3 in Chapter Four). Findings of the study not only 
supported the successful re-endorsement of the injury falls measure by NQF, the final Falls 
Injury Level Survey also was shown to be valid in assessing respondents’ abilities to predict the 
severity of the injury falls. The NDNQI injury falls measure is a reliable and valid ClinRO 
measure for future quality improvement efforts and injurious falls research. 
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This dissertation has motivated several topics that can be considered for future studies. 
First, the application capability of OBID can be extended through the development of a user-
friendly software called Classical & Bayesian Instrument Development (CBID; Karanevich et al., 
in review). Second, a hierarchical model can be considered to incorporate the individual effect of 
content experts, as the scores experts assigned from item to item are likely to be correlated. Third, 
an approximation to the Bayesian LOO-CV approach for ordinal latent variable models can be 
explored to improve the efficiency of Bayesian cross-validation in IRT models. Fourth, OBID 
subject experts’ model further can be evaluated through simulation with more skewed participant 
data structure and other prior distributions. Last but not least, motivated from the ClinRO 
measure evaluation study, a falls with injury training tool can be developed in the future for 
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Table S2.1. Percent of CFA simulation iterations that fail to converge and/or produce out of 
bound item-to-domain correlation (i.e., 𝝆𝝆𝒋𝒋 ∉ [−𝟏𝟏,𝟏𝟏]). 







CFA Fail to 
Converge (%) 
CFA Out of 
Bound Estimate 
(%) 
4 50 2 6 21 
 
50 5 1 13 
 
50 7 0 14 
 
100 2 3 14 
 
100 5 0 3 
 
100 7 1 4 
 
200 2 2 5 
 
200 5 0 1 
 
200 7 0 1 
 
500 2 0 1 
 
500 5 0 0 
  500 7 0 0 
6 50 2 2 21 
 
50 5 0 2 
 
50 7 0 2 
 
100 2 0 3 
 
100 5 0 0 
 
100 7 0 1 
 
200 2 0 2 
 
200 5 0 0 
 
200 7 0 0 
 
500 2 0 0 
 
500 5 0 0 
  500 7 0 0 
9 50 2 0 6 
 
50 5 0 0 
 
50 7 0 0 
 
100 2 0 0 
 
100 5 0 0 
 
100 7 0 0 
 
200 2 0 0 
 
200 5 0 0 
 
200 7 0 0 
 
500 2 0 0 
 
500 5 0 0 





Table S2.2. Item-to-domain correlation 𝝆𝝆 estimates and standard errors for prior (content 
experts), OBID posterior informative (experts information used), and OBID posterior non-























Figure S2.1. Average MSE of item-to-domain correlation 𝜌𝜌 for four items and unbiased experts. 
Average mean squared error (MSE) for item-to-domain correlation 𝜌𝜌 using OBID (solid blue line) 
and ordinal CFA (dashed red line) when P = 4 (number of items) and experts are unbiased 
{𝜌𝜌0 = (0.50, 0.30, 0.70, 0.50)}. The participant sample sizes are N = 50, 100, 200, and 500. The 
numbers of response categories are C = 2, 5, and 7, and the numbers of experts are K = 2, 3, 6, 
and 16. 







Figure S2.2. Average MSE of item-to-domain correlation 𝜌𝜌 for four items and moderately 
biased experts. Average mean squared error (MSE) for item-to-domain correlation 𝜌𝜌 using OBID 
(solid blue line) and ordinal CFA (dashed red line) when P = 4 (number of items) and experts are 
moderately biased {𝜌𝜌0 = (0.60, 0.40, 0.80, 0.60)}. The participant sample sizes are N = 50, 100, 
200, and 500. The numbers of response categories are C = 2, 5, and 7, and the numbers of 
experts are K = 2, 3, 6, and 16. 








Figure S2.3. Average MSE of item-to-domain correlation 𝜌𝜌 for four items and highly biased 
experts. Average mean squared error (MSE) for item-to-domain correlation 𝜌𝜌 using OBID (solid 
blue line) and ordinal CFA (dashed red line) when P = 4 (number of items) and experts are 
highly biased {𝜌𝜌0 = (0.75, 0.65, 0.85, 0.75)}. The participant sample sizes are N = 50, 100, 200, 
and 500. The numbers of response categories are C = 2, 5, and 7, and the numbers of experts are 
K = 2, 3, 6, and 16. 








Figure S2.4. Average MSE of item-to-domain correlation 𝜌𝜌 for nine items and unbiased experts. 
Average mean squared error (MSE) for item-to-domain correlation 𝜌𝜌 using OBID (solid blue line) 
and ordinal CFA (dashed red line) when P = 9 (number of items) and experts are unbiased 
{𝜌𝜌0 = (0.30, 0.50, 0.70, 0.70, 0.30, 0.50, 0.70, 0.50, 0.30)}. The participant sample sizes are N = 
50, 100, 200, and 500. The numbers of response categories are C = 2, 5, and 7, and the numbers 
of experts are K = 2, 3, 6, and 16. 







Figure S2.5. Average MSE of item-to-domain correlation 𝜌𝜌 for nine items and moderately biased 
experts. Average mean squared error (MSE) for item-to-domain correlation 𝜌𝜌 using OBID (solid 
blue line) and ordinal CFA (dashed red line) when P = 9 (number of items) and experts are 
moderately biased {𝜌𝜌0 = (0.40, 0.60, 0.80, 0.80, 0.40, 0.60, 0.80, 0.60, 0.40)}. The participant 
sample sizes are N = 50, 100, 200, and 500. The numbers of response categories are C = 2, 5, and 
7, and the numbers of experts are K = 2, 3, 6, and 16. 








Figure S2.6. Average MSE of item-to-domain correlation 𝜌𝜌 for nine items and highly biased 
experts. Average mean squared error (MSE) for item-to-domain correlation 𝜌𝜌 using OBID (solid 
blue line) and ordinal CFA (dashed red line) when P = 9 (number of items) and experts are highly 
biased {𝜌𝜌0 = (0.65,0.75,0.85,0.85,0.65,0.75,0.85,0.75,0.65)}. The participant sample sizes are 
N = 50, 100, 200, and 500. The numbers of response categories are C = 2, 5, and 7, and the 
numbers of experts are K = 2, 3, 6, and 16. 







Figure S2.7. Average MSE of validity coefficient 𝛾𝛾 for four items and unbiased experts. Mean 
squared error (MSE) for validity coefficient 𝛾𝛾 using OBID (solid blue line) and ordinal CFA 
(dashed red line) when P = 4 (number of items) and experts are unbiased  
{𝜌𝜌0 = (0.50, 0.30, 0.70, 0.50)}. The participant sample sizes are N = 50, 100, 200, and 500. The 
numbers of response categories are C = 2, 5, and 7, and the numbers of experts are K = 2, 3, 6, 
and 16. 






Figure S2.8. Average MSE of validity coefficient 𝛾𝛾 for four items and moderately biased experts. 
Average mean squared error (MSE) for validity coefficient 𝛾𝛾 using OBID (solid blue line) and 
ordinal CFA (dashed red line) when P = 4 (number of items) and experts are moderately biased 
{𝜌𝜌0 = (0.60, 0.40, 0.80, 0.60)}. The participant sample sizes are N = 50, 100, 200, and 500. The 
numbers of response categories are C = 2, 5, and 7, and the numbers of experts are K = 2, 3, 6, 
and 16. 








Figure S2.9. Average MSE of validity coefficient 𝛾𝛾 for four items and highly biased experts. 
Average mean squared error (MSE) for validity coefficient 𝛾𝛾 using OBID (solid blue line) and 
ordinal CFA (dashed red line) when P = 4 (number of items) and experts are highly biased 
{𝜌𝜌0 = (0.75, 0.65, 0.85, 0.75)}. The participant sample sizes are N = 50, 100, 200, and 500. The 
numbers of response categories are C = 2, 5, and 7, and the numbers of experts are K = 2, 3, 6, 
and 16. 




Figure S2.10. Average MSE of validity coefficient 𝛾𝛾 for six items and unbiased experts. 
Average mean squared error (MSE) for validity coefficient 𝛾𝛾 using OBID (solid blue line) and 
ordinal CFA (dashed red line) when P = 6 (number of items) and experts are unbiased {𝜌𝜌0 =
(0.30, 0.50, 0.70, 0.70, 0.30, 0.50)}. The participant sample sizes are N = 50, 100, 200, and 500. 
The numbers of response categories are C = 2, 5, and 7, and the numbers of experts are K = 2, 3, 
6, and 16. 








Figure S2.11. Average MSE of validity coefficient 𝛾𝛾 for six items and moderately biased experts. 
Average mean squared error (MSE) for validity coefficient 𝛾𝛾 using OBID (solid blue line) and 
ordinal CFA (dashed red line) when P = 6 (number of items) and experts are moderately biased 
{𝜌𝜌0 = (0.40, 0.60, 0.80, 0.80, 0.40, 0.60)}. The participant sample sizes are N = 50, 100, 200, 
and 500. The numbers of response categories are C = 2, 5, and 7, and the numbers of experts are 
K = 2, 3, 6, and 16. 




Figure S2.12. Average MSE of validity coefficient 𝛾𝛾 for nine items and unbiased experts. 
Average mean squared error (MSE) for validity coefficient 𝛾𝛾 using OBID (solid blue line) and 
ordinal CFA (dashed red line) when P = 9 (number of items) and experts are unbiased {𝜌𝜌0 =
(0.30, 0.50, 0.70, 0.70, 0.30, 0.50, 0.70, 0.50, 0.30)}. The participant sample sizes are N = 50, 
100, 200, and 500. The numbers of response categories are C = 2, 5, and 7, and the numbers of 
experts are K = 2, 3, 6, and 16. 







Figure S2.13. Average MSE of validity coefficient 𝛾𝛾 for nine items and moderately biased 
experts. Average mean squared error (MSE) for validity coefficient 𝛾𝛾 using OBID (solid blue line) 
and ordinal CFA (dashed red line) when P = 9 (number of items) and experts are moderately 
biased {𝜌𝜌0 = (0.40, 0.60, 0.80, 0.80, 0.40, 0.60, 0.80, 0.60, 0.40)}. The participant sample sizes 
are N = 50, 100, 200, and 500. The numbers of response categories are C = 2, 5, and 7, and the 
numbers of experts are K = 2, 3, 6, and 16. 








Figure S2.14. Average MSE of validity coefficient 𝛾𝛾 for nine items and highly biased experts. 
Average mean squared error (MSE) for validity coefficient 𝛾𝛾 using OBID (solid blue line) and 
ordinal CFA (dashed red line) when P = 9 (number of items) and experts are highly biased 
{𝜌𝜌0 = (0.65,0.75,0.85,0.85,0.65,0.75,0.85,0.75,0.65)}. The participant sample sizes are N = 50, 
100, 200, and 500. The numbers of response categories are C = 2, 5, and 7, and the numbers of 
experts are K = 2, 3, 6, and 16. 





Figure S2.15. Average squared bias for item-to-domain correlation 𝜌𝜌 for four items and unbiased 
experts. Average squared bias for item-to-domain correlation 𝜌𝜌 using OBID (solid blue line) and 
ordinal CFA (dashed red line) when P = 4 (number of items) and experts are unbiased {𝜌𝜌0 =
(0.50, 0.30, 0.70, 0.50)}. The participant sample sizes are N = 50, 100, 200, and 500. The 
numbers of response categories are C = 2, 5, and 7, and the numbers of experts are K = 2, 3, 6, 
and 16. 







Figure S2.16. Average squared bias for item-to-domain correlation 𝜌𝜌 for four items and 
moderately biased experts. Average squared bias for item-to-domain correlation 𝜌𝜌 using OBID 
(solid blue line) and ordinal CFA (dashed red line) when P = 4 (number of items) and experts are 
moderately biased {𝜌𝜌0 = (0.60, 0.40, 0.80, 0.60)}. The participant sample sizes are N = 50, 100, 
200, and 500. The numbers of response categories are C = 2, 5, and 7, and the numbers of experts 
are K = 2, 3, 6, and 16. 








Figure S2.17. Average squared bias for item-to-domain correlation 𝜌𝜌 for four items and highly 
biased experts. Average squared bias for item-to-domain correlation 𝜌𝜌 using OBID (solid blue 
line) and ordinal CFA (dashed red line) when P = 4 (number of items) and experts are highly 
biased {𝜌𝜌0 = (0.75, 0.65, 0.85, 0.75)}. The participant sample sizes are N = 50, 100, 200, and 
500. The numbers of response categories are C = 2, 5, and 7, and the numbers of experts are K = 
2, 3, 6, and 16. 






Figure S2.18. Average squared bias for item-to-domain correlation 𝜌𝜌 for six items and unbiased 
experts. Average squared bias for item-to-domain correlation 𝜌𝜌 using OBID (solid blue line) and 
ordinal CFA (dashed red line) when P = 6 (number of items) and experts are unbiased {𝜌𝜌0 =
(0.30, 0.50, 0.70, 0.70, 0.30, 0.50)}. The participant sample sizes are N = 50, 100, 200, and 500. 
The numbers of response categories are C = 2, 5, and 7, and the numbers of experts are K = 2, 3, 
6, and 16. 








Figure S2.19. Average squared bias for item-to-domain correlation 𝜌𝜌 for six items and 
moderately biased experts. Average squared bias for item-to-domain correlation 𝜌𝜌 using OBID 
(solid blue line) and ordinal CFA (dashed red line) when P = 6 (number of items) and experts are 
moderately biased {𝜌𝜌0 = (0.40, 0.60, 0.80, 0.80, 0.40, 0.60)}. The participant sample sizes are N 
= 50, 100, 200, and 500. The numbers of response categories are C = 2, 5, and 7, and the 
numbers of experts are K = 2, 3, 6, and 16. 








Figure S2.20. Average squared bias for item-to-domain correlation 𝜌𝜌 for six items and highly 
biased experts. Average squared bias for item-to-domain correlation 𝜌𝜌 using OBID (solid blue 
line) and ordinal CFA (dashed red line) when P = 6 (number of items) and experts are highly 
biased {𝜌𝜌0 = (0.65, 0.75, 0.85, 0.85, 0.65, 0.75)}. The participant sample sizes are N = 50, 100, 
200, and 500. The numbers of response categories are C = 2, 5, and 7, and the numbers of 
experts are K = 2, 3, 6, and 16. 





Figure S2.21. Average squared bias for item-to-domain correlation 𝜌𝜌 for nine items and unbiased 
experts. Average squared bias for item-to-domain correlation 𝜌𝜌 using OBID (solid blue line) and 
ordinal CFA (dashed red line) when P = 9 (number of items) and experts are unbiased {𝜌𝜌0 =
(0.30, 0.50, 0.70, 0.70, 0.30, 0.50, 0.70, 0.50, 0.30)}. The participant sample sizes are N = 50, 
100, 200, and 500. The numbers of response categories are C = 2, 5, and 7, and the numbers of 
experts are K = 2, 3, 6, and 16. 







Figure S2.22. Average squared bias for item-to-domain correlation 𝜌𝜌 for nine items and 
moderately biased experts. Average squared bias for item-to-domain correlation 𝜌𝜌 using OBID 
(solid blue line) and ordinal CFA (dashed red line) when P = 9 (number of items) and experts are 
moderately biased {𝜌𝜌0 = (0.40, 0.60, 0.80, 0.80, 0.40, 0.60, 0.80, 0.60, 0.40)}. The participant 
sample sizes are N = 50, 100, 200, and 500. The numbers of response categories are C = 2, 5, and 
7, and the numbers of experts are K = 2, 3, 6, and 16. 








Figure S2.23. Average squared bias for item-to-domain correlation 𝜌𝜌 for nine items and highly 
biased experts. Average squared bias for item-to-domain correlation 𝜌𝜌 using OBID (solid blue 
line) and ordinal CFA (dashed red line) when P = 9 (number of items) and experts are highly 
biased {𝜌𝜌0 = (0.65,0.75,0.85,0.85,0.65,0.75,0.85,0.75,0.65)}. The participant sample sizes are 
N = 50, 100, 200, and 500. The numbers of response categories are C = 2, 5, and 7, and the 
numbers of experts are K = 2, 3, 6, and 16. 








Figure S3.1. Comparison between original vs. expected data for the proportion of Hispanic 
participants selecting each response option across all seven items. 
 
128 
 
