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ON THE SCHRO¨DINGER-LOHE HIERARCHY FOR AGGREGATION
AND ITS EMERGENT DYNAMICS
SEUNG-YEAL HA AND HANSOL PARK
Abstract. The Lohe hierarchy is a hierarchy of finite-dimensional aggregation models
consisting of the Kuramoto model, the complex Lohe sphere model, the Lohe matrix
model and the Lohe tensor model. In contrast, the Schro¨dinger-Lohe model is the only
known infinite-dimensional Lohe aggregation model in literature. In this paper, we provide
an explicit connection between the Schro¨dinger-Lohe model and the complex Lohe sphere
model, and then by exploiting this explicit relation, we construct infinite-dimensional
liftings of the Lohe matrix and the Lohe tensor models. In this way, we establish the
Schro¨dinger-Lohe hierarchy which corresponds to the infinite-dimensional extensions of
the Lohe hierarchy. For the proposed hierarchy, we provide sufficient frameworks leading
to the complete aggregation in terms of coupling strengths and initial configurations.
1. Introduction
Collective behaviors often appear in classical and quantum many-body systems, e.g.,
aggregation of bacteria, herding of sheep, schooling of fish, synchronous firing of fireflies
and array of Josephson junctions in semiconductors [1, 2, 14, 18, 34, 36, 38] etc. Despite
of their ubiquity in our nature, model-based studies on the collective dynamics were first
begun only in a half century ago by two pioneers, Arthur Winfree and Yoshiki Kuramoto
[27, 28, 39, 40].Recently, due to applications in the control of drones, self-driving cars
and sensor networks, research on the collective dynamics has received lots of attentions
from diverse scientific disciplines such as applied mathematics, biology, control theory and
statistical physics, etc.
In this paper, we are interested in the Kuramoto model [9, 10, 20] and its high-dimensional
extensions such as the Lohe sphere model [6, 8, 19, 32], the Lohe matrix model [25, 29, 30,
31]. See [5, 11, 12, 13, 32, 37, 41] for other related models. Aforementioned aggregation
models were further extended to the ensemble of Lohe tensors by the authors in [24] in
which we call it as the Lohe tensor model which completes the Lohe hierarchy (LH) com-
prising of finite-dimensional aggregation models such as the Kuramoto model, the Lohe
sphere(LS) model, the Lohe matrix(LM) model and the Lohe tensor(LT) models, whereas
in an infinite-dimensional setting, the Schro¨dinger-Lohe(SL) model is the only known Lohe
type aggregation model so far. In what follows, we address the following two questions:
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• (Q1): What is the connection between the SL model and the finite-dimensional
aggregation models in the LH?
• (Q2): If such connection exists, can we establish a Schro¨dinger-Lohe hierarchy(SLH)
consisting of the infinite-dimensional analogs of the aggregation models in LH?
The main results of this paper are positive answers for the above two questions. First, we
provide an explicit connection between the SL model and the LS model. If the solution to
the SL model is expanded in terms of a basis consisting of suitable standing wave solutions,
we show that coefficients satisfy the Lohe sphere model on (L2 ∩ L∞)(Z+). Second, we
employ the idea of connecting the SL model and LS model to introduce infinite-dimensional
analogs of the LM and LT models which will be coined as the SL matrix and SL tensor
models. Since the details are rather messy, we will not go into the details here and we
instead leave the detailed results in Section 4 and Section 5. In this manner, we establish
the Schro¨dinger-Lohe hierarchy.
The rest of this paper is organized as follows. In Section 2, we review minimal materials
on tensors which are enough to understand the rest of paper, and then briefly review
the Lohe hierarchy consisting of the Kuramoto model, complex Lohe sphere model, the
generalized Lohe matrix model and the Lohe tensor model, and study basic properties
such as conservation law and solution splitting property of each model. In Section 3, we
study a priori estimates on the SL model and propose a new SL type model with rotational
couplings and then discuss its connection with the Kuramoto mdoel. In Section 4, we
present an explit bridge between the Schro¨dinger Lohe model and the complex Lohe sphere
model on (ℓ2 ∩ ℓ∞)(Z+), and then using this idea of an explicit bridge, we provide an
extension of the generalized Lohe matrix model to a Schro¨dinger setting. In Section 5, we
further propose a Schro¨dinger type extension of the Lohe tensor model and finally establish
the Schro¨dinger-Lohe hierarchy. In some sense, unlike to the standard approaches such as
classical and quantum BBGKY hierarchies in classical and quantum physics which is a top-
down approach, whereas our approach is a bottom-up approach to go from low-rank models
to high-rank models. Finally, Section 6 is devoted to a brief summary of main results and
some remaining issues to be discussed in a future work.
Notation: For complex-valued functions ψ and ϕ in L2(Td), we define the inner product
and its associated norm as follows:
〈ψ|ϕ〉 =
∫
Td
ψ(x)ϕ(x)dx, ‖ψ‖2 :=
√
〈ψ|ψ〉.
2. Preliminaries
In this section, we briefly review basics material of tensors, tensor space and tensor
contraction, and then we introduce the Lohe hierarchy and we review their basic properties
such as conservation laws and solution splitting property.
2.1. Tensors and tensor contraction. A tensor denotes a multi-dimensional array of
complex numbers with several indices. Thus, it can be viewed as a generalization of vector
and matrix, and the rank of a tensor is the number of indices, i.e., a rank-m tensor of
dimensions d1×· · ·×dm is an element of C
d1×···×dm . Hence, a rank-m tensor T ∈ Cd1×···×dm
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can also be identified as a multilinear map from Cd1 × · · ·Cdm to C. Complex numbers,
complex vectors and complex matrices correspond to rank-0, 1 and 2 tensors, respectively.
For a rank-m tensor T and a multi-index α∗ = (α1, · · · , αm) ∈ {1, · · · , d1} × · · · ×
{1, · · · , dm}, we denote the α∗-th component of T by [T ]α∗ = [T ]α1···αm , and we also denote
T¯ by the rank-m tensor whose components are the complex conjugate of the elements of T :
[T¯ ]α1···αm = [T ]α1···αm .
Finally, we set Tm(C) := Tm(d1, · · · , dm;C) to be the set of all rank-m tensors with complex
entries and the size d1×· · ·×dm. One of key basic operations in Tm(C) is a tensor contraction
which yields a low-rank tensor by contracting repeated variables in the expressions. Note
that the inner product between rank-1 tensors and matrix product between rank-2 tensors
can be defined as special cases of tensor contractions: for v,w ∈ T1(d1;C) and A,B ∈
T2(d1, d1;C),
〈v,w〉 := [v¯]α[w]α, [AB]αβ := [A]αγ [B]γβ .
where we used Einstein summation rule for repeated indices.
For a rank-m tensor T ∈ Tm(C), we also set
[T ]α∗ := [T ]α1α2···αm , [T ]α∗0 := [T ]α10α20···αm0 , [T ]α∗1 := [T ]α11α21···αm1 ,
[T ]α∗i∗ := [T ]α1i1α2i2 ···αmim , [T ]α∗(1−i∗) := [T ]α1(1−i1)α2(1−i2)···αm(1−im) .
Moreover, for a special rank-2m tensor S ∈ T2m(d1, · · · , dm, d1, · · · , dm;C), one has
[S]α∗β∗ := [S]α1α2···αmβ1β2···βm .
Next, we define Frobenius inner product, corresponding norm on Tm(C), ensemble diameter
as follows: for a tensor ensemble {Ti} ⊂ Tm(C),
〈Ti, Tj〉F := [T¯i]α∗0 [Tj ]α∗0 , ‖Ti‖
2
F := 〈Ti, Ti〉F and D(T ) := max
1≤i,j≤N
‖Ti − Tj‖F .
For an elementary introduction to tensors and elementary tensor operations, we refer to
introductory articles [4, 33].
2.2. The Lohe hierarchy. In this subsection, we review the Lohe hierarchy consisting of
finite-dimensional Lohe type aggregation models and their basic properties such as conser-
vation laws and solution splitting property:
Lohe tensor model =⇒ Lohe matrix model =⇒ Lohe sphere model.
2.2.1. The Lohe tensor model. Let {Tj} be a homogeneous Lohe tensor flock whose dynam-
ics is governed by the following Cauchy problem:
d
dt
[Tj ]α∗0 = [F ]α∗0β∗ [Tj ]β∗
+
∑
i∗∈{0,1}m
κi∗([Tc]α∗i∗ [T¯j ]α∗1 [Tj ]α∗(1−i∗) − [Tj ]α∗i∗ [T¯c]α∗1 [Tj ]α∗(1−i∗)),
Tj
∣∣∣
t=0
= T inj , j = 1, · · · , N,
(2.1)
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where κi∗ is a nonnegative coupling strength and F is a skew-hermitian rank-2m tensor in
T2m(d1, · · · , dm, d1, · · · , dm;C) with the following three properties: for n ∈ Z+,
[F ]α∗β∗ = −[F¯j ]β∗α∗ , [F
0]α∗β∗ = δα∗β∗ ,
[Fn]α∗β∗ = [F ]α∗γ1∗ [F ]γ1∗γ2∗ · · · [F ]γ(n−1)∗β∗, [FT ]α∗ = [F ]α∗β∗[T ]β∗ ,
δα∗0γ∗0δγ∗1α∗1 = [e
−Ft]α∗0β∗0 [e
Ft]β∗i∗γ∗i∗ [e
−Ft]α∗1β∗1 [e
Ft]β
∗(1−i∗)γ∗(1−i∗)
,
(2.2)
for all i∗ ∈ {0, 1}
m with κi∗ 6= 0 and δα∗β∗ is defined as follows.
δα∗β∗ =
{
1, αk = βk ∀k = 1, 2, · · · ,m,
0, otherwise.
Although (2.1) and (2.2) look so complicate, it admits a conservation law and solution
splitting property. For this, we consider the Cauchy problem to the subsystem of (2.1) with
zero free flow F ≡ 0 and the same initial data:
d
dt
[Sj ]α∗0 =
∑
i∗
κi∗
(
[Sc]α∗i∗ [S¯j]α∗1 [Sj]α∗(1−i∗) − [Sj ]α∗i∗ [S¯c]α∗1 [Sj]α∗(1−i∗)
)
,
Sj
∣∣∣
t=0
= T inj , j = 1, 2, · · · , N.
(2.3)
Proposition 2.1. [21, 24] Let {Tj} and {Sj} be solutions to (2.1) - (2.2) and (2.3) with
the same initial data {T inj }, respectively. Then, the following assertions hold.
(1) ‖Tj‖F is a conserved quantity:
‖Tj(t)‖F = ‖T
in
j ‖F , t ≥ 0, j = 1, · · · , N.
(2) The Lohe tensor flow (2.2) can be represented as a composition of free flow and
nonlinear flow.
Tj(t) = e
tFSj(t), t ≥ 0, j = 1, · · · , N,
where etF is a matrix exponential defined by the following relation:
[etF ]α∗β∗ =
∞∑
n=0
tn
n!
[Fn]α∗β∗ .
2.2.2. The Lohe matrix model. Let {Aj} be a collection of complex d1 × d2 Lohe matrices
whose dynamics is governed by the following Cauchy problem [22]:
A˙j = BAj + κ0(AcA
†
jAj −AjA
†
cAj) + κ1(AjA
†
jAc −AjA
†
cAj), t > 0,
Aj
∣∣∣
t=0
= Ainj , j = 1, 2, · · · , N,
(2.4)
where κ0 and κ1 are nonnegative coupling strengths, and † denotes the Hermitian conjugate,
Ac :=
1
N
∑N
k=1Ak and the rank-4 tensor B ∈ T4(d1, d2, d1, d2;C) satisfies
[B¯]αβγδ = −[B]γδαβ , 1 ≤ α, γ ≤ d1, 1 ≤ β, δ ≤ d2, j = 1, · · · , N,
[e−Bt]αβγδ [e
Bt]γǫα1β1 [e
−Bt]α2β2ψǫ[e
Bt]ψδα3β3 = δα1αδβ3βδβ1β2δα2α3 .
(2.5)
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Consider the corresponding nonlinear sub-system associated with (2.4):
N˙j = κ1(NcN
†
jNj −NjN
†
cNj) + κ2(NjN
†
jNc −NjN
†
cNj), t > 0,
Nj
∣∣∣
t=0
= Ainj .
(2.6)
Similar to Proposition 2.1, we have a conservation law and solution splitting property.
Proposition 2.2. [23] Let {Aj} and {Nj} be solutions to (2.4) - (2.5) and (2.6), respec-
tively. Then, the following assertions hold.
(1) ‖Aj‖F is a conserved quantity:
‖Aj(t)‖F = ‖A
in
j ‖F , t ≥ 0, j = 1, · · · , N.
(2) The Lohe matrix flow can be represented as a composition of free flow and nonlinear
flow.
Aj(t) = e
tBNj(t), t ≥ 0, j = 1, · · · , N,
where etB is given as follows.
[etB ]αβγδ :=
∞∑
n=0
tn
n!
[Bn]αβγδ .
2.2.3. The complex Lohe sphere model. Let {vj} be a collection of the complex vectors in
C
d whose dynamics is governed by the following Cauchy problem:
v˙j = Ωvj + κ0
(
vc〈vj , vj〉 − 〈vc, vj〉vj
)
+ κ1
(
〈vj , vc〉 − 〈vc, vj〉
)
vj , t ≥ 0,
vj
∣∣∣
t=0
= vinj , j = 1, 2, · · · , N,
(2.7)
where κ0 and κ1 are nonnegative coupling strengths, vc :=
1
N
∑N
i=1 vi and Ω is d× d skew-
Hermitian with the property Ω† = −Ω.
Note that for a real vector vj = xj ∈ R
d, the third term in the R.H.S. of (2.7) vanishes, and
system (2.7) reduces to the complex Lohe sphere model in [6]:
x˙j = Ωxj + κ0
(
xc〈xj , xj〉 − xj〈xc, xj〉
)
.
Next, we consider the corresponding nonlinear subsystem associated with (2.7):
w˙j = κ0(wc〈wj , wj〉 − wj〈wc, wj〉) + κ1(〈wj , wc〉 − 〈wc, wj〉)wj , t > 0,
wj
∣∣∣
t=0
= vinj , j = 1, · · · , N.
(2.8)
Similar to Proposition 2.1, we have a conservation law and solution splitting property.
Proposition 2.3. [23] Let {vj} and {wj} be solutions to (2.7) and (2.8) with the same
initial data {vinj }, respectively. Then, the following assertions hold.
(1) ‖vj‖ is a conserved quanity:
‖vj(t)‖ = ‖v
in
j ‖, t ≥ 0, j = 1, · · · , N.
(2) The Lohe sphere flow can be represented as a composition of free flow and nonlinear
flow:
vj = e
Btwj, j = 1, · · · , N.
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3. Schro¨dinger-Lohe type models
In this section, we first review the Schro¨dinger-Lohe model and its basic properties, and
then we introduce a variant of the Schro¨dinger-Lohe model with rotational couplings and
study its connection with the Kuramoto model.
3.1. The Schro¨dinger-Lohe model. Let {ψj} be a collection of N complex-valued func-
tions in C(R+;L
2(Td)) whose dynamics is governed by the following Cauchy problem:
i∂tψj = Hψj +
iκ
N
N∑
k=1
(ψk〈ψj |ψj〉 − 〈ψk|ψj〉ψj), (t, x) ∈ R+ × T
d,
ψj
∣∣∣
t=0
= ψinj , j = 1, · · · , N,
(3.1)
where H = −12∆x + V (x) is a one-body Hermitian Hamiltonian. The global existence of
strong and smooth solutions to (3.1) was studied in [15] using the standard energy method
and asymptotic dynamics of (3.1) has been extensively discussed in [16, 17]. Now, we
consider the corresponding nonlinear flow for (3.1) with the same initial data:
i∂tϕj =
iκ
N
N∑
k=1
(ϕk〈ϕj |ϕj〉 − 〈ϕk|ϕj〉ϕj), (t, x) ∈ R+ × T
d,
ϕj
∣∣∣
t=0
= ψinj , j = 1, · · · , N,
(3.2)
Next, we present the conservation of L2-norm and the solution splitting property.
Proposition 3.1. [7] Let {ψj} and {ϕj} be global smooth solutions to (3.1) and (3.2),
respectively. Then, the following assertions hold.
(1) ‖ψj‖2 is a conserved quantity:
‖ψj(t)‖2 = ‖ψ
in
j ‖2, t ≥ 0, j = 1, · · · , N.
(2) The Schro¨dinger-Lohe flow can be represented as a composition of free flow and
nonlinear flow:
ψj = e
−iHtϕj , j = 1, · · · , N.
3.2. The Schro¨dinger-Lohe model with rotational couplings. Below, we introduce
a variant of the SL model motivated. Recall that two coupling terms in the complex Lohe
sphere model:
(3.3) κ0
(
vc − 〈vc, vj〉vj
)
+ κ1
(
〈vj, vc〉 − 〈vc, vj〉
)
vj .
The coupling term involving with κ0 has the same structure as that of the SL model dis-
cussed in the previous subsection. Next, we propose a SL type model motivated by the
coupling term involving with κ1 responsible for rotational motion.
Consider the Cauchy problem to the Schro¨dinger-Lohe model with rotational couplings:
i∂tψj = Hψj +
iκ
N
N∑
k=1
(〈ψj |ψk〉 − 〈ψk|ψj〉)ψj , (t, x) ∈ R+ × T
d,
ψj
∣∣∣
t=0
= ψinj , j = 1, · · · , N.
(3.4)
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Note that the coupling term can be rewritten using the average wave function ψc :=
1
N
∑N
j=1 ψj :
iκ
N
N∑
k=1
(〈ψj |ψk〉 − 〈ψk|ψj〉)ψj = 〈ψj |ψc〉 − 〈ψc|ψj〉.
This exactly coincides with the second term in (3.3). The global well-posedness of (3.4) can
be treated similarly as in [15]. Thus, we focus on the a priori asymptotic dynamics for (3.4).
Next, we study a connection between (3.4) and the Kuramoto model. For this, we
consider the following setting:
(3.5) H ≡ 0, ψinj (x) = e
iθinj ψ(x),
where ψ is an L2-function with ‖ψ‖2 = 1.
Proposition 3.2. Suppose that the setting (3.5) holds, and let {ψj} be a global smooth
solution to (3.4). Then, one has

ψj(t, x) = e
iθj(t)ψ(x), (t, x) ∈ R+ × T
d,
θ˙j =
2κ
N
N∑
k=1
sin(θk − θj), j = 1, · · · , N,
θj
∣∣∣
t=0
= θinj .
Proof. Note that ψj satisfies
∂tψj =
κ
N
N∑
k=1
(〈ψj |ψk〉 − 〈ψk|ψj〉)ψj = κ(〈ψj |ψc〉 − 〈ψc|ψj〉)ψj
= 2κi · Im(〈ψj |ψc〉)ψj ,
(3.6)
where we used 〈ψc|ψj〉 = 〈ψj |ψc〉.
This yields
ψj(x, t) = ψ
in
j (x)e
2κi
∫ t
0
Im(〈ψj |ψc〉)(s)ds = e2κi
∫ t
0
Im(〈ψj |ψc〉)(s)dseiθ
in
j ψ(x).
Thus, it is reasonable to set the ansatz for ψj as follows.
(3.7) ψj(t, x) = e
iθj(t)ψ(x).
This implies
∂tψj = iθ˙jψj , 〈ψj |ψk〉 = e
i(θk−θj)‖ψ‖2L2 = e
i(θk−θj).
We use the above calculation and the ansatz (3.7) into (3.6) to see
iθ˙jψj =
κ
N
N∑
k=1
(
ei(θk−θj) − ei(θj−θk)
)
ψj
which yields
θ˙j =
2κ
N
N∑
k=1
sin(θk − θj).

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Next, we show that system (3.5) admits a conservation law as the original S-L model.
Lemma 3.1. Let {ψj} be a global smooth solution to (3.4). Then, for t > 0 and i, j =
1, · · · , N , one has
d
dt
〈ψi|ψj〉 = κ(〈ψc|ψi − ψj〉 − 〈ψi − ψj |ψc〉)〈ψi|ψj〉, ‖ψj(t)‖2 = ‖ψ
in
j ‖2.
Proof. (i) We use (3.4) to get
d
dt
〈ψi|ψj〉 = 〈∂tψi|ψj〉+ 〈ψi|∂tψj〉 = 〈−iHψi|ψj〉+ 〈ψi| − iHψj〉
+
κ
N
N∑
k=1
(
〈ψk|ψi〉 − 〈ψi|ψk〉+ 〈ψj |ψk〉 − 〈ψk|ψj〉
)
〈ψi|ψj〉
=
κ
N
N∑
k=1
(〈ψk|ψi − ψj〉 − 〈ψi − ψj |ψk〉)〈ψi|ψj〉.
(3.8)
(ii) We set i = j in (3.8) to see
d
dt
〈ψj |ψj〉 =
d
dt
‖ψj‖
2
2 = 0.

For a global smooth solution {ψj} and i1, i2, · · · , im ∈ {1, 2, · · · , N}, we introduce a func-
tional Ji1···im(Ψ):
(3.9) Ji1···im(Ψ) := 〈ψi1 |ψi2〉 · 〈ψi2 |ψi3〉 · · · · · 〈ψim |ψi1〉.
Proposition 3.3. Let {ψi} be be a global smooth solution to (3.4). Then, we have two
conservation laws:
d
dt
Ji1···im(Ψ) = 0 and
d
dt
|〈ψi|ψj〉|
2 = 0, t > 0.
Proof. (i) We use (3.8) and (3.9) to obtain
d
dt
(
〈ψi1 |ψi2〉 · 〈ψi2 |ψi3〉 · · · · · 〈ψim |ψi1〉
)
= 〈ψi1 |ψi2〉 · 〈ψi2 |ψi3〉 · · · · · 〈ψim |ψi1〉
×
N∑
k=1
(
〈ψk|(ψi1 − ψi2) + (ψi2 − ψi3) + · · ·+ (ψim − ψi1)〉
− 〈(ψi1 − ψi2) + (ψi2 − ψi3) + · · ·+ (ψim − ψi1)|ψk〉
)
= 0.
(ii) We set
m = 2, i1 = i, i2 = j
to get the desired estimate. 
Next, we recall Barbalat’s lemma to be used crucially in the following sections.
Lemma 3.2. [3] (i) Suppose that a real-valued function f : [0,∞) → R is uniformly con-
tinuous and it satisfies
lim
t→∞
∫ t
0
f(s)ds exists.
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Then, f tends to zero as t→∞:
lim
t→∞
f(t) = 0.
(ii) Suppose that a real-valued function f : [0,∞) → R is continuously differentiable, and
limt→∞ f(t) = f∞ ∈ R. If f
′ is uniformly continuous, then
lim
t→∞
f ′(t) = 0.
Theorem 3.1. Let {ψi} be a global smooth solution to (3.4) with κ > 0. Then, we have
(i)
d
dt
N∑
i,j=1
‖ψi − ψj‖
2
2 = −2Nκ
N∑
i=1
|〈ψc|ψi〉 − 〈ψi|ψc〉|
2 ≤ 0.
(ii) lim
t→∞
N∑
i=1
|〈ψc|ψi〉 − 〈ψi|ψc〉|
2 = 0.
Proof. (i) We use the conservation of ‖ψi‖2 = 1 to get
d
dt
N∑
i,j=1
‖ψi − ψj‖
2
2 = −
d
dt
N∑
i,j=1
(〈ψi|ψj〉+ 〈ψj |ψi〉)
= −
κ
N
N∑
i,j,k=1
(〈ψk|ψi − ψj〉 − 〈ψi − ψj |ψk〉)(〈ψi|ψj〉 − 〈ψj |ψi〉)
= −
2κ
N
N∑
i,j,k=1
(〈ψk|ψi〉 − 〈ψi|ψk〉)(〈ψi|ψj〉 − 〈ψj |ψi〉)
= −2Nκ
N∑
i=1
(〈ψc|ψi〉 − 〈ψi|ψc〉)(〈ψi|ψc〉 − 〈ψc|ψi〉)
= −2Nκ
N∑
i=1
|〈ψc|ψi〉 − 〈ψi|ψc〉|
2 ≤ 0.
(3.10)
(ii) It follows from the result of (i) and boundedness that
∑N
i,j=1 ‖ψi − ψj‖
2
2 converges as
time goes infinity. Then, it follows from the boundedness of dψi
dt
that
d2
dt2
N∑
i,j=1
‖ψi − ψj‖
2
2 = −2Nκ
d
dt
(
N∑
i=1
(〈ψc|ψi〉 − 〈ψi|ψc〉)(〈ψi|ψc〉 − 〈ψc|ψi〉)
)
.
By Barbalat’s lemma, one has
lim
t→∞
d
dt
N∑
i,j=1
‖ψi − ψj‖
2
2 = 0
This and (3.10) yield
lim
t→∞
N∑
i=1
|〈ψc|ψi〉 − 〈ψi|ψc〉|
2 = 0.

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Remark 3.1. By the non-increasing property of the relative L2-distances between wave
functions, we can see that system (3.4) does not admit a periodic solution except equilibrium
solutions.
Next, we study the solution splitting property of (3.4). Consider the corresponding
nonlinear system:
i∂tϕj =
iκ
N
N∑
k=1
(〈ϕj |ϕk〉 − 〈ϕk|ϕj〉)ϕj , (t, x) ∈ R+ × T
d,
ϕj
∣∣∣
t=0
= ψinj , j = 1, · · · , N.
(3.11)
Theorem 3.2. Let {ψj} and {ϕj} be global smooth solutions to (3.4) and (3.11), respec-
tively. Then, one has
ψj(t, x) = e
−iHtϕj(t, x), j = 1, · · · , N.
Proof. It follows from (3.4) that
i∂tψi = Hψi +
iκ
N
N∑
k=1
(〈ψi|ψk〉 − 〈ψk|ψi〉)ψi.
Then, we have
i∂t(e
iHtψi) =
iκ
N
N∑
k=1
(〈eiHtψi|e
iHtψk〉 − 〈e
iHtψk|e
iHtψi〉)e
iHtψi.
This yields the desired result. 
In the following two sections, we introduce two new models in the Schro¨dinger-Lohe
hierarchy.
4. The Schro¨dinger-Lohe matrix model
In this section, we briefly discuss basic properties to the SL model and present the
infinite-dimensional analog of the complex LS model.
4.1. A bridge between the SL and LS models. For a givenH = −12∆x+V (x), let {φα1}
and {Eα1} be an orthonormal basis consisting of eigenfunctions and their corresponding
eigenvalues for H:
Hφα1 = Eα1φα1 , α1 = 1, 2, · · · .
Then the standing wave solution Φα1(t, x) := e
−iEα1tφα1(x) satisfies the linear Schro¨dinger
equation:
i∂tΦα1 = HΦα1 , α1 = 1, 2, · · · ,
and we set ψj to be a linear combination of {Φα1}α1 as follows:
(4.1) ψj(t, x) =
∑
α1
[vj(t)]α1Φα1(t, x), j = 1, · · · , N.
Suppose that ψj satisfies the SL model with ‖ψj‖2 = 1:
(4.2) i∂tψj = Hψj +
iκ
N
N∑
k=1
(ψk − 〈ψk|ψj〉ψj).
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We use (4.1) to rewrite the L.H.S. of (4.2) to see
i∂tψj =
∑
α1
([vj ]α1 i∂tΦα1 + [v˙j ]α1 iΦα1) =
∑
α1
([vj ]α1HΦα1 + [v˙j ]α1 iΦα1)
= Hψj + i
∑
α1
[v˙j]α1Φα1 .
(4.3)
Now, we equate (4.2) and (4.3) to get
Hψj + i
∑
α
[v˙j ]α1Φα1 = Hψj +
iκ
N
N∑
k=1
(ψk − 〈ψk|ψj〉ψj)
= Hψj +
iκ
N
N∑
k=1
∑
α1
([vk]α1 − 〈ψk|ψj〉[vj ]α1)Φα1 .
This yields ∑
α1
[v˙j ]α1Φα1 =
κ
N
N∑
k=1
∑
α1
([vk]α1 − 〈ψk|ψi〉[vj ]α1)Φα1 .
Since {Φα1} is an orthonormal basis, one has
(4.4)
d
dt
[vj ]α1 =
κ
N
N∑
k=1
([vk]α1 − 〈ψk|ψj〉[vj ]α1), j = 1, · · · , N, α1 = 1, 2, · · · .
For each j = 1, · · · , N , we define an infinite complex vector in (ℓ∞ ∩ ℓ2)(Z+):
vj = ([vj ]1, [vj ]2, · · · ).
We use the definition of 〈·|·〉 to get
〈ψk|ψj〉 =
∑
α1,β1
〈
[vk]α1Φα1
∣∣∣[vj ]β1Φβ1〉 = ∑
α1,β1
[v¯k]α1 [vj ]β1
〈
Φα1
∣∣∣Φβ1〉
=
∑
α1
[v¯k]α1 [vj ]α1 = 〈vk|vj〉.
(4.5)
Finally, we combine (4.4) and (4.5) to derive an infinite-dimensional counterpart for the
complex Lohe sphere model on (ℓ2 ∩ ℓ∞)(Z+):
(4.6) v˙j =
κ
N
N∑
k=1
(vk − 〈vk|vj〉vj), j = 1, · · · , N.
4.2. The SLM model. In the previous subsection, we showed that the SL model can
be reduced to the extended complex LS model on (ℓ2 ∩ ℓ∞)(Z+). Below, we propose a
Schrodinger-Lohe type model which can be reduced to the LM model in Section 2.2, and
study its emergent dynamics in a priori setting by assuming a global well-posedness of a
smooth solution.
Recall the complex LM model for d1 × d2 complex matrix Aj:
(4.7) A˙j −BAj︸ ︷︷ ︸
free flow
= κ0(AcA
∗
jAj −AjA
∗
cAj) + κ1(AjA
∗
jAc −AjA
∗
cAj)︸ ︷︷ ︸
cubic mean-field interactions
.
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In the sequel, we present the Schro¨dinger-Lohe type model which can be associated with
the generalized Lohe matrix model (4.7).
Next, we introduce the Schrodinger-Lohe matrix model(SLM) for a homogeneous ensem-
ble. First, we set
H := −
1
2
∆x1 −
1
2
∆x2 + V, V = V (x1, x2), (x1, x2) ∈ T
d × Td,
where the one-body potential is assumed to be continuous for our emergent dynamics. How-
ever, for a global well-posedness of classical solutions based on energy method, we might
need to assume high regularity of the potential.
For notational simplicity, we suppress t-dependence on Ψ and use a handy notation for
a partial inner product:
Ψj(x1, x2) ≡ Ψj(t, x1, x2), t ≥ 0, (x1, x2) ∈ T
d × Td,
and for Ψ(x1, x2) and Ψ˜(x1, x2), we set
〈Ψ(x∗2)|Ψ˜(x2)〉 :=
∫
Td
Ψ(x∗1, x
∗
2)Ψ˜(x
∗
1, x2)dx
∗
1,
〈Ψ(x∗1)|Ψ˜(x1)〉 :=
∫
Td
Ψ(x∗1, x
∗
2)Ψ˜(x1, x
∗
2)dx
∗
2.
(4.8)
Now, we propose the Schrodinger-Lohe matrix(SLM) model as follows: for t > 0 and
xi, x
∗
i ∈ T
d,
(4.9)

i∂tΨj(x1, x2)−HΨj(x1, x2)
= iκ0
∫
T2d
(
Ψc(x1, x
∗
2)Ψj(x
∗
1, x
∗
2)Ψj(x
∗
1, x2)−Ψj(x1, x
∗
2)Ψc(x
∗
1, x
∗
2)Ψj(x
∗
1, x2)
)
dx∗1dx
∗
2
+iκ1
∫
T2d
(
Ψj(x1, x
∗
2)Ψj(x
∗
1, x
∗
2)Ψc(x
∗
1, x2)−Ψj(x1, x
∗
2)Ψc(x
∗
1, x
∗
2)Ψj(x
∗
1, x2)
)
dx∗1dx
∗
2,
Ψj
∣∣∣
t=0
= Ψinj , j = 1, · · · , N,
where Ψc :=
1
N
∑N
k=1Ψk.
Under the handy notation (4.8), system (4.9) becomes
(4.10)


i∂tΨj(x1, x2)−HΨj(x1, x2)
= iκ0
∫
Td
(〈
Ψj(x
∗
2)
∣∣∣Ψj(x2)〉Ψc(x1, x∗2)− 〈Ψc(x∗2)∣∣∣Ψj(x2)〉Ψj(x1, x∗2))dx∗2
+iκ1
∫
Td
(〈
Ψj(x
∗
2)
∣∣∣Ψc(x2)〉− 〈Ψc(x∗2)∣∣∣Ψj(x2)〉)Ψj(x1, x∗2)dx∗2,
Ψj
∣∣∣
t=0
= Ψinj , j = 1, · · · , N.
Since a global well-posedness of (4.9) can be treated using a standard energy method as
in [15] for the SL model in a suitable Sobolev space setting, we will focus on the emergent
dynamics in a priori setting. Notice that the R.H.S. of (4.7) and (4.9) are structurally the
same.
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Proposition 4.1. Let {Ψj} be a global smooth solution to (4.9) with the initial data ‖Ψ
in
j ‖ =
1. Then L2-norm of Ψj is a conserved quantity:
d
dt
‖Ψj(t)‖2 = 0, t > 0, i = 1, · · · , N.
where
‖Ψj(t)‖2 :=
∫
T2d
|Ψj(t, x1, x2)|
2dx2dx1, t ≥ 0.
Proof. By definition of ‖Ψj‖
2
2, one has
(4.11)
d
dt
‖Ψj‖
2
2 =
∫
T2d
(∂tΨj(x1, x2))Ψj(x1, x2)dx1dx2 + (c.c.),
where (c.c.) denotes the complex conjugate of the first term.
This yields∫
T2d
(∂tΨj(x1, x2))Ψj(x1, x2)dx1dx2 = −
∫
T2d
iHΨj(x1, x2)Ψj(x1, x2)dx1dx2
+
κ0
N
N∑
k=1
∫
T4d
(
Ψk(x1, x
∗
2)Ψj(x
∗
1, x
∗
2)Ψj(x
∗
1, x2)−Ψj(x1, x
∗
2)Ψk(x
∗
1, x
∗
2)Ψj(x
∗
1, x2)
)
×Ψj(x1, x2)dx
∗
1dx
∗
2dx1dx2
+
κ1
N
N∑
k=1
∫
T4d
(
Ψj(x1, x
∗
2)Ψj(x
∗
1, x
∗
2)Ψk(x
∗
1, x2)−Ψj(x1, x
∗
2)Ψk(x
∗
1, x
∗
2)Ψj(x
∗
1, x2)
)
×Ψj(x1, x2)dx
∗
1dx
∗
2dx1dx2.
(4.12)
We use H† = H, (4.11) and (4.12) to get∫
T2d
(∂tΨj(x1, x2))Ψj(x1, x2)dx1dx2 + (c.c.) = 0.
This yields the desired estimate. 
Consider the Cauchy problem to the nonlinear system associated with (4.9):
(4.13)


i∂tϕj(x1, x2)
= iκ0
∫
Td
(〈
ϕj(x
∗
2)
∣∣∣ϕj(x2)〉ϕc(x1, x∗2)− 〈ϕc(x∗2)∣∣∣ϕj(x2)〉ϕj(x1, x∗2))dx∗2
+iκ1
∫
Td
(〈
ϕi(x
∗
2)
∣∣∣ϕc(x2)〉− 〈ϕc(x∗2)∣∣∣ϕj(x2)〉)ϕj(x1, x∗2)dx∗2,
ϕj
∣∣∣
t=0
= Ψinj .
Now we will show the solution splitting property of the SLM model (4.9).
Proposition 4.2. Suppose that the one-body potential V is additive in the sense that
(4.14) V (x1, x2) = V1(x1) + V2(x2),
and let {Ψj} and {ϕj} be global smooth solutions to (4.9) and (4.13), respectively. Then,
one has
Ψj(t, x1, x2) = e
−iHtϕj(t, x1, x2), j = 1, · · · , N.
14 HA AND PARK
Proof. First, we claim:
(4.15) e−iH(x1,x2)t = e−iH1(x1)te−iH2(x2)t = e−iH2(x2)te−iH1(x1)t,
where Hi = −
1
2∆xi + Vi(xi).
Proof of (4.15): For any C2-test function f = f(x1, x2), we use (4.14) and definition of H
to get
Hf(x1, x2) =
(
−
1
2
∆x1f(x1, x2) + V1(x1)f(x1, x2)
)
+
(
−
1
2
∆x2f(x1, x2) + V2(x2)f(x1, x2)
)
= H1f(x1, x2) +H2f(x1, x2)
= H2f(x1, x2) +H1f(x1, x2)
(4.16)
and
(H1 ◦ H2)f(x1, x2) = H1
(
−
1
2
∆x2f(x1, x2) + V2(x2)f(x1, x2)
)
=
1
4
∆x1∆x2f(x1, x2)−
1
2
V1(x1)∆x2f(x1, x2)−
1
2
V2(x2)∆x1f(x1, x2) + V1(x1)V2(x2)f(x1, x2)
=
1
4
∆x2∆x1f(x1, x2)−
1
2
V2(x2)∆x1f(x1, x2)−
1
2
V1(x1)∆x2f(x1, x2) + V2(x2)V1(x1)f(x1, x2)
= (H2 ◦ H1)f(x1, x2).
(4.17)
Now, we use (4.16) and (4.17) to get the desired estimate (4.15):
e−iHt = e−iH1t−iH2t = e−iH1te−iH2t = e−iH2te−iH1t.
• Step B: For t ∈ R+, xi ∈ T
d, j = 1, · · · , N , we set
ϕj(t, x1, x2) := e
iHtΨj(t, x1, x2), or Ψj(t, x1, x2) = e
−iHtϕj(t, x1, x2).
Suppose that Ψj satisfies system (4.9). Then, it suffices to show that ϕj satisfies (4.13). For
this, we multiply eiHt to (4.9) and compare the L.H.S. and R.H.S of the resulting relation
to derive (4.13) for ϕj .
⋄ (Estimate of L.H.S.): By direct calculation, one has
(4.18) eiHt i∂tΨj − e
iHtHΨj = i∂t(e
iHtΦj) = i∂tϕj .
⋄ (Estimate of R.H.S.): Recall the R.H.S.:
iκ0e
iHt
∫
Td
(〈
Ψj(x
∗
2)
∣∣∣Ψj(x2)〉Ψc(x1, x∗2)− 〈Ψc(x∗2)∣∣∣Ψj(x2)〉Ψj(x1, x∗2))dx∗2
+ iκ1e
iHt
∫
Td
(〈
Ψj(x
∗
2)
∣∣∣Ψc(x2)〉 − 〈Ψc(x∗2)∣∣∣Ψj(x2)〉)Ψj(x1, x∗2)dx∗2.(4.19)
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Then, we use the isometry of eiHt to rewrite (4.19) as
iκ0
∫
Td
(〈
ϕj(x
∗
2)
∣∣∣ϕj(x2)〉ϕc(x1, x∗2)− 〈ϕc(x∗2)∣∣∣ϕj(x2)〉ϕj(x1, x∗2))dx∗2
+ iκ1
∫
Td
(〈
ϕj(x
∗
2)
∣∣∣ϕc(x2)〉ϕj(x1, x∗2)− 〈ϕc(x∗2)∣∣∣ϕj(x2)〉ϕj(x1, x∗2))dx∗2.(4.20)
Finally, we combine (4.18) and (4.20) to get the desired system (4.13). 
4.3. Reduction to the LM model. Next, we discuss how system (4.9) can be reduced
to the generalized Lohe matrix model (2.4) using the same strategy in Section 4.1
Suppose that H is additive without any interaction Hamiltonians:
H = H1 +H2, Hi = −
1
2
∆xi + Vi(xi), xi ∈ T
d, i = 1, 2.
From the chapter 11 of the book [26] we know that the eigenfunctions of the Hermitian
operator H forms the orthonormal basis. Let {φ1α(x1)}
∞
α1=1 and {φ
2
α2
(x2)}
∞
α2=1 be two
orthonormal basis consisting of eigenfunctions of Hi:
H1φ
1
α1
= E1α1φ
1
α1
and H2φ
2
α2
= E2α2φ
2
α2
.
Now, we introduce standing wave solutions Φ1α1 and Φ
2
α2
as follows:
Φ1α1(t, x1) := e
−iE1αtφ1α1(x1) and Φ
2
α2
(t, x2) := e
−iE2αtφ2α2(x2).
Then, it is easy to see
i∂tΦ
1
α1
= E1αΦ
1
α1
, i∂tΦ
2
α2
= E2α2Φ
2
α2
,
H1Φ
1
α1
= E1α1Φ
1
α1
, H2Φ
2
α2
= E2α2Φ
2
α2
.
(4.21)
Due to (4.21), the tensor product
(Φ1α1 ⊗ Φ
2
α2
)(t, x1, x2) := Φ
1
α1
(t, x1)Φ
2
α2
(t, x2)
satisfies two-dimensional linear Schro¨dinger equation with the Hamiltonian H:
i∂t(Φ
1
α1
⊗ Φ2α2) = (E
1
α1
+ E2α2)(Φ
1
α1
⊗ Φ2α2) = H(Φ
1
α1
⊗ Φ2α2).(4.22)
Now, we expand Ψj = Ψj(t, x1, x2) in terms of the basis {Φ
1
α1
⊗ Φ2α2}α1,α2 :
(4.23) Ψj =
∑
α1,α2
[Aj(t)]α1α2
(
Φ1α1 ⊗ Φ
2
α2
)
.
Here we set Aj = ([Aj ]αβ) to be an infinite matrix (see a review paper [35] for theory of
infinite matrices).
Proposition 4.3. Let {Ψj} be a global smooth solution to (4.9), and let Aj = ([Aj ]α1α2)
be an infinite matrix whose elements is given as a coefficient in (4.23). Then, the matrix
ensemble {Aj} satisfies the generalized Lohe matrix model on (ℓ
∞ ∩ ℓ2)(Z2+):
A˙j = κ0(AcA
∗
jAj −AjA
∗
cAj) + κ1(AjA
∗
jAc −AjA
∗
cAj), j = 1, · · · , N.
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Proof. We differentiate (4.23) with respect to t and use (4.22) to derive
i∂tΨj =
∑
α1,α2
[
[A˙j ]α1α2 i(Φ
1
α1
⊗ Φ2α2) + [Aj ]α1α2 i∂t(Φ
1
α1
⊗ Φ2α2)
]
=
∑
α1,α2
[
[A˙j ]α1α2 i(Φ
1
α1
⊗ Φ2α2) + [Aj ]α1α2H(Φ
1
α1
⊗ Φ2α2)
]
.
(4.24)
We substitute (4.23) into (4.9) to find
i
∑
α1,α2
[A˙j ]α1α2(Φ
1
α1
⊗ Φ2α2)(x1, x2)
= iκ0
∫
Td
(〈
Ψj(x
∗
2)
∣∣∣Ψj(x2)〉Ψc(x1, x∗2)− 〈Ψc(x∗2)∣∣∣Ψj(x2)〉Ψj(x1, x∗2))dx∗2︸ ︷︷ ︸
=:I11
+ iκ1
∫
Td
(〈
Ψj(x
∗
2)
∣∣∣Ψc(x2)〉Ψj(x1, x∗2)− 〈Ψc(x∗2)∣∣∣Ψj(x2)〉Ψj(x1, x∗2))dx∗2︸ ︷︷ ︸
=:I12
.
(4.25)
Below, we estimate I1i separately.
• (Estimate of I11): By direct estimate, one has
I11 =
∫
Td
(〈
Ψj(x
∗
2)
∣∣∣Ψj(x2)〉Ψc(x1, x∗2)− 〈Ψc(x∗2)∣∣∣Ψj(x2)〉Ψj(x1, x∗2)) dx∗2
=
∑
α,β,γ,δ,ǫ,η
∫
T2d
(
[Ac]αβ [A¯j ]γδ[Aj ]ǫη − [Aj ]αβ [A¯c]γδ [Aj]ǫη
)
× Φ1α(x1)Φ
2
β(x
∗
2)Φ
1
γ(x
∗
1)Φ
2
δ(x
∗
2)Φ
1
ǫ(x
∗
1)Φ
2
η(x2)dx
∗
1dx
∗
2
=
∑
α,β,γ,δ,ǫ,η
(
[Ac]αβ[A¯j ]γδ [Aj ]ǫη − [Aj ]αβ[A¯c]γδ [Aj ]ǫη
)
Φ1α(x1)Φ
2
η(x2)δγǫδβδ
=
∑
α,β,γ,η
([Ac]αβ[A¯j ]γβ [Aj ]γη − [Aj ]αβ[A¯c]γβ [Aj ]γη)(Φ
1
α ⊗ Φ
2
η)(x1, x2).
(4.26)
• (Estimate of I12): Similarly, one has
(4.27) I12 =
∑
α,η
[AjA
∗
jAc −AjA
∗
cAj ]αη(Φ
1
α ⊗ Φ
2
η)(x1, x2).
We combine (4.25), (4.26) and (4.27) to get∑
α1,α2
[A˙j(t)]α1α2 i(Φ
1
α1
⊗Φ2α2) = i
∑
α,η
(
κ0[AcA
∗
jAj−AjA
∗
cAj ]αη+κ1[AjA
∗
jAc−AjA
∗
cAj ]αη
)
(Φ1α⊗Φ
2
η).
Then, we use the orthonormality of {Φ1α1 ⊗ Φ
2
α2
} to see
[A˙j ]αβ = κ0[AcA
∗
jAj −AjA
∗
cAj ]αβ + κ1[AjA
∗
jAc −AjA
∗
cAj ]αβ .
This yields
A˙j = κ0(AcA
∗
jAj −AjA
∗
cAj) + κ1(AjA
∗
jAc −AjA
∗
cAj).

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4.4. Emergent dynamics. In this subsection, we introduce an order parameter and study
emergent dynamics of (4.9). For a given ensemble {Ψi = Ψi(x1, x2)}, we set
Ψc :=
1
N
N∑
k=1
Ψk and R := ‖Ψc‖2.
Lemma 4.1. Let {Ψi} be a global smooth solution to (4.9). Then, the order parameter R
satisfies
(i)
dR2
dt
=
κ0
N
N∑
i=1
∫
T2d
∣∣∣∣
∫
Td
(Ψc(x1, x2)Ψi(x
∗
1, x2)−Ψi(x1, x2)Ψc(x
∗
1, x2))dx2
∣∣∣∣2 dx1dx∗1
+
κ1
N
N∑
i=1
∫
T2d
∣∣∣∣
∫
Td
(Ψc(x1, x2)Ψi(x1, x
∗
2)−Ψi(x1, x2)Ψc(x1, x
∗
2))dx1
∣∣∣∣2 dx2dx∗2 ≥ 0.
(ii)
d
dt
N∑
i,j=1
‖Ψi −Ψj‖
2
2
= −2κ0N
N∑
i=1
∫
T2d
∣∣∣∣
∫
Td
(Ψc(x1, x2)Ψi(x
∗
1, x2)−Ψi(x1, x2)Ψc(x
∗
1, x2))dx2
∣∣∣∣2 dx1dx∗1
− 2κ1N
N∑
i=1
∫
T2d
∣∣∣∣
∫
Td
(Ψc(x1, x2)Ψi(x1, x
∗
2)−Ψi(x1, x2)Ψc(x1, x
∗
2))dx1
∣∣∣∣2 dx2dx∗2 ≤ 0.
Proof. (i) Note that
d
dt
〈Ψi|Ψj〉 = 〈∂tΨi|Ψj〉+ 〈Ψi|∂tΨj〉.
Below, we estimate the second term 〈Ψi|∂tΨj〉. By direct calculation, one has
〈Ψi|∂tΨj〉 =
∫
T2d
Ψi(x1, x2)∂tΨj(x1, x2)dx1dx2 =
∫
T2d
(−i)Ψi(x1, x2)(HΨj)(x1, x2)dx1dx2︸ ︷︷ ︸
:=Iij21
+ κ0
∫
T4d
Ψi(x1, x2)Ψc(x1, x
∗
2)Ψj(x
∗
1, x
∗
2)Ψj(x
∗
1, x2)dx1dx2dx
∗
1dx
∗
2︸ ︷︷ ︸
:=Iij22
− κ0
∫
T4d
Ψi(x1, x2)Ψj(x1, x
∗
2)Ψc(x
∗
1, x
∗
2)Ψj(x
∗
1, x2)dx1dx2dx
∗
1dx
∗
2︸ ︷︷ ︸
:=Iij23
+ κ1
∫
T4d
Ψi(x1, x2)Ψj(x1, x
∗
2)Ψj(x
∗
1, x
∗
2)Ψc(x
∗
1, x2)dx1dx2dx
∗
1dx
∗
2︸ ︷︷ ︸
:=Iij24
− κ1
∫
T4d
Ψi(x1, x2)Ψj(x1, x
∗
2)Ψc(x
∗
1, x
∗
2)Ψj(x
∗
1, x2)dx1dx2dx
∗
1dx
∗
2︸ ︷︷ ︸
:=Iij25
.
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The term I ij21 will be cancelled with a similar term in 〈∂tΨi|Ψj〉 due to the Hermitian
property of H. Then we have
d
dt
N∑
i,j=1
〈Ψi|Ψj〉 = κ0
N∑
i,j=1
(
I ij22 + I¯
ij
22 − I
ij
23 − I¯
ij
23
)
+ κ1
N∑
i,j=1
(
I ij24 + I¯
ij
24 − I
ij
25 − I¯
ij
25
)
.
The other terms I ij2k, k = 2, · · · , 5 can be treated as follows.
N∑
i,j=1
I ij22 = N
N∑
i=1
∫
T4d
Ψc(x1, x2)Ψc(x1, x
∗
2)Ψi(x
∗
1, x
∗
2)Ψi(x
∗
1, x2)dx1dx2dx
∗
1dx
∗
2,
N∑
i,j=1
I ij23 = N
N∑
i=1
∫
T4d
Ψc(x1, x2)Ψi(x1, x
∗
2)Ψc(x
∗
1, x
∗
2)Ψi(x
∗
1, x2)dx1dx2dx
∗
1dx
∗
2,
N∑
i,j=1
I ij24 = N
N∑
i=1
∫
T4d
Ψc(x1, x2)Ψi(x1, x
∗
2)Ψi(x
∗
1, x
∗
2)Ψc(x
∗
1, x2)dx1dx2dx
∗
1dx
∗
2,
N∑
i,j=1
I ij25 = N
N∑
i=1
∫
T4d
Ψc(x1, x2)Ψi(x1, x
∗
2)Ψc(x
∗
1, x
∗
2)Ψi(x
∗
1, x2)dx1dx2dx
∗
1dx
∗
2.
Note that
N∑
i,j=1
(
I ij22 + I¯
ij
22 − I
ij
23 − I¯
ij
23
)
= −N
N∑
i=1
∫
T4d
(Ψc(x1, x2)Ψi(x
∗
1, x2)−Ψi(x1, x2)Ψc(x
∗
1, x2))
× (Ψc(x∗1, x
∗
2)Ψi(x1, x
∗
2)−Ψi(x
∗
1, x
∗
2)Ψc(x1, x
∗
2))dx1dx2dx
∗
1dx
∗
2
= −N
N∑
i=1
∫
T2d
(∫
Td
(Ψc(x1, x2)Ψi(x
∗
1, x2)−Ψi(x1, x2)Ψc(x
∗
1, x2))dx2
)
×
(∫
T2
(Ψc(x
∗
1, x
∗
2)Ψi(x1, x
∗
2)−Ψi(x
∗
1, x
∗
2)Ψc(x1, x
∗
2))dx
∗
2
)
dx1dx
∗
1
= N
N∑
i=1
∫
T2d
∣∣∣∣
∫
Td
(Ψc(x1, x2)Ψi(x
∗
1, x2)−Ψi(x1, x2)Ψc(x
∗
1, x2))dx2
∣∣∣∣2 dx1dx∗1 ≥ 0.
Similarly, we have
N∑
i,j=1
(
I ij24 + I¯
ij
24 − I
ij
25 − I¯
ij
25
)
= N
N∑
i=1
∫
T2d
∣∣∣∣
∫
Td
(Ψc(x1, x2)Ψi(x1, x
∗
2)−Ψi(x1, x2)Ψc(x1, x
∗
2))dx1
∣∣∣∣2 dx2dx∗2 ≥ 0.
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Finally we have
d
dt

 N∑
i,j=1
〈Ψi|Ψj〉

 = κ0N N∑
i=1
∫
T2d
∣∣∣∣
∫
Td
(Ψc(x1, x2)Ψi(x
∗
1, x2)−Ψi(x1, x2)Ψc(x
∗
1, x2))dx2
∣∣∣∣2 dx1dx∗1
+ κ1N
N∑
i=1
∫
T2d
∣∣∣∣
∫
Td
(Ψc(x1, x2)Ψi(x1, x
∗
2)−Ψi(x1, x2)Ψc(x1, x
∗
2))dx1
∣∣∣∣2 dx2dx∗2 ≥ 0.
(ii) By direct calculation, one has
d
dt

 N∑
i,j=1
‖Ψi −Ψj‖
2
2

 = d
dt

 N∑
i,j=1
(2− 〈Ψi|Ψj〉 − 〈Ψj |Ψi〉)

 = −2 d
dt

 N∑
i,j=1
〈Ψi|Ψj〉


= −2κ0N
N∑
i=1
∫
T2d
∣∣∣∣
∫
Td
(Ψc(x1, x2)Ψi(x
∗
1, x2)−Ψi(x1, x2)Ψc(x
∗
1, x2))dx2
∣∣∣∣2 dx1dx∗1
− 2κ1N
N∑
i=1
∫
T2d
∣∣∣∣
∫
Td
(Ψc(x1, x2)Ψi(x1, x
∗
2)−Ψi(x1, x2)Ψc(x1, x
∗
2))dx1
∣∣∣∣2 dx2dx∗2 ≤ 0.

Theorem 4.1. Let {Ψi} be a global smooth solution to (4.9) with the initial data satisfying
Rin > 0. Then we have
(i) R(t) ≥ Rin, t > 0 and lim
t→∞
|R˙(t)| = 0.
(ii) lim
t→∞
∫
T2d
∣∣∣〈Ψc(x1)|Ψj(x∗1)〉 − 〈Ψj(x1)|Ψc(x∗1)〉∣∣∣2dx1dx∗1 = 0.
(iii) lim
t→∞
∫
T2d
∣∣∣〈Ψc(x2)|Ψj(x∗2)〉 − 〈Ψj(x2)|Ψc(x∗2)〉∣∣∣2dx2dx∗2 = 0.
Proof. (i) It follows from Lemma 4.1 (i) that
dR2
dt
=
κ0
N
N∑
i=1
∫
T2d
∣∣∣〈Ψc(x1)|Ψj(x∗1)〉 − 〈Ψj(x1)|Ψc(x∗1)〉∣∣∣2dx1dx∗1
+
κ1
N
N∑
i=1
∫
T2d
∣∣∣〈Ψc(x2)|Ψj(x∗2)〉 − 〈Ψj(x2)|Ψc(x∗2)〉∣∣∣2dx2dx∗2 ≥ 0.
Thus, one has
R2(t) ≥ |Rin|2, i.e., R(t) ≥ Rin, t > 0.
Since R is non-decreasing and bounded by 1, there exists R∞ ∈ [Rin, 1] such that
lim
t→∞
R(t) = R∞.

Next, we show that d
2
dt2
R2 is uniformly bounded in t so that d
dt
R2 is uniformly continuous.
Lemma 4.2. Let {Ψi}
N
i=1 be a global smooth solution of (4.14). Then the second derivative
of R(t)2 = ‖Ψc(t)‖
2
2 is uniformly bounded in time.
20 HA AND PARK
Proof. Note that
d
dt
R2 =
κ0
N
N∑
j=1
∫
T2d
∣∣∣〈Ψc(x1)|Ψj(x∗1)〉 − 〈Ψj(x1)|Ψc(x∗1)〉∣∣∣2dx1dx∗1
+
κ1
N
N∑
j=1
∫
T2d
∣∣∣〈Ψc(x2)|Ψj(x∗2)〉 − 〈Ψj(x2)|Ψc(x∗2)〉∣∣∣2dx2dx∗2.
Then one has
d2
dt2
R2 =
κ0
N
N∑
j=1
∫
T2d
∂t
∣∣∣〈Ψc(x1)|Ψj(x∗1)〉 − 〈Ψj(x1)|Ψc(x∗1)〉∣∣∣2dx1dx∗1
+
κ1
N
N∑
j=1
∫
T2d
∂t
∣∣∣〈Ψc(x2)|Ψj(x∗2)〉 − 〈Ψj(x2)|Ψc(x∗2)〉∣∣∣2dx2dx∗2.
Now we show the R.H.S. of the above relation is uniformly bounded. For this, note that
∂t
∣∣∣〈Ψc(x1)|Ψj(x∗1)〉 − 〈Ψj(x1)|Ψc(x∗1)〉∣∣∣2
= ∂t
(
(〈Ψc(x1)|Ψj(x
∗
1)〉 − 〈Ψj(x1)|Ψc(x
∗
1)〉)(〈Ψj(x
∗
1)|Ψc(x1)〉 − 〈Ψc(x
∗
1)|Ψj(x1)〉)
)
=
1
N2
N∑
k=1
∂t
(
(〈Ψk(x1)|Ψj(x
∗
1)〉 − 〈Ψj(x1)|Ψk(x
∗
1)〉)(〈Ψj(x
∗
1)|Ψl(x1)〉 − 〈Ψl(x
∗
1)|Ψj(x1)〉)
)
.
(4.28)
Below we will show that each term in (4.28) is bounded. Since ∂tΨi = −iHΨi+(Coupling terms),
we will decompose ∂tΨi with two part. By direct calculation, (Coupling terms) part can be
bounded as follows:
‖∂tΨi + iHΨi‖2
≤ κ0
∥∥∥∥
∫
T2d
(
Ψc(x1, x
∗
2)Ψj(x
∗
1, x
∗
2)Ψj(x
∗
1, x2)−Ψj(x1, x
∗
2)Ψc(x
∗
1, x
∗
2)Ψj(x
∗
1, x2)
)
dx∗1dx
∗
2
∥∥∥∥
2
+ κ1
∥∥∥∥
∫
T2d
(
Ψj(x1, x
∗
2)Ψj(x
∗
1, x
∗
2)Ψc(x
∗
1, x2)−Ψj(x1, x
∗
2)Ψc(x
∗
1, x
∗
2)Ψj(x
∗
1, x2)
)
dx∗1dx
∗
2
∥∥∥∥
2
.
From the Ho¨lder inequality, we have the boundedness of ‖∂tΨi+iHΨi‖2. Now we will prove
the boundedness of the terms involved with HΨi. In general, we have following result:∫
T4d
(HΨi(x1, x2))Ψj(x∗1, x2)Ψk(x
∗
1, x
∗
2)Ψl(x1, x
∗
2)dx1dx2dx
∗
1dx
∗
2
+
∫
T4d
Ψi(x1, x2)Ψj(x∗1, x2)Ψk(x
∗
1, x
∗
2)(HΨl(x1, x
∗
2))dx1dx2dx
∗
1dx
∗
2
(4.29)
is bounded for all i, j, k, l. From
HΨi(x1, x2) = −
1
2
(∆x1 +∆x2)Ψi(x1, x2) + (V1(x1) + V2(x2))Ψi(x1, x2),
HΨl(x1, x
∗
2) = −
1
2
(∆x1 +∆x∗2)Ψl(x1, x
∗
2) + (V1(x1) + V2(x
∗
2))Ψl(x1, x
∗
2),
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we can easily check that the term involved with V1(x1) and V2(x2) are bounded, since
continuous functions V1 and V2 are defined on the compact set T
d. Now it is sufficient to
prove that ∫
T4d
∆x1(Ψi(x1, x2)Ψj(x
∗
1, x2)Ψk(x
∗
1, x
∗
2)Ψl(x1, x
∗
2))dx1dx2dx
∗
1dx
∗
2
is bounded. However we have∫
T4d
∆x1(Ψi(x1, x2)Ψj(x
∗
1, x2)Ψk(x
∗
1, x
∗
2)Ψl(x1, x
∗
2))dx1dx2dx
∗
1dx
∗
2
=
∫
T4d
∇x1 ·
(
∇x1
(
Ψi(x1, x2)Ψj(x
∗
1, x2)Ψk(x
∗
1, x
∗
2)Ψl(x1, x
∗
2)
))
dx1dx2dx
∗
1dx
∗
2 = 0
due to the divergence theorem. So we know that the value of (4.29) is uniformly bounded
over time. If we use this property, then we can obtain the uniform boundedness of (4.28).
Now, we combine this results and (4.28) to get the uniform boundedness of∫
T2d
∂t
∣∣∣〈Ψc(x1)|Ψj(x∗1)〉 − 〈Ψj(x1)|Ψc(x∗1)〉∣∣∣2dx1dx∗1.
From this result, we have the uniform boundedness of d
2
dt2
R2 which implies the uniform
continuity of dR
2
dt
. Finally we apply Barbalat’s lemma to derive
lim
t→∞
dR2
dt
= 0.
This gives the desired estimate. 
5. The Schro¨dinger-Lohe tensor(SLT) model
In this section, we introduce the highest object located in the vertex of the infinite-
dimensional Schro¨dinger-Lohe hierarchy, namely “the Schrodinger-Lohe tensor model”. The
construction is pretty much the same as the construction of the Schro¨dinger-Lohe matrix
model in spirit in previous section. First, we choose a standing wave solution for each linear
Schro¨dinger equation with Hamiltonian Hi and then, take a tensor product on (T
d)m =
T
d × · · · × Td, and then express our solution Ψ(t, x1, · · · , xm) as a linear combination of
Φ1α1⊗Φ
2
α2
⊗· · ·⊗Φmαm with time-dependent coefficients. Finally, we design our Schro¨dinger-
Lohe tesnor model suitably so that it can be reduced into the Lohe tensor model as in the
Schro¨dinger-Lohe matrix model.
5.1. Construction of SLT model. Let x = (x1, · · · , xm) ∈ T
md and H be an interaction
free Hamiltonian:
H = −
1
2
m∑
j=1
∆xj + V (x1, x2, · · · , xm).
For each j = 1, · · · ,m, we set {Φjαj (t, xj)} be an orthonormal family of standing wave
solutions to the linear Schro¨dinger equation associated with the Hamiltonian Hj. Then,
the set {Φ1α1 ⊗Φ
2
α2
⊗ · · · ⊗Φmαm} is an orthonormal family of basis, and for a wave function
Ψi = Ψi(t, x1, · · · , xm), we set
Ψi(t, x) =
∑
α∗
[Ti(t)]α∗(Φ
1
α1
⊗ Φ2α2 ⊗ · · · ⊗ Φ
m
αm)(t, x), t ≥ 0, x ∈ T
md,(5.1)
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where α = (α1, · · · , αm) and
(Φ1α1 ⊗ Φ
2
α2
⊗ · · · ⊗ Φmαm)(t, x1, · · · , xm) := Φ
1
α1
(t, x1) · Φ
2
α2
(t, x2) · · ·Φ
m
αm(t, xm).
For notational simplicity, we also introduce several handy notation.
Ψ(x10, · · · , xm0) = Ψ(x∗0), Ψ(x11, · · · , xm1) = Ψ(x∗1),
Ψ(x1i1 , · · · , xmim) = Ψ(x∗i∗), Ψ(x1(1−i1), · · · , xm(1−im)) = Ψ(x∗(1−i∗)),
dx10 · · · dxm0 = dx∗0, dx11 · · · dxm1 = dx∗1,
dx1i1 · · · dxmim = dx∗i∗ , dx1(1−i1) · · · dxm(1−im) = dx∗(1−i∗).
Now, we consider the Cauchy problem to the SLT model:
(5.2)

i∂tΨj(x∗0)−HΨj(x∗0)
= i
∑
i∗∈{0,1}m
κi∗
∫
Tmd
(
Ψc(x∗i∗)Ψj(x∗1)Ψj(x∗(1−i∗))−Ψj(x∗i∗)Ψc(x∗1)Ψj(x∗(1−i∗))
)
dx∗1,
Ψj
∣∣∣
t=0
= Ψinj .
Note that the Schro¨dinger-Lohe model is a special case of Schro¨dinger-Lohe tensor model
withm = 1, and Schro¨dinger-Lohe matrix model is a special case of Schro¨dinger Lohe tensor
model with m = 2. If we consider the case m = 0 of the Schro¨dinger-Lohe model, then Ψi is
no longer a function of space, i.e., Ψi is a complex-valued function defined on time domain.
Hence, we can easily derive the Kuramoto model from the Lohe tensor model.
Proposition 5.1. Let {Ψj} be a global smooth solution to (5.2). Then L
2-norm of Ψi is a
conserved quantity.
d
dt
‖Ψi(t)‖
2
2 = 0, t > 0, i = 1, · · · , N.
Proof. By direct calculation, one has
d
dt
〈Ψi|Ψi〉 = 〈Ψi|∂tΨi〉+ (c.c.) =
〈
Ψi
∣∣∣− iHΨi(x∗0)
+
∑
i∗∈{0,1}m
κi∗
∫
Tmd
(
Ψc(x∗i∗)Ψi(x∗1)Ψi(x∗(1−i∗))−Ψi(x∗i∗)Ψc(x∗1)Ψi(x∗(1−i∗))
)
dx∗1
〉
+ (c.c.)
=
∑
i∗∈{0,1}m
κi∗
〈
Ψi
∣∣∣ ∫
Tmd
(Ψc(x∗i∗)Ψi(x∗1)Ψi(x∗(1−i∗))−Ψi(x∗i∗)Ψc(x∗1)Ψi(x∗(1−i∗)))dx∗1
〉
+ (c.c.)
=
∑
i∗∈{0,1}m
κi∗
∫
T2md
(Ψi(x∗0)Ψc(x∗i∗)Ψi(x∗1)Ψi(x∗(1−i∗))−Ψi(x∗0)Ψi(x∗i∗)Ψc(x∗1)Ψi(x∗(1−i∗)))dx∗1dx∗0︸ ︷︷ ︸
=:I31
+
∑
i∗∈{0,1}m
κi∗
∫
T2md
(Ψi(x∗0)Ψc(x∗i∗)Ψi(x∗1)Ψi(x∗(1−i∗))−Ψi(x∗0)Ψi(x∗i∗)Ψc(x∗1)Ψi(x∗(1−i∗)))dx∗1dx∗0︸ ︷︷ ︸
=:I32
.
Since x∗0 and x∗1 are dummy variables, we can exchange
x∗1 ↔ x∗i∗ , x∗0 ↔ x∗(1−i∗).
Hence, we can obtain
I31 = −I32
to get the desired estimate d
dt
〈Ψi|Ψi〉 = 0. 
AN INFINITE-DIMENSIONAL SCHRO¨DINGER-LOHE HIERARCHY 23
Consider the Cauchy problem to the nonlinear system associated with (5.2):
(5.3)

i∂tϕi(x∗0)
= i
∑
i∗∈{0,1}m
κi∗
∫
Tmd
(
ϕc(x∗i∗)ϕi(x∗1)ϕi(x∗(1−i∗))− ϕi(x∗i∗)ϕc(x∗1)ϕi(x∗(1−i∗))
)
dx∗1,
ϕi
∣∣∣
t=0
= Ψini .
Next, we derive the solution splitting property of (5.3).
Proposition 5.2. Suppose that the one-body potential V is additive:
V (x1, · · · , xm) =
m∑
j=1
Vj(xj),
and let {Ψi} and {ϕi} be global smooth solutions to (5.2) and (5.3), respectively. Then, one
has
Ψi(t, x1, x2) = e
−iHtϕi(t, x1, x2).
Proof. As in the proof of Proposition 4.2, we have
H = −
1
2
m∑
j=1
∆xj + V (x1, x2, · · · , xm) =
m∑
j=1
(
−
1
2
∆xj + Vj(xj)
)
=
m∑
j=1
Hj,
Hi ◦ Hj = Hj ◦ Hi, ∀i, j ∈ {1, · · · , N}.
These relations imply
e−iH(x1,x2,··· ,xm)t = e−iHa1(xa1)t · e−iHa2(xa2 )t · · · · · e−iHam (xam)t,
where {a1, a2, · · · , am} = {1, 2, · · · ,m}. Therefore, one has
e−iH(x∗0)t = e−iH(x∗i∗ )t · eiH(x∗1)t · e−iH(x∗(1−i∗))t.
It follows from (5.2) that
i∂tΨi(x∗0) = HΨi(x∗0)
+ i
∑
i∗∈{0,1}m
κi∗
∫
Tmd
(
Ψc(x∗i∗)Ψi(x∗1)Ψi(x∗(1−i∗))−Ψi(x∗i∗)Ψc(x∗1)Ψi(x∗(1−i∗))
)
dx∗1.
Since we have
i∂tϕi(x∗0) = ∂t(e
iHtΨi(x∗0))
=
∑
i∗∈{0,1}m
κi∗e
iHt
∫
Tmd
(Ψc(x∗i∗)Ψi(x∗1)Ψi(x∗(1−i∗))−Ψi(x∗i∗)Ψc(x∗1)Ψi(x∗(1−i∗)))dx∗1
=
∑
i∗∈{0,1}m
κi∗
∫
Tmd
(eiH(x∗i∗ )tΨc(x∗i∗)e
iH(x∗1)tΨi(x∗1)e
iH(x
∗(1−i∗))tΨi(x∗(1−i∗))
− eiH(x∗i∗)tΨi(x∗i∗)e
iH(x∗1)tΨc(x∗1)e
iH(x
∗(1−i∗))tΨi(x∗(1−i∗)))dx∗1
=
∑
i∗∈{0,1}m
κi∗
∫
Tmd
(
ϕc(x∗i∗)ϕi(x∗1)ϕi(x∗(1−i∗))− ϕi(x∗i∗)ϕc(x∗1)ϕi(x∗(1−i∗)))dx∗1.

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5.2. Reduction to the LT model. In what follows, we present a reduction of the SLM
to the Lohe tensor model in [23]. The basic idea is the same as in Section 4.1 and Section
4.3 for rank-1 and rank-2 tensors.
Let {φiαi(xi)}
∞
αi=1
be an orthonormal system consisting of eigenfunctions of Hi:
Hiφ
i
αi
= Eiαiφ
i
αi
, i = 1, · · · , N.
Now, we introduce standing wave solution Φiαi as follows:
Φiαi(t, xi) := e
−iEiαi tφiαi(xi), i = 1, · · · , N.
Then, it is easy to see check
i∂t(Φ
1
α1
⊗ Φ2α2 ⊗ · · · ⊗ Φ
m
αm
) = H(Φ1α1 ⊗ Φ
2
α2
⊗ · · · ⊗ Φmαm).
Now, we expand Ψj = Ψj(t, x1, · · · , xm) in terms of the basis {Φ
1
α1
⊗ Φ2α2 ⊗ · · · ⊗ Φ
m
αm
}α∗ :
(5.4) Ψj =
∑
α∗
[Tj(t)]α∗(Φ
1
α1
⊗ Φ2α2 ⊗ · · · ⊗ Φ
m
αm
).
Proposition 5.3. Let {Ψj} be a global smooth solution to (5.2).Then, the coefficient [Tj ]α
satisfies the Lohe tensor model:
d
dt
[Tj ]α∗0 =
∑
i∗∈{0,1}m
κi∗
(
[Tc]α∗i∗ [T¯j ]α∗1 [Tj ]α∗(1−i∗) − [Tj ]α∗i∗ [T¯c]α∗1 [Tj ]α∗(1−i∗)
)
.
Proof. We substitute (5.4) into the L.H.S. of (5.2) to get
i∂tΨj(t, x∗0) = i
∑
α∗
(
[T˙j ]α∗Φ
1
α1
(t, x10)Φ
2
α2
(t, x20) · · ·Φ
m
αm(t, xm0)
+ [Tj ]α∗∂t(Φ
1
α1
(t, x10)Φ
2
α2
(t, x20) · · ·Φ
m
αm
(t, xm0))
)
= i
∑
α∗
[T˙j ]α∗Φ
1
α1
(t, x10)Φ
2
α2
(t, x20) · · ·Φ
m
αm
(t, xm0)
+
∑
α∗
[Tj ]α∗H
(
Φ1α1(t, x10)Φ
2
α2
(t, x20) · · ·Φ
m
αm(t, xm0)
)
= i[T˙j ]α∗Φ
1
α1
(t, x10)Φ
2
α2
(t, x20) · · ·Φ
m
αm(t, xm0) +HΨj(x∗0).
(5.5)
Now, we equate (5.2) and (5.5) to get
[T˙j ]α1···αmΦ
1
α1
(t, x10)Φ
2
α2
(t, x20) · · ·Φ
m
αm(t, xm0)
=
∑
i∗∈{0,1}m
κi∗
(∫
Tmd
(
Ψc(x∗i∗)Ψj(x∗1)Ψj(x∗(1−i∗))−Ψj(x∗i∗)Ψc(x∗1)Ψj(x∗(1−i∗))
)
dx∗1
)
.
This yields
[T˙j]α∗ =
∑
i∗∈{0,1}m
κi∗
∫
T2md
(
Ψc(x∗i∗)Ψj(x∗1)Ψj(x∗(1−i∗))−Ψj(x∗i∗)Ψc(x∗1)Ψj(x∗(1−i∗))
)
× Φ1α1(t, x10)Φ
2
α2
(t, x20) · · ·Φmαm(t, xm0)dx∗1dx∗0.
(5.6)
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On the other hand, we use the relation (5.6) and the orthogonality of {Φ1α1(x10) ⊗ · · · ⊗
Φmαm(xm0)}α∗ to get∫
T2md
Ψc(x∗i∗)Ψj(x∗1)Ψj(x∗(1−i∗))Φ
1
α1
(t, x10)Φ2α2(t, x20) · · ·Φ
m
αm
(t, xm0)dx∗1dx∗0
= [Tc]α∗i∗ [T¯j]α∗1 [Tj ]α∗(1−i∗) .
(5.7)
By (5.6) and (5.7), one has the Lohe tensor model. 
5.3. Emergent dynamics. Suppose that A andB are two partitions of the set {1, 2, · · · , N}
such that
I0 := {n : in = 0, 1 ≤ n ≤ m}, I1 := {n : in = 1, 1 ≤ n ≤ m}.
Recall that
Di := T
d, D := D1 × · · · ×Dm, DA :=
∏
n∈A
Dn, DB :=
∏
n∈B
Dn,
dxA0 :=
∏
n∈A
dxn0, dxB0 :=
∏
n∈B
dxn0, dxA1 =
∏
n∈A
dxn1, dxB1 :=
∏
n∈B
dxn1.
For a given configuration {Ψj}, we set
(5.8) Ψc :=
1
N
N∑
j=1
Ψj , R := ‖Ψc‖2.
Lemma 5.1. Let {Ψj} be a global smooth solution to (5.2). Then we have
dR2
dt
=
∑
i∗∈{0,1}m
κi∗
N∑
i=1
∫
D2
A
∣∣∣∣
∫
DB
(
Ψc(x∗0)Ψi(x∗(1−i∗))−Ψi(x∗0)Ψc(x∗(1−i∗))
)
dxB0
∣∣∣∣2 dxA0dxA1.
Proof. It follows from (5.2) and (5.8) that
d
dt
Ψc(x∗0) = −iHΨc(x∗0)
+
∑
i∗
κi∗
N
∫
D
N∑
i=1
(Ψc(x∗i∗)Ψi(x∗1)Ψi(x∗(1−i∗))−Ψi(x∗i∗)Ψc(x∗1)Ψi(x∗(1−i∗)))dx∗1.
This yields
〈Ψc|∂tΨc〉 = 〈Ψc| − iHΨc〉+
∑
i∗
κi∗
N
N∑
i=1
∫
D2
Ψc(x∗0)
×
(
Ψc(x∗i∗)Ψi(x∗1)Ψi(x∗(1−i∗))−Ψi(x∗i∗)Ψc(x∗1)Ψi(x∗(1−i∗))
)
dx∗1dx∗0.
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Finally, one has
d
dt
〈Ψc|Ψc〉 = 〈Ψc|∂tΨc〉+ (c.c.)
=
∑
i∗
κi∗
N
N∑
i=1
∫
D2
Ψc(x∗0)
(
Ψc(x∗i∗)Ψi(x∗1)Ψi(x∗(1−i∗))−Ψi(x∗i∗)Ψc(x∗1)Ψi(x∗(1−i∗))
)
dx∗1dx∗0︸ ︷︷ ︸
:=I4
+ (c.c.).
Now we simplify the term I4 + I4 as follows.
I4 + I4 =
∫
D2
(
Ψc(x∗0)Ψc(x∗i∗)Ψi(x∗1)Ψi(x∗(1−i∗))−Ψc(x∗0)Ψi(x∗i∗)Ψc(x∗1)Ψi(x∗(1−i∗))
+ Ψc(x∗0)Ψc(x∗i∗)Ψi(x∗1)Ψi(x∗(1−i∗))−Ψc(x∗0)Ψi(x∗i∗)Ψc(x∗1)Ψi(x∗(1−i∗))
)
dx∗1dx∗0.
Since x∗0 and x∗1 are dummy variables, we can interchange the variables in third term and
forth term in R.H.S. of above equality:
x∗0 ↔ x∗(1−i∗) and x∗1 ↔ x∗i∗
to get
I4 + I4 =
∫
D2
(
Ψc(x∗0)Ψc(x∗i∗)Ψi(x∗1)Ψi(x∗(1−i∗))−Ψc(x∗0)Ψi(x∗i∗)Ψc(x∗1)Ψi(x∗(1−i∗))
+ Ψc(x∗(1−i∗))Ψc(x∗1)Ψi(x∗i∗)Ψi(x∗0)−Ψc(x∗(1−i∗))Ψi(x∗1)Ψc(x∗i∗)Ψi(x∗0)
)
dx∗1dx∗0
=
∫
D2
(
Ψc(x∗0)Ψi(x∗(1−i∗))−Ψi(x∗0)Ψc(x∗(1−i∗))
)(
Ψi(x∗1)Ψc(x∗i∗)−Ψc(x∗1)Ψi(x∗i∗)
)
dx∗1dx∗0.
This yields∫
D2
(
Ψc(x∗0)Ψi(x∗(1−i∗))−Ψi(x∗0)Ψc(x∗(1−i∗))
)(
Ψi(x∗1)Ψc(x∗i∗)−Ψc(x∗1)Ψi(x∗i∗)
)
dx∗1dx∗0
=
∫
(DA)2
(∫
DB
(
Ψc(x∗0)Ψi(x∗(1−i∗))−Ψi(x∗0)Ψc(x∗(1−i∗))
)
dxB0
)
×
(∫
DB
(
Ψi(x∗1)Ψc(x∗i∗)−Ψc(x∗1)Ψi(x∗i∗)
)
dxB1
)
dxA0dxA1
=
∫
(DA)2
∣∣∣∣
∫
DB
(
Ψc(x∗0)Ψi(x∗(1−i∗))−Ψi(x∗0)Ψc(x∗(1−i∗))
)
dxB0
∣∣∣∣2 dxA0dxA1.
Finally, one has
dR2
dt
=
∑
i∗
κi∗
N
N∑
i=1
∫
(DA)2
∣∣∣∣
∫
DB
(
Ψc(x∗0)Ψi(x∗(1−i∗))−Ψi(x∗0)Ψc(x∗(1−i∗))
)
dxB0
∣∣∣∣2 dxA0dxA1.

Lemma 5.2. Let {Ψj} be a global smooth solution to (5.2). Then for each i∗ with κi∗ > 0
and j = 1, · · · , N , one has
lim
t→∞
∫
(DA)2
∣∣∣∣
∫
DB
(
Ψc(x∗0)Ψj(x∗(1−i∗))−Ψj(x∗0)Ψc(x∗(1−i∗))
)
dxB0
∣∣∣∣2 dxA0dxA1 = 0.
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Proof. It follows from the boundedness of d
dt
Ψi and the equality
d
dt
〈Ψc|Ψc〉
=
∑
i∗
κi∗
N
N∑
i=1
∫
(DA)2
∣∣∣∣
∫
DB
(
Ψc(x∗0)Ψi(x∗(1−i∗))−Ψi(x∗0)Ψc(x∗(1−i∗))
)
dxB0
∣∣∣∣2 dxA0dxA1,
that we can easily obtain the boundedness of second derivative of Ψi for all i = 1, 2, · · · , N .
Again, by Barbalat’s lemma, we have following theorem. 
Remark 5.1. (i) Since each terms are nonnegative, for all i∗ ∈ {0, 1}
m and i = 1, 2, · · · , N ,
one has
lim
t→∞
κi∗
∫
(DA)2
∣∣∣∣
∫
DB
(
Ψc(x∗0)Ψi(x∗(1−i∗))−Ψi(x∗0)Ψc(x∗(1−i∗))
)
dxB0
∣∣∣∣2 dxA0dxA1 = 0.
(ii) Furthermore, if κi∗ > 0, for all i∗ and i = 1, 2, · · · , N , we have
lim
t→∞
∫
(DA)2
∣∣∣∣
∫
DB
(
Ψc(x∗0)Ψi(x∗(1−i∗))−Ψi(x∗0)Ψc(x∗(1−i∗))
)
dxB0
∣∣∣∣2 dxA0dxA1 = 0.(5.9)
Theorem 5.1. Let {Ψi} be a global smooth solution to (5.2) satisfying the following con-
ditions:
κi∗ ≥ 0, for i∗ 6= (0, · · · , 0), κ00···0 > 0.
Then, either complete aggregation or bi-polar state occurs asymptotically.
Proof. Since κ00···0 > 0, without loss of generality, we may set
i∗ 6= (0, 0, · · · , 0) in (5.9).
Then, we have the term involving with κ00···0:∫
D2
∣∣∣(Ψc(x∗)Ψi(y∗)−Ψi(x∗)Ψc(y∗))∣∣∣2 dx∗dy∗
=
∫
D2
(
Ψc(x∗)Ψi(y∗)−Ψi(x∗)Ψc(y∗)
)(
Ψc(x∗)Ψi(y∗)−Ψi(x∗)Ψc(y∗)
)
dx∗dy∗
= 2‖Ψc‖
2
2 · ‖Ψi‖
2
2 − 〈Ψc,Ψi〉
2
F − 〈Ψi,Ψc〉
2
F
= 2
(
‖Ψc‖
2
2 · ‖Ψi‖
2
2 − |〈Ψc,Ψi〉|
2
)
+ 4Im(〈Ψc,Ψi〉
2).
This yields
lim
t→∞
(
‖Ψc‖
2
2 · ‖Ψi‖
2
2 − |〈Ψc,Ψi〉|
2
)
= 0, lim
t→∞
Im(〈Ψc,Ψi〉
2) = 0.
So we have
‖Ψc − 〈Ψc,Ψi〉Ψi‖
2
2 = ‖Ψc‖
2
2 + |〈Ψc,Ψi〉|
2 − 〈Ψc,Ψi〉
2 − 〈Ψi,Ψc〉
2
= ‖Ψc‖
2
2 · ‖Ψi‖
2
2 − |〈Ψc,Ψi〉|
2 + 2Im(〈Ψc,Ψi〉
2)→ 0,
as time goes to infinity. Hence, we know that there exists complex scalar function λi(t)
such that
‖Ψc(t)− λi(t)Ψi(t)‖
2
2 → 0.(5.10)
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So we know
‖Ψc − 〈Ψc,Ψi〉Ψi‖2 = ‖(Ψc − λiΨi) + λiΨi − 〈(Ψc − λiΨi) + λiΨi,Ψi〉Ψi‖2
≥
∣∣‖Ψc − λiΨi − 〈Ψc − λiΨi,Ψi〉Ψi‖2 − ‖λiΨi − λ¯iΨi‖2∣∣.
On the other hand, it follows from (5.10) that
lim
t→∞
‖λiΨi − λ¯iΨi‖2 = 0.
That means we can set λi be real number. Also from ‖Ψc‖2 = |λi| and ‖Ψc‖2 is nonde-
creasing, we can set
|λi(t)| ≥ ‖Ψc(0)‖2.
From the triangle inequality
‖λ1Ψ1 − λiΨi‖2 = Ψ1‖(Ψc − λiΨi)− (Ψc − λ1Ψ1)‖2 ≤ ‖Ψc − λiΨi‖2 + ‖Ψc − λ1Ψ1‖2.
If we set ai = λi/λ1, we have
Ψi − aiΨ1 → 0.
Since |ai| = 1 and ai are real numbers,
ai = ±1.
This completes the proof. 
Lemma 5.3. Let {Ψi} be an ensemble with
Ψ1 = · · · = Ψn = Ψ
∞, Ψn+1 = · · · = ΨN = −Ψ
∞,
where 0 ≤ n ≤ N/2 and ‖Ψ∞‖2 = 1. Then we have
‖Ψc‖2 =
∣∣∣∣1− 2nN
∣∣∣∣ .
Proof. By direct calculation, one has
Ψc =
(
N − 2n
N
)
Ψ∞.
Thus, we have
‖Ψc‖2 = 1−
2n
N

Remark 5.2. If ‖Ψc(0)‖F > 1−
2
N
, then a bi-polar state is impossible.
From above remark, we have following theorem.
Theorem 5.2. Suppose that the Hamiltonian, coupling strengths and initial data satisfy
H = 0, κi∗ ≥ 0, ∀i∗ 6= (0, 0, · · · , 0), κ00···0 > 0, ‖Ψc(0)‖2 > 1−
2
N
,
and let {Ψi} be a global smooth solution to (5.2). Then the complete aggregation occurs
asymptotically.
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Proof. We use (5.1) and assumption to see
(5.11) R(t) ≥ R(0) > 1−
2
N
, t ≥ 0.
Suppose that a bi-polar state emerges: for some n ≤ [N/2], one has
lim
t→∞
‖Ψj(t)−Ψ‖2 = 0, 1 ≤ j ≤ n,
lim
t→∞
‖Ψj(t)− (−Ψ)‖2 = 0, n+ 1 ≤ j ≤ N.
Then, it follows from Lemma 5.3 that
lim
t→∞
R(t) = 1−
2n
N
,
which is clearly contradictory to (5.11). Hence, we have the complete state aggregation. 
6. Conclusion
In this paper, we have proposed an infinite-dimensional Schro¨dinger-Lohe hierarchy con-
sisting of the Schro¨dinger-Lohe model, the Schro¨dinger-Lohe matrix model and Schro¨dinger-
Lohe tensor model. In a series of recent papers, the authors established the Lohe hierarchy
consisting of the Kuramtoo model, the Lohe sphere model, the Lohe matrix model and the
Lohe tensor model. Prior to this work, the relation between the Schro¨dinger-Lohe model
and the Lohe matrix model was a kind of mystery that remained unsolved in last ten years.
In this work, we have shown that the infinite-dimensioal analog of the complex Lohe
sphere model appears as a coefficient system of the Schro¨dinger-Lohe model. Thanks to
this explicit connection between the complex Lohe sphere model and the Schro¨dinger-Lohe
model, we establish an infinite-dimensional Schro¨dinger-Lohe hierarchy (see the diagram
below):
Complex Lohe sphere Generalized Lohe Matrix Lohe Tensor
Schro¨dinger Lohe Schro¨dinger Lohe Matrix Schro¨dinger Lohe Tensor
Quantum lifting Quantum lifting Quantum lifting
There are many unresolved issues related to this work. For example, in this paper, we
considered the homogeneous ensemble with the same free flow. Thus, analysis on the
emergent dynamics of heterogeneous ensemble is still far from complete, for example, we do
not have a good analysis on the complete aggregation of the Schro¨dinger-Lohe model except
a weak result on the practical aggregation. These issues will be left for a future work.
References
[1] Acebron, J. A., Bonilla, L. L., Pe´rez Vicente, C. J. P., Ritort, F. and Spigler, R.: The Kuramoto model:
A simple paradigm for synchronization phenomena. Rev. Mod. Phys. 77 (2005), 137-185.
[2] Albi, G., Bellomo, N., Fermo, L., Ha, S.-Y., Kim, J., Pareschi, L., Poyato, D. and Soler, J.: Vehicular
traffic, crowds and swarms: From kinetic theory and multiscale methods to applications and research
perspectives. Math. Models Methods Appl. Sci. 29 (2019), 1901-2005.
[3] Barbaˇlat, I.: Syste`mes de´quations diffe´rentielles d’oscillations non Line´aires. Rev. Math. Pures Appl.
4 (1959), 267-270.
[4] Bridgeman, J. C. and Chubb, C. T.: Hand-waving and interpretive dance: an Introductory course on
tensor networks. J. Phys. A: Math. Theor. 50 (2017), 223001.
30 HA AND PARK
[5] Bronski, J., Carty, T. and Simpson, S.: A matrix valued Kuramoto model. J. Stat. Phys. 178 (2020),
595-624.
[6] Chi, D., Choi, S.-H. and Ha, S.-Y.: Emergent behaviors of a holonomic particle system on a sphere. J.
Math. Phys. 55 (2014), 052703.
[7] Choi, S.-H. and Ha, S.-Y.: Quantum synchronization of the Scho¨dinger-Lohe model. J. Phys. A: Math-
ematical and Theoretical 47 (2014), 355104.
[8] Choi, S.-H. and Ha, S.-Y.: Complete entrainment of Lohe oscillators under attractive and repulsive
couplings. SIAM. J. App. Dyn. 13 (2013), 1417-1441.
[9] Choi, Y., Ha, S.-Y., Jung, S. and Kim, Y.: Asymptotic formation and orbital stability of phase-locked
states for the Kuramoto model. Physica D 241 (2012), 735-754.
[10] Chopra, N. and Spong, M. W.: On exponential synchronization of Kuramoto oscillators. IEEE Trans.
Automatic Control 54 (2009), 353-357.
[11] Degond, P., Frouvelle, A., Merino-Aceituno, S., Trescases, A.: Quaternions in collective dynamics.
Multiscale Model. Simul. 16 (2018), 28–77.
[12] Degond, P., Frouvelle, A., Merino-Aceituno, S.: A new flocking model through body attitude coordination.
Math. Models Methods Appl. Sci. 27 (2017), 1005–1049.
[13] DeVille, L.: Synchronization and stability for quantum Kuramoto. J. Stat. Phys. 174 (2019), 160–187.
[14] Do¨rfler, F. and Bullo, F.: Synchronization in complex networks of phase oscillators: A survey. Auto-
matica 50 (2014), 1539-1564.
[15] Huh, H. and Ha, S.-Y.: Dynamical system approach to synchronization of the coupled Schrdinger-Lohe
system. Quart. Appl. Math. 75 (2017), 555-579.
[16] Huh, H., Ha, S.-Y and Kim, D.: Asymptotic behavior and stability for the Schrdinger-Lohe model. J.
Math. Phys. 59 (2018), 102701, 21 pp.
[17] Huh, H., Ha, S.-Y and Kim, D.: Emergent behaviors of the Schrdinger-Lohe model on cooperative-
competitive networks. J. Differential Equations 263 (2017), 8295-8321.
[18] Ha, S.-Y., Ko, D., Park, J. and Zhang, X.: Collective synchronization of classical and quantum oscilla-
tors. To appear in EMS Surveys in Mathematical Sciences 3 (2016), 209-267.
[19] Ha, S.-Y., Ko, D. and Ryoo, S. W.: On the relaxation dynamics of Lohe oscillators on some Riemannian
manifolds. J. Stat. Phys. 172 (2018), 1427-1478.
[20] Ha, S.-Y., Li, Z. and Xue, X.: Formation of phase-locked states in a population of locally interacting
Kuramoto oscillators. J. Differential Equations 255 (2013), 3053-3070.
[21] Ha, S.-Y. and Park, H.: Aggregate dynamics of the homogeneous Lohe tensor model. Submitted.
[22] Ha, S.-Y. and Park, H.: Emergent behaviors of the generalized Lohe matrix model. Submitted.
[23] Ha, S.-Y. and Park, H.: From the Lohe tensor model to the complex Lohe sphere model and emergent
dynamics. Submitted.
[24] Ha, S.-Y. and Park, H.: Emergent behaviors of Lohe tensor flock. To appear in J. Stat. Phys.
[25] Ha, S.-Y. and Ryoo, S.W.: On the emergence and orbital Stability of phase-locked states for the Lohe
model J. Stat. Phys 163 (2016), 411-439.
[26] Harris, F.E.: Mathematics for Physical Science and Engineering: Symbolic Computing Applications in
Maple and Mathematica N.Y.: Academic Press, 2014.
[27] Kuramoto, Y.: Chemical oscillations, waves and turbulence. Springer-Verlag, Berlin, 1984.
[28] Kuramoto, Y.: International symposium on mathematical problems in mathematical physics. Lecture
Notes Theor. Phys. 30 (1975), 420.
[29] Lohe, M. A.: Systems of matrix Riccati equations, linear fractional transformations, partial integrability
and synchronization. J. Math. Phys. 60 (2019), 072701.
[30] Lohe, M. A.: Quantum synchronization over quantum networks. J. Phys. A: Math. Theor. 43 (2010),
465301.
[31] Lohe, M. A.: Non-abelian Kuramoto model and synchronization. J. Phys. A: Math. Theor. 42 (2009),
395101.
[32] Markdahl, J., Thunberg, J. and Goncalves, J.: Almost global consensus on the n-sphere. IEEE Trans.
Automat. Control 63 (2018), 1664-1675.
[33] Oru´s, R.: A practical introduction to tensor networks: Matrix product states and projected entangled
pair states. Annals of Physics 349 (2014), 117-158.
[34] Pikovsky, A., Rosenblum, M. and Kurths, J.: Synchronization: A universal concept in nonlinear sci-
ences. Cambridge University Press, Cambridge, 2001.
AN INFINITE-DIMENSIONAL SCHRO¨DINGER-LOHE HIERARCHY 31
[35] Shivakumar, P. N. and Sivakumar, K. C.: A review of ininite matrices and their applications. Linear
Algebra and its Applications 430 (2009), 976-998.
[36] Strogatz, S. H.: From Kuramoto to Crawford: exploring the onset of synchronization in populations of
coupled oscillators. Physica D 143 (2000), 1-20.
[37] Thunberg, J., Markdahl, J., Bernard, F. and Goncalves, J.: A lifting method for analyzing distributed
synchronization on the unit sphere. Automatica J. IFAC 96 (2018), 253-258.
[38] Vicsek, T. and Zefeiris, A.: Collective motion. Phys. Rep. 517 (2012), 71-140.
[39] Winfree, A. T.: Biological rhythms and the behavior of populations of coupled oscillators. J. Theor. Biol.
16 (1967), 15-42.
[40] Winfree, A. T.: The geometry of biological time. Springer, New York, 1980.
[41] Zhu, J.: Synchronization of Kuramoto model in a high-dimensional linear space Physics Letters A 377
(2013), 2939-2943.
(Seung-Yeal Ha)
Department of Mathematical Sciences
Seoul National University, Seoul 08826 and
Korea Institue for Advanced Study, Hoegiro 85, Seoul 02455, Republic of Korea
E-mail address: syha@snu.ac.kr
(Hansol Park)
Department of Mathematical Sciences
Seoul National University, Seoul 08826, Republic of Korea
E-mail address: hansol960612@snu.ac.kr
