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1.  Introduction
La nature du risque ne fait pas consensus dans la communau-
té philosophique. Par exemple, certains conçoivent le risque 
comme une entité physique, tandis que d’autres le conçoivent 
comme une entité mathématique. (cf. Hansson, 2018) De 
plus, les définitions proposées achoppent sur la double na-
ture objective et subjective du risque. D’un côté, l’existence 
d’un risque est indépendante de la connaissance que nous 
en avons : il s’agit de l’aspect objectif du risque. D’un autre 
côté, quelque chose n’est un risque que dans la mesure où ses 
conséquences sont indésirables pour un agent donné : il s’agit 
de l’aspect subjectif du risque. (cf. Thompson, 1986) Dans cet 
article, nous procédons à une analyse philosophique en vue de 
proposer une définition du risque tenant compte de ces deux 
aspects. Notre définition vise notamment à pouvoir s’appli-
quer au domaine biomédical, où le risque est omniprésent : 
risques de maladie, risques liés à une opération chirurgicale, 
risques génétiques, effets secondaires, etc. Plus précisément, 
la définition sera utilisée dans les ontologies appliquées du 
domaine biomédical, que nous allons maintenant présenter 
sommairement.
Les ontologies appliquées sont des outils informatiques de 
représentation et de classification des entités d’un domaine. 
Actuellement, une quantité colossale de données informa-
tiques est produite durant les activités de soins. On pourrait 
vouloir exploiter ces données afin de générer de nouvelles 
connaissances, permettant ainsi une amélioration significa-
tive des soins, notamment grâce à une personnalisation des 
soins. (Riaño et al., 2012 ; Grandi et al., 2019) Un tel couplage 
entre soins et recherche est au cœur du projet des « systèmes 
de santé apprenants » (« Learning Health Systems » en an-
glais). (Friedman et al., 2017 ; Éthier et al., 2018) Cependant, 
rassembler ces données à des fins de recherche n’est pas sans 
obstacle. En effet, leur signification n’est généralement pas 
conservée lorsqu’elles sont transmises d’un système informa-
tique à un autre : c’est le problème du défaut d’« interopéra-
bilité sémantique » entre les deux systèmes informatiques. 
(van Harmelen, 2005) Les ontologies appliquées peuvent 
être utilisées pour résoudre ce problème. Elles assurent en 
effet la conservation de la signification des données lors de 
leur échange entre différents systèmes d’information. Une 
caractérisation générale du risque qui s’articulerait avec une 
ou plusieurs ontologies appliquées serait donc utile pour 
l’échange de données concernant les risques dans le domaine 
biomédical.
Une ontologie appliquée s’appuie sur une taxonomie, à sa-
voir une classification générale des entités se présentant sous 
forme d’arbre hiérarchique. On dira, par exemple, qu’une 
pomme est un fruit, qu’un fruit est un objet, et ainsi de suite. 
Elle enrichit cette taxonomie d’axiomes faisant intervenir des 
relations entre ces entités (par exemple, une pomme a poussé 
sur un pommier, etc.). La construction d’ontologies appli-
quées s’appuie fréquemment sur des travaux en ontologie 
philosophique (et notamment en métaphysique analytique), 
la branche de la philosophie discipline qui porte sur la nature 
de l’être, de ce qui est et des caractéristiques générales des 
entités qui peuplent notre monde. (Munn, 2008) L’ontolo-
gie appliquée peut également faire appel aux résultats de la 
philosophie des sciences pour caractériser adéquatement les 
entités qu’elle veut représenter. (Barton et Rosier, 2016). En 
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particulier, une formalisation du risque pour les ontologies 
appliquées requiert de résoudre certaines questions typique-
ment abordées en ontologie philosophique du risque. La for-
malisation du risque au sein des ontologies appliquées du do-
maine biomédical est cruciale, notamment pour la médecine 
personnalisée. Par exemple, la représentation des risques 
médicaux pour un individu au sein d’une ontologie appliquée 
permettrait d’adapter plus facilement les traitements médi-
caux pour cet individu dans un système d’information médi-
cale fondée sur une telle ontologie.
Nous veillerons ici à clarifier la nature ontologique du risque 
de manière à fixer les bases d’une formalisation future du 
risque pour les ontologies appliquées. Un tel modèle pourrait 
être ultérieurement appliqué à des cas médicaux précis – tel 
que cela a été fait avec la formalisation d’un risque d’accident 
cardiovasculaire (AVC) proposée en ontologie appliquée. 
(Barton et al., 2017) De fait, des questions philosophiques 
fondamentales se posent à un niveau plus général lorsque 
l’on souhaite représenter un risque au sein d’une ontologie 
appliquée, à savoir sous quelle catégorie classer les risques. 
Les risques sont-ils des entités physiques ou des entités men-
tales ? Sont-ils des objets, des propriétés ou des processus ? 
Nous verrons notamment que les risques revêtent deux di-
mensions : une dimension objective, qui suggère plutôt de les 
classer comme des entités physiques ; et une dimension sub-
jective, qui suggère plutôt de les classer comme des entités 
mentales. Nous classerons les risques comme des propriétés 
d’un type particulier, à savoir des propriétés disposition-
nelles. Plus précisément, nous classerons les risques comme 
des dispositions d’objets (ou de situations) physiques plutôt 
que comme des propriétés mentales. Cependant, le statut de 
risque d’une disposition va dépendre d’entités mentales qui 
sont extérieures à cette disposition, à savoir les désirs d’indi-
vidus.
Des formalisations générales du risque ont été proposées 
dans certaines ontologies appliquées, notamment dans la 
General Formal Ontology (GFO ; Uciteli et al., 2016) et dans 
la Unified Foundational Ontology (UFO ; Sales et al., 2018). 
Toutefois, ces formalisations n’analysent pas les deux dimen-
sions objective et subjective du risque. Par ailleurs, aucune 
formalisation générale du risque n’a été proposée dans la Ba-
sic Formal Ontology. (BFO ; Arp, Smith et Spear, 2015) Or, 
BFO est largement utilisée dans le domaine biomédical, prin-
cipalement dans le cadre de la Open Biomedical Ontologies 
Foundry (OBO Foundry), un dépôt d’ontologies consacrées 
au domaine biomédical et construites d’après les principes de 
BFO. (Smith et al., 2007) Nous proposerons donc une caté-
gorisation générale du risque dans BFO pour répondre à ce 
besoin dans le domaine biomédical, qui analyse les dimen-
sions objective et subjective du risque.
Cet article est divisé en cinq sections. Dans la seconde, nous 
analysons quelques définitions du risque et en tirons deux 
traits généraux, ce qui nous permet de montrer qu’il est 
plausible de caractériser les risques comme des dispositions. 
Dans la troisième section, nous expliquons ce qu’est une 
disposition, et certaines des difficultés philosophiques qui 
les concernent, à l’aide de la littérature philosophique sur le 
sujet. Dans la quatrième section, nous expliquons comment 
notre conceptualisation du risque comme une disposition 
permet d’élucider la double nature objective et subjective du 
risque. Nous en concluons que la caractérisation disposition-
nelle du risque est une base adéquate pour la formalisation de 
cette entité au sein des ontologies appliquées. Pour illustrer 
ce point, nous montrons, dans la dernière section, de quelle 
manière la conception dispositionnelle du risque s’articule 
avec BFO.
2.  Quelques définitions du 
risque
Hansson (2018) relève quatre définitions du risque fréquem-
ment utilisées en sciences :
1. Un risque est un événement indésirable, possible et 
incertain.
2. Un risque est la cause d’un événement indésirable, 
possible et incertain.
3. Un risque est la probabilité d’un événement indési-
rable, possible et incertain.
4. Un risque est la valeur statistique espérée d’un évé-
nement indésirable, possible et incertain.
Les définitions (1) et (2) sont ce que nous appelons ici des 
« définitions qualitatives du risque », tandis que les défi-
nitions (3) et (4) sont des « définitions quantitatives du 
risque ». Nous commençons par l’analyse des définitions (1) 
et (2) avant d’analyser les définitions (3) et (4).
2.1 Les défininitions qualitatives du rique
La définition (1) pose problème. On peut parler d’un risque 
dont nous croyons à l’existence, mais dont les effets indési-
rables n’ont pas encore eu lieu. Si un risque est identifié à un 
événement indésirable comme dans la définition (1), alors ce 
risque n’existe pas tant que l’événement indésirable ne s’est 
pas produit. Ceci est contradictoire avec l’idée que l’existence 
d’un risque précède l’existence de ses effets indésirables.
La définition (2) identifie un risque à la cause d’un événement 
indésirable. Qu’un risque puisse être la cause d’un événement 
indésirable dépend de l’interprétation que nous donnons au 
terme « cause ». « Risque » étant défini comme la cause d’un 
événement indésirable dans la définition (2), « cause » peut 
ici être interprété comme se référant à une entité suffisante 
pour la production d’un certain effet. Cependant, les risques 
font habituellement partie de processus causaux complexes 
et ne sont donc pas toujours suffisants pour produire leurs 
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effets. D’autres conditions doivent généralement être réu-
nies, en plus de la présence du risque, pour que les effets en 
question soient produits. Par exemple, une cellule saine est 
susceptible de muter et devenir une cellule cancéreuse : il y 
a donc un risque que cette cellule saine devienne une cellule 
cancéreuse. D’autres conditions doivent cependant générale-
ment intervenir pour qu’une telle chose se produise, comme 
une exposition prolongée au Soleil.
La notion de « cause » peut toutefois être caractérisée autre-
ment. Pour Mackie (1965), une cause est une partie néces-
saire d’une condition suffisante à produire un certain effet. 
Par exemple, on peut dire qu’un court-circuit a provoqué 
un incendie dans un édifice. Cependant, d’autres conditions 
sont habituellement nécessaires pour qu’il y ait un incendie, 
comme la présence d’éléments inflammables dans le bâti-
ment. En ce sens, un risque peut être considéré comme une 
cause.
2.2 Les défininitions quantitatives du risque
Les définitions (3) et (4) sont des définitions quantitatives du 
risque. D’autres définitions quantitatives du risque sont éga-
lement proposées dans la littérature1, mais les définitions (3) 
et (4) sont parmi les plus communes. Les définitions quan-
titatives du risque sont largement utilisées en raison de leur 
applicabilité pratique. En effet, elles proposent des mesures 
quantitatives des risques qui permettent de distinguer, no-
tamment, les risques élevés des risques bénins. Elles consti-
tuent ainsi de précieux outils d’analyse et d’aide à la décision.
Le terme « risque » est couramment utilisé dans des expres-
sions telles que « Le risque X est de 60% ». Ce genre d’ex-
pression laisse entendre qu’un risque est une probabilité. 
Cependant, lorsque nous disons « Le risque Y est plus élevé 
que le risque Z », nous ne voulons pas forcément dire que la 
probabilité de Y est plus élevée que la probabilité de Z. En 
effet, nous pourrions également vouloir dire que les effets 
indésirables possibles de Y ont un plus grand impact que les 
effets indésirables possibles de Z. Ainsi, le risque ne semble 
pas pouvoir être identifié avec une probabilité.
C’est ici que la définition (4) du risque entre en jeu. Le risque, 
défini comme une valeur statistique espérée, est la somme 
des produits de la probabilité d’occurrence d’un événement 
indésirable et de l’amplitude des dommages potentiels de cet 
événement, c’est-à-dire R
Starr




) (Starr et al., 
1976). A(X
i
) est parfois remplacée par la variable U(X
i
) repré-
sentant l’utilité (négative) d’un risque, c’est-à-dire le degré de 
l’impact négatif qu’aurait la réalisation de ce risque pour un 
agent. (Fischhoff et Kadvany, 2011) 
Certains chercheurs estiment cependant qu’une définition 
adéquate du risque devrait être composée de davantage de 
variables que la probabilité d’occurrence d’un événement 
indésirable et l’utilité négative des dommages potentiels. 
Par exemple, Rayner et Cantor (1987) proposent d’ajouter 
à l’utilité espérée négative d’un risque, un produit de trois 
variables : 1) la confiance accordée aux institutions, 2) l’ac-
ceptabilité de la procédure d’attribution des responsabilités 
et 3) l’acceptabilité de la procédure décisionnelle relative aux 
exigences de consentement.
Ces variables supplémentaires permettent, selon certains, 
de tenir compte des aspects éthiques et sociopolitiques des 
risques. (Rayner et Cantor, 1987 ; Wolff, 2006 ; Tansey et 
Rayner, 2009 ; Kermisch, 2012) Il y aurait beaucoup à dire sur 
la manière de quantifier ces variables. On peut néanmoins se 
contenter de remarquer ici que les définitions quantitatives 
du risque ont des applications pratiques, mais qu’il n’y a pas 
forcément de consensus sur les dimensions dont il faut tenir 
compte dans l’élaboration d’une définition de ce type.
D’après Kermisch (2012, 10), ces dimensions dont il faut te-
nir compte pour analyser un risque dépendent du contexte 
d’analyse. Elle propose par conséquent de définir le risque 






) dans laquelle les X
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sont les dimensions à prendre en compte dans le contexte 
d’analyse considéré et n est le nombre de dimensions. Les 
dimensions spécifiées peuvent être soit quantitatives, par 
exemple la probabilité d’apparition d’un événement indé-
sirable et l’amplitude des conséquences de cet événement ; 
soit qualitatives, c’est-à-dire des dimensions permettant de 
rendre compte des enjeux éthiques, politiques et sociétaux 
relatifs à un risque. (Kermisch, 2012, 9)2
Dans la littérature sur le risque, les dimensions quantitatives 
sont typiquement considérées comme des dimensions objec-
tives du risque, tandis que les dimensions qualitatives sont 
considérées comme des dimensions subjectives du risque. 
En ce sens, Kermisch propose une manière – différente de la 
nôtre – de concilier l’objectivité et la subjectivité du risque. 
Cependant,  elle définit le risque comme une fonction mathé-
matique. Or, dans cet article, nous nous intéressons à la di-
mension causale du risque, et nous l’analysons donc comme 
une entité physique.
2.3 Bilan
Cette analyse des définitions retenues par Hansson permet 
d’identifier deux traits généraux du risque :
1. Un risque implique la possibilité de réalisation d’un 
événement indésirable.
2. Un risque existe indépendamment de la connais-
sance que nous en avons.
1 - Par exemple, Kaplan et Garrick (1981) définissent un risque comme un ensemble de triplets <Scénario, Probabilité, Amplitude des conséquences>. Sur cette base, 
un risque donné est représenté à l’aide d’une fonction dans un graphique dont l’axe horizontal est l’amplitude des conséquences de l’événement indésirable et l’axe 
vertical est la probabilité de l’événement indésirable.
2 - Les termes « quantitatif » et « qualitatif » n’ont pas le même sens dans la proposition de Kermisch que dans la catégorisation de définitions du risque présentée 
en introduction de la section 2.
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Le trait (1) du risque est tiré directement des définitions de 
Hansson. Le trait (2) est une observation générale concer-
nant les risques. Reprenons l’exemple de la cellule saine sus-
ceptible de muter en cellule cancéreuse. À une époque où les 
êtres humains ignoraient tout des tumeurs et du cancer, le 
risque d’avoir un cancer existait tout de même. En effet, si les 
êtres humains désiraient éviter de tomber malade et de mou-
rir prématurément, alors avoir un cancer était indésirable 
pour eux, même s’ils ignoraient ce qu’était un cancer. Nous 
allons maintenant montrer que concevoir le risque comme 
une disposition permet de satisfaire ces deux traits généraux 
du risque.
3.  Les dispositions en phi-
losophie
3.1 La distinction entre propriétés catégoriques 
et dispositions
En philosophie, une distinction est généralement admise 
entre deux types de propriétés : les propriétés catégoriques et 
les propriétés dispositionnelles, également appelées les « dis-
positions ». (Orilia et Paoletti, 2020) Les propriétés catégo-
riques sont des propriétés manifestes des objets, comme la 
taille ou la forme d’un verre. À l’inverse, les dispositions sont 
des propriétés des objets qui ne se manifestent que dans cer-
taines conditions, par exemple la fragilité d’un verre. En effet, 
la fragilité d’un verre ne se manifeste que lorsque ce verre 
se brise. C’est pourquoi on appelle également les dispositions 
des « pouvoirs latents ». (cf. McKitrick, 2010 ; Guzzini, 2017) 
La distinction entre propriétés catégoriques et dispositions 
est toutefois controversée en philosophie.
Certains philosophes, comme Popper (1959 ; 1990), sou-
tiennent que toutes les propriétés ne se manifestent que sous 
certaines conditions et sont des pouvoirs causaux apparentés 
aux dispositions. D’autres philosophes, comme Quine (1974), 
soutiennent que toutes les propriétés sont des propriétés ca-
tégoriques. Il n’y a donc pas de consensus en philosophie sur 
l’existence des dispositions. On nomme « réalisme des dispo-
sitions » la thèse défendue par les philosophes qui estiment 
qu’elles existent.
3.2 Le réalisme des dispositions
Les réalistes des dispositions estiment généralement que les 
dispositions ont un certain arrimage matériel dans le monde. 
Cet arrimage matériel est ce que nous appelons la « base 
catégorique » d’une disposition, traditionnellement consi-
dérée comme une propriété catégorique ou un complexe de 
propriétés catégoriques. (Prior, Pargetter et Jackson, 1982) 
Certains philosophes estiment qu’une disposition est iden-
tique à sa base catégorique : c’est la « thèse de l’identité ». 
Certains de ces philosophes en concluent que les disposi-
tions n’existent pas car elles occupent le même rôle causal 
que leurs bases catégoriques dans les théories scientifiques. 
(Lewis, 1966 ; Peacocke, 1978 ; Shoemaker, 1980)
Un premier argument contre cette thèse est qu’une disposi-
tion et sa base catégorique satisfont des relations méréolo-
giques différentes. (Barton, Jansen et Éthier, 2017 ; Barton et 
al., 2018) Par exemple, on peut considérer que la disposition 
de ce verre à se fissurer ou se briser a comme parties propres 
non seulement la disposition de ce verre à se fissurer, mais 
également sa disposition à se briser. Ces trois dispositions, 
c’est-à-dire la disposition de ce verre à se fissurer ou à se bri-
ser, la disposition de ce verre à se fissurer et la disposition 
de ce verre à se briser, ont cependant toutes la même base 
catégorique (à savoir une certaine structure cristalline qui 
rend ce verre fragile). Si on admet qu’elles sont toutes trois 
différentes, elles ne peuvent alors être identiques à leur base 
catégorique.
Chakravartty (2017a, 33-34) propose également un argu-
ment en faveur de l’existence des dispositions, qui seraient 
différentes de leurs bases catégoriques. Selon lui, l’identité 
d’une propriété dans le discours scientifique - par exemple 
la charge électrique - est déterminée par les dispositions que 
cette propriété confère aux entités qui la portent. L’ensemble 
des dispositions qu’une propriété confère aux entités qui la 
portent est le « profil nomique » de cette propriété. Un élec-
tron, par exemple, a une charge électrique négative. Cette 
propriété confère à cet électron au moins deux dispositions : 
la disposition à attirer une charge électrique positive et la 
disposition à repousser une charge électrique négative. Si ces 
deux dispositions font partie des conditions d’identité de la 
charge électrique négative de l’électron, alors la charge élec-
trique négative de l’électron doit avoir ces deux dispositions 
dans tous les mondes possibles. En l’absence d’autres condi-
tions pour déterminer l’identité des propriétés, les références 
aux dispositions sont utiles dans le discours scientifique. On 
devrait donc admettre leur existence selon Chakravartty.
Il y a une opposition manifeste entre Quine et Chakravartty : 
le premier estime que les références aux dispositions sont 
inutiles dans le discours scientifique, alors que le second 
estime qu’elles sont indispensables. Il est néanmoins mani-
feste qu’il y a des références aux dispositions dans les théories 
scientifiques. Si le contenu des théories scientifiques doit être 
interprété littéralement, comme certaines formes de réalisme 
scientifique le recommandent (Chakravartty, 2017b, 5), une 
conception réaliste des dispositions est nécessaire.
3.3 Que sont les dispositions?
Les dispositions, d’après une conception réaliste, sont des 
entités qui existent indépendamment des croyances et des re-
présentations du monde des individus. De manière générale, 
les dispositions sont des propriétés d’entités matérielles qui 
se manifestent sous certaines circonstances. (Choi et Fara, 
2018) D’après le modèle stimulus-manifestation des dispo-
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sitions, une disposition est stimulée par un type de processus 
et elle se manifeste par un autre type de processus. Ainsi, la 
manifestation d’une disposition survient suite à un stimulus 
approprié. Par exemple, la fragilité de ce verre est stimulée 
par un choc et elle se manifeste par un bris de ce verre.
Une distinction communément admise dans la littérature 
philosophique est celle entre disposition à manifestation ga-
rantie (« surefire disposition ») et tendance (Jansen, 2007 ; 
Choi et Fara, 2018). Les dispositions à manifestation garantie 
se manifestent toujours lorsqu’elles sont stimulées. Inverse-
ment, les tendances, peuvent être stimulées sans qu’elles ne 
se manifestent. On peut par exemple frotter une allumette 
sans qu’elle ne s’allume alors qu’on considère généralement 
le geste de frotter l’allumette comme un stimulus approprié. 
Ainsi, puisqu’un stimulus approprié a bel et bien été généré 
sans que l’inflammabilité de l’allumette ne se manifeste, on 
en conclut que l’inflammabilité de l’allumette est une ten-
dance.
3.4 Les risques et les tendances : une compa-
raison
Il est utile d’analyser la notion de tendance pour éclairer 
l’ontologie du risque. En effet, les tendances ont des carac-
téristiques similaires aux traits généraux du risque que nous 
avions relevé à la première section :
1. L’existence d’une tendance et d’un stimulus de celle-
ci implique la possibilité et la non-nécessité de ma-
nifestation d’un événement.
2. Une tendance existe indépendamment de la 
connaissance que nous en avons.
Ces similarités sont expliquées par l’idée que les risques sont 
des tendances, et donc des dispositions. La caractéristique 
notable des risques, parmi les tendances, est que l’événe-
ment possible anticipé est indésirable dans le cas d’un risque, 
alors qu’il ne l’est pas nécessairement pour une tendance. Un 
événement est indésirable dans la mesure où il entraîne des 
dommages, mais ce qui est considéré comme un dommage 
dépend largement des attitudes d’une communauté (Douglas 
et Wildavsky, 1982) ou d’un individu (Fischhoff et Kadvany, 
2011). Par conséquent, ce qui est un risque dépend également 
des attitudes d’un individu ou d’une communauté. (Thomp-
son, 1986) Toutefois, ceci semble être en contradiction avec 
l’idée que les risques sont, comme les tendances, des proprié-
tés du monde naturel qui existent indépendamment de notre 
connaissance. Plusieurs chercheurs estiment d’ailleurs que le 
risque n’est pas une catégorie ontologique, mais qu’il est plu-
tôt une catégorie épistémologique, c’est-à-dire une entité qui 
n’existe pas indépendamment des procédures qui permettent 
de l’évaluer (Kermisch, 2012). Selon certains d’entre eux, il 
faut en fait distinguer « danger » et « risque ». Le danger, 
d’après cette distinction, serait une entité du monde naturel, 
tandis que l’existence d’un risque dépendrait des attitudes 
d’un agent concernant un danger.
Par exemple, selon Douglas et Wildavsky (1982), un risque 
résulte de la sélection d’un danger par une communauté en 
fonction des valeurs de cette communauté. Ces valeurs sont 
elles-mêmes déterminées par la position sociopolitique occu-
pée par la communauté en question dans la société dont elle 
fait partie. Notons toutefois qu’on peut également parler de 
risques pour un individu (par exemple, le risque que Paul 
se fasse écraser par le plafond instable de la pièce où il se 
trouve), et non seulement de risques pour une communauté.
Le risque revêt ainsi deux dimensions qui semblent à pre-
mière vue en opposition :
1. La dimension objective du risque : un risque est une 
entité qui existe indépendamment de la connais-
sance que nous en avons.
2. La dimension subjective du risque : un risque est 
une entité qui est en relation avec les attitudes d’un 
agent.
Nous interprétons les termes « objectif » et « subjectif » 
d’après un sens ontologique. Autrement dit, les termes « ob-
jectif » et « subjectif » renvoient à des modes d’existence 
qu’une entité peut avoir : une entité a une existence objec-
tive ou une existence subjective. Une entité a une existence 
objective si elle existe indépendamment des représentations 
humaines et si elle fait partie de l’ordre naturel. Un exemple 
typique d’une entité objective est une espèce naturelle, c’est-
à-dire un groupement qui reflète la structure du monde natu-
rel plutôt que les intérêts et les actions humaines. (Bird et 
Tobin, 2018) À l’inverse, une entité a une existence subjective 
si elle est le produit des processus cognitifs d’un agent. Les 
entités mentales comme les croyances, les désirs et les repré-
sentations sont des exemples d’entités subjectives.
Dans la littérature sur le risque, il est largement admis que le 
caractère indésirable du risque est expliqué par une relation 
entre un risque et les attitudes d’un agent, ce qui confère au 
risque sa dimension subjective.
4.  La conception disposi-
tionnelle du risque
4.1 Objectivité et subjectivité du rique : résolu-
tion du paradoxe
Une définition adéquate du risque doit tenir compte, tout en 
demeurant cohérente, d’au moins deux éléments : la dimen-
sion objective et de la dimension subjective du risque. À cette 
fin, la définition suivante est proposée :
• Un risque pour un agent x
i
 est une disposition dont la 
manifestation est indésirable pour x
i
.
Remarquons que l’agent x
i
 n’a pas besoin de porter active-
ment un jugement négatif sur les manifestations possibles 
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d’une disposition pour que celle-ci soit une instance de 
Risque-pour-x
i
 : il suffit que ces manifestations soient indé-
sirables étant donné l’ensemble des désirs de x
i
. Par exemple, 
je n’ai pas besoin de porter activement un jugement négatif 
sur l’éventualité que le plafond de cette pièce où je me trouve 
à l’instant t s’écroule pour que la disposition de ce plafond 
à s’écrouler constitue un risque pour moi : il suffit que cet 
événement soit pour moi indésirable selon mes désirs. Ainsi, 
selon cette conception, un risque n’est rien d’autre qu’une 
disposition ; mais cette disposition porte le statut de risque 
car ses manifestations possibles sont indésirables pour un 
agent3.
Cette définition concilie la dimension objective et la dimen-
sion subjective du risque de manière cohérente. D’une part, 
puisque l’existence d’une disposition, d’après le réalisme des 
dispositions, est indépendante de la connaissance que nous 
en avons, la disposition qui peut porter le statut de risque 
existe également indépendamment de notre connaissance 
de celle-ci. D’autre part, puisqu’une disposition peut être un 
risque en vertu du caractère indésirable de sa manifestation 
pour un agent, la dimension subjective du risque est prise en 
compte.
4.2 Causalité et risque
Comme nous l’avons vu dans la section 2, Hansson (2018) 
rapporte qu’un risque est parfois défini comme la cause d’un 
événement indésirable, possible et incertain. Cette défini-
tion du risque, sous certaines conditions, paraît plausible. 
Puisqu’un risque, dans la conception dispositionnelle du 
risque, est identifié à une disposition, il s’agit alors de déter-
miner si une disposition peut être une cause.
Si l’on reprend la caractérisation d’une cause proposée par 
Mackie (1965), il est plausible qu’une disposition soit une 
cause. En effet, l’existence d’une disposition à produire un 
effet donné semble être une partie nécessaire d’une condi-
tion suffisante à la production de cet effet, du moins si l’on 
défend le réalisme des dispositions. Par exemple, Mackie 
propose que la présence d’un produit inflammable est une 
partie nécessaire d’une condition suffisante pour provoquer 
un incendie. Or, l’inflammabilité est une disposition. D’après 
cette interprétation, une disposition peut par conséquent être 
considérée comme une cause. 
Ceci suppose que risque et causalité entretiennent un certain 
rapport, idée adoptée de manière générale dans la littérature. 
Par exemple, Boholm et Corvellec (2010, 176), sur la base des 
travaux de Hilgartner (1992), définissent le risque comme le 
résultat d’une cognition située qui établit une relation causale 
et contingente entre un objet de risque (c’est-à-dire un dan-
ger) et un objet à risque. Boholm et Corvellec n’expliquent 
toutefois pas le rapport qui existe entre risque et causalité 
à l’aide des dispositions. En effet, ils adoptent plutôt une 
conception anti-réaliste huméenne de la causalité, consi-
dèrant donc que la causalité est le résultat d’une inférence 
humaine.
La conception dispositionnelle du risque est diamétralement 
opposée à la caractérisation de la causalité adoptée par ces 
chercheurs. En effet, la conception dispositionnelle du risque 
est fondée sur une conception réaliste de la causalité, égale-
ment appelée « réalisme causal ». (Esfeld, 2011) D’après ce-
lui-ci, la causalité existe indépendamment de la connaissance 
humaine ; elle repose sur l’existence de propriétés causales, 
qui peuvent par exemple être des dispositions à produire cer-
tains effets. Les arguments proposés en faveur de l’existence 
des dispositions sont par conséquent aussi des arguments qui 
appuient le réalisme causal.
4.3 Dispositions, risques et dangers
L’idée qu’un risque est une disposition doit être différenciée 
de la distinction proposée dans la littérature entre « risque » 
et « danger ». Tel qu’il a été mentionné dans la section 3.4, 
un risque, d’après Douglas et Wildavsky (1982), est un dan-
ger sélectionné en fonction des valeurs d’une communauté. Il 
y a cependant généralement peu d’explications sur ce qu’est 
un danger. Douglas et Wildavsky (1982, 186) soulignent d’ail-
leurs qu’il serait nécessaire d’expliquer ce qu’est un danger 
pour améliorer le cadre théorique qu’ils proposent.
Dans la conception que nous proposons, ce qui assure la di-
mension objective d’un risque n’est pas un « danger », mais 
une disposition d’un système physique à se comporter d’une 
manière ou d’une autre. En effet, tant que les manifestations 
possibles d’une disposition ne sont pas indésirables pour un 
agent, il ne semble pas y avoir de raison d’appeler cette dispo-
sition un « danger ». Par exemple, la disposition du plafond 
d’une cabane abandonnée à s’écrouler ne représente pas da-
vantage un danger intrinsèque que la disposition d’une allu-
mette à s’enflammer ou la disposition d’un tiroir à s’ouvrir. 
Ces dispositions deviennent uniquement des risques lorsque 
leurs conséquences sont indésirables pour un agent. Le terme 
« danger » s’avère donc inapproprié pour désigner la dimen-
sion objective du risque ; il faut, à notre avis, lui substituer la 
notion de « disposition », qui n’est pas nécessairement asso-
ciée à des conséquences négatives.
Ainsi, notre conception et celle de Douglas et Wildavsky 
partagent au moins un point commun. En effet, elles dis-
socient deux classes d’entités – danger et risque pour une 
communauté dans la conception de Douglas et Wildavsky, et 
disposition et risque pour un agent quelconque dans notre 
conception (la classe des risques étant incluse dans la classe 
des dispositions : tous les risques sont des dispositions, mais 
toutes les dispositions ne sont pas des risques). Aussi bien un 
danger, au sens de Douglas et Wildavsky, qu’une disposition 
existent indépendamment de tout agent ; et un risque a une 
dimension subjective dans les deux conceptions. Cependant, 
comme nous l’avons vu, le terme « danger » est peu approprié 
pour désigner une dimension objective puisqu’il est chargé de 
connotations négatives qui renvoient à des valeurs, désirs ou 
préférences.
Dans la littérature sur le risque, la thèse qui défend l’idée 
qu’un risque est un danger sélectionné en fonction des atti-
tudes d’un agent se nomme « réalisme critique ». (Lupton, 
2013) D’après le réalisme critique, les risques sont consti-
tués et médiés à travers des processus culturels et sociaux. 
Ils ne peuvent donc pas être mesurés indépendamment de 
3 - De la même manière, ce chien est l’animal de compagnie de cette personne en vertu d’une attitude subjective actuelle de cette personne à l’égard de ce chien ; 
mais il demeure ce chien en toutes circonstances.
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ces processus. Les risques, d’après le réalisme critique, entre-
tiennent donc forcément un rapport avec des individus. 
Le réalisme critique a été développé en réponse au réalisme 
naïf4. D’après celui-ci, un risque est une entité objective qui 
peut être mesurée indépendamment de processus culturels 
et sociaux (Lupton, 2013). Ainsi, selon le réalisme naïf, les 
processus culturels et sociaux biaisent notre évaluation des 
risques.
Il est important de souligner, dans le débat entre réalisme cri-
tique et réalisme naïf, que la distinction entre ces deux thèses 
est principalement fondée sur l’emphase que chacune d’elles 
met sur l’une ou l’autre dimension du risque. Ainsi, la plupart 
des partisans de ces deux écoles s’entendent pour dire que 
les risques ont à la fois une dimension objective et subjec-
tive. Les réalistes critiques analysent davantage la dimension 
subjective (ou intersubjective) des risques, tandis que les réa-
listes naïfs vont plutôt analyser leur dimension objective.
Où se situe la conception dispositionnelle du risque propo-
sée ici dans le débat entre réalisme critique et réalisme naïf ? 
D’abord, nous considérons qu’un risque entretient un certain 
rapport avec les désirs d’un agent. Or, les désirs d’un agent 
sont subjectifs. Ensuite, une disposition est une entité objec-
tive qu’on peut mesurer indépendamment de processus cultu-
rels et sociaux. Par exemple, on peut déterminer quels sont 
les stimulus d’une disposition ou mesurer les conséquences 
hypothétiques de la réalisation d’une disposition sans se pro-
noncer sur l’importance qu’on accorde à ces conséquences.
À l’heure actuelle, la conception dispositionnelle du risque 
nous semble fournir la meilleure analyse de la dimension ob-
jective du risque. Cependant, la conception dispositionnelle 
vise également à tenir compte de la dimension subjective du 
risque. Cet objectif sera atteint en développant une ontolo-
gie des désirs cohérente et en l’articulant avec l’ontologie des 
dispositions ; nous y reviendrons dans la conclusion. Ainsi, 
la conception dispositionnelle du risque accordera, à terme, 
autant d’importance à l’analyse de la dimension subjective 
qu’à celle de la dimension objective du risque. En ce sens, 
elle a des points communs aussi bien avec le réalisme critique 
qu’avec le réalisme dit « naïf ».
5.  Architecture d’une for-
malisation du risque dans 
les ontologies appliquées
Dans cette section, nous présentons d’abord certaines carac-
téristiques des ontologies appliquées, héritées notamment de 
l’ontologie philosophique, qui établirons le cadre conceptuel 
dans lequel se développera notre analyse du risque. Nous pré-
sentons ensuite une proposition de formalisation du risque 
comme disposition dans la Basic Formal Ontology (BFO).
5.1 Les ontologies appliquées
Tel que mentionné en introduction, les ontologies appliquées 
servent à représenter les entités d’un domaine - telles que les 
entités du domaine biomédical - et à annoter des données 
afin d’en faciliter l’échange entre différents systèmes d’infor-
mation. On peut distinguer au moins deux types d’ontologies 
(Arp, Smith et Spear, 2015) : les ontologies de domaine, dans 
lesquelles sont représentées les entités d’un domaine spéci-
fique, comme les maladies infectieuses ; et les ontologies de 
haut niveau, comme BFO, UFO ou la Descriptive Ontology 
for Linguistic and Cognitive Engineering (DOLCE), dans 
lesquelles sont représentées les entités plus générales qui se 
retrouvent dans tous les domaines. Par exemple, on retrouve 
dans BFO, des entités telles que Entité matérielle, Qualité et 
Rôle. Différentes ontologies de haut niveau peuvent cepen-
dant représenter des entités différentes, selon leurs choix 
ontologiques.
5.2 Universaux et particuliers
Des termes généraux sont régulièrement utilisés dans le lan-
gage, comme dans l’énoncé « Un chat est un félin ». Trois 
thèses s’opposent sur la référence de ces termes généraux 
en philosophie : le conceptualisme, le nominalisme et le réa-
lisme des universaux. (Arp, Smith et Spear, 2015) D’après 
le conceptualisme, un terme général désigne un concept, 
c’est-à-dire une idée générale constituée abstraitement sur 
la base de caractéristiques communes à un ensemble d’enti-
tés. D’après le nominalisme, un terme général désigne uni-
quement un regroupement d’entités particulières : il n’existe 
que des particuliers selon le nominalisme. D’après le réalisme 
des universaux, certains termes généraux désignent un uni-
versel, c’est-à-dire une entité répétable qui est instanciée par 
certains particuliers ; et deux particuliers qui instancient un 
même universel partagent certaines similarités. Par exemple, 
cette pomme et cette autre pomme partagent certaines simi-
larités dans la mesure où elles instancient toutes deux l’uni-
versel de pomme.
Le débat entre conceptualisme, nominalisme et réalisme des 
universaux n’est pas tranché en philosophie. On peut cepen-
dant distinguer les thèses philosophiques des méthodes de 
construction d’une ontologie. Ainsi, Smith et Ceusters (2010) 
prônent une méthode réaliste de construction d’une ontolo-
gie pour éviter un certain nombre d’ambiguïtés et d’incohé-
rences. La méthode réaliste consiste à construire des ontolo-
gies comme si le réalisme des universaux est vrai, peu importe 
que l’on défende le conceptualisme, le nominalisme ou le 
réalisme des universaux. Par exemple, même si l’on défend, 
à la manière du conceptualisme, qu’un terme général est un 
concept, on représentera ce dernier comme un universel dans 
une ontologie appliquée d’après la méthode réaliste.
La méthode réaliste a fait ses preuves avec, par exemple, la 
construction d’un vaste ensemble d’ontologies biomédicales 
interopérables - la OBO Foundry (Smith et al., 2007) - uti-
lisée dans une large gamme de projets appliqués d’échange 
de données. Les ontologies de la OBO Foundry sont bâties 
4 - Le terme « réalisme naïf » est utilisé par Lupton (2013) pour désigner cette position. Toutefois, les partisans du réalisme dit naïf ne désignent pas eux-mêmes 
leur position de cette manière. Par exemple, Rosa (2010) dit défendre simplement le réalisme du risque. Le terme « réalisme naïf » est utilisé par ceux qui critiquent 
les positions similaires à celle de Rosa. 
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d’après les principes de BFO. Mentionnons notamment 
comme projets récemment réalisés dans le cadre de la OBO 
Foundry et de BFO la formalisation de la maladie ainsi que 
des prédispositions aux maladies (Scheuermann et al., 2009), 
le projet TRANSFoRm de système de santé apprenant cou-
plant activités de soins et de recherche (Éthier et al., 2018), et 
l’annotation de phénotypes à l’aide de l’ontologie des phéno-
types microbiens (Siegele et al., 2019).
Nous adopterons par la suite les conventions de notation sui-
vantes : une référence à un universel sera écrite en italique, 
par exemple « Arbre » ; une référence à un particulier sera 
écrite en gras, par exemple « pommier
0
 » ; une référence 
à une relation entre universaux sera écrite en italique, par 
exemple Pommier est_un Arbre pour signifier que l’univer-
sel Pommier est lié à l’universel Arbre par la relation de sub-
somption est_un (« is_a » en anglais) ; enfin, une référence à 
une relation impliquant au moins un particulier sera écrite en 
gras, par exemple la relation de tout à partie (nommée « rela-





La relation d’instanciation, centrale dans la méthode réa-
liste de construction d’ontologies, est d’un côté une relation 
entre un universel ou une classe (nous utiliserons ici ces deux 
termes comme des synonymes, quoique certaines distinc-
tions puissent être établies – cf. Arp, Smith et Spear, 2015) 
et de l’autre, un particulier. Elle sert à indiquer qu’un parti-
culier est une instance d’un certain universel. Par exemple, 
arbre
0
 est une instance de l’universel Arbre. Cette relation 
s’écrit donc de la manière suivante : arbre
0
 instancie Arbre. 
Un particulier peut être une instance d’un universel à un cer-
tain instant t
0
 et ne plus être une instance de cet universel à 
l’instant t
1
, ou vice-versa (nous n’entrons pas ici dans la dis-
cussion de la représentation de ces variations temporelles). 
Par exemple, un être humain, jusqu’à un certain moment de 
sa vie, est une instance de Enfant. Plus tard, il sera une ins-
tance de Adulte.
Une ontologie appliquée permet de structurer des données 
en triplets RDF (Resource Description Framework ; Arp, 
Smith et Spear, 2015, 153). Un triplet RDF a une structure 
sujet-prédicat-objet qui imite, dans une certaine mesure, la 
structure du langage humain. Par exemple, un triplet RDF 
pourrait spécifier que « Cette pomme est un fruit ». Dans ce 
triplet RDF, le sujet est cette pomme, le prédicat est la rela-
tion d’instanciation et l’objet est la catégorie Fruit. Les tri-
plets ainsi formés constituent une base de données RDF dans 
laquelle sont stockées des données d’un domaine déterminé. 
Chacun des éléments d’un triplet RDF est étiqueté à l’aide 
d’un URI (Uniform Resource Identifier, un nom unique) qui 
permet de trouver l’élément recherché dans une base de don-
nées. Lorsqu’une base de données RDF (un « triple store ») 
est constituée, un utilisateur peut y lancer une requête à l’aide 
du langage de requête SPARQL (Harris et Seaborne, 2013; 
Arp, Smith et Spear, 2015, 155). Par exemple, si un entrepôt 
de données d’hôpital a été structuré sous la forme d’un triple 
store, une requête SPARQL adéquate pourrait permettre de 
retrouver tous les patients suivis dans cet hôpital à une cer-
taine période, ou bien toutes les références de maladies de ces 
patients qui ont causé un infarctus.
De nombreuses ontologies appliquées sont construites en 
utilisant le Web Ontology Language (OWL). Le cadre OWL 
est un cadre logique pour les langages du Web sémantique. 
(Obitko 2007 ; Arp, Smith et Spear, 2015, 151) Il est basé sur 
la logique de description. Ainsi, les axiomes spécifiés dans 
une ontologie appliquée construite selon le cadre OWL sont 
fondés sur les principes de la logique de description.
La logique de description est un sous-ensemble décidable de 
la logique du premier ordre. La décidabilité de la logique de 
description est cruciale dans les ontologies appliquées car 
elle permet d’élaborer des procédures de décision, c’est-à-
dire des algorithmes qui retourneront toujours un résultat 
lors d’une requête dans une base de données. (Schultz et al., 
2009)
5.3 Lexique, taxonomie et ontologie
Qu’est-ce qui distingue une ontologie des autres types de clas-
sifications, comme les lexiques et les taxonomies ? Un lexique 
est une liste ordonnée de termes faisant référence à des enti-
tés et à leurs définitions respectives. Les relations entre enti-
tés ne sont pas spécifiées dans un lexique. Une taxonomie 
est une classification d’entités en arbre hiérarchique dans la-
quelle les seules relations représentées entre les entités sont 
des relations de subsomption. La relation de subsomption 
permet de regrouper les entités en classes d’appartenance 
plus ou moins générales. Une ontologie est un outil de repré-
sentation plus riche qu’un lexique et qu’une taxonomie car 
on y représente également d’autres relations que les relations 
de subsomption. On peut y représenter, notamment, les rela-
tions méréologiques et exprimer des axiomes comme celui 
qui affirme que tout arbre a pour partie au moins une feuille. 
Dans BFO, ceci signifie que s’il existe une instance de l’uni-
versel Arbre, alors cette instance a au moins une instance de 
l’universel Feuille comme partie. Suivant la définition de Arp, 
Smith et Spear (2015, 24), une ontologie est donc un outil de 
représentation qui a une taxonomie comme partie propre et 
qui représente des axiomes impliquant des universaux et des 
relations.
5.4 Le risque dans la Basic Formal Ontology
Une formalisation du risque d’AVC a récemment été proposée 
pour BFO. (Barton et al., 2017) Il est toutefois nécessaire de 
proposer un modèle plus général de formalisation du risque 
dans BFO. La conception dispositionnelle du risque fournit 
les assises théoriques pour répondre à ce besoin.
Précisons d’abord quelques engagements ontologiques de 
BFO. Une ontologie, à la manière d’une taxonomie, a la struc-
ture d’un arbre hiérarchique. Plus une entité est proche de 
la racine de cet arbre, plus elle est générale. La distinction la 
plus générale, dans BFO, est la distinction entre l’universel 
Continuant et l’universel Occurrent. Un continuant est une 
entité qui existe pleinement à tout moment du temps où elle 
existe. (Arp, Smith et Spear, 2015) Par exemple, un objet tel 
qu’une pomme et les propriétés que portent cette pomme 
(sa couleur, sa forme, etc.) sont des continuants. Un occur-
rent est une entité dotée de parties temporelles. (Arp, Smith 
et Spear, 2015) Par exemple, cette journée est composée de 
plusieurs heures : on peut distinguer les 12 premières heures 
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de cette journée de ses 12 dernières. Typiquement, les occur-
rents englobent par exemple les processus ou les événements.
Deux aspects de BFO s’articulent bien avec la conception 
dispositionnelle du risque. D’abord, on retrouve, parmi les 
continuants de BFO, l’universel Disposition. (Arp, Smith et 
Spear, 2015) Ensuite, le modèle de représentation des dis-
positions dans BFO a été développé en respectant le modèle 
stimulus-manifestation, à la simple différence qu’un stimu-
lus est appelé un « déclencheur » et qu’une manifestation est 
appelée une « réalisation » dans BFO. Dans BFO, les déclen-
cheurs et les réalisations de dispositions sont des processus.
La définition du risque énoncée plus haut prend la forme sui-




 l’ensemble des agents :
• Risque-pour-x
i 
est la classe de dispositions dont les réali-
sations possibles sont indésirables pour l’agent x
i
.




Il a précédemment été mentionné que dans le cadre de la 
méthode réaliste de construction d’ontologies, un particu-
lier peut être une instance d’un certain universel à un instant 
donné t
0
 et ne plus être une instance de ce même universel à 
un instant ultérieur t
1
. Cette caractéristique des particuliers 
est centrale dans le cas des risques. En effet, étant donné un 
agent x
i
, une disposition d
0
 peut être une instance de Risque-
pour-x
i
 à un certain moment et ne plus l’être à un autre mo-
ment, selon l’attitude de x
i
 à l’égard des réalisations possibles 
de d
0
 à ces différents moments. La relation d’instanciation, 
dans les ontologies appliquées, s’avère donc utile pour rendre 
compte de la dimension subjective du risque5. Cette idée va à 
présent être illustrée à l’aide d’exemples.
Imaginons, par exemple, que l’agent Paul
 
se trouve dans une 
pièce. Le plafond plafond
0
 de cette pièce est endommagé et 
possède la disposition instabilité
0 
à s’effondrer. Il est donc 
possible que plafond
0
 s’effondre. Autrement dit, il est pos-
sible que instabilité
0
 soit réalisée par un processus de type 
Effondrement. S’il est indésirable pour Paul que plafond
0
 
s’effondre lorsqu’il est dans cette pièce, alors instabilité
0
 
est une instance de Risque-pour-Paul lorsque Paul se trouve 
dans cette pièce.
Supposons maintenant que Paul sorte de la pièce et devienne 
indifférent quant à l’effondrement possible de plafond
0
. À 





 n’est plus une instance de 
Risque-pour-Paul, bien qu’elle continue à exister.





 s’effondre. La disposition instabilité
0
 
est alors une instance de Risque-pour-Paul et un Risque-
pour-Daniel.
Supposons maintenant que Paul devienne indifférent à 
l’effondrement possible de plafond
0 
; compte tenu qu’il est 





 serait toujours une instance de Risque-pour-
Daniel, mais ne serait plus une instance de Risque-pour-
Paul. Ceci s’accorde bien avec l’idée que le statut de risque 
d’une disposition donnée dépend des attitudes d’un agent.
Que veut-on dire par « une réalisation possible de la disposi-
tion est indésirable pour x
i 
» ? La notion d’indésirabilité per-
met de tenir compte des cas dans lesquels un agent x
i
 ignore 
qu’il existe une disposition d
i
 qui est un risque pour lui. En 
effet, un agent peut ignorer qu’il se trouve dans une situation 
où un événement indésirable pour lui pourrait survenir. Par 
exemple, imaginons que Paul passe sous plafond
0
, mais 
ignore que le plafond soit aussi instable – autrement dit, il 
ignore l’existence de sa disposition instabilité
0
. Malgré cela, 
instabilité
0
 est tout de même un Risque-pour-Paul
 
au mo-
ment où Paul passe dans la salle.
Imaginons à présent qu’une personne particulière, Marie, a 
une amie, Brigitte. Marie a la disposition à développer un 
cancer d
0
. La disposition d
0
 serait réalisée, entre autres, par 
un processus Développement de cancer. Dans cette situation, 
on peut supposer qu’il serait indésirable pour Marie et Bri-
gitte que d
0
 soit réalisée par un processus de développement 
de cancer. D’après les définitions proposées, d
0
 serait donc 
une instance de Risque-pour-Marie et de Risque-pour-Bri-
gitte. Pour Marie, il s’agit du risque qu’elle-même développe 




si Marie n’estime pas que la réalisation de d
0
 
est indésirable ? Dans ce cas, cancer
0
 n’est alors pas un 
Risque-pour-Marie. Si la réalisation de d
0
 n’était pas, pour 
une raison ou pour une autre, indésirable pour Marie, est-ce 
que la réalisation de d
0
 ne serait pas indésirable pour Bri-
gitte également ? Dans le cas qui nous occupe, la réalisation 
possible de d
0
 peut ne pas être indésirable pour Brigitte et 
être indésirable pour Marie, car les raisons pour lesquelles la 
réalisation de d
0
 est indésirable pour Brigitte peuvent être 
indépendantes des raisons de Marie.
Le recours à la relation d’instanciation permet ainsi de tenir 
compte du fait que, dans la conception du risque proposée, 
une disposition n’est jamais essentiellement un risque : une 
disposition a un statut de risque pour un agent donné en 
fonction de la structure des désirs de cet agent, c’est-à-dire 
qu’une disposition d
0























Nous avons proposé ici, à partir des littératures sur le risque 
et sur les dispositions, une conception originale du risque que 
nous nommons « conception dispositionnelle du risque ». La 
force de la conception dispositionnelle du risque est qu’elle 
concilie de manière cohérente l’idée qu’un risque existe indé-
5 - Toutes les relations d’instanciation ne dépendent cependant pas d’éléments subjectifs. Par exemple, l’individu Alain est une instance de l’universel Être humain 
indépendamment de tout élément subjectif.
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pendamment de la connaissance que les agents en ont et l’idée 
qu’un risque est en relation avec les attitudes d’un agent. En 
effet, dans les conceptions du risque jusqu’à présent propo-
sées dans la littérature, par exemple le réalisme critique et le 
réalisme naïf, l’analyse de l’une de ces dimensions avait ten-
dance à être négligée, ou alors les deux dimensions n’étaient 
pas articulées de manière cohérente. La conception disposi-
tionnelle du risque permet également de dresser des ponts 
entre la littérature sur le risque, la littérature sur les disposi-
tions et la philosophie de la causalité.
Afin d’améliorer la conception dispositionnelle du risque, il 
serait utile d’élaborer une ontologie des désirs cohérente et 
articulable avec la conception dispositionnelle du risque. En 
effet, nous avons indiqué qu’un risque pour un agent est en 
relation avec les désirs de celui-ci. Une ontologie formelle des 
désirs serait une contribution importante en ontologie appli-
quée, notamment pour l’analyse de la notion d’événement 
indésirable dans la Adverse Event Ontology (AEO). (He et 
al., 2014)
Par ailleurs, les travaux en ontologie formelle déjà réalisés 
sur la méréologie et l’identité des dispositions (Barton, Jan-
sen et Éthier, 2017; Barton, Grenier et Éthier, 2018; Barton et 
al., 2018) ainsi que sur l’assignation des probabilités aux dis-
positions (Barton, Burgun et Duvauferrier, 2012) pourraient 
être exploités pour permettre de caractériser la méréologie et 
l’identité des risques, ainsi que l’assignation des probabilités 
aux risques.
Rappelons finalement que nous avions comme objectif, 
dans cet article, de poser les jalons d’une formalisation du 
risque dans l’ontologie appliquée BFO. Cette formalisation 
est appuyée sur notre conception philosophique du risque : 
la conception dispositionnelle du risque qui est appuyée par 
l’analyse des différentes conceptions du risque proposées 
dans la littérature. Ainsi, cet article fournit un point de départ 
philosophiquement informé pour de futures formalisations 
du risque en ontologie appliquée.
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