Abstract. Photographic RGU photometry for about 1800 stars down to a limiting G-magnitude of 19.5 in a highlatitude field ((l, b) = (101
Introduction
The photographic data presented in this paper have been obtained in the context of the re-evaluation program of the Basel RGU three-color photometric high-latitude survey of the Galaxy. The motivation and purpose of this Send offprint requests to: R. Buser program are derived from the major fact that a suitable RGU standard system has become available only recently through the advancements in synthetic photometry, and that consequently, the survey plates can be exploited in a more homogeneous and consistent manner, employing more comprehensive calibrations and more adequate methods of analysis than before.
In particular, results based on preliminary data (e.g., Becker 1980; Buser & Kaeser 1985; Fenkart 1989a-d) were among the first to provide quantitative evidence of a highly flattened intermediate population of faint stars, which is now known as the thick disk component of the Fig. 2 . Sample two-color diagrams for three intervals of successively fainter apparent magnitudes. The superposed grid of isoabundance lines for dwarf stars is based on theoretical model atmosphere calculations (Buser & Fenkart 1990 ) and has been used for initially classifying the stars into coarse metallicity classes: (•) population I main sequence; ( ) intermediate population II main sequence; ( ) extreme population II main sequence; (•) white objects; (×) population I late-type red giants; (+) unclassified Galaxy. It thus became clear that the unparalleled statistical weight and multiplex nature of the Basel survey data immediately called for a definitive evaluation, aimed at a more precise determination of some of the key structural properties of this newly identified population component.
Therefore, the Basel Palomar-Schmidt plates were used for the preparation of a new catalog of homogeneous RGU data for a significant sample of high-latitude fields (Buser et al. 1998b) , whence the density and luminosity distributions and, most importantly, also the larger-scale chemical structure of the Galactic thick disk were to be derived.
While the ensemble of the full survey data are being analysed by detailed modelling (cf. Buser & Rong 1995; Buser et al. 1998a) , the data in each individual field will be used to discuss the most important aspects of both the particular field and its analysis in terms of the classical three-color method originally developped by Becker (1962 Becker ( , 1965 . In the present paper on the Basel field near M101 we shall show how, in the absence of proper motion data, model calculations of the space densities should be used to remedy the notorious failure of the classical, purely photometric method in identifying and properly accounting for the presence of turnoff and subgiant stars among the field populations.
Observations, reduction, and standardization
In a field of area 2.0 square degrees centered on (α, δ(1950.0) 
• ), a total of 1806 stars were measured with the Basel Iris photometer by one of us (S.K.) from 15 48 PalomarSchmidt plates -i.e., 5 plates for each of three RGU colors -taken by Purgathofer and Tammann in 1972. These measurements were reduced to RGU magnitudes using a photoelectric sequence which was established by Sandage and Tammann (1974) and which extends down to limiting UBV magnitudes of 19.85, 19.49, and 18 .76 magnitudes, respectively. The UBV data for the calibration stars were converted to the standard RGU system via the transformation equations calculated from a comprehensive grid of detailed flux distributions of spectrophotometric standard stars by Buser (1978a,b) .
Calibration curves could then be defined accurately down to limiting RGU magnitudes of 18.07, 19.50, and 21.65 magnitudes, respectively, whence instrumental RGU magnitudes and colors were derived for both the calibration standard and the program stars. Although the number of calibration standard stars is small and the residuals between their instrumental and standard magnitudes as functions of instrumental color show considerable scatter, the resulting color equations in Fig. 1 show the typical behavior expected as resulting from minor mismatches of the photometric passbands behind the instrumental and the standard systems. While the residuals for the two longer-wavelength photometric passbands (G, R) can be well approximated by linear equations, those for the shortwavelength U -magnitude feature a characteristic nonlinearity which is due to this near-UV passband's high sensitivity to the strength of the Balmer lines and discontinuity (Buser 1978a (Buser , 1988 . Consequently, the corresponding color equation has been approximated by a saw-toothlike curve defined by three contiguous linear segments of Fig. 3 . Histograms of logarithmic space densities as functions of absolute magnitude (panels) for all population components combined. Curves are model density gradients from Gilmore & Wyse (1985) fitted to the observations at centroid distances (dots) within survey completeness limits (arrows) by least squares. Their intersections with the ordinates (r = 0) provide the extrapolated local densities Fig. 4 . Luminosity function resulting from observed local densities extrapolated in Fig. 3 (dot-dashed line) . Comparison with the luminosity function derived from the Catalog of Nearby Stars by Gliese (1969) indicates that the initial two-color classification of the stars is likely biassed by assuming too many unevolved main sequence stars at faint absolute magnitudes different slopes. Thus, the following color equations were adopted and applied in generating the final catalog of standard RGU data:
Full details on the plate journal, the identification charts, and the final photometric data will be published separately in the all-survey catalogs for 14 fields of the Basel high-latitude program (Buser et al. 1998b ).
Two-color diagrams and absolute magnitude determination
A sample of observed (U −G, G−R) two-color distributions as functions of successively fainter apparent G magnitudes is given in Fig. 2 , which shows the classification of the stars into the different categories that determine their subsequent treatment in the statistical analysis, most notably the assignment of absolute magnitudes (M G ) required for the distance and density calculations. The classification is based on the comparison of the observed distributions with the intrinsic loci of the various stellar types provided by the synthetic photometry calibrations. The most important steps of the process are, briefly, as follows.
1. In the absence of systematic errors in the data, unreddened normal population I main sequence stars are expected to scatter uniformly about the theoretical zero-abundance line ([M/H] = 0.00) (Buser & Fenkart Table 3 . Logarithmic space densities for Extreme Population II stars. Symbols as in Table 1 M Table 4 . Logarithmic space densities for all population components combined. Symbols as in Table 1 M 1990, hereafter BF90) throughout their observed twocolor ranges and with a dispersion in metallicity of σ [M/H] ∼ 0.3 dex. Thus, the observed distributions of probable normal main sequence stars (full dots) suggest that in this field, interstellar foreground reddening is absent (i.e., E G−R = 0.00), and an absolute magnitude can be assigned to each star by entering its observed G−R in the color-magnitude diagram (hereafter CMD) given in Fig. 7 of BF90 and reading M G off the appropriate standard main sequence for thin-disk dwarfs ( [M/H] = 0.00). 2. Most other objects within or near the limits of the grid of theoretical iso-abundance lines for dwarf stars cannot be classified unambiguously from their two-color positions only. In particular, metallicity and luminosity effects on both the U −G and the G−R colors are hardly separable for field stars in the color range ∼ 0.8 < G−R < 1.5 (cf. Buser 1978a (Fig. 7) , Buser 1982 (Fig. 6 ), BF90 ( Fig. 1 and If a discontinuity is apparent in the above two-color distributions near U −G ∼ 1.8−2, the stars redder than this gap are considered normal red giants (crosses) (Becker 1962 , Becker & Fang 1982 . Similarly, stars outside the theoretical grid for dwarfs (U −G > 3.0), but whose colors match the predicted synthetic loci for normal population I red giants (Buser 1978a) , are classified as such. In either case, these stars are assigned absolute magnitudes M G = 1.0 (Buser 1981) . Objects far outside the theoretical calibrations in the two-color diagrams are either classified as "white objects" (open circles), or are left unclassified (plus signs); both these categories are excluded from the subsequent analysis of the density and luminosity functions.
3.2 Based on the above absolute magnitude determinations, density functions are derived for each of three population types (i.e., main sequence stars of population I, intermediate population II, and extreme population II, respectively), plus their combination. Using a least-squares method, best-fitting model density gradients predicted by Gilmore & Wyse (1985) 1 are then matched to the observed density profiles in order to extrapolate hence the local stellar space densities as functions of absolute M G magnitude (del Rio & Fenkart 1987; Fenkart & Karaali 1987; Fenkart 1989a-d) .
Comparison with the local luminosity function based on the trigonometric parallax catalog of nearby stars by Gliese (1969) then provides the crucial consistency check: if the two disagree substantially and systematically, an iteration cycle is started by reassigning permissible alternative absolute magnitudes to an appropriately chosen number of suitable stars in such a way as to assimilate the resulting local luminosity function to the Gliese standard 2 .
Density and luminosity functions
The procedure described in the previous Sect. 3 is illustrated in Figs. 3-5 , where the density functions (histograms) for the different population types are given for stars of different absolute magnitudes. In each panel, the observed densities are represented by model curves (i.e., density gradients) which were calculated from the density laws adopted for the corresponding population components by Gilmore & Wyse (1985) and which were then fitted to the data at the centroid distances of their corresponding volumes (full dots) by least-squares. Note that the intersections of these fits with the ordinates provide the estimates of the local luminosity function extrapolated from the observations. Results of the original trial are shown for the density profiles summed over all three population components in Fig. 3 . It is gratifying to see that for the full range of absolute magnitudes and within the completeness limits of the survey (indicated by the vertical arrows) there is good qualitative agreement between the observed and the model-predicted density gradients. However, the corresponding extrapolated local densities (i.e., at r = 0) yield a luminosity function which is significantly different from the Gliese standard, as displayed in Fig. 4 . Obviously, Fig. 7 . Histograms of logarithmic space densities as functions of absolute magnitude for all population components combined, after assignment of turnoff-and subgiant luminosities (2 < MG ≤ 4) to a selected number of lower-metallicity class stars initially assumed to be on the main sequence (5 < MG ≤ 8). Note that, in general, the gradients now agree better with the model fits (curves), as do the corresponding extrapolated local densities (see the text) Fig. 8 . Luminosity function resulting from observed local densities extrapolated in Fig. 7 (dotted line) . Obviously, the Gliese standard (solid line) has been successfully used as a constraint in the first iteration of the present analysis. The disagreement at MG = 4.5 is a feature germane to old metal-poor populations (see the text) Fig. 9 . Density profile for late-type population I red giants identified in the two-color diagrams of the present field. The observed gradient and the extrapolated local density agree well with the model prediction and the Gliese-Jahreiss (1992) standard, respectively (see the text) the present data show a significant excess of intrinsically fainter stars (M G > 6) which seems to be balanced by a strong apparent deficiency of intrinsically brighter stars (M G < 5). Now, inspection of Fig. 5 immediately tells us that the apparent excess of nearby stars is most likely due to the (expected) bias in the absolute magnitudes assigned to the alleged intermediate and extreme population II stars: their observed density gradients are all much steeper than predicted by the model, leading to extrapolated local densities which are too high relative to the model standard by up to more than two orders of magnitude for the fainter stars, M G > 6. Thus, the most straightforward -and, in fact, plausible -explanation is that a substantial fraction of these excess nearby stars should be redistributed to the larger distances implied by brighter absolute magnitudes, M G < 4. Also note that stars of these lowermetallicity population components which have absolute magnitudes M G < 5 cannot be main sequence stars but must be evolved to near or beyond the turnoff, even if they should have relatively young ages, > 5 Gyr (BF90); therefore, density profiles for the brighter main sequence stars of these population components are naturally lacking in Fig. 5 .
Thus, based on the differences between the luminosity functions of Fig. 4 , and depending on the individual observed density histograms and excesses indicated in Fig. 5 , between 30% and 60% (for an average of ∼43%) of the relatively nearby intermediate and extreme population II stars were (randomly) selected in each of the three absolute magnitude intervals (M G > 5) for reassignment of their M G in a first iteration cycle. For each star, the theoretical CMD given by BF90 was used again for substituting for the former main-sequence luminosity the brighter absolute magnitude corresponding to the more advanced evolutionary stage near the turnoff or the subgiant branch associated with its same observed G−R color, δ U−G -derived metallicity-class, and adopted (old-)age isochrone, as in the previous cycle.
Results of this first -and only -iteration are given in Tables 1-5 and illustrated in Figs. 6-9 to show that a consistent (although not proven unique) solution can be readily found by this simple procedure. Most density histograms for the population II components derived from the alternative absolute magnitude determinations and displayed in Fig. 6 do indeed follow well the flatter predicted gradients throughout the ranges set by the completeness limits of the survey. The same also holds for the profiles combining the contributions of all three population components in Fig. 7 , which yield an (extrapolated) local luminosity function (Fig. 8) that is now fully consistent with the adopted reference standard! Note that, relative to the population I stars, the local densities extrapolated from the panels of Fig. 6 for the intermediate and the extreme populations II also agree fairly well, on average, with the independent (i.e., canonical) values of ∼3% and ∼0.1%, respectively (cf. Buser et al. 1998a) . The large variation given in Table 5 (lines 4 and 10) for the intermediate population II at 5 < M G < 8 is due partly to the coarseness of the present method, partly to the intrinsic difficulty to separate these faint main sequence dwarfs from the population I red giants which occupy the same area (G−R > ∼ 1.2) in the two-color diagram. Still, for a total of 131 red giants (of population I) that were identified in the present sample, the density profile shown in Fig. 9 is in excellent agreement with the model prediction, and the extrapolated local density given in Table 4 (D * 0 = 7.10) again closely matches the standard (D * 0 = 6.92) provided by Gliese & Jahreiss (1992) . However, since the local density of red giants as derived from HIP P ARCOS data may be lower by almost a factor of two (Jahreiss & Wielen 1997) , the above result has been somewhat weakened as a constraint to the present analysis.
Note also that the observed dip at M G = 4.5 in Fig.  8 does not disturb the agreement with the standard but is consistent with theoretical expectations: because the evolutionary tracks and isochrones become increasingly vertical near this absolute magnitude in the CMD for old metal-poor populations, the more rapid evolutionary phases away from the main sequence and through the turnoff "dilute" their original main-sequence luminosity function (i.e., IMF) into a broader absolute magnitude range which leads to significant depletion of stars at some characteristic magnitude of their present-day luminosity function, to a larger uncertainty in the determination of individual absolute magnitudes, and to accordingly modified associated Malmquist corrections (Gilmore 1984) . In fact, the feature has been observed prominent in far-field stellar samples away from the Galactic plane, because due to their greater average ages relative to the normal (thin) disk, these stars also have larger scale heights resulting from their prolonged post-collapse dynamical evolution (Wielen 1974) .
Discussion and conclusion
While a significant fraction of turnoff and subgiant stars were already shown to exist in the Basel fields SA51 and SA57 from the analysis of combined RGU and proper motion data in the early papers by Buser & Chiu (1981a,b) , here we have demonstrated for the first time that, in the absence of proper motion data, a simple variant of the classical three-color analysis of RGU observations indeed allows to derive density gradients and luminosity functions which are consistent with canonical stellar distribution functions of both the large-scale space densities and the luminosities in the local sphere of the Galaxy.
This achievement sharply contrasts with earlier results derived from the original catalogs of RGU field data, which were based on Steinlin's (1968) preliminary standard of the RGU system and which were shown to carry large systematic errors in the basic color and absolute magnitude calibrations (Buser 1988; Buser & Rong 1995) . In fact, using the original RGU data base, density gradients and luminosity functions could not be derived consistent with both plausible density models and local luminosity functions for the large majority of Basel survey fields (e.g., Fenkart 1989a-d).
As anticipated in the introduction, the present improvements can be attributed completely to the revised standardization procedure and the extended calibrations set up for the RGU system via synthetic photometry techniques. The comprehensive tie-in with the UBV system then also justifies the iterative procedure adopted in Sect. 3 for determining absolute magnitudes for the lowerabundance stars by feedback from the resulting density and luminosity functions.
However, while in this paper we have been able to demonstrate in a very simple way that indeed, all the above innovations are leading to an altogether positive result, it must also be admitted that no claims of uniqueness can be made for the solution presented in Sect. 4. The main reason is simply that in actual practice the starby-star treatment prescribed by the classical three-color method (which was adopted here!) does not allow to account for the multiple values of the astrophysical parameters that can be associated with an individual star, given its apparent magnitude, two-color position, and an upper limit in absolute magnitude only. A fortiori, this same procedure neither allows to account for more than one or (at most!) two full iterations of propagating through the resulting density and luminosity functions the different assigned absolute magnitudes of a large sample of randomly selected stars which are scattered in a finite area of the observed (U −G, G−R) two-color diagram. Therefore, a more exacting quantitative treatment naturally requires a more performing automated analysis which also allows to exploit the full ranges of available astrophysical calibrations and constraints, such as the dependencies of the stellar colors on age, metallicity, and luminosity. Most importantly, the calibration of the observed ultraviolet excess, δ U−G , will need to be extended beyond the main sequence to the lower-gravity turnoff and subgiant stars in order to provide a more accurate determination of the metallicity distribution of the intermediate and extreme populations II identified in this paper. These more ambitious tasks are being completed as part of the all-survey analysis; preliminary results obtained for the first-half survey of seven fields are published in Buser et al. (1998a) .
