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In spite of recent developments in the PDF calculations of turbulent ﬂames, the high
computational time required to implement PDF simulations makes it intractable in prac-
tical applications. Therefore, it is important to design and select different parameters for
PDF calculation of most important quantities, i.e. temperature and major species means,
in an efﬁcient manner. The ingredients of the present model are a standard k–e turbu-
lence closure for modeling ﬂow ﬁeld and a joint composition PDF closure for the scalar
ﬁelds. A modiﬁed Curl model is applied to consider molecular mixing in PDF transport
equation and a simpliﬁed two-step mechanism which lowers the computational cost is
incorporated to describe the chemistry. The ﬂow ﬁeld is solved numerically using an
upwind discretization for the convective terms and a central discretization for the diffu-
sion terms by coupling it with an Eulerian Monte Carlo algorithm to solve PDF transport
equation. To show the superiority of the current PDF calculations over traditional
moment-closure methods commonly used in practical applications, simulation is also
performed by RANS method which shows large discrepancies, especially in prediction
of maximum ﬂame temperature (on the basis of present results, predicted ﬂame temper-
ature has 26% error via RANS method and 8% error via PDF method). Stoichiometric
ﬂame length predicted by RANS has 10% error while, by PDF method, this error is neg-
ligible and about 0:6%. The effect of coefﬁcient CU on the modiﬁed Curl model is also
investigated and it is concluded that the commonly used value CU ¼ 2:0 is the best choice
for the case of study. The numerical results obtained reveal that Westbrook–Drier mech-
anism is working very well in fuel-lean (F < Fst) non-premixed combustion and also it
predicts the total heat released in methane combustion in a very good agreement with
the experiment.
 2009 Elsevier Inc. All rights reserved.1. Introduction
The complicated nature of turbulence–chemistry interaction makes the turbulent combustion modeling one of the most
sophisticated subjects of ﬂuid mechanics. The main problem in simulation of turbulent reacting ﬂows by means of ensemble
averaged species transport equations is the closure of the mean chemical source term. Due to its strong non-linearity, neglect
of turbulent ﬂuctuations, i.e. setting the mean source term equal to the production rate calculated from mean values (lam-
inar chemistry), may result in signiﬁcant error. On the other hand, traditional moment-closure models for the source terms
have attained only limited success because the assumptions to be valid for such models often cannot be satisﬁed. Currently,. All rights reserved.
x: +98 2166419736.
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Nomenclature
Latin symbols
CU constant of mixing model
Cp speciﬁc heat at constant pressure
D jet nozzle diameter
F mixture fraction
f PDF
h enthalpy
J ﬂux
k turbulent kinetic energy
N species number
Np particle number
p pressure
R universal constant of gaseous
RR reaction rate
r radial coordinate
e effective
S source term
T temperature
t time
U velocity
u axial velocity
v radial velocity
W molecular weight
x axial coordinate
Y species mass fraction
Z atomic mass fraction
Greek symbols
C diffusion coefﬁcient
e turbulent dissipation rate
k thermal conductivity
l viscosity
q density
r non-dimensional parameter
s time scale
U composition
u ﬂow property
w sample space
x production rate
Subscripts
e effective
i ith coordinate (Cartesian)
t turbulent
a ath composition
‘ ‘th grid cell
_ vector
Superscripts
 Reynolds averaged mean
~ Favre averaged mean
00 Favre ﬂuctuation
2224 E. Amani, M.R.H. Nobari / Applied Mathematical Modelling 34 (2010) 2223–2241the probability density function (PDF) approach seems to be the best alternative due to its exact treatment of chemical
reactions.
During the past two decades, several closure methods have been proposed to treat turbulence–chemistry interactions, e.g.
the PDF methods [1–3], steady and unsteady ﬂamelet models [4,5], conditional moment closure (CMC) [6,7] and one dimen-
sional turbulence (ODT) model [8], etc.
E. Amani, M.R.H. Nobari / Applied Mathematical Modelling 34 (2010) 2223–2241 2225The most common experimental test cases used for validating turbulent combustion models are standard piloted ﬂames.
The piloted jet ﬂame D (Sandia ﬂame D [9]) has been extensively simulated, including ﬂamelet simulations [5,10,11], CMC
simulations [12] and PDF simulations [13–16], etc. (more simulations can also be found in the proceedings of TNF workshop,
1996). Finite rate chemistry can all be handled by above three models, while detailed mechanisms are only easily incorpo-
rated into the ﬂamelet models and CMC. For PDF methods, it is not tractable to perform arbitrary detailed mechanism be-
cause of its heavy computational cost. In spite of this, Wang and Chen [17] incorporated a detailed mechanism (GRI-Mech
3.0, consisting of 53 species and 325 elemental reactions) into the PDF calculation of a turbulent non-premixed jet ﬂame
(Sandia Flame D). The adopted models contain the multiple-time-scale (MTS) k–emodel, joint scalar PDF method and Euclid-
ean minimum spanning tree (EMST) model. The ﬂow is reduced to a parabolic type problem using parabolized Navier–Stokes
(PNS) equations. The resultant predictions are in fairly good agreement with the measurements but the NO emission is over-
predicted by GRI-Mech 3.0. Due to the limitation of EMST model, some phenomena were observed including the void hole in
the center of the scatter plots and conglomeration of samples, which is not reﬂected by measurements (as also reported in
[18] earlier). Therefore, sophisticated mixing models are desired to improve the capacity of PDF model further. However,
existing computer resources do not allow the application of a high-dimensional thermochemical space in most turbulent
ﬂame simulations and therefore the chemical system has to be represented by a few variables only.
Reduced four-step mechanisms [19,20] are applied in the PDF calculations [21–23]. Saxena and Pope [24] incorporated a
skeletal C1 mechanism of 16 species and 41 reactions [25]in the joint velocity–composition–turbulence frequency model
with the EMST mixing model using in situ adaptive tabulation (ISAT) [26] algorithm which efﬁciently decreases the compu-
tational time. However, with the skeletal mechanism, the mass fraction of CO for rich side of mixture fraction tends to be
over-predicted by as much as a factor of 2. Also, the ﬂame modeled there has almost no local extinction.
The study by Sung et al. [27] have recognized that with increasing computational capacity, the conventional reduced
mechanisms (four or ﬁve-step) are not necessary, and efforts to develop augmented reduced mechanisms (ARMs) are worth-
while to be considered. An ARM for methane oxidation consisting of 16 species and 12-step reactions was generated by Sung
et al. [27] from GRI-Mech 1.2 (GRI Website, 1995) and ARMs containing nitrogen chemistry have then been developed based
on GRI-Mech 3.0 (GRI Website, 1995) in another study carried out by Sung et al. [28]. Xu and Pope [16] and Tang et al. [14]
have incorporated ARM in their PDF calculations of ﬂame D using ISAT algorithm. The ﬂame structures were well predicted
by their calculations, including the proﬁle of CO in the fuel-rich region. This shows the superiority of ARMs to the conven-
tional reduced mechanisms [21] and the skeletal mechanism [24] that they usually under predict the CO concentration in the
fuel-rich region. Similar improvement was also reported by Lindstedt et al. [13], where a comprehensive reduced mechanism
containing 16 independent, 4 dependent and 28 steady-state species was adopted. James et al. [29] calculated ﬂame D using
the composition PDF method together with the k–e model. They compared the performance of the skeletal mechanism con-
sisting of 16 species and 41 reactions with ARM ([27]) without NO chemistry denoted here as ARM1. Their results have
proved that the inclusion of C2 species in ARM1 improves the deﬁciencies of the skeletal mechanism in the calculation of CO.
In PDF models, the micromixing process (molecular mixing) requires major modeling efforts. Norris and Pope [30] have
shown that the simple interaction by exchange with the mean (IEM) model incorrectly predicts local/global extinction in the
fast chemistry limit. Jones and Kakhi [23] have tested two different mixing models (modiﬁed curl (MC) and IEM models)
using two different turbulence models (k–e and full Reynolds stress) and global hydrocarbon scheme [31] (no radical species
present) to represent the chemistry. They pointed out the need for a model that provides some direct description of the ﬁne-
scale mixing processes in the presence of reaction.
Lindstedt and Voas [32] have investigated the effects of mixing models on the computed turbulent burning velocities and
ﬂame structures. The models considered were the classical IEM model [33], the non-linear integral binomial sampling [34],
the MC model [35], and the binomial Langevin model [34]. They have shown that the modiﬁed Curl and the binomial Lange-
vin models produce good agreement with the experimental data while the other models suffer from signiﬁcant
shortcomings.
The study by Cao et al. [36] compares mixing models in the Barlow and Frank ﬂames. They performed joint velocity–tur-
bulence frequency–composition calculations (using GRI3.0) in order to investigate the performance of three mixing models
(EMST, IEM and MC) and their dependence on the speciﬁed value of CU. They have shown that all three models are capable of
yielding levels of local extinction (quantiﬁed by a burning index) comparable to the experimental observations by using
CU ¼ 3:3 for IEM, CU ¼ 3:8 for MC, and CU ¼ 1:5 for EMST. However, in their calculations with IEM and MC models, the mix-
ture fraction variance was signiﬁcantly under predicted. Only the EMST model was capable of calculating accurately both the
observed burning indexes and the mixture fraction variance.
In spite of recent developments in the PDF calculations of turbulent ﬂames, the high computational time required to
incorporate even reduced mechanism in PDF simulations makes it intractable in practical applications. The main objective
of this study is to design and perform efﬁcient PDF calculations of a ﬂame temperature and major species in turbulent ﬂames
and to show its superiority over traditional moment-closure methods commonly used in practical applications. For doing so,
a standard k–e turbulence closure is used to model ﬂow ﬁeld along with a joint composition PDF transport equation for scalar
ﬁelds including temperature and species mass fractions. The MC model is applied to model molecular mixing in PDF trans-
port equation. To lower the computational cost, a simpliﬁed two-step mechanism [37] is used to describe the chemistry of
the ﬂame. Here, a ﬁnite difference method is employed to discretize the governing equations of the ﬂow ﬁeld and an Eulerian
[38] Monte Carlo algorithm is considered to solve PDF equation (scalar ﬁelds). Also, with the appropriate numerical details as
described in Section 4, the ﬂame properties (temperature and major species) are predicted computationally efﬁcient (few
2226 E. Amani, M.R.H. Nobari / Applied Mathematical Modelling 34 (2010) 2223–2241hours compared to several weeks in similar works) and with reasonable accuracy. For comparison and to show the better
performance of the present numerical method, the simulation is also carried out by RANS method.
2. Governing equations
Governing equations for gaseous combustion processes include ﬂow ﬁeld equations, continuity and momentum, and sca-
lar ﬁelds equations, energy and species. Here low Mach number (stratiﬁed ﬂow) and dilute gas approximation are used,
where the Fourier law for molecular diffusion in scalar transport equations may be applied. Radiation effects are also ne-
glected. The ﬂow ﬁeld can be described using the global conservative form of the ensemble averaged transport equation
in an axisymmetric coordinate system asTable 1
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¼ Su; ð1Þwhere q is the Reynolds averaged density, ~u the Favre averaged velocity in x direction, ~u the Favre averaged ﬂow property,
Cu the diffusion coefﬁcient of the ﬂow property, ~v the Favre averaged velocity in r direction, and Su the source term of the
ﬂow property. The unknown terms which arises from ensemble averaging of Navier–Stokes equations are Reynolds stresses
which are modeled using Boussinesq approximation [39]. In this approach the diffusion coefﬁcient in Eq. (1) is expressed asCu ¼ Cl þ ltru ; ð2Þwhere turbulent viscosity, lt , can be determined in terms of averaged turbulent kinetic energy, ~k, and averaged turbulent
dissipation energy, ~e, aslt ¼ clq
~k2
~e
; ð3Þwhere the constant cl takes the value 0.09 and ru is given for each variable in Tables 1 and 2.
A standard k–e model [40] with wall functions [41] is used to obtain ~k and ~e ﬁelds. A well known deﬁciency of the k–e
model is its signiﬁcant overprediction of the spreading rate in the round jets. This can be improved by adjusting the values
of the model constant as either Ce2 ¼ 1:82 [42] or Ce2 ¼ 1:8 [43] in the round jet ﬂames. Here, the latter value is used. Dif-
ferent parameters of the transport equations (Eq. (1)) governing the ﬂow ﬁeld are given in Table 1.
It should be noted that mean density ﬁeld, q , which is required to solve the ﬂow ﬁeld equations is determined using Eq.
(11). Mean scalar variables including temperature, eT , and species mass fraction, eY a (a ¼ 1;2; . . . ;N and N is the number of
species), are obtained using joint composition PDF transport method described below. Also, a conventional moment-closure
(RANS) formulation is used alternatively to determine mean scalar ﬁelds.
2.1. Joint composition PDF transport equation
From statistical nature of turbulence, any ﬂow property can be treated as a random variable (i.e. they may assume a dif-
ferent value in each repetition of a speciﬁc turbulent experiment). Then a practical description of the ﬂow can be given by the
one-point one-time PDF methods. Taking into account the state vector, Uðx; tÞ , as a vector consisting of selected random
variables, the sample space, wðx; tÞ, denoting the corresponding vector of independent variables in the sample space compris-
ing all possible states of U, and ~f ðw; x; tÞ as a density-weighted joint PDF of U, the expectation or (favre) averaged of a sta-
tistical quantity or function Q can be deﬁned aseQ ðUÞ ¼ Z þ1
1
QðwÞ~f ðw; x; tÞdw: ð4Þld equations.
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round jet ﬂames, the value of Ce2 is considered 1:8 instead of classic value 1:92.
Table 2
Scalar ﬁelds equations (RANS).
Equation u Cl ru Su
Species mass fraction a ¼ 1;2; . . . ;N ~Ya qCD;a 0.7 _xa
Energy eT kcp 0.85  1cp PNa¼1href ;a _xa
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the density-weighted composition PDF, respectively.
Knowing the composition PDF, ~f , all the one-point one-time statistics of the scalar ﬁelds can be obtained. The PDF is ob-
tained by the presumed PDF method or solving a transport equation. Starting from scalar conservation equations,@Ua
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þ Ui @Ua
@xi
¼ 1
qðUÞ
@Ji;a
@xi
þ SaðUÞ; a ¼ 1;2; . . . ;N þ 1 ð5Þan exact transport equation for the joint PDF can be derived by different methods [44,1,3]. The transport equation for ~f can be
written as@~f ðwÞ
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: ð6ÞThe notation hAjQi expresses the expected value of A conditioned upon the event Q . In this equation all the terms includ-
ing conditional expectation, the terms on the right-hand side, are not closed and require modeling. The ﬁrst term on the left-
hand side is the unsteady rate of change of the PDF, the second term is the convection by the mean velocity ﬁeld (macro-
mixing), and the third term is the reaction source. The principle strength of the composition PDF transport approach is that
the highly-non-linear reaction term is completely closed and requires no modeling. The two terms on the right-hand side
represent scalar convection by turbulence (mesomixing) and molecular mixing/diffusion (micromixing), respectively.
The mesomixing term is modeled by the gradient diffusion assumption. Therefore, ifMðw; x; tÞ represents modeled micro-
mixing term, the modeled composition PDF transport equation can be written as@~f ðwÞ
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þMðw; x; tÞ; ð7Þwhere rU ¼ 0:7 is suggested for reactive ﬂows.
The micromixing process is simulated by the following binary-interaction modelMðw; x; tÞ ﬃ CU
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Fig. 1. (a) Burner conﬁguration and computational domain (hatched area) in axisymmetric coordinate and (b) grid topology.
2228 E. Amani, M.R.H. Nobari / Applied Mathematical Modelling 34 (2010) 2223–2241where st and PT are the turbulence time scale and the transition probability, respectively. By assigning various functions to
PT , different mixing models may be deﬁned. In the present study, the MC model which is proposed by janicka et al. [35] is
used, where the transition probability is expressed asFigPTðwjw0;w00Þ ¼
1
w00w0j j for w
00 6 w 6 w0 or w0 6 w 6 w00
0 otherwise
(
ð9Þwith CU ¼ 2:0. This model admits non-physical jumps, and does not produce the correct long-time behavior for decay prob-
lems in homogeneous turbulence. But as shown by Hsu and Chen [45] in practical combustion problems, where the long time
statistical behavior is not crucial, the MC model provides acceptable results.
Note that the mean velocity ﬁeld and the turbulent viscosity needed in Eq. (7) are determined by ﬂow ﬁeld modeling dis-
cussed earlier.
2.2. RANS equations
Using Boussinesq approximation [39] to model turbulent ﬂuxes, ensemble averaged temperature, eT , and species mass
fraction, eY a, the transport equations can be written in the form of Eq. (1) whose different parameters are given in Table 2.r/D
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Fig. 2. Experimental measurements at the ﬂame inlet [51]: (a) axial velocity and (b) turbulent intensity (velocity variance).
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terms are calculated using the reaction mechanism of the Arrhenius equation. Due to high non-linearity of this equation,
setting the mean source term equal to the production rate calculated from the mean values (laminar chemistry), may result
in signiﬁcant error. Different models can be used for these terms depending on the ﬂame kind (premixed, non-premixed or
partially premixed) and the combustion regime. But the most common model is the eddy dissipation model (EDM) [46] that
is also used here.2.3. Chemistry modeling
Simpliﬁed two-step reaction chemistry [37] for the oxidation of methane isFig. 4.
circles)ðIÞ CH4 þ 2O2 * CO2 þ 2H2O
ðIIÞ COþ 1
2
O2 * CO2The laminar reaction rates for the above two reactions are given asRRI ¼ 7:173 107qY0:3CH4 Y
1:3
O2
exp 24444
T
 
;
RRII ¼ 1:936 108q1:75YCOY0:5H2OY
0:25
O2
exp 15152
T
 
:
ð10ÞAlthough it is not possible to predict detailed ﬂame structure by this mechanism, the adiabatic ﬂame temperature and
major species can be predicted with a reasonable accuracy.
To close the system of governing equations, the ideal gas assumption is applied to calculate the density employing the
following thermal equation of state:q ¼ p
ReTPNa¼1eY a=Wa ; ð11Þwhere the mean values instead of instantaneous values are used as an approximation.3. Numerical method
Flow ﬁeld equations (Table 1) are solved using SIMPLE method [47]. A ﬁnite difference scheme is used to discretize the
ﬂow ﬁeld equations on a staggered grid. Because of stability problems, upwind discretization for the convection terms and
central discretization for the diffusion terms are applied. After all, the obtained algebraic equations are solved by using
TDMA method [47].
The same procedure is used to discretize the scalar ﬁelds equations in the case of RANS modeling (Table 2).x/D
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, PDF calculations (solid line).
2230 E. Amani, M.R.H. Nobari / Applied Mathematical Modelling 34 (2010) 2223–2241In the case of PDF modeling, the composition PDF evolution equation (Eq. (7)) is solved by an Eulerian Monte Carlo par-
ticle method [38]. Due to high dimensionality of this equation, its solution using standard numerical methods is computa-
tionally intractable.
In an Eulerian PDF code, the ﬂuid within the solution domain is represented by a large number of computational (no-
tional) particles. The notional particles are associated with the cell centers (x‘ for the ‘th grid cell) and their numbers inx/D
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E. Amani, M.R.H. Nobari / Applied Mathematical Modelling 34 (2010) 2223–2241 2231‘th grid cell, Np;‘, can be different but ﬁxed in each cell. Likewise, the set of composition vectors for the notional particles in
each grid cell can be denoted byUf g‘ ¼ Uð1Þ;Uð2Þ; . . . ;UðNp;‘Þ
 
; ð12Þ
where UðnÞ is the composition vector for the nth notional particle. This set is used to represent the composition PDF, ~f ðw; x‘; tÞ,
at x‘. The statistical quantities can be estimated in each cell using the mean value as [1]hUaiðx‘; tÞ ¼ 1Np;‘
XNp;‘
n¼1
UðnÞa ðx‘; tÞ ð13ÞThe statistical error associated with estimation of the mean composition hUai using Eq. (13) will be scaled as
ðhU02a i=Np;‘Þ1=2. In the zones of the ﬂow where the variance hU02a i is high, a large Np;‘ is required to obtain the particle-num-
ber-independent estimates.
Using fractional steps method [1], the basic physical operators appearing in the PDF transport equation can be applied
consecutively as follows:~f ðw; x; tÞ ’ ðI þ RDtÞ~f ðw; x; tÞ
~f ðw; x; tÞ ’ ðI þMDtÞ~f ðw; x; tÞ
~f ðw; x; t þ DtÞ ’ ðI þ TDtÞ~f ðw; x; tÞ
ð14Þwhere T , M and R represent the difference coefﬁcient matrices associated with the transport (convection and diffusion), the
molecular mixing, and the chemical reaction, respectively. Only after applying all three operations, the solution for the PDF
advances by one time step. The transport process accounts for the ﬂow of notional particles between neighboring cells. Here
a scheme [48,1] based on the spatial transport from four neighboring cells is employed. Then, the state of notional particles
within each cell changes due to mixing process. For applying MC model (Eqs. (8) and (9)) in Monte Carlo simulation, given a
small time interval Dt and st ¼ ~k=~e, select the randomly Nm pairs of particles without replacement asNm ¼ int 32CUNp;‘Dt=st
 
; ð15Þwhere int(.) rounds the argument up to the nearest integer, and let a pair, say, m and n, mix as follows:UðmÞ; ¼ AUðnÞ; þ ð1 AÞUðmÞ;;
UðnÞ; ¼ AUðmÞ; þ ð1 AÞUðnÞ; ð16Þwhere A ¼ 0:5n, and n is a uniformly distributed random variable. The remaining Np;‘  2Nm particles stay unchanged ( de-
notes the state before and  after mixing).
After the fractional mixing step, the particle compositions are advanced by chemical reactions. Formally this step can be
written asUðnÞa ðt þ DtÞ ¼ UðnÞ;a þ
Z tþDt
t
SaðUðnÞ;Þdt; a ¼ 1;2; . . . ;N þ 1: ð17Þr/D
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Fig. 6. Comparison of radial proﬁles of mean temperature near stoichiometric ﬂame tip (x=D ¼ 45:0).
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q
‘ , and the characteristic turbu-
lence time scale, Dtt‘, of that cell [48]Fig. 7.Dt‘ ¼minðDtq‘ ;Dtt‘Þ ð18Þ
Time step used in the Eulerian PDF simulation can be set at most equal to the smallest cell time step, i.e Dt ¼min‘ðDt‘Þ. In
statistically stationary ﬂows, simulation time and errors can be reduced by using local time step [49], Dt‘, for each grid cell
instead of using the same value of Dt for all the computational domain. In such ﬂows, the statistical errors in the estimatedr/D
T(
K
)
0 1 2 3
0
1000
2000
3000
r/D
F
0 1 2 3
0
0.2
0.4
0.6
0.8
1
r/D
Y C
H
4
0 1 2 3
0
0.05
0.1
0.15
r/D
Y O
2
0 1 2 3
0
0.05
0.1
0.15
0.2
0.25
r/D
Y C
O
2
0 1 2 3
0
0.05
0.1
0.15
r/D
Y H
2O
0 1 2 3
0
0.05
0.1
0.15
Radial proﬁles of mean composition variables at x=D ¼ 7:5. Experiment (ﬁlled circles), RANS calculations (void circles), PDF calculations (solid lines).
E. Amani, M.R.H. Nobari / Applied Mathematical Modelling 34 (2010) 2223–2241 2233ﬁelds can be further reduced by time averaging. This is accomplished by running the simulation forward in time until the
ﬂow statistics becomes time-independent. For example, if we denote the running time average of U at step m by hUim, then
the running time average at step mþ 1 is given by [48]hUimþ1 ¼
K  1
K
hUim þ
1
K
hUiðx‘; ðmþ 1ÞDtÞ; ð19Þwhere hUi is the estimated mean ﬁeld (using Eq. (13)) and KDt is the time-averaged time scale [50]. K is considered as the
number of steps which statistically stationary state reaches.x/D
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The piloted methane/air turbulent non-premixed jet ﬂame (Sandia ﬂame D) is chosen as a numerical test case. The ﬂame
is one of the target ﬂames in the International Workshop on Measurement and Computation of Turbulent Non Premixed
Flames (TNF) 1996–2004. This ﬂame was investigated experimentally by Schneider et al. [51] via LDV measurement of
the velocity ﬁeld and by Barlow and Frank [9] via Rayleigh measurement of the temperature ﬁeld and Raman and LIF mea-r/D
T r
m
s
(K
)
0 1 2 3
0
200
400
600
r/D
F r
m
s
0 1 2 3
0
0.05
0.1
0.15
0.2
r/D
Y C
H
4,
rm
s
0 1 2 3
0
0.01
0.02
0.03
0.04
r/D
Y O
2,
rm
s
0 1 2 3
0
0.02
0.04
0.06
r/D
Y C
O
2,
rm
s
0 1 2 3
0
0.02
0.04
0.06
r/D
Y H
2O
,rm
s
0 1 2 3
0
0.02
0.04
0.06
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E. Amani, M.R.H. Nobari / Applied Mathematical Modelling 34 (2010) 2223–2241 2235surement to obtain chemical species mass fractions in the mixture fraction. These data sets are available on the Sandia web
site [52].
The geometry of the burner and computational domain in an axisymmetric coordinate are illustrated in Fig. 1a. The bur-
ner has a nozzle of D ¼ 7:2 mm diameter and the pilot extends to a diameter of 18:4 mm, which is inserted in a
300 mm 300 mm wind tunnel.
The boundary conditions are outer wall boundaries, symmetry axis at the center, fully developed condition at the outlet
(far enough downstream) and inlet ﬂowwhich consists of three parts including the jet, the pilot, and the coﬂow. Note that, in
this ﬂame, the outer boundary has minor effect on the ﬂame structure due to its large distance. Therefore, various treatments
of the outer boundary have been applied in different literatures, e.g. free stream boundary condition at r ¼ 144 mm [53] or at
r ¼ 90 mm [16]. Here, a cylindrical wall boundary at r ¼ 150 mm instead of rectangular shape of the tunnel is considered
based on the axisymmetric nature of our computations. Velocity and turbulent kinetic energy inlet proﬁles which have been
obtained by experimental measurement [51] are shown in Fig. 2. No measurement for the turbulent dissipation rate were
available. Therefore, it is estimated at the inlet as [53]Fig. 10.
calculate ¼ 2k
3=2
D
: ð20ÞInlet composition proﬁles are also as follows. The jet ﬂow is a mixture of air and methane with the ratio of 3:1 by volume
and the temperature of 294 K. The coﬂow is considered air at 291 K. The pilot ﬂow is a lean mixture (equivalence ratio = 0.77)
of C2H2, H2, air, CO2 and N2 with the same nominal enthalpy and equilibrium composition as methane/air at the same equiv-
alent ratio. The temperature of pilot ﬂow is 1880 K and its detailed composition is given by Barlow and Frank [9]. Since, only
major species are present in this simulation, the mass fraction of minor species [9] are omitted and major species mass frac-
tions are increased such that the mass fraction of each element does not change. Then the pilot ﬂow composition isx/D
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Fig. 11.
calcula
2236 E. Amani, M.R.H. Nobari / Applied Mathematical Modelling 34 (2010) 2223–2241T ¼ 1880 K; YN2 ¼ 0:73420;
YO2 ¼ 0:05485; YCO2 ¼ 0:10980;
YH2O ¼ 0:0971; YCO ¼ 4:07 103:The mixture fraction F is also deﬁned asF ¼ 0:5ðZH  ZH;2Þ=WH þ 2ðZC  ZC;2Þ=WC
0:5ðZH;1  ZH;2Þ=WH þ 2ðZC;1  ZC;2Þ=WC ð21Þwhere Zx denotes the mass fraction of the element x in the ﬂame, while Zx;1 and Zx;2 are the mass fractions of the element x in
the main jet stream and the coﬂow stream, respectively. Wx is the atomic weight of the element x. From the experimental
data, it is given ZH;1 ¼ 0:0393, ZC;1 ¼ 0:117 and ZH;2 ¼ 0:0007, ZC;2 ¼ 0:0. The stoichiometric mixture fraction is Fst ¼ 0:351.
The computational domain extends for 720 mm 150 mm in the x–r directions. A structured grid consisting of 120 70
cells in the x–r directions is established in the computational domain, which is uniform in x direction but in r direction it is
condensed near the center line as 10 cells inside the jet region (r 6 3:6 mm), 10 cells inside the pilot region
(3:6 mm < r 6 9:2 mm) and 50 cells in the coﬂow region (r P 9:2 mm). To do so, the expansion factors of the grid in the
r direction are calculated as 1, 1.0937 and 1.0407 for jet, pilot and coﬂow regions, respectively. The grid is shown in Fig. 1b.
The computation of the ﬂow starts using RANS model to reach a steady-state solution. For the start of the PDF computa-
tion, all the particles of one node take the same values calculated by RANS assuming a Dirac delta function in the initial PDF.
In the efﬁcient calculations, the number of particles in each cell has to be different in domain. The regions near to the ﬂame
need more particles due to statistical error reduction. The particle number distribution that is considered to vary in r direc-
tion is illustrated in Fig. 3a. The local time step (Eq. (18)) distribution at which the ﬂow reaches statistically stationary state
is also shown in Fig. 3b.x/D
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E. Amani, M.R.H. Nobari / Applied Mathematical Modelling 34 (2010) 2223–2241 2237To reduce the computational cost, many parts of developed code have been designed in an efﬁcient way using the particle
selection and transport algorithm within domain. The required CPU time for the present calculations is about 10 h on a PC
(Pentium(R) 4, 2.8 GHz, 512 MB memory).
5. Results and discussion
In this study, Sandia ﬂame D is simulated by both PDF and RANS methods described in previous sections. Here, PDF cal-
culations carried out are compared to both the experimental data of ﬂame D [9,51] and RANS solution. The investigated re-
sults involve axial and radial proﬁles of Favre means and rms (root mean square or standard deviation), conditional mean,
scatter plots, etc.
Fig. 4 shows predicted and measured proﬁles of the normalized mean and rms velocity along the symmetry axis. There is
not considerable difference between RANS and composition PDF predictions in this Figure. This is because, both methods use
the same model for the ﬂow ﬁeld. However, a slightly better prediction via PDF method is due to coupling of ﬂow and scalar
ﬁelds through the density. The large discrepancy between the computed and the measured urms, which is proportional to ~k,
results from applying standard k–e model for the turbulence closure in the ﬂow ﬁeld. The general over-prediction of the
spreading rate of round jet by the conventional k–e can be remedied using other approaches such as MTS k–e model [17]
and RSM [23].
The numerical predictions of mean temperature, mixture fraction and major species along the symmetry axis are
compared to the experimental data in Fig. 5. As is evident from the ﬁgure, the PDF predictions of mean temperature
and major species are much more accurate than those of RANS in three aspects. First, the maximum ﬂame temperature
is over-predicted by 26% via RANS method, but the PDF method reduces this over-prediction to 8%. Second, theF
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Fig. 12. Conditional means at two different axial location.
2238 E. Amani, M.R.H. Nobari / Applied Mathematical Modelling 34 (2010) 2223–2241stoichiometric ﬂame length predicted by the PDF method is 47:3D, which is in a very good agreement with the exper-
imental prediction of that length as 47D [9]. Meanwhile, the RANS method predicts the stoichiometric ﬂame length as
51:7D indicating an overprediction by 10%. Third, the PDF predictions are in a very good agreement with the experi-
mental results within post ﬂame front region (x=D > 47) comparing with the RANS results which indicate a nearly ﬁxed
discrepancy. A slightly better predictions of RANS method within x=D < 30 (except mixture fraction) is because of the
fact that Westbrook and Drier [37] mechanism does not predict accurately the reaction (sources) in the fuel-rich region
(F > Fst), as investigated later, whereas in RANS method via EDM model, the source terms are limited by turbulent
mixing not reaction mechanism in this region.
Since chemistry mechanism is treated exactly in PDF method, an important result can be deduced from Fig. 5 that is;
Westbrook–Drier mechanism predicts total heat released in good agreement with the experiment. As it is observed, the ini-
tial over-prediction is canceled by shorter length of temperature increase in PDF prediction (x=D  0—30 in contrast with
x=D  0—47 in experiment) and also radiation and minor species chemistry do not affect the total heat signiﬁcantly. Radi-
ation is a source of heat loss in ﬂames. Generally, neglecting the radiative heat transfer causes overprediction in the temper-
ature proﬁles. As concluded here, in the case of non-sooty ﬂames, like Sandia ﬂame D, neglecting the radiation effect does not
lead to signiﬁcant errors. This point can be supported further by the study at which the radiation inﬂuence were investigated
in Sandia ﬂame D [54]. Fig. 6 shows the comparison of current results with the ones reported by Xu et al. [54] for the tem-
perature proﬁle near the stoichiometric ﬂame tip. Comparing the two results of Xu et al. [54], including radiation and exclud-
ing radiation, with the experimental data indicates an improvement of a maximum 8% in the case with radiation. However,
as is evident from the ﬁgure, the current PDF results are in a better agreement with the experimental data than the two for-
going results [54]. This is owing to the mentioned efﬁciency (accuracy and low computational cost) of the numerical scheme
described in Section 4. The radial proﬁles of mean temperature, mixture fraction and species mass fraction at an axial loca-
tion (x=D ¼ 7:5) obtained by PDF calculations are compared with the experimental data in Fig. 7. Superiority of PDF calcu-
lations is also clear in this ﬁgure.F [-]
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Fig. 13. Scatter plot of temperature and fuel mass fraction against mixture fraction at x=D ¼ 15. Left: PDF calculations, right: experimental data.
E. Amani, M.R.H. Nobari / Applied Mathematical Modelling 34 (2010) 2223–2241 2239Solving PDF evolution equation, all of one-point statistical properties of the ﬂow can be obtained including scalar stan-
dard deviations (rms) which are unknown in RANS method. These parameters determine the intensity of turbulent ﬂuctu-
ations. In Fig. 8 the predicted rms of temperature, mixture fraction and species mass fraction along the symmetry axis via
PDF method are compared to the experimental results. Fig. 9 indicates radial proﬁles at the axial location of x=D ¼ 7:5 for
the same quantities as in Fig. 8. Although there is a general over-prediction in all computed results (except rms mixture frac-
tion), the evolution trends are in reasonable agreement with the experiment. The evolution of the scalar variance is mainly
determined by small-scale mixing which is not closed in the PDF evolution equation. Therefore, the large discrepancy be-
tween the predicted and the measured rms of scalars is due to the mixing model. Hence, MC model is responsible for the
mentioned over-predictions. The effect of coefﬁcient CU in MC model is also investigated in this work (see Figs. 10 and
11). Different simulations show that choosing CU ¼ 3:8 decreases the rms over-prediction to some extent specially for tem-
perature (although it causes under-prediction in some results), but it leads to increase of the total error in mean ﬁeld pre-
dictions as well. On the other hand, the general effect of choosing CU ¼ 1:5 is to improve the mean ﬁeld prediction slightly
while increasing rms over-prediction. As mean ﬁeld prediction (lower moment) is more important, commonly used value
CU ¼ 2:0 is the best choice for the case studied here and is used in following results.
Other important statistical properties that can be obtained from PDF calculations are conditional means (conditioned
upon mixture fraction). Conditional means are good tools for studying the validity of chemistry modeling. In Fig. 12 the con-
ditional means of the measured and the predicted scalar proﬁles for two different positions (x=D ¼ 7:5, x=D ¼ 75) are plotted.
As is evident from this ﬁgure, the prediction in fuel-lean region (F < Fst) is in a very good agreement with the experiment.
But for fuel-reach side (F > Fst), there is an over-prediction specially in T and CO2. At x=D ¼ 75, which corresponds to the post
ﬂame region, fuel-lean assumption holds and there is an overall good agreement between the numerical prediction and the
experiment. Therefore, Westbrook and Drier [37] reaction mechanism is working very well in fuel-lean non-premixed
combustion.
Finally, Figs. 13 and 14 indicate scatter plots of the predicted temperature and fuel mass fraction versus mixture fraction
compared with the experiment at two different positions of x=D ¼ 15 and x=D ¼ 30, respectively. The comparison indicates aF [-]
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2240 E. Amani, M.R.H. Nobari / Applied Mathematical Modelling 34 (2010) 2223–2241reasonable agreement between PDF and experimental data. Although, the PDF plots have much lower number of samples
(particles) than experimental plots, both the experiment and the PDF calculations show that at x=D ¼ 15, there are many
particles with low temperatures around stoichiometry with a difference from chemical equilibrium (in chemical equilibrium
each scalar is a function of mixture fraction). Moreover, there are some unburned methane around stoichiometry, indicating
either existence of some non-reacted particles or the occurrence of local extinction [16]. On the other hand, at x=D ¼ 30 clo-
ser to the ﬂame tip, particles are predominantly located around chemical equilibrium and only a few measurement points in
the region of local extinction are visible.
6. Conclusion
In this paper, a standard k–e turbulence closure is used for modeling the ﬂow ﬁeld together with a joint composition PDF
closure for the scalar ﬁelds. A modiﬁed Curl model is applied to model the molecular mixing in the PDF transport equation,
and a simpliﬁed two-step mechanism [37] is incorporated to describe the chemistry. A ﬁnite difference method is employed
for solving ﬂow ﬁeld, which is coupled with an Eulerian [38] Monte Carlo algorithm to solve the PDF transport equation. For
the sake of comparison, simulation is also performed by RANS method. The results show the superiority of the present PDF
method over the traditional moment-closure methods in practical applications.
It is observed from the calculation that the MC model over-predicts the scalar standard deviations (turbulence intensity)
although their evolution trends are in good agreement with the experiment. Also, the numerical tests carried out here indi-
cate that the CU ¼ 2:0 leads to generally best predictions.
The numerical results reveal that Westbrook–Drier mechanism is working very well in fuel-lean (F < Fst) non-premixed
combustion. Here, the ﬂame properties are predicted with the efﬁcient computational cost and accuracy as described in Sec-
tion 4.
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