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PRE F ACE 
Monetarism, and more particularly, the Monetary 
approach to the balance of payments has been the subject of 
important theoretical debate and empirical research over the 
last twenty years, and has assumed particular relevance in 
the world inflationary impasse of the present day. Although 
of great relevance to South Africa, the theory has received 
comparatively little attention locally and statistical 
studies are rare. It was the purpose of this thesis to go 
some way towards remedying this lack of information, and it 
is hoped that in doing so a more active interest will be 
stimulated in what this author believes to be of fundamental 
economic importance,. namely the sources and effects of the 
money supply. 
Chapters Two and Three investigate the sources of 
the money supply. Chapter Two was written by Brian Kantor 
of the School of Economics, and is included in the work for 
completeness as it forms an economic introduction to all 
that follows, particularly to Chapter Three. Chapters Four 
and Five analyse the .effects of the money supply, and use the 
most up-to-date estimation procedures currently available. 
Rigour and generality have not been entirely sacri-
ficed, and - where space permitted - additional material 
was ~ncluded so that the Statistician or Economist, anxious 
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to acquire a good understanding of econometric methodology, 
and who might not be particularly interested in Monetary 
Theory would still profit from a reading. This is parti-
cularly tru~ of Chapters One and Four. In addition an 
extensive Appendix (viz. Appendiz A), covers in a logical 
order many techniques of econometrics that students new to 
the theory, will find of value. Most of the data used in 
the analysis has also been included so that results may, 
as far as possible, be reproduced and extended. 
I should also like to thank the staff of the Un~ver­
sity of Cape Town Computer Centre, particularly Mr. Davi4 
Wright, for their invaluab~e computing advioe, and tQ our 
secretary, Mrs. M.l. Cousins, my gratitude for her super~ 
typing which transformed m¥ illegible scrawl to s~~thin9 
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resembling a work of art! Finally I should like to say 
that it has been a pleasure and an honour to work with my 
colleagues in the Department of Mathematical Statistics 
during the time that I have been here. 
I am indebted to the Council for Scientific and 
Industrial Research and the University of Cape Town for 
scholarships awarded which enabled me to undertake the re-
search necessary for the completion of this thesis. 
A.M. Hurwitz 
Cape Town 
July 1977 
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1.1 
C HAP T E R ONE 
THE NATURE OF ECONOMETRIC ANALYSIS 
"Nature's action is complex: and nothing is gained in 
the long run by pretending that it is simple, and trying 
to describe it in a .erie. of elementary propositions." 
~arshall (1947». 
The construction, esttmation, and interpretation of 
Economic models in terms of statistical analysis is fraught 
with many serious problems and drawbacks. It is the purpose 
of this chapter to outline some of these areas of difficulties, 
and is intended to serve as a guide to the interpretation not 
only of results presented in the following chapters, but also 
for Econometric analysis in "general. It is assumed that the 
reader is generally familiar with such common terms as "linear 
model," "endogenous and exogenous variables,· and so on. 
1.1 PROBLEMS OF STATISTICAL INFERENCE - THE SAMPLE/ 
POPULATION PARADIGM 
There exist two major schools of thought in the inter-
pretation of statistical experiments, namely the "frequentists" 
and 'bayesian" viewpoints. It is the former that we adhere 
to in this work, although this should not be taken as re-
flecting any particular bias. 
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1.2 
The prerequisites of the frequentist position are an 
underlying PQpulation that is well .. defined and a statistical 
distribution associated with this population that is also 
well-defined and which accurately describes its probalistic 
behaviour. The unknown parameters of this distribution are 
called the "population parameters." On the basis of a 
sample that is chosen randomly from the populationiinferences 
are made concerning ~he form of the population distribution. 
More specifically, for our type of analysis, a sample real-
ization of a time series is chosen at random from the popula-
tion of all possible realizations .. this population being 
assumed to have certain distributional properties, for example: 
stationarity. When we conSider, as we usually do, a situa-
tion involving a random variable that is continuous, then the 
number of different random samples that may be drawn from the 
population of all possible values of the random variable is 
a priori infinite. It is then assumed that with larger and 
larger samples our inferences concerning the population para-
_ters become more accurate and, in the theoretical limit, con-
verge to the "true", or population, values. This convergence 
CaIUlot be defined in the same way as the concepts of mathema-
, 
tiCal convergence can, but is an intuitive construct. Al-
~gh this approach works well in many real-world applications 
there are a number of serious obstacles to its correct appli-
cation in an economic con text. This will be discussed below. 
there are however conceptual difficulties associated with the 
~tist argument which lead many statisticians to an 
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1.3 
alternative view of the meaning of probability namely the 
Bayesian, or "degree of belief," interpretation (Jeffreys 
(1922» • 
In the view of the Bayesians, probability statements 
about population characteristics - for example, confidence 
intervals on parameter values - are to be looked on as re-
fleeting the degree of belief that we are prepared to place 
in our assertions about population values. The odds that 
we are prepared to place on, say, a parameter lying in.a 
certain range gives rise to a probability distribution -
the "prior distribution" - of that parameter. This prior 
distribution is then combined with a likelihood funotion* 
base~ on a random sample from the population in containing 
the parameter question, and this gives rise to a "posterior 
distribution" on the parameter, whioh incorporates the addi-
tional information derived from the sample with our prior 
beliefs. The posterior distribution then becomes our 
prior in any new sampling experiment, and so on. It can 
be shown (Box and Tiao (1973» that this procedure has the 
deSirable property of allowing even initially "diffuse" 
prior distributions to converge to accurate stat~ents con-
cerning the population. 
Both frequentist and Bayesian procedures allow us to 
make more accurate probability statements on the basis of 
*Jeffrey. (1922) gives the likelihood function a degree-of-belief inter-
pretation. See. however. Bulaer (1967) for an alternative view. 
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larger samples. There is, however, no watertight procedure 
for protecting us against false inferences, although we 
u8ually try to minimise this possibility in a "Type I and 
Type II Error" sense, (Mood and Graybill (1963». So long 
as we do not have complete knowledge about the population 
there is always the danger that we are either rejecting a 
truehypotbesis, or accepting one which is false. Further, 
so long as our statements about the population distribution 
are accurate our inferences about it will be, in the IIlong 
run" of statistical theory, also accurate. If, however, we 
have made errors of specification - if we have not allowed 
., 
for all possibilities - our inferences will be either in-
consi.tent, biased, or totally false. 
In the physical SCiences, noted for their success at 
achieving thoroughing consiatency and predictive accuracy, 
all "laws" - even the tundamen tal ones of conservation of 
energy and of momentum - are nothing more than statement.s 
of degree. of belief about the "real" world that are held 
with high confidence. This confidence is based on count-
less observatioas of these laws operating without fail, and 
of the constant effort to weed out inconsistencies, and to 
reconcile apparent contradictions in the theory. Why then 
has Economic science not been able to apply the "Scientific 
Method" with any great degree of success in reconcilinq ~-
petinq theories? 
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1.5 
1.2 PROBLEMS OF ECONOMIC SCIENCE 
The genoral methodology of oconometric analysis is 
as fol10we: from economic theory, either received or ob-
tained via direct obs.rvations .s the "real world," a 
mathematical model i8 specified in an acceptable form and 
its equations a~e given statistical content usually by the 
inclusion of error terms with specified distributions. The 
parameters of the model, be they elasticities, marginal pro-
pensities, lag coefficients and 80 on are either unknown or 
specified a priori to have certain values. Observations on 
the economic variables appearing in the model, for example: 
'. 
consumption, the interest rate, money supply, etc., are ob-
tained in the form of historical time-series data, and the 
unknown parameters of the model are estimated by a procedure 
such as Least-Squares Regression which gives values that are 
in some sense optimal. Inferences about the parameters may 
then be made with reference to their estimates and other con-
comitant statistics, for example their t-values. 
The question is: "Where does this procedure, as applied, 
usually break down?" gd the answer unfortunately i&: "At 
aimost every step of the way." 
In the first place it may be asked: "What!! Economic: 
theory?" Is there one theory - ~ theory - or are there 
many dLlferent theories which may be expected to "converge" 
eventually uto a single theory? Is theory just any possible 
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1.7 
1nterac~1on 1s of a dynamic nature. This point is made by 
Culbertson (1968) who points out that this, in itself , is a 
specification error w~ich leads again to specious "structural" 
medels. 
~e m.thodology of statistical hypothesis-testing -
that of random sampling from a potentially infinite population 
is.not achieved for two main reasons. Firstly it is im-
possible to set up controlled experiments (in the nature of 
the physical sciences) in a social situation. One cannot 
"stop the clock, turn it back, and then go over the sa.-ne his-
torical period - this time changing only one variable - and 
observing the effects on other variables. n It is further 
not permissible to take two separate historical time periods 
as two random samples and to compare the results however 
close tll,e time periods may be because it is intrinsic to the 
nature of a social system that it changes its structure con-
, tinuously, and hence a model that might be accurate for an 
earlier period is not valid for the later one. A model 
that is valid at the start of a period vill be an inaccurate 
xeflection of the econom.ic structure at the end of the period. 
!his objection is usually overcome by estimating dver rela-
. Uvely short periods When the structure is assumed to be 
~9in9 only very slowly, or allowed for by duu.y variables 
or other a priori changes in parameters. we are given only 
.. set of historical data from which to Jaa1te inferences. 
-
Secon4ly it ia in the nature of students of econc:aics to '10 
ora txying out different tiJIe series in their atrUcturalaodels 
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1.8 
until a "qood fit" is achieved. This breaks the rules of 
the frequentist's random sampling although it might, dubiously, 
be explainedon Bayesian qrounds as representinq increased 
prior knowledge about the suitability of different indicators. 
Instead of chanqinq the model to fit the facts, the data is 
chanqed to fit the model. 
The procedure whereby stochastic properties are intro-
duced into a structural model by simply adding an error ter.m 
on to each equation and then, as is usually done, assuming 
that it is Normally distributed, is not as arbitrary as it 
appears at first sight. ·'It achieves the same simplification 
as did Langevin in connection with the Maxwell-Boltzmann 
diffusion equations (Fuller (1969». There are certain 
well-known conceptual difficulties to this procedure in the 
fo~ of the non-definition of derivatives arising from its 
use in a differential equation JDOdel, and which will be made 
clearer later in this thesis. As an idealization it is 
acc:eptable, and does go some way towards accClllllOdating the 
affects of excluding variables from a model; the Central 
L1alt 'l'heorem (Mood and Graybill (1963» makes the assumption 
ofNoraall ty IIlOre plausible, but we must be on C)llard against 
at.ntching these poSitive a$pects too far. Certain vari-
ables, for exuaple, aay only take on positive values, and 
to describe their variation as r_d~ Nanlal is to make a 
as-oificatiQll error. 
r..stly. there is a tendency in ecoa.caics to introduce 
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1.9 
va~iable. that are non-observable, for example, the "auto-
nomous investmentM of ~yne. or the "expectation." of pre-
.ent day theory. With the u.e of the.e vari~le. any 8CO-
nomic behaviour may be explained ex eq8t. A theory, or 
model, containing .uob variable. i. a non-theory, or non-
model, tor the ba.ic reason that it cannot by any logical or 
empirical mean. be refuted. It is also true that the use 
of .uch variabl.. i. practically enaemic to any area of 
applied economics. We must either define a concept quite 
explicitly or not refer to it a1 all. When the use of these 
variables i8 eliminated we will have come a long way towards 
the reconciliation of conflicting theories. 
1.3 CAUSALITY 
It is the purpose of this section to give an indica~ 
• 
tion of some of the operational concepts attached to 
·causality" within the econometric framework. 
" ........ the conf~ontati~n of theo~iea ~aiaea basic issuea 
of research methodolo8Y for which no firmly e.tabli.hed 
anwwera aeem to exiat. Pe~hap. the central que'tion ••••• 
is what to be taken a. the explanatory variable, the inde-
pendent variable of the theory. The basic que.tion i •• 
"What causee! what'" What .~e the policy implication. of 
the complex of inter~elatious "one variables of the 
economic syatem'" (Culbertaon (1968) p 84). 
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"A central problem in macroeconomic. for more than a 
century ha. been to explain why f1uctuationa occur. 
the problem can be .eparated into two parta: the in-
"iatina ~pul.e and the adju.~nt proce •• by which 
tbe impul.e i. tran.mitted from market to market and 
fraa .hort- to lona-run equilibrium. Both topic. 
bave been dhputed, hotly, at time •• " 
(Brunner and Met18er (1976». 
1.10 
The concept of causality is most fruitful when given 
• purely technical definition in terms of a mathematical model • 
.. 
••••••• the term "cause," carelully scrubbed free of 
any unde.irable phiio.ophical adheaionl, Can perform 
a u.elui function and ahouid be retained." 
(limon (19.53». 
Perhaps beat known are the attempts by Strotz and 
Moldi (WOld (1956), (Wold (1960), Strotz (1960) and Strotz 
aftd Wold (1960», to establish the approach of a "recursive 
.,atem.· In the view of th.ae two authors we must disting-
.'ah between "descriptive" and "explanatory" models. the 
t~~ be1ng a "description of given observations as a random 
d~.v1n9 from a joint conditional probability distribution," 
('~ot. and Wold (1960) P 418), and is represented (in the 
I1ft •• 1" a ... ) by 
Ax' • u' (1.3.1) 
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1.11 
where A is a constant matrix, x' is a vector of variables, 
and u' is a vector of either zeroes or stochastic variables. 
Explanatory models, on the other hand, tell us some-
thing about the "directions of influence ll among the variables. 
A causal relationship is in essence asymmetrical - if we can 
control y indirectly by controlling z, then z cannot 
be simultaneously controlled by controlling y. In probabil-
ity terms, the 9robabill.ty distribution of y is IIcausally 
conditional" on z, but not vice versa. 
Consider the system of linear equations 
Oy' + rz' = u' (1.3.2) 
where y', z', and u' are vectors - y' of endogenous, 
z' of exogenous, and u' of stochastic variables, 0 and r 
are matrices with 0 square. Suppose that 0 is upper 
right triangular with unit diagonal; then the system is 
called "recursive." If we are interest~d in the "causal 
effect" of the variable Yg , say, when we have gained control 
over it by the use of factors other than the z' variables, 
then we first delete the gth equation (i.e. the one in which 
19 appears with coefficient unity) - the remaining coeffi-
cients of the model (including those of yg) remain un-
changed. In this sense, according to Strotz and Wold, may 
we give causal .. nterpretability to the variable yg: its re-
maining non-unit coefficients describe the influence of the 
variable Yg (now exogenous) on the other endogenous variables. 
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1.12 
If in (1.3.2) D i& not triangular the model is 
"nonrecuraive," we may then either regard it as merely des- , 
criptiYe and estimate it .a such, or we may say that the 
vector I "cau ••• " the.Yector y. This does not, however, 
tell us anything about the interactions between the y var-
iable. and we are le4 into problems of "causal circles" and 
"b1cau.ality" wh.n we try to consider this problem. In the 
opinion of Strota and Wold a nonrecursive system of this 
nature is 1n a sense a "reduced form" of an underlying recur-
sive aystem, and only with reference to this may we give it 
a proper causal interpretation. 
Thus the prOble. of apparent causal circles or bicau-
•• llty arising out of the use of equilibrium systems may be 
.. en aa a further objection to comparative static analysis: 
the causal interpretation in an equilibrium model is to be 
sought for in the underlying dynamic .adel. (For further 
detall. and example. of this last point see Strotz (1960).) 
'rakiAv vector ca\1Sality • step further, we may suppose 
that D i. block triangular and then talk about causal re-
~aUOfts between the corresponc11ng subsets of end,ogenous 
~labl... '!'hi. 1cJea is a1ailar to that of St.oD (1953). 
-.th1a each _ub8et, however, ItO causal relatiODs are defined. 
Lastly, and ~ zelevance to • later chapter in this 
.a. 1t 1_ ao~ that cU.fferential equation systeas are re-
....... _ ftCU'St". v1.th nspect of 1nfinitesiaal tiBle inter-
";.-- .. 
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1.13 
vals; in the model 
~t' • Clt- f(y') + u' (1.3.3) 
where y' • y' (t) is a vector of (time-dependent) variables, 
f(·) is a vector function, and u' is as in (1.3.1), y' 
1a assumed to precede dy'/dt. In this sense (1.3.3) can 
be given a causal interpretation. 
For some objections to Wold's view see the discussion 
following liold (1956). The implications of assuming that 
simultaneous equation models are limiting approximations to 
nonsimultaneous ones as time lags go to zero is discussed in 
Fischer (1970). 
1.4 SUMMARY AND CONCLUSIONS 
The above discussion, it is hoped, has amply demonstra-
ted some of the many pitfalls of applied economic analysis. 
He are faced with the problem of trying to sort out cause 
and effect wi thin the framework of a mathematical model of an 
economy. One may ask whether it is not merely consistent 
covariation that we are observing amongst a set of arbitrarily 
chosen economic time series, and whether it is at all meaning-
ful in a "real world" sense to attach words such as "causal" 
to theae empirical regularities. It seems clear that there 
are consistent and stable mechanisms at work within an 
economic system although Empiricism tells us that we cannot 
1ft any way perceive necessary conditions among events. 
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Mathematics can hardly be expected to clarify·issues 
when our domains of definition are badly set out. If what 
is hoped fot' is some sort of "convergence" of our models akin 
to the convergence of mathematical iteration towards an 
economic theoretic ~olution," then it must be remembered that 
even a mathematical iterative procedure will usually only 
approach its solution if it is startedin some neighbourhood 
of that solution. Further, the existence of multiple solu-
tions is always possible - especially if the functions in-
volved are complicated. 
Perhaps we should start out with no preconceived theory 
at all - or the barest minimum - and then treat the economic 
system as a "black box." We would then not attempt any eco-
nomic justification of our results, but only try to establish 
the existence of empirical regularities in sets of data. It 
would be very tempting, of course, to give such regularities 
theoretical content - but should not the econometrician avoid 
any such speculation? The Box-Jenkins (Box and Jenkins (1970» 
approach to forecasting time series is one such attempt which 
has met with fair success. A combination of such methods 
with those of conventional modelling has been 'attempted 
. 
(Prothero and Wallis '(1976», but much work remains to be done. 
The "causality-free" approach may be looked on as a 
type of "reduced form" analysis: The reduced form of equation 
(1.3.2) is 
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_1 _1 
y' = -D rZ + D u' (1.4.l) 
It is not possible in this situation to determine any inter-
relations between the endogenous variables. Such an 
approach was used by Friedman and Meiselman (1963) in their 
famous tests on the relative stability of monetary velocity 
and income multipliers. This has met with much criticism 
as has subsequent work in their tradition, 'for example the 
work of Anderson an4 Jordan (1968). 
"The second and aajor criticism is methodological. Should· 
one rely on a sinale equ~tion that relies on high correla-
tion coefficients as the criterion for a model's predictive 
capacity? The alternative approach, of course, involves the 
full specification of the economy's interdependencies. 
Friedman and Meiselman reply that this is not the name of 
the galDe. If we find stable relationships we do not need 
to know what goes on inside the black box." 
(Johnson (1971»* 
Another approach would be to avoid the aggregation 
bia.ses of conventional macroeconometric work, and build up 
.. ero-models only on a microtheoretic basis. These models 
would have to be very large however - la~ger even than the 
wrnnt largest. '!'he drawback to very large models is that 
they become cumbersome to work with in the sense that they 
.... a1ao the co ... nts by ADdo aDd Kodia1iani in Stein (1976). 
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require a team of eoonometrician. to be handled and inter-
preted .uoce •• fully, and it 11 difficult to trace through 
the. the oomplex feecUaack effect. of ohan,e. in .ome .ubaet 
of their variab1... Tht. 1. an .rgument in favour of 
.. aller model., and the work of thi. the.1. 1. 1n fact b •• ed 
On the a •• u.ptlon that arnall, carefully worked out aggrega-
tiv. mod.l. are much mol'. uleful, info~at1ve and tractable 
than larp on ••• 
'~he .... of allocatlve detail in lar.e .cal •• conometric model • 
..... to u. irrelevant for ... r •• ativ. anal,.i.. W ••••• rt 
eh.e .... 11 numb.r of .xplicitl, leat.d .110c.tiv. p.tt.rn. 
bave ob,en.bl •••• re •• dv. con •• quence"." 
(Brunner and M.lt.er (1976». 
'lbe be.t methodology 1. thus .t111 very much an open 
q\l8ation, and an anawer .eem. hardly in .1ght. It i. up to 
eaoh individual re.earcher to choo.. that procedure he think. 
in .ame way optimal, and perhap. in thi. way .ame ·conver9-
.no.- toward. a .ati.factory approach may be atta1ned. 
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C HAP T E R TWO 
• THE MONEY SUPPLY PROCESS IN SOUTH AFRICA-
2.1 INTRODUCTION 
Recent Monetary Policy in South Africa has been highly 
infl.tionary. This i. .elf evident on an inspection of the 
" beh.viour of the tmportant monet.ry aggregates. The rate 
of growth of money and ne.r money was roughly 23' per 
.nnum in 1973 and continued to grow at about 20% per annum 
to June 1976. Cle.rly the .cceleration in the rate of price 
incr •••• s over the saae period haa not be coincidental. 
Iti. not, however, the purpose of thi. paper to ex-
plain why r.pid incre.... in the money supply are inflation-
ary or why .harp fluctu.tions in it. r.te of 9rowth are de· 
.tabili.ing. This 1s taken for granted aDd substanti.l 
support for theae surely uncontroversial proposition. can 
be found in the recent literature. 'lb. object of this paper 
is to invest1gate closely the money supply process in order 
to expl.in how the present 1nflat1on 1n South Afr1ca came 
.bout .nd what therefore we may hope to be able to do about 
inflation. 
*'1"011: "The MoDey Supply hoce •• in South Africa: Explanation, Verifiea-d_. Implication" (A.M. llurvit& aad B. Kantor). (Paper presented 
at the 7th bDataaaer S-iDar on IfoDetary 'l'beory and Moueta~ 
Policy - JUDe 1976.) 
--.. --.. ---.;;,;;;;;;;;;;;;;;;;;;;;;;;;;;;;::::::;;;::::,.,:====~-- ------- --------- ---
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The rate of growth of the money aupply has not been 
regarded by the South African monetary authorities as an 
appropriate target for monetary policy_ Instead, policy 
2.2 
atten~ion ha. been concentrated on a variety of credit market 
phenaDena. Control baa been exerciaed over the level and 
structure of intereat and deposit rates. The authorities 
have alao paid particular attention to the level of excess 
liquid a •• ets of the cCXNllerc1:al bank. and have periodically 
varied the bank. required liquid asset ratio. The Reserve 
Bank haa indicated its concern with the supply of bank credit 
and has imposed and removed ceilings on bank lending to the 
private sector.* 
The objects of monetary policy in South Africa have 
often been atated as the uaual deaire for internal and external 
stability. The acceleration in the rate of increase of prices 
after 1970 points to an obvious failure to satisfactorily 
realize at least one of the objectives of policy. It is the 
contention of this st~dy that the recent South African infla-
tion and the aoney supply growth that waa the proxtmate cause 
of it was entirely consistent with external stability until 
1975. It will be argued below that it was the monetary au tho-
rity's prtmary concern 'for the balance of payments and their 
neglect of money supply aggregate. that led South Africa to 
the inflationary tapa •• e of the present ttm.. 
* For details of policy interventions and official .xplanations of these 
••• the Quarterly lulletins of the South UTican -'sen. Bank. 
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The importance attached to balance of payments consid-
erations has long been emphasized in the official reviews of 
South Africa's monetary policy and policy intentions. 
Clearly particular regard has been 'held for the level of for-
eign exchange reserves as the means of safeguarding the pre-
ferred structure of foreign exchange rates. The 'monetary 
theory of the balance of payments' has recently rediscovered 
the implications of fixed exchange rates for monetary policy, 
and in particular the money supply. The theory has revived 
the traditional understanding of the relationship between the 
balance of payments and money, and maintains that an economy, 
particularly a small open economy, that aspires to fixed or 
controlled exchange rate links to trading and financial 
partners cannot operate, for anything but the short run, a 
money supply and interest rate policy that is independent of 
the balance of payments. In other words, domestic interest 
rates and domestic money supply growth must be consistent 
with money supply growth elsewhere, and any attempt to break 
this dependence of monetary policy on the balance of payments 
with given exchange rates will soon be aborted by a shortage 
or abundance of foreign exchange reserves. Variations in 
exchange of import controls, or indeed even adjustments to 
the exchange rate do 'not provide any fundamental correction. 
At best they may provide more time for domestic monetary 
policy to became consistent with monetary policy elsewhere.* 
*For a convenient collection of recent contributions in this area of re-
search, see Jacob A. Frenkel and Jarry G. Johnson (eds.) "The monetary 
approach to the Balance of Payments," London, George Allen and Unwin, 
1976. See also Stephen P. Magee, "The Empirical Evidence on the Monetary 
Approach to the Balance of Payments and Exchange Rates," American 
Economic Review, May 1976, p. 163. 
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The all-important background to the recent South Aftlcan 
inflation is that the United States dollar standard, to which 
we wezoe linked and which had ult1.mately ·'looked after" our 
money supply, became increasingly su.pect in the 1960's, and 
1n1971 collapsed.* This is not to say that our own infla-
tion was unavoidable. Our inflation was avoidable, but it 
could not have been avoided without abandoning the previous 
neglect of the money supply. The consequences of this neglect 
are revealed with a vengeance in our present rate of inflation. 
The cbeck on monetary expansion provided by normal balance of 
payment. relationships and fixed exchange rates became inoper-
ative after 1971, and direct control of the money supply should 
have been put in its place. Had this been done and our own 
monetary expansion limited to, say, about 10 percent per 
annum growth on average over the last few years, South African 
exchange rat'es would have strengthened substantially against 
the re.t of the world and 80 have offset part of the effect of 
bigher tm~rt prices. 
The South African monetary authorities singularly failed 
to make this re.ponse. They carried on their monetary policy 
as if nothing fundamentally had changed with the result that 
bacause of highly favoUrable balance of payments developments 
.fter 1972 the money supply expanded very rapidly. Purther-
aore, even after the balance of payments ceased to be aa 
• For a recent interpretation of U.S. monetary policy in the '60's .e. 
Jura Niehans. "How to Fill an Empty Shell, .. 'the American Economic ' 
"view, Kay 1976. p.l77. 
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\ stron91y favourable, increases in the price of gold during 
1974 increased the real value of the Reserve Bank's gold re-
serves. In the absence, therefore, of any effective balance 
of payments constraint, but with official concern for nominal 
interest rates, the money supply increased rapidly. It did 
so in response to extra demands for money and credit re-
quired to finance a higher level of real output, output that 
came increasingly to be valued at higher prices. It is worth 
noticing in Figure 4 the decline in South African interest 
rat.s relative to foreign interest rates, and the persistance 
of relatively low South African rates in 1972 and 1973. 
1975. 
International monetary conditions changed markedly in 
u.S. monetary growth and monetary growth else where 
slowed down; moreover slower monetary growth was accompanied 
by the severest recession experienced by the advanced indust-
rial countries in the post war period. However, as previously 
indicated, monetary growth in South Africa continued at abso-
lutely, and by then, relatively high rates. The implica-
tions of relatively fast South African monetary expansion and 
world wide recession revealed itself in lower prices and de-
mands for South African exports and not least, of course, by 
• fall in the price of gold. 
The rand which had been linked to a weighted basket of 
currencies was reattached to the dollar in June 1975. Soon 
after, the balance of payments and the exchange rate came under 
pre.aure, and the rand was devalued by 18' against the dollar 
------------ ---------------
Un
ive
rsi
ty 
f C
ap
e T
ow
n
2.6 
1nSepteaber 1975. The devaluation did not improve the bal-
ance of paymenta trends. The explanation for this state of 
affa1ra 1. to be found, aa suggested, in the maintenance of 
relatively rapid monetary growth in South Africa. The ex-
ceas supplies of money continued to apill over into higher 
prices, high levels of imports and high rates of domestic 
credit expansion, thus the need to borrow elsewhere declined, 
and so tmports of capital were correspondingly reduced. In 
1976 the capital account of the balance of payments was also 
affected by greater political uncertainty. 
Since mid 1975 the balance of payments has itself had 
a contractionary influence on money supply and monetary policy. 
The state of the balance of payments is not, however, fully 
reflected by the level of gold and foreign exchange reserves 
held by the Reserve Bank. These have been supported by 
accommodating foreign borrowing by the Treasury and other 
public sector borrowers. Unfortunately for the achievement 
of balance of payments stability, government finance relied 
increasingly on money creation in 1975. Despite the balance 
of payments deficits, high rates of monetary growth were per-
petuated by the unwillingness of government to avoid infla-
tionary finance. The ·increase in the central govermnents 
demands for domestic credit is revealed in Figure 2, which 
shown how the earlier errors of monetary omission came to be 
replaced by classic inflationary commission. 
The study provides an analysis of monetary develop-
ments in South Africa that differs from the official method. 
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Same attempt however will be made to reconcile the alterna-
tive approach ••• 
2.2 THE THEORETICAL MECHANISM 
An all tmportant monetary relationship is that between 
the money supply and what is called the money base, or more 
evocatively the high powered money of the system. The money 
ba.e consist. of the sum of coin, notes and other non-
government deposit liabilities (mainly commercial bank depo-
sit.) with the Reserve Bank, and this constitutes the c·ash 
re.erves of the monetary system.. The money base-money 
supply relationship, the money multiplier, depends on a number 
of factors, for example, the cash reserves banks prefer to 
hold, and are required to hold, against their deposit liabi-
lities will in part determine this multiplier. The prefer-
ences of the public to hold either bank deposits or alterna-
tively Reserve Bank notes also influences the multiplier as 
do their preferences for current rather than time deposits •• 
The authorities therefore are nO.t able to control the supply 
of money directly. The authorities are able to control the 
money base and therefore the supply of cash reserves available 
to the banking system. The authorities can also influence 
directly the banks demand for cash reserves by either alter-
ing the compulsory reserve requirements of banks, or by 
* S •• Karl Brunner and Alan H. Meltzer, ilLiquidity Traps for money, 
Bank Credit and Interest Rate.," The Journal of Political Economy 
January - February 1968. 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
2.8 
changing those interests rates that influence the portfolio 
preference of the banks. 
more fully below. 
These effacts will be discussed 
Changes in the money base occur in what may be usefully 
defined as two alternative ways: either as a result of 
changes in the foreign assets (including gold) held by the 
Reserve Bank, or changes in what may be described as its Net 
Domestic Asset (NDA) position. However, as will be indicated, 
changes in the foreign and net domestic assets of the Reserve 
Bank are not in ~ny way independent of each other. 
A simplified balance sheet for the Reserve Bank would 
have notes and deposits on the liabilities side and foreign 
assets (including gold) and domestic assets (mostly govern-
ment securities) on the other side. It would look as follows: 
FIG U R E 1 
S.A. RESERVE BANK 
LIABILITIES 
Notes 
Bank Deposits 
Government Deposits 
ASSETS 
Gold and ·Foreign Assets 
Danestic Assets 
The notes and commercial bank and other private deposits 
constitute the money base. Changes in the money base are 
caused by seperate and interdependent changes in either foreign 
assets, domestic assets or government deposits. When the 
balance of payments is favourable commerci~l banks will be 
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FIGURE '2 
Rccaipt;j (Ii'l oi"",1 issues from Exchequor Account 
(excluding borrowing and debt repayment) 
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selling foreign exchange to the Reserve Bank and their deposit 
accounts with it will be credited accordingly. The money 
base will have increased. When the balance of payments is 
unfavourable the banks will draw on the Reserve Bank for for-
eign exchange. The money base decreases. When the Reserve 
Bank buys securities from the public or the banks, the deposit 
accounts of the commercial banks with the Reserve Bank will 
be credited. When the Reserve Bank sells securities, commer-
cial bank deposits will decrease. Similarly, when the 
Treasury receives taxes or the proceeds of loan issues the 
government balance with the Reserve Bank increases while those 
of the commercial banks decrease. Accordingly the money base 
decreases. The opposite results occur when government spends. 
If the government balance is subtracted from the domestiC 
securities held by the Reserve Bank one gets what is called 
the Net Domestic Asset position of the Reserve Bank, i.e. 
Money Base (Ma) • Foreign Assets (FA) + Net Domestic Assets 
(NDA). It has not been thought useful to distinguish between 
those cash reserves the banks or discount houses acquire fr~ 
the Reserve Bank (borrowed reserves) and those acquired by 
running down excess liquid assets or v~a open market operations. 
As suggested previously, when the money base increases 
the money supply will tend to increase unless the banks prefer 
to hold excess cash reserves. However, the causation may 
well run the other way because of the opportunities the dis-
count houses and banks have to borrow from the Reserve Bank. 
If the money supply expands independently of the money base 
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the banks will require extra cash reserves to meet their re-
quired cash reserve ratios. To do so the banks may recall 
funds fram the discount market, and the discount houses may 
in turn approach ~h. Reserve Bank for additional assistance. 
If the Reserve Bank supplies additional reserves in this way, 
or if the banks and discount houses start reducing their 
holding_ of Treasury Bills and other government securities, 
and by their doing 80 , redemptions of government debt exceed 
new debt issues, the government balances at the Reserve Bank 
will decrease and the money base will ~ncrease. In such cir-
cumstance., chang •• in the money supply will have led change. 
in the money base. Clearly, if the Reserve Bank did not 
provide extra reserves in the way indicated, or if the Treas-
ury did not on balance redeem debt, or if the. Reserve Bank 
provided additional reserves only at penal rates, the banks 
would be unable, or unwilling, to finance extra lending to 
either the private or public sectors. The potential in-
crea.es 1n the money supply called for by extra demands for 
finance fram ~e banks would soon be halted by higher interest 
rates unless the money base accommodated the money supply. 
The relationship between the foreign assets held by the 
Re.erve Bank and its net domestic asset position is an import-
ant and interesting one. As will be noted in Figure 3, 
these two variables generally move in opposite directions. 
The reason for this negative association is tnat when the 
money base increases, because of a change in the reserves, the 
banks have automatically acquired additional cash reserves. 
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Th •••• 4ditiOftal ca.h re.erve. will a~ost tmmediately be 
pl.ced with the di.count house. and used to buy other liquid 
••• eta. Tbe result is a n.t flow of funds to the Treasury 
or an equiv.lent repaym.nt of debt to the Res.rve Bank with 
the .ffect that the net dom •• tic •••• t. of the Reserve Bank 
d.c~.a... At the .... etm., howev.r, th.re may be compe-
ting dem.nd. from the private sector for the extra cash the 
bank. have acquired through the balance of payments. If the 
demands for extra loans by the private sector are buoyant 
1... fund. will flow b.ck towards the Reserve Bank and 
Treasury, and the mon.y supply and the money base will tend 
to increase. The decrease in net domestic assets will then 
be less than the increa.e in reserves. 
If the balance of payments turns into deficit obviously 
opposite effects will occur. The banks will be selling 
foreign exchange on balance, their cash reserves will be de-
clining •• nd they will compensate for this by drawing on 
the di.count hous.. and by running down their other liquid 
as.et.. The ~ediate pressure wi~l be •• t by the Treasury 
and the ae.erve Bank, and net domestic assets will automati-
c.lly increase. 'Again the degree of pressure on the net 
dame.tic assets p08it~on will depend on the simultaneous 
buoyancy of demand for bank credit. The stronger the demand 
for bank ov.rdrafts the higher the level of market interest 
rate. and the greater the tendency for net domestic assets 
to expand. Ag.in the increase in NDA may be smaller or 
greater than the dec rea •• in reserves. 
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These are some of the automatic effects. On the 
other hand the impact of changes in reserves on net domestic 
assets will also depend, as intimated, on the relationship 
between the costs to the banks of acquiring or holding 
additional liquid reserves, and the returns to be gained 
fram other kinds of bank lending. The costs to the banks 
of holding liquid reserves or acquiring additional reserves 
is reflected in the rate of interest obtained on liquid 
assets or implicitly by the rate charged by the Reserve Bank 
for accommodation. If the borrowing from the Reserve Bank 
is undertaken by the discount houses after the banks have re-
called funds from them, this will be reflected in the dis-
count houses call rate. The greater the differences be-
tween the cost of and the returns from additional bank lend-
ing to the private sector the faster, it may be assumed, will 
tend to be the rate of expansion of the money base. 
These differences in interest rates will be maintained 
if the interest rates ,on liquid assets, controlled by the 
authorities, do not respond to ch~nges in the conditions 
.': 
effecting market demands for and supplies of funds. In an 
upswing phase of the business cycle,' associated as it will 
be with additional demands fo~ credit, any tendency for these 
rates to lag behind will cause the money base to expand pro~ 
cyclically. Notice in Figure 4 how the Treasury Bill Rate 
came to lag behind the market dete~ined, negotiable certi-
ficate of deposit rate in 1972 and 1973. In the downswing 
phase, as market rates approximate official rates more 
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FIG U R E' 4 
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cloaely, the tendency to repay the Reserve Bank and to switch 
towards the Treasury will tend, again pro-cyclically, to 
accelerate the decline in the money base. The striking ne-
gative a •• ociation in Figure 3 between the level of foreign 
re.erve. and the Treasury Bill Rate should be noted. 
• We have so far ignored the effects of interest rates 
themselves on the balance of payments. Clearly the tendency 
tor South African firms and public corporations and even the 
Treasury itself to borrow abroad will depend on their planned 
expenditure, and .also on the comparison they will make be-
tween the anticipated costs and availability of funds lo-
cally, and the costs and availability of funds abroad. If 
local.borrowing is difficult and considered expensive after, 
of course, allowancea for expected exchange rate movements, 
more will tend to be borrowed ·aborad and vice versa. 
It is now possible to summarise the relationships be-
tween the balance of payments, the net domestic asset pOSition, 
the money base and the relationships between interest rates, 
local, controlled and free market rates, and foreign rates. 
This will be done by way of an account of a stylised. business-
money supply cycle. 
Let us begin the cycle where the balance of payments 
is favourable. Let us assume that this is because the rela-
tionship between foreign and local rates is such that, with 
increased local investments demands, larger than usual capital 
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• 
inflow. have been attracted. The increase in reserves will 
be off.et by oppo.ite reductions in net domestic assets. 
However a. indicated if the increase in reaerves is also 
a •• ooiated with an economic up.wing, the decline in net do-
mestic assets will be lea. than the increase in reserves and 
the money base will expand. The expansionary pressure on 
the money base will be still stronger if the opportunity cost 
of extra private bank lending falls because, perhaps, govern-
ment rate. lag behind market rates. Increases in reserves, 
and le •• -than-proportionate decreases in net domestic assets, 
and hence expansions of the money base could continue inde-
finitely with simultaneous increases in the money supply. 
ThiS, however, would depend in turn on the concurrent balance 
of payment. developments. One of the factors affecting the 
balance of payments will be the relationship between local 
and foreign intereat rates. With the expansion of the money 
supply, and unless the demand for funds continued to increase 
proportionately (or more than proportionately), local interest 
rates would tend to fall. Depending then further on the 
trend in credit markets abroad, any relative decline in local 
interest rate. will influence the capital account of the bal-
ance of payments. If conditions unattractive to foreign 
borrowing persist the'balance of payments will sooner or later 
turn around. 
Let us assume at a further stage in the cycle that the 
balance of payments then become. unfavourable. As the foreign 
re.erve. decline the net domestic assets of the Reserve Bank 
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increase and the ultimate effect on the money base will then 
depend on the inverse relationship between them. The net 
effects on the money base therefore will come ·to depend on 
the demand for funds in the economy and the opportunity costs 
to the banks of lending to the private sector. If the de-
mands for funds remain bouyant and the official interest rate 
structure remains unchanged, net domestic assets will expand 
relatively quickly, local interest rates will remain low, 
and no adjustments to the changed balance of payments situa-
tion by way of reductions in the money supply will have. been 
effected. 
If .the balance of payments deficit continues, sooner 
or later, the authorities, out of their concern for fixed ex-
change rates, will take action. They may tighten exchange 
and import controls. If such measures prove inadequate 
they would be forced to adjust their interest rate structure. 
Official interest rates will then be increased. Consequently 
local free market rates will tend to rise relative to foreign 
rates. If official rates rise relative to other local in-
terest rates and loca~ rates rise relative to foreign rates, 
~hese adjustments will serve to take the pressure off, 
firstly, the net domestic assets pOSition, thereafter the 
money supply, and subsequently the balance of payments. 
In this way, out of concern for the balance of payments 
and by way of adjustments made to interest rates, the money 
supply will have "looked after itself." A slower increase 
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in money will directly help correct the balance of payments 
by way of lower demands for importa and increased demands for 
foreign capital. The money supply process described above 
impliea considerable instability in the behaviour of the 
monetary aggregatea, but'it does not suggest anyone way di-
rection for their rate of growth. 
The discussion has so far emphasized the interdependent 
effects of the balance of payments, economic activity and 
interest rates on the money base. It has not discussed the 
• 
possible impact on net domestic assets of government expendi-
ture, or more particularly, the difference between government 
expenditures and revenues and therefore the government borrow-
ing requirement. Inflationary government borrowing may be 
defined as borrowing that has the effect of increasing the 
money base. Aa sugge.ted above the obvious method for govern-
ment to avoid inflationary financing techniques is by offering 
a relatively attractive return on issues of government secu-
r1ties. This has the effect of transferring the use of a 
greater proportion of a flow of aavings from the private sector 
to the public sectors. However, higher nominal interest 
rates, if required, are not politically neutral. It is this 
that account. for the 'authorities revealed preference for a 
structure of int_rest rates, and this may encourage resort to 
increases in the money base as a method of government finance. 
In addition, however, such concern may also help constrain 
government expenditure and hence borrowing requirements at 
an earlier atage in the budgetary procesa. 
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The South African authorities have employed a third 
non-inflationary alternative to both taxation and the pay-
ment of relatively attractive return. as methods of finance. 
They have been able to rely in part on the 80 called 
·captive market" for government securities. This technique 
is of course by no means peculair to South Africa. All 
financial intermediaries are obliged to hold minimum pro-
portions of government and other special approved securities 
in their portfolios with the effect of guaranteeing a minimum 
demand for government securities independently of the rate 
of return offered. By calling for increased minimum hold-
ings of liquid assets the authorities may avoid increases in 
the money base as a method of financing government expenditure. 
OUr monetary analysis has given comparatively little 
attention to the banks liquid asset ratio. The monetary 
authorities however, as has been mentioned, do pay particular 
attentioa to the liquid asset ratios of the banks of which 
the cash ratio is a part. We will n~ attempt to show how 
the effect of changes in required liquid asset ratios may be 
easily reconciled with the money base analysis. 
Any extra demands for liquid assets by the banking 
system, whether induced voluntarily, or acquired under com-
plusion of increased liquid asset ratios, have the same effect 
on the net domestic asset position of the Reserve Bank, 
namely, an increase in the exchequer balance with the Reserve 
Bank and hence a decline in net domestic assets. The same 
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results would follow from any net increased demands for 
government .ecuriti.s of whatever kind. 
It is, however, very important to make the distinction, 
a distinction that is 'seldom made in the South African mone-
tary context, between actual, required and desired liquid 
asset holdings. It should be noted that any required hold-
inqa of liquid assets are not really liquid in the proper 
sense of that term. Since the banks are required to hold 
them they cannot be sold and used for any other purpose. 
The banks are therefore locked into their required liquid 
asset holdings. If the bank wishes to preserve some port-
folia flexibility it would, have tO'hold genuinely liquid 
assets in excess of the required asset holding. The actual 
liquid asset holdings at any moment in time are usually in 
excess of required liquid assets and may be greater or less 
than desired liquid asset holdings. The banks portfolio 
. 
preferences will depend on their assessment of the future de-
mand for and supply of funds, and the opportunity costs of 
alternative asset and liability combinations. 
One very good reason for holding excess liquid,assets 
would be in anticipation of a call for extra required holdings 
of them. The alternative to keeping extra liquid assets for 
such a contingency would be'a willingness to compete in the 
money market for surplus cash when the need arises. This 
competition for deposita may prove particularly expensive 
and is probably an opt~on open only to the smaller banks 
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who would not necessarily by so doing increase interest 
rates a9ainst themselves. 
2.22 
It seems clear that calls for extra holdings of liquid 
assets often follow extra bank holdings of them. If so, 
the authorities decision to raise the ratio may have no direct 
implications for the money base or the banks and the money 
supply. The developments that follow an increase in required 
liquid asset holdings may merely be a reclassification of 
some liquid assets from excess to required. Desired liquid 
assets and' therefore total bank demands for government secu-
rities may be unaffected. If so, there would be no inflow 
of funds to the Treasury, and therefore no decrease in the 
money base. Figure 5 indicates a close association between 
the money base and required reserves. This would appear to 
confirm that increases in required reserves have not been an 
independent instrument used to control the money supply. 
If the call for extra required asset holdings takes the 
banks by surprise then the banks may thereafter wish to re-
build their desired holdings of excess liquid assets to pre-
serve a degree of portfolio flexibility. If so, there will 
be a net inflow of funds to the Treasury and a reduction in 
the money base. Furthermore, if the banks actually find 
themselves short of required liquid asset holdings then the 
net inflow of funds to the Treasury will be accompanied by 
more competition for cash and higher short term interest rates. 
In particular the rate on Negotiable Certificates of Deposits 
(NCO's) will rise. 
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One important part of any explanation of th~ banks de-
mand for excess l1qu1d assets would be the1r consequent 
ability to satisfy extra demands for overdrafts. If such 
demands are met automatically the banks' liquid asset hold-
ing decline and the Treasury balance decreases. The money 
base accordingly increases. It is such a possibility, in-
herent in banks holdings of excess liquid asset reserves, 
that so excite the concern of the authorities. Nevertheless 
the authorities cannot prevent the banks holding such reserves. 
What the authorities are able to do is to make such excess 
holdings more attractive, either by periodically calling for 
extra required liquid assets or, less directly, by raising 
the rate of interest paid on government securities, including 
Treasury Bills. In addition the Reserve Bank may make its 
own borrowing and rediscounting facilities more costly so as 
to discourage reliance upon them~ It should be understood 
therefore that excess 'liquid assets by no means necessarily 
imply inflationary increases in the money supply. It is 
only any excess of actual over desired liquid assets that 
have this implication. The banks excess liquid asset posi-
tion indicates the degree of excess demand for bahk credit. 
~ben excess liquid assets fall, demands for credit are ab-
normally high. 
The role that needs to be played by appropriate interest 
rates to discourage any revealed preference for private 
sector rather than governm,nt sector lending is obvious. We-
have explained that it has usually been pressure from the 
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balance of payments that has promoted a changed structure of 
inter.at rates with consequent effects for the money base 
\ 
and the _oney 8upply_ 
The discussion presented above clearly departs from 
the method of monetary analysis provided by the South African 
Re.erve Bank. The Reaerve Bank does not offer an account 
of the money baa. and its determination or of the money base -
money aupply relationship. 
The official analysis takes the form of an aggregation 
of the balance sheets of the entire banking system including 
the Reserve Bank and attempts to draw conclusions from this. 
The net change in money and near-money over any period, that 
ia the increaae in ahort .and medium term banking sector 
liabilities are described as having been caused by changes 
in different categories of banking assets or by changes in 
the composition of banking liabilities. For example "caused" 
by changes in the banks holdings of foreign assets or claims 
on the private sector or government sector or by a switch 
out of or into long term depOSits which are not classified as 
money or near money. 
This type of outcome, is true by definition of the 
balance sheet identity, however, the weakness of the analysis 
ia that it implies that the various components of the banking 
balance sheets are independent of each other. This, as we 
have tried to indicate in our alternative approach, is by 
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C HAP T E R T H R E E 
THE MONEY SUPPLY PROCESS IN 
SOUTH AFRICA: EMPIRICAL ANALYSIS· 
3.1 INTRODUCTION 
3.1 
Following the extensive discussion of the previous 
chapter, a formal mathematical model is developed and esti-
mated using the data given in Appendix c. 
It must be emphasised that the perspective this model 
assumes is that of the monetary authorities, and we attempt 
to explain the policy reactions of the monetary authorities 
to developments outside their direct control. Briefly, the 
money base is examined with regard to its two components 
namely, the foreign and net domestic assets of the Reserve 
Bank. Further, the model endogenises officially controlled 
interest rates, and indicates the association between money 
base and money supply. 
3.2 THE MODEL 
The model consists of four behavioural equations and 
one identity. 
*from Part II of "The Money Supply Procel' in South Africa : Explanation, 
Verification, Implicatio~' (A.M. Hurwitz and B. Kantor (1976». 
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3.2 
MB· R + NDA ( 1) 
R • fal U.-i
e ) ,R_ 1 ) (2) 
NDA • fa [R go, (i-it») (3) 
it. f. [a, i, U._it) 1 (4) 
MS· f .. ' 1, 
t . i , Y). MB (5) 
MB • Mone y Ba.e 
R • Foreign Reserves of the Central Bank (in-
cluding gold) 
R.l • Reaerves at the end of the previous period 
NDA • Net Dome.tic Assets 
i • South African free market interest rates 
i e • foreign interest rates 
gd • government deficit 
it • South African target or controlled interest 
rate. 
MS • Money Supply 
Y • the level of economic activity 
The.e _quations represent the general form of the model. After 
exper1mentation with alternative form. the specification below 
incorporat1ng.some simple one-period lags was adopted. The data 
u.4 to e.timate the model was very short term monthly data, 
which is consistent with the likely speed of the authorities-
reaction •• 
The re.pective interest rates included in the model 
are meant to reflect relevant economic behaviour. The interest 
rate s included are either differences or levels or, as in the 
ca _ of the controlled interest rate equation, both levels and . 
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3.3 
differences. The explanation for the in-
clusion of the fore1gn-4ame.t1c interest rate differential 
in the ae.erve equation i. of courae for its effects on cap-
ital movements. The free market government interest differ-
ential in the NDA equation 1. i~cluded to indioate the re-
lative 1ntere.t rate. upon which portfolios will be divided 
between government and private .ector financial securities. 
Financial intermediaries will clearly not be concerned when 
choo.ing the composition of their assets with the level of 
interest rates. The authorities however are judged to con-
cern themselves with both the level and the differences be-
tween interest rates. The money base - money supply multi-
pl1er is in turn assumed to be affected by the average return 
on the banks portfolio and therefore the level of interest 
rates is included as an explanation of it. 
The Foreign Reserve equation is justified by the per-
spective of the model. The authorities of course do know 
the level of Reserves and may be concerned with effecting 
changes in that level, and the previous level of foreign re-
serves is accordingly included as an exogenous variable. 
The policy instrument at the disposal of the authorities is 
·their influence over the domestic level of interest rates. 
The. Reserve equation argues that the level of Reserves is 
pos.itively influenced by differences between national and 
foreign interest rates, and it implicitly assumes a Koyck,. 
*See Appendix A 
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3.4 
1~~. geometrically declining, lag in the (i-ie ) variable. 
Further, linearity 1n tho functional form is obtaincQ via 
the a •• umption of constant ela.ticities. 
on thi. point in the follow1n9. .ection.) 
i. equ1v,alent to the form 
(More will be said 
This specification 
ia f[(i_ie' (1-1e )_1' (i-ie )_2' ••• ] 
The Net Domestic Asset position of the Reserve Bank is 
assumed, following the extensive discussion in Chapter Two, 
to ~ negatively related to foreign Reserves and directly 
influenced by changes in the government deficit. NOA is ex-
pected to increase with increases in the returns available 
on non government fin·ancial securities, that is with increases 
in the. free market - official interest rate differential. 
Net domestic assets are, of course, presumed to increase with 
I 
the governments borrowing requirement. In the equations we 
tested two measure. of the government deficit, (gd). The 
first measure was simply that of the difference between govern-
ment expenditures and taxation receipts. This proved to have 
no statistically significant effect on NDA. The other measure 
of the deficit attempted to allow for government borrOwing 
from the financial intemediaries and the public~ The differ-
enee between government spending, taxation an.d borrowing being 
pre.~d to require increases in NDA. The results for this 
measure of gd were statistically significant and so wer.e in-
clu4ed in the simultaneous equation system estiaated below. 
It is important therefore to emphasize that we found no sta-
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3.5 
ti,tically signifioant relationshfp between NDA and the crude 
government defioit (see equation Bl, Seotion 3.8) 
The money supply equation is a modification of the stand-
ard money multiplier equations. 
MS = K • MB 
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3.6 
where K i8 the "money multiplier." 
In this specification, evolved by Brunner and Meltzer (1968), 
K is considered functionally related to interest rates, 
reserve requirement ratios, economic activity, etc. Our 
own investigations led us to adopt the simplified form 
K - f(i,Y) which, as will be noticed, gives a highly satis-
factory explanation. The final specification was 
MS • f(i,Y,MB) 
including MB in the argument for simplicity. 
Normal assumptions would be for the money supply to in-
crease with increases in the money base and in the level of 
economic activity and prices. Increases in prices and real 
output can be expected to lead to increases in demands for 
bank credit and to cause a reduction in the banks demand for 
cash reserves and an increase in the multiplier. It might 
be usually presumed that increases in interest rates - and so 
the average return on the banks portfolio - would also increase 
the money multiplier. In this statistical analysis we found 
however that increases in interest rates. had the effect of 
reducing the supply of money. The explanation for this may 
be that the mechanism just described tends to be a longer-run 
phenomen on. In the sh'ort run an incre.ased cost to the banks 
of borrowed funds may have a contractionary effect on the· 
money supply as the banks, faced with penal rates, cut back on 
lending. In the longer term however, the desire by the 
authorities for low rates will lead to accomodation via an 
expansion of the money base, as outlined in Chapter Two, and 
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3.7 
money supply will increase as expected. Further analysis 
uaing quarterly data* gave the expected sign, and our above 
explanation therefore aeems correct in the light of the 
evidence. 
If banks aVoided extra cash reserves, as seems to be 
the case in South Africa, one would not expect any di.rect 
effect of incomes on the money base-money supply multiplier. 
The direct impact of extra demands for funds would again be 
directly on the money base via net domestic assets. The 
relationship between income and the money supply should not 
therefore be looked on as causal but rather as one of des-
criptive association. 
3.3 . THE REGRESSIONS : RESULTS AND ANALYSIS 
In deriving the ultimate structure of our model, in 
particular with respect to the lag structure, a large number 
of alternative regression specifications using different 
types of data were tried out. Some of these results are 
presented here, but most have been excluded on account of 
the lack of space available.** We have not given space to 
detailed discussions concerning the summary statistics (for 
example the Durbin-Watson statistic) or the regression tech-
niques (for example, Two-Stage Least-Squares, etc.) used in 
* See Chapter Five 
•• More details. however, are abailable on request. 
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3.8 
Tb, •• e are oonveni~ntly collected and 
pre.enta~ in Appendix A together with further references for 
the 1n~eited reader. 
We give now, however, an important note concerning the 
implication of the •• sumption of constant elasticities for 
the functional form of an economic relationship. This 
as.umption is widely used (see, for example, Brunner and 
Meltzer (1968», but is rarely explicitly set out. 
Without loss of generality ass~e that an economic 
variable Z is functionally related to two other variables 
X and Y,l i.e. 
Z • f(X,Y) 
Define the "x elasticity of z" to be 
az X E(Z,X) .. ax . i (Chiang (1974» 
and similarly for the Y elasticity of Z. 
If we further assume that both elasticities are constant, i.e. 
E(Z,Y) -Xl , 
then we have arrived at two partial differentialiequations 
reducible to ordinary.differential equations (Utz (1967) 
pp. 139-+40). Rence, integratinq the first e~uation as if Y 
were constantl 
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where A is an arbitrary function. Similarly: 
10ge Z • Kal0ge Y + B(X) , 
and clearly: 
B(X) • Klloge X + loge K ' 
(wh,r. K il a constant of integration). 
Thus: Z • KX€(Z,X) y€(Z,y) 
3.9 
The above derivation justifies our use of log-linear form (to 
baae e) throughout this chapter. Variables with negative 
entries were adjusted by adding a constant positive factor 
making each series positive, e.g. interest rate differentials 
and government deficit. Multiple linear regression* was 
then undertaken on each equation using the University of Cape 
Town" s Univac 1106 system and the Econometric Package "COMET. II 
Notes: 
(1) "Short Term (S.T.) Data" in the regression refers to 
the interest-rates i, i e and it, and are respect-
ively Negotiable Certificates of Deposit (NCO), 
Eurodollar and Treasury Bill rates. Electricity Con-
sumption (E) was used as an index for "e90nomic 
activity" in al~ S.T. regressions. The S.T. time-
period was either 1971 January to 1974 December 
(n - SO), or 1971 February to 1974 December (n - 49}.** 
* See Appendix A 
** See Appendix C 
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3.10 
(2) "Long term (L.T.) Data" likewise refers to in~erest 
rates i, i- and it in this case Company Debenture 
(COYOEB), Long-Term British Government .Bond (LTUK) and 
Long-Term South African Government Bond (LTSA) Rates. 
Gross Domestic Product (GOP) at market prices (Y) was 
used in place of ELEC in the L.T. regressions.*· 
(3) t-Statistics are shown in brackets beneath each of the 
coefficients; (asymptotic tis -in the case of Two-Stage 
Reqressions) • (In each regression the t-statistics 
have n-l degrees of freedom.)* 
(4) Other summary statistics are given for each regression,* 
viz. 
R2 • Coefficient of Determination 
D.W. - Durbin-Watson Statistic 
S.E •• Standard Error of the estimate 
n • number of observation pOints used. 
The following four regreSSion equations show the Ordinary 
Le~st Squares (OLS) results for the four behavioural equations 
of the model. 
omitted. ) 
* lee Appendix A 
** lee Appendix C 
(Using S.T. data and with the t subscript 
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R =- -0,35575669 + 0,0574984 • (i-1e l_ l 
[-0,992365] [2,0259682) 
+ .1,0366161 • ~-l 
[21,624329) 
(R 2 • 0 , 9447 ; SE. 0, 0688; Dtl. 1, 15 46 ; n =- 49) 
NDA .. 13,3612878 1,1623271 • R + 0,086642 . 9d • 1 
[17,1163604] [-10,88906] [2,518322] 
+ 0,25270618 . (i-it) 
[6,2155237] 
(R2 • 0,8291086; SE .. 0,202233; OW = 0,37229; n = 49) 
it • 1,7565759 -0,30801646 
• R_l 
[4,234038] [-6,3945106] 
+ 1,0390595 • 1_1 -0,3010272 
· 
(1-1t )_1 
[13,832981] [-10,280309] 
(R2 • 0,93218; SE • 0,073001; Ot'l =- 1,40327; n := 49) 
MS • 3,2407805 + 0,61003587 • MB 
[9,57977] [10,049036] 
+ 0,0059708 • Y-1 -0,0798299 
· i 
£18,934063] [-6,511457] 
(Ra • 0,9912739; SE'· 0,01862; OW • 1,70133; n • 49) 
" 
3.11 
{lA) 
(lB) 
(lC) 
(10) 
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3.12 
'l'Wo-St~ge Least Squares (TSLS) regressions (Ap~endix A) 
were carried out on the NDA and KS equations. This type of 
regression takes into account the fact that endogenous vari-
ables appear as reqrea.orl; viz. MB in the case of MS, and R 
in the NDA equation; it can be shown that the MS and NDA 
equations are identified (Appendix B). 
NDA • 13,2117310 -1,141860 . R + 0,0891296 • gd_ 1 
[16,45679] [-10,38956] [2,56269] 
+ 0,2538543 . (i-it) . (IE) 
[6,186178] 
(R2 lila 0,82997; SE lila 0,2039497; DW • 0,3835; n • 49) 
MS • 2,2656250 + 0,7841798 • MB 
[2,642775] [5,0689005] 
+ 0,00512695 • y-l -0,1040039 . i (IF) 
[6,73765] [-4,34995] 
(Rl _ 0,986824; SE • 0,02278 ow - 1,18158; n - 49) 
The one-sided 95% significance point for the t-statistic 
with 40 degrees of freedom is 1,684 (or -1,684 for a left-
sided test). (For a two-sided test it is 2,021). It can 
be seen that all the above coefficients are Significant, with 
the exception of the constant in the R equation. High 
R2 ,s throughout indicate a high degree of explanation in 
each equation and the Standard Errors are generally very small. 
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Considering the Durbin-Watson Statistics tAppendix A) 
we find. that, (for n. 50, at the 95' s1gn,if1cance level), 
the following signifioance pOints apply: 
k • 2 k • 3 k • 4 
, dL du dL du dL du 
, -
1,46 1,63 1,42 1,67 1,38 1,72 
where k • number of explanatory variables 
dL • lower significance bound 
du • upper significance bound 
-This indicates that equations (lA, IB, le, lE and IF) show 
significant positive first-order autocorrelation, and that 
for equation (10) the OW statistic lies in the non-signifi-
cant region. However, for equation lA, it should be noted 
that the Koyck lag used invalidates the strict use of the OW 
statistic). Application of the TSLS method does not alter 
appreciably the overall OLS results. An analysis of the 
autocorrelation present in the equations is undertaken below. 
In arriving at the above equations we experimented with 
many different specifications. We started off using only 
the long term (LT) data, later changing to the short term 
(ST) data and arriving at the generally short term lag struc-
ture shown above. 
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Graphs of the actual and fitted values are provided 
below. The fitted equations are respectively lA, 1E, 1C 
and IF; (a fitted line ~s indicated by small circles). 
We also ran the LT Data through the model for the "Short 
Period" (1971 to 1974). These results are shown below. In 
doing this we are ignoring the Short-Term lag structure and, 
as will be seen, the regression of coefficients do not com-
pare very well, although a high degree of explanation is 
again achieved. All signs remain unchanged except for the 
constant of an it equation. Equations 2A, 2B, 2C and 20 
are OLS regreSSion results; 2E, 2F are TSLS results. 
R - -0,073298 
[-0,2684] 
+ 1,0021368 • R_l 
[25,772] (2A) 
(R2 • 0,94412; SE - 0,06914; OW - 1,18657; n - 49) 
NOA • 11,24142647 -0,868292 • R + 0,1181616 • gd_ 1 
[9,89922] [-5,52509] [2,921543) 
+ 0,4137846 • (i-it) (2B) 
[3,591799] 
(R2 • 0,75445; SE • 0,24241; OW - 0,37218; n = 49) 
it • -0,334616 -0,008706 • R~l + 1,293709 • i_I 
[-2,11702 ] [-0,517161] [16,0936] 
-0,18585 . {i-1t )_1 (2C) 
[-9,045244] 
(R2 • 0,87146; SE • 0,02414; OW .. 1,0899; n =- 49) 
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MS = 1,1149206 + 0,106142 • MB + 0,000609 • Y- 1 
[11,36124] [1,47526] [21,3117] 
-0,113109 
• i (20) 
[-2,84849] 
(R2 == 0,989163; SE = 0,02015; OW - 0,83196; n =50) 
MS 
-
6,72265 + 0,18505 
· MB + 0,000357 . Y- 1 
[11,223] [1,1540] [8,750] 
-0,13403 
· i (2E) 
[-2,86498] 
(R2 = 0,98194; SE == 0,021789; OW == 0,7345; n == 49) 
NOA • 10,10~27 10,79292 
· 
R + 0,12208 . gd_ 1 
[9,00356] [-4,81520] [2,9863] 
+ 0,451217 
· 
(i"';i t) (2F) 
[3,81052] 
(R 2 = 0,75547; SE = 0,24458; OW = 0,40146; n = 49) 
As an alternative specification the model was tested 
with the Bank's Acceptance Rate (BA) included as the free mar-
ket interest rate in place of the NCD rate. The reason for 
including the NCD rather than the BA rate was that it was un-
doubtedly a market de'termined rate and are not directly in-
f1uenced by captive market considerations. This is not true 
to the same extent of Bankers' acceptances which have been 
eligible for inclusion as liquid assets in required liquid 
asset holdings. The NCD rate represents in effect the mar-
gina1 cost of bank lending. The Banks compete for negotiable 
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3.16 
depoaita to match inflow. The BA rate is more obviously 
representative of the banka marginal revenue. It was 
thouqhOt that the inclusion of a marginal revenue rather than 
a marqinal cost proxy might have ch.nged the signs of the 
intereat rate coefficients in the interest rate and money 
aupply equations. The reaults are given below for the 
period from October 1971. 
R • 0,254 + 0,950. R_l + 
[17,889] 
NDA • 13,587 - 1,204. R 
[-6,672] 
+ 
• 
MS • 
1,628 
3,861 + 
-0 , 2 83 • R_ 1 + 
[-3,927] 
0,507 • MB + 
[6,503] 
e o , 04 97 • (i -i )-1 (3A) 
[1,906] 
t 0,119 . gd_ 1 + 0,302. (i-i) 
[ 2 , 549 ] [ 4 , 841 ] ( 3B) 
1,013 .i_ l 
[12,175 ] 
0,0062 • E_l 
[10,226] 
-0 ,229. (i - it) _ 1 
[-7,517] (3C) 
-0,0592 .i_ 1 (3D) 
[-4,577] 
It would seem that generally the use of the NCD rate 
gives the better results. There are no remarkable changes 
in the t statistica, all signs remain unchanged as do most 
coefficients. 
3.4 STRUCTURAL TESTS ON THE MODEL 
An additional 9 months of data readings have become 
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available! since the inception of research into our model, and 
it was of interest to determine whether· or not the model, 
which seems to provide a consistent explanation of past events, 
would apply equally to the new series. In other words -
are the model equations structurally stable throughout the 
whole period. 
The appropriate test in this case is the "Chow" test for 
structural stability (Appendix A). In view of the limited 
extent of the new data, and the consequent loss of degrees of 
freedom when estimating over the new period, it was thought 
best to treat the test as if the degrees of freedom were in-
adequate and proceed with the modification of the Chow test 
in this type of situation. 
The equations were first re-estimated for the whole per-
iod (i.e. including the new data under the assumption of first-
order autocorrelation using a Cochrane-Orcutt Iterative pro-
cedure (see the section below on Autocorrelation Analysis); 
then, the regression coefficients were re-estimated for the 
original data period - i.e. up to December 1974 - again under 
a first-order scheme (except in the case of the NDA equation), 
tnd the Chow tests were carried out as explained above. The 
lour equations were then again estimated but this time forcing 
(the autocorrelation coefficien't to remain the same as for the 
~.' . 
(,"" 
~: .old It data. 
~.~. , 
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The results were as follows: 
(F • F statistic associated with the Chow test.) 
1. Money Supply: F9 ,42. 0,992126 (non-forced) . 
'9,42 • 1,00364 (forced) 
(~ignificance level (5t) of F(9,42) • 2,86.) 
2. Treasurx Bill Rate: '9,41 • 0,06231 (non-forced) 
'9,41 • 2,31675 (forced) 
(Significance level (5%) of F(9,41) ~ 2,87.) 
3. Reserves: F9 ,43 =1,048102 (non-forced) 
F9 ,43 = 1,79043 (forced) 
(Significance level (5%) of '(9,43) = 2,85.) 
4. Net Domestic A$setsl F9 ,40 • 36,823373 (forced) 
(Significance level (5%) of F{9,40) • 2,88.) 
3.18 
It proved impossible to re-estimate the NDA equation 
using the Cochrane-Orcutt tecniques. This was because the 
autocorrelation coefficient became very high (higher even than 
that previously) on the basis of the new data resulting in a 
nearly si~gular data matrix. 
It is clear, however, that apart from the NDA equation 
all the other equations show no significant structural shift 
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even wben forced through a uniform autocorrelation scheme. 
This augur. well for their predictive abilities. 
The NDAequation must however be treated with care, for, 
although none of the regression coefficients changed sign in 
the forced regression : 
(WDA • 12, 9508 - 1, 1225 • R + 0, 122 8 • gd_ 1 + 0, 2559 • « i - it) ) , 
the autocorrelation structure indicates lack of robustness 
for the NDA specification. 
3.5 FURTHER INVESTIGATION OF THE MONEY BASE - MONEY 
SUPPLY RELATIONSHIP 
The MS equations so far considered took into account MB 
only in the current period. It is conceivable that "MB has 
a lagged effect on MS; in other words we may have: 
MS • f(i,Y_ l , MB, MB_ l , MB_ 1 , ••• ,MB_t ) for some t. 
In order to investigate more fully the extent of the lags, 
we undertook an Almon lag analysis. This type of lag is 
assumed to be approximated by a polynomial of degree s : 
(8 ~ t), and the lag weights are derived under this "assumption 
(Ap~ndix A) • 
Eight different (t,s) specifications were tried, viz. 
(2,2), (3,2), (3,3), (4,3), (5,3), (5,4), (6,3) and (6,4). 
The results are given in tabular for.m overleaf. Each re-
gression" haa its t-statistic printed beneath. (R here. 
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-
- . 
. . 
--
. 
. . 
.2 t s 
, 
1 MB HB-l RB-2 HB-3 MB-4 HB-5 118-6 axlST. S.E. D.V I>.f 
-1 
2 2 1.2082 -0.086 0.476 0.066 0.168 -2.628 0.9896 0.0189 1.92 38 
~2. 886 -5.645 4.886 0.597 1.536 11.959 
3 2 1.1398 -0.112- 0.422 -0.017 -0.008 0.448 -3.133 0.994 0.01(0 1.77 38 
~6.217 -9.243 6.193 -0.329 -0.155 5.850 "'16.868 
3 3 1.140 -0.113 0.427 -0.032 0.007 0.444 -3.138 0.994 0.0142 1.76 37 
f1.5.862 -9.028 5.772 -0.379 0.087 5.468 16.497 
1.136 -0.113 0.448 -0.098 0.115 0.383 0.0016 -3.133 0.994 0.0147 1.86 37 
4 3 ~4.917 -8.098 5.997 -1.372 2.217 5.122 0.0189 13.695 
. 
37
1 
5 3 1.122 -0.113 0.400 0.0515. 0.056 0.188 0.225 -0.058 -3.154 0.992 0.0168 2.21 
).2.872 -6.877 4.733 0.796 1.002 3.204 3.237 -0.640 "'10.834 
. 
5 4 1.125 -0.116 0.450 -0.114 0.166 0.297 0.059 0.010 -3.199 0.993 0.016 2.08 36 
13.981 -7.613 5.620 -1.347 2.553 4.405 0.672 0.120 -11.899 
1.128 -0.110 0.358 0.138 0.076 0.099 0.134 0.106 -0.059 -3.119 0.991 0.018 2.13 37 
6 3 
~2.l07 -6.114 4.042 2.685 1.311 2.344 2.244 1. 952 -0.635 -8.998 
6 ~ 1.121 1-00 117 0.432 -0.056 0.10a 0.268 0.160 -0~O86 0.051 -3.233 0.992 0.016 fl·15 36 ~~·."36 -7.017 5.090 -0.699 2.019 3.978 2.908 
-1.066 0.553 
-10.186 
- .' 
-.-. .-
. ~ 
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R2 adjusted for degrees of freedom (OF) see Appendix A.) 
On examining the table we note first that in all speci-
fications a high R2 and low SE are achieved. The 
Durbin-Watson statistics seem to indicate non-significant 
autocorrelation exoept perhaps for the 2nd and 3rd equations. 
It should be noted that the regression coefficient of 
Y- 1 increases (above that for the specifications not involv-
ing lagged MB, as given in a previous section). The t-
statistic nevertheless remains high, and the sign does not 
change; the sign and significance of i likewise. The sign 
of the constant term does change. 
Looking again at the MB variables it seems quite clear 
that MB in the current period is consistently significant; 
for MB_l and MB_2 it is either not or just Significant, 
with an inconsistent sign pattern. MB_ s emerges as signi-
ficant throughout, but with the size of the regression co-
efficient altering. MB_~ has significance in equations 5, 
7 and 8 only. Thereafter the size and significance of 
lagged MB tails off. 
These results point to some interesting, if tentative, 
conclusions. Firstly MB has an ~ediate effect of MS, and 
this effect is strongly positive. MS is also positively 
effected by MBinthe previous quarter (i.e. MB_3' MB_~). 
I 
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Purth.rmore, the .um of the MB_ a and MB __ coefficients ex-
hibit. a fai~ degre. of con.i.tency (lying between 0,3 and 
0,5), if we .urn the t-value. for MI •• and MB._ we get a 
.imilar re.ult. 
It appear., therefore, that apart from the immediate 
effect of MI or MS, MB ha. a lagged .ffect on ~~ that is 
.pread over the quarter previou.ly. 
3.6 AUTOCORRELATION ANALYSIS· 
The OLS and TSLS re.ult. (equation. lA to IF) have in-
dioated .ignifloant (or indeterminate) autocorrelation with 
re.pect to the MS, R, TBR and NDA speclfications. It is 
the purpo.e of this lection to examine aome possible models 
of autocorrelation and to try and eliminate these effects 
from the regre •• iona. (The effect of autocorrelation is to 
give ineffioient, though unbia •• a, •• timate. of the coeffi-
cient •• ) 
U.ing the computer package AUTO (Appendix D) we first 
a •• umed a "fir.t-order" Icheme for the re.iduals ti.e. 
a •• umed that, for the regre •• ion equation Yt • BXt + ut ' 
the ut followedt ut • P~t-l + 't' where p. (constant) 
autocorrelation coeffioient, and 't was distributed as a 
Normal (0,0:). random variable. A Coohrane-Orcutt iter-
ative tecmique (employed by AU'l'O) was then u_d to estimate 
the coefficients and the remlta are given for MS, R, TBR 
*See Appen4ix A for further technical detail •• 
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and NDA, (i2 • at adjusted for degrees of freedom: 
,. 
p • estimate of PUled 1n the reqresaion: n· degrees of 
freeclom) • 
Conaider1n9 the MS relult we note that, under the first 
,. 
order Icheme (with p • 0,18) the DW statistic indicates 
.absence of residual autocorrelation. By comparing the 
(criginal') OLS regression we note that the constant term is 
changed (in sign and magnitude), althQugh still highly signi-
ficant; the coefficients (signs, magnitudes and significance 
levels) of i and of MB remain largely unaltered, whereas 
the size of the Y- 1 increases substantially (from 0,00596 
to 1,2127). When we compare this with the Y- 1 coeffici-
ents given as part of the Almon Lag analysis (previous sec-
tion) it is immediately obvious that 1,2127 seems the better 
estimate of the two. It also suggests that it is the lagged' 
Ma, effects that are producing whatever autocorrelation is 
pr~.ent in the OLS results. 
the constant term • 
A similar argument applies to 
.. In the a equation we agai'n have a DW statistic lying 
in the non-significant region, with an estimated p of 0,447. 
The constant term, (camparing with the OLS results), has be-
come small and non-significant. The R_l coefficient has 
altered slightly and so has that of (i-ie )_1 but, whereas 
R_l remains highly Significant, (i-ie)-l has at-statistic 
that lies slightly below the 5' significance level. 
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No R CONS,.. 
-1.1852 0.0834 0.2574 13.5351 
1 
-10.484 2.279 6.017 16.405 
-1.1941 0.0743 0.2546 13.6475 
2 
-10.343 2.231 5.921 16.455 
-1.2035 0.0662 0.2495 13.760 
3 
. -10.1146 2.2128 5.768 16.343 
-1.2136 0.0592 0.2410 13.874 
4 
-9.766 2.236 5.540 15.995 
-1.2255 0.0542 0.228 13.996 
5 
-9.269 2.3171 5.219 15.339 
-1.2415 0.0507 0.2098 14.1419 
6 
-8.610 2.466 4.801 14.336 
. 
-1.3042 0.0476 0.1617 14.6424 
7 
-6.981 2.939 3.789 11.559 
-1.3523 0.0472 0.1406 15.0355 
8 
-6.351 3.165 3.364 10.374 
-2 
R 
0.8467 
0.8709 
0.8923 
0.9107 
0.926 
0.939 
0.955 
0.958 
S.E. 
0.193 
0.177 
0.162 
0.147 
0.134 
0.122 
0.105 
0.101 
D.W. 
0.432 
0.507 
0.606 
0.739 
0.914 
1.137 
1. 743 
2.065 
at P·2 
42 0.10 0.30 
42 0.20 0.30 
'.0 0.30 0.30 
42 0.40 0.30 
42 0.50 0.30 
42 0.60 0.30 
42 0.80 0.30 
42 0.90 0.30 
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The original (OLS) regre •• ion on NDA gave a DW statistic 
(of 0,3722) that .indicatad a hilh degree of (politive) auto· 
correlation in the residuals. I~ is therefore not surpris-
ing to find a very high e.ttmated p (of 0,933). The OW 
, 
.tati.tic now lie. in the non-lignificant (negative) auto-
correlation r~1on, and we have an tmprovement in R2 and 
in the 5E. (aa for the OLB re.ult was 0,9044.) 
MS • -2,2927 + 
(-11,405] 
0,9902, 
1,2127 • E_l - 0,072 • i + 0,651 . MB 
[15,6605] [-4,922] [9,534] (4A) 
SE • 0,0191, ow· 1,959, '" n' - 45; p - O,18) 
a • -0,082 
(-0,166] (14,6417]' [1,723] (4B) 
(II. 0,9538: SI • 0,0622, OW • 1,875; n' • 45; ~ • 0,447) 
, NDA • +15,1361 - 1,3601 • R + 0,047 • gd_ 1 + 0,136 • (i-it) 
[10,232] [16,299] [3,255] [3,319] (4C) 
" 0,958, SE • 0,0995, OW • 2,1454, nl • 43; p • 0,933) 
it • 2,1212 - 0,3407 • R.l + 0,9562 • i_I - O,279.(i-i t )_1 
[3,6266] [-4,9652] [9,1749] [-6,968] - (40) 
(12 • " " 0,935; 5E • 0,0701, OW • 1,9505; n I • 44; p • 0,356) 
It is remarkable therefore that the regression coeffici-
ent. show no change in lign and, although the coefficients 
and t-values alter, the changes are not as drastic as might 
have been expected • 
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Secau.e of the high e.timated P and because the NOA 
lpacification has been the mOlt 'problematic with regard to 
autocorrelation, it wal decided to make further investiga-
tion. into the nature of the re.idual correlation. The AUTO 
packag. provide. a faoili ty for .pecifying a "second~order" 
.aheme (i.e. ut • P1Ut_l + PaUt_a + 't) with the us. of a 
"Icanning" technique, vii. a range of Pl and Pa values 
are .pecified, and a Generalised Least Squares (GLS) reqres-
lion il performed for each (Pl,Pa) combination. 
To begin with we a.sume that Pl i. positive, this is 
luggeated by the "first-order" analysis. P 1 was varied 
between 0,1 and 0,9 in steps of 0.,1 and P a likewise. The 
re.ult. for Pa. 0,3 are given below; (all other Pa 
combination. were cloaely aimilar) • 
It ia.tmmediately obvious from the table that as Pl in-
crease. a steady improvement in all associated statistics 
(Ra, SE, OW) results. (Varying Pa, with Pa > 0 hardly 
changed thia picture.) Specification No.8 is clearly 
optimal within the table, although there is not much to choose 
between it and the "firat-order" result given above; (the 
DW BtatiBtic il marginally improved). All coefficients and 
their a'Bociated significance levels are in broad agreement, 
and therefore, if a choice is to be made, it seems better to 
accept the "first-order" result on grounds of its simplicity. 
, An identical 2nd order analysis waB also done, this time 
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using negative Pa-S1 the above conclusions were not altered 
at all. 
Finally, ·the TBR (it) coefficients do not differ sub-
stantially from their OLS counterparts, nor do the ,t-
statistics. The OW statiatic is now in the non-significant 
region with an esttmated first-order autocorrelation coeffi-
cient of 0,356. 
3.7 MULTICOLLINEARITY 
A feature of concern is the evidence of possible multi-
collinearity in equations lC, lD and iF, as evidenced by the 
following correlations: 
(i) between i_1 and (i-it )_l = 0,906 
(1i) between MB and Y- 1 = 0,935 
It is possible that this col1inearity between explanatory 
variables 1s producing unstable esttmates (see Appendix A) • 
With this in mind the coefficients of equations lC and lD 
were re-estimated, this time using a technique known as 
Explicit Ridge_ Regression (Hemmerle (1975» that eltminates 
the effects of multicollinearity. A computer program dev-
eloped to undertake this type of estimation was applied,* 
and the results were as follows: 
*Expli~it Ridge Estimation Program written by Patrick Wong Fung, 
Department of Mathematical Statistics, University of Cape Town (1976); 
(as part ~f an M.Sc. thelis project). 
\ 
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1t • 0,4031687 - 0,1648 • R.l + 1,28744. 1.1 
-0,38G4 • (1-1 t ).1 
MS • 0,4960655 oft 0,4484 • MB + 0,6926 • Y- 1 
-0,03237 • i 
3.26 
It is ~ed1ately obvious that the coefficients do not differ 
mate,,1ally f"OIft the OLa coefficients, (t-statistics were not 
avail·able) • It is not clear whether the TSLS coefficients 
of lP are being adversely affected by multicollinearity, but 
because the R2, DW and SE statistics are more favourable in 
the case of lD than in IF it was decided at this stage to 
accept the OLS results as being more accurate. 
3.8 OTHER REGRESSION RESULTS 
A number of other re,re.sion results, obtained during 
our research, that were thought of interest are presented 
here, but without any descriptive analysis. We leave it to 
the reader to decide what, if any, conclusions may be drawn 
from them. 
3.8.1 FOREIGN RESERVES (R) 
R • 4,75562 + 1,98006 • Y-2 + 1,07 . Y_. -1,04 . Y- It 
[0,9] [0,47] (-0,44] 
-1,27 • Y_s -1,04 . (i-ie )_l+ 0,054 . (i-ie )_2 
[-0,58] [-2,43] [0,08] (Al) 
-0,09 (i-ie )_. + 0,133 • 3 + 0,104 (i-ie )_5 . (i-i. )_It . 
[-0,151] [0,20] [0,156] 
+ 0,12 • (i-ie ).6 
[0,223] 
(LT. Data: R2 • 0,439) 
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R • 1,782 + 1,009 • E 
[3,71 
(ST. Data: aa. 0,5962) 
-0,3 • (i_i8 ) 
[-6,011 
It • +0,031 + 0,012 • (i-18 ) + 0,008 • E 
[0,051] 
ST. Data: 
[0,44] 
+ 0,985 • a_I 
[15,751] 
a2 • 0,9357) 
[-1,65] 
+ 1,007. R_l 
[20,04] 
ST. Data: a2 • 0,947) 
[0,06] 
[2,635] 
3.8.2 NET DOMESTIC ASSETS (NDA) 
NDA • 0,4442 + 1,8909 • it + 0,044 • gd 
[6,608] [0,4582] 
+ 0,"4601 • gd_ 1 
[4,71384] 
(ST. Data: R2 • 0,6741) 
3.27. 
(A2) 
(A3) 
(A4) 
(B1) 
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NDA • 3,757 -1,03494 • R + 1,35 • 1 t 
[-2,13'8] [3,425] 
-2,964 • U.-1 t)_1 -2,3-73 • t (1-1 )-a 
[-1,373] [-1,2142) 
+ 0,4593 
_ NDA • 13,8603 
+ 0,3076 
(5,2727) 
(Rl • 0,6573, 
3.8.3 
1t • 1,7397 
[4,035] 
• 9_ 1 
-
1,2008 . a 
[-8,009) 
• 
(1-1 t) 
SE • 0,2923, 
-0,306 • a_I + 
[-6,269) 
-0,301 • (~-1t)_1 
[-10,248) 
(ST. Dataa a 2 • 0,92) 
+ 0,0502 • 
[1,0199) 
DW • 0,22; 
[0,053) 
3.28 
+ 0,568 • (1-1 t) 
[3,141] 
+ 0,855 • E 
-_I 
[0,782] (B2) 
9d_ 1 
(B3) 
" p == 0,9329) 
[13,8] 
(el) 
1t • 6,20 + 0,003 • 94 + 0,077 • (1-1t ) + 0.73 • R 
[9,9) [0,1) [2,13] .(l,9~1 
-1,457 • R"l (e2) 
[-3,966) 
(ST. Data: a 2 • 0,64) 
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1,7 -0,3 • a. l + 1,04 • i_I 
[-6,4] [13,8] 
+ 0,02 • (1-i t) 0,328 • 
[ 1,01] [-8,212] 
(ST. Data: art - 0,933) 
3.8.4 MONEY SUPPLY (MS) 
MS - -0,85476948 + 
[-1,527] 
1,370181 • MB 
[16,736] 
(i-it )_l 
(aZ '- 0,8506; OW - 0,29236; n II: 48; ST. Data) , 
k (-~) - -3,33306 -1,82005 • i -0,06118 • i e 
[-11,233] [-2,332) [-1,592] 
+ 0,082638 • it + 0,023625 • (i-it) 
[1,326) [1,008) 
+ 0,00635 . (i-i t )_1-0,0059 
[0,429] [-0,484] 
-0,0103 . (i-i8 )_1 -0,0009 
[-0,425] [-0,049] 
+ 0,75231. ~-1 
[3,001] 
t 
• (i-i )'_z-0,119 . 
[-0,456] 
· 
(i-ie)_a+ 2,5558 
[1,008] 
(aa - 0,9179; OW -.1,4304; n - 50; ST. Data) 
3.29 
(e3) 
(01) 
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! MI • -0,t1588213 + 0,288t • MI.l + 1,0818. MB 
[-1,567) [0,107] [3,112] (D3) 
(a l • 0,8526, DW. 0,18552, ft. 41, 8'1'. gata) 
AMI • 54,4183 . + 1,67528 • AMI + 26,8561 • A U.-1 t). 
[3,3135] [0,5164] 
+ 2,89503 • AI.l -55,01175 • A1 
[0,5464] (-1,41648] 
(aa • 0,21717, 81 • 88,982, DW • 2,3905, n • 48) 
~a the above regr.aaion did ~ uae the logarithm. of 
the var1abl ••• 
(04) 
In a pr.liminary attempt to .ndogen1z. the "Pree Market" 
Int.r •• t aat. (in th1. ca •• NCD) we r.gr •••• d NCD a.'varioua 
149 .pecif1cat1on. of "Exce •• a •• erv •• of Ccmmercial Banks" 
Ca. cla •• 1f1.a 1n the South Afr1can Re •• rv. Bank Quarterly 
8ullet1n.). 
The r.sult. are shown ov.rl •• f for thr •• of the spec1-
f1cat10n •• It will b. s.en,that .cme of the coeff1c1ent. 
are .1gnif1cant at the 90' l.v.l (to 9 • -1,303 Ilt 4'Od.o.f.). 
", 
Th •• ign. (-) of the coeff1ci.nt. ar. a. exp.ct.d, although 
Rl ,. are not very h1gh and the DW stati.t1c 1n equat10n (G3) 
indicate •• ign1f1cant positive autocorr.lation. 
, \ 
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i (E NCO)· 2,4561 
[·8,404 ] 
-0,072704 • EXR 
(-1,.910) 
(R2 • 0,044; 51· 0~317; n. 49) 
3.31 
(G1) 
-0,07635 • EXR_ 1 i (i NCO)· 2,7210 
[7,794] 
-0,041218 • El(R 
[-0,7779) [-1,4355] (G2) 
(R2 • 0,08440; SE = 0,31414, n - 49) 
i (E NCO). 3,7477 
[8,2385] 
10,051869 • EXR 
[-1,1402] 
-0,054206 • EXR_ 1 
[-1,11129] 
-0,041990 • EXR_ 2 
[-0,90702] 
-0,12557 • EXR_ 1t 
[-2,9638] 
-0,02325 • EXR_~ 
[-0,56235] 
(R2 • 0,3142; SE = 0,26769; OW. 0,59974; n = 46) 
3.9 RESULTS OBTAINED AFTER JUNE 1976 
(G3) 
We continued to update and reanalyse the model during 
November 1976, by which. time a total of 64 monthly observa-
tiona on the "short-term" data had become available. These 
res~lts were incorporated into an updated ve~sion of the 
Hurwitz-Kantor (1976>' Konstanzer paper. 
Most of the regression results associated with the ear-
lier paper remained largely unchanged* except for the 
* details available upon request. 
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in the.econd pe~ioQ (f~om'ne9.t1ve to po.itive)i and re-
mained .1gnifioant. Thi. IU9ge.t. a rever ••• ffect from 
.e.e~e. to oontrolled int.~.lt rate after October 1974. 
Th1 •••• oc1ation may be explained with reference to the in-
crea'1n9 reliance on acoommodatinv fore19n borrowing by the 
.e.,rve lank after th1. period. The level of Re.erves the 
authorit.iGa were concerned with were no longer measured 
reaerve.. The ne9ative aaaociation between net Reserves 
and interest rate. over this p.riod would surely be sustained. 
The inatability of the NDA equation has always been pro-
blematic. The di.advantage of having to estimate NDA as a 
r •• idual, (i ••• MB - R), rather than measure it directly 
mean. that we are excluding from it factors which may be im-
portant, e.g. "Other Liabilitiea" in the Reserve Bank balance 
sheet (see Appendix C). ("Other Liabilities fo~ on average 
about lOt ,of Total Liabilitie •• ) 
The Money Supply equation is, a. mentioned above, a 
highly stmplified fo~ of the Brunner-Meltzer type model; 
implying cau.ation from MB to MS, as suggested previously 
the causation may well be the other way. 
The model that we have presented has the advantage of 
simplicity, and high explanatory power. As we have noted, 
however, thia specification should be looked upon as a very 
useful first approximation to any future attempt to build a 
more realistic monetary model. A model incorporating 
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dyn~ic partial adjustment mechanisms would .be a more real-
i.tic approach. 
An additional improvement would be gained by an appro-
priate integration of the demands for and supplies of money 
base, money supply and bank credit. 
3.10 CONCLUSION 
The degree of independence of South African monetary 
policy from balance of payments consideration has been nomi-
nal despite the panoply of exchange and import controls with 
which we have attempted to insulate ourselves. The South 
African economy has remained an extremely open one which is 
inevitably given the extent to which the economy engages in 
foreign trade and depends on imports of foreign capital. 
The study indicates that official preferences for relatively 
stable exchange rates cannot necessarily prevent inflation-
ary monetary developments. That, on the contrary, inter-
national monetary developments to which fixed exchange rates 
provide a direct link may prove highly inflationary as indeed 
they have done in other periods of South African monetary 
history, particularly during the World Wars (Kantor (1971». 
The only way in which South Africa could have avoided the 
post 1972 inflation would have been to have adopted a strictly 
independent monetary policy with the closest attention being 
paid to limiting the growth in monetary aggregates.' Not 
only did South African monetary policy fail in this, but also 
allowed more purely domestic influences on the money base to 
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p.rpet~ate rapid rates of monetary expan8ion long after the 
balance of payments itself had ceased to be an expansionary 
influence. This indeed was a measure of monetary indepen-
dence but led inevitably, given the retained official pre-
ference. for exchange rates, to for.mal devaluations and 
extensions of the exchange and import control mechanisms. 
The crucial issue exposed by the study is the question 
of the appropriate monetary standard. There are essentially 
two options available. These are either for South Africa 
to exercise preferences for exchange rates, or to adopt a 
monetary policy independently of balance of payments cons~d-
erations. It is not within the scope of this paper to argue 
the theoretical advantages of alternative monetary standards 
(Mundell (1968». Both a dependent and independent monetary 
policy could under certain circumstances provide a high degree 
of absolute and relative price stability. It will all de-
pend in the case of fixed exchange rates on the rate of 
growth of international money, and for any independent mone-
tary policy on the rate of growth of domestic money. 
, 
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CHAP T E R F 0 U R 
MODELLING LINEAR STOCHASTIC DIFFERENTIAL 
EQUATION SYSTEMS 
4.1 INTRODUCTION 
4.1 
The idea that an economic system may be represented 
as a simultaneously interacting aystem of linear different-
ial equations is not new. We must however be sure ~hat we 
mean by "linear", and alao what the implications for stabi-
lity, etc., of such a system are. Further, the econome-
trician, in cammon with an engineer modelling any physical 
procesa, has eventually to take into serious consideration 
the error processea associated with his model; that is, 
those uncontrolled or unoontrollable forces acting on the 
system which give rise to departures from complete dete~i-
nancy. These are out "stochastic" effects and they too must 
be the subject of our investigation. Sections 4.2 and t.3 
develop these two aspect a in aome detail, and thereafter we 
discuss a particular approach (that of Bergstrom (1966) and 
others) towards the esttmation of such systems. 
4.2 LINEAR FILTERS· 
It is of interest to establish solution. and stability· . 
* The treatment given here largely follows that of James. Nichola 
and Phillips (1947). 
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cX'1ter.t.a foX' a 11n.aX' s:y.tam of differential equations with 
con.tant ooeffioient. of the fo~ (D. 41dt): 
(4.2.1) 
i.e. (4.2.2) 
where all and Sll are polynomials of degree nand m 
respectively) • 
This equation may be regarded a. the governing differ-
ential equation of a system with "input X2(t) and "output" 
(or "solution") Xl(t), (Jame., et al (1947), Phillips (1959». 
The goeneral solution to (4.2.1) i. the sum of the general 
solution to the "hanogenou." equation 
all (D)Xl (t) • 0 (4.2.3) 
plus any .olution of the "nonhamogenou." equation (4.2.2), 
(Utz (1967), Theorem 8). 
The output Xl(t) of the system (4.2.1) during any 
period in which the input Xl(t) is identically zero is a 
.olution of (4.2.3), and may be regarded as the "transient 
re.pon .... of the filter to the earlier history of its input. 
If, after .ame ttme to, the input xa(t) takes on a "steady 
.tat." fo~, the transient re.ponse then becomes the differ-
ence between the actual output for t > to and the "asYmp-
totic form" that it approache.; thia asymptotic form is the 
.olution of (4.2.2). 
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Unit-Impulse (or "Dirac Delta Func1;ion") ~(t-to) is a sing-
ular function defined to be zero everywhere except at t. t. 
in auch a way that it po.ess.s the following properties 
(tl < tal: 
f t2f(t)~(t-t.)dt • 0 tl if tl > to or ta < to 
J
ta 
f(t)~(t-to)dt • ;f(to) 
tl 
if to - tl or t2· to 
Ita f(t)~(t-to)dt • f(to) tl 
and J- ~(t-to)dt = 1. 
--
if tl < to < ta 
We define the No~al Response of a linear system to 
a unit impulse applied at ttme t· 0 to be W(t), called 
the "Weighting Function" of the system. The determination 
of Wet) i8 most conveniently achieved by the use of the 
Laplace Transforms. This method is duscussed below. At 
this point it is in order ,to clarify the notion of "linearity" 
with re9ard to linear systems such as (4 .. 2.1). 
are characteristics of linear systems: 
The following 
(a) The Normal Response is a' linear function of the inputf 
that i8, if Yl(t) 1. the Normal Respon.e of the system to 
the input Xl (t)" and Y2 (t) to X2 (t), then the Normal 
R.s'Ponse to the input x (t) • CIXI (t)+ C2X2 (t) , (Cl,Ca 
arbitrary constant.), i. y (t) • C1Yl (t') + CaYl (t) • 
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(b) The No~al a •• pons. at any t~e 4ep~n4. only on past 
v.l~e.·ofth. input • 
. (e) Th. No~.l a •• pons. is indep.n4ent of the time origin. 
A system that is linear in the sen.. 4escribed above we 
call a "Linear Filter." 
4.2 (c) NORMAL RESPONSE OF A LINEAR FILTER TO AN ARBITRARY 
INPUT 
The Normal Response of a linear filter to an arbitrary 
.bounded input xz(t) can be conveniently expressed in terms 
of the response to a unit-impulse input. We assume 
X2(t). • 0 for t < o. The function xz(t) may be appro-
ximated by a set of n narrow rectangles of width Ati and 
height x 2 (ti ) : 
I ~ . 
xz(t) 
-
. :/ ~ 
~ 
o 
PI r 
fo"""" 
xz( 
[, 
-
t i ) 
=> 
t 
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'At time ti the input repreaented b)' suoh a rectangle may 
'~ approxtmatel), written as: 
As Ati .. 0 for all i this approximation becomes more 
aocurate, and we may thus write: 
the Normal Response of a linear filter to a succession of 
impulse-inputs will, by the definition of line.arity, be the 
,a. of the responses to each of these inputs. Since, by 
~. 
our definition of wet), we have that the filter response 
1a, 
X2(ti )Ati o(t-ti ) 
x 2 (tt)Ati W(t-ti ), 
responae to the input 
H: 
In the limit, as 
tn xz(ti)Atio(t-ti ) 
tn Xa(ti)AtiW(t-ti )· 
Ati .. 0 for all I: x,lti)Wlt-ti)dti 
we may write the filter 
i, this becomes 
(4.2.5) 
'Iinee W (t-ti ) • 0 for (t-ti ) < 0 we may write this as:* 
(4.2.6) 
',1' 
• One •• y handle delta function terms in the Weighting function by 
aQdifyina the li.its of integration: (James. et al (1949) pp 34-35). 
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4.2(d) THE LAPLACE TRANSFORM 
Oefinition: If get) is a function defined for 
t ! 0 then it may be shown (subject to certain boundedness 
conditions*) that 
lL[g(t») = J~ g(t)e-Ptdt 
o 
exists, and is called the "Laplace Transfo~n of g(t). 
It may also be shown that lL is linear, and: 
lL [dXit) 1 • plL [g (t) ] • 
Hence, for (4.2.1), we obtain: 
we get: 
al2 (p) lL [Xl (t») • au (p) lL [X2 (t) ] • 
a 12 (p) 
Writing Y(p)· al2(p) , 
lL [Xl (t) 1 • Y (p) lL [X2 (t) ] 
(4.2.7) 
(4.2.8) 
Thus, to obtain Xl (t), calculate Y (p) lL [X2 (t) ] and take 
the inverse Laplace transfo~.** 
It may be shown (James et al (1949) p 60) that the 
linear filter (4.2.1) is stable*** only if m < n, (other-
wise the Wet) may also contain delta functions). 
* see Fadell (1968) "Vector Calculus and Differential Equations." 
D. Von Nostrand N.Y. 
** It can be shown that Y(p) is, in fact, the Laplace Transform of the 
Weighting Function, and is called the "Transfer Punction" of the system. 
*** In the sense that a bounded input produces a bounded output. 
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4.2(.) S IMUL TAKEOUS SYSTEMS 
If we have N interrelated variable. xi(t), 
(i • 1/ ••• ,N), we may in mo.t ca.e. write their relation-
ship. a. differential equation systems of the type (4.2.1), 
i.e. 
aij(D)xiCt) • Sij(D)xjCt) (4.2.2b) 
(i,j • 1, ••• ,N; i ~ j) 
xi = response of xi to input x j . 
By our above discu •• ion this may be written a. (T1 - the 
transient re.ponse): 
. CD 
Xi(t) • Ti + J WijCh)xj(t-h)Qh 
. 0 
(4.2.9) 
Because of the linearity of such systems the total response 
of Xi to simultaneous inputs of Xj (i ~ j) is: 
xi(t) • ti~j xiCt) 
• tTi + ti"j J: Wij.(h)X(t-~)dh (4.2.10) 
If we assume that the system is stable (i.e. m < n in all 
cases), and that the initial conditions are at t·-CD 
(i.e. Ti • 0 for all i)*, then: 
(4.2.11) 
(4.2.11) is then the qeneral solution to (4.2.2b), which may 
be written as: 
* Which will be true if the roots of (4.2.4) have neaative real parts. 
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(4.2.12) 
4.3 STOCHASTIC CONSIDERATIONS 
In order to accommodate the fact that (1) the system 
may not be exactly linear and (2) the input may contain 
"noise" elements we include stochastic distl:'ubance terms into 
the equations as: 
xi(t)'a Ii;j J~ Wij (h)X j (t-h)dh + ni(t) 
o 
(4.3.1) 
If we suppose that, as with other inputs, the "noise" is a 
linearly additive input we may write in analogous fashion to 
(4.2.11): 
xi(t) • Ii;j I: Wij(h)xj(t-h)dh 
+ r:. l I: rik(h)nk(t-h)dh (4.3.2) 
or 
We suppose that nik(s) is of lower order than Yik(S), and 
that nk(t) is a stochastic process. The rik(s) have 
Laplace Transforms (cf" (4.2. 7) ) : 
n ik (s.) 
Rik(s) • Yik(S) " 
This approach is discussed in detail in Phillips (1959) ," 
We however choose to deal with the simplified fo~: 
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(i,;I • 1, ... ,n) 
or, rewriting in matrix form* (Wymer (1972»: 
Dry(t) • r~.lAkDk-ly(t) + Bz(t) + u(t) 
4.10 
(4.3.4) 
(4.3.5) 
where we have split the veotor x(t) into a vector yet) 
of n endogenous variables and a vector z(t) of m ex-
oqenous variables. u(t) is a disturbance vector and is 
assumed to be qenerated by a "white noise" process (see 
Section 4.4). Ak are matrices of order n, and B is a 
matrix of order (nxm). (4.3.5) is our basic system, and 
may be written as a first-order system (Hirsch and Smale 
(1974» as follows & 
Dy*(t) • A*y*(t) + B*z(t) + u*(t) 
where y*(t)· yt(t) A* - o . I , B* 
..... 
• 
and DYI(t) • yl+1 (t) (i· l, ••• ,r-l; yt(t) - yet»~ 
Dy;(t) • l.~_lAky~(t) + Bx(t) + u(t) • 
(4.3.6) 
(4.3.6) is a "nonhomoqenous' and nonautonanous" linear diff-
erential equation system (Hirsoh and Smale (1974» of the 
form 
Dy* (t) • A*y* (t) + C (t) • 
TO find a solution to such a system we first assume that 
such a solution, if it eXists, is of the form (f: R+Rn a 
* We change the usage of the letters n, m. k. etc., here. 
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Yt* • .6A* Y • ,* + w* t-l t t (4.5.1) 
This is called the "exact discrete model."* If there are 
• priori restrictions on the matrices A\ and B* (as are 
lik.ly in econometric work), it i. se.n that theae deter.mine 
CClIftplicated r •• tr:1ction. on exp(4A*) 
(4.5,.1) difficult to .stimate directly. 
and !II * , ,'1: which makes 
An approximate 
discrete model ha. accordingly been developed to obtain es-
timates of A* and B*. 
4.6 THE APPROXIMATE DISCRETE MODEL 
Making the approximations (Houthakker, Taylor (1966»: 
we integrate (4.3.6) over the interval (t-~,t) and obtain: 
J
t Dx(s)ds. Axt , Jt x(s)ds· Mxt t-~ t-~ 
(where A. (l-L), 
M -'s6(1+L), 
,We assume that all variables in (4.3.6) are observable at a 
,point in time (i:e. they are all "stock" variables). The 
analysis must be modified if the model includes "flow" vari-
ables, and details of this are given below. 
" "exact discre~e" in the sense that the continuous model (4.3.8) gene-
rates the same observations at the discrete tiM points 
t • 1,2, ••• as does (4.5.1). 
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Sett1ni Aylt 
- MY1+1,t + u1t ' 
I1Y;t -, L~_l AkMY~t + BMZt +':lrt ' 
Yt 
- ylt , and 
I r 1-1r~ (and assuming terms in vt - i_l(N uit ' \ 
Aj and U~t negli9ible), we may write (Wymer (lg72» the 
'approximate .m0481 a., 
Ary _ ~r A (Nr-i+1Ai-l)y +MrBZ
t
• v
t t Li-1 i t (4.6.1) 
Th1s may be rewritten 1n f1rat-order form as: 
(4.6.2) 
where V~I -(U~t' U2t, ••• ,U~t) y~, A*, and B* corres-
pond to tho.e given for (4.3.6). 
(4.6.2) (or (4.6.1» may be regarded a8 an approximate 
equation, and v* r a. an arbitrary random error. We may 
however regard (4.6.2) a. defining v~ in conjunction with 
(4.5.1) in the following way: Rewrite (4.6.2) a81 
~(I-~!A*)Y* - 4(I+~~A*)Y* • B*Mz + v* o tot-I t t 
and (4.5.1) a.: 
t(I-~!A*)Y~ - f(I-~~A*) e~A* y~-l 
• l(I-~~A*).~ + t(I-~~A*)W~ 
Then we may equate*: 
• 
* Saraan (1974) aive. the error. involved in makina thi. type of 
approximation, and ahowe that they are emall for ... 11 ~. 
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To •• tablish the covariance ,en.rating function 
(L the lag op,erator). 
r(L) • I:. +kLk 
4.15 
(where +k. E{VtVt+~) of the proc... vt write, without 
10 •• of generality, the error proce •• generating v~ as a 
"moving average" proce •• of the form (Quenouille (1957), 
I<endaUand Stuart (1966»: 
v* • t (4.6.3) 
where U(L) i. a matrix of polynomials in the lag operator, 
, 
and tt i. a vector of independent random elements with the 
.ame variance a2 (say), zero mean, and are uncorrelated. 
By our assumptions on the w~, uit ' and v~ above it may 
be .hown (Wymer (1972» that the v* t are serially uncorre-
lated with contemporaneous covariance matrix* 
E(v*v*') • n* • r en • t t v r 8 n 
(with tS
2k
-
l 
Yk • {(2k-l) + l(2k+l) (k!) 2 (2k+l) (2k-l) 
- ~(2k+l) (2k-l)} 
for k· 1,2, ••• , 
n as in Section 4.4 ). 
and 1 Yo • ! ' 
-1 This implies that U(L)U'(L ) • rr 8 n • 
*. i. the Kronecker product. 
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Further, v t is generated by an "autoregressive" 
proce •• of th.fo~: 
V(L)Vt • v~ I 
where VeL) is again a matrix of polynomials in L. B~ 
referring to the definitions of v t and v~ it may be seen 
that. 
V-I (L) - (p' (L)8I
n
) 
where p(L) is a vector of length r whose ith element 
iSI 
Thi. tmmediately implies (Kendall and stuart (1966»: 
F(L) • V- 1 (L)U(L)U'(L- 1 )V,-1 (L- 1 ) 
• (pi (L)0In)rr80 (p(L- )8In ) 
- p'(L)rrP (L- 1 )O 
* Since, by the rules of the Kronecker product: 
(p'(L)~)rreo(P(L-)~) 
• (p'(L)rr(8(~0)(P(L-l)~) 
-1 
• (p'(L)rrP(L »eA 
_1 
• p'(L)rrP(L )0, the last step 
because pl(L)rrP(L-1) is (lxl). 
(4.6.4)* 
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For example, if r. 2 (4.6.4) gives: 
_1 
« (1 + O,268L) (1 + O,268L )0 
(We need only determine F(L) up to a constant of proport-
ionality). 
In order therefore to "prewhiten" the elements of 
vt we merely multiply them by the inverse of the moving 
average process (1 + O,268L) (truncated after a suitable 
number of terms). This transformation must then also apply 
to all the variables in the model (4.6.2) in order that 
Full-Information Maximum-Likelihood estimation techniques* 
(which require a serially uncorrelated error process), may 
be performed to yield (approximate) estimates of A* and B*. 
It may, in a similar way, be seen that r = 3 gives 
rise to a moving average process of order 2, and in general 
an rth-order system of stock variables gives rise to a 
moving average error process of order (r-l) , and must be 
perwhitened accordingly. 
In the above we have considered a model involving 
only stock variables. If our model also contains "flow" 
variables we must, in deriving the approx~ate discrete model, 
integrate twice over the interval (t-o,t). This procedure 
* Appendix A 
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has the effect of ra1a1nv the degree of the moving average 
error proc •••• 
Theorp 11 The approxtmate model of order r haa moving 
avera,e error of order r if .ome flow variables are deter-
mined in equation. of order r, and haa moving average error 
of order (r-l) if all flow variables are determined in 
equations of order (r-l) or le8s. 
Proof a (i) This is true for r. 1. (Proofs may be found 
in wymer· (1974, 1976». 
(ii) Assume that it is true for r up to k. 
(iii) Consider a mixed (stock/flow) system or order 
r. (k+l): 
Ca> If only stock variables are determined in equa-
tions of order (k+l), and all flow variables in 
equations of order k or less, then we may re-
write the system as one of order k by defin-
ing new variables p. OP where P is a stock 
variable determined in an equation of order 
(k+l) • By (i1) this system has movi~g average 
error pr~ess of order k. 
(b) If same flow variables are determined in equa-
tions of order (k+l), then we may transform 
the system to a (k+2)th order system by writing 
* An explicitly worked~out proof is given in "Static and Dynamic ModeUina 
of the South African Jteal Sector." G. Barr (1977). unpublished K.Sc. 
th •• i. (available: Jaaaer Library. University of Cape Town). 
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all flow variabl.s x as Dy, where ,y is the 
corr.sponcU.ng "stock" var iable. By the extensive 
discuasion given above, this stock system has 
'moving average error of order (k+l) , hence proof 
by induction. 
.. 
4.7 SUMMARY 
Starting with the notion of a Linear Filter, we showed 
that the stability of auch a syatem is ensured given certain 
restrictions on the degrees of the polynomials involved in 
their specification. These restrictions correspond to the 
concepts of causality developed in Chapter One, although an 
alternative interpretation of such a system as a transfor-
mation of a model of the type (4.2.11) could be given. It 
was alao shown (Section 4.3) how stochastic considerations 
may be introduced within thi8 analytical framework. 
The narrower form (4.3.5) however, was adopted invol-
ving a 80mewhat different error mechanism, (Section 4.4). 
Thi8 was then rewritten in a first-order differential equa-
tion form and solved (Sections 4.3, 4.5) to obtain the so-
called "exact diacrete model." The exact model, involving 
complex restriction8 on the coeffiCient matrices, proves 
difficult to estimate, and an alternative "approximate dis-
~ 
crete model" (Section 4.6) was developed. 
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The error process of the approximate model was then 
analysed, and it was found that an rth.order model in-
volving only "stock" var1abl •• produced an error process 
of order (r-l), whereas a mixed "stock-flow" (or pure 
flow) model gave an. error ~roc... of order r if flow var-
iables were determined in equations of order r, and (r-l) 
otherwise (Theorem 1, Section 4.6). 
We proceed, in the next chapter, to use the foregoing 
theory as a basis for estimating a differential-equation 
model of the balance-of-payments mechanism in South Africa. 
. . 
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C 'H APT E R F I V E 
TESTING THE MONETARY THEORY OF 
THE BALANCE OF PAYMENTS 
5.1 INTRODUCTION 
5.1 
Chapters Two and Three concerned themselves largely 
with an analysis of the sources of money in South Africa. 
Thilfinal chapter takes the theory a step further, speci-
fying a model embodying the effects of money on prices, 
bank credit and interest rates. 
, The model, along with the acccnpanying theory, is first 
presented. This discussion follows that in Hurwitz (1977). 
A more extensive version of the same theory may be found in 
Kantor (1977). Estimation methods and a discussion of the 
parameter estimates is given, and a number of suggestions 
for future reaearch follows a note on stability analysis. 
5.2 MONETARY THEORY 
"In democratic societies, central b@k behaviour is really en-
dogenous to a model of the political pr,ocess ••• [this] ••• 
sUlsests that economists should not pretend that central 
banks can pursue freely their own preferences or those of 
their advisers ••••• 
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The ext.nt to which central bank. can influence hi8h-power.d 
money can al.o be qU.ltioned. Work on the .onetary approach 
to the balance of payment I hal reversed the whole chain of 
influenc., at le •• t for a .llaU country with fixed exchange 
rat. •••• Attemptl by the central bank to .upply more or 
le •• than the d'lired .. ouat of Ilonay will .tmply result in 
deficica or lurplu8" in the balance of paymentl." 
(Brainard and Cooper (1975).) 
Thls study ls concerned with the explanation and empi-
rlcal estimatlon of important monetary transmission ~echan­
lams tor South Atrica. Monetary .ttects are analysed with-
ln the tramework of a small, open economy with a preference 
tor tixed exchange rates. Demand and supply pressure in 
the money and bank credit markets are shown to affect the 
prlce lev,l and the balance of payments, and the interactions 
between money, prices, intere.t rate. and the b.o.p. are 
lndlcatect. 
Money is assumed to be a 8ubstitute for ~eal goods and 
servlces, and of course domestic goods and services are sub-
atltute. for forelgn goods and services. An excess of 
actual Over desired real money balances is therefore seen 
to atimulate extra demand. for imports and discourage ex-
ports. Domestic prlces also tend to increase in response 
to excess supplies of money, whlch also leads to increased 
aupplies ot damestic credit and hence les. demand for for-
e19n loana. 
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~he essentially simultaneous nature of an economic 
system is therefore seen to lie at the heart of any serious 
attempt to analyse changes in economic variables. For this 
very reason the model was specified and estimated as a simul-
taneously interacting system of differential equat~ons,* 
using the techniques of Pull-Information-Maximum-Likelihood.** 
Th. more detailed assumptions were as follows: 
THE PRICE EQUATION 
An increase in the supply of money leads to inflationary 
pressure via a "partial equilibrium adjustment," that is -
a lagged adjustment to equilibrium (see below). If the 
supply of real money balances is in excess of the desired 
demand for money, the rate of change of prices will increase. 
Domestic prices are assumed to follow world prices via stand-
ard arbitraging mechanisms. The open economy assumption 
tmplies that domestic and foreign goods are good sUbstitutes 
or that, in other words, given fixed exchange rates, prices 
change in the direction of purchasing power parity. 
EXPORTS 
The supply of exports depends on the growth in desired 
supplies and on relative prices. Exports adjust with a 
lag to e~tminate differences between desired and actual 
supplies. 
* Chapter Four 
** AppeDClix A 
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PRIVATE CAPITAL IMPORTS 
Capital is assumed to flow in response to differences 
between desired and actual levels of private bank credit, and 
to differences between local and foreign rates of interest. 
The desired demand for bank credit depends on real income; 
income is taken as exogenously determined. 
PRIVATE CREDIT 
The level of private credit responds, as in the argu-
ment involving capital inflow, to differences between desired 
and actual levels of credit, as well as to the difference be-
tween the rate of interest and its equilibrium, or "s teady-
state," level. 
TREASURY BILL INTEREST RATE 
This interest rate is understood to be set by the autho-
rities in response to the state of the balance of payments 
and the level of demand in the credit markets. A decrease 
in interest rates will follow easier credit conditions, but 
a seriously deteriorating balance of pa~ents position will 
invariably oblige the authorities to adjust the rate upward 
even if credit conditions are tight. 
NET DOMESTIC ASSETS (NDA) 
Deposits, at the Reserve Bank, of commercial banks -
that is, the Domestic Asset position of the central bank, 
net of government deposits - will change as banks satisfy 
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their demands for cash by borrowing fram the Reserve Bank. 
NDA will alao depend on whether or not the commercial banks 
are able to obtain cash via the balance of payments, i.e. 
through the reserve position. It is assumed therefore 
that NDA ia 'a function of the relationship between the total 
d.mand for bank credit and the 8upply of Foreign Exchange 
Reserves. The model assumes that the supply of cash acco-
modates itself to the demands for credit; this assumption 
follows from the concern for nominal interest rates revealed 
by the authorities. 
THE MONEY SUPPLY 
The sources of changes in the Money Base - the "high-
powered" money of the system - are seen as two-fold: 
Money Base may change with changes in either the NDA posi-
tion of the Reserve Bank or with its F~reign Reserves. An 
increase in the base leads to an increase in the Money 
Supply via a "Brunner-Meltzer" type multiplier , which 
is itself a function of ~ range of interest rates, reserve 
requirement ratios, income, wealth and prices. 
5.3 PARTIAL EQUILIBRIUM ADJUSTMENT : A NOTE 
Much of the subsequent formulation is put ·into the form 
of "partial equilibrium adjustment." 
of this would be: 
,.. 
Dy(t) - S{y(t) - y(t)} 
A very simple example 
(5.3.1) 
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where ... denotes an equilibrium level • In other words, 
the rate of change in y(t) is proportional to the differ-
ence between the current value of y and its (partial) 
equilibrium level y, also at ttme t. 
We call Ijl the "mean time lag to equilibrium." 
(5.3.1) may be rewritten in the (.1nverse operator) form: 
a " y = O+B y, and this has solution (Utz (1967), p 45): 
y = f: Se-6s y(t-s)ds. 
Here 6e-6s 1s the Weighting function W(s), (or "lag dis-
tribution"); th1s follows from the fact that: 
J~ W(s) y(t-s)ds 1s the general solution to 
o " (O+6)y • 6y (under certain assumed conditions mentioned in 
Chapter 4), and because the Transfer function of the system 
1s, 
6 yes) = s+a' and also because the weighting function 
1s the inverse Laplace transform of the Transfer function 
(Spiegel (1968), formula 32.24), i.e: 
W(s) = lL _1 [s!a 1 = 6e-as • 
Note also that: 
J ~o W(s)ds = 1, and: 
Iii f W(s)ds - 0,63, that 1s Iii is the time taken 
o 
for 63% of the discrepancy between y and y to be re-
moved by changes in y. 
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The Export equation given below (Section 5.4) has the 
form (5.3.1), for the others a modification of the above 
analysis would be necessary. 
5.4 THE MODEL EQUATIONS 
The following model, similar in its approach to 
those of R. Bergstram and C.R. Wymer (1974), P.o. Jonson 
(1976, 1977a, 1977b) is set out as a system comprising five 
first-order differential equations, two zero-order equa-
tions and three identities - a total of ten simultaneous 
equations applicable to South African data. (Stochastic 
variables are omitted here, but are implicitly assumed in 
the non-identity equations.) 
1. THE PRICING EQUATION 
~ 
D 109 P - y 1 [log(MS/P)-log m] + Y2 log (Pm/P) 
m = moo 
(A denotes a desired level; 0 = d/dt). 
Corresponding to any level of real income and interest rates 
there is assumed to be a partial equilibrium lev~l of de-
~ 
sired demand for real balances (m). The proportional 
rate of change in the price index is assumed to be an in-
creasing function of the proportional increase in actual 
over desired real balances: an increase of say, one percent 
in the 109 of actual real balances over desired will increase 
the rate of increase of prices by Y1 percent per unit time 
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period. Further, following our above discussion, the var-
iable (Pm/P) 18 included to represent the effect of ar-
bitraging mechanisms that maintain purchasing power parity. 
2. REAL EXPORTS 
Desired supply of South African exports is assumed to de-
pend on relative prices as well as an exponential time 
trend, which represents the growth, or decline, in the level 
of world demand. The proportional rate of change of ex-
ports is assumed to depend upon the excess of desired supply 
over actual supply. The supply of exports adjusts, with 
a lag, to this partial equilibrium level of desired supply. 
3. PRIVATE CAPITAL IMPORTS 
A 
D 109 Kp • y~[log TP-log TP] + Y10 log (it/ie) 
TAp. Co y~h 
The desired level of private credit is taken to be a func-
tion of real income, and a function of the ratio of desired 
and actual levels of credit influences the rate, of increase 
in private capital inflows. The ratio of local and for-
eign interest rates is also assumed to affect this rate of 
increase. 
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4. DEMAND FOR PRIVATE CREDIT 
D log TP • Y5£loq TP-loq TP]- B~ log(it/i**) 
i** • i* 
Changes in the level of private credit is assumed to be a 
function of d.sired-actual differencea as well as a de-
creasing function of the ratio between the rate of interest 
and its equilibrium, or "steady state," level i**. In the 
steady-state interest rates are constant. This is consis-
tent with the assumption of a fixed exchange rate in an in-
flationary world with prices growing at a constant exponen-
tial rate. 
s. TREASURY BILL INTEREST RATE 
D log it = -Y 6 log (EXR/EXR**) + Y7 log (NDA/NDA**) 
EXR** = EXR* exp A2t 
NDA** = NDA* exp A3t 
A level of commercial bank excess reserves (EXR) in excess 
of its steady-state level is indicative of easy domestic 
credit conditions, and is thus thought to lead to a decrease 
in interest rates. On the other hand a level of NDA in 
excess of its steady-state value is taken to indicate un-
satisfactory balance of payments developments requiring 
correction in te~s of higher interest rates. It may also, 
not perhaps simultaneously, suggest a high level of govern-
ment spending relative to taxation, and therefore the ne-
cessity for government to adjust the rate upwards in order 
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to&ttract more bank credit, or to impose additional reserve 
requirements which may lead to tiqhter credit conditions. 
The interest adjustment mechanism appeared to be sub-
ject to var1able lags, and good e.timatea of chanqes in in-
toreat rates in these terms were not obtained. A previous 
study (Hurwitz and Kantor (1976» found a satisfactory ex-
planation for the level of interest rates in terms of the 
level of reserves and credit market conditions. 
6. NET DOMESTIC ASSETS (OF THE RESERVE BANK) 
109 NDA - Ya loq TRG + Yg loq it 
It also proved to be extremely difficult to find a satis-
. 
fa9tory explanation for changes in the level of NDA, and 
so, followinq the earlier discussion, the level of NDA is 
taken to be an increasing function of interest rates and 
the ratio of total commercial bank credits to total foreiqn 
reserves of the Reserve Bank. 
Hiqher interest rates could be expected to lead to 
more profitable bank lendinq and therefore an inc~ease in 
borrowed bink reserves. TRG = TBC/RG indicates the more-
or-less automatic adapt ion of banks cash reserves to the 
level of bank credit given the controlled structure of 
interest rates. 
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7. THE MONEY SUPPLY 
log MS • 109 mo + 65 log it + a6 log MB 
This function is a modified and simplified "Brunner-Meltzer" 
multiplier relationship: the Money Supply is assumed to be 
a multiple of the Money Bale where the multiplier is taken 
to be a function of the rate of interest - the interest 
elasticity of the multiplier being as-
8. MONEY BASE IDENTITY 
MB - RC + NDA 
_ R + FL + NDA 
9. TOTAL BANK CREDIT IDENTITY 
TBC :: TP + TGL 
10. CHANGE IN FOREIGN RESERVES IDENTITY 
DR :: DKp + P(X-M) 
i.e. DRG - DKp + DFL + P(X1M) 
= DKG + P(X-M) 
P • Price Index 
x - Exports 
Kp - Private Foreign Capital 
TP • Private Credit (of Commercial Banks) 
it • Interest rate 
NDA - Net Domestic Assets (of Reserve Bank) 
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MS - Money Supply 
MB - Money Base 
TBe - Total (Commerical) Bank Credit 
R - Foreign Reserves (of Reserve Bank) 
ag' 
-
t 
-
Pm -
y 
-
i e • 
EXR == 
TRG -
FL 
-
net of Government Foreign Borrowing 
Total Foreign Re.erves (of Reserve B~nk) 
Time trend 
Foreign Price Index 
Real Income 
Foreign Interest Rates 
Excess Reserves (of the Commercial Banks) 
TBC/RG 
Foreign Borrowing of the Government 
5.12 
'l'Gt-
M • 
Total Credit to Government (of the Canmerical Banks) 
Real Imports 
XG 
-
Kp + FL 
(moo, xo, co, mo, i*, EXR*, NDA* : constants) 
See Appendix C for a list of the data series used. 
5.5 THE STEADY STATE GROWTH RATES 
The model system may, in general, be written as: 
DY(t) = F(Y(t), Z(t) ,6) + u(t) 
This represents a linear or non-linear system of endogenous 
(Y) and exogenous (Z) variables, and a vector (6) of 
parameters which have to be estimated. 
The "Steady State" or "equilibrium growth path" of 
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of this system is obtained by assuming behaviour for the z 
variables - usually assume that the Zi are either constant, 
or that 
that is, the exogenous variables grow at constant exponential 
rate. 
We then solve the system with out assumed Zi to ob-
tain'a "particular solution:" 
Pit 
Yi(t) - YI 0 for all i, 
where 
For example, in our pricing equation we first assume 
that the exogenous variables Y and Pm have steady-state 
forms: 
y** = y* e~p(pyt) 
p** • p* exp(pp t) m m m 
Similarly, the endogenous variables P, MS and it 
have steady-state forms: 
p** - P* exp( t) p 
MS** - MS* exp( MSt) 
i t ** • i t * (constant - see footnote) 
* For any interest rate. i· D log P + io. where io is a constant rate 
of return (on real capital). and D log P adjusts for inflation; thus' 
i** • D 108 p** + io • p + i o• a constant. p 
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substituting these in the pricing equation, and equat-
ing coefficients, obtain: 
Doing the same for all the other equations: 
• y~ log Co + y~a2 log y* - Y~ log TP* 
t* e* 
+ YIO log i - YIO log i 
The equation for MB, has to be suitably log-linearised 
using Taylor Series expansions about means (Spiegel (1968». 
This yields the results (bars refer to mean values): 
where: C2 • log {exp(log RG) + exp(log NDA)}_1 
C3 • exp(log RG) 
c~ • exp(log NDA) 
S~ilarly, (all ci's being constant functions of 
means): 
After some rather lengthy and tedious algebra the DR 
equation also yields the s~ple linear fo~: 
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D log R = c, + CIO D log Kp + CII log X 
+ CII log M + Cl3 log P, 
and hence: 
P R = c, + CIOPK + CII log x* P 
+ CII log M* + Cl3 log P*. 
It is pf interest to note a few points concerning the 
above functions: the rate of growth of prices in the steady-
state is proportional to the growth rates of the money supply 
and foreign prices, which reflect the domestic and purchasing-
power-parity/fixed-exchange-rate effects respectively, and 
is negatively related to the growth in real income. The 
growth rate of exports depends positively on that of foreign 
prices and negatively on local price growth as may be ex-
pected. Private demand for credit grows at .~ rate propor-
tional to the growth of real income. Money base growth is 
approximately linearly related to that of gross Reserves and 
NDA, and the money supply grows at an exponential rate that 
is proportional to that of the money base. Similar comments 
apply to the other growth rates apart from those of private 
capital ~nflow and Reserves which grow at constant rates 
depending on other steady-state levels. 
5.6 ESTIMATION PROCEDURES 
Prior to the estimation of the present model, an earlier 
version incorporating a Traded/Non-traded Goods theory of the 
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pricing mechanism, and given in Hurwitz (1916), was estimated 
using monthly data. The •• estimates were however disapPoint-
ing in the sense of the low significance and often incorrect 
signs of the parameters in general.* Much work was sub-
sequently put into finding a more satisfactory specification, 
and the results presented below show the most promising to 
date although the model should not be regarded as being fully 
developed. We discuss further possible modifications in 
the concluding section of the chapter. 
It was also found, in work on the earlier model, that 
linearizations of the type given in Section 5.5 were quite 
unsatisfactory - producing large estimation errors. For 
this reason we exclude the identities and consider only the 
first seven equations. This implies that, in the reduced 
model, MB, TBC, and DR are exogenously determined although 
they are endogenous to the complete model. 
The data used to estimate the model is quarterly, and 
was calculated by averaging monthly data. In order to ob-
tain a model that is defined in terms of measurable quanti-
ties it is necessary to integrate it over the observation 
period so that the flow variables X and Y became:** 
XO = It X{s)ds, yO = Jt Y{s)ds 
t-l t-l 
* Details available on request 
** We have, in fact, set o· 1 • 1 year (see Chapter 4). The published _ 
figures actually give PXo and pt0. 
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Althou9h all the other variables in the model are stock var-
iables (i.e. observable at an instant in ttme), we are tak-
ing their l-month averages. This will give a model with 
moving average error process of order 1 (Wymer (197~», 
which would be true anyway since at least one flow variable 
is determined in an equation of order 1 (viz. in the Export 
equation) • 
Observations on the variables in the integrated model 
are given by: 
y~ • It log y(s)ds = M log Yt 
t-l 
, 
(where M· ~(l+L), Lxt = xt _1 ). 
In view of the above comments (and footnote), the quarterly 
data at hand is already in the form y~ for stock variables 
and MY~ for flow variables, (M = t(1+L+L 2 ». All model 
variables have now t~ be prewhitened by the inverse of the 
first-order moving average process, (suitably truncated*): 
a(L) • 1,0 + 0,268L 
The model integrated a second time gives the approxi-
mate discrete model** (~ • (l-L»: 
* In this case, after the 4th term; the sum of the coefficients of 
~he inverse is: 0,785. 
** It will be noted that we are omitting the steady-state parameters 
for interest rate, excess reserves and NDA (see Section 5.7). 
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- Y1M(MSO) - y1Mp O - 0,785 Yl log moo 
to 0 
-y1e,MYo - Yle.Mi + Y2MP~ - y2MP 
• 0,785 Y. log Xo + 0,785 YSA1(t-t) 
+ Y Mpo - Y Mpo - y,MX O 3 m 3 
• 0,785 Y~ log Co + Y,e2MYo - Y~M(TPo) 
to eO 
+ Y1oMi. - YloMi 
• 0,785 Y5 log Co + YseaMYo - YsM(Tp o) 
e~Mito 
6. M(NDAo) • yaM(TRGO) + YgMit O 
7. M(MSo) • 0,785 log mo + BsHitO + B6M(MBo) 
The model must be rewritten in the form: 
(I-;A)~y - ALy - BHz • 0 
5.18 
for estimation by the program RESIMUL (Appendix D). This 
form is obtained by replacing all My by (;~+L)y for 
those endogenous variables determined in first-order equa-
tions (Wymer (1975) pp 21-24). This gives: 
- 0 
• 0 
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Continuous 
Variables 
Endogenou8 
Dpo 
DXo 
DKo 
P 
DTP 
° Dit 
NDAo 
MSo 
Discrete 
Varil1bles 
Apo 
AXo 
AKo 
p 
ATpo 
° Ait 
M(NDA 0) 
M(MSo) 
Predetermined 
Exogenous 
yO 
pO 
m 
° i e 
EXRo 
TRGo 
MBo 
t 
1,0 
C1 - 1,0 
Cz - 0,5 
MpO 
MXo 
MKo 
P 
M(Tpo) 
° Mit 
MYO 
Mpo 
m 
° Hie 
M(Eno) 
M(TRGO) 
H(MBo) 
0,785(t-t) 
0,785 
TAB L E 
Variables for 
RESlMUL 
Xl - ApO 
Xl • AXO 
XI - AKO P 
Xit - AnO 
A·tO 
X5 - 411 
X6 - H(NDAO) 
X7 - H(HSO) 
Xs - LpO 
X, - LXO 
XlO- LKO 
Po 
XII- LTP 
to 
Xu- Li 
X13- MY O 
XI .. - MP~ 
eO 
XIS- Hi 
X16- M(EXRo) 
Xl7- H(TRGo) 
XiS- M(MBo) 
x19-o,785 (t-t) 
XU- 0,785 
Parameters 
81 - Yl 
82 - Yz 
83 - Ya 
8.. - Y .. 
85 - Ys 
96 - Y6 
87 - Y7 
8s .. Ys 
9, - Y9 
910- YlO 
811= Al 
8u- Bl 
913- B2 
8llt- B3 
8lS- Bit 
816- B 5 
917- B6 
818- B7 
919-10g moo 
81o-log Xo 
821-10g Co 
922-10g mo 
5.20 
Functions 
f1 - c181S 
fl - 81 918 
£, - cl+cz8, 
fit - C283912 
fs - 93 9U 
f6 = cz8 9 
f7 = 83811 
f8 ... 8lt S13 
f9 ... czSIt 
flO'" CZSIO 
fll- c ze1811t 
£12= C Z816 
f13= cl+cz8 5 
flit'" c1+cz8l+C18z 
£15- 8191 .. 
f16- c1 815 
£17- 8 SSl3 
£18- 91 819 
£19- 8,920 
£20- 9 .. 821 
£21- 85821 
£22- 81+8z Un
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dence can be placed in th.s. results as neither of the co-
efficients were significant. 
The significant negative coefficient of the time-trend 
parameter in the Export equation is rather interesting, and 
ia alao conaiatent with earlier models tried out by the 
author. It suggests that the real level of world demand 
for South African exports has been declining over the period 
of the investigation (viz. 1965/1 to 1975/1). The actual 
value of Al is however open to same doubt, and another in-
vestigation (Barr (1977» showed a value of Al close to 
zero. 
Numerically, YI - 0,13 implies that a one percent 
change in log of real money balances over desired will in-
crease the rate of increase of price changes by 0,13% per 
quarter (or 0,52' per year). 
Y2 - 0,32 implies that a one percent increase in log 
of the ratio of foreign to local prices will raise the rate 
of increase in local prices by 0,32 percent per quarter. 
Y, - 1,48 shows that the supply of exports takes only two 
months on average to move (in an average-lag/partial-adjust-
ment sense) towards meeting extra desired supplies. The 
parameters Y~ to YIO and 8_ to 8, have similar 
interpretations. 
The value 11,41 for the relative price elasticity of 
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desired supply of export. sugge.ts a marked effect of local 
price chang •• (relative to foreign prices) on supply_ 87 
and 82, both income elasticitie. - the former for real 
balances, the latter for d •• ired credit level - are both 
significant, 8, being greater than one implying a greater-
than-proportional change in real balance demand in response 
to changes in Y. 8, is not, however, significant in the 
real-balance function, and 8a is less than one. 
5.8 STABILITY 
In models of the type discussed above it is often poss-
ible to reduce then to the form: 
Dy(t) = Ay(t) + f(y,t) • 
This- is usually accomplished by defining yet) to be a vec-
tor consisting of the ratio of the model variables to their 
steady state paths. If, in this case, the matrix A has 
eigenvalues whose root. all have negative real parts, and if 
!lffll 
tends to zero uniformly in t, t! 0, then (Coddington and 
Levinson (1955), ch 13) y(t)· 0 1. an -asymptotically 
stable solution.-
If the model is completely endoqenised f(y,t) usually 
turns out to be a function of t only, and this simplifies 
the uniform convergence considerations (for examples of these 
types of models see Bergstrom (1967) and BergstrOm and Wymer 
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(1974». If however the model contains exogenous variables 
then we usually have to assume unifo~ convergence for 
f(y,t), which is not very satisfactory. On the other hand 
it is possible to examine the endogenous part of the sub-
model containing only the differential equations. This 
subsystem had eigenvalues 
1. -0,449395 
2. "1,475427 
3. 0,00000 
4. -0,027515 
5. -0,581574 
(all imaginary parts equal zero). This would imply stable 
behaviour for the "endogenous model" - apart from the 3rd 
equation (Private Capital Imports), which would need further 
investigation. 
5.9 THE DIRECTION OF FURTHER RESEARCH 
The above model 'should be seen as a first step towards 
a more complete representation of the functioning of the 
economy a8 a whole. The real sector has been taken as ex-
ogenously det~r.mined, and the effec~s of changes in price, 
interest rates and mOney on aggregate,output,needs to be ex-
plained. ~'urther , imports must be endogenised to complete 
the picture of 'the balance of payments mechanism. The un-
satisfactory nature of the in~e~est __ .J;.te equation suggests 
that it might be better to concentrate on explaining levels 
rather than changes in the rate. 
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Policy reaction functions, quantifying as far as possible' 
the actions of government, are vital if a realistic model 
is to be had, and the role of expectations, particularly in 
a situation of highly v181ble inflationary conditions should 
also be incorporated. 
Given the limitations - self tmposed - on the present 
analysis, it is pleasing to find that the model stands up 
well to the data, and gives parameter estimates that are, 
on the whole, significant and realistic. 
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A P PEN D I X A 
NOTES ON LINEAR REGRESSION ANALYSIS 
INTRODUCTION 
Althouqh this appendix directly serves the foregoing 
chapters, an attempt haa been made to present the material in 
a logical sequence so that any reader unfamiliar with econo-
metriC analysis might gain some expertise on a read-through. 
References to textbooks and papera are also given, these will 
contain further references; in this way the sketchy nature 
of the material here presented may be suitably "filled out" 
by those interested. A familiarity with basic statistical 
concepts is assumed, as is a knowledge of elementary matrix 
algebra. 
A.l MULTIPLE LINEAR REGRESSION (ORDINARY LEAST SQUARES) 
AND ASSOCIATED TEST STATISTICS 
Consider the General Linear Model (Graybill (1961» 
where Yt is the ,dependent variable, the Xj are independent 
variables, the Bj are (constant) regression coefficients and 
ut is an error term. The t subscript refers to time: 
Yt is the value of Y at time t, etc. (We have n con-
current obse'rvations on the Y and Xj variables. ) 
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This may be written in matrix notat1on as: 
Y • xa + u (A.l.l) 
whereY • Yl , X • 1 XZl . • . xk1 1, 8 - 81 , U -= Ul 
• 
LJ • • Yn 1 Xan • • • 
• 
The following assumptions are made: 
1) U is a real, Normally distributed, (vector) random variable 
with 
E(u) • 0, E(u u') • a 2 1 
where I is the (nxn) identity matrix, and a 2 is a con-
stant - the variance of the Ute (Note: this implies 
V t ~ s.) 
2) U t and Xjt are independent V j • l, ••• ,k, and any two 
of the Xj are not perfectly collinear, 
i.e. Xi ~ ao + al Xj 
is of rank k. 
(i 'I- j, a i constants), and X 
3) The equation is correctly specified in an economic context 
(i.e. no important variables have been excluded or spurious 
ones "included, and the linear form is correct) • 
4) The n observations on each (Xit , Yt ) variable have been 
given without measurement error. 
It can then be shown "(Graybill (1961) , Johnston (1963» -
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that the Best (i.e. minimum variance) Linear Unbiased Esti:-
mate (B.L.U.E.) of a is given by: 
(A.l. 2) 
(and is Normally distributed, being a linear combination of 
Normal variables). 
To see this, multiply (A.l.2) through by X': 
X'Y = x'xe + X'u , 
,... 
E(e) =- E(e) E.( (XIX) -lX'U) 
- E(e) - 0 (by assumption (2) above) . 
.. (The minimum variance proof is omitted.) 
,... 
We ·now have estimates e j of the k e's, and may 
write, as an estimate of Yt , 
,... ,... 
'" " Yt = fh + e2 X2t + +ekXkt (A.l. 3) 
ut is not observed, but an estimate of ut is given by: 
,... 
e t = (Yt-Yt ) - this is the part of Yt 'unexplained' by the 
regression equation. It may be shown (Johnston (1963» 
that an unbiased estimate of a 2 is given by: 
2 -l~n 2 
s = (n-k) Lt=l e t . 
Further, the variance-covariance matrix of the e j is 
a 2 (x,x)_1, and this is est~ated as S2(X'X)-1 - the dia-
gonal giving the variances. 
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~ 1 
Thus a ~ N(B,a 2 (X·X)-), and so to teat the hypothesis 
Ho: Bj - 0 against the alternative hypotheaia H1: ej ~ 0 
the statistic 
A A 
.... (a B ) - Ivar(B j ) is the e.timate of the standard error of Bj , j 
and i& obtained from .a(X'X)-l). 
" By the Normality of B, t has a t-distribution with 
(n-k) deqrees of freedom. 
A measure of the variation in the dependent variable 
-explained" by a linear regression is given by: 
,. 
a tn - 2 tn - 2 R - Lt-l(Y-Y) ILt_l(Y-Y) 
R2 is called the Coefficient of Multiple Determination, 
and its square root, R, is called the Multiple Correlation 
Coefficient. 
As we add more and more X 's j to a regression equation 
as explanatory variab~es, R2 automatically increases al-
though the additional explanation brought about by the extra 
Xj's may be mintmAl and lor non-significant. In order to 
compensate for this we may calculate R2 "adjusted for 
deqrees of freedom" (Johnston (1963», 
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i.e. 
Multiple Linear Regression is most conveniently under-
taken with the use of a computer package (such as the COMET 
program used to obtain most of the results of Chapter 3). 
Difficulties aria., however, when some or all of the assump-
tions (1) to (4) above break down. We shall discuss some 
of these areas of difficulty, and ways which may be used in 
detecting and overcoming them to some extent, in the follow-
ing two sections. 
A.2 AUTOCORRELATION J GENERALISED LEAST SQUARES AND THE 
DURBIN-WATSON STATISTIC 
One of the crucial assumptions of the General Linear 
Model (A.l.l) that we have been discussing so far has been 
that of zero covariance for the distrubance terms (assump-
tion (2». 
(V s ~ 0). 
This assumption breaks down if E(UtUt _s ) ~ 0 
Such a situation ariaes if the successive terms 
ut exhibit ·serial correlation- (i.e. E(utut _l ) ~ 0). In 
this case the Ordinary Leaat Squares (OLS) formula (A.l.2) 
will yield an unbiased estimate of S, but the variance-
.... 
covariance matrix for S will be incorrect. 
Proof: (1) OLS <a> a .• (X'X) -lX'y 
,.. 
••• E(S) • (X'X)-lX'XS + (X'X)-lX'E(u) 
• B 
but .... 2 _1 (2) OLS <a> var(B) • a (X'X) 
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... 
when in actual fact var(a) is, in this case, 
if (A.2.l) 
If 0 (and a 2 ) are known, a B.L.U.E. of B may be 
constructed according to the theory of' Generalised Least 
Squares (GLS) (Johnston (19,63), p 210), and is 
b - (X'O-l X)-l X'OY (A.2 .2) 
(b is also called "Aitken's estimator" after A.C. Aitken.) 
In this case the variance-covariance matrix of b is 
• (A.2. 3) 
and b , being a "best" estimator has smaller variance than 
B above. 
Autocorrelation usually arises when we omit (an) im-
portant explanatory variables from the regression equation. 
It may also occur if the model is mis-specified or if the 
data used is inappropriate or measured with error. 
We are rarely given exact knowledge of 0 and a 2 , 
and us~ally construct a theoretical model of the autocorrela-
tion process and hence an estimate of a 2 0. One such simple 
model is that of first-order autocorrelation process, i.e. 
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E(£t£t+S) = 0 2 S = 
° r £ 
= 
° 
s 'I 
° 
It may be then shown that 
ECutu t _s ) = ('lsa
2
, (0 2 as above) 
p is called the autocorrelation coefficient. (Johnston 
(1963), pp. 244-246.) 
Similarly we may define a second-order autocorrelation scheme 
as 
(A.2.4) 
and so on for higher-order processes. 
If, for (A.l.l), we suspect a first-order process we 
may test for it using the Durbin-Watson Statistic (DW) 
(Durbin and Watson (1950, 1951» 
DW = 
where e t are the calculated residuals (see Section A.l) • 
It may be shown that DW lies between ° and 4. 
If DW < 2 we test for positive autocorrelation as 
follows: looking at the table of the DW statistic at (say) 
tne 5% level and (say)'n = 20, we are given two points, viz. 
dL = 1,00 and dU = 1,68. If DW > 1,68 we reject the 
hypothesis of positive 1st order autocorrelation. If 
OW, < 1,00 we accept the hypothesis. If 1,00 < OW < 1,68 
the test is indeterminate, (but see Durbin (1970) for a more 
conclusive test) . For a test of negative autocorrelation 
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(OW> 2), compute 4 - OW and proceed as before. One must 
remember that, in order for the test using OW to be 
strictly valid, the model (A.l. ) must hold accurately to-
'lether with the first-order assumption." Tests using DW 
when la'lged dependent variable are present as explanatory 
variables (as well as other non-standard assumptions) have 
been analysed and it was found (see Johnston (1963» that 
the test still works fairly well. 
If we knew P of a first-order shceme we then have 
P 
P 
1 
• 
P 
n-l 
• P 
n-2 
• P 
n- 1 n-2 n-3 P P P ••• 1 
and we may apply Aitken's estimator to find b. We are 
usually never 'liven p, and resort to an iterative proce-
dure to estimate its value from the Least-squares residuals, 
starting from an arbitrary initial value, estimating b, the 
eu ' and then another estimate of p. A modified version 
of this is the Cochrane-Orcutt procedure (Cochrane and 
Orcutt (1949». 
When second-order autocorrelation is suspected we re-
sort to a scanning technique to find values for the Pi 
(i .. 1,2,): A grid of (Pl,P2) values is specified and, 
combinin'l (A.l.l) with A.2.4) we obtain: 
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(A.2.5) 
Ordinary Least squares i8 then undertaken on (A.2.S) for each 
of the (Pl,Pa) pOints, the data now being transformed as 
(Yt - P1Yt - l - P2Yt-2)' (Xit - P1Xi,t-l - P2Xi,t-2)' 
i • l, ••• ,k; t - l, ••• ,n), and estimates of the S are 
obtained. The OW test is then applied to the estimated 
residuals, and the regression giving the ow statistic 
closest to 2 is taken. This technique is also known as 
the Hildreth-Lu Scannini method (Hildreth and Lu (1960». 
(See Grilliches and Rao (1969) for references to other tech-
niques. ) 
A.l MULTICOLLINEARITY AND THE METHOD OF RIDGE REGRESSION 
For Multiple Linear Regression to be correctly applied 
to the system (A.l.l) we require that the rank of X (and 
hence the rank of XIX) to equal k. If this is not so -
if condition (2) of Section A.l is violated - it will be ~-
possible to obtain (X'X)-l, 
,.. 
and thus B of (A.l.2) will 
not exist. A less extreme but equally serious case of this 
is that of near-perfect collinearity between two or more of 
the X variables. Johnston (1963 p. 60) lists three con-
sequences of such a situation, viz. 
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"1) The precision of estimation falls so that it becomes very 
difficult, if not impossible to disentangle the relevant in-
fluenc.a of the varioua X variables. 'This loss of pre-
cision baa. tbr.e asp.cts: specific .stimates may have large 
errors; these errors may be higbly c.orrelated, one with 
another; and the aampling variances of the coefficients 
will be very large. 
2) lnvestiaatora are sam. times led to drop variables incorrectly 
frem an analysis because their coefficients are not signifi-
cantly different fram zero, but the true situation may not be 
that a variable has no effect but simply.that the sample data 
has not enabled us to pick it up. 
3) Estimates of coefficients become very sensitive to particular 
aets of sample data, and the addition of a few more obser-
vations can sometimes produce dramatic shifts in same of 
the co.fficient .... 
The above three consequences are mainly a result of the 
near-singularity of X'X. An extensive test for the presence 
of multicollinearity has been proposed by Farrar and Glauber 
(1967). This in essence calls for an examination of the co-
efficient of multiple determination, Ri, for each Xi re-
gressed against the remaining (k-l) Xj variables. It can 
.be immediately seen that such a procedure is time-consuming, 
and a very simple alternative would be to examine the corre-
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lation matrix of the X variables, which is usually a stand-
ard option on computer packages. "High" correlations (i.e. 
those near to ±1) will suggest possible collinearities. 
It is clear that a situation of multicollinearity 
ar~se8 more often than not in econometric work, as we often 
regress together X variables that are lagged values of one 
another, or interest rates that move closely, etc. The prob-
lem is: how to estimate in such a situation. A technique 
recently proposed is that of Ridge Regression (Hoerl and 
Kennard (1970». This technique is based on the observation 
that if S is given by (A.l.2) then 
E[ (a-a) • (a-a)] • a2r~(i/Ai) > a 2/Ak 
where the Ak are the ranked (largest to smallest) eigenvalues 
of X·X. The further the vectors (columns) of X deviate 
from orthogonality the smaller becomes Ak and a may be ex-
pected to be further from S. Ridge estimation replaces a by 
S* • [X·X + H]-lX'y (A.l.l) 
where H is a diagonal matrix of non-negative constants 
hi (i· 1, ••• ,p).Hoerl and Kennard suggest replacing H 
with hlp' h ~ 0, and choosing an • optimal • h value by 
visually inspecting the' two~d1mensional plot of S*(h) (and 
.... 
the residual sum of squares (n-k)a 2 (h) against h for a 
number of values of h in [0,1]. This gives the Ridge 
Trace. 
This technique works quite well in practice (Marquart 
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and Snee (1975»*, but relies on the discretion of the in-
vestigator in visually choosing that h value he thinks 
optimal. An explicit method for obtaining an "optimal" 
value for the H Matrix (in the sense of minimum mean square 
,.. 
error for the corresponding B*) is given by Hemmerle (1975). 
The argument used to derive this estimate is fairly complex 
and readers are referred to Hemmerle's article. A program 
has been written to obtain these explicit estimates by 
Patrick Wong Fung of the Department of Mathematical Statistics, 
and this was used to obtain the results mentioned in Chapter 3. 
A.4 LAG STRUCTURES : KOYCK AND ALMON METHODS 
It is (economically) plausible to believe that the 
effect of a change in an explanatory variable is not limited 
to the period (day, week, month, etc.) in which it occurs, 
but has repercussions - usually of a diminishing nature - in 
several subsequent periods. This is good reason for in-
cluding lagged variables in the regression equation, for ex-
ample 
(A.4.1) 
There are, however, two reasons for not estimating the above 
equation as it stands,. nanely (1) the explanatory variables 
are likely to be highly correlated with each other and the 
problem of multicollinearity arises (see Section A.3), and 
*and a program that produces estimates in this way has been written by 
G. Barr of the Department of Mathematical Statistics - details 
available on request. 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
. . 
A13. 
(2) s may be large and if we have only a limited amount of 
data we lose out on degrees of freedom in estimating the 6i • 
We may circumvent these two difficulties if we are pre-
pared to make some assumptions concerning the lag structure. 
The Koyck Lag (Koyck (1954» assumes that the 6i decline 
geometrically in the model 
i.e. 
Yt = 60Xt + 61 Xt _l + 62Xt_2 + 
Bi • B(l-A)A i , where B and A 
o < A < 1. Rewriting (A.4.2) we obtain 
(A.4.2) 
are constants, and 
(A.4.3) 
Doing the same for Yt - l , multiplying by A, and then sub-
tracting the resulting expression from (A.4.3) we get 
Y = t (A.4.4) 
(Note: similar forms are obtained for certain Stock Adjust-
ment and Adaptive Expectations models - Johnston (1963) 
pp. 300-303.) 
(A.4.4) may now, it appears, be estimated in OLS fashion. 
Care must, however, be exercised because (a) the v t are 
not serially uncorrelated even if the ut we~e 
(vt = ut - PUt-I)' (b) the Durbin-Watson test for autocorre-
lation (Section A.3) will be biased by the presence of a 
lagged dependent variable (Yt - l ), (c) Yt - l , an explanatory 
variable, will be correlated with v t (Yt - l is correlated 
with ut - l ). 
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A somewhat more satisfuctory procedure is that of 
Almon La9s (Almon (1965» which makes use of the assumption 
that the lag structure may be approximated by a polynomial 
of degree r, ana the lag coefficients may then be indirectly 
estimated by Lagrangian polynomial Interpolation. This 
method tends to be fairly computationally burdensome and a 
simplified procedure given by Johnston (1963) is outlined 
below: 
Suppose that we are asked to estimate equation (A.4.l). 
We suppose that the 60,61, ••• ,6 s look something like: 
--~~~~ ________ -L __ ~ __ ~ 
o 1 s-l s Z 
This suggests approximating the 6i 's by a smooth curve 
f (z) (shown). Note that fez) = 6z , (z = O,., ••• ,s). 
fez) may, in turn, be approximated by a polynomial of degree 
r in z, 
i.e. (A.4.5) 
(this follows from a mathematical theorem by Weierstrass 
which states that a continuous function on a closed interval 
may be approximated over the interval by a polynomial of 
suitable degree (Dugundji (1970». The higher is r the 
more accurate is the approximation; we choose r < s to 
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save on degrees of freedom. 
then 
For example, let r = 3, s = 7, 
Bo = flO) = ao 
(A.4.6) 
• 
Substituting these B1 approximations into the (A.4.1) we 
obtain: 
Yt = ao(Xy + Xt - l + Xt - 2 + ••• + Xt - 7) 
+ ••• + as (Xt - l + 8X t _ 2 + + 343Xt _7) 
+ ut (A.4.7) 
This is a simple three-explanatory-variable linear equation, 
and we may perform OLS on it to estimate a i (i = 0,1,2,3), 
-which are then substituted into (A.4.6) to obtain 8i 
(1 • 0,1, ••• ,7), the Almon Lag B estimates. 
Besides having saved on degrees of freedom we also 
assume that the explanatory variables in (A.4.7), being 
different linear combinations of the Xt _j , (j = 0,1, ••• ,7), 
are less highly coll~ear than the Xt _ j are between them-
selves. In this way the problem of multicollinearity is 
seen to be reduced. 
The Almon technique may be easily extended to any number 
of explanatory variables in a single equation. A computer 
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package edited by the author is available for this type of 
analysis (see Appendix D) • 
A.5 TESTS ON STRUCTURAL STABILITY: THE 'CHOW' TEST 
In econometric regression analysis we often wish to 
divide the data series into two parts and then test a given 
model (A.l.l) to determine whether or not there has been a 
significant change in the set of a coefficients between the 
two periods, that is, we wish to test for a structural shift 
in the underlying workings of the model. Such a tes~ has 
been proposed by Chow (1960), although his deviation is quite 
complex. A simpler exposition resulti~g in the same tests 
has been given by Fischer (1970), and our notes follow his 
method. 
(a) TESTS OF EQUALITY OF THE FULL SET OF REGRESSION CO-
EFFICIENTS IN TWO REGRESSIONS WHEN THERE ARE ALWAYS 
POSITIVE DEGREES OF FREEDOM 
We have two samples with Tl and T2 observations 
respectively. Our model is 
(ui distributed as U't in Section A.I, etc.), and we wish 
to test H: 61 - 62. 
together as: 
To do this write the two regressions 
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Restricting fh to equal ~h gives the model: 
y 
· f:: r + u = XSI + u. 
Let the number of parameters (s·s) to be estimated be k, 
and assume Tl > k < Ta· Observing that: 
define 
and let v = Mu, v*· M*u, then it may be shown 
(Fisher (1970) Lemmas 2.2 and 2.3) that the statistic 
In other words the 
difference (adjusted for degrees of freedom) between the sum 
of squares of the calculated residuals for the restricted 
model (i.e. v'v) and the unrestricted model (i.e. v*'v*) 
divided by the sum of squares of the unrestricted model 
(also adjusted for degrees of freedom) has an F distribu-
tion, and may be used to test H. 
(b) TESTS OF EQUALITY OF THE FULL SET OF REGRESSION CO-
EFFICIENTS IN TWO REGRESSIONS WHEN DEGREES OF 
FREEDOM ARE INADEQUATE 
This is the same problem as that of (a), except that 
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-
Wr1t1n9 M*. (:' and 
to the above follow, and 
(V'V-V*'V*)/T2 
F • v*'v*/('1'l-k) 
v* • 
A18. 
equivalent results 
has an F('1'a,'1'l-k) distribution, and we may then test 
H: 81 • Sa as before. 
A.6 TWO-STAGE LEAST SQUARES REGRESSION 
In all of the above five sections we have been consider-
ing a model consisting of the single equation (A.l.l). A 
more informative system is that of G Simultaneous linear 
equations of the form (Goldberger (1964» 
ry + Bx • u (A.6.l) 
where y is a (Gxl) vector of endogenous variables, x 
is a (Kxl) vector of exogenous and lagged endognous 
(i.e. predetermined) variables, u is a (lxM) matrix of 
unobserved 'distrubances, r is a (GxG) matrix of .the co-
efficients of the jointly dependent variables (y), and B 
is a (KxM) coefficient matrix for the predetermined variables. 
If we have n contemporaneOls observations on the G y' s 
and M x's we may rewrite (A.6.l) as 
yr + XB • U (A.6.2) 
where Y is now the (nxG) matrix of the n (vector) ob-
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servations on y, and B is the (nxM) matrix of co~res-
ponding observations on x. U is an (nxG) matrix of 
errors. Our task is to estimate rand B. 
Consider now qnly the jth equation of (A.6.1), which 
may be written a. 
is an 
(A.6.3) 
(nxN.) matrix of n observa-J 
tions on all endogenous and predetermined variables that 
appear in the jth equation besides YJ" and o! = ~!:B!] ) ) J 
is the (NjXl) vector of parameters that appear in the jth 
equation (implicitly, we have normalised the jth equation by 
setting the coefficient of Yj (viz. Yjj ) equal to 1). 
Leaving aside for the moment problems of identification (see 
Appendix B), we assume that (A.6.3) is estimable, the Two-
Stage-Least-Squares method (TSLS) proceeds as follows: 
X'Yj • X'Zj~j + X'u j (A.6. 4) • 
Applying Aitken's method (GLS - see A.2) we obtain an esti-
mate of ~j as 
d j • [ZjX(X'X)-lXfZj)-lZjX(X1X)-lX'Yj 
(here, 
Note that Aitken's method is not fully applicable because 
the X'Z j matrix contains random (i.e. y) elements. It can 
. be shown, however, (Theil (1971» that the d j estimator 
is asymptotically unbiased with the (asymptotic) covariance 
matrix 
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For a comparison ot the TSLS method with that of Instrumental 
Variables, and also for an alternative (Two-Stage) derivation 
of d j , aee Theil (1971). 
A further, simultaneous, method - that of Three-Stage-
Least-Squares Esttmation - is not here discussed. For 
details see Zellner and Theil (1962). 
A.7 FULL INFORMATION MAXIMUM LIKELIHOOD ESTIMATION (FIML) 
The F.I.M.L. method, originally introduced by Koopmans 
(Hood and Koopmans (1953», is a way of estimating the para-
meter matrices of the model (A.6.2). Considering* the G 
linear equations (A.6.3), we stack the Yj' OJ and u j , 
and, writing diag(Zl ,Z2, ••• 'ZG) as Z (i.e. a "diagonal" 
matrix with the Zj matrices down the diagonal) we may set 
y • Zo + u 
(where Y·· (Yl,Y2' ••• 'YG)·' etc.). 
assumptions then apply: 
(A.7.1) 
The follOWing 
(a) Each equation is identified (Appendix B) by virtue of 
the a priori restrictions on the matrices r and B 
(of (A.6.2». 
* This discussion is taken largely fram Rothenberg and Leenders (1964). 
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For a comparison of the TSLS method with that of Instrumental 
Variables, and also for an alternative (Two-Stage) derivation 
of d j , see Theil (1971). 
A further, simultaneous, method - that of Three-Stage-
Least-Sguare. Esttmation - is not here discussed. For 
details see Zellner and Theil (1962). 
A.7 FULL INFORMATION MAXIMUM LIKELIHOOD ESTIMATION (FIML) 
The F.I.M.L. method, originally introduced by Koopmans 
(Hood and Koopmans (1953», is a way of estimating the para-
meter matrices of the model (A.6.2). Considering* the G 
linear equations (A.6.3), we stack the Yj' OJ and u j , 
and, writing diag(Zl ,Z2, ••• 'ZG) as Z (i.e. a "diagonal" 
matrix with the Zj matrices down the diagonal) we may set 
y • Zo + u 
(where Y·· (Yl,Y2' ••• 'YG)·' etc.). 
assumptions then apply: 
(A.7.l) 
The following 
(a) Each equation is identified (Appendix B) by virtue of 
the a priori restrictions on the matrices r and B 
(of (A.6.2». 
* This discussion is taken largely from Rothenberg and Leenders (1964). 
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(b) (1) pl1m* (l/n)x'u~ • 0 
(11) pl1m el/n)Z'lj < • V 1,j 
A2l. 
(111) rank eX) • M, rank (I) • N where N ~ Ij.l Nj 
(c) u is Normally distributed with 
I(u) • 0, E(uu').'. t • I 
(8 is the Kroneoker product, t is a positive definite 
matrix, the non.1ngular1ty of t implies that the model 
containa no ident1t1e., this may however be generalised.) 
It then follows that the joint density of the Gn distur-
bane •• ia& 
The Logarithmic Likelihood function is then 
L(u,') - ~ log feu) 
1 -1 1 -1 
= K + In log det' - 1ft u" u 
Transforming from u to y (with Jacobian 
J • d.t[:;~J · detft r) obtain. 
L(y",&,Z) • k + logldet rl + ik log det ,_1 
1 -1 
• In (y-Z6)" (y-Z6) 
(A.7 .2) 
(A.7.3) 
(A.7.4) 
*It lim Prob{IYn-cl > £} • 0 for nny £ > 0 where Yn is a sequence n~ 
of random variables posessina distributioo functional and c ia a constant, 
then we s.y plia Yn • c (Theil (1971». 
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A22. 
To obtain MaKtmum Likelihood eattmAtea, firat differentiate 
~-l, (A.7.4) withreapect to " obt"aining 
ll;:i • 1st ~ In (y-Zd)'(y-Zd). 
Thus at the maximum 
t • 1 (y-16) '(y-Z6) = S must hold. n 
substituting S into L (Rothenberg and Leenders (1964), 
equation 3.4) 
L* 
Let 
L* • k' + logldet rl - ~ log det S 
is called the "concentrated likelihood function." 
P
(6) _ a log Idet rl 
00 
q ed) • _~ a log det S ao 
Then the est1mating equations are 
p(o) + q(o) • 0, which are nonlinear in 0 and 
cannot be easily solved. Durban (19*~ has proposed a simpler, 
iterative method for computing the FIML estimates, and Wh"ich 
allows for the inclusion of identities in the system. A 
Newton-Raphson (A.8) procedure 1s used. 
Sargan (1964) has shown that for the FIML estimator 
given above, if t is unrestricted the estimates differ from 
the Three-Stage estimates of Zellner and Theil (see A.6) by 
order (l/n)*. 
*Mann and Wald (1943) define the order symbol 0p as follows: ~. Op 
(f(T» if 3 6£ > 0 for each £ > 0 such that 
p(I~1 ~ £ f(T»_> 1-£ V T • 
" **Maximum Likelihood estimation of the parameters of a system of simul-
taneous regression equations. (unpublished). 
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A23. 
It is also shown (Rothenberg and Leander. (1964» that 
if Z contains current endogenous variables then the FIML 
estimator is efficient (in the sense of being "less positive 
definite") compared to the Three-Stage estimate in the pre-
sence of restrictions on t. 
A.8 THE NEWTON-RAPHSON ITERATIVE PROCEDURE 
Let f(x) be a continuous function - called the 
"objective function" - with x a vector of length n. The 
(nonlinear) problem can be stated as: Minimise f(x), 
x € JRn, subject to m linear and/or nonlinear equality con-
straints h j (x) = 0, (j = 1, .•. ,m) I and (p-m) linear and/ 
or nonlinear inequality constraints gi(x) ~ 0, 
(i • m+l, ••• ,p).* 
Let 
• 
• 
Clf(xk) 
aXn 
evaluated at the point xk. 
i.e. the gradient of f(x) 
Newton's method involves the approximation of f(x? by neg-
lecting the third- and higher-order terms 1n the Taylor series 
expansion, i.e. 
* For details consult H~elblau (1972). In what follows we ignore 
constraints. 
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f(x) = f(xk) + Vlf(xk) (x-xk) 
+ ~(x_~k) 'V 2 f(xk) (x_xk) 
(Vaf(x) is called theH'essian matr~ of f(x) ). 
Replacing (x-xk) in (A.8.1) by 
Vxk • (xk+l_xk), we obtain 
f(Xk+1 ) = f(xk) + V'f(xk)~xk 
+ ~(6xk) 'V 2 f(xk) (6xk) 
A24. 
(A.8 .• l) 
(A.8.2) 
Differentiating f(x) with respect to each of the components 
of 6x and equating the resulting expressions to zero, gives 
which follows from the rules: 
(1) 
(2) 
.l.. (xIAx) == 2Ax ax 
a y IX ax - y 
(Anderson (1958) p. 347) 
(may be directly verified) 
Thus xk+1 • xk _[V 2 f(xk»)-lVf(xk) gives an iteration pro-
cedure which may be followed until some termination criterion 
is achieved. Un
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Bl. 
A P PEN D I X B 
IDENTIFICATION 
It i8 not the purpose of this Appendix to define "Iden-
tification,· or to give a general discussion of the Identifi-
cation Problem. A good reference for the case of linear 
model identification is Johnston (1972). We consider a 
particular model - that of Chapter 3 - and show that it is 
identified. 
The model is (excluding the identity): 
1. 
2. 
3. 
4. 
it • fCi_1,R_ 1, (i-it'_l) 
R· f(R_1,(i-ie)_1) 
t NDA • feR, gd_l,(i-i » 
MS • f(i, Y- 1 , (R+NDA» 
This may be written in log-linear fo~ under the assumption 
of constant elasticities (Section 3.3). The problem arises 
in equation 4, since log (R+NDA) is a nonlinear function 
of the variables Rand NDA. Equations 1 and 2 cause no 
problems as they are both identified, being in reduced form 
(Goldberger (1964) p 311». 
The log-linear form is: 
A q(~) - u 
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<----~M------> <------A----------> 
q'(!) • (tn,it,tnR,tn NDA,tn MS,tn(R+NDA):tn i:l, .•• ,tnY~l,e) 
< NO > < AO > 
Fischer (1966) has shown that an equation in such a 
model i8 identified if and only if: 
rank(A*~) = M*-l 
where ~ is a known, constant matrix of prior restrictions 
(e.q. exclusion restrictions) on the equation, and A* is 
the M*XN matrix of A auqmented by the M*-M constant 
vectors 1 2 M*-M h ,h , ••• ,h , i.e: 
A* = A 1 
. . . 
where hi can be taken to lie in the row kernel of O'(!), 
the Jacobian matrix of q(!) with rows correspondinq to 
elements of !, (and where we have excluded from hi the 
trivial vector (O,O, ••• ,O,a) which arises fram,the fact 
that the last row of O'(~) is (0, ••• ,0». 
In the present case we have (excludinq the last row 
of zeroes; RN = R+NDA): 
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Q' (!.) • i t - 1 0 0 0 0 0 0 0 0 0 0 0 
0 R -1 0 0 0 0 0 0 0 0 0 0 
-1 0 0 0 ND! 0 0 0 0 0 0 0 0 
0 0 0 lotS -1 0 0 0 0 0 0 0 0 
0 U -1 IN -1 0 0 0 0 0 0 0 0 0 
0 0 0 0 • -1 0 0 0 0 0 0 0 1_1 
0 0 0 0 0 -1 1t_1 ,O 0 0 0 0 0 
0 0 0 0 0 0 C .e)-l 1-1 0 0 0 0 0 
0 0 0 0 0 0 0 c . t)-1 1-1 
-1 0 0 0 0 
0 0 0 0 0 0 0 0 -I 0 8_1 0 0 
0 0 0 0 0 0 0 0 0 (" • t)-1 1-1 0 0 
0 0 0 0 0 0 0 0 0 0 .-1 0 1 
0 0 0 0 0 0 0 0 0 0 0 -1 Y- 1 
Considering hO' (!.), h = (hI, ••. ,hi ,), we see 'that: 
S1milarly: 
and 
this implies: 
haIR + hs/RN - 0 
h,/NDA + hs/RN -
ha + hsR/RN -_0 } 
hi + hsNDA/RN - 0 
If RN (= R+NDA) remained a constant, k (say), then 
ha - -khs, but this impossible because if, in the m~el, we 
vary 9d-1 then NDA will vary whereas R remains constant; 
hence hz a 0 a hs, and thus h, = 0 also. This gives: 
h - (0, ••• ,0). 
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So 
A* • [> j' M* = M+l, and we must show that 
rank (A~) • M* -1. W~itin9 the model as: 
By + rx • u 
with. 
B • (Sij) (i • 1, ••• ,4; j • 1, ••• ,5) 
r • (YkR.) (k • 1, ••• ,4; R. =- 1, ••• ,9) 
(Yk' constant V k), 
where y is a vector of length MO consisting of the first 
MO elements of q(~) and x the vector of length AOof 
the last AD elements of q(~), we find, for equation 3, 
that: 
(A*~,) • ell 0 0 Yll Yu Yu 0 0 0 1 
0 0 0 0 0 0 Y2It 0 0 
811 0 0 0 0 0 0 0 0 
8/tl e .... 0 0 0 0 0 YIt, Y ... 
Thus: rank (A*~3) 
• 4 • M*-l, which implies that equation 3 
is identified. 
Stm11arly, for equation 4 rank (A* •• ) - 4. 
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Cl. 
A P PEN D I X C 
THE DATA 
Unless otherwise stated, the following data series are 
taken from the South African Reserve Bank Quarterly Bulletins 
(SARBQB), and their supplements. All index series have 
1965 as base, and all monetary aggregates are expressed in 
Rand millions. 
(a) DATA SERIES USED IN CHAPTER THREE* 
1. Money Base (MB) : obtained by considering the Reserve Bank 
balance sheet Liabilities and excluding all Government and 
Provincial Administration deposits, Capital and Reserves, 
and "Other" Liabilities, and "Foreign Loans" (as they will 
be reflected in Reserves). 
2. Foreign Reserves (R) : Total gold and foreign reserves of 
the Reserve Bank. 
3. Net Domestic Assets (NDA) : Calculated as a residual 
(MB-R) : (this follows the model identity). 
4. Money Supply (MS) : Total Money and Near Money. 
5. "Target" Interest Rate (it) . Two rates were tried: . 
(a) a long-term (L.T.) rate, viz. Long Term S.A. govern-
ment stock rate, 
(b) a short-term (S. T.) rate . the Treasury Bill rate • . 
* Monthly data was used in estimating the models of Chapter Three 
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6. "Free Market" Rate (i) : as in 5. above: 
(a) (L.T.) : Rate on new issues of Company Debentures. 
(b) (S.T.) : The Negotiable Certificate of Deposits (NCO). 
7. "Foreign" Interest Rate (i.e.) : as in 5. and 6. : 
(a) (L.T.) I Long-Term British government stock rate. 
(b) (S.T.) : Euro-Dollar Rate (Source of (a) and 
(b) : International Monetary Fund, "International 
Financial Statistics." 
8. Economic Activity (Y) : Two indicators were tried: 
(a) "Electric Current Generated" (SARBOB 1965 = 100 
deseasonalised). 
(b) Gross Domestic Product (GOP) at Market Prices (non-
aeasonallyadjusted). 
9. Government Deficit (gd) : We define "true government de-
ficit" to equal the difference between government issues 
and the sum of government borrowing and government tax 
receipts. 
In order to estimate the size of current government borrow-
ing it was necessary to consider the change in the total 
holdings of government debt by 
1. Permanent Building SOCieties, 
2. Insurers (Long and Short Term) 
3. Private Pension and Provident Funds 
4. Banks (Commercial, Merchant and Hire Purchase), as well 
as by the Public Debt CcDmissioners and the Loan Levy 
Account. 
For Permanent Building Societies we took (total) govern-
ment borrowing equal to "Total Prescribed investments 
less COin, Banknotes and Money at Call" ; 
For the Insurers, (we aggregate the Long and Short term. 
Insurers), total government borrowing is taken as equal 
to "Government Stock + Local Authority Stock + Public . 
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Corporation Stock + (approximated) Loans to Local 
Authorities" (where the last-named amount is assumed 
equal to ~ of "Other Loans"). 
Notes: 
Pension Funds holdings are taken equal to "Government 
Stock + Local Authority Stock + Public Corporation 
Stock + Loans to Local Authorities and to Public Corpor-
a tions • " For Unit trusts, take "( Total) Approved 
Securities. II 
In the Banking Sector, we take Commercial Bank holdings 
equal to ("Total other Prescribed Investments," less 
NCO'S, plus "Other", plus "Treasury Bills, Bills and 
Advances to the Land Bank, Short-Term government stock 
and Short-Term debentures of the Land Bank") (up to 
October 1972, thereafter "Prescribed Investments ex-
cluding Liquid Assets") . 
Merchant Bank holdings are assumed equal to "Reserve 
Bank Balances" plus "S.T. government stock" plus 
"Other" liquid assets plus "Other" liquid assets plus 
(after October 1972) "Other" prescribed investments." 
Hire-Purchase, Savings and General Banks holaings 
assumed equal to "Reserve Bank Balances" plus "S.T. 
goverrunent stock" plus "S.T. Land Bank debentures" plus 
"Other government stock" plus "Local Authority and 
Public Corporation Stock." 
1. With respect to monetary banking institut~ons, after 
October 1972 "Liquid Assets" were not included with 
"Prescribed Investments." 
2. We have excluded the Discount Houses in the above con-
sideration in view of their purely intermediary role 
between financial institutions. 
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(b) 
1. P 
2 •. MS 
3. Y 
4. it 
6. X 
9. TP 
+ DATA SERIES USED IN CHAPTER·FIVE * 
(moo, mo, co, Xo are constants) 
C4. 
• (Total) Wholesale Price Index (Seasonally Adjusted; 
1963 • 1,0) 
• (Total) Money and Near Money 
• G.D.P. (at Market Pric •• ) deflated by P 
• Treasury Bill Rate 
• (Laspeyres) Export Price Index for Industrial Coun-
tries (1963 - 1,0) (Source: IMF International Finan-
cial Statistics) 
• Exports deflated by P (including Re-exports and Gold 
Sales) (Source: S.A. Financial Mail) 
• time trend 
• Cumulated changes in the Capital Account (net of 
changes in Government Foreign Loans) 
• Total Bank (excluding Reserve Bank) Loans to the 
Private Sector 
• United states Treasury Bill Rate (Source: IMF 
International Financial Statistics) 
11. EXR • Excess Liquid Assets of Commercail Banks (i.e. 
Actual-Required) 
12. NDA • Net Domestic Assets (calculated as MB-RG) 
13. TRG • Total Bank Credit/Gross Reserves 
14. MB • The Money Base (Notes and Coin in Circulation plus 
Commercial Bank Deposits at the R.B. (excluding. 
"Other Assets"» 
15. RG • "Gross Reserves" (total gold and foreign reserves 
of the Reserve Bank 
16. FL • Foreign Borrowing (including SDR position) of the 
Reserve Bank 
+ I should like to thank Mr. J. Affleck-Graves of the Department of Mathe-
matical Statistics, University of Cap. Town, for making available his 
.eries for imports and exports • 
• Quarterly data, usually obtained by either cumulating or averaging 
monthly data was used. 
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17. TBC • Total Bank Credit (calculated as TP + TGL) 
18. TGL • Total Bank Loans to the Government '(excluding 
Reserve Bank Lending) 
19. M • Imports 
20. DRG • "Gross Capital Inflow" (Private plus Government 
Foreign Borrowing) 
(c) DATA LISTINGS 
The following symbols apply for the data series given 
under (a) above: 
MS 
MB 
R 
ELEC 
y 
NCD 
TBR 
ED 
LTSA 
LTUK 
COYDEB 
GO 
TO 
TG 
TC 
PDCLL 
GDEF 
(Note 
Money Supply 
Money Base 
: Foreign Reserves 
· 
(or E) . Electricity Consumption 
· 
. 
• (or y) Gross Domestic Product at Market Prices 
· 
· 
(or i) 90 day Negotiable Certificate of Deposit Rate 
· 
: (or it) : Treasury Bill Rate 
· 
(or i e) : Eurodollar Rate 
· 
• (it in LT Results) . Long-Term S.A. Bond Rate 
· 
. 
(ie in LT Results) : Long-Term U.K. Bond Rate 
: (i in LT Results) : South Africa Company Debenture Rate 
: Government Issues 
: Government (Tax) Receipts 
Total Government Borrowing 
: Total Captive Market (not used in present analysis) 
Public Debt Commissioners and Loan Levy Accounts 
: (gd) : Government Deficit 
: Zeroes are inserted where figures were not available.) 
Symbols used for the quarterly data correspond to those given 
in (b) above. 
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A P PEN D I X D 
COMPUTER PROGRAMS 
The Computer Programs AUTO and COMET were used to pro-
duce the results of Chapter Three, RESIMUL and TRANSF of 
Chapter Five. 
AUTO is a program that gives Almon Lag coefficient es-
timates (see Appendix A), and also performs Cochrane-Orcutt, 
and one- and two-stage scanning regression estimates in the 
presence of autocorrelated errors. AUTO was written by 
M.R. Norman of the Wharton School of Finance and Commerce, 
University of Pennsylvania, and was edited for use on the 
University of Cape Town's UNIVAC 1106A computer by the writer. 
COMET is a UNIVAC package that gives linear least-squares 
estimates of regression equation coefficients. 
Dr. C.R. Wymer of the London School of Economics kindly 
made available his suite of programs that enabled the exact 
and approximate discrete models (see Chapter Four) to be 
estimated and analysed. A complete list of these programs 
is given below. Of these the subprograms RESIMUL and 
TRANSF (and their attendant subroutine system LIBRARY) were 
edited by the writer. TRANSF is a data transformation pro-
gram that, among other things, enables the data to be pre-
whitened by the appropriate moving average error process. 
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RESIMUL esttmates the approximate discrete model. At pre-
sent we are editing the stability analysis program CONTINEST. 
It is hoped that all the programs of Dr. Wymer will eventually 
be made available to reaearchers at ~he University of Cape 
Town. (AUTO 1s currently in operation, and its manual : 
"ECON and AUTO" 1. available at the university's Computer 
Centre Library.) 
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PROGRAM LISTINGS FOR CHAPTER FOUR 
(a) TRANSF 
I···· - -
i __ '~~i., T t.! L..!~ldl!._. __ .. ____ _ 
__ .. 1 t i::fI ~ (j.!.lJt~-.l.2.u.fl 'i..:..'...</....:/...:5:...· _____ --=-______________________________ _ I ~~iA.T7 RL/O-S ,U~', 17-11:21:~1 2. ;:u~.: Il,T2. t--- _:l~ __ l1 ~,~~; ,.A __ ~ ~.!!~ f t._. 
I -I , .J X t: T T H A II sr. Arl 5 0 L U T t: 
~ __ ._._~I !>!!.!t . .!.t.l __ . __ Ji.!.9-"J~.!_C.?,:.I ___ . ____ ~--_=_---
1 ____ ~~ ___ !'._I_l1'l 9 29L;_~ ~!> 11 1'1 :2 ~ 13 1 4 229 7 22 __ ~1_~ __ ~2~3 __ ~1~5 __ ~2~~~~1~4 __ __ 
d, 25 17 26 III 27 19 28 20 
._~ ____ Lr.!I .• ,2J_:_:_:__--.---------------------------------__ 
!.J. [.,0.,.. 121 
_____ ...!...!..!._ .... r.~I.C~ __ EI.[lE:;.::.x _______ :__--------------.--__________ . ___ _ 
12. 2AUO,P P. 
D. [XI'OHTS 
--"-1~-: -----u flIJo7 P~x-.----
!~:------~~~A~~!t:K~-cArITAL~'---------------------------------_____________ _ 
17 • T :).!.."I:-_.!:R I v ATE: LEIID IIiG 1---,:-:.,-. nA l.ll oj' T/"'. '-'-=-.:..;..:-=------------ -----------------------
__ .J? T_R[_A5_l!..I<.L~.:.' ::.L::::.L--=-R..;.A:.JT"'E:.-.-____________________________________ .:-.. 
2a. ~AUO,P TnR. 
21. I:[T OO~,[STIC ASSr.TS 
---Ti;---i)i,'tJ[)~ 'i; -·,iO--;;;-·--...:~-=---------------:..---------------------
23. IIMII:Y SUPPLy 
---i'l, GlAOU, P Ii .-"-';...:-.-----------------------------------------
_. __ 2.:..! ___ ~..: (!.'.P.!..!..!~P ) 
2~. ~AOO'P Y • 
. _._~?! ___ ...:r::(.JI~r...r.(;_'.!..!'~.!.£E....~~~! _____ . _______ ~ _______________________ . 
211. aAl'u,1' I'll. 
t-__ Z ~ ! ____ ll ~ S , ._T!i [.eo.? ~1_l:.!::_!l ~ TE:::.-________________ _ 
3), aADo.r us, 
__ ~l :..' ___ E.X_t; r,~.L.!3 .. E.~ERVf:S,,__ _____________________________________ _ 
32, aA~O,P EXR, 
3~. T~§_~X~~[~.~o~u~s~r~R~O~X~Y----~-----------------------------_________________ _ 
31. nAuO,P TRG, 
35. TOTAL GOVT, LEIlDItIG 
3&. aADD,P TGL. 
t-___ 3-:-7. ~10tlEY BASE: 
3il, ilAOCl,P liB. 
3'1. (tiD'" 
'iJ, TR l::j'-:::D----:2-:-1:----------------------~-------------------
'II. COSIIA I 
'i2, cosr·1A 1'1 
~3, LAG 1 
'Ii, LAG 2 
'f5. LAG 3 
'II" LAC. 'I 
~7, LAG. 5 
'I .. , LAG (, 
t-----,'I'" .?-=-' L A G 7 
~J. LAG I~ 
7 
20 
8 
9 
10 
~.--~S~I.~.---~L~~.---~1~5~--~,~3~-------------------------------~--. __________________________ _ 
~2. LAG 17 25 
._'!.:! ! ___ kfl<; _____ .:..11. ::._~2'_'I _______________ ----------.----
5Q. LA~ 19 27 
_____ ~ . ..:- :. ____ .J,. A.~ ___ ..::2;.::O:---:2'"-'..A _________________________________ -------___ --_ .. 
~h. nCoue 21 ,~ 
__ . _~7 ! ____ LIJIA~ _______ . _____ . ____________________ . __________ .. ___ _ 
-_. __ .. -
sr.. ,III1SII 
_ .t:II" "A I.!~.!..-. _____ • __________ ... __ . ____ ._ . __ .. _,-. ______ . _____ .. _ .... ___ . _________ ...... -. 
_ ~r (II 
---------------------_.------------_._-_.------_._---------... _-- .... 
------------------------------------------
-----_ .. _---
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(b) RESIMUL 
,,, j.!.' 'I _ l _ '" ' .. v J " I. I ] ,J ~ \0 b , ,,'/-' I " J 1 ... " I iJ 'I U I L ,J" !;, (, / U '/ 0 I ..: J " ~ to 7;, I.) I L ,J', ~" /1, 'i U I I J " !;, .. 7 8" lJ I i J '1 !;, b II> 9 U I .l .\ ~ :''' 7 i3 '/ ~ I .l .. ~ 
,1,\. L flU-.'1. 
A T7 RL/~~~ ~7/l~-lij~Ja:~~ 1. C·.········ .• ·.·.·.·· .. ··C .. ···· .. ·· ... ·.· ..• ·CV··.·.·.···· ... ·.···c.···~····· .• 
2. STA~T.I B.~.P. 121 
3. -I 7 Il 't"l 22 22 2 0 1 0 0 
'to S 2 
S. f 1'1 Ip -I 131' -i I'lf 22 8f II Sf IS 12f 18 20 1f :.1 
6. t) 2P j If S Sf.7 19F ~S I'lf -19 20 'l'f '\ 
7. C 1 If -ij 'IF -10 Sp 't III' 10 121' '0 15r -20 20 IJf 9 
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COMPUTER PROGRAMS OF C.R. WYMER 
A !.;ct, :Ji" r>:r()~?-·I.\.!I;:'; hb.:.'l been (J;,:vclopcd to:: ~~"ld.1.ine linear ::.yo~c.1l!l 
of eqll.£..tio.os c1' the .fCJ!".1t. 
cmd r~or.-lir.£a.r :;;y::;t€:m~ '..There ':8.ch CilWltion has the form 
Y t: j S a \"<::ctor o! endogenous Ye.riables, z... a vector or predeter::n.ined 
va~jables, a a vec~or of parameters ~d u: a vector or disturb~"lce$, 
ge~er~lly ~sumed to be indepeL~ently no~ly distribut~d rr(o,n). 
$0t:'3 (';qm:.tions r:.ay be idel:tities. !n:put and output or the prog:::-s.ms is 
:;te.r.de.::;d.iscr.. such "t;hat infol"lt.ation CEt.n be storec. on ma.~ctic 'tape or 
di~c and us~d in o~her programs. Special features of these prograr~ alloy 
't~e exact or ap'p!.·oxi.a:.ate discrete models equivalent to any mixed order 
c!if'feren'tinl e(l".lAtion sY$teln to be estimt.ted and their prope~ies 
~·lIl1ysed ea.sily. A brie:t' note on each program, identiried by . their code 
oar..t: • .follows. 
sn:UL 
C!\1.Cl.l.Lll.tcs tW0 s'tllf-;e lc~:nt. squares ~ three stne:e lea.st squares. 
t.r;:.! f:l!.l ~'l!.\)CllJL~L.iljn L"1ll.X~!l,Ull1 liltt!lihood t::::tilIlHl.cn of ll". ...... J'-'l (1) 
...... he:r~ all ::-est.rictions ax.:: linear. The reduced fOrrl is fo~d. i1' 
::-c~uired. Chi-square values for the likelihood ratio test are 
c~~c~ated. ~see a modified Newton-Raphson ~rocedu:e to mex;~;se 
the likelihood function. 
CalcU:ates f'ull inforrna.tion ma.xircn;m likelihood e3tima~es at' 
r.ode:!.. (:) where thE.' ccef:1'ic~e;c,:ts of the t;ystem are any fl!."lctiollS, 
algF::oro.ic or tre.nscendelltal, of the set or :parameters. '!':r.is 
e.llo·..rs non-lir.ee.r restrictions within e.r.d across eClue.tio!lS to 
b<: i!!lp:'s-ed as ,.,ell. as certa.in ty:pes of inequality CCllstrair.ta. 
'nit> ~)'r:ogr~\:11 {'Vfl.l \m:t\'r r.nt1.]yti\~!\l first cJf!riv8.t.:i.vefJ of th,,~ fU!1ctior..s 
u!.' l)·::.r.::l.!T . .!t~!"s c).r.J uce~; !! !:c·,,'ton-Rapnson procedure, bceinnine ...... i th 
ll.r~i tr~rJ iei tio.l vo.lucs, to ma.ximise t~le lilr.elil:ood fu.c.ctio:l. 
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?2S':~f;LA 
- -
!f:c=ifiec. y~::sion of P.ESI.:-fJ: -.;.hi~h caJ.cUl.a.tes full ini'c!'::l:lticr. 
r._/!.:~.i.l:;';,)::::' :!.ike:.ihood esti!i:atcs of mod,;;l (1) vith U Il'.oving Il.\"cr;::.ge 
dist~·bar.c(; of "ha l'orm 
v:"E'r'1: P. is H ~Ir; • .t~rix r>ol~r.~o~ili.l of any Ol"'acr in t:ie 1ez ol'€::-r ... tor 1: 
~n~ c t is ~ vector of independent normally di5trib~~ed distur-:-~a.!lC~s. 'l'::ll:! elc:T."'":llts of E,C and R are sny i\~.nctic!lS oJ: the 
:91l!·a~·:!"t.crs e. ~'his a.llovs the reo"'ring average coeff'icien:ts "to be 
r~stricted, if necessa:-! to so~e f~~ction of the para~eters in 
t.h~ dete:r::.inistic part of th<=; model, £'.S well as alloving r.-::n-
line'l.r restrictions '.fithin and across ec;tur:.tions. ':-he progrs.:!! 
r;::1;i?"!.C:.t(~~ the :'lodt.::l "ty lr:..l.lt.ii..JlyiI1G the syste1!\ by "the invc:-s..: of t:-:.e 
~oe~ficient reatrix of C~, exp~1ding as a ~aylor's series and 
tra'lcating the resu::'ti::~g iUfinite series r.fter tl. give::l. ::nl!!lcer 0-: 
te:'!t:S. The syzte!:l rr:;...y be r~-\;sti;ne:ted autolr.a.t.i~cllly tu.%ine core 
t';:::.::J in t:·.~ (-xpf.J.n::;j or. ii, orJ';l4 to dl.,t(~!'~.ine "'1:.~thcr t.1:.e tr,~n­
c1l.tior. point i s ~~t:' sj:'t..cto~y; the correGpond5.ne eoti'!;',ates of R =-s.:! 
~~ out-p'.!t tc c:izc for calculatinz the e:genvalues us':'ng ~Oli"'Trr;::'ST. 
C:d_~:.:.l~:'~s full infi.Jl;':n,,-t:;'on nl'."~xi:cr..w. lil~elih<'lod es~im~i."es of: t::~ 
e:~ci:. ,.li~cret..: rLlodel equiv<llcnt to a. ll'.ixed order li:.e<.or differen-
tial eq'.!aticn sys-tem vI·itten as th~ firs"'; order syster:. 
OJ dy(t):: A(e)y(t)o.t + C{O)z(t)dt + ddt) 
~;h'.:/.'£.: -vhe cc·~fr:'~ier.;.ts ure a!l:/ :tu..1ctions of tr:e se"t ci :p1l.ra:.e'ters. 
1'"':1:":--; al101175 !loll-lir.ea:' rei)"crictio:1s witr~itl sl:d ac~vs= et;.-.;..atio:ls 
"to ':Jc i:::!posed.. Uses t'. I\~wton-Raphson procedure to mini:n.ise the 
Qc-,,;er!:.i::l.a,·"l"c of the residual ,rariance matrix. 
rr".., ... ....,,.. ~ r.:-.c:r.~ 
~v •• ~ _",'-'-'~J .... 
-
Ca::"\!'.4l(.;.·i;.~s the eigenvcl.'.les !l..'1U- e:i.ge!lvectcl'o (ji" a :;.c.tri:':: as vell /?5 
ti:e corre:.rpmldine vtlXic.nc.:e l!!13."tric·;;s.. 'It.is progre.::;, :'s '.l;;;·~d i:l 
I:O.:;:t iC~llar -with rd.xc::d on:'cr li:lear dii'!·.;;re:.c~ or d.i;:f~reoti:l.l 
(;~u.ati(j::' systems e<.ltiue.ted by SnrJL, RESIHUL or DISCON. Giver.. 
:'r.:tio.l cond.itions··the progra:n will c':l.L;'.llato tee cOei'!"icie:rts c!' 
the co::.;.lcmen"tary !\mcticm.. U;;,cs modified Q.R procedure. 
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7o:'."~cG ... :;ti::J~ or zimu.::.v::).(1;~ .r:·~·O~~!:~Ii~': f,')r tl:e !;,cr.er,.,..l .3.i~'!el.r model (1) or 
t~a!"."" ~;':!"'J..;;t ~i~:,crpte ~~)!: .. (~l (3). Point pr~~c .. i\;t,icl'l c:;t.irr!'l.·t.~5 .... i-:.h .:.t:1.!:":X":i 
:.!!":-oro 0:- :[~l"eCl:..t;l.::; und p:r:cdictio':l interY;::.l.s (4t n. give~ co=J1·ider.~e le\"l~l 
c.::-c cnJ.c·"'.lati:-c. j"or ["l'; r!U!,~<., ·p'~i.·io:lG ahc8.d. n.s d~sircd.. Si1:-.l1ation !'.ls.y ~e 
C::.t:t!~r 1I~~lt pout." lI~~j;~(~ o'b~;{'r'''';i~ vu'!1Jf:G of the (: .... or..,(mou:l v:tria'bh:f:, or 
It 'I..· .,. ~ • • l . '\.. \....... .., ex n:n·e U31.ng e,! v'::-n ya ... U~~3 ox exogenou5 VtI.':"lC,O .C!l Vhl.C~i :1I·8.Y ,,(; cuv:r.g<:!'Co. 
8.,:; ti€'siret1. Ir:. eat.:'h s:Ut1uJ.~tion rr-•. L1dox::t rlcrro£l.J. distu:-bfmces ~ay be 
ir.(;l'J.~cd such th~t thC:l'~ distur1)a.nces ba.ve (In eJ..-uected v~i:mce tls.t~ix 
"':-lj~h 1.~ ~i"cn. p;~ncrnl1y bcinp; ·the #!::st.imatcd vn~in.Ylc~ matrix of T('zidmllc 
>1 ·",r:1.: :;~:c-uctUJ"al rrl(·,uel. l"')r -slJ1<l'Llation s!\ecli.!.l l'''at\\r(.~:l alh~ ... , t·it}~~:r 
the Pc.:r~;:leterl3 e.r the ~:aria"t)lt'!s in tl'e model to be al.tered according to 
~;0!l'l~ 3;Jc~i rica. CO:ltrol system. ·~tletic and enti-thetic sl\nl'pleoi :nay be 
gcr ... ;:rlJ.ted tOl" ~~utc:-Ct.rlo studies. 
Cu.~c~:.tes pseudo 1'r:11 infonl!Ltion !JJ',lXJ.m,.4:ll likelihood es~i!:l.ates of the 
e·~:vero.l syS-CF.::::!1 (2). nf)n-li:le~r in the ya.:riablee and subject t.o 'tlon-li::.e:;.:-
vi"C.hin z:.nd acres'" eCJuatior ~"m-:'t.rictions on the pR.l"ameters. ':'he pro.~rE.::l e.~:tc­
::'II"_tic'1.l1v eva::'uates ano.lytical f'irst' d~rivc.:.ti .... es of 'the Y~riQ:cle t"xd !:a:-Oi..:-::~-::c.r 
!"\;..''It:'ti()r.~ witr, rf.:flpect to ·'he pararr.eters, and calculat.es th¢ dC'rivfttiy~s c!' 
tne va~iab~e ~~~ctions with res~ect to the endogeno~z variables. I~cor;crat' 
a ra::1'hc:·ri of !:olving 3y:;tcms of non-lin~ar ~a.\l:.ltions. Uses Ne..,... . on-R'S.?!1scn 
proce~~rc to maxi~ize T.he likelihood of the structural model but a:so 
(:Il'a.':'us.t.e. the likelihvcd of tl:e implicit reduced forA. 
"·'t" .. ';:.":"'r,"':",. 
!:::....:.;.~.:..:.::!:.. 
F0rCCa~'ltine; vr ~iroula.tion J>roe;r:::rn using the general Ilo!·~-lj,ll~t:.r :::lodcl un. 
Tr.:i:-; il'. l'!. non'''J.inC'!nr verdon or pP.!::Drc ",hich may be usce. \lith lllod.els 
efit.5.!t:'l.t~1l by Ar-ilMUL. Fa.cilities similo.r to those of PREDIC arc incorporated. 
vitbin ~he program except that standard errors or forecasts nnd prediction 
ir.t.ervll.1s ore not :round. 
Ot:;crproE:-'T(..1"..s 'l~ich have been d.evelop~d are: 
I:l1ta -proees!:ing pro.:;x-mn "Which rf'-a,ds f':rom ce.:rds. tape or disc &.."ld "'l"ite~ 
to t~p~ OJ disc. Cruph plotting fa~ilities arp. inclu~ed. ~is ~ro~~ 
in:::or}::crs.tes a simple form of compiler -which can read and e*ecute 'Fortran 
tJ1:c n.ritr .. "ll~tic r.tat'C;.'tcut3. The other proo·o.ms listed here incorporat~ 
a ~odified v~rsion of these trcnsformations. 
Ce.lcu)r;.tI::3 lr:~~t sq,uare esti:r.ates Il.J.tC!. usua: statistic:. ~ ss \{ell s.s tr.~ 
: ~ta~i~tic requirtd to test the hypothesis that a subset of coefficients 
8.:ce ze::o. 
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