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ABSTRACT
Additive noise models are commonly used to infer the causal direction for a given set of observed
data. Most causal models assume a single homogeneous population. However, observations may be
collected under different conditions in practice. Such data often require models that can accommodate
possible heterogeneity caused by different conditions under which data have been collected. We
propose a clustering algorithm inspired by the k-means algorithm, but with unknown k. Using the
proposed algorithm, both the labels and the number of components are estimated from the collected
data. The estimated labels are used to adjust the causal direction test statistic. The adjustment
significantly improves the performance of the test statistic in identifying the correct causal direction.
Keywords additive noise model · causal inference · clustering · k-means .
1 Introduction
Causal inference is one of the most fundamental concepts in learning. It is essentially learning how to connect the dots.
To learn the cause-and-effect relationship between two factors using a random sample, we impose certain structures on
the data generating process. One can infer which factor plays the role of cause and which one plays the role of effect.
Univariate variables (factors) are denoted by small letters, e.g. x, vectors by bold small letter, e.g. x, while matrices
by capital bold letter, e.g. X. We borrow the notation style of linear models, and denote random variables and their
realizations both by small letters.
Understanding the data generating mechanism has been the main theme in causal inference. The causal direction
between two random variables x and y is inferred using observed data from the random pair (x, y). The problem of
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causal inference can be written simply as distribution decomposition. Assume (x, y) ∼ p(x, y) follow a complex joint
distribution. Causal inference looks for evidence in the observed data to prefer a certain conditional decomposition,
either p(x, y) = p(y | x)p(x) or p(x, y) = p(x | y)p(y). In the former decomposition x causes y or x → y and in
the latter decomposition y causes x or y → x. In theory, both decomposition are valid and therefore causal inference
without further assumptions is ill-defined and unidentifiable. Under more structural assumption such as the Additive
Noise Model (ANM) the decomposition direction becomes identifiable, and observed data can be used to judge about
the cause-and-effect relationship.
The additive noise model [4] represents the effect as a function of the cause with an additive independent noise
y = f(x) + ε, in which f(·) is a nonlinear deterministic smooth function that does not depend on x, and ε ∼ p(ε) is an
independent noise. There is no model of the form x = g(y) + ε that admits an ANM in the anti-causal direction [4]
(unless g(·) depend on ε, y, or both), i.e. the causal direction is identifiable from the anti-causal direction under ANM
assumptions.
Most causal inference approaches assume a single causal model for the observed data, for instance [11], [13], and [6].
Due to the unknown data generation process and variability in data source, sampling scheme, sampling conditions, etc
there is no single model guarantee in practice. Thus, focusing on a single causal model needs justifiable evidence, or at
least requires a second thought. When observations are generated from a non-homogeneous population that is comprised
of several homogeneous sub-populations, the number of homogeneous sub-populations affects the causal direction test
statistic performance to a great extent. This calls for adjustment of the current causal inference methodology for many
practical applications. Figure 1 provides a visual intuition, where the identified number of sub-populations heavily
depends on the range within which x is observed. If x is observed about 0.7, a single component emerges. However,
observing x about 0.5 or 1.0 changes the number of observed components to 2 or 3 respectively.
In many applications, data are combined from several different sources. Common causal models are more suitable for
data of homogeneous nature. Naive use of the existing clustering algorithms can lead to misleading results as far as
establishing causation is concerned. The existing clustering methods focus on observed data rather than the inherent
functional process, so requires a proper adaptation for causal models.
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Figure 1: Illustration of from three clusters, y = x3 + ε
(blue), y = 0.5x+ ε (orange), y = 0.8− x3 + ε (red). The
causal model imposes a different number of observed com-
ponents depending on observed x, calling for a clustering
with flexible component size.
Recently, [8] and [5] proposed inferring the causal di-
rection on ANMs for discrete and continuous variables
respectively. Here we focus on continuous variables. [5]
proposed k-means on causal parameters and used a pre-
determined number of sub-populations to overcome data
heterogeneity. They have not, however, used this infor-
mation to correct the causal direction test statistic. It is
evident that the clustering phase is unjustifiable if it does
not help inferring the causal direction. Our work extends
[5] on two directions: i) provide a clustering method with
imprecise number of cluster components. ii) uses the
clustering information to adjust the test statistic and re-
examine the causal direction using clustering labels. Our
codes are available at http://github.com/gituser/
We use a model in which the causal direction of the mix-
ture of ANMs is identifiable, and we adopt Partially Ob-
servable Gaussian Process Model for model estimation
[7].
2 Cluster additive noise model
Cluster additive noise model (CAN) is performed by fit-
ting several models of the same causal direction [5]. We
begin with model and estimation preliminaries.
For a given cluster the associated additive model is es-
timated, but in practice cluster labels are missing. Labels needs to be estimated either mutually or after parameter
estimation. Following [5] we propose the latter approach which is computationally less demanding.
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Definition 1 A cluster additive noise model is a set of causal models of the same causal direction between two
continuous random variables x and y
y = f(x; θc) + ε, (1)
where x denotes the cause, y denotes the effect, f is a smooth function parametrized by nonlinearity parameters θc, and
ε ⊥⊥ x is the statistical noise.
θc
x
p(x)
p(θ)
ε
p(ε)
f(x; θc) y
Figure 2: The generative process of a cluster additive noise
model.
The difference between traditional causal models and
cluster causal model is the way that causal parameters
θ are treated. The nonlinearity parameter θc is drawn
randomly from a probabilistic model independently. In
other words, a set of independent generating mechanisms
is assumed for each sub-population through θc. Our ap-
proach formulation is slightly different from that of [5],
and assumes the causal parameters θc are not drawn from
a fixed set, but generated from an independent Gaussian
distribution. Although this modification seems minor, it
plays a major role in attaching the causal model to the
clustering algorithm and allows to aggregate the causal
test statistic through the cluster independence assumption.
The model is also inspired by commonly encountered situ-
ations where the data generating process may be different,
due to the influence of uncontrollable factors, from one
independent trial to another. The data generating mech-
anism is depicted in Figure 2.
We assume if x → y, the distribution of x and the function f mapping x to y are independent [6]. In a CAN, we
interpret the independence between the cause and mechanism only through θc that captures all properties of the mapping
f , while θc is independent of the cause x. We assume the model is identifiable, i.e. if x → y, there is no backward
additive noise model x = g(y; νc) + ε that satisfies y ⊥⊥ νc, see [5, Theorem 1]. In other words, if x is independent of
θc in the causal direction, it is likely that y and νc are dependent in the anti-causal direction.
First we estimate the model parameters for each subject θi, i = 1, . . . , n, and second we cluster θi while the number of
clusters k is imprecise. This maps θi to θc, c = 1, . . . , k while k varies K −∆ ≤ k ≤ K + ∆ for a given ∆.
We start the estimation process by projecting a set of centred n dimensional data x = [x1, . . . , xn]> as the observed
cause, and y = [y1, . . . , yn]>, as the observed effect onto d hidden dimensions. The projection problem is formalized
as the maximization of a Gaussian log-likelihood
L(K) = −dn
2
log(2pi)− d
2
log |K| − 1
2
tr
(
K−1yy>
)
,
where K is the covariance matrix K = φφ> + β−1I, β is a positive scale, I is the identity matrix. The canonical
nonlinear feature map φ = [φ(x1), . . . , φ(xn)]> is computed using the kernel trick.
The latent variable θi is brought in the additive noise model through a concatenated latent predictor x˜>i = [xi, θi] and
the Hilbert space is re-defined based on the new vector x˜i. Therefore, the latent parameters are estimated by maximizing
the Gaussian log-likelihood
L(θ) = − (d+ 1)n
2
log(2pi)− d+ 1
2
log |K˜| − 1
2
tr
(
K˜−1yy>
)
, (2)
where θ is the vector composed of θi’s, K˜ = Φ˜Φ˜>, and Φ˜n×(d+1) = [φ(x˜1), . . . , φ(x˜N )]. The parameter vector θ
appears in K˜ through x˜. In our developments we focus on univariate θi, but the methodology is general and is valid
for multivariate projection as well. This approach re-formalizes the additive model y = f(x, θ) + ε in terms of the
augmented variable y = f(x˜) + ε. However, it is still the log-likelihood of an ill-defined CAN model, because x and θ
should be independent.
Hilbert-Schmidt independence criterion (HSIC) measures the dependence between observations of a pair of random
variables through projecting them onto the reproducing kernel Hilbert space. The empirical HSIC is
HSIC =
1
n2
tr(KHLH), (3)
3
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where K is kernel elements of x, k(xi, xi′), L is the kernel elements of y, l(yi, yi′), H = I− 1n11> and 1 is the unit
vector of size n.
The independence between x and θ is encouraged by adding HSIC as a regularizer to the log-likelihood term through
the regularization constant λ > 0
J (θ) = L(θ)− λ log HSIC(θ). (4)
Causal parameters are estimated by Θˆ = arg maxJ (Θ) using scaled conjugate gradient maximization [5].
3 Clustering Method
We adopt the product partition model [3] for clustering causal observations, i.e.
f(x,y | θ, z) =
k∏
c=1
∏
{i|zi=c}
f(xi, yi | θi) (5)
The clustering mechanism adds an unobserved label zi to each observation, i.e. (xi, yi, zi) or equivalently (θi, zi) in
which zi ∈ {1, 2, . . . , k} is the label and k is the uncertain number of sub-populations. The clustering methods relies on
θi ∈ IR which is the key to distinguish between different generating mechanisms. Note that for an identifiable mapping
fθ, one can directly cluster generating mechanism only through clustering θi’s.
Therefore, θc in (5) is equivalent to the pair (θi, zi = c). A practical causal cluster model should uncover the unknown
sub-populations k as well as the unobserved label zi. Therefore, we focus on devising an algorithm that allows for
clustering θi with a flexible component size k = max(zi) ∈ {K −∆, . . . ,K + ∆}, given positive integers K and ∆.
The algorithm looks like a simple extension of k-means, but the inspiration comes from a probabilistic clustering that
satisfies certain conditions to guarantee convergence. At the end we propose a deterministic variant that resembles
k-means because it is straight-froward to implement and intuitive to understand.
3.1 Probabilistic Clustering
7.5 5.0 2.5 0.0 2.5 5.0 7.5 10.0 12.5
0.00
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Figure 3: Simulated parameter θ, before and after applying
our clustering algorithm. Top panel: initialized labels with
K = 3,∆ = 1, i.e. k = K − ∆ (left), and k = K + ∆
(right). Bottom panel: the algorithm finds the correct cluster
component size, converged labels (left) versus true labels
(right).
We first re-formalize probabilistic clustering model
through Bayesian regression and derive the clustering
algorithm using this model. This viewpoint allows us use
the marginal posterior as an estimation tool for the cluster
component size.
Assume the following Bayesian regression for the latent
parameters
θ | µ ∼ N (Zµ, σ2I)
µ ∼ N (θ¯, κ(τσ)2I), (6)
where σ2 is the common within-cluster variance, τ2 is
the between-cluster to within-cluster variance ratio, and
θ¯ = [θ¯1, . . . , θ¯k] is the vector of the cluster averages.
The over-dispersion parameter κ > 1 controls the prior
information, i.e. a large κ value gives a flat prior with
minimal prior information about the parameters. This
model is a sort of empirical Bayes in which the data
statistic is utilized to parameterize the prior.
The binary design matrix ZN×k and the label vector z
are closely related. For instance in a two-population
problem, the label z = [1, 1, 2, 2, 2], is equivalent to
Z> =
[
1 1 0 0 0
0 0 1 1 1
]
, and µ> = [µ1, µ2]. Defining
labels in terms of the matrix Z reformulates clustering as
the estimation of an optimal binary design matrix Z in
linear regression through maximizing
`(θ | z) = log
∫
· · ·
∫
p(θ | µ,Z)f(µ | Z)dµ., (7)
4
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in which Z is an orthogonal binary matrix.
When σ → 0, the Gaussian distribution converges to a degenerate distribution and our proposed algorithm becomes
essentially the k-means algorithm for a given k. The probabilistic version (7), however, allows us estimate k and hence
handle clustering with flexible components.
3.2 Clustering with Flexible Components
We propose to maximize p(z | θ) ∝ exp{`(z | θ)}p(z) or simply exp{`(θ | z)} for constant prior p(z). Sampling
from p(z | θ) and maximizing `(z | θ) coincide for a small temperature σ → 0.
nc 50 100
K 5 10 15 5 10 15
τ
5 1.5 3.3 4.0 1.6 3.1 4.0
10 0.5 2.8 4.0 0.7 2.8 4.0
50 0.0 1.0 2.6 0.0 1.0 2.6
Table 1: The vector θ simulated from (6) with σ = 1, κ = 1.
Absolute bias |kˆ − K| averaged over 100 simulated data
is reported, the smaller value is the better, and the random
error is ±0.2. The data are clustered with k = K ± 4.
Estimating the normalizing constant of p(z | θ) for an un-
known k is computationally expensive, while for a given
k this normalizing constant is simply the sum over the dis-
crete moves
∑k
c=1 p(zi = c | z−i,θ) in which zi is the
label of subject i, and z−i is all labels except i. This obser-
vation suggests several predetermined number of clusters
within a reasonable range, say k ∈ {K−∆, . . . ,K+∆},
where the normalizing constant can be computed effec-
tively at each sampling iteration. We propose to break
the clustering algorithm into two steps: i) sample from
groupings for a given k, ii) move between different cluster
component size k proportional to the marginal p(z | θ, k).
Conditioning on k in i) fixes the dimension (7) and avoids
trans-dimensional Markov chain sampler implementation.
A block Gibbs sampler of the full posterior (z,µ) ∼ p(z,µ | θ), suggests to sample from p(z | µ,θ) and then
from p(µ | z,θ). Samples from the auxiliary variables µ are ignored and only z is tracked, i.e. z ∼ p(z | θ). Still
jumping between samplers with different number of clusters k requires evaluation of the multivariate integral (7) which
Theorem 1 resolves.
Theorem 1 The log likelihood (7) can be simplified to
`(z | θ, k) = −n
2
log 2piσ2 − 1
2σ2
k∑
c=1
∑
{i|zi=c}
(θi − θ¯c)2 − 1
2
k∑
c=1
log(κτ2nc + 1). (8)
where nc is the size of the cth cluster and n =
∑k
c=1 nc. This simplified log likelihood can be used to jump between
models with a varying component k. Suppose the parameter vector θ is given after maximizing (4). We suggest the
following clustering method
1. Initialization: Set K,∆, κ, initialize z, compute nc, τ2, σ2.
2. Run 2∆ + 1 clustering chains in parallel k ∈ {K −∆, . . . ,K + ∆}
3. For each chain of size k
3.1) centre update: µc = θ¯c
3.2) label update: zi = arg minc |θi − µc|.
4. Within-cluster variance computation:
σ2 =
1
N
k∑
c=1
nc∑
{i|zi=c}
(θi − θ¯c)2.
5. Between-to-within variance ratio computation:
τ2 =
1
kσ2
k∑
c=1
(θ¯c − θ¯)2
6. Component size estimation: kˆ = arg max
k
`(z | θ, k).
5
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We iterate between 3.1 and 3.2 until convergence and ultimately report the labels z with k that maximize `(z | θ, k).
The clustering algorithm resembles the k-means to a great extend and only adds few more steps to estimates the cluster
component size using the marginal log likelihood (7). The computational complexity of the clustering algorithm is
O(∆NK). Figure 3 shows synthetic θ generated from 3 clusters, and the algorithm uncovers the true number of
clusters.
Theorem 2 The proposed probabilistic algorithm for clustering with the following steps converges to p(z | θ) for
given σ2 and τ2
i) cluster centre update: sample from a Gaussian distribution with mean θ¯c(1+ 1ncκτ2 )
−1 and variance σ2(nc+ 1κτ2 )
−1.
ii) cluster label update: sample from Multinomial distribution with probabilities proportional to φ
(
θi−µc
σ
)
in which
φ(·) is a standard Gaussian density.
iii) cluster component update: sample from Multinomial distribution with probabilities proportional to exp{`(z | θ, k)}.
See the Appendix for the proof.
Next, we explore the efficiency of cluster component estimation in a brief simulation study. We simulate 100 random
data, each composed of 5, 10, 15 balanced clusters generated from (6). Table 1 confirms that the estimation improves
as data become more separable, i.e. as τ increases. The estimation quality, however, remains relatively intact as the
number of observations per clusters, nc, c = 1, 2, · · · ,K, increases. The estimation becomes more difficult as K, the
number of components, increases for a fixed separation parameter τ .
4 Test Statistic Adjustment
In causal models HSIC is used to draw conclusions about the causal direction. This test statistic is, however, designed
for a homogeneous single population sample and is highly sensitive to departure from this assumption. Theorem 3
presents the asymptotic distribution of the aggregated empirical HSIC using which inference about the causal direction
in a heterogeneous case can be made.
Theorem 3 Define HSICc = 1n2c tr(KcHcLcHc) to be the cluster-specific empirical HSIC statistic. The aggregated
test statistic t =
∑k
c=1 ncHSICc converges in distribution to
∑∞
l=1 λlz
2
l , where zl, l = 1, 2, · · · are independent
standard Gaussian random variables and λl l = 1, 2, · · · are non-negative constants.
The proof is given in the Appendix.
The result of Theorem 3 is aligned with that of [2] given for the homogeneous case. The aggregated test statistic is used
to judge the causal direction.
The theoretical quantile of the test statistic t can be calculated using the the Gamma basis [12] α = µ
2
σ2 and β =
σ2
µ with
µ =
∑k
c=1 ncµc, σ
2 =
∑k
c=1 n
2
cσ
2
c , in which µc and σ
2
c are the cluster-specific theoretical HSIC mean and variance.
5 Application
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Figure 4: Top panel: the UN life expectancy dataset is
clustered to k = 5 using our clustering algorithm. Bottom
panel: the density plot of the of the causal parameters θi.
Tüebingen cause-effect pairs [9] is a well-known bench-
mark in the context of causal direction detection 1. The
database include 41 data sets arranged in 108 pairs (x, y)
with a known causal direction identified for each pair,
either x→ y or y → x.
First we explore the effect of number of clusters on the
test statistic for the UN life expectancy data by concate-
nating pairs 56–63. Figure 4 (left panel) shows the scatter
plot of UN data x:life expectancy versus y: latitude; note
that the true causal direction is y → x. We compute the
causal parameters by maximizing the log likelihood (4)
with λ = 50 given the true causal direction y → x. The
1https://webdav.tuebingen.mpg.de/cause-effect/
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test statistic without adjustment is 14.90 and its theoret-
ical 5% quantile is 0.60, so it mistakenly rejects the null.
The statistic after adjustment using clustering labels with k = 2, 3, 4 still rejects the true direction but with a larger
p-value.
Unadjusted Adjusted
0.0
0.2
0.4
0.6
0.8
1.0
Figure 5: Boxplot of type I error probability of Tüebingen
cause-effect pairs without and with adjustment.
However with k = 5 gives aggregated test statistic
t = 1.73 with the 5% theoretical quantile 2.21, so in-
fers the causal direction correctly. The correct direction
is inferred also for k ≥ 6. Our clustering algorithm
converges on 7 clusters.
Next we check the performance of our method on all
data pairs as well. Following [5] we exclude pairs 12,17,
47, 52, 53, 54, 55, 70, 71, 101, and 105. Additionally
we excluded pairs 73, 106, and 68 that include outliers.
These outliers yielded singleton clusters and made the
computation of cluster specific test statistic numerically
unstable.
We sample 90 data from each pair and repeat this pro-
cess 50 times independently. Then estimate the causal
parameters by maximizing the log likelihood (4) with
λ = 50 for x → y and y → x directions. We choose
k = K±2 with a visually appealing 2 ≤ K ≤ 6 for each
data set. We used the clustering labels to adjust HSIC
statistic while running our clustering algorithm. Figure 5
shows the boxplot of type I error. Theoretically the type
I error must remain under control about the significance
level. However, the mean of type I error probability for
unadjusted statistic is 0.796 while the adjusted method it is reaches to 0.048. The the total error probability (type I error
+ type II error) remain equal.
6 Conclusion
In this manuscript, we have developed a probabilistic clustering method that allows clustering causal parameters with
flexible number of clusters and derived a deterministic version that resembles k-means. It is well-known that fitting
k-means with model selection methods such as BIC scoring [10] over-estimates the number of components. Our scoring
is developed for the clustering context, in which k-means falls matches the setting of linear regression: labelling update
is equivalent to design matrix estimation, and mean update is equivalent to the coefficient estimation. The marginal
posterior scoring becomes BIC scoring of [10] if κτ = 1 and nc = n. Our experiments show κ = exp{kn/4} works
well in practice.
We use the clustering labels to adjust the test statistic of causal direction for heterogeneous data. It is clear that
ignoring the clustering structure introduces significant bias to the test statistic and yields an uncontrolled type I error
probability. It is evident that the HSIC test statistic used in causal direction identification heavily rely on single
component assumption. It requires proper adjustment using clustering labels in the case of heterogeneous data.
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Broader Impact
Many modern artificial intelligence applications involve automatic decision making using a predictive model trained on
large data sets. Concrete examples are self-driving cars, drones, automatic biomedical image recognition for various
deceases such as cancer, COVID-19, genetic malfunction, etc. Such scenarios all involve heterogeneous data and
require cause-and-effect analysis, specially if the decision system malfunctions. Practitioners must be cautious about
the data heterogeneity. We showed that the inference about the causal direction is highly sensitive to homogeneous data
assumption. We demonstrate how to correct the inference by embedding a clustering method in the test statistic and
improve its performance.
Appendix
Proof of Theorem 1:
The proof is by re-arranging the log likelihood terms. The conditional log likelihood of θ | µ is `(µ) =
− 12 log |2piσ2I| − 12 (Zθ − µ)>(Zθ − µ) which is a quadratic function of µ. We may re-write it using a quadratic
Taylor expansion
`(µ) = `(µˆ) +∇`(µ)|µ=µˆ(µ− µˆ) + 1
2
(µ− µˆ)> {∇2`(µ)}−1 (µ− µˆ)
in which `(µˆ) = −N2 log 2piσ2 − 12σ2
∑k
c=1
∑
{i|zi=c}(θi − θ¯c)2, ∇`(µ) = σ2Z>(θ − Zµ), ∇2`(µ) = −σ2Z>Z
and µˆ = [θ¯1, . . . , θ¯k] is the maximum likelihood estimator with∇`(µ)|µ=µˆ = 0. Therefore
`(µ) = `(µˆ)− 1
2σ2
(µ− µˆ)(Z>Z)−1(µ− µˆ).
Hence
exp{`(z | θ)} = 1√|2piκτ2σ2I|
∫
· · ·
∫
exp
{
`(µ)− 1
2κτ2σ2
(µ− µˆ)>(µ− µˆ)
}
dµ
=
exp{`(µˆ)}
(2piκτ2σ2)
k
2
∫
· · ·
∫
exp
{
−1
2
(µ− µˆ)>
(
1
σ2
Z>Z +
1
κτ2σ2
I
)
(µ− µˆ)
}
dµ
=
exp `(µˆ)
√∣∣∣2piσ2 (Z>Z + 1κτ2 I)−1∣∣∣
(2piκτ2σ2)
k
2
,
but Z>Z is a diagonal matrix with diagonal elements nc, so the latter term simplifies further to
exp{`(µˆ)}√∏k
c=1(ncκτ
2 + 1).
and (8) is derved after putting the pieces together
`(z | θ) = `(µˆ)− 1
2
k∑
c=1
log(κτ2nc + 1).
Proof of Theorem 2: The proof is a multi-stage Gibbs sampler adaptation for the clustering case with varying cluster
components. First we ensure that sampling from the discrete multivariate posterior p(z | µ,θ, k) and continuous
multivariate p(µ | z,θ, k) converges to the joint p(µ, z | θ, k). Note that p(µ | θ, z, k) is multivariate Gaussian and
p(z | θ,µ, k) is discrete with support {1, . . . , k}N . Define the positive Markov transition kernel
k(z | z′) =
∫
· · ·
∫
p(z | µ,θ, k)p(µ | z′,θ, k)dµ.
This transition kernel is equivalent to taking intermediate samples from µt ∼ p(µ | zt−1,θ, k) at iteration t and
drawing zt ∼ p(z | µt,θ, k).
It is easy to check that k(z | z′) is reversible thus is invariant with respect to the marginal p(z | θ, k).
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Now let’s sample from the multivariate p(z | µ,θ, k) using univariate multinomial samplers. Suppose k1(z | z′) is the
transition kernel equivalent to univariate Gibbs sampler of p(z | µ,θ, k) in increasing order z1, . . . , zN , i.e.
k1(z | z′) = p(z′1 | z2, . . . , zN ,µ,θ, k)p(z′2, | z′1, z3, . . . , zN ,µ,θ, k) · · · p(z′N | z′1, . . . , z′N−1,µ,θ, k)∑
z1,...,zn
k1(z | z′)p(z | µ,θ, k)
=
∑
z1,...,zn
p(z′1 | z2, . . . , zN ,µ,θ, k) · · · p(z′N | z′1, . . . , z′N−1,µ,θ, k)
p(z1 | z2, . . . , zN ,µ,θ, k)p(z2, . . . , zN | µ,θ, k)
=
∑
z2,...,zn
p(z′2 | z′1, . . . , zN ,µ,θ, k)p(z′n | z′1, . . . , z′N−1,µ,θ, k)p(z′1, z2, . . . , zN )
in which we integrated over z1 and decomposed
p(z′1, z2, . . . , zN | µ,θ, k) = p(z′1 | z2, . . . , zN ,µ,θ, k)p(z2, . . . , zN | µ,θ).
Continue by decomposing
p(z′1, z2, . . . , zN | µ,θ, k) = p(z2 | z′1, z3, . . . , zN | µ,θ, k)p(z′1, z3, . . . , zN | µ,θ, k)
and summing over z2. Repeating this re-arranging and summing over z3, . . . , zN ends up with p(z′1, . . . , z
′
N | µ,θ, k) =
p(z′ | µ,θ, k).
A similar argument applies to µt ∼ p(µ | z,θ) to replace the intermediate sampler with univariate conditional samplers
and to show
p(µ′ | z,θ) =
∫
· · ·
∫
k2(µ | µ′)p(µ | z,θ)dµ
in which
k2(µ | µ′) = p(µ′1 | µ2, . . . , µc, z,θ)p(µ′2 | µ′1, µ3, . . . , µc, z,θ) · · · p(µ′c | µ′1, . . . , µ′c−1).
Simple posterior calculations show these univariate distributions that construct the kernel k1 are multinomial zi ∼
M(1,pii) with probabilities
pii =
 φ
(
θi−µ1
σ
)
∑k
c=1 φ
(
θi−µc
σ
) , . . . , φ
(
θi−µc
σ
)
∑k
c=1 φ
(
θi−µc
σ
)
 ,
and the intermediate univariate samplers are Gaussian with mean θ¯c(1 + 1Ncκτ2 )
−1 and variance σ2(Nc + 1κτ2 )
−1.
The label update step has k1 and the mean update has k2 transition kernel. Implementing these two steps sequentially
is equivalent to a chain with the composition transition kernel k1 ◦ k2. The last step is to margin over the cluster
components k.
Assume a discrete uniform prior on k ∈ {K − ∆,K + ∆} which allows to define a posterior proportional to the
likelihood. Note that k does not affect the dimension of the marginalized posterior p(z | θ, k), otherwise trans-
dimensional samplers need to be developed. Marginalizing over k adds another step to the algorithm and implies
sampling k ∼M(1,pi) in which
pi =
exp{`(z | θ, k = K −∆)}K+∆∑
k=K−∆
exp{`(z | θ, k)}
, . . . ,
exp{`(z | θ, k = K −∆)}
K+∆∑
k=K−∆
exp{`(z | θ, k)}
 .
Proof of Theorem 3: The product partition model (5) imposes mutually independent random pairs (xi, yi) across
clusters. Therefore, given a certain causal direction their projection θi = g(xi, yi) are independent across clusters too.
A similar argument holds for HSIC as a function of θi. This allows us to use the asymptotic result of the homogeneous
case [1] in each sub-population c and combine them based on product partition independence assumption.
For large nc inside cluster c
ncHSICc ∼
∞∑
l=1
λlz
2
l ≈ Γ(α, β)
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in which λl are constants and zl are independent standard Gaussian random variables with µc = E(HSICc), σ2c =
V(HSICc). Define the aggregated test statistic
t =
k∑
c=1
ncHSICc =
k∑
c=1
∞∑
l=1
λclz
2
cl
which is clearly another countable sum
∞∑
m=1
γmw
2
m after swapping the sum order and re-arranging terms m =
(l − 1)k + c.
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