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Abstract
In this paper we construct the β-fractional α-stable processes and sheets as functionals of α-stable white
noises by using a transformation induced from fractional integral operators. This white noise approach is
shown to be very useful in investigating their distribution and path properties (stationariness of increments,
self-similarity, sample continuity, etc.).
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1. Introduction
The study on fractional processes started from the fractional Brownian motion which was first
introduced by Kolmogorov in 1940 and popularized by Mandelbrot and Van Ness [10] in 1968,
then evoke great interest in the related fields. Much is concerned about the “fractional” character-
istic which exhibits self-similarity and long-range dependence and, suits to model driving noise
in different applications like mathematical finance and network traffic analysis. The term “stable”
was coined by Paul Lévy in 1924, and the classic introduction to stable laws have been for many
years due to Gnedenko and Kolmogorov in 1954 and Feller in 1971. The “stable” characteristic
shows much more variability than a Gaussian one: It is much more likely to take values far away
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Z. Huang, C. Li / J. Math. Anal. Appl. 325 (2007) 624–635 625from the median. The high variability of the stable distributions is one of the reasons they play an
important role in modelling diverse phenomena such as gravitational fields of stars, temperature
distributions in nuclear reactors and stock market prices.
The fractional stable process is of particular interest because it displays both long-range de-
pendence and high variability of stable distribution. It was introduced by Taqqu and Wolpert as
well as Maejima in 1983 as an integral with respect to a Poisson measure or stable measure. We
refer to the excellent books on stable processes by Samorodnitsky and Taqqu [12] and on general
Lévy processes by Bertoin [4] and Sato [13] for detailed discussion.
In a recent paper [7], we showed that it is more natural to look the fractional Brownian motion
as functionals of the Gaussian white noises, and this construction is extremely useful in defining
and investigating the fractional Brownian sheets.
In this paper, we first define the α-stable white noise, then treat the β-fractional α-stable
processes and sheets as functionals of the α-stable white noise by using a transformation in-
duced from fractional integral operator. This white noise approach is shown to be very useful
in investigating the distribution and path properties of fractional stable processes and sheets. It
furnishes some useful views to the forthcoming applications.
2. Construction of α-stable white noise measure
We recall some basic properties of symmetric α-stable distribution. For details we refer
to [12].
Let the index of stability α ∈ (0,2]. A random variable X is said to be symmetric α-stable if
there is a scale parameter σ  0 such that
E
[
eiuX
]= exp{−σα
2
|u|α
}
.
We denote it by X ∼ SαS. A collection of random variables is said to be symmetric α-stable
system (abbr. SαS system) if any finite linear combination of random variables in the system is
SαS. Let Sα be the linear span of a SαS system. If X ∈ Sα with scale parameter σ , we define
|X|α := σ . Then, for α > 1, | · |α is a norm on Sα (for α  1, ρ(x, y) := |x − y|αα defines a metric
on Sα). It is known that, in a SαS system, convergence in | · |α is equivalent to convergence
in probability and convergence in Lp for any p < α (cf. [12, Proposition 2.8.3]). Let Sα be the
Banach space (complete metric space in case of α  1) obtained by completion of Sα with respect
to norm | · |α (metric ρ in case of α  1).
For α > 1, it is more convenient to construct a Banach space of SαS system by the white
noise approach:
Let α ∈ (1,2), X be a random variable with symmetric α-stable distribution:
E
[
eiuX
]= e− 12 |u|α . (1)
Let S(Rd) be the Schwartz space of rapidly decreasing smooth functions on Rd and S ′(Rd) be
the space of tempered distributions. Denote by 〈·,·〉 the dual pairing on S ′(Rd) × S(Rd). Since
the functional ξ → exp{− 12
∫
Rd |ξ(x)|α dx} is positive definite and continuous on S(Rd) (cf.
Gel’fand et al. [6]), it defines a probability measure μα on S ′(Rd), such that for every ξ ∈ S(Rd),∫
′ d
ei〈ω,ξ〉 dμα(ω) = exp
{
−1
2
∫
d
∣∣ξ(x)∣∣α dx}. (2)
S (R ) R
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with independent values, cf. [6]) lifted from the one-dimensional α-stable distribution (1). We
call it α-stable white noise.
Denote Xξ(ω) := 〈ω, ξ 〉 for ξ ∈ S(Rd), then Xξ is a SαS random variable on the probability
space (S ′(Rd),μα) with scale parameter
σ = ‖ξ‖α :=
(∫
Rd
∣∣ξ(x)∣∣α dx) 1α .
Although the α-order moment of Xξ does not exist, however, since S(Rd) is dense in Lα(Rd),
by completion with respect to the covariation norm |Xξ |α := ‖ξ‖α , we obtain a Banach space
Sα := {Xf | f ∈ Lα(Rd)} which is isometrically isomorphic to Lα(Rd). Moreover, it is easy to
see that
(1) fg = 0 a.e. ⇔ Xf and Xg are independent;
(2) ‖fn − f ‖α → 0 ⇔ ∀p < α, Xfn → Xf in Lp(μα).
Especially, for t = (t1, . . . , td) ∈ Rd+, letting f = 1[0,t], the indicator of set [0, t] := [0, t1] ×
· · · × [0, td ], we obtain the α-stable random field (or α-stable sheet){〈ω,1[0,t]〉, t ∈ Rd+}
on the α-stable white noise space (S ′(Rd),μα). In one-dimensional case, it is an α-stable Lévy
process.
3. β-Fractional α-stable processes as functionals of white noise
For ξ ∈ S(R) and β ∈ (0, 12 ), we define the fractional integral operators:
I
β
+ξ(x) :=
1
(β)
x∫
−∞
(x − y)β−1ξ(y) dy, x ∈ R, (3)
I
β
−ξ(x) :=
1
(β)
∞∫
x
(y − x)β−1ξ(y) dy, x ∈ R, (4)
where (·) is the Gamma function. Therefore, one may write (3) and (4) as convolutions:
I
β
±ξ = Kβ± ∗ ξ, (5)
where Kβ±(x) := 1(β)xβ−1± , x+ = x ∨ 0, x− = −(x ∧ 0). We need some results related to the
operators Iβ± (cf. Samko et al. [11, pp. 96, 103]).
Lemma 3.1. The operators Iβ± satisfy the following fractional integration by parts formula:
∞∫
−∞
ξ(x)
(
I
β
+η
)
(x) dx =
∞∫
−∞
η(x)
(
I
β
−ξ
)
(x) dx, ξ, η ∈ S(R). (6)
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q = p1−βp .
Using these facts now we construct the β-fractional α-stable measure on S ′(Rd) for 1 < α < 2
and 0 < β < 12 .
Proposition 3.1. For any α ∈ (1,2) and β ∈ (0,1− 1
α
), there exists a unique probability measure
μ
β
α on S ′(R) such that
∫
S ′(R)
ei〈ω,ξ〉 dμβα(ω) = exp
{
−1
2
∞∫
−∞
∣∣(Iβ−ξ)(x)∣∣α dx
}
, ∀ξ ∈ S(R). (7)
Proof. By Lemma 3.2, we take q = α ∈ ( 11−β ,2), then p = α1+αβ ∈ (1,2). Since S(R) is con-
tinuously and densely embedded into Lp(R) for p  1, it follows that Iβ± are continuous maps
from S(R) to Lα(R).
Hence, the functional ξ → exp{− 12
∫∞
−∞ |(Iβ−ξ)(x)|α dx} is a continuous, positive definite
functional of ξ on S(R). Since S(R) is a nuclear space, the proof is completed by Bochner–
Minlos theorem. 
Note that the operators Iβ± are not continuous from S(R) to S(R) (even not a proper operator
in S(R)). So we could not obtain a dual map from S ′(R) to S ′(R) by duality. To overcome this
difficulty, we shall use the following Itô’s regularization theorem:
Lemma 3.3. (Itô [8]) Let Y be a continuous linear random functional on S(R), that is, for any
ξ ∈ S(R), Yξ is a random variable on some probability space (Ω,F ,P ) such that:
(1) for any a, b ∈ R and any ξ, η ∈ S(R),
Yaξ+bη = aYξ + bYη a.s.;
(2) ξn → ξ in S(R) implies that Yξn → Yξ in law.
Then, there exists a regular version of Y , denoted by Yˆ , such that
(1) Yˆ is an S ′(R)-valued random variable;
(2) for any ξ ∈ S(R), Yˆξ = Yξ a.s.
Let μα be the α-stable white noise measure on S ′(R), such that for every ξ ∈ S(R),
∫
S ′(R)
ei〈ω,ξ〉 dμα = exp
{
−1
2
∞∫
−∞
∣∣ξ(x)∣∣α dx
}
.
Then, by the isometry ξ → 〈·, ξ 〉 from Lα(R) onto the Banach space Sα of SαS random variable
obtained by completion with respect to the covariation norm | · |α , the bilinear form 〈ω, ξ 〉 could
extend to ξ ∈ Lα(R). (However, it is only defined for a.a. ω in S ′(R).) In view of Proposition 3.1,
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continuous in Lp for every 1 < p < α which is stronger than continuous in law) with respect to
the Schwartz topology of S(R). By Itô’s regularization theorem, there exists a unique S ′(R)-
valued random variable Tβ :S ′(R) → S ′(R), such that
〈Tβω, ξ 〉 =
〈
ω, I
β
−ξ
〉 ∀ξ ∈ S(R), μα-a.a. ω ∈ S ′(R), (8)
which extends the map Iβ+ in view of Eq. (6).
By comparing Eqs. (2) and (7), we have∫
S ′(R)
ei〈ω,ξ〉 dμβα(ω) =
∫
S ′(R)
ei〈ω,I
β
−ξ〉 dμα(ω) =
∫
S ′(R)
ei〈Tβω,ξ〉 dμα(ω), ∀ξ ∈ S(R). (9)
Hence, we have proved the following key result:
Proposition 3.2. The measure μβα = μα ◦ T −1β is just the image measure of μα induced by the
map Tβ . And, for any ξ ∈ S(R), the distribution of 〈·, ξ 〉 under μβα is the same as 〈·, Iβ−ξ 〉 un-
der μα .
Suppose that ξn ∈ S(R) and ξn → ξ in Lp(R) where p = 11+αβ ∈ (1,2). Then, Iβ−ξn → Iβ−ξ
in Lα(R), it follows from (7) that 〈ω, ξn〉 → 〈ω, ξ 〉 in law.
So we may define:
Definition 3.1. For α ∈ (1,2) and β ∈ (0,1 − 1
α
), the β-fractional α-stable process is defined by
Xβα(t) := 〈ω,1[0,t]〉, t  0, (10)
on the space of (S ′(R),μβα).
However, it is more convenient to consider {Xβα(t), t  0} as a process on (S ′(R),μα) (as
functionals of α-stable white noise):
Xβα(t) :=
〈
ω,K
β
− ∗ 1[0,t]
〉
, t  0. (11)
Remark 3.1. This point of view has been adopted in the construction of relativistic quantum
fields by Albeverio and Wu [2] and by Albeverio, Gottschalk and Wu [1], where they constructed
image measures by convoluting the generalized white noises with kernels associated to some
Euclidean-invariant operators.
Remark 3.2. When α = 2, the β-fractional α-stable process is a fractional Brownian motion
with Hurst parameter H = β + 12 ; when β = 0, it reduces to an α-stable process. The possible
range of (α,β) is the area on α − β plane bounded by lines α = 2, β = 0 and the hyperbola
β = 1 − 1
α
.
Remark 3.3. A real-valued stochastic process X(t) is said to be symmetric α-stable (abbr. SαS)
if, any linear combination
∑n
k=1 akX(tk) (ak ∈ R, tk  0, k = 1,2, . . . , n) is SαS. It is known
that (cf. Kasahara et al. [9] and Embrechts et al. [5]) for H > max(1, 1
α
), the H -self-similar, SαS
process with stationary increments does not exist. A necessary and sufficient condition for the
existence of such processes is that 0 < H max(1, 1
α
).
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Though the distribution and sample properties for some specific β-fractional α-stable
processes (such as fractional Brownian motion, linear fractional stable motion, etc.) have been
discussed in [5,12]; the point of view (regarding β-fractional α-stable processes as functionals of
α-stable white noise) is extremely useful in investigating the distribution and sample properties
of the general β-fractional α-stable processes.
4.1. Stationariness of increments
Assume that Xβα = {Xβα(t), t  0} is a β-fractional α-stable process, then for any 0  s < t ,
we define the increment as:
(s,t]Xβα := Xβα(t) − Xβα(s).
Proposition 4.1. The increments of Xβα(t,ω) are stationary, that is, for any h  0, the law of
(s+h,t+h]Xβα does not depend on h.
Proof. For h  0, define τhξ(x) := ξ(x − h) be the translation operator which is convolution
by δh, therefore it commutes with convolutions:
K
β
− ∗ (τhξ) = τh
(
K
β
− ∗ ξ
)
.
The invariance of Lebesgue measure by translation implies that∥∥τh(Kβ− ∗ ξ)∥∥α = ∥∥Kβ− ∗ ξ∥∥α,
where the norm is in Lα(R).
Hence,
∫
S ′(R)
ei〈ω,K
β
−∗(τhξ)〉 dμα(ω) = exp
{
−1
2
∞∫
−∞
∣∣(Iβ−ξ)(x)∣∣α dx
}
=
∫
S ′(R)
ei〈ω,K
β
−∗ξ〉 dμα(ω),
∀ξ ∈ S(R),
it follows that 〈·, Iβ−τhξ 〉 has the same law as 〈·, Iβ−ξ 〉. Especially, taking ξ = 1[s,t] yields the
stationariness of increments. 
4.2. Self-similarity
A process X = {X(t), t  0} is said to be self-similar with Hurst parameter H > 0 if, for any
a > 0, {X(at)} has the same law of {aHX(t)}. The importance of self-similarity in applications
lies in the invariance in distribution under suitable scaling of time and space.
Proposition 4.2. The β-fractional α-stable process is self-similarity with Hurst parameter
H = β + 1
α
.
Proof. Since Kβ− = 1(β)xβ−1− , for β ∈ (0, 12 ), defines a homogeneous distribution of degree
β − 1 in R, by the homogeneity of Kβ−, for λ > 0, t  0, we have
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e
i〈ω,Kβ−∗λβ+
1
α 1[0, t
λ
]〉 dμα(ω)
= exp
{
−1
2
∞∫
−∞
∣∣Kβ− ∗ λβ+ 1α 1[0, t
λ
](x)
∣∣α dx
}
= exp
{
−1
2
λαβ+1
∞∫
−∞
∣∣Kβ− ∗ 1[0, t
λ
](x)
∣∣α dx
}
= exp
{
−1
2
λαβ+1
∞∫
−∞
∣∣∣∣∣ 1(β)
∞∫
x
(y − x)β−11[0, t
λ
](y) dy
∣∣∣∣∣
α
dx
}
.
Letting y′ = λy, x′ = λx, we have
= exp
{
−1
2
λαβ
∞∫
−∞
∣∣∣∣∣ λ
−β
(β)
∞∫
x′
(y′ − x′)β−11[0,t](y′) dy′
∣∣∣∣∣
α
dx′
}
= exp
{
−1
2
∞∫
−∞
∣∣Kβ− ∗ 1[0,t](x′)∣∣α dx′
}
=
∫
S ′(R)
ei
〈
ω,K
β
−∗1[0,t]
〉
dμα(ω)
which implies that {λβ+ 1α Xβα ( tλ )} has the same law of {Xβα }. 
4.3. Sample continuity
Unlike the α-stable processes, Xβα(t) has a modification of continuous paths if β > 0. Indeed,
we have:
Proposition 4.3. The trajectories of β-fractional α-stable processes have γ -Hölder continuous
versions for any γ < β .
Proof. By the stationariness of increments, (s,t]Xβα and (0,t−s]Xβα have identical distribu-
tions. Furthermore, due to the self-similarity, for β > 0, ε > 0, we have
E
[∣∣(0,t]Xβα ∣∣α−ε]= t (α−ε)(β+ 1α )E[∣∣Xβα(1)∣∣α−ε]. (12)
Note that by Lemma 3.2 Iβ−1[0,t] ∈ Lα , so Xβα(1) ∼ SαS and its moment of order α − ε is
finite.
Taking ε < βα
β+ 1
α
, by Kolmogorov criterion, we see that there is a version of Xβα(t) which are
Hölder continuous of order β − ε . α(α−ε)
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[5, Figs. 7.5.1, 7.5.2]. Essentially, owing to these properties, Xβα may serve as a good model of
fluctuations with infinite variance and long-range dependence.
5. Integral representation of β-fractional α-stable processes
For stochastic analysis, the following integral representation of fractional Brownian motion
BH(t) with Hurst constant H is very important.
BH(t) = cH
t∫
−∞
[
(t − u)H− 12 − uH−
1
2−
]
dWu,
where cH is a certain constant, Wt(ω) ≡ 〈ω,1[0,t]〉 is the standard Brownian motion. Due to the
construction of the β-fractional α-stable processes, we could obtain the following similar result:
Proposition 5.1. The β-fractional α-stable process {Xβα(t)} can be expressed as integral with
respect to α-stable process {Xα(t)},
Xβα =
1
β(β)
t∫
−∞
[
(t − u)β − uβ−
]
dXα(u). (13)
Proof. Since
I
β
−1[0,t](u) =
1
(β)
∞∫
u
(s − u)β−11[0,t](s) ds
= 1
(β)
t∧u+∫
u+
(s − u)β−1 ds
= 1
β(β)
[
(t − u)β+ − uβ−
]
,
it follows that
Xβα(t) =
〈
ω, I
β
−1[0,t]
〉= 1
β(β)
t∫
−∞
[
(t − u)β − uβ−
]
dXα(u),
which completes the proof. 
Remark 5.1. The general constructive definition of stable integrals with respect to an α-stable
random measure was investigated in [12]. Moreover, in [12], some useful properties of the stable
integrals and several examples related to integral representations was presented. For an inter-
esting example, Eq. (13) coincides with that of “linear fractional stable motion” H,α(a,0; t),
when H = β + 1
α
(cf. Embrechts [5]).
Remark 5.2. Let {Ft , t ∈ R+}, {Fβt , t ∈ R+} be the filtrations generated by {Xα(t)} and {Xβα(t)},
respectively. Then, in view of Eq. (13), we have:
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(2) μβα = μα ◦ T −1β ;
(3) for any f ∈ L∞(μβα), ∀t ∈ R+,
Eμα
[
T
β∗ f |Ft
]= T β∗ Eμβα [f |Fβt ] a.s. [μα],
where (T β∗ f )(ω) := f (Tβω). That is, the filtrated probability space (S ′(R),μα,Ft ) is an ex-
tension of (S ′(R),μβα,Fβt ). So a process Mt is an (Fβt ,μβα)-martingale if and only if T β∗ Mt is
an (Ft ,μα)-martingale. Thus the stochastic analysis for μβα martingales could be reduced to the
α-stable white noise framework naturally. Therefore, it is convenient to choose the α-stable white
noise measure μα as the reference measure rather than μβα , and this treatment is more useful and
more convenient for applications.
6. Fractional stable sheets
In this section, we show that the white noise approach is extremely useful in defining fractional
stable sheets (or fractional stable random fields), and similar to what we have discussed above,
is very convenient for investigating their distribution and sample properties.
Let α ∈ (1,2), β = (β1, . . . , βd), 0 < βk < 1− 1α (k = 1, . . . , d), and μα be the α-stable white
noise measure on S ′(Rd) defined by∫
S ′(Rd )
ei〈ω,ξ〉 dμα(ω) = exp
{
−1
2
∫
Rd
∣∣ξ(x)∣∣α dx}, ξ ∈ S(Rd). (14)
Let Iβ be the Riesz poly-potential operator (cf. [11]):
Iβξ(x) := 1
γd(β)
∫
Rd
ξ(y) dy
|x − y|1−β , (15)
where γd(β) := 2d ∏dk=1 (βk) cos(βk π2 ), |x − y|1−β :=∏dk=1 |xk − yk|1−βk .
As in one-dimensional case, one may write Iβξ as convolution Kβ ∗ ξ where Kβ(x) :=
1
γd (β)
|x|β−1.
For p¯ = (p1, . . . , pd) 1, any measurable function f (x) on Rd , let
‖f ‖p¯ :=
{∫
R
{
· · ·
{∫
R
[∫
R
∣∣f (x1, . . . , xd)∣∣p1 dx1
] p2
p1
dx2
} p3
p2 · · ·
} pd
pd−1
dxd
} 1
pd
.
Then, Lp¯(Rd) = {f : ‖f ‖p¯ < ∞} is a Banach space. Especially, when p1 = · · · = pd = α, it
reduces to Lα(Rd).
Similarly, we use the following key proposition to construct β-fractional α-stable sheets.
Proposition 6.1. For α ∈ (1,2), β = (β1, . . . , βd), 0 < βk < 1 − 1α (k = 1, . . . , d), the linear
operator Iβ :S(Rd) → Lα(Rd) is continuous.
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Lq¯(Rd) if and only if
1 < pk <
1
βk
, qk = pk1 − βkpk , k = 1, . . . , d. (16)
When q1 = · · · = qd = α, we have pk = (βk + 12 )−1 ∈ (1,2) for k = 1, . . . , d . Since S(Rd) is
continuously embedded in Lp¯(Rd), it follows that Iβ is a continuous linear map from S(Rd)
into Lα(Rd). 
Let μα be the α-stable white noise measure on S ′(Rd), that is,∫
S ′(Rd )
exp
{
i〈ω, ξ 〉}dμα(ω) = exp
{
−1
2
∫
Rd
∣∣ξ(x)∣∣α dx}, ξ ∈ S(Rd).
Then, by the isometry ξ → 〈·, ξ 〉 from Lα(Rd) onto the Banach space Sα with covariation norm
|〈·, ξ 〉|α := ‖ξ‖α , the bilinear form 〈ω, ξ 〉 extends to ξ ∈ Lα(Rd). Hence, the map ξ → 〈ω, Iβξ 〉
is a linear random functional on S(Rd) which is continuous in law with respect to the Schwartz
topology of S(Rd). By Itô’s regularization theorem, there exists a unique (within equivalent
classes) S ′(Rd)-valued random variable (so-called “τ -regular version”) T β :S ′(Rd) → S ′(Rd),
such that〈
T βω, ξ
〉= 〈ω, Iβξ 〉, (17)
for any ξ ∈ S(Rd) and μα-a.a. ω ∈ S ′(Rd).
Let μβα := μα ◦T −1β be the image measure of μα induced by the map Tβ . Then, under μβα , the
random field:
Xβα(t1, . . . , td ) := 〈ω,1[0,t]〉 (18)
is our β-fractional α-stable sheet, where [0, t] := ∏dk=1[0, tk]. Or equivalently, under μα , as
white noise functional
Xβα(t1, . . . , td ) :=
〈
ω, Iβ1[0,t]
〉
. (19)
Indeed, for ξ ∈ S(Rd), we have∫
S ′(Rd )
ei〈ω,ξ〉 dμβα(ω) =
∫
S ′(Rd )
ei〈ω,Iβξ〉 dμα(ω)
=
∫
S ′(Rd )
ei〈Tβω,ξ〉 dμα(ω). (20)
So the law of random variable 〈·, ξ 〉 under μβα coincides with that of random variable 〈·, Iβξ 〉
under μα. With ξ = 1[0,t], this gives us the conclusion.
Hence, Xβα is an anisotropic fractional stable sheet, since it has different Hurst parameters
along different directions:
H = (H1, . . . ,Hd) =
(
β1 + 1 , . . . , βd + 1
)
.α α
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dimensional case.
Let X = {X(t), t = (t1, . . . , td) ∈ Rd+} be a random field. For any s = (s1, . . . , sd) < t =
(t1, . . . , td), the increment of X over (s, t] is defined as:
(s,t]X := X(t1, . . . , td) −
∑
i
X(t1, . . . , si , . . . , td)
+
∑
i<j
X(t1, . . . , si , . . . , sj , . . . , td ) − · · · + (−1)dX(s1, . . . , sd).
If, for any l ∈ N, h = (h1, . . . , hd) and any intervals (s1, t1], (s2, t2], . . . , (sl, t l] in Rd , the law of
{(sj+h,tj+h]X;1 j  l} does not depend on h, then X is said to have stationary increments.
Let H = (H1, . . . ,Hd) > 0. If, for any a = (a1, . . . , ad) > 0, {X(a ◦ t)} has the same law as
{aHX(t)}, where a ◦ t := (a1t1, . . . , ad td) and aH :=∏dk=1 aHkk , then X is said to be self-similar
with Hurst parameter H .
By a similar discussion, using the homogeneity of the kernel Kβ , the commutativity of con-
volution with translation and the invariance of Lebesgue measure by translations, it is easy to
prove the following:
Proposition 6.2. For α ∈ (1,2), β = (β1, . . . , βd), 0 < βk < 1− 1α (k = 1, . . . , d), the anisotropic
β-fractional α-stable sheet {Xβα(t), t ∈ Rd+} has stationary increments. Moreover, it is self-
similar with Hurst parameter H = (β1 + 1α , . . . , βd + 1α ).
As for the sample continuity, we need a kind of Kolmogorov’s criterion on sample continuity
of random fields which is a d-dimensional extension of that used in [3,14].
Lemma 6.1. Let X = {Xt, t ∈ Rd+} be a random field. If for any T > 0, there exists p > 1, C > 0,
h = (h1, . . . , hd) > 1p , such that
(
E
[|(s,t]X|p]) 1p  C d∏
k=1
|tk − sk|hk (0 sk < tk  T , k = 1, . . . , d), (21)
then X has a γ = (γ1, . . . , γd)-Hölder continuous version, with 0 γk < hk − 1p , k = 1, . . . , d.
Proof. By the Kolmogorov lemma of Banach space-valued stochastic processes, if
E[‖X(t) − X(s)‖p]  C1|t − s|1+ , then there exists a γ -Hölder continuous version of X(t),
where 0 γ < 
p
. Here, we take the Banach space as the space of Hölder continuous functions
Hγ [0, T ], endowed with the norm
‖f ‖Hγ := sup
0s<tT
‖f (t) − f (s)‖
|t − s|γ ,
where ‖ · ‖ is a norm in another Banach space.
Then, we prove the lemma by induction. For d = 1, it is evidently true. Suppose that it
is true for d − 1. Let s′ = (s1, . . . , sd−1), t ′ = (t1, . . . , td−1), then (s,t]X = (s′,t ′]X(td) −
(s′,t ′]X(sd), therefore we have
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E
[∥∥(s′,t ′]X(td) − (s′,t ′]X(sd)∥∥pHγ ]) 1p =
(
E
[∣∣∣∣ sup
0sd<tdT
(s,t]X
|td − sd |hd
∣∣∣∣
p]) 1
p
 C
d−1∏
k=1
|tk − sk|hk , (22)
it follows that the lemma is also true for d , which completes the proof. 
Proposition 6.3. For α ∈ (1,2), β = (β1, . . . , βd), 0 < βk < 1− 1α (k = 1, . . . , d), the anisotropic
β-fractional α-stable sheet {Xβα(t), t ∈ Rd+} has Hölder continuous version.
Proof. By the stationariness of increments, (s,t]Xβα and (0,t−s]Xβα have same distribution.
Furthermore, due to the self-similarity, we have for p > 0
E
[∣∣(0,t]Xβα ∣∣p]= tpH E[∣∣(0,1]Xβα ∣∣p],
where H = (β1 + 1α , . . . , βd + 1α ) and tpH :=
∏d
k=1 t
p(βk+ 1α )
k .
Denote cp = ‖(0,1]Xβα‖p = (E[|(0,1]Xβα |p])
1
p , then∥∥(0,t]Xβα∥∥p  cptH .
Taking p = α − ε, for ε > 0 sufficiently small, such that p mink Hk > 1, by Lemma 6.1, for
γ = (γ1, . . . , γd) with 0 < γk < Hk − 1p (k = 1, . . . , d), we conclude that Xβα has a γ -Hölder
continuous version. 
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