Energy estimates show that linearized thermo-elasticity de nes a contraction semi-group on a Hilbert space. We show that under a geometric condition this contraction is not strict, or, more precisely, the norm of the semi group is 1 for all t 0. Convex domains always satisfy the geometric condition. 
Summary
Energy estimates show that linearized thermo-elasticity de nes a contraction semi-group on a Hilbert space. We show that under a geometric condition this contraction is not strict, or, more precisely, the norm of the semi group is 1 for all t 0. Convex domains always satisfy the geometric condition. February 10, 1998. 1 Dafermos 2] showed that (2.1)-(2.2) de nes a contraction semi-group There are in nitely many linearly independent solutions in balls, see 2]. This is an over-determined system which for generic domains admits only trivial solutions and hence it is natural to ask whether the decay is uniform, at least for generic domains. This question has been answered a rmatively for the case n = 1 by Henry, Lopes and Perissinitto 1] and Muñoz Rivera 7] . Moreover it has been shown (Jiang, Muñoz Rivera and Racke 6]) that radially symmetric solutions to radially symmetric problems decay uniformly for n 2.
For n 3 and very special domains Henry 3] showed that jS(t)j = 1, i.e.
there is no uniform decay. He conjectures this to be true for arbitrary convex domains. This note con rms his conjecture for n 2.
Assumption (A).
There exists a two-periodic orbit of the billiard in .
We recall that a (regular) orbit of the billiard consists of lines which are re ected transversally at the boundary. A two-periodic orbit consists of a single line which intersects the boundary perpendicularly. Such an orbit clearly exists if the boundary is convex. There is an example of a two dimensional domain without two-periodic orbits, which is due to D. Proof. This is an immediate consequence of Theorem 2.2 and the uniform boundedness principle.
Henry 3] proved Theorem 2.2 in the special case that the two-periodic orbit hits the boundary at at spots and n 3. Minor changes extend his result to n = 2 and the case that the second fundamental form of the boundary is zero where the two-periodic orbit hits the boundary. The general case cannot be settled by this ingenious and simple argument.
Dissipation occurs through the temperature, which is coupled to changes in the density, hence to pressure waves. Shear waves which re ect perpendicularly transfer little energy to pressure waves. Hence they are only weakly damped. Theorem 2.2 is proved by constructing shear waves whose energy is concentrated near the two-periodic orbit of the billiard. This is reduced to a similar problem for the scalar wave equation. The construction requires standard propagation of singularities results for broken bicharacteristics.
It is worth observing that propagation of singularities for systems is not su cient for our purpose. It is very likely that in general singularities in the shear wave lead to singularities in the pressure wave even when the re ection is perpendicular, in contrast to what happens with plane wave solutions. Let us be more precise.
The interesting and beautiful idea of Lopes, Henry and Perissinitto 1] reduces the problem of exponential decay to a hyperbolic system with dissipation for pressure waves. A di erent proof for this can be found in Zuazua 11] ). Let P 2 ?. It follows from Taylor 9] that there is no micro-locally incoming energy singularity if there is no outgoing energy singularity. We refer to 9] for the notation. A stronger statement would imply the desired conclusion:
There is no singularity in the perpendicularly incoming pressure wave if there is no perpendicularly outgoing singularity in the pressure wave. This is presumably false in general, but it is likely to be true for energy singularities, i.e. the incoming pressure singularity is weaker than the outgoing singularity if the re ection is perpendicular and if there is no singularity in the outgoing pressure wave. Theorem 2.2 has been announced independently by Lebeau and Zuazua, 5] . They work directly with the system. In contrast we pursue the simpler approach of Henry, complemented by the basic results about propagation of singularities, i.e. propagation of singularities in the interior and for transversally re ected waves at the boundary for scalar equations..
Our arguments can be modi ed for non-homogeneous material or other boundary conditions. For reasons of simplicity we only consider Dirichlet boundary conditions. r u is the divergence of u. We slightly abuse the notation by understanding by ru and u the component-wise gradient resp. Laplacian. We will suppress arguments when they are clear from the context. For example u(t) is the vector eld x ! u(t; x). Di erentiation with respect to time is sometimes denoted by a dot. The tangential gradient with respect to ? is denoted by r ? and the one with respect to ? R by r ? R .
Generic constants are denoted by c, which may change from line to line. We write c(") for example if we want to stress that it depends on parameters.
We omit the exponent n in the notation of spaces like (H 1 ) n where no confusion should arise. Now suppose that (A) holds. Rotating, translating and scaling our coordinates we may and do assume that there is a vertical two-periodic orbit of the billiard which hits the boundary at P = (0; : : : ; 1) and Q = (0; : : : ; ?1). 
where the second inequality is a consequence of Lemma 3.3. Thus k(u(t); u t (t); (t))k E (1 ? p c"(1 + t))k(u(0); u t (0); (0))k E which completes the proof by choosing " properly. (4.6) provided that k is large and is small. Integration over (0; T) implies Lemma 3.2, up to a justi cation of the t-dependence of the constants. Arguments of this type have been used intensively. They seem to go back to Rellich 8] .
The control of the t-dependence is interesting, but not needed for the other results in this paper. We may assume that t is a positive integer. The estimate of the normal derivative is obtained in exactly the same way.
This gives the desired apriori estimate assuming that u is su ciently regular.
On the other hand it is not di cult to obtain an existence result using the apriori estimates.
Proof of Lemma 3.3. We begin with constructing the main objects. Then the strategy of the proof is explained before we turn to details. We may and do assume for notational simplicity that = 1. It su ces to prove Lemma 3.3 for complex valued functions. Taking real parts in the construction below implies then the result for real valued functions. We recall that the boundary is given as the graph of two functions in a neighborhood of (0; ; 1) resp. (0; ; ?1) and that the gradient of is zero at 0. The proof of Henry 3] could be generalized, with small changes, to the case when the second derivative of vanishes at zero. This assumption could also be avoided by much more work, using the usual asymptotic expansion for high frequency solutions. We choose however a different, less elementary, but, as we hope, more transparent proof. The wave front set of v is a conical set in the cotangent space. We identify a ray in the cotangent space with any of its points. Suppose that we have a solution v with wave front set contained in ((t; 0; ; 0; t); (e 0 ? e n )) for ? < t < where e 0 is the unit cotangent vector pointing into the t direction and e n is the cotangent vector pointing into the x n direction. Then the wave front set of the solution is contained in the broken bicharacteristic starting at ((0; 0); (e 0 ? e n )). The wave front set S of the restriction to the boundary of v is contained in the union of the points The strategy is the following. We construct a closed subspace of H 2 ( T ) of functions satisfying (4.9) with wave front set as described above. We pick any of these solutions. The wave front set of the restriction to the boundary is contained in S. The symbol of the tangential gradient at ? vanishes in the wave front set. This indicates that tangential derivates are small in some sense. Most of the proof is devoted to quantifying this statement, which then gives the desired assertion.
Locally the boundary ? is a graph over R n?1 near (0; : : : ; 1). We parametrize ? in a neighborhood of (0; ; 1) by the inverse of the projection to a neighborhood U of 0 in R n? 1 . In the sequel we use these local coordinates. For a moment we restrict ourselves to the upper part. We de ne the symbol a(t; x; s; y; ; ) := ((s ? t) 2 ) (d 2 ((t; x); Q)) (d 2 (s; y); Q)) j j 2 j j 2 + 2 ? 1 ? (j j 2 + 2 ) where 2 C 1 0 is 1 near zero and 0 for arguments larger than 1, (s) := (s= 2 ), is a small number and d(x; t; Q) is the distance between (x; t) and Q. Here x; y; 2 R n?1 .
For f 2 C 1 (U R) we de ne the operator P using the parametrization of the boundary by P f(x; t) = (2 ) ?n Z (R R n?1 ) 2 a(t; x; s; y; ; )e i((x?y; )+(t?s) ) f(y; s)d d ds dy whose principal symbol is given by a evaluated at x = y and t = s. The relation between a and standard symbols (i.e. those which do not depend on y and s) is described for example in proposition 7.3.1 of Taylor 10] . This is a symmetric pseudo-di erential operator with symbol a supported in a conical -neighborhood of S, up to a smoothing operator. Moreover the symbol is 1 in a conical neighborhood of S intersected with the complement of the ball of radius 1 in the cotangent variables, again modulo smoothing operators.
Let m be a positive integer, J = (1=2; 2m?1=2), K = (0; 2m). We will later construct an in nite dimensional closed subspace V in H 2 ( K ) of solutions to (4.9) whose elements have wave front set in S. Suppose that we have such a subspace V . We may extend every element v to a solution to R. For v 2 V we set u = @ t v or u = @ i v for 1 i n ? 1. is well-de ned because the wave front set is contained in S and a is identically 1 in a neighborhood of S. (4.15) where the rst inequality is an immediate consequence of (4.14) and the second estimate holds because r ? P R is a pseudo-di erential operator of order 1 with symbol bounded by R p j j 2 + j j 2 . This is most easily seen for the gradient in local coordinates, where the principal symbol is a R (t; x; t; x; ; ) (4.16) for j j 2 + 2 1. The principal symbol is supported in j j R This completes the proof, up to a standard veri cation of (4.27), which holds at least if a i = 0 for i N and some large number N.
