Introduction
Longitudinal studies of addictive behaviors typically report substantial dropout and missing data on outcome variables. Tradi-ness may be consistent with MAR if participants in the control group who report continued smoking at previous visits are more likely to skip a later assessment; the participants' treatment allocation and observed smoking status data influence missingness.
If the missing data are not consistent with the MCAR assumption, then use of GEE can yield biased results. In this case, other statistical methods that do not assume MCAR are better suited for the longitudinal data analysis. Some researchers posit that longitudinal studies of addictive behaviors are unlikely to result in missingness that is MCAR (Thygesen, Johansen, Keiding, Giovannucci, & Gronbaek, 2008) . Thus, only using GEE to analyze longitudinal data, without testing whether the MCAR assumption has been met, may produce biased treatment estimates and lead to invalid conclusions.
The primary aim of this article was to demonstrate, using nontechnical language, how ordinary use of GEE, a commonly used statistical technique for analyzing longitudinal substance abuse data, can be problematic if the assumption of MCAR is not met. To do so, we will first analyze the data using GEE. Then, we will test the validity of the MCAR assumption. Finally, we present two approaches for analyzing longitudinal dichotomous outcomes that are generally valid under the less stringent MAR: weighted GEE and mixed-effects logistic regression. Here, we focus on analyzing a dichotomous outcome; for dealing with continuous outcomes, see Yang and Shoptaw (2005) .
Example
This example used data from a randomized controlled trial examining whether varying the timing of a weight management component, in concert with smoking cessation treatment, enhanced cessation for female smokers (Spring et al., 2004) . Participants were randomized to one of three conditions. All received 16 weekly visits of behavioral smoking cessation treatment. The early diet condition received weight management during the first 8 weeks of treatment, and the late diet condition received weight management during the final 8 weeks. Controls received a weight control plan at Week 16. The present analysis used two contrasts (ED, control vs. early diet; and LD, control vs. late diet) to examine whether the effect of condition on cessation differed depending on the analysis conducted. Time (Visits 4-16) was dummy coded to create 12 categorical variables to include in the model. Baseline Hamilton Rating Scale for Depression score was included to control for depression status, since depression impacts attendance and smoking cessation (Patten, Drews, Myers, Martin, & Wolter, 2002) . Participants included in the analysis had at least one report of smoking status during Visits 4-16 and the baseline HRSD score (n = 284). We chose this timeframe because Visit 4 was the week before the quit date and Visit 16 was the final treatment visit. Table 1 contains the smoking and missing data rates across visits and between conditions. Note the considerably lower rates of missing data in the late diet condition compared with the control. This missingness is problematic for GEE only if it is related to the observed outcomes of the subjects in that arm, not the treatment assignment itself.
GEE analysis
Longitudinal analyses were conducted to determine the effect of condition on smoking status during Visits 4 through 16. GEE logistic regression, as implemented in SAS PROC GENMOD and using the exchangeable correlation structure, classified the repeated dichotomous classifications in terms of initial (Visit 4) cessation and time-related changes in cessation. The exchangeable correlation structure was used because it is the most comparable structure (although not identical to) implied by the random intercept model that we used in the NLMIXED procedure. The GEE analysis produced a nonsignificant effect of the ED contrast on smoking status (z = −1.81, p = .07; Table 2 ) and a significant effect of the LD contrast on smoking status (z = −2.01, p = .04; Table 2 ). Results indicate that late diet participants were more likely to be abstinent than control participants.
Testing the MCAR assumption
When data are missing, GEE provides a useful approach compared with analyses that require complete data. However, GEE is not without limitations. GEE does not provide an appropriate test of smoking status when the MCAR assumption is violated. Testing of the MCAR assumption is well described by Diggle, Heagerty, Liang, and Zeger (2002) . We conducted a test of the MCAR assumption by using a GEE model for missingness (yes/no) as the primary outcome variable. This GEE model included the categorical time terms, the condition contrasts, and a variable describing a participant's observed smoking across time. Specifically, a new variable, labeled "psmoke," was created to capture the proportion of observed timepoints (i.e., nonmissing timepoints) each participant was smoking. Note that under MCAR, covariates (e.g., condition or time) can be related to missingness, but observed values of the outcome variable (e.g., psmoke) cannot be related to missingness. Results of this test of MCAR demonstrate that the proportion of observed smoking timepoints is positively associated with missingness (z = 6.12, p < .0001). Individuals who were 
Analyses using techniques that assume MAR
We now present two statistical techniques for analyzing data when the MCAR assumption is violated: weighted GEE analysis (Hogan, Roy, & Korkontzelou, 2004 ) and mixed-effects logistic regression (Hedeker, 2005) . Both of these approaches can be valid under the less restrictive MAR assumption.
Two steps were performed for the weighted GEE analysis. First, a logistic regression analysis was conducted treating missingness as the outcome variable and the study variables (the categorical time terms, HRSD, and condition contrasts) as independent variables. This analysis derived the weights that express the probability that an individual's outcome at a given timepoint is missing. These weights are then used in a (weighted) GEE analysis of the smoking outcome such that each observation was weighted using the inverse probability derived from the logistic regression analysis (Hogan et al., 2004) . As with our original (unweighted) GEE analysis, the weighted GEE specified an exchangeable working correlation structure. Results revealed nonsignificant effects of the ED contrast (z = −1.37, p = .17; Table 2 ) and the LD contrast (z = −1.22, p = .22; Table 2 ) on smoking status. In addition to change in the significance of the LD contrast, the strength of the estimate decreases from the −.63 observed in the GEE analysis to −.46 for the weighted GEE LD contrast.
Another way of analyzing longitudinal data that assumes MAR is a mixed-effects logistic regression model using full maximum likelihood estimation. The SAS procedure NLMIXED can be used to perform this analysis. Similar to the GEE analysis, this model included the categorical time terms, HRSD, and the condition contrasts. When the data were analyzed using the mixedeffects model, there was a nonsignificant ED effect (z = −0.95, p = .34; Table 2 ) and a nonsignificant LD effect (z = −0.88, p = .38; Table 2) on smoking status. As observed with the weighted GEE analysis, the LD contrast is not significant and the estimate decreases to −.22. Note that to be on the same numeric scale as the GEE estimates, the mixed-model results have been "marginalized," that is, the "subject-specific" estimates from the mixed model were averaged across the random effect distribution to yield "population-averaged" estimates, akin to the GEE estimates (see Hu, Goldberg, Hedeker, Flay, & Pentz, 1998) .
Discussion
This article aimed to demonstrate that the use of GEE can be problematic when the MCAR assumption is not met. Using a sample dataset from a smoking cessation trial, we showed (a) how tests of the MCAR assumption demonstrate that it was not valid for this dataset and (b) how the results and estimates differed when the data were analyzed using GEE compared with when the data were analyzed using analyses that are valid for the MAR assumption.
The distribution of missing data between the conditions suggested differences in missing data between the late diet and control. It is not unusual to observe differential rates of missing data between intervention and control conditions, which could positively bias results toward the intervention (to the extent that missingness is related to the observed outcomes). Indeed, simulation studies have shown that ordinary GEE can yield badly biased estimates (e.g., 30%-50% bias) when the missing data are generated under a MAR process (Touloumi, Babiker, Pocock, & Darbyshire, 2001) . Examining missing data patterns and testing assumptions of the missing data mechanisms is vital for the selection of an appropriate analytic technique to address missing data and minimize bias (Houck et al., 2004; Yang & Shoptaw, 2005) .
This article presented two alternative and accessible methods for examining longitudinal dichotomous data under the less stringent MAR assumption. Many missing data experts advocate use of MAR analysis as the default approach, unless there are strong reasons to support the MCAR assumption (e.g., Fitzmaurice, Laird, & Ware, 2004) . In some cases, researchers may suspect that the MAR assumption is not reasonable and may suppose that missingness is related to what they would have observed (had they been able to do so). Such a situation is labeled "missing not at random" (MNAR). It is impossible to distinguish between MAR and MNAR based on the observed data because the distinction involves the missing data. Nonetheless, if MNAR is strongly suspected, one can do a kind of sensitivity analysis using MNAR approaches, such as selection and pattern-mixture models (Little, 1995) . Also, Hedeker, Mermelstein, and Demirtas (2007) describe a MNAR multiple imputation procedure for missing substance abuse data that allows varying degrees of association of missingness and the substance use outcome.
One limitation of the current example is that we did not distinguish between intermittent missing data and missing data resulting from dropout. Yang and Shoptaw (2005) differentiate missing data that are intermittently missing from missing data that are consistently missing due to dropout based on the notion that missing data due to dropout, compared with intermittent missing data, may be more related to study variables. Using this distinction can reduce the possible number of missing data patterns required for multiple imputation analyses via a method they labeled multiple partial imputation (Yang & Shoptaw, 2005) . The present study also did not outline other methods of dealing with missing data, such as sequential imputation (Kong et al., 1994) and Bayesian quantile regression (Yuan & Yin, 2009) , which can address non-ignorable missing data.
Given the ubiquitous nature of missing data in substance abuse trials and the potential bias resulting from mishandling of missing data, care is required when selecting an analytic plan. This example demonstrates the problem of using an analytic technique, in this case GEE, without consideration of missing data patterns, and advocates testing the MCAR assumption. While GEE is an appropriate technique for analyzing data when the MCAR assumption is not violated, weighted GEE or mixed-effects regression is more appropriate when the missing data mechanism is not MCAR. While the use of these techniques may require additional training, the amount of time required is worth the gain in the strength of study findings.
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