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The concept of a state space decomposition is used to define a wide class of 
Lyapunov functions with discontinuous derivatives for stability analysis. This class 
is used to derive a set of sufficient conditions for global asymptotic stability of 
nonlinear control processes. The work has applications. in particular, to the 
stability analysis of control processes governed by discontinuous closed-loop 
control laws (e.g.. bang-bang). 
1. INTRODUCTION 
Consider a control process 
.t = j-(x, u), xEXcE". uERcE". (1) 
where X is the state space and f2 is the control restraint set. Let the terminal 
set 0 be compact and contained in X. Consider a closed-loop control law 
CJ: X+ J2 and a scalar function V: X -+ R which satisfies the conditions 
(a) V(x) = 0, x E 0. 
(b) V(u) > 0. ,Y E X- 0, 
(c) lim,,,_, V(x) = 00, 
(d) grad V(x) . f(~, U(x)) < 0, x E X - 0. 
Such a function V is called a Lyapunov function for the differential system 
i = j-(x, U(x)). (2) 
In the literature. various conditions are placed onf. U and V in establishing 
sufficient conditions for stability. For example, it is shown in Refs [ 1. 2 1 that 
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conditions (a)-(d) are sufficient for global asymptotic stability about the 
origin (i.e., 0 = 0) provided the following two conditions hold: 
(e) f and CJ are continuously differentiable (i.e., of class C’). 
(f) V is of class C’. 
Sufficient conditions have been derived for systems with special structures 
for the case where LJ is discontinuous and piecewise C’, e.g., Refs (3-71. The 
example of a transistorized circuit of Ref. [8] is a case where the “natural” 
Lyapunov function is not C’. That example motivates the development of 
stability theory in which the C’ condition on V is relaxed. The case of V 
being continuous and locally Lipschitzian has been treated. For example. the 
work of Ref. [8] uses the upper right derivative of V to treat that case and 
the Dini derivative is used in Ref. [9]. 
In this paper we address the problem of relaxing the C’ condition on& I’ 
and, in particular, V in the derivation of sufficient conditions for global 
asymptotic stability. The C’ condition of V is relaxed through the use of a 
decomposition of the state space. The definition of a decomposition is given 
in Definition 2.6. It is a denumerable collection of pairwise disjoint subsets 
Xj, j E J. whose union is the state space. Our relaxed condition on V is that 
I’ agrees with some locally Lipschitzian and differentiable function I’, on 
each member Xj, j E J, of the decomposition. The concept of a decom- 
position has been used extensively, e.g., Refs. [ 10-141, in deriving necessary 
or sufficient conditions in differential games and control theory. The decom- 
position of a state space occurs naturally in the derivation and construction 
of an optimal closed-loop control law. This law is usually smooth on each 
member of the decomposition. The optimal value function (i.e., the cost 
function resulting from using an optimal control law) usually possesses 
smooth properties on each member of the decomposition since the control 
law does. We have patterned the properties of the Lyapunov function 
described above after those of the optimal value function. The reason for 
doing this is that both functions satisfy similar partial differential ine- 
qualities. 
The requirements off and CJ are also relaxed. Instead off and I: being C’ 
they are replaced by the requirement that the differential system (2) be 
regular on XU 0. The definition of “regularity” is given in Definition 2.8 
and is based on three conditions. The first. condition (i), is that (2) admits 
local solutions for all initial states. The second, condition (ii), is that 
/f( . . U( .))I be bounded from above on all bounded subsets of the state space 
X. The third, condition (iii). is that the local solutions do not terminate on 
the boundary of the state space without having a continuation in the state 
space. The latter condition is automatically satisfied for the case that X is all 
of E” or X is closed and (i) holds. This condition comes into play when X, 
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for example, is an open half-space as is sometimes the case for optimal 
control problems (e.g., Ref. [ 16, p. 29]--rectilinear motion of a rocket 
operating at constant power). 
The following theorem is the main result of the paper. 
THEOREM 1.1. The dyferential system (2) is globally as.vmptotical!v 
stable $ (1) there exist a continuous function V: X -+ R and a denumerable 
decomposition D = {Xi: j E J} of X such that 
allj 
(a’) V(x) = 0. x E 0, 
(b’) V(x) > 0, x E X - 0, 
(c’) the set U V-‘(c) is bounded for each a E V[X]. 0 < c <a. 
(d’) for each neighborhood S of 0 there exists an F > 0 such that, for 
E J, 
grad Vi(x) . f(x, U(x)) < --E all x E X, - S 
and if (2) 
(e’) f and U are such that (2) is regular on XV 0, 
(f’) V is local[v Lipschitzian and differentiable with respect to the 
decomposition D. 
Condition (d’) states that Tj < 0. j E J, and that the Vis are uniforn& 
bounded away from zero on the complement of any neighborhood of the 
terminal set. 
Remark 1.1. The unprimed conditions (a)-(f) imply the primed 
conditions (a’)-(f’). The advantage of (c’) in comparison with (c) is that it 
handles the case of a bounded V. 
Remark 1.2. For the case of a finite decomposition (i.e., J is a finite 
index set). the following two conditions are equivalent to condition (d’): 
(dy) for each jE J 
grad Vj(X) . f(x, U(X)) < 0 for all x E Xi - 0; 
(d;‘) for each j E J, if there exists a convergent sequence (x,,) 
belonging to Xj - 0 with limit x* such that 
lim grad Vj(x,) . f (x,. U(x,)) = 0, 
n-cc 
then .Y* E 0. 
The definitions are compiled in Section 2. The proof of Theorem 1.1 is 
given in Section 3 and is based on the three lemmas given there. 
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2. SOME DEFINITIONS 
DEFINITION 2.1. The differential system (2) is said to have a focal 
solution for initial state x0 and time I,, if, and only if, there exist an E > O4 
and an absolutely continuous function $: [t,, t, + E] -XV 0 satisfying 
40) = f(Uh UW))) a.e. t (3) 
No) =-x0. (4) 
A solution 4 of (3) is termed a solution in the sense of Caratheodory. 
For the purposes of defining a Filippov condition we consider the Filippov 
set K(f(.u. U(.u))} as given in Ref. [ 16 1: 
Ku-(-~. W))l = n n co(f( +I’. U(y)): y E B(x. 6) - N}, (5) s>o ~(.VlkO 
where co denotes the closed convex hull operation, Bjx, 6) is a closed jz- 
dimensional ball with center .Y and radius 6 > 0 and p is the n-dimensional 
Lebesgue measure. 
DEFINITION 2.2. The differential system (2) is said to satisfy the 
Filippoc condition if, and only if, for each x E X - 0 
f(*L U(x)! E Ku-(-6 W!) I. (6) 
DEFINITION 2.3. An absolutely continuous function 4: [to, I,.] + X is 
called a solution of (2) in the sense of Fillippov if, and only if, 
Tie) E ~v-@W~ ww)))~ a.e. t. (7) 
In this paper we restrict our analysis to differential systems (2) that satisfy 
the Filippov condition (6). Consequently, herein, each Caratheodory solution 
of (2) is also a Filippov solution. The examples presented in Ref. [ 151 
illustrate the necessity of requiring the Filippov condition to hold for the 
differential systems (2). 
DEFINITION 2.4. Let 0 be a compact set and let x E X. The function 
d(x, 0) is defined as the minimum distance between x and 0. That is, 
d(x, 0) = min{ 1 x - .v( : y E 0). 
DEFINITION 2.5. The system (2) is said to be globally asymptotically 
stable about the compact set 0 if, and only if. the following conditions hold: 
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(I) For each x,, E XV 0, every solution $ of (3) and (4) is defined on 
t, < I < co and approaches the terminal set 0 asymptotically in the sense of 
Definition 2.4 as t goes to infinity. 
(II) For each E > 0 there exists 6 > 0 such that each solution @ of (3) 
and (4) with d(@(t,), 0) < 6 satisfies 
limit #(f,) E 0 
n--x 
for each convergent sequence (@(l,,)). (9) 
Definitions 2.6 and 2.7 are taken from Ref. [ 131 and are used in the next 
section. 
DEFINITION 2.6. A denumerable decomposition D of a set XC E” is 
defined to be a denumerable collection of pairwise disjoint subsets whose 
union is X. This is usually written as D = ( Xj: j E J}. where J is a 
denumerable index set of the disjoint subsets. 
Let B be a subset of E”. A mapping F: B + R is said to be locally 
Lipschitzian (and differentiable) if there is an open set W containing B such 
that F may be extended to a function which is locally Lipschitzian (and 
differentiable) on W. 
DEFINITION 2.7. Let X be a subset of E” and D a denumerable decom- 
position of X. A real-valued continuous function V on X is said to be locafll 
Lipschitzian (and differentiable) with respect to D if, for each j E J, 
V] Xi: Xj- R is locally Lipschitzian (and differentiable); that is, there exists 
a collection (( IVi, Vj): j E J) such that Wj is an open set containing Xi. 
Vj: Wj + R is locally Lipschitzian (and differentiable), and Vj(?c) = V(x) for 
.Y E Xj. We say that the collection (( Wj, I’,): j E J} is associated with V and 
D. 
In the next definition %X represents the boundary of X. 
DEFINITION 2.8. The differential system (2) is said to be regular on 
X U 0 if, and only if. 
(i) it has local solutions for all initial states x,, E X U 0. 
(ii) the function 1 f(., U(.))] is bounded on all bounded subsets of X. 
(iii) if a solution of (2) comes arbitrarily close to a point ,Y of 8X - X, 
then x belongs to the terminal set 0. 
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3. SUFFICIENT CONDITIONS FOR GLOBAL ASYMPTOTIC STABILITY 
Lemma 3.1 below is similar to Theorem 3.1 in Ref. [ 131 except for the fact 
that the strict inequality below results in a strictly decreasing function g. 
This result is used in Lemma 3.2 to show that the scalar function V 
decreases in value along the solution of the differential equation which 
satisfies condition (d;). An even stronger result is established in Lemma 3.3: 
that is, the decrease of V along a solution is bounded away from zero 
provided the inequality of condition (d’,‘) is bounded away from zero along 
this same solution. The main result of the paper Theorem 1.1 is then proved. 
In the sections to follow the time function $(e) below will be viewed as the 
solution to (2). 
Remark 3.1. The essence of Lemma 3.1 below is to show that V 0 $ is 
absolutely continuous. This is easily shown for the case that the continuous 
function V is locally Lipschitzian on X. But it is not necessarily true that 
V o $ is absolutely continuous for the case that V is locally Lipschitzian with 
respect to a finite or denumerable decomposition of X. A counterexample is 
given in Ref. [ 171. However, as we show in Lemma 3.1, it is true provided 
that the inequality (10) holds in addition to the requirements on V and 4. 
LEMMA 3.1. Let X be a subset of E” and D = {Xi: j E J} be a 
denumerable decomposition of X. Let 4: [t, , t,] -+ X be absolutely continuous 
and h,: [t,, t, ] -+ R integrable. Let V: X + R be continuous and 1ocallJ 
Lipschitzian with respect to D. Let { ( Wj, Vi): j E J} be a collection which is 
associated wirh V and D. Let Tj= (I E [t,, I,]: 4(t) E Xj} for jfZ J. Suppose 
that, for each j E J, 
a.e. in Tj. (10) 
Then, the function 
g(t) = 1.’ h,(r) dT + (V 0 4)(t) 
- fl 
(11) 
defined for t E [t,, t,] is strictly decreasing. In addition g(s) is continuous, 
mapping null sets into null sets and is, therefore, absolutely continuous. 
Proof Theorem 3.1 of Ref. [ 131 implies that g is monotone nonin- 
creasing. continuous, maps null sets into null sets, and is, therefore, 
absolutely continuous. It suffices, therefore, to show that g is strictly 
decreasing. 
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Suppose it is false that g is strictly decreasing. That is, there exist times to 
and tb with to < t, such that 
g(L) = g(td 
Since g is continuous and nonincreasing, we have that g is a constant 
function over the interval [t,, tb]. Consequently, its derivative is zero over 
[ta, tb]. Taking the derivative of g and setting it equal to zero, we have 
0 = h,(t) + ( 1 f’ (V 0 @)(I) a.e. t E [t,, tb]. (12) 
This follows since g is absolutely continuous and h, is integrable. 
Let j E J be such that the subset Tj f7 [t,, tb] contains a measurable subset 
S of nonzero. The existence of such a j is assured by the fact that 
m([ta~ fbl) = CjeJ m(Tjn [t,, tb]) where m(-) denotes the Lebesgue measure. 
Let A be the following subset of S: 
A = It E S: ($) (Vo 4)(t) exists, ($) (vi 0 @)(t) exists). 
Also, define 
B = (t E A : t is a limit point of A } 
and let 
C= (tEA: t&B}. 
The set C is a null set since the set 
(t E S: t is an isolated point in S 1 
is denumerable. Note that A is the union of B and a null set. The set A has 
the same positive measure as S since the derivatives defining A exist almost 
everywhere on S. 
For t E B there is a sequence (t,) E A such that the sequence (t,) 
converges to t. We note that 
for all t, in the sequence (t,) and that 
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Consequently, since the derivatives are unique on A. we have the result 
(i) Cvo 4)Cf)= (f) (vjo4)(f) 
for all t E B. Substitution into (12) yields 
0 = hOCf) + g Cvj ' $)Cf) 
( 1 
a.e. A. 
Since the difference between A and B is a null set, this contradicts our 
hypothesis that 
a.e. Tj 
and thus the assertion is established. 
LEMMA 3.2. Consider the control process in X 
1 = f(x. u), x E x, u E Q, 
where the control restraint set 0 c E”. Let U: X + 0 be an m-Ljector 
function. Furthermore, let V be a continuous function V: X + R which is 
locally Lipschitzian and differentiable with respect to a denumerable decom- 
position D = {Xi : j E J} of X and which has a collection (( Wj, Vj): j E J} 
associated with V and D such that 
(d’,‘) grad V,(x) . f(x, U(x)) < 0 for all x E Xi - 0, j E J. 
If $ E [to, t,.] -+ X is an absolutely continuous function sati&ing 
d(t) = f(W). %w))) a.e. in [t,,tf] 
such that 4(t) E X - 0 for all t E [t,, tr], then 
W(tz)) < W(fl)) 
for all t,, tz in [to, tr] with t, < t2. 
Proof. Using condition (dy) we obtain for all j E J 
grad f’i(&)) . d(t) < 0 a.e. in Tj, 
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where Tj = {t E [t,, tf]: 4(t) E Xj). Since Vj is locally Lipschitzian on the 
open set Wj containing Xj, the inequality is equivalent to 
a.e. in Tj. 
Taking h,(t) E 0, the hypotheses of Lemma 3.1 are satisfied. Hence, the 
function V o qj is a strictly decreasing function. The assertion is, therefore, 
established. 
LEMMA 3.3. Let 0 be a compact set. Consider the control process in X 
1 = f(x, u), x E x, u E R, 
where the control restraint set R c E”. Assume there exist an m-L’ector 
function CI. X + Q and a continuous function V: X + R which is locally 
Lipschitzian and dtflerentiable with respect to a denumerable decomposition 
D = {Xi : j E J) of X and which has a collection (( Wj, Vi): j E J} associated 
with V and D such that the following hold: 
(d’) For each neighborhood N of 0 there exists an E > 0 such that, for 
all j E J, 
grad Vi(X) * f(x, U(X)) < --E all x E Xi - N. 
Then for each open set S containing 0 there exists an E > 0 having the 
following property: If $; [to, tt] --t X is an absolutely continuous function 
satisfying 
(a) 40) =f(@). W(O)) a-e. t in Lb, tfl. 
(p) g(t) E X - S for all t in [t,, tr], 
then it follows that 
(Y) 4t - 44 + VW)) < VWd)fir all t E (toy ffl. 
Proof. Let S be an open set containing 0. Condition (d’) implies the 
existence of an E > 0 such that for all j E J, 
E + grad Vj($(O) . f(#(O, W(t))) < 0 a.e. Ti. 
where Tj = (t E It,,, tf]: qb(t) E Xi}. This is equivalent to 
a.e. Tj, j E J. 
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Lemma 3.1 implies that the function g(t) = s(t - to) + (V o #)(I) defined 
on t E [&, tr] is strictly decreasing. Consequently, 
&(f - to) + (If o $)(f) < (V o 4Nfo) for all f E (to, ff] 
which establishes our assertion. 
Proof of Theorem 1.1. We need to show that (I) and (II) of 
Definition 2.5 hold. 
Let x,, E X and let @ be some solution satisfying 
d(f) = fM~h W))) a.e. f, 
@(lo) =-x09 
Condition (i) of Definition 2.8 implies the existence of 9 for some interval 
(to. ff) where f/ > to. Let f, be the maximum extension possible of the 
solution 4. We investigate the following four cases: 
(A) x0 E e 
( I) f, is finite, 
(2) fJ is infinite. 
(B) x,EX-8 
(1) f, is finite, 
(2) fr is infinite. 
We claim that the solution 9 cannot leave the terminal set 8. For otherwise, 
there exists an interval (f,, t,] such that #(I,) belongs to 8 and 4(t) belongs to 
X - 8 for all f, < f < f,. 
From condition (a’) we see that V(4(tl)) = 0 and from condition (b’) we 
have V(@(f,)) > 0. The conditions of Lemma 3.2 are satisfied so that 
%w,)) < W(f)) for all f, < f < f, 
which gives a contradiction since V 0 $ is a continuous function. 
For the case that ff is finite the following limit exists: 
l&l $(f, - E). 
This is easily shown by taking two convergent sequences (4(sk)) and @(fk)) 
converging to distinct limits x, and xb, respectively, such that the sequences 
(sJ and (fk) are contained in (to, fr>, converge to f/ and satisfy sk < fk. 
Invoking condition (ii) of Definition 2.8 there is a positive integer M such 
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that If(x, cT(.u))l < M for all x E 0. Consider the two equivalent sums S, and 
sz : 
s,= g (I~(fk)-~(Sk)/+l~(Sk+l)-~(tk)lJ’ 
k=l 
Note that S, is less or equal to M(f,.- to) but that the sum S, grows without 
bound since x, # xb. This contradiction for the case that t, is finite shows 
that @(r,) is well defined. 
Consider case 1 of (A). Since 0 is compact, the solutions cannot leave 0. 
and tJ is finite. the point $(L,.) belongs also to 0. Condition (i) of 
Definition 2.8 implies that the solution can be extended beyond tf. This 
contradiction implies that tf is not finite. Consequently, since a solution 
cannot leave 0, it follows that both (I) and (II) hold for the cases 1 and 2 of 
(A). 
We now consider case 1 of (B). Let c, = V(@(t,)). From Lemma 3.2 we 
have 
W(t)) < I/(W,)) 
for all t > t,. Note that if @ enters the terminal set 0 at some finite time. then 
we have reduced it to the cases already treated, namely. 1 and 2 of (A). So 
we assume here that 4(t) E X - 0 for all t E It,,, tr). We observe that 
condition (c’) implies that the solution $ is contained entirely in a bounded 
set. We have shown above using condition (ii) of Definition 2.8 that qi(tf) is 
well defined whenever tf is finite. Using conditions (i) and (iii) of 
Definition 2.8 we can extend the solution beyond the state -y/- and the time rr. 
This contradiction implies that t, is infinite. Consequently, it remains to 
show that (I) and (II) hold for case 2 of (B). 
Let x0 E X- 0, rf be infinite and d(t) E X - 0 for all t E (to, co). There 
are two possibilities: 
(u) There is an open set S containing 0 such that g(t) E X - S all 
tE It,, a). 
(p) There exists a convergent sequence ($(t,)) whose limit is in 0. 
Let us consider the first possibility (a). Let (t,) be a sequence converging 
to infinity. From Lemma 3.3, we have the existence of E > 0 such that 
4f” - to) + we,)) < Wkl)). 
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Consequently, as I,, grows without bound, we get the contradiction that the 
finite value I’($([,)) is greater than infinity. Therefore since (a) cannot hold. 
it follows that (JI) holds for every sequence (f,) going to infinity and we have 
established (I). 
Let E > 0 be given. Consider the set S defined by (X E X: d(x, 0) < E}. We 
claim there is u > 0 such that 
v-‘([O,ul)cS. 
For otherwise, there exists a sequence (x,) such that 
There exists some convergent subsequence (xk) of the sequence (x,) with 
limit s. If the limit x belongs to S then d(.r, 0) = E, < E. In such a case 
d(~,,. 0) is arbitrarily close to E, for large n which implies that X, E S for 
large n. Therefore, the limit x does not belong to S. Define u, = IQ,). Since 
V(x,) < l/n, we have lim,+, L’, = 0. Since V is continuous, we have 
lim,,_, I+,) = V(x), or, equivalently, V(x) = 0 which implies that x E 0 by 
way of condition (a’). Therefore, x E 0 c S. This contradiction implies the 
existence of (J > 0 as claimed. 
For 6 > 0, define A(6) = (X E X: d(x, 0) < S}. We claim there is a 6 > 0 
such that A(6) c VP’([0, a]). Otherwise, there is a convergent sequence (x,) 
with limit s such that 
d(x,, 0) < l/n, 
x, 65 v-y [O, u],. 
Consequently, .Y belongs to 0 and so V(x) = 0. But note that V&V,,) > u for 
all tz so that in the limit V(X) > u. This contradiction establishes the 
existence of 6 as claimed. This choice of 6 > 0 will be used to satisfy (II) of 
Definition 2.5. Consider x0 E A(6) and let q be a solution starting at 
I = x0. Let t satisfy t, < t < co. From Lemma 3.2 we have 
Since V(xJ < u, it follows that V($(t)) < u so that $(L) belongs to 
V- ‘( [0, 01) which is a subset of S. Therefore, 
This establishes (II) and the theorem. 
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Remark 3.2. Suppose condition (d’) of Theorem 1.1 is replaced by the 
stronger condition 
(a) there exists E > 0 such that for each j E J and for all x E Xj - 0 
grad Vj(x)f(x, U(x)) < --E. 
Then it follows from Lemma 3.3 and Theorem 1.1 that all solutions 4 reach 
the terminal set 0 in finite time. 
4. APPLICATION OF STABILITY THEOREM 1.1 
The theory is illustrated using the standard “double integrator” 
ii.=*, 
i2 = u, 
where u E R = [-1, 11, X= E’ and 0 = {(O, O)}. For the purpose of 
describing a decomposition D of the state space X, let 
X,=((x,,x,)EE2:x,=-~(x,)2,X2>0,X, <O), 
X,={(X,,X~)EE~:~,=~(X~)~,X~<~,X,>~}, 
x3 = ~(O,O)L 
These submanifolds Xi, i = 1, 2, 3, are shown in Fig. 1. The members X4 
and X, of D are defined to be the open 2-dimensional manifolds that are to 
the right and to the left, respectively, of the curve defined by X, U X2 U X, 
as shown in Figure 1. 
In reference to Definition 2.7 we define Vj, j = 1,2,..., 5. as follows: 
V,(x, 3 x2) =x2 (x,, ~2) E E’, 
VAX, 9 -v2) = -x2 (x,, x2) E E2, 
V,(x, 7 x2) = 0 (x,, x2) E E’. 
VJX,. x2) = x2 + &2(x,)? + 4x,) (-u,,xz)EX,. 
V&u,, x2) = -x2 + &2(x2)2 - 4x,) (x,,xz)EX,. 
Note that Wi = E2, i = I, 2,3, and W, =X4 and W, =X5. We define the 
continuous function V: E2 + R as follows: 
V(x) = V,(x), XEXi, i = 1, 2 ,..., 5. 
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FIGURE I 
The function V is an example of a Lyapunov function that is locally 
Lipschitzian and differentiable with respect to D but is not locally 
Lipschitzian and differentiable on E*. Note that V has unbounded derivatives 
on the boundaries X, and X2 of X4 and X5, respectively. 
We define (I: X-+ f2 as follows: 
U(x,,x,)=- I (x,,.q)EX,UX,. 
U(x, 3 x2) = 1 (x,,x,)EX*uX!,, 
qx,. x2) = 0 (x,7 “2)EX3’ 
It is easily shown that conditions (a’) - (f’) of Theorem 1.1 are satisfied. 
5. CONCLUSIONS 
Lyapunov’s second method is used to derive a set of sufficient conditions 
for global asymptotic stability of nonlinear control processes. Continuous 
Lyapunov functions V are defined with respect to a decomposition D of the 
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state space and they are defined to be at least locally Lipschitzian and 
differentiable on each member Xj, k E J, of D. A decomposition permits the 
use of Lyapunov functions that agree with functions possessing “nice” 
properties (e.g., smooth) on the Xi’s but that can have discontinuous or 
unbounded derivatives at the boundaries of the Xj’s. For example, the 
Lyapunov function presented in the previous section is not locally 
Lipschitzian on E' but it is C” on X4 and on X, and it agrees with functions 
that are linear on X,, XI and X,. 
The dynamicsf and the closed-loop control law U are required to satisfy a 
regularity condition which is essentially to ensure the existence of solutions: 
no other conditions such as being smooth are required. A Filippov condition 
as well as the regularity condition is used to handle the problems that arise 
in differential equations with discontinuous right-hand sides. 
The derived sufficiency conditions are similar to the classical stability 
conditions (i.e., for the case that V, f and U are C’). The main difference is 
in the classical condition v < 0. The new condition requires that r<i < 0. 
jE J. and that the pis are uniformly bounded away from zero on the 
complement of any neighborhood of the terminal set. Note that this latter 
requirement is also satisfied by the classical condition since V is C’ for that 
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