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OPERATOR MEANS OF PROBABILITY MEASURES AND
GENERALIZED KARCHER EQUATIONS
MIKLO´S PA´LFIA
Abstract. In this article we consider means of positive bounded lin-
ear operators on a Hilbert space. We present a complete theory that
provides a framework which extends the theory of the Karcher mean,
its approximating matrix power means, and a large part of Kubo-Ando
theory to arbitrary many variables, in fact, to the case of probability
measures with bounded support on the cone of positive definite opera-
tors. This framework characterizes each operator mean extrinsically as
unique solutions of generalized Karcher equations which are obtained
by exchanging the matrix logarithm function in the Karcher equation to
arbitrary operator monotone functions over the positive real half-line. If
the underlying Hilbert space is finite dimensional, then these generalized
Karcher equations are Riemannian gradients of convex combinations of
strictly geodesically convex log-determinant divergence functions, hence
these new means are the global minimizers of them, in analogue to the
case of the Karcher mean as pointed out. Our framework is based on
fundamental contraction results with respect to the Thompson metric,
which provides us nonlinear contraction semigroups in the cone of pos-
itive definite operators that form a decreasing net approximating these
operator means in the strong topology from above.
1. Introduction
Let E be Hilbert space and S(E) denote the Banach space of bounded
linear self-adjoint operators. Let P ⊆ S(E) denote the cone of positive
definite operators on E. In this article we are concerned with means of
members of P that enjoy certain attractive properties that recently became
important from the point of view of averaging in the finite dimensional case,
see for example [4, 15, 18, 5, 6]. Usually the main difficulties here arise
from the required property of operator monotonicity i.e., our means must
be monotone with respect to the positive definite order on P. The 2-variable
theory of such functions is relatively well understood: each such function is
represented by an operator monotone function according to the theory of
Kubo-Ando [20]. However in the several variable case we have no such
characterization of operator monotone functions.
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When E is finite dimensional, then there are additional geometrical struc-
tures on P that are used to define n-variable operator means [3, 11, 26, 29].
In this setting P is just the cone of positive definite n-by-n Hermitian matri-
ces, where n is the dimension of E. It is a smooth manifold as an open subset
of the vector space of n-by-n Hermitian matrices (which is just S(E) in this
case) and has a Riemannian symmetric space structure P ∼= GL(E)/U, where
U is the unitary group and GL(E) is the general linear group over E [9, 10].
This symmetric space is nonpositively curved, hence a unique minimizing
geodesic between any two points exists [10]. The midpoint operation on this
space, which is defined as taking the middle point of the geodesic connecting
two points, is the geometric mean of two positive definite matrices [10]. The
Riemannian distance on the manifold P is of the form
d(A,B) =
√
Tr log2(A−1B).
Then the (weighted) multivariable geometric mean or Karcher mean of the
k-tuple A := (A1, . . . , Ak) ∈ P
k with respect to the positive probability
vector ω := (w1, . . . , wk) is defined as the center of mass
(1) Λ(w1, . . . , wk;A1, . . . , Ak) = argmin
X∈P(n,C)
k∑
i=1
wid
2(X,Ai).
The Karcher mean was first considered in this setting in [29, 11]. The
Karcher mean Λ(ω;A) is also the unique positive definite solution of the
corresponding critical point equation called the Karcher equation
(2)
k∑
i=1
wi log(X
−1Ai) = 0,
where the gradient of the function in the minimization problem (1) is appears
on the left hand side [29]. The (entry-wise) operator monotonicity of this
mean in A with respect to a fixed ω, that is A ≤ B if and only if Ai ≤ Bi
for 1 ≤ i ≤ k implying Λ(ω;A) ≤ Λ(ω;B) in the positive definite order,
was unknown until it has been first proved in [26]. Later in [28] a one
parameter family Ps(ω,A) of operator monotone means, called the matrix
power means, has been constructed as the unique solution of the nonlinear
operator equation
(3) X =
k∑
i=1
wiX#sAi
for fixed s ∈ [−1, 1], wi > 0,
∑k
i=1 wi = 1 and Ai ∈ P, where
A#sB = A
1/2
(
A−1/2BA−1/2
)s
A1/2
is the weighted two-variable geometric mean. Then in [28] it has been es-
tablished that
lim
s→0+
Ps(ω,A) = Λ(ω;A)
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proving once more monotonicity and many other additional properties of
Λ. Later the same approach based on the matrix power means has been
adapted in [24], to extend Λ(ω;A) to the infinite dimensional setting as the
unique solution of (2), even though there exists no Riemannian metric in this
case, hence nor geodesically convex potential functions. These additional
properties make the Karcher mean Λ(ω;A) the geometric mean to choose
among the numerous different geometric means [11, 25]. Form the geometric
and analytic point of view the two characterizations provided by (1) and (2)
may be the most significant.
In this paper we extend the theory of the Karcher mean and the approxi-
mating matrix power means appearing in[24, 25, 28] in three different ways.
Firstly we generalize the setting of (2) by taking any operator monotone
function f : (0,∞) 7→ R instead of just the special one f(x) = log(x). Here
operator monotonicity of f is understood as A ≤ B implying f(A) ≤ f(B)
for any A,B ∈ P. The second generalization is that instead of sums for n-
tuples of operators A in (2) we consider integrals with respect to probability
measures supported on P. So our generalization of (2) has the form
(4)
∫
P
f(X−1A)dµ(A) = 0
for a probability measure µ on P. Let L denote the set of all operator
monotone functions f : (0,∞) 7→ R such that f(1) = 0, f ′(1) = 1. Let
P(L×P) denote the set of Borel probability measures with bounded support
on the product space L× P. Then our first result is the following.
Theorem 1.1. Let µ ∈ P(L × P). Then the equation
(5)
∫
L×P
f
(
X−1/2AX−1/2
)
dµ(f,A) = 0,
which we call the generalized Karcher equation, has a unique solution in P
that is also operator monotone in the extended sense of Definition 5.2 below,
which provides a positive definite partial order for measures.
We prove this by suitably generalizing the argumentation in [24]. We es-
tablish a one parameter family of generalized matrix power means as fixed
points of strict contractions, with suitable properties like operator mono-
tonicity, such that they form a decreasing net in the partial positive definite
order approximating the solution of (5) from above in the strong topology.
Moreover these generalized matrix power means, called induced operator
means, are unique solutions of (5) as well, hence fitting into the greater
picture. By establishing many attractive properties, like operator mono-
tonicity, of these fixed points, we prove that these properties are preserved
in the limit i.e., a solution of (5) has these properties as well. Then we
prove that the left hand side of (5) occurs as a Riemannian gradient of
certain divergence functions on P when E is finite dimensional, using the
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integral formula
(6) f(x) =
∫
[0,1]
ls(x)dν(s)
valid for any f ∈ L, where ls(x) :=
x−1
(1−s)x+s and ν is a uniquely determined
probability measure on [0, 1]. In particular we obtain a generalized form of
(1) by means of strictly geodesically convex divergence functions
(7) LDs(X,A) =
1
s(1− s)
tr {log[(1− s)A+ sX]− logX#1−sA}
where s ∈ [0, 1], X#1−sA is the weighted geometric mean ofX,A ∈ P. These
divergence functions (7) also appeared recently in [14]. Let P([0, 1] × P)
denote the set of Borel probability measures on [0, 1] × P. Then our second
main result is the following.
Theorem 1.2. Let P be finite dimensional and µ ∈ P([0, 1]×P). Then the
minimization problem
(8) argminX∈P
∫
[0,1]×P
LDs(X,A)dµ(s,A)
has a unique positive definite solution in P. Moreover it is the unique solu-
tion of the corresponding generalized Karcher equation∫
[0,1]×P
X1/2ls(X
−1/2AX−1/2)X1/2dµ(s,A) = 0,
which is the critical point equation of (8) with respect to the Riemannian
metric of the symmetric space P.
According to formula (6), the above theorem exhausts all possible gener-
alized Karcher equations appearing in Theorem 1.1. Also the combination
of Theorem 1.1 and Theorem 1.2, as a byproduct, yields a new property of
operator monotone functions in L: they are characterized as Riemannian
gradients of divergence functions.
Theorem 1.1 and Theorem 1.2 are extensions of the results known for
the geometric (or Karcher) mean Λ(ω;A) [24, 25, 28, 29], in which case
f(x) = log(x) in Theorem 1.1 and in Theorem 1.2 the measure dµ(s,A) =
d(ν×σ)(s,A), where dν(s) = ds and dσ(A) is finitely supported over Ai ∈ P
with corresponding weight wi for 1 ≤ i ≤ k. Also the matrix power means
Ps(ω, σ) fit in the picture, in which case f(x) =
xs−1
s in Theorem 1.1. Also
our theorems extend the log-determinant means of positive matrices in [14].
Hence the unique solutions appearing in Theorem 1.1 and Theorem 1.2
not only provide us with new operator means, but unifies these existing ap-
proaches which - to our knowledge - is the first generally applicable extension
of two-variable Kubo-Ando operator means [20] to several (noncommutative)
variables and measures. Many nice properties of these generalized operator
means are proved here including operator monotonicity, see Theorem 6.4
below.
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The proof of Theorem 1.2 is based on a contraction principle in the cone
P with a complete metric space structure given by Thompson’s part metric
d∞(A,B) = max {logM(A/B),M(B/A)}
for any A,B ∈ P, where M(A/B) = inf{α : A ≤ αB}. The argument is an
elaborate generalization of the one given in [24] which is motivated by the
one in [28] based on the approximation of the Karcher mean with the matrix
power means which are themselves fixed points of one parameter families of
strict contractions. Also en route this process, new auxiliary results are
proved for the Thompson metric as well which extend various earlier ones
in [23].
The paper is organized as follows. In section 2 we introduce the divergence
functions (7), calculate their gradients and prove their geodesic convexity
along with new integral formulas for members in L. These results will pro-
vide Theorem 2.6 which gives the first half of Theorem 1.1. Then in section
3 we prove new integral formulas for operator means in the sense of Kubo-
Ando. In section 4 we prove fundamental contraction results for operator
means with respect to the Thompson metric and in section 5 we use these
to build up an analogous theory of generalized matrix power means called
induced operator means in our setting. Then in section 6 we prove Theo-
rem 1.2 as a combined effort of Theorem 6.3, Theorem 6.9 and Theorem 6.13
which also concludes the second half of Theorem 1.1 and Theorem 1.2. In
section 7 we briefly discuss the results obtained.
2. Convex cone of log-determinant divergences over P
Suppose now that the Hilbert space E is finite dimensional so that P is
isomorphic to the cone of positive definite matrices. In this case one can
introduce the so called logarithmic-barrier function
f(X) = − log detX = − tr logX
which is strictly convex on P [9]. Using this function we introduce the
following one parameter family of divergence functions on P also studied in
[14]:
(9) LDs(X,A) =
1
s(1− s)
tr {log[(1− s)A+ sX]− logX#1−sA}
for s ∈ [0, 1] andX,A ∈ P where the cases s = 0, 1 are defined by a continuity
argument and
(10) X#1−sA = X
1/2
(
X−1/2AX−1/2
)1−s
X1/2 = X
(
X−1A
)1−s
is the weighted geometric mean. Indeed, one can check that
LD1(X,A) = tr
{
X−1A− I − log(X−1A)
}
LD0(X,A) = tr
{
A−1X − I − log(A−1X)
}
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by computing the limits lims→1−LD
s(X,A) and lims→0+ LD
s(X,A). More-
over simple calculation show that
LDs(X,A) =
1
s(1− s)
log
det[(1 − s)A+ sX]
det(X#1−sA)
=
1
s(1− s)
tr
{
log[(1− s)X−1A+ s]− log(X−1A)1−s
}
.
The formulas defining LDs(X,A) show that indeed it is a divergence func-
tion, that is, it satisfies
(I) LDs(X,A) ≥ 0,
(II) LDs(X,A) = 0 if and only if X = A,
where (I) essentially follows from the operator inequality between the arith-
metic and geometric means
sX + (1− s)A ≥ X#1−sA
and the operator monotonicity of log, see for example [10]. Property (I) and
(II) tells us that LDs(X,A) is a divergence function on P. Now clearly any
convex combinations of the form∫
[0,1]
LDs(X,A)dν(s)
also satisfies (I) and (II) for any probability measure ν over the closed inter-
val [0, 1]. Here we can consider arbitrary positive measures over [0, 1], but
we will see that the normalization condition
∫
[0,1] dν(s) = 1 does not restrict
our further analysis, since we will consider the point where these functions
attain their minimum on P.
We are interested in the convexity properties of
∫
[0,1] LD
s(X,A)dν(s).
More precisely the geodesic convexity with respect to the Riemannian metric
(11) 〈X,Y 〉A = tr
{
A−1XA−1Y
}
where A ∈ P and X,Y ∈ S(E), where S(E) in this case is just the vector
space of Hermitian matrices. It is well known that P with the Riemannian
metric is a Hadamard manifold i.e., it has nonpositive sectional curvature
[10]. Therefore its geodesics connecting any two points A,B ∈ P are unique
and are given by the geometric mean A#tB. The Levi-Civita connection
with respect to the Riemannian metric is of the form
(12) ∇XAYA = DY [A][XA]−
1
2
(
XAA
−1YA + YAA
−1XA
)
see for example [22].
Let us consider the set of operator monotone functions f : (0,∞) 7→ R.
Operator monotonicity means that for any two Hermitian matrices X ≤ Y
we have f(X) ≤ f(Y ). Such functions have strong analytic properties, each
such function has a unique integral representation [9] of the form
(13) f(x) = α+ βx+
∫ ∞
0
λ
λ2 + 1
−
1
λ+ x
dµ(λ),
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where α is a real number, β ≥ 0 and µ is a unique positive measure on [0,∞)
such that
(14)
∫ ∞
0
1
λ2 + 1
dµ(λ) <∞.
Notice that the set of all such functions is a convex cone. A subset of this
cone will be of our interest:
L :=
{
f : (0,∞) 7→ R, f is operator monotone , f(1) = 0, f ′(1) = 1
}
.
The following is a simple corollary of Bendat and Sherman’s result [8], see
Theorem 3.7 in [16].
Corollary 2.1. The function f ∈ L if and only if there exists a unique
probability measure ν on [0, 1] such that
(15) f(x) =
∫
[0,1]
x− 1
(1− s)x+ s
dν(s).
We can also consider∫
[0,1]
x− 1
(1− s)x+ s
dν(s) =
∫
[0,∞]
x− 1
x
λ+1 +
λ
λ+1
dν
(
λ
λ+ 1
)
=
∫
[0,∞]
λ+ 1−
(λ+ 1)2
λ+ x
dν
(
λ
λ+ 1
)
with dη(λ) := dν
(
λ
λ+1
)
, so that we obtain the following similar corollary as
well:
Corollary 2.2. The function f ∈ L if and only if
(16) f(x) =
∫
[0,∞]
λ+ 1−
(λ+ 1)2
λ+ x
dη(λ)
where η is a unique probability measure on the closed, compact interval
[0,∞].
The above integral characterizations will be useful tools also in later sec-
tions. One can easily see that
(17) 1− x−1 ≤
x− 1
(1− s)x+ s
≤ x− 1
holds for all s ∈ [0, 1] and x > 0, by comparing the functions on the disjoint
intervals (0, 1) and [1,∞). Hence after integration we conclude that
(18) 1− x−1 ≤ f(x) ≤ x− 1
holds for all f ∈ L. Now we give yet another characterization of the set L.
Definition 2.1. Let DA denote the simplex of divergence functions on P of
the form
F (X) =
∫
[0,1]
LDs(X,A)dν(s)
for any probability measure ν over the closed interval [0, 1] and A ∈ P.
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Note that the above integral exists, since for fixed X,A ∈ P the real func-
tion s 7→ LDs(X,A) is continuous over the compact interval [0, 1], hence
bounded and strongly measurable so it is integrable by dominated conver-
gence theorem or by Theorem 11.8 in [2]. The same reasoning ensures the
existence of other integrals over [0, 1] that are considered in this section.
Theorem 2.3. Let F ∈ DA be represented by a probability measure ν over
the closed interval [0, 1]. Then the Riemannian gradient is
∇F (X) = −
∫
[0,1]
X(X−1A− I)
[
(1− s)X−1A+ sI
]−1
dν(s)
= −Xf(X−1A) = −X1/2f(X−1/2AX−1/2)X1/2
(19)
with respect to the Riemannian metric (11) and f ∈ L represented by ν as
in (15).
Proof. The Riemannian gradient ∇F (X) of F (X) is defined by the relation
∂
∂t
F (X + V t)
∣∣∣∣
t=0
= 〈∇F (X), V 〉X
for any V in the tangent space at X. I.e., we compute
∂
∂t
LDs (X + V t,A)|t=0 =
=
1
s(1− s)
tr
{
D log
(
(1− s)X−1A+ sI
) (
−(1− s)X−1V X−1A
)
−(1− s)D log
(
X−1A
) (
−X−1V X−1A
)}
whereD log : P×S(E)→ S(E) is the Fre´chet derivative of log which is linear
in the second variable. Moreover since log is an analytic function on (0,∞)
we have by the linearity, cyclic property of the trace and the Riesz-Dunford
functional calculus [41], that for any X,Y we have that
tr {D log(X)(Y )} = tr {D log(X)(I)Y } .
Further calculation with this gives that
∂
∂t
LDs (X + V t,A)|t=0 =
=
1
s
tr
{
D log
(
X−1A
)
(I)X−1V X−1A
−D log
(
(1− s)X−1A+ sI
)
(I)X−1V X−1A
}
=
1
s
tr
{
A−1XX−1V X−1A−
[
(1− s)X−1A+ sI
]−1
X−1V X−1A
}
=
1
s
tr
{
V X−1 −X−1A
[
(1− s)X−1A+ sI
]−1
X−1V
}
,
hence
∇F (X) =
1
s
X
{
I −
[
(1− s)I + s(X−1A)−1
]−1}
.
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Now simple calculation shows that
1−
[
1− s+ sx−1
]−1
s
= −
x− 1
(1− s)x+ s
,
and that the whole calculation also holds even if s = 0 or 1. Since Bochner
integration is exchangeable with the linear differential operator of Fre´chet
differentiation, we get from the above that (19) holds. 
Remark 2.1. The proof of Theorem 2.3 also shows that actually every
f ∈ L corresponds to a Riemannian gradient of a divergence function in
DA.
We say that a map f : P → R is geodesically convex with respect to the
metric (11) if it is convex along any geodesic γ : [0, 1]→ P i.e., the function
f(γ(t)) is convex:
f(γ(t)) ≤ (1− t)f(γ(0)) + tf(γ(1))
for t ∈ [0, 1]. Similarly f is strictly geodesically convex if additionally
f(γ(t)) < (1− t)f(γ(0)) + tf(γ(1))
for t ∈ [0, 1]. It is well known that f is geodesically convex if and only if the
Riemannian Hessian Hess f(X) : S(E)× S(E)→ R is positive semidefinite,
similarly f is strictly geodesically convex if and only if Hess f(X)(·, ·) is
positive definite [19, 35]. Moreover if one can show that Hess f(X) > m > 0
on some bounded geodesically convex set, then it follows that f is uniformly
convex i.e.,
f(γ(t)) ≤ (1− t)f(γ(0)) + tf(γ(1))−
m
2
t(1− t)d(γ(0), γ(1))2
for all geodesics γ lying entirely in the bounded gedesically convex set. In
the above inequality d is the Riemannian distance function.
Theorem 2.4. Every F ∈ DA is strictly geodesically convex function with
respect to the metric (11).
Proof. The idea is to show that the Riemannian Hessian of F is positive
definite i.e., HessF (X)(V, V ) > 0 for any nonzero V ∈ S(E) in the tangent
space at X. The Riemannian Hessian of F is defined by
HessF (X)(V,W ) = 〈∇V (∇F (X)),W 〉X
as a bilinear form acting on the tangent space at X, where ∇V is the co-
variant derivative given by the Levi-Civita connection (12), see for example
[37]. By Theorem 2.3 we have that ∇F (X) = −Xf(X−1A) with an f ∈ L,
so we have
∇V (∇F (X)) = −V f(X
−1A) +XDf(X−1A)(X−1V X−1A)
+
1
2
[
Xf(X−1A)X−1V + V f(X−1A)
]
.
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Hence we have
HessF (X)(V, V ) = 〈∇V (∇F (X)), V 〉X
= tr
{
X−1
{
−V f(X−1A) +XDf(X−1A)(X−1V X−1A)
+
1
2
[
Xf(X−1A)X−1V + V f(X−1A)
]}
X−1V
}
.
By the cyclic property of the trace the above is equivalent to
HessF (X)(V, V ) = tr
{
Df(X−1A)(X−1V X−1A)X−1V
}
.
Now we make use of the integral representation for f given in Corollary 2.2
in the form
f(x) =
∫
[0,∞]
λ+ 1−
(λ+ 1)2
λ+ x
dη(λ).
By exchanging the Fre´chet derivative with the integral we obtain that
Df(X−1A)(X−1V X−1A) = ν({∞})X−1V X−1A
+
∫
[0,∞)
(λI +X−1A)−1X−1V X−1A(λI +X−1A)−1dη(λ),
where we separated the term corresponding to {∞}. Hence by the linearity
of the trace we have
HessF (X)(V, V ) = ν({∞}) tr
{
X−1V X−1AX−1V
}
+
∫
[0,∞)
tr
{
(λI +X−1A)−1X−1V X−1A(λI +X−1A)−1X−1V
}
dη(λ).
Hence it suffices to prove now that the expressions
c(V ) := tr
{
X−1V X−1AX−1V
}
> 0,
p(V ) := tr
{
(λI +X−1A)−1X−1V X−1A(λI +X−1A)−1X−1V
}
> 0
for all nonzero V ∈ S(E), X,A ∈ P and λ ≥ 0. Using the notation P =
X−1/2AX−1/2, H = X−1/2V X−1/2, the cyclic property of the trace and
that (λI + P )−1/2 commutes with P 1/2, we get that
p(V ) = tr
{
(λI + P )−1HP (λI + P )−1H
}
= tr
{
(λI + P )−1/2H(λI + P )−1/2P 1/2
P 1/2(λI + P )−1/2H(λI + P )−1/2
}
=
∥∥∥(λI + P )−1/2H(λI + P )−1/2P 1/2∥∥∥2
2
,
c(V ) = tr {HPH}
= tr
{
HP 1/2P 1/2H
}
=
∥∥∥HP 1/2∥∥∥2
2
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where ‖T‖2 =
√
tr {TT ∗} is the Frobenius or Hilbert-Schmidt norm of
T ∈ End(E). Since (λI + P )−1/2 and P 1/2 are nonsingular, moreover H
is nonzero, it follows that∥∥∥(λI + P )−1/2H(λI + P )−1/2P 1/2∥∥∥2
2
> 0,∥∥∥HP 1/2∥∥∥2
2
> 0
hence p(V ) > 0 and c(V ) > 0 which yields HessF (X)(V, V ) > 0 since η is a
positive measure. 
Theorem 2.4 has many important consequences as we will see shortly. Be-
fore that let us investigate under what circumstances is the Hessian bounded
away from zero in the previous Theorem 2.4. By simple arguments one can
see that∥∥∥(λI + P )−1/2H(λI + P )−1/2P 1/2∥∥∥2
2
> min{1/(λ + pi)}min{p
1/2
i } ‖H‖
2
2∥∥∥HP 1/2∥∥∥2
2
> min{p
1/2
i } ‖H‖
2
2
where pi are the eigenvalues of P . If λ is finite, and eigenvalues of A,X
are bounded i.e., X,A are in a bounded metric ball and the measure η is
supported over some closed interval [a, b] ⊂ [0,∞], then the above bounds
on the right are strictly greater then 0 for unit length directions V , moreover
can be chosen uniformly over the bounded set and the interval [a, b]. This
shows the following.
Corollary 2.5. The Hessian HessF (X)(·, ·) in Theorem 2.4 has eigenvalues
greater than some c > 0 on geodescially bounded sets i.e., every F ∈ DA is
a uniformly geodesically convex function with respect to the metric (11) on
bounded metric balls.
Now Theorem 2.4 and Corollary 2.5 implies the following result. Let P(P)
denote the set of all Radon probability measures over P with bounded sup-
port in P. The integrals in the following theorem exist by the continuity and
boundedness of the integrands over the support of the measures, since con-
tinuity ensures strong measurability, while boundedness (which follows from
continuity over the compact support of the measures) ensures integrability
using the dominated convergence theorem or Theorem 11.8 in [2].
Theorem 2.6. Let σ ∈ P(P) and let ν be a probability measure on [0, 1].
Let C ⊆ P be a closed, bounded geodesically convex set. Then
I. The solution of the optimization problem
(20) min
X∈C
∫
P
∫
[0,1]
LDs(X,A)dν(s)dσ(A)
exists and is unique in C.
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II. If the global optimization problem
(21) min
X∈P
∫
P
∫
[0,1]
LDs(X,A)dν(s)dσ(A)
has a solution, then it is unique and satisfies the nonlinear operator
equation
(22)
∫
P
X1/2f(X−1/2AX−1/2)X1/2dσ(A) = 0
where f(x) =
∫
[0,1]
x−1
(1−s)x+sdν(s) and f ∈ L.
Proof. The uniqueness of the solution of the global problem follows from the
strict convexity of LDs(X,A) in Theorem 2.4. Moreover if the minimizer
exists then it is a critical point of the gradient of the objective function
which is explicitly calculated in Theorem 2.3.
The existence of the unique solution of the local problem follows from
the continuity and uniform convexity of LDs(X,A) in bounded geodesically
convex sets according to Corollary 2.5 and a standard optimization argument
for strongly convex functions bounded from below, see for example Theorem
1.7 in [39]. 
Theorem 2.6 introduces the important notions that will be investigated
in the remaining sections of the paper. The gradient equation (22) is of
fundamental importance in this paper.
Definition 2.2 (Generalized Karcher equation). Let f ∈ L and σ ∈ P(P).
Then the nonlinear operator equation∫
P
X1/2f(X−1/2AX−1/2)X1/2dσ(A) = 0
for X ∈ P is called the generalized Karcher equation for the function f .
Theorem 2.6 is just not strong enough for our purposes to show the exis-
tence of the global minimizer
argminX∈P
∫
P
∫
[0,1]
LDs(X,A)dν(s)dσ(A),
nor to show additional important properties satisfied by the unique solu-
tions. The rest of this paper will be devoted to this existence problem,
along with establishing the properties enjoyed by the solution, which are
finally concluded in Theorem 7.1. We will study this problem indirectly by
instead looking at the generalized Karcher equation∫
P
X1/2f(X−1/2AX−1/2)X1/2dσ(A) = 0
corresponding to the minimization problem and show the existence of the
unique solution of it in the more general setting when P is possibly over an
infinite dimensional Hilbert space E. This approach requires us to build a
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widely applicable machinery which relies on principles of nonlinear contrac-
tion semigroups in the ordered cone P.
From now on we abandon the finite dimensional case and let E be infinite
dimensional so that P is the full cone of positive definite operators.
3. Operator means and representations
Let us recall the definition of operator (or matrix) mean from [20]:
Definition 3.1. A two-variable function M : P × P 7→ P is called a matrix
or operator mean if
(i) M(I, I) = I where I denotes the identity,
(ii) if A ≤ A′ and B ≤ B′, then M(A,B) ≤M(A′, B′),
(iii) CM(A,B)C ≤M(CAC,CBC) for all Hermitian C,
(iv) if An ↓ A and Bn ↓ B then M(An, Bn) ↓M(A,B),
where ↓ denotes the convergence in the strong operator topology of a mono-
tone decreasing net.
In property (ii), (iii), (iv) the partial order being used is the positive
definite order i.e., A ≤ B if and only if B − A is positive semidefinite. An
important consequence of these properties is [20] that every operator mean
can be uniquely represented by a positive, normalized, operator monotone
function f(t) in the following form
(23) M(A,B) = A1/2f
(
A−1/2BA−1/2
)
A1/2.
This unique f(t) is said to be the representing function of the operator mean
M(A,B). So actually operator means are in one-to-one correspondence
with normalized operator monotone functions, the above characterization
provides an order-isomorphism between them. Normalization means that
f(1) = 1. For symmetric means i.e., for means M(A,B) = M(B,A), we
have f(t) = tf(1/t) which implies that f ′(1) = 1/2. Operator monotone
functions have strong continuity properties, namely all of them are analytic
functions and can be analytically continued to the upper complex half-plane.
The set of all operator means is denoted by M i.e.,
M = {M(·, ·) :M(A,B) = A1/2f(A−1/2BA−1/2)A1/2, f : (0,∞) 7→ (0,∞)
operator monotone , f(1) = 1}.
Similarly m = {f(x) : f is a representing function of an M ∈ M}. We will
use the notation m(t) to denote the set of all operator monotone functions f
on (0,∞) such that f(x) > 0 for all x ∈ (0,∞) and f(1) = 1, f ′(1) = t. We
can find the minimal and maximal elements of m(t) for all t ∈ (0, 1) easily.
Lemma 3.1. For all f(x) ∈ m(t) we have
(24)
(
(1− t) + tx−1
)−1
≤ f(x) ≤ (1− t) + tx.
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Proof. Since every operator monotone function is operator concave, see
Chapter V [9], therefore we must have f(x) ≤ (1 − t) + tx by concavity
and the normalization conditions on elements of m(t). Since the map x−1 is
order reversing on positive matrices, we have that if f(x) ∈ m(t) then also
f(x−1)−1 ∈ m(t), which leads to the lower bound. 
Since
(
(1− t) + tx−1
)−1
and (1− t)+ tx are operator monotone, they are
the minimal and maximal elements of m(t) respectively, and also they are
the representing functions of the weighted harmonic and arithmetic means.
In general by the previous Lemma 3.1 the inequality
(25)
[
(1− t)A−1 + tB−1
]−1
≤M(A,B) ≤ (1− t)A+ tB.
is true for all M(A,B) operator means with representing operator mono-
tone function f for which we have f ′(1) = t. In this sense m(t) characterizes
weighted operator means. If we take this as the definition of weighted opera-
tor means, one can compare it with the definition of weighted matrix means
given in [34].
We will make use of the following characterization due to Hansen using
the notation
hs(x) := [(1− s) + sx
−1]−1
for s ∈ [0, 1].
Proposition 3.2 (Theorem 4.9 in [16]). Let f ∈ m. Then
(26) f(x) =
∫
[0,1]
[(1− s) + sx−1]−1dν(s)
where ν is a probability measure over the closed interval [0, 1].
There are two degenerate cases of operator means induced by a ν which
are supported only over the single points 0 or 1. One of them is the left
trivial mean
l(x) = 1
with represented operator mean M(A,B) = A and the right trivial mean
r(x) = x
with represented operator mean M(A,B) = B.
Proposition 3.3. Let Φ be a positive unital linear map and M ∈M. Then
Φ(M(A,B)) ≤M(Φ(A),Φ(B))
for A,B > 0.
Proof. Using Proposition 3.2 we have that
M(A,B) =
∫
[0,1]
[(1− s)A−1 + sB−1]−1dν(s)
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where ν is a probability measure on [0, 1]. By Theorem 4.1.5 in [10] we have
that
Φ([(1 − s)A−1 + sB−1]−1) ≤ [(1− s)Φ(A)−1 + sΦ(B)−1]−1.
Using the fact that ν can be approximated by finitely supported measures
and the linearity of Φ, we get from the above that
Φ(
∫
[0,1]
[(1− s)A−1 + sB−1]−1dν(s)) =
∫
[0,1]
Φ([(1− s)A−1 + sB−1]−1)dν(s)
≤
∫
[0,1]
[(1− s)Φ(A)−1 + sΦ(B)−1]−1dν(s).

In [20] Kubo and Ando defined the transpose of a matrix mean M(A,B)
as
(27) M ′(A,B) =M(B,A).
By Proposition 3.2 it is clear that for an
M(A,B) =
∫
[0,1]
[(1− s)A−1 + sB−1]−1dν(s)
we have that
M ′(A,B) =M(B,A) =
∫
[0,1]
[(1− s)B−1 + sA−1]−1dν(s).
So ifM ′(A,B) has corresponding measure ν ′, then dν ′(s) = dν(1−s). Simi-
larly for the representing functions we have f tr(x) = xf(1/x). Also symmet-
ric means M(A,B) =M ′(A,B) have corresponding probability measures ν
such that dν(s) = dν(1− s) and vice versa.
We have one more result characterizing the partial order between opera-
tor means which should be well known, however its proof cannot be found
anywhere in the literature.
Proposition 3.4. Let M,N ∈ M with representing functions f, g ∈ m
respectively. Then M(A,B) ≤ N(A,B) for all A,B ∈ P if and only if
f(x) ≤ g(x) for x > 0.
Proof. From the definition of the transpose mean we have the following
formulas
M(A,B) = A1/2f(A−1/2BA−1/2)A1/2 =M ′(B,A) = B1/2f tr(B−1/2AB−1/2)B1/2
N(A,B) = A1/2g(A−1/2BA−1/2)A1/2 = N ′(B,A) = B1/2gtr(B−1/2AB−1/2)B1/2
where f tr(x) = xf(1/x) and gtr(x) = xg(1/x).
So now suppose f(x) ≤ g(x) for x > 0. Then it follows that also f tr(x) ≤
gtr(x), hence by the above correspondenceM(A,B) ≤ N(A,B). The reverse
implication also follows from the reverse of the same argument. 
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4. Contraction property of operator means
In the section we prove further properties of operator means using explic-
itly the integral characterizations given in Proposition 3.2. We will use the
results given in this section to generalize the construction of matrix power
means to all possible operator means in later sections.
Let E be a Hilbert space, B(E) denote the Banach space of bounded lin-
ear operators, S(E) denote the Banach space of bounded linear self-adjoint
operators and P ⊆ S(E) the cone of positive definite and P0 the cone of
positive semi-definite operators. On P we have the positive definite order
similarly to the finite dimensional case which means that A ≤ B for A,B ∈ P
if and only if B −A ∈ P0. It is also easy to see that if for A,B ∈ S(E) and
0 ≤ A ≤ B then also ‖A‖ ≤ ‖B‖ [24]. We will use the notation [A,B] for
the order interval generated by A ≤ B i.e., [A,B] = {X ∈ P : A ≤ X ≤ B}.
We also have that P =
⋃∞
k=1
[
1
k I, kI
]
.
We would also like to consider measures taking values in P and we would
like to integrate with respect to these measures. There are a number of
different (stronger or weaker) ways to do that. In our setting the integral
that we need is the weak operator form of the Pettis integral. First let us
introduce weak operator measurability.
Definition 4.1 (weak measurability, weak integrability). Let (Ω,A, µ) be
a finite measure space. Let f : Ω → S(E) be given. The function f is said
to be weakly (operator) measurable if and only if
〈f(ω)x, y〉
is µ measurable for all x, y ∈ E.
We also say that the function f is weakly integrable if it is weakly mea-
surable and ∫
Ω
| 〈f(ω)x, y〉 |dµ(ω) < +∞
for all x, y ∈ E.
Now integrability is defined as follows.
Definition 4.2 (weak operator Pettis integral). Let (Ω,A, µ) be a finite
measure space. Let f : Ω → S(E) be weakly operator measurable. If there
exists A ∈ S(E) such that 〈Ax, y〉 =
∫
Ω 〈f(ω)x, y〉 dµ(ω) for all x, y ∈ E,
then we define ∫
Ω
fdµ := A.
Clearly the uniqueness of the integral is satisfied. The above definition is
based on the definition of the Pettis integral in an arbitrary Banach space
B, where we require the existence of x ∈ B, for an f : Ω 7→ B such that
〈x, y∗〉 =
∫
Ω 〈f(ω), y
∗〉 dµ(ω) where y∗ ∈ B∗. In other words first we require
the weak measurability of f i.e., 〈f(ω), y∗〉 is measurable for all y∗ ∈ B∗,
and then integrability i.e., the existence of such x ∈ B. Now there is a
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different notion of integrability due to Dunford which asks for the existence
of x∗∗ ∈ B∗∗ such that 〈x∗∗, y∗〉 =
∫
Ω 〈f(ω), y
∗〉 dµ(ω) for all y∗ ∈ B∗. It is
known that every weakly measurable function f that is weakly integrable
(i.e.,
∫
Ω | 〈f(ω), y
∗〉 |dµ(ω) < +∞ for all y∗ ∈ B∗) is Dunford integrable,
see Theorem 11.55 in [2]. In order to ensure the existence of the operator
A ∈ S(E) in Definition 4.2 we need some preliminary results.
Lemma 4.1. Let (Ω,A, µ) be a finite measure space and let f : Ω → S(E)
be weakly measurable and weakly integrable. Then the weak operator Pettis
integral
∫
Ω fdµ exists.
Proof. By assumption 〈f(ω)x, y〉 is µ-measurable and
∫
Ω | 〈f(ω)x, y〉 |dµ(ω) <
+∞ for all x, y ∈ E. Define Fx : Ω −→ E by Fx(ω) := f(ω)x. Then we
have for fixed x ∈ E that for all y ∈ E, 〈Fx(ω), y〉 is µ-measurable and∫
Ω | 〈Fx(ω), y〉 |dµ(ω) < +∞, and since E is Hilbert therefore the linear
functionals y∗(·) := 〈·, y〉 exhaust E∗ by the Riesz representation theorem.
Therefore the function Fx : Ω −→ E is Dunford integrable i.e., there exists
a unique Fˆ (x) ∈ E∗∗ ≃ E such that
∫
Ω 〈Fx(ω), y〉 dµ(ω) =
〈
Fˆ (x), y
〉
. Now
it is routine to check that x 7→ Fˆ (x) defines a bounded (it maps bounded
sets to bounded sets) linear operator on E, moreover by the assumptions
Fˆ ∈ S(E). 
We have a generalized version of the Dominated Convergence Theorem
for the Pettis integral that makes us of:
Theorem 4.2. Let f : Ω 7→ S(E) satisfy the following:
• There exists a sequence of weak operator Pettis integrable functions
fn such that limn→∞ 〈fnx, y〉 = 〈fx, y〉 in measure for all x, y ∈ E.
• There exists a real valued µ-integrable function h : Ω→ R such that
for each linear functional l(Z) := 〈Zx, y〉 in the weak*-compact polar
of some neighborhood generated by the duality provided by the weak
operator topology and n ∈ N the inequality | 〈fnx, y〉 | ≤ h holds a.e.
Then f is weak operator Pettis integrable and
lim
n→∞
∫
fndµ =
∫
fdµ
in the weak operator topology.
This theorem is a consequence of the Lebesgue Dominated Convergence
Theorem and the Banach space form of it can be found in [30].
It is well known that all Bochner integrable functions with respect to a
measure are Pettis integrable. It is also known that a Bochner integrable
function always has separable range. That is one reason why we cannot
apply the Bochner integral, since S(E) contains non-separable subspaces.
Also if Ω is a compact Hausdorff space with a probability measure µ and
f : Ω 7→ X is continuous where X is a Banach space then f is Pettis
integrable with respect to µ, see Theorem 3.27 in [36].
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On P the partial order induces a complete metric space structure [40].
The Thompson or part metric is defined as
(28) d∞(A,B) = max {logM(A/B),M(B/A)}
for any A,B ∈ P, where M(A/B) = inf{α : A ≤ αB}. The metric space
(P, d∞) is complete and has some several other nice properties.
Lemma 4.3 (Lemma 10.1 in [23]). We have
(1) d∞(rA, rB) = d∞(A,B) for any r > 0,
(2) d∞(A
−1, B−1) = d∞(A,B),
(3) d∞(MAM
∗,MBM∗) = d∞(A,B) for all M ∈ GL(E) where GL(E)
denotes the Banach-Lie group of all invertible bounded linear opera-
tors on E,
(4) d∞(
∑k
i=1 tiAi,
∑k
i=1 tiBi) ≤ max1≤i≤k d∞(Ai, Bi) where ti > 0,
(5) e−d∞(A,B)B ≤ A ≤ ed∞(A,B)B and e−d∞(A,B)A ≤ B ≤ ed∞(A,B)A.
Property 4. in Lemma 4.3 is important for us, but we need a refined and
also a weighted version of it. The refined version considers integrals instead
of sums.
Lemma 4.4. Let (Ω,A, µ) be a probability space, and let f1, f2 : Ω 7→ P be
measurable such that both f1 and f2 are weak operator Pettis integrable with
respect to µ. Then
(4’) d∞(
∫
Ω f1dµ,
∫
Ω f2dµ) ≤ supω∈supp(µ) d∞(f1(ω), f2(ω)), assuming that
the supremum is finite.
Proof. Let α := esupω∈supp(µ) d∞(f1(ω),f2(ω)). Then for all ω ∈ supp(µ) we have
f1(ω) ≤ αf2(ω)
f2(ω) ≤ αf1(ω).
Now f1(ω) ≤ αf2(ω) is equivalent to
〈[αf2(ω)− f1(ω)]x, x〉 ≥ 0
for all x ∈ E. Then by the definition of the weak operator Pettis integral
we have ∫
Ω
〈[αf2(ω)− f1(ω)]x, x〉 dµ ≥ 0〈{∫
Ω
[αf2(ω)− f1(ω)] dµ
}
x, x
〉
≥ 0〈[
α
∫
Ω
f2(ω)dµ −
∫
Ω
f1(ω)dµ
]
x, x
〉
≥ 0∫
Ω
f1dµ ≤ α
∫
Ω
f2dµ.
Now similar computation leads to
∫
Ω f2dµ ≤ α
∫
Ω f1dµ starting from the
other inequality. 
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Here is the weighted version of property (4) for finite sums.
Proposition 4.5. Let Let ci > 0 be real numbers, Ai, Bi ∈ P, 1 ≤ i ≤ 2 and
suppose that d∞(A1, B1) ≥ d∞(A2, B2). Then we have
ed∞(c1A1+c2A2,c1B1+c2B2) ≤max
{
c1e
d∞(A1,B1) + c2e
−d∞(A1,A2)ed∞(A2,B2)
c1 + c2e−d∞(A1,A2)
,
c1e
d∞(A1,B1) + c2e
−d∞(B1,B2)ed∞(A2,B2)
c1 + c2e−d∞(B1,B2)
}
.
Proof. Let αi = e
d∞(Ai,Bi). By definition of d∞, in order to calculate
d∞
(∑2
i=1 ciAi,
∑2
i=1 ciBi
)
, we are looking for the infimum of all β ≥ 0
such that both
c1A1 + c2A2 ≤ β(c1B1 + c2B2),
c1B1 + c2B2 ≤ β(c1A1 + c2A2)
(29)
are satisfied. We also have that
c1A1 + c2A2 ≤ c1α1B1 + c2α2B2
c1B1 + c2B2 ≤ c1α1A1 + c2α2A2.
From this it follows that the infimum of the β satisfying (29) are bounded
above by the infimum of β ≥ 0 satisfying
c1A1 + c2A2 ≤ c1α1B1 + c2α2B2 ≤ β(c1B1 + c2B2),
c1B1 + c2B2 ≤ c1α1A1 + c2α2A2 ≤ β(c1A1 + c2A2).
(30)
The first inequality above is equivalent to
0 ≤
2∑
i=1
(β − αi)ciBi.
Now by Property 4. in Lemma 4.3 we have the natural bound β ≤ max1≤i≤2 αi.
So we may try to find a better bound by assuming that α1 ≥ β ≥ α2, where
without loss of generality α1 ≥ α2. Using the assumption on β we get that
we seek the infimum of all β ≥ 0 such that
(β − α2)c2B2 ≥ (α1 − β)c1B1.
Using property 5. in Lemma 4.3 we have that the sought β above is bounded
above by the infimum of all β ≥ 0 satisfying
(β − α2)c2e
−d∞(B1,B2) ≥ (α1 − β)c1.
This is equivalent to
2∑
i=1
(β − αi)cie
−d∞(B1,Bi) ≥ 0,
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in other words we have that
β ≥
∑2
i=1 ciαie
−d∞(B1,Bi)∑2
i=1 cie
−d∞(B1,Bi)
=
∑2
i=1 e
d∞(Ai,Bi)cie
−d∞(B1,Bi)∑2
i=1 cie
−d∞(B1,Bi)
.
Performing the same calculation (Ai in place of Bi) by starting with the
second inequality in (30) we get
β ≥
∑2
i=1 e
d∞(Ai,Bi)cie
−d∞(A1,Ai)∑2
i=1 cie
−d∞(A1,Ai)
.
This means that
ed∞(
∑2
i=1 ciAi,
∑2
i=1 ciBi) ≤max
{∑2
i=1 e
d∞(Ai,Bi)cie
−d∞(A1,Ai)∑2
i=1 cie
−d∞(A1,Ai)
,
∑2
i=1 e
d∞(Ai,Bi)cie
−d∞(B1,Bi)∑2
i=1 cie
−d∞(B1,Bi)
}
.
which is what we wanted to prove. 
Let BA(r) = {X ∈ P : d∞(A,X) ≤ r}. The following elementary in-
equality for the weighted arithmetic mean will be useful. Let ∆n denote the
convex set of positive probability n-vectors i.e., ω = (w1, . . . , wn) ∈ ∆n if
wi > 0 and
∑n
i=1wi = 1.
Lemma 4.6. Let ai ≥ 0, 1 ≤ i ≤ n, and suppose that a1 ≥ ai, for all
1 ≤ i ≤ n. Let ω = (w1, . . . , wn) ∈ ∆n and let µ = (u1, . . . , un) ∈ ∆n such
that w1 ≥ u1, and wi ≤ ui for 2 ≤ i ≤ n. Then we have
(*)
n∑
i=1
wiai ≥
n∑
i=1
uiai.
Proof. We have
n∑
i=1
wiai −
n∑
i=1
uiai = (w1 − u1)a1 −
n∑
i=2
(ui − wi)ai
≥ (w1 − u1)a1 −
n∑
i=2
(ui − wi)a1
=
n∑
i=1
wia1 −
n∑
i=1
uia1 = 0.

A cone C is almost Archimedean if the closure of the intersection of the
cone with any two-dimensional subspace is still a cone, that is, contains no
nontrivial subspace. Note that P is almost Archimedean, so we can use the
following contraction result for the vector addition in P.
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We will need a basic contraction result for the weighted arithmetic and
harmonic means on the cone P. The following contraction result has already
appeared in [27].
Theorem 4.7 (Theorem 2.6 [27]). Let C be an almost Archimedean cone
in a real vector space V such that C does not contain 0 and consists of
only one part. Let a, b ∈ C. Then with respect to the Thompson metric
the translation τa(x) := a + x restricted to {x ∈ C : x ≤ b} has Lipschitz
constant M(b/a)M(b/a)+1 .
Since P is almost Archimedean the above is applicable, however we state
here our own contraction result below. Even though our Lipschitz constant
is not as sharp as in the above, its proof will serve as a reference point for
more involved calculations to come.
Lemma 4.8. Let a, b > 0 be real numbers. Then the mappings h+a,b,A(B) =
aA+ bB and h−a,b,A(B) = (aA
−1 + bB−1)−1 are strict contractions on every
BA(r) for all r <∞ i.e., for all X,Y ∈ BA(r)
d∞(h
±
a,b,A(X), h
±
a,b,A(Y )) ≤ ρd∞(X,Y )
where
ρ =
log be
3r+a
ber+a
2r
for a fixed 0 < r <∞.
Proof. It suffices to prove the above for h+a,b,A(B), since then the same follows
for h−a,b,A(B) by the inversion invariancy of the metric d∞: property (2) in
Lemma 4.3. Also by property (3) in Lemma 4.3 it is enough to prove for
the case when A = I. Let X,Y ∈ BI(r). By Proposition 4.5 we have that
ed∞(h
+
a,b,I(X),h
+
a,b,I (Y )) ≤ max
{
ae−d∞(X,I) + bed∞(X,Y )
ae−d∞(X,I) + b
,
ae−d∞(Y,I) + bed∞(X,Y )
ae−d∞(Y,I) + b
}
Since X,Y ∈ BA(r) we have that
e−rI ≤ X,Y ≤ erI
which means that
d∞(X, I), d∞(Y, I) ≤ r.
Hence it follows that
ae−d∞(Y,I)
ae−d∞(Y,I) + b
=
1
1 + ed∞(Y,I)b/a
≥
1
1 + erb/a
=
ae−r
ae−r + b
and similarly
ae−d∞(X,I)
ae−d∞(X,I) + b
≥
ae−r
ae−r + b
.
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Also
b
ae−d∞(X,I) + b
≤
b
ae−r + b
b
ae−d∞(Y,I) + b
≤
b
ae−r + b
,
hence using (*) this means that
(31) ed∞(h
+
a,b,I(X),h
+
a,b,I (Y )) ≤
ae−r + bed∞(X,Y )
ae−r + b
.
So we seek 0 < ρ < 1 such that
d∞(h
+
a,b,I(X), h
+
a,b,I (Y )) ≤ log
(
ae−r + bed∞(X,Y )
ae−r + b
)
≤ ρd∞(X,Y )
for all X,Y ∈ BI(r) i.e., d∞(X,Y ) ≤ 2r. It therefore suffices to find the
maximum of the function
f(x) =
log
(
exber+a
ber+a
)
x
on the interval [0, 2r]. First routine calculations show that
lim
x→0+
log
(
exber+a
ber+a
)
x
=
ber
ber + a
< 1.
Then the maximization problem is the same as finding the smallest ρ < 1
such that
log
(
xber + a
ber + a
)
≤ ρ log(x)
on the transformed interval [1, e2r]. But that is equivalent to
xber
ber + a
+
a
ber + a
≤ xρ.
Since for 0 < ρ < 1 the function xρ is concave monotonically increasing,
1ρ = 1 and its derivative is ρ at 1 therefore the smallest such ρ is determined
at the e2r endpoint of the interval, hence
ρ =
log
(
e2rber+a
ber+a
)
2r
.

Remark 4.1. By Proposition 4.5 it is clear that the functions h±a,b,A(X) for
all a, b ≥ 0 are nonexpansive on the whole P i.e.,
d∞(h
±
a,b,A(X), h
±
a,b,A(Y )) ≤ d∞(X,Y ).
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Remark 4.2. By Lemma 4.8 it follows that the weighted arithmetic f(B) :=
(1 − s)A + sB and harmonic g(B) := ((1 − s)A−1 + sB−1)−1 means are
strict contractions on BA(r) for all r < ∞ and s ∈ [0, 1). The contraction
coefficients ρ are striclty less than 1 for all s ∈ (0, 1), in general the ρ
calculated explicitly in the proof of Lemma 4.8 is a monotonically decreasing
function in s and ρ → 1 as s → 1− also ρ → 0 as s → 0+. The case s = 1
gives the right trivial mean M(A,B) = B that is nonexpansive i.e.,
d∞(M(A,X),M(A,Y )) ≤ d∞(X,Y ),
while s = 0 is the left trivial mean M(A,B) = A and it has contraction
coefficient 0 on all of P.
These preliminary results yield the following contraction result.
Theorem 4.9. Let M ∈ M and f(X) = M(A,X). If M is not the right
trivial mean (i.e., M(A,B) 6= B) then the mapping f(X) is a strict con-
traction on BA(r) for all r <∞ i.e., there exists 0 < ρr < 1 such that
d∞(f(X), f(Y )) ≤ ρrd∞(X,Y )
for all X,Y ∈ BA(r).
If M is the right trivial mean (i.e., M(A,B) = B) then f(X) is nonex-
pansive on P, that is
d∞(f(X), f(Y )) ≤ d∞(X,Y )
for all A,X, Y ∈ P.
Proof. The case of the right trivial mean is just the preceding remark, so
assume that M(A,B) is not the right trivial mean. Again by property 3 in
Lemma 4.3 it is enough to prove for the case when A = I. By Proposition 3.2
the mean M ∈M is represented as
(32) M(I,X) =
∫
[0,1]
[(1− s)I + sX−1]−1dν(s) =
∫
[0,1]
hs(X)dν(s)
So let X,Y ∈ BI(r). There are other simple cases when the probability
measure is supported only over the two points {0}, {1}. These cases in-
clude the weighted arithmetic mean with s ∈ (0, 1) and the case of the left
trivial mean which is covered in the preceding remark and are clearly strict
contractions on BI(r).
For the remaining cases we split the integral in (32) to the sum of integrals
over the mutually disjoint intervals I1 = [0, a], I2 = (a, 1] for some a ∈ (0, 1)
such that ν has nonzero mass on the interval I1. Such an a clearly exists
since we have excluded the case when the measure ν is supported only on
the point {1}. We have that
fi(X) =
∫
Ii
[(1− s)I + sX−1]−1dν(s).
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Notice that the integrals with respect to the measures defining fi are finite
positive measures, so with appropriate rescaling we can consider the inte-
gration with respect to a probability measure times a constant. Also the
interval [0, 1] is a compact Hausdorff space and the function hs(X) mapping
to P is continuous with respect to s ∈ [0, 1], so Theorem 3.27 in [36] applies
and hs(X) is integrable and therefore property (4’) also applies for the met-
ric d∞. So the functions f1 and f2 are nonexpansive due to the preceding
remarks i.e., we have
d∞(fi(X), fi(Y )) ≤ ρid∞(X,Y )
where ρ2 = 1. Again due to property (4’), the preceding remarks and
Lemma 4.8 we have that
ρ1 =
log
(
e2rber+a
ber+a
)
2r
since it is easy to see that by Lemma 4.8 the contraction coefficient ρ cal-
culated in Lemma 4.8 corresponding to a hs(X) with s ∈ [0, a] is bounded
from above by the contraction coefficient ρ calculated in Lemma 4.8 corre-
sponding to ha(X).
Now by Proposition 4.5 we have
ed∞(f(X),f(Y )) ≤ max
{∑2
i=1 e
d∞(fi(X),fi(Y ))e−d∞(fm(X),fi(X))∑2
i=1 e
−d∞(fm(X),fi(X))
,
∑2
i=1 e
d∞(fi(X),fi(Y ))e−d∞(fm(Y ),fi(Y ))∑2
i=1 e
−d∞(fm(Y ),fi(Y ))
}
≤ max
{∑2
i=1 e
ρid∞(X,Y )e−d∞(fm(X),fi(X))∑2
i=1 e
−d∞(fm(X),fi(X))
,
∑2
i=1 e
ρid∞(X,Y )e−d∞(fm(Y ),fi(Y ))∑2
i=1 e
−d∞(fm(Y ),fi(Y ))
}
where m is such that d∞(fm(X), fm(Y )) ≥ d∞(fi(X), fi(Y )), i = 1, 2.
To obtain the second inequality above we used the monotonicity of the
functions ex and the weighted arithmetic mean with weights of the form
wi = e
−d∞(fm(Y ),fi(Y )). The next step is to see that d∞(fj(Y ), fi(Y )) is
bounded for i, j = 1, 2. We have that Y ∈ BI(r), hence we have
e−rI ≤ Y ≤ erI
and by the monotonicity of the harmonic mean this yields
e−rI ≤ [(1 − s)I + sY −1]−1 ≤ erI.
Integrating this we get∫
Ii
dν(s)e−rI ≤ fi(Y ) ≤
∫
Ii
dν(s)erI
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for i = 1, 2. From this it follows that
max
i,j=1,2
sup
X∈BI(r)
d∞(fj(X), fi(X)) ≤ L
where
L = 2r +
∣∣∣∣log
(∫
I1
dν(s)
)
− log
(∫
I2
dν(s)
)∣∣∣∣
and clearly L <∞ since
∫
Ii
dν(s) > 0. Now since ρ2 = 1 we have that
ed∞(f(X),f(Y )) ≤ max
{∑2
i=1 e
ρid∞(X,Y )e−d∞(fm(X),fi(X))∑2
i=1 e
−d∞(fm(X),fi(X))
,
∑2
i=1 e
ρid∞(X,Y )e−d∞(fm(Y ),fi(Y ))∑2
i=1 e
−d∞(fm(Y ),fi(Y ))
}
(∗)
≤
ed∞(X,Y ) + eρ1d∞(X,Y )e−L
e−L + 1
,
where to get the last inequality we used a similar argument as we did to
obtain (31). Similarly as in the end of the proof of Lemma 4.8 we seek some
0 < ρ < 1 such that
log
(
ed∞(X,Y ) + eρ1d∞(X,Y )e−L
e−L + 1
)
≤ ρd∞(X,Y )
for all X,Y ∈ BI(r) i.e., d∞(X,Y ) ≤ 2r. By the same argument as in the
end of the proof of Lemma 4.8 we see that
ρ =
log
(
e2r+eρ12re−L
e−L+1
)
2r
suffices and clearly ρ < 1.

Remark 4.3. In [23] Lawson and Lim provided an extension of the geo-
metric, logarithmic and some other iterated means to several variables over
P relying on the Ando-Li-Mathias construction provided in [3]. They estab-
lished the above contractive property for these means. Our Theorem 4.9
shows that in fact the construction is applicable to all operator means due
to the contraction result Theorem 4.9, hence providing multivariable exten-
sions which work in the possibly infinite dimensional setting of P. This was
only known in the finite dimensional setting so far which case was proved in
[34].
The further importance of Theorem 4.9 will be apparent in the following
sections, when we consider matrix (in fact operator) equations similarly to
the case of the matrix power means. We close the section with a general
nonexpansive property.
Proposition 4.10. Let M : Pk → P be such that
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(1) if Ai ≤ Bi for all 1 ≤ i ≤ k, then M(A1, . . . , Ak) ≤M(B1, . . . , Bk),
(2) if t > 0, then M(tA1, . . . , tAk) = tM(A1, . . . , Ak),
then
d∞(M(A1, . . . , Ak),M(B1, . . . , Bk)) ≤ max
1≤i≤k
d∞(Ai, Bi)
for all Ai, Bi ∈ P.
Proof. Let t = max1≤i≤k d∞(Ai, Bi). Then Ai ≤ tBi and Bi ≤ tAi for all
1 ≤ i ≤ k, so by property 1 and 2
M(A1, . . . , Ak) ≤M(tB1, . . . , tBk) = tM(B1, . . . , Bk)
M(B1, . . . , Bk) ≤M(tA1, . . . , tAk) = tM(A1, . . . , Ak)
i.e.,
M(A1, . . . , Ak) ≤ max
1≤i≤k
d∞(Ai, Bi)M(B1, . . . , Bk)
M(B1, . . . , Bk) ≤ max
1≤i≤k
d∞(Ai, Bi)M(A1, . . . , Ak).

5. Generalized operator means via contraction principle
In [28] Lim and the author defined the one parameter family of matrix
power means Ps(ω;A) as the unique positive definite solution of the equation
(33) X =
k∑
i=1
wiX#sAi
where s ∈ [−1, 1], wi > 0,
∑k
i=1 wi = 1 and Ai ∈ P and
A#sB = A
1/2
(
A−1/2BA−1/2
)s
A1/2
is again the weighted geometric mean. Existence and uniqueness of the
solution of (33) follow from the fact that the function
f(X) =
k∑
i=1
wiX#sAi
is a strict contraction for s ∈ [−1, 1], s 6= 0 with respect to Thompson’s part
metric [28].
Consider the following one-parameter family of real functions:
(34) fs,t(x) =
[(1− t)(1− s) + t]x+ s(1− t)
(1− t)(1− s)x+ t+ s(1− t)
for t, s ∈ [0, 1]. By simple calculation one finds
fs,t(x) =
1
t+ s(1− t)
{
s(1− t) +
t
(1− t)(1 − s) + [t+ s(1− t)]x−1
}
=
1
t+ s(1− t)
[
s(1− t) + tht+s(1−t)(x)
]
.
(35)
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Similarly we have for the inverse function f−1s,t that
(36) f−1s,t (x) =
[1− (1− t)s]x− (1− t)
−(1− t)s(1− s)x+ s+ (1− s)t
.
Lemma 5.1. The real functions fs,t(x) for any fixed t, s ∈ [0, 1] defined
by (34) are operator monotone and positive (as functions of x) for all x ∈
(0,∞).
Proof. Positivity of fs,t is clear, operator monotonicity follows from the fact
that the functions
ax+ b
cx+ d
are operator monotone for real x 6= −dc if ad− bc > 0, see for example [8].
Alternatively one can directly arrive at the conclusion for fs,t by looking
at (35), so that fs,t is a convex combination of two operator monotone
functions. 
Due to Lemma 5.1 the functions fs,t ∈ m are representing functions of
operator means Ms,t(A,B) in M:
(37) Ms,t(A,B) := A
1/2fs,t
(
A−1/2BA−1/2
)
A1/2.
There is an important representation that holds for fs,t.
Proposition 5.2. For all s, t ∈ [0, 1] we have
fs,t(x) = l
−1
s (tls(x)) ,
where ls(x) :=
x−1
(1−s)x+s and l
−1
s is its inverse function. Moreover fs,t ∈ m(t).
Proof. By simple computation. 
Remark 5.1. Notice that the functions ls are the ones that occur in the
integral representation given in Corollary 2.1 for the functions in L. This
basic observation will be of fundamental importance for us.
There are some other basic properties that follow from Proposition 5.2.
For example we have a semi-group property for the functions fs,t:
(38) fs,t1 ◦ fs,t2(x) = fs,t1t2(x).
We will make use of the operator mean corresponding to the transpose of
fs,t(x) i.e.,
xfs,t(1/x) =
1
t+ s(1− t)
{
s(1− t)x+
t
(1− t)(1− s)x−1 + [t+ s(1− t)]
}
=
1
t+ s(1− t)
[
s(1− t)x+ th(1−t)(1−s)(x)
]
.
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Proposition 5.3. Let f(X) := Ms,t(X,A) with s ∈ [0, 1], t ∈ (0, 1] ar-
bitrary. Then the mapping f(X) is a strict contraction on BA(r) for all
r <∞ with contraction coefficient
ρ = ρ1 +
log be
−r+ae2r(1−ρ1)
be−r+a
2r
,
where ρ1 =
log e
3r(1−t)+t
er(1−t)+t
2r and a =
s(1−t)
t+s(1−t) , b =
t
t+s(1−t) .
Proof. Consider the functions
f1(X) :=
{
(1− t)(1− s)X−1 + [t+ s(1− t)]A−1
}−1
f2(X) := X.
Then Ms,t(X,A) =
1
t+s(1−t) [tf1(X) + s(1 − t)f2(X)] i.e., a convex combi-
nation. Now use Lemma 4.8 to conclude that f1 is a strict contraction on
BA(r) with contraction coefficient
ρ1 =
log e
3r(1−t)(1−s)+t+s(1−t)
er(1−t)(1−s)+t+s(1−t)
2r
(∗)
≤
log e
3r(1−t)+t
er(1−t)+t
2r
.
The other function f2 is nonexpansive. Now we have
d∞(f1(X), f2(X)) = d∞
({
(1− t)(1− s)X−1 + [t+ s(1− t)]A−1
}−1
,X
)
= d∞
(
(1− t)(1− s)I + [t+ s(1− t)]X1/2A−1X1/2, I
)
≤ d∞(X,A),
where the last inequality follows from
ed∞((1−t)(1−s)I+[t+s(1−t)]X
1/2A−1X1/2,I) ≤
max
{
‖(1− t)(1− s)I + [t+ s(1− t)]X1/2A−1X1/2‖∞,
‖(1− t)(1− s)I + [t+ s(1− t)]X−1/2AX−1/2‖∞
}
≤ (1− t)(1− s) + [t+ s(1− t)]ed∞(X,A)
≤ ed∞(X,A)
≤ er.
This means that d∞(f1(X), f2(X)) ≤ r.
Let X,Y ∈ BA(r). By Proposition 4.5 we have that
ed∞(Ms,t(X,A),Ms,t(Y,A))
≤ max
{
aed∞(f2(X),f2(Y )) + e−d∞(f1(X),f2(X))bed∞(f1(X),f1(Y ))
a+ e−d∞(f1(X),f2(X))b
,
aed∞(f2(X),f2(Y )) + e−d∞(f1(Y ),f2(Y ))bed∞(f1(X),f1(Y ))
a+ e−d∞(f1(Y ),f2(Y ))b
}
.
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Since f1 is a strict contraction on BA(r) with contraction coefficient ρ1 and
also d∞(f1(X), f2(X)) ≤ r for all X ∈ BA(r), hence we have
ed∞(Ms,t(X,A),Ms,t(Y,A))
(∗)
≤
aed∞(X,Y ) + e−rbeρ1d∞(X,Y )
a+ e−rb
using a similar argument as we did to obtain (31). Now we seek 0 < ρ < 1
such that
d∞(Ms,t(X,A),Ms,t(Y,A))) ≤ log
(
aed∞(X,Y ) + e−rbeρ1d∞(X,Y )
a+ e−rb
)
≤ ρd∞(X,Y )
for all X,Y ∈ BI(r) i.e., d∞(X,Y ) ≤ 2r. It therefore suffices to find the
maximum of the function
f(x) =
log
(
eρ1xbe−r+aex
be−r+a
)
x
on the interval [0, 2r]. First routine calculations show that
lim
x→0+
log
(
eρ1xbe−r+aex
be−r+a
)
x
=
ρ1be
−r + a
be−r + a
< 1.
Then the maximization problem is the same as finding the smallest ρ < 1
such that
log
(
xρ1be−r + ax
be−r + a
)
≤ ρ log(x)
on the transformed interval [1, e2r]. But that is equivalent to
xρ1be−r
be−r + a
+
ax
be−r + a
≤ xρ,
which by substitution with y := x1−ρ1 is equivalent to requiring
be−r
be−r + a
+
ay
be−r + a
≤ y
ρ−ρ1
1−ρ1
for y ∈ [1, e2r(1−ρ1)]. Now similar considerations as in the end of the proof of
Lemma 4.8 lead to that the smallest such ρ−ρ11−ρ1 is determined at the e
2r(1−ρ1)
endpoint of the interval, hence
ρ− ρ1
1− ρ1
=
log be
−r+ae2r(1−ρ1)
be−r+a
2r(1− ρ1)
.
In other words
ρ = ρ1 +
log be
−r+ae2r(1−ρ1)
be−r+a
2r
which is strictly less than 1. 
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Now we would like to consider convex combinations of Ms,t(A,B) which
amounts to integrating with respect to a measure. We have already intro-
duced the weak operator Pettis integral in Definition 4.2 which was suffi-
cient for our purpose so far. We will consider probability measures, but now
we change the point of view and instead we mostly consider the measures
directly given in P, in other words the push forward measures under the
injective continuous map from the probability space to P.
Definition 5.1. Let P(P) denote the set of all probability measures with
bounded support in P on the σ-algebra generated by the open sets of P in
the norm topology.
Corollary 5.4. Let σ ∈ P(P). Then any norm/strong/weak continuous
function f : suppσ → P with bounded range is weak operator Pettis inte-
grable with respect to σ.
Proof. Let x, y ∈ E. Then ω 7→ 〈f(ω)x, y〉 is a continuous real valued
function, hence measurable. The range of f is bounded, so there exists a
K <∞ such that
f(ω) ≤ KI
for all ω ∈ suppσ. Hence by the Cauchy-Schwarz inequality we have
| 〈f(ω)x, y〉 | ≤ ‖f(ω)x‖‖y‖ ≤ K‖x‖‖y‖
for fixed x, y ∈ E i.e., the continuous real function 〈f(ω)x, y〉 is bounded,
hence integrable by the dominated convergence theorem or Theorem 11.8 in
[2]. Therefore we can apply Lemma 4.1. 
The above corollary ensures us that in the remaining parts of the paper
all weak operator Pettis integrals exist, since all of our functions will be
continuous and bounded. In particular we will consider various integrals
of ls(X) and Ms,t(X,A) which have lower and upper bounds due to (25),
(17) and (18), moreover they are norm continuous functions in each of their
arguments.
Let P([0, 1]) denote the set of all probability measures over the interval
[0, 1]. P([0, 1]) is a subset of the Banach space of finite signed measures
over the interval [0, 1]. Also P(P) is a subset of the Banach space of finite
signed measures over P and in both cases the norm is provided by the total
variation.
Notation. P([0, 1]×P) denotes the set of all probability measures on [0, 1]×
P with bounded support. For µ ∈ P([0, 1] × P) we say that µ is supported
on {s} × {A} for some s ∈ [0, 1] and A ∈ P, if {s} × {A} ⊆ suppµ. We
also say that µ is supported in [0, 1] × {A}, if there exists some non-empty
subset I ⊆ [0, 1] such that I × {A} ⊆ suppµ.
Definition 5.2 (Partial order for measures). Given a probability space
(Ω,A, π), let g1 : Ω 7→ P and g2 : Ω 7→ P be two π-measurable maps.
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Denote by α1 := g1∗π and α2 := g2∗π the pushforward measures. Then we
denote by
α1 ≤ α2
if and only if g1(ω) ≤ g2(ω) for all ω ∈ Ω.
Similarly let ([0, 1]×Ω,A, µ) be a probability space. Let f1 : [0, 1]×Ω 7→
[0, 1] × P and f2 : [0, 1] × Ω 7→ [0, 1] × P be two µ-measurable maps and let
ν1 := f1∗µ and ν2 := f2∗µ denote the pushforward measures on [0, 1] × P.
Then we denote by
ν1 ≤ ν2
if and only if for all fixed s ∈ [0, 1] and ω ∈ Ω we have [f1(s, ω)]1 = [f2(s, ω)]1
and [f1(s, ω)]2 ≤ [f2(s, ω)]2 with respect to the positive definite order.
Remark 5.2. The above Definition 5.2 of ordering of measures in P([0, 1]×
P) is a direct generalization of the ordering of k-tuples A,B ∈ Pn. In previous
works [24, 28] A ≤ B was understood element-wise i.e., Ai ≤ Bi for all
1 ≤ i ≤ k, and only tuples with identical associated element-wise weights
were compared. Under this joint order operator monotonicity of (weighted)
multivariable means were derived. Let us consider a typical example. Let ξ
be a probability measure on [0, 1], let (Ω,A, µ) be a probability space and let
f1 : Ω 7→ P and f2 : Ω 7→ P be two µ-measurable maps with f1(ω) ≤ f2(ω)
for all ω ∈ Ω. Then denoting by ν1 := f1∗µ and ν2 := f2∗µ the pushforward
measures, we have for the product measures ξ × ν1 ≤ ξ × ν2 in the sense of
our order.
Remark 5.3. From the cone-theoretic point of view, the order µ1 ≤ µ2
in Definition 5.2 should be defined by requiring
∫
[0,1]×P f(s,A)dµ1(s,A) ≤∫
[0,1]×P f(s,A)dµ2(s,A) for all measurable and integrable functions f : [0, 1]×
P → P. If we had adopted this order, then it is not hard to see that all of
our operator means defined in the remaining parts of the paper would have
been monotone with respect to this cone-theoretic order as well, which ap-
pears to be weaker then our adopted order above i.e., one can compare more
pairs of measures using this cone-theoretic partial order. Also the proof of
monotonicity would be along the same lines here below.
The set P([0, 1] × P) is a subset of a Banach space of all finite signed
measures on [0, 1]×P with the total variation norm. Now we need a Fubini
type of result.
Lemma 5.5. Let ν ∈ P([0, 1]) and σ ∈ P(P). Then∫
P
∫
[0,1]
ls
(
X−1/2AX−1/2
)
dν(s)dσ(A)
=
∫
[0,1]×P
ls
(
X−1/2AX−1/2
)
d(ν × σ)(s,A)
=
∫
[0,1]
∫
P
ls
(
X−1/2AX−1/2
)
dσ(A)dν(s).
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Proof. First note that the function ls
(
X−1/2AX−1/2
)
is jointly norm con-
tinuous in P× [0, 1], so therefore the real function
〈
ls
(
X−1/2AX−1/2
)
u, v
〉
is also continuous on [0, 1]× P for any u, v ∈ E, hence it is measurable with
respect to ν × σ, also it is bounded since the support of ν × σ is bounded
i.e., ls
(
X−1/2AX−1/2
)
is weak operator Pettis integrable. The rest of the
assertion follows from Fubini’s theorem for the Lebesgue integrable function〈
ls
(
X−1/2AX−1/2
)
u, v
〉
. 
In what follows after the above preparations we will study an analogue of
(33).
Lemma 5.6. Let µ ∈ P([0, 1] × P) and t ∈ (0, 1]. Then the function
(39) f(X) =
∫
[0,1]×P
Ms,t(X,A)dµ(s,A)
is a strict contraction with respect to the Thompson metric d∞(·, ·) on every
bounded S ⊆ P such that suppµ ⊆ [0, 1] × S.
Proof. Fix t ∈ (0, 1]. Choose a large enough r <∞ such that for each A ∈ P
for which µ is supported in [0, 1]×{A}, we have S ⊆ BA(r). We can do that
since suppµ is bounded in [0, 1] × P by definition, also therefore we have
uniformly
ekI ≤ A ≤ eKI
for all A ∈ P such that µ is supported in [0, 1]×{A} and for some constants
−∞ < k ≤ K < ∞. By Proposition 5.3 gs,t(X) = Ms,t(X,A) is a strict
contraction on BA(r), with contraction coefficient
ρ = ρ1 +
log be
−r+ae2r(1−ρ1)
be−r+a
2r
,
where ρ1 =
log e
3r(1−t)+t
er(1−t)+t
2r and a =
s(1−t)
t+s(1−t) , b =
t
t+s(1−t) . Since t ≤ b ≤ 1 and
0 ≤ a ≤ 1− t we have by using (*) that
ρ ≤ ρ1 +
log te
−r+(1−t)e2r(1−ρ1)
te−r+(1−t)
2r
which is strictly less then 1. Hence using property (4’) in Lemma 4.4 we
have that
d∞(f(X), f(Y )) ≤ ρd∞(X,Y )
for all X,Y ∈ S i.e., f(X) is a strict contraction on S. 
Proposition 5.7. Let µ ∈ P([0, 1] × P), t ∈ (0, 1]. Then the equation
(40) X =
∫
[0,1]×P
Ms,t(X,A)dµ(s,A)
has a unique positive definite solution in P.
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Proof. By Lemma 5.6, for every large enough bounded subset S ⊆ P the
function f(X) given in (39) is a strict contraction on S. Suppose now that
S := BI(r) for any r <∞ such that suppµ ⊆ [0, 1]×S. Then we claim that
f(S) ⊆ S. We have the following bounds given by (25):[
(1− t)X−1 + tA−1
]−1
≤Ms,t(X,A) ≤ (1− t)X + tA.
Since S = BI(r) it follows that for any X ∈ S we have e
−rI ≤ X ≤ erI.
Since suppµ ⊆ [0, 1]×S we also have e−rI ≤ A ≤ erI for all A ∈ P such that
µ is supported in [0, 1] × {A}. Therefore by property (ii) in Definition 3.1
we have
e−rI =
[
(1− t)(e−rI)−1 + t(e−rI)−1
]−1
≤
[
(1− t)X−1 + t(e−rI)−1
]−1
≤
∫
[0,1]×P
Ms,t(X,A)dµ(s,A)
for all X ∈ S and A ∈ P such that µ is supported in [0, 1] × {A}. A similar
argument using the weighted arithmetic mean leads to∫
[0,1]×P
Ms,t(X,A)dµ(s,A) ≤ e
rI.
This yields that e−rI ≤ f(X) ≤ erI for all X ∈ S = BI(r), hence f(S) ⊆ S.
Now the iterates of f◦n(X) stay in S if X ∈ S and S is closed. Also f is
a strict contraction on S, therefore by Banach’s fixed point theorem f(X)
has a unique fixed point in S, so equation (40) has a unique positive definite
solution in S. Since S = BI(r) was an arbitrary, large enough bounded
subset of P such that suppµ ⊆ [0, 1] × S, it follows that the same holds on
all of P. 
Definition 5.3 (Induced Operator Mean). Let σ ∈ P(P), t ∈ (0, 1] and ν
be a probability measure on [0, 1]. We denote by Lt,ν(σ) the unique solution
X ∈ P of the equation
(41) X =
∫
P
∫
[0,1]
Ms,t(X,A)dν(s)dσ(A).
We call Lt,ν(σ) the σ-weighted ν-induced operator mean.
Let µ ∈ P([0, 1]×P) and t ∈ (0, 1]. Then we denote by Lt(µ) the unique
solution X ∈ P of the equation
(42) X =
∫
[0,1]×P
Ms,t(X,A)dµ(s,A).
We call Lt(µ) the µ-weighted induced operator mean.
In the above definition in the notations there should be no confusion,
since the number of measures as arguments of L should determine which
operator mean is intended.
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Remark 5.4. Let f(X) be defined by (39). Then by the monotonicity of
Ms,t, f is monotone: X ≤ Y implies that f(X) ≤ f(Y ).
For any X ∈ GL(E) and µ ∈ P([0, 1] × P) we will use the notation
(XµX∗)(s,A) := µ
(
s,X−1A(X∗)−1
)
,
similarly for σ ∈ P(P)
(XσX∗)(A) := σ
(
X−1A(X∗)−1
)
.
Integrating with respect to the above two measures is not a problem due
to a generalized form of the change of variables formula that holds for the
Lebesgue integral and hence trivially for the weak operator Pettis integral,
see for example Theorem 2.26 in [7]. Also weak operator Pettis integration
with respect to other transformed measures that we will see later is also
permitted due to the continuity of the mappings.
Proposition 5.8. Let µ, µ1, µ2 ∈ P([0, 1] × P) and t ∈ (0, 1]. Then
(1) Lt(µ) = A if suppµ ⊆ [0, 1] × {A} for an A ∈ P;
(2) Lt(µ1) ≤ Lt(µ2) if µ1 ≤ µ2;
(3) Lt(XµX
∗) = XLt(µ)X
∗ for any X ∈ GL(E);
(4) Suppose
∫
[0,1]×PMs,t(X,A)dµ1(s,A) ≤
∫
[0,1]×PMs,t(X,A)dµ2(s,A)
for µ1, µ2 ∈ P([0, 1] × P). Then Lt(µ1) ≤ Lt(µ2);
(5) If 0 < t1 ≤ t2 ≤ 1 then Lt1(µ) ≤ Lt2(µ);
(6) If dµ2(s,A) = dµ1(s, g(s,A)) where g is measurable for fixed s, then
(1− u)Lt(µ1) + uLt(µ2) ≤ Lt((1 − u)µ1 + uµ2) for any u ∈ [0, 1];
(7) If dµ2(s,A) = dµ1(s, g(s,A)) where g is measurable for all fixed s,
then d∞(Lt(µ1), Lt(µ2)) ≤ sup
µ2 is supported on {s}×{A}
{d∞(A, g(s,A))};
(8) Φ(Lt(µ)) ≤ Lt(Φ(µ)) for any measurable positive unital linear map
Φ, where Φ(µ)(s,A) := µ(s,Φ−1(A)).
Proof. (1) By (42) we have X =
∫
[0,1]×PMs,t(X,A)dµ(s,A) and using that
Ms,t(A,A) = A we see that X = A is a, and by uniqueness, the solution of
(42).
(2) Define
f(X) :=
∫
[0,1]×P
Ms,t(X,A)dµ1(s,A)
and
g(X) :=
∫
[0,1]×P
Ms,t(X,A)dµ2(s,A).
Then Lt(µ1) = liml→∞ f
◦l(X) and Lt(µ2) = liml→∞ g
◦l(X) for any X ∈ P,
by the Banach fixed point theorem. By the monotonicity of Ms,t ∈ M we
have Ms,t(X, g(s,A)) ≤ Ms,t(X,A) and if we integrate this we get f(X) ≤
g(X) for all X ∈ P, similarly follows that f(X) ≤ f(Y ), g(X) ≤ g(Y )
whenever X ≤ Y. Let X0 := Lt(µ1). Then f(X0) ≤ g(X0) and f
◦2(X0) =
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f(f(X0)) ≤ g(f(X0)) ≤ g
◦2(X0). Inductively, we have f
◦l(X0) ≤ g
◦l(X0) for
all l ∈ N. Therefore, Lt(µ1) = liml→∞ f
◦l(X0) ≤ liml→∞ g
◦l(X0) = Lt(µ2).
(3) We have XMs,t(A,B)X
∗ = Ms,t(XAX
∗,XBX∗) and applying this
to the defining equation (41) the property follows.
(4) Define
f(X) :=
∫
[0,1]×P
Ms,t(X,A)dµ1(s,A)
and
g(X) :=
∫
[0,1]×P
Ms,t(X,A)dµ2(s,A).
Then Lt(µ1) = liml→∞ f
◦l(X) and Lt(µ2) = liml→∞ g
◦l(X) for any X ∈ P,
by the Banach fixed point theorem. By assumption we also have that f(X) ≤
g(X). Let Y := Lt(µ1). Then we have Y = f(Y ) ≤ g(Y ) and inductively
Y = f◦l(Y ) ≤ g◦l(Y ), hence Lt(µ1) = Y ≤ liml→∞ g
◦l(Y ) = Lt(µ2).
(5) By Proposition 5.2 for all s, t ∈ [0, 1] we have
fs,t(x) = l
−1
s (tls(x)) ,
so for 0 < t1 < t2 ≤ 1 we have fs,t1(x) ≤ fs,t2(x), since l
−1
s is a monotone
convex increasing function, which follows from the operator monotonicity,
hence concavity of ls. Then by Proposition 3.4 we get∫
[0,1]×P
Ms,t1(A,B)dµ(s,A) ≤
∫
[0,1]×P
Ms,t2(A,B)dµ(s,A).
Now we may apply a similar argument as in the proof of property (4) to
conclude that Lt1(µ) ≤ Lt2(µ).
(6) Let X = Lt(µ1) and Y = Lt(µ2). For u ∈ [0, 1], we set Zu = (1 −
u)X + uY. Let
f(Z) =
∫
[0,1]×P
Ms,t(Z, (1 − u)A+ ug(s,A))dµ1(s,A).
Then by the joint concavity of two-variable operator means (Theorem 3.5
[20])
Zu = (1− u)X + uY
=
∫
[0,1]×P
[(1− u)Ms,t(X,A) + uMs,t(Y, g(s,A))] dµ1(s,A)
≤
∫
[0,1]×P
Ms,t((1− u)X + uY, (1 − u)A+ ug(s,A))dµ1(s,A)
= f(Zu).
Inductively, Zu ≤ f
◦l(Zu) for all l ∈ N. Therefore, (1−u)Lt(µ1)+uLt(µ2) =
Zu ≤ Lt((1 − u)µ1 + uµ2).
(7) Follows from a similar argument to the proof of Proposition 4.10 using
property (2) and (3).
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(8) Note that Φ(Ms,t(A,B)) ≤ Ms,t(Φ(A),Φ(B)) for any A,B > 0 by
Proposition 3.3. Then
Φ(Lt(µ)) =
∫
[0,1]×P
Φ(Ms,t(Lt(µ), A))dµ(s,A)
≤
∫
[0,1]×P
Ms,t(Φ(Lt,ν1(σ1), A)),Φ(A))dµ(s,A).
(43)
Define
f(X) =
∫
[0,1]×P
Ms,t(X,Φ(A))dµ(s,A).
Then liml→∞ f
◦l(X) = Lt(Φ(µ)) for any X > 0. By (43), f(Φ(Lt(µ))) ≥
Φ(Lt(µ)). Since f is monotonic, f
◦l(Φ(Lt(µ))) ≥ Φ(Lt(µ)) for all l ∈ N.
Thus
Lt(Φ(µ)) = lim
l→∞
f◦l(Φ(Lt(µ))) ≥ Φ(Lt(µ)).

Corollary 5.9. Suppose ν ∈ P([0, 1]) and σ ∈ P(P) and assume that
σ(X) := (1 − w)δA(X) + wδB(X) with w ∈ (0, 1) where δA(X) denotes the
Dirac delta supported on A. Then Lt(ν × σ) is an operator mean in the two
variables (A,B) i.e., Lt(ν × σ) ∈M.
Proof. By property (3) in Proposition 5.8 it follows that
Lt(ν × σ) = A
1/2g(A−1/2BA−1/2)A1/2
and property (1) yields that g(I) = I. By Lemma 5.6 we have that
lim
l→∞
f◦l(X) = g(A−1/2BA−1/2)
for all X ∈ P where
f(X) =
∫
[0,1]
(1− w)Ms,t(X, I) + wMs,t(X,A
−1/2BA−1/2)dν(s).
We can choose X = I and then
lim
l→∞
f◦l(I) = g(C)
where C = A−1/2BA−1/2. Also by simple calculation we have that
f(X) = (1− w)Xfs,t(X
−1) + wXfs,t(X
−1C).
By property (2) in Proposition 5.8, g is operator monotone. Moreover f◦l(I)
is an analytic real map in the single variable C for all l, moreover the net
f◦l(I) converges uniformly on bounded subsets of P due to the strict con-
traction property of f(X). Hence the pointwise limit liml→∞ f
◦l(1) for pos-
itive real (scalar) C is a continuous real map as well and is identical to g
by the properties of the functional calculus of self-adjoint operators, since
the net f◦l(I) converges in norm for all C (the topology generated by the
metric d∞ agrees with the relative Banach space topology [40]). It is also
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easy to see that g is positive on (0,∞) and g(1) = 1, hence g is an op-
erator monotone function in m. So by Theorem 3.2 in [20] we get that
Lt(ν × σ) = A
1/2g(A−1/2BA−1/2)A1/2 is an operator mean in the sense of
Definition 3.1. 
6. Generalized Karcher equations and one parameter families
of operator means
In this section we generalize the results of [28, 24] which were given for
the one parameter family of matrix power means. We will provide solutions
of nonlinear operator equations that are given in Definition 2.2, this time
considered in the setting of the full (possibly infinite dimensional) cone P.
Let us repeat the definition once more:
Definition 6.1 (Generalized Karcher equation). Let µ ∈ P([0, 1]×P). The
generalized Karcher equation is the operator equation∫
[0,1]×P
X1/2ls(X
−1/2AX−1/2)X1/2dµ(s,A) = 0
for X ∈ P.
Proposition 6.1. The one parameter family of µ-weighted operator means
Lt(µ) are continuous for t ∈ (0, 1] on any bounded set S ⊆ P with respect to
the topology generated by d∞ (the norm topology).
Proof. The induced operator means Lt(µ) are fixed points of mappings f(X)
given in (39) which are strict contractions on any bounded subset of S ⊆ P
according to Lemma 5.6. Therefore on every bounded set S ⊆ P, Lt(µ) varies
continuously in t with respect to the topology generated by the metric d∞
due to the continuity of fixed points of pointwisely continuous families of
strict contractions [31]. 
Lemma 6.2. Let µ ∈ P([0, 1] × P). Then for t ∈ (0, 1] we have
kI ≤ Lt(µ) ≤
∫
[0,1]×P
Adµ(s,A),
where k > 0 is such that kI ≤ B for any B ∈ P such that µ is supported in
[0, 1] × {B}.
Proof. By Lemma 3.1 and Proposition 5.2 we have that
(44) Ms,t(X,A) ≤ (1− t)X + tA.
which yields
f(X) :=
∫
[0,1]×P
Ms,t(X,A)dν(s,A) ≤ (1− t)X + t
∫
[0,1]×P
Adµ(s,A)
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If we define g(X) := (1− t)X + t
∫
[0,1]×PAdµ(s,A), then some simple calcu-
lation reveals that for any X ∈ P we have
lim
n→∞
g◦n(X) =
∫
[0,1]×P
Adµ(s,A).
From this we have
Lt(µ) = lim
n→∞
f◦n(X) ≤ lim
n→∞
g◦n(X) =
∫
[0,1]×P
Adµ(s,A).
The lower bound follows from the proof of Proposition 5.7 where for any
large enough bounded ball S ⊆ P we have f(S) ⊆ S. 
Let us recall the strong topology on P. The positive definite partial order
≤ is strongly continuous, so if An → A, Bn → B and An ≤ Bn then A ≤ B.
Also if An is a monotonically decreasing net in P with respect to ≤ and it
is bounded from below, then it converges strongly to the infimum of An.
Similarly if Bn monotonically increases and is bounded from above, then
Bn converges strongly to its supremum [41].
Theorem 6.3. Let µ ∈ P([0, 1] × P). Then there exists X0 ∈ P such that
lim
t→0+
Lt(µ) = X0.
Proof. By property (5) in Proposition 5.8 we have that t 7→ Lt(µ) is a de-
creasing net bounded from below by kI by Lemma 6.2, hence it is convergent
in the strong topology as t→ 0+. 
Definition 6.2 (Lambda operator means). Let Λν(σ) := limt→0+ Lt,ν(σ)
and call it the σ-weighted ν-lambda operator mean.
Also let µ ∈ P([0, 1] × P). Then we denote Λ(µ) := limt→0+ Lt(µ) and
call it the µ-weighted lambda operator mean.
Remark 6.1. If we take the one parameter family of matrix power means
Pt(ω;A), which are weighted by finitely supported probability measures ω
on the points A, then it is known that limt→0 Pt(ω;A) is the Karcher mean
Λ(ω;A) see [28] for the finite dimensional setting and [24] for the general
infinite dimensional case.
Theorem 6.4. Let µ, µ1, µ2 ∈ P([0, 1] × P) and t ∈ (0, 1]. Then
(1) Λ(µ) = A if µ is only supported in [0, 1] × {A};
(2) Λ(µ1) ≤ Λ(µ2) if µ1 ≤ µ2;
(3) Λ(XµX∗) = XΛ(µ)X∗ for any X ∈ GL(E);
(4) Suppose∫
[0,1]×P
Ms,t(X,A)dµ1(s,A) ≤
∫
[0,1]×P
Ms,t(X,A)dµ2(s,A)
for all t ∈ [0, 1]. Then Λ(µ1) ≤ Λ(µ2);
(5) If dµ2(s,A) = dµ1(s, g(s,A)) where g is measurable for fixed s, then
(1− u)Λ(µ1) + uΛ(µ2) ≤ Λ((1 − u)µ1 + uµ2) for any u ∈ [0, 1];
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(6) If dµ2(s,A) = dµ1(s, g(s,A)) where g is measurable for all fixed s,
then d∞(Λ(µ1),Λ(µ2)) ≤ sup
µ2 is supported on {s}×{A}
{d∞(A, g(s,A))};
(7) Φ(Λ(µ)) ≤ Λ(Φ(µ)) for any measurable positive unital linear map Φ,
where Φ(µ)(s,A) := µ(s,Φ−1(A)).
(8) kI ≤ Λ(µ) ≤
∫
[0,1]×PAdµ(s,A) where k > 0 is such that kI ≤ B for
any B ∈ P such that µ is supported in [0, 1] × {B}.
Proof. Each of the properties easily follows from Proposition 5.8 and Lemma 6.2
by taking the limit t→ 0+. 
Now we turn to the study of the generalized Karcher equation
(45)
∫
[0,1]×P
ls(X
−1/2AX−1/2)dµ(s,A) = 0
for a µ ∈ P([0, 1] × P). We denote by K(µ) the set of all solutions X of
(45) in P.
Lemma 6.5. Operator multiplication is strongly continuous on any bounded
set.
Proof. Let Al → A,Bl → B strongly, and ‖Al‖ , ‖Bl‖ ≤ K. Then
‖(AlBl −AB)x‖ ≤ ‖Al(Bl −B)x‖+‖(Al −A)Bx‖ ≤ K ‖(Bl −B)x‖+‖(Al −A)Bx‖ ,
so ‖(AlBl −AB)x‖ → 0 as well.

Lemma 6.6. Let Q be an open or closed subset of R and let f : Q→ R be
continuous and bounded. Then f is strong operator continuous on the set
S(E) of self adjoint operators with spectrum in Q.
Proof. Special case of Theorem 3.6 in [17]. 
The consequece of the above is the following
Lemma 6.7. The functions
(1) x−1,
(2) fs,t(x) = l
−1
s (tls(x)) for 0 ≤ t ≤ 1,
(3) the mean Ms,t(A,B) for 0 ≤ t ≤ 1,
are strongly continuous on the order intervals [e−mI, emI] for any m > 0.
Lemma 6.8. Let V ∈ S(E). Then
(46) lim
(t,U)→(0,V )
l−1s (tU)− I
t
= V,
in the strong operator topology.
Proof. The function l−1s is the inverse of ls and simple calculation shows that
l−1s (x) = 1 +
x
1− (1− s)x
.
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Now simple calculation shows that
lim
(t,U)→(0,V )
l−1s (tU)− I
t
= lim
(t,U)→(0,V )
U [I − (1− s)tU ]−1 = V.

Theorem 6.9. The lambda operator mean Λ(µ) satisfies the generalized
Karcher equation∫
[0,1]×P
X1/2ls(X
−1/2AX−1/2)X1/2dµ(s,A) = 0.
Proof. For 0 < t ≤ 1 let Xt = Lt(µ) and X0 := Λ(µ) = limt→0+ Lt(µ).
By Theorem 6.3 Xt → X0 strongly monotonically as t → 0+ and kI ≤
X0 ≤ Xt ≤
∫
[0,1]×PAdµ(s,A). Now choose m > 0 such that A,Xt,X0 ∈
[e−mI, emI] for all A such that µ is supported in [0, 1]×{A}. Then also Xt ∈
[e−mI, emI] for 0 ≤ t ≤ 1. The order interval [e−mI, emI] is closed under
inversion, also 1 ≤ x1/2 ≤ x for x ∈ [1,∞) and 1 ≥ x1/2 ≥ x for x ∈ (0, 1), so
X
−1/2
t AX
−1/2
t ∈ [e
−mI, emI] for all A such that µ is supported in [0, 1]×{A}.
By the previous lemmas therefore X
−1/2
t AX
−1/2
t → X
−1/2
0 AX
−1/2
0 strongly.
By the strong continuity of ls
U(A) := ls(X
−1/2
t AX
−1/2
t )→ V (A) := ls(X
−1/2
0 AX
−1/2
0 ).
By Lemma 6.8 in the strong topology we have
(47) lim
t→0+
l−1s (tU(A)) − I
t
= V (A) = ls(X
−1/2
0 AX
−1/2
0 ).
By definition Xt =
∫
[0,1]×PMs,t(Xt, A)dµ(s,A) which is equivalent to
I =
∫
[0,1]×P
fs,t(X
−1/2
t AX
−1/2
t )dµ(s,A)
=
∫
[0,1]×P
l−1s
(
tls(X
−1/2
t AX
−1/2
t )
)
dµ(s,A),
that is 0 =
∫
[0,1]×P
fs,t(X
−1/2
t AX
−1/2
t )−I
t dµ(s,A). By (47) we have
0 = lim
t→0+
∫
[0,1]×P
fs,t(X
−1/2
t AX
−1/2
t )− I
t
dµ(s,A)
=
∫
[0,1]×P
lim
t→0+
fs,t(X
−1/2
t AX
−1/2
t )− I
t
dµ(s,A)
=
∫
[0,1]×P
ls(X
−1/2
0 AX
−1/2
0 )dµ(s,A),
(48)
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where we used Theorem 4.2 and that the function
fs,t(x)−1
t is in L which
follows from basic calculations. By this we also have that∫
[0,1]×P
X
1/2
0 ls(X
−1/2
0 AX
−1/2
0 )X
1/2
0 dµ(s,A) = 0.

Lemma 6.10. The set K(µ) is invariant under congruencies i.e., for any
C ∈ GL(E)
CK(µ)C∗ = K(CµC∗).
Proof. For any X ∈ K(σ) we have
0 =
∫
[0,1]×P
ls(X
−1/2AX−1/2)dµ(s,A)
=
∫
[0,1]×P
ls(X
−1A)dµ(s,A).
(49)
Let C = UP the polar decomposition of C i.e., U−1 = U∗ and P ∈ P. Then
by (49) it follows directly that
UK(µ)U∗ = K(UµU∗).
Similarly we have
0 = P−1
(∫
[0,1]×P
ls(X
−1/2AX−1/2)dµ(s,A)
)
P
=
∫
[0,1]×P
ls(P
−1X−1AP )dµ(s,A)
=
∫
[0,1]×P
ls(P
−1X−1P−1PAP )dµ(s,A),
so PXP ∈ K(PµP ) i.e., PK(µ)P ⊆ K(PµP ). Also thenK(µ) ⊆ P−1K(PµP )P−1 ⊆
K(µ) which means
PK(µ)P = K(PµP ).
From this and UK(µ)U∗ = K(UµU∗) we get that
CK(µ)C∗ = K(CµC∗).

We have already seen that the set P([0, 1] × P) is a subset of a Banach
space equipped with the total variation norm.
Proposition 6.11. There exists ǫ > 0 such that for µ ∈ P([0, 1] × P) with
suppµ ⊆ [0, 1] ×BA(ǫ), the equation∫
[0,1]×P
ls
(
X−1/2AX−1/2
)
dµ(s,A) = 0
has a unique solution in BA(ǫ) which is Λ(µ).
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Proof. We would like to use the Implicit Function Theorem for Banach
spaces. First of all the map
Fµ(X) := F (µ,X) :=
∫
[0,1]×P
ls(X
−1/2AX−1/2)dµ(s,A)
maps from the product of two Banach spaces P([0, 1]×P)×S(E) to a Banach
space S(E), moreover it is C∞. The Fre´chet derivative of Fµ is a linear map
on S(E). Let ν ∈ P([0, 1]) and σI ∈ P(P) such that σI is only supported on
the singleton {I}. Then Fν×σI (X) =
∫
[0,1] ls(X
−1)dν(s) so Fν×σI (I) = 0 and
by the property l′s(1) = 1 we have that the Fre´chet derivative DFν×σI [I] =
−idS(E). Thus by the Implicit Function Theorem (Theorem 5.9 [21]) there
exists an open neighborhood U of ν×σI in P([0, 1]×P) and a neighborhood
V of I ∈ P, and a C∞ mapping g : U 7→ V such that Fµ(X) = 0 if and only
if X = g(µ) for µ ∈ U , X ∈ V . Now if we pick ǫ > 0 such that BI(ǫ) ⊆ U
and BI(ǫ) ⊆ V then the first part of the assertion is proved for A = I. The
general case for any A follows from Lemma 6.10 with C = A1/2.
The second part of the assertion is a consequence of property (8) in The-
orem 6.4 which yields that Λ(µ) ∈ BA(ǫ) which is then identical to g(µ) by
the first part of the assertion. 
Corollary 6.12. Using Lemma 5.5 and Proposition 6.11 it follows that the
lambda operator mean Λ(µ) is C∞ on small enough neighborhoods of suppµ
assuming that suppµ ⊆ [0, 1] × BA(ǫ) for small enough ǫ > 0 and fixed
A ∈ P.
Theorem 6.13. K(µ) = {Λ(µ)} for all µ ∈ P([0, 1] × P).
Proof. We start with a
Claim. For fixed X ∈ P and t ∈ (0, 1] define
dMs,t(X,µ)(s,A) := dµ(s,X
1/2f−1s,t (X
−1/2AX−1/2)X1/2)
if there exists Z ∈ P such that fs,t(Z) = X
−1/2AX−1/2, in the other case
when there exists no such Z ∈ P define dMs,t(X,µ)(s,A) := 0. Then the
equation
(50) X = Λ(Ms,t(X,µ))
has a unique solution in P.
Let us briefly explain the reason behind the introduction of Ms,t(X,µ).
The above piecewise definition of Ms,t(X,µ) is needed since the inverse map
(51) g−1(A) := X1/2f−1s,t (X
−1/2AX−1/2)X1/2
(which is the inverse of of g(A) = Ms,t(X,A)) may not be well defined on
the whole of P. Now the point of our definition is that for fixed X ∈ P we
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would like to consider the one-parameter family of unique solutions Xu of
the equations
Xu =
∫
[0,1]×P
Ms,u (Xu,Ms,t (X,A)) dµ(s,A)
for u ∈ (0, 1] defining the induced operator means in the sense of (42)
with respect to the parameter t ∈ (0, 1]. Then we take the limit u→ 0+ to
obtain the corresponding lambda operator means depending on the measure
Ms,t(X,µ), which itself depends on X, t and a fixed µ ∈ P([0, 1] × P).
Now let us turn to the proof of the Claim. First of all notice that forX ∈ P
the function g−1(A) defined by (51) is the inverse of g(A), moreover this
inverse is well defined and in fact C∞ since fs,t(x) is an operator monotone
function hence analytic and strictly monotone increasing. Indeed, by the
above Ms,t(X,µ) is well defined. Moreover for fixed X ∈ P the set of all
A ∈ P such that Ms,t(X,µ) is supported in [0, 1] × {A} is bounded in P.
Now choose a large enough closed set S ⊆ P such that for all X,Y ∈ S the
support of Ms,t(X,µ) and Ms,t(Y, µ) is included in [0, 1]×S. This is clearly
possible since we have the bounds according to Lemma 3.1(
(1− t) + tx−1
)−1
≤ fs,t(x) ≤ (1− t) + tx
and can use a similar argument as in the proof of Proposition 5.7. Now
choose a large enough 0 < r < ∞ such that S ⊆ BI(r). Then for all
X,Y ∈ S and for each A ∈ P such thatMs,t(X,µ) orMs,t(Y, µ) is supported
in [0, 1]×{A}, we have S ⊆ BA(r). By Proposition 5.3 gs,t(X) =Ms,t(X,A)
is a strict contraction on BA(r), with contraction coefficient
ρ = ρ1 +
log be
−r+ae2r(1−ρ1)
be−r+a
2r
,
where ρ1 =
log e
3r(1−t)+t
er(1−t)+t
2r and a =
s(1−t)
t+s(1−t) , b =
t
t+s(1−t) . Since t ≤ b ≤ 1 and
0 ≤ a ≤ 1− t, by (*), using a similar argument as we did to obtain (31), we
get
ρ ≤ ρ1 +
log te
−r+(1−t)e2r(1−ρ1)
te−r+(1−t)
2r
,
which is strictly less then 1. Let f(X) = Λ(Ms,t(X,µ)). Now by property
(6) in Theorem 6.4 we have
d∞(Λ(Ms,t(X,µ)),Λ(Ms,t(Y, µ)))
≤ sup
µ is supported on {s}×{A}
{d∞(Ms,t(X,A),Ms,t(Y,A))}
≤ ρd∞(X,Y ),
i.e., f(X) is a strict contraction on S. Moreover by a similar argument to
the proof of Proposition 5.7 we see that f(S) ⊆ S. So by Banach’s fixed
point theorem (50) has a unique solution in S. Since S is an arbitrary large
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enough closed subset of P, it follows that (50) has a unique solution in P.
The claim is proved.
Now let X ∈ K(µ). We have that fs,t(x) = l
−1
s (tls(x)) ∈ m(t) for all
0 < t ≤ 1 and s ∈ [0, 1]. By Lemma 3.1 we have that(
(1− t) + tx−1
)−1
≤ fs,t(x) ≤ (1− t) + tx
which means that there exists a small enough 0 < t ≤ 1 such that
fs,t(X
−1/2AX−1/2) ∈ BI(ǫ)
for all A ∈ P such that µ is supported in [0, 1] × {A}. Also it is easy to see
due to (38) that
0 = t
[∫
[0,1]×P
ls(X
−1/2AX−1/2)dµ(s,A)
]
=
∫
[0,1]×P
ls(fs,t(X
−1/2AX−1/2))dµ(s,A)
=
∫
[0,1]×P
ls(X
−1/2AX−1/2)dMs,t(X,µ)(s,A)
=
∫
[0,1]×P
ls(A)d
(
X−1/2Ms,t(X,µ)X
−1/2
)
(s,A),
in other words
(52) 0 =
∫
[0,1]×P
ls(Y
−1/2AY −1/2)d
(
X−1/2Ms,t(X,µ)X
−1/2
)
(s,A)
with Y = I. Now by Proposition 6.11 we have that Y = I is the unique
solution of (50) on BI(ǫ) which is Λ(X
−1/2Ms,t(X,µ)X
−1/2). Hence from
the definition of the lambda operator mean Λ(µ) we have
I = Λ(X−1/2Ms,t(X,µ)X
−1/2).
By property (3) in Theorem 6.4 we have that the above is equivalent to
X = X1/2Λ(X−1/2Ms,t(X,µ)X
−1/2)X1/2
= Λ(Ms,t(X,µ)).
Now the Claim implies that the solution of the above equation is unique,
hence all solutions X ∈ K(µ) must be identical. By Theorem 6.9 we have
Λ(µ) ∈ K(µ), hence K(µ) = {Λ(µ)}. 
Corollary 6.14. Suppose ν ∈ P([0, 1]) and σ ∈ P(P) and assume that
σ(X) := (1 − w)δA(X) + wδB(X) with w ∈ (0, 1) where δA(X) denotes the
Dirac delta supported on A. Then Λ(ν × σ) is an operator mean in the two
variables (A,B) i.e., Λ(ν × σ) ∈M.
Proof. By Corollary 5.9 and Theorem 6.3 the lambda extension is the strong
limit of (induced) operator means i.e.,
Λ(ν × σ) = lim
t→0+
Lt(ν × σ).
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By Lemma 6.1 in [20] the point-wise weak limit of operator means is an
operator mean as well, so therefore it follows that the strong limit Λ(ν × σ)
of operator means is also an operator mean in the sense of Definition 3.1. 
Remark 6.2. Theorem 6.13 gives us a tool to solve operator equations that
can be written in the form of a generalized Karcher equation∫
[0,1]×P
ls(A)dµ(s,A) = 0.
The solution can be calculated by choosing a sequence tl → 0+ as l → ∞
and then taking the limit
lim
l→∞
Ltl(µ) = Λ(µ).
Example 6.1. Consider the function log ∈ L. In [9] formula (V.47) says
that
log x =
∫ 0
−∞
1
λ− x
−
λ
λ2 + 1
dλ
which is actually
log x =
∫ ∞
0
λ
λ2 + 1
−
1
λ+ x
dλ.
By Corollary 2.1 and Corollary 2.2 we get that
log x =
∫
[0,1]
x− 1
(1− s)x+ s
dν(s)
with dν(s) = ds.
Let σ ∈ P(P) and ν ∈ P([0, 1]). The Dirac delta supported on {a} is
denoted by δ{a}(x). Consider the generalized Karcher equations∫
P
f(X−1/2AX−1/2)dσ(A) = 0
and their solutions:
dν(s) = δ{0}(s), f(x) = 1− x
−1, Λ(ν × σ) =
(∫
P
A−1dσ(A)
)−1
dν(s) = δ{1}(s), f(x) = x− 1, Λ(ν × σ) =
∫
P
Adσ(A)
dν(s) = ds, f(x) = log x, Λ(ν × σ) = Λ˜(σ),
where Λ˜(σ) is the original Karcher mean which has been studied first in [24]
for positive operators and in the case of positive matrices at many other
places, for example see [11, 12, 10, 26, 28, 29]. In particular the first mean is
the harmonic mean while the second is the arithmetic mean. Notice that all
these cases are extensions of these well known means to the case of measures
and operators.
There are other recently found means which are all lambda operator
means. The log-determinant α-divergence means found in [14] for positive
matrices are also such with ν supported over a singleton {s} with s ∈ [0, 1].
46 MIKLO´S PA´LFIA
The arithmetic and harmonic means have special properties.
Proposition 6.15. Let µ ∈ P([0, 1] × P). Then
(53)
(∫
P
A−1dµ(s,A)
)−1
≤ Λ(µ) ≤
∫
P
Adµ(s,A).
Proof. First of all by Lemma 3.1 we have for all s, t ∈ [0, 1] that(
(1− t) + tx−1
)−1
≤ fs,t(x) ≤ (1− t) + tx,
in other words
[(1 − t)X−1 + tA−1]−1 ≤Ms,t(X,A) ≤ (1− t)X + tA.
Now integrate the above inequality with respect to µ to conclude the asser-
tion using property (4) in Theorem 6.4 with Theorem 6.9 and the previous
Example 6.1. 
One might wonder whether the induced means Lt(µ) are different from
lambda operator means. It turns out that the induced means fit into the
overall picture.
Theorem 6.16. Let t ∈ (0, 1] and µ ∈ P([0, 1] × P). Then Lt(µ) is a
lambda operator mean, it is the unique solution of the generalized Karcher
equation ∫
[0,1]×P
logt+s(1−t)(X
−1/2AX−1/2)dµ(s,A) = 0.
Proof. By definition (41), Lt(µ) is the unique solution of
X =
∫
[0,1]×P
Ms,t(X,A)dµ(s,A).
So we have
X =
∫
[0,1]×P
Ms,t(X,A)dµ(s,A)
0 =
∫
[0,1]×P
Ms,t(X,A) −Xdµ(s,A)
0 =
∫
[0,1]×P
Ms,t(X,A) −X
t
dµ(s,A)
0 =
∫
[0,1]×P
fs,t(X
−1/2AX−1/2)− I
t
dµ(s,A).
Now it is a routine calculation to see that
fs,t(x)−1
t = logt+s(1−t)(x) and
logt+s(1−t) ∈ L, since t+ s(1− t) ∈ [0, 1]. 
The above result is a general phenomenon:
Proposition 6.17. Let f ∈ m(t) for t ∈ (0, 1). Then f(x)−1t is in L.
Proof. Simple computation. 
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Corollary 6.18. Let σ ∈ P(P) and let ft ∈ m(t) be the representing func-
tion of the operator mean Mt(X,A) with t ∈ (0, 1). Then
(54) X =
∫
P
Mt(X,A)dσ(A)
has a unique solution in P, moreover it is the unique solution of the gener-
alized Karcher equation of the form∫
P
X1/2g
(
X−1/2AX−1/2
)
X1/2dσ(A) = 0
where g(x) = ft(x)−1t is in L.
Proof. Simple computation as in the proof of Theorem 6.16. 
Corollary 6.18 tells us that the matrix power means Pt(ω;A) defined as
the unique positive definite solution of (33) are actually lambda operator
means for t ∈ [−1, 1] i.e., they are unique solutions of generalized Karcher
equations. Let us provide the details in the following example.
Example 6.2. For t ∈ (0, 1], the matrix power means Pt(ω;A) are the
unique positive definite solutions of
(55) X =
k∑
i=1
wiX#tAi
where
A#tB = A
1/2
(
A−1/2BA−1/2
)t
A1/2
is the weighted geometric mean of A,B ∈ P, its representing function is
ft(x) = x
t and ft ∈ m(t). For σ ∈ P(P) let us consider a generalized form
of (55) in the form
(56) X =
∫
P
X#tAdσ(A).
By Corollary 6.18 this is equivalent to
(57) 0 =
∫
P
X1/2f
(
X−1/2AX−1/2
)
X1/2dσ(A)
where f(x) := x
t−1
t and f ∈ L. Now using the representation V.48 in [9] for
the power function xt, we have that
f(x) =
xt − 1
t
=
cos tpi2 − 1
t
+
∫ 0
−∞
(
1
λ− x
−
λ
λ2 + 1
)
|λ|t
sin(tπ)
tπ
dλ
=
cos tpi2 − 1
t
+
∫ ∞
0
(
λ
λ2 + 1
−
1
λ+ x
)
λt
sin(tπ)
tπ
dλ.
After applying change of variables and using Corollary 2.1 and Corollary 2.2
we get that
f(x) =
xt − 1
t
=
∫ 1
0
x− 1
(1− s)x+ s
dν(s)
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where
dν(s) =
st
(1− s)t
sin(tπ)
tπ
ds.
Hence by (57) the matrix power means Pt are unique solutions of the gen-
eralized Karcher equations
(58) 0 =
∫
P
∫ 1
0
X1/2ls
(
X−1/2AX−1/2
)
X1/2dν(s)dσ(A).
In the finite dimensional case one can prove more by applying Theorem 7.1
in the next section to conclude that the matrix power means are global
minimizers of geodesically convex functions. Similar calculations can be
carried out for negative values of t ∈ [−1, 0). Also by taking the limit t→ 0
we obtain the case of the original Karcher mean considered in Example 6.1.
7. Conclusion
The previous sections provide the completion of Theorem 2.6 in the case
when P is the finite dimensional cone of positive matrices. Theorem 6.13
tells us that the gradient equations
(59)
∫
L×P
X1/2f(X−1/2AX−1/2)X1/2dσ(f,A) = 0
given in (22) for σ ∈ P(L × P) admit unique solutions in P. Theorem 2.6
shows us that
(60)
∫
[0,1]×P
X1/2ls(X
−1/2AX−1/2)X1/2dµ(s,A) = 0
has a unique solution and now it is not difficult to see that it is the gradient
equation of the critical points of the strictly geodesically convex functional∫
[0,1]×P
LDs(X,A)dµ(s,A).
This argument essentially can be carried out using Theorem 2.4 and Theo-
rem 2.3. Hence we have the result:
Theorem 7.1. Let P be finite dimensional and µ ∈ P([0, 1] × P). Then
(61) Λ(µ) = argminX∈P
∫
[0,1]×P
LDs(X,A)dµ(s,A).
Remark 7.1. More questions can be asked about the size of the set gener-
ated by Λ(µ) for various different µ ∈ P([0, 1]×P). Perhaps Corollary 6.14
provides the correct setting. How large is the set of two-variable lambda op-
erator means inM? This question is nontrivial and it is very likely that there
are operator means in M which are not lambda operator means. In particu-
lar if w = 1/2 in Corollary 6.14 we have some examples when a two variable
operator mean is the unique solution of two different generalized Karcher
equations. The geometric mean A#1/2B = A
1/2(A−1/2BA−1/2)1/2A1/2 is
MEANS & KARCHER EQUATIONS 49
such, see [14]. However this redundancy only occurs if w = 1/2. This re-
sult, though might be important, is out of scope of this paper and will be
presented elsewhere. So all in all the set of lambda operator means is of the
”size” of L if w 6= 1/2. In this case we even assumed that the same f ∈ L is
considered in the generalized Karcher equation i.e., µ = ν × σ is a product.
In the general case we expect the set of lambda operator means to be even
larger.
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