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Abstract
Neuro-fuzzy systems are by now well established in data analysis and system control.
They are well suited for the development of interactive data analysis tools, which enable
the extraction of rule-based knowledge from data and the introduction of a priori
knowledge in the process of data analysis and system identiﬁcation. Despite the suc-
cessful application of feed-forward models in diverse areas, its recurrent variants are still
rarely used. However, recurrent models are able to store information of prior system
states internally and could be therefore more appropriate for the analysis of dynamic
systems. In this paper a hierarchical recurrent neuro-fuzzy model is presented which was
developed for application in time series prediction and analysis of dynamic systems. It
has been implemented in a tool for the interactive design of hierarchical recurrent fuzzy
systems.
 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
Over the last few decades, neural networks and fuzzy systems have estab-
lished their reputation as alternative approaches to information processing.
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Both have certain advantages over classical methods, especially when vague
data or prior knowledge is involved. However, their applicability suﬀered from
several weaknesses of the individual models. Therefore, combinations of neural
networks with fuzzy systems have been proposed, where both models com-
plement each other. These so-called neural fuzzy or neuro-fuzzy systems allow
to overcome some of the individual weaknesses and oﬀer some beneﬁcial fea-
tures.
The main idea of neuro-fuzzy systems is to combine the advantages of fuzzy
systems (e.g., interpretability, use of prior knowledge for initialization) with the
learning capabilities of neural networks. Thus, using fuzzy rules, it is possible
to interpret the network structure and to introduce prior knowledge to the
learning process in a convenient way. A disadvantage of these approaches is
that in some cases the quality of the solution is reduced due to the constraints
that ensure the interpretability [1]. However, meanwhile several models have
been successful applied to control [2–4], classiﬁcation [5,6] and function ap-
proximation [7,8]. For a detailed overview of neuro-fuzzy systems see, for
example, [9–11].
Despite of the research that has already been done in the area of neuro-
fuzzy systems the recurrent variants of this architecture are still rarely studied,
although the most likely ﬁrst approach was presented already several years
ago [12]. In contrast to pure feed-forward architectures that have a static
input–output behavior, recurrent models are able to store information of
the past, e.g., prior system states, and could be thus more appropriate for the
analysis of dynamic systems (see, for example, discussions concerning the
approximation capabilities of recurrent neural networks [13,14,23–25]). If
pure feed-forward architectures are applied to these types of problems, e.g.,
prediction of time series data or physical systems, the obtained system
data usually has to be preprocessed or restructured to map the dynamic in-
formation appropriately, e.g., by using a vector of prior system states as
additional input. If we apply a fuzzy system, this may lead to an exponen-
tial increase of the parameters – if we want to cover the whole system state
space – that soon becomes intractable.
In this paper we present a neuro-fuzzy model that was designed to learn and
optimize a hierarchical fuzzy rule base with feedback connections. The hier-
archical structure allows to use intermediate variables that can be used in
succeeding rules. Thus the complexity compared to a one-layer rule structure
can be reduced in many cases. The recurrent architecture allows to store in-
formation of prior system states internally, which may also lead to a reduced
complexity, since no additional input variables providing information of prior
system states have to be used.
In the following the structure of the model and the used learning methods
are described. Furthermore, we present a simple application example to discuss
the capabilities of the proposed architecture.
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2. Model structure
The main idea of this model is to combine single layer feed-forward fuzzy
systems – which may consist of just one rule – to arbitrary hierarchical
models. By use of this subsystems architecture we simplify the introduction of
prior knowledge in form of fuzzy rules and improve the interpretability of a
learned rule base. Backward (or recurrent) connections between the subsys-
tems are realized by time-delayed feedback links. These connections enable
the system to store and reuse information of prior system states. A simple
example of a hierarchical recurrent rule base consisting of two subsystems is
shown in Fig. 1. The proposed neuro-fuzzy model is designed based on this
subsystem structure.
The interpretability of the fuzzy sets used in the subsystems is ensured by the
use of coupled weights in the consequents and in the antecedents. Thus, fuzzy
sets which are used in several rules and to which the same linguistic term is
assigned, share their parameters. Furthermore, constraints can be deﬁned,
which have to be observed by the learning method, e.g., that the fuzzy sets have
to cover the considered state space. A possible structure – the representation is
based on the generic fuzzy perceptron [11,15] – is shown in Fig. 2. A formal
deﬁnition is given in the following.
Fig. 1. A simple hierarchical recurrent rule base consisting of two subsystems. The output of the
system is reused by each subsystem as time-delayed input.
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Deﬁnition 1. Let AntðrÞ be the set of the fuzzy sets used in the antecedent and
ConðrÞ be the set of the fuzzy sets used in the consequent of rule r. Then the
recurrent neuro-fuzzy system is a fuzzy system with the following speciﬁca-
tions:
(i) All fuzzy sets lðiÞj ðxiÞ 2 AntðrÞ are deﬁned either Gaussian-like or logistic
fuzzy sets
lðiÞj ðxiÞ ¼ eððxic
ðiÞ
j Þ2Þ=2ða
ðiÞ
j Þ2 or lðiÞj ðxiÞ ¼
1
1þ ebðiÞj ðxidðiÞj Þ
;
where lðiÞj is the jth fuzzy set assigned to input xi.
(ii) All fuzzy sets mðkÞl ðykÞ 2 ConðrÞ are deﬁned by Gaussian-like fuzzy sets
mðkÞl ðykÞ ¼ eððykc^
ðkÞ
l
Þ2Þ=2ða^ðkÞ
l
Þ2 ;
where mðkÞl is the lth fuzzy set assigned to output yk.
(iii) Each rule is a tuple
Rr ¼ lðir1 Þjr1 ; . . . ; l
ðirn Þ
jrn
; m
ðkr1 Þ
lr1
; . . . ; mðkrn Þlrn
 
Fig. 2. Possible structure of the proposed recurrent neuro-fuzzy system (using one time-delayed and
one hierarchical feedback). The ﬁrst row of neurons deﬁnes the input variables, the second row the
membership functions of the antecedents, the third row the fuzzy rules, and the fourth row the
output variables. The membership functions of the consequents are represented by coupled links
from the rule to the output layer.
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and has the form
Rr : if xir1 is l
ðir1 Þ
jr1
and . . . and xirn is l
ðirn Þ
jrn
then ykr1 is m
ðkr1 Þ
lr1
and . . . and ykrn is m
ðkrn Þ
lrn
:
(iv) The activation arðtÞ of a fuzzy rule at time t is computed by
arðtÞ ¼
Y
i;j:lðiÞj 2AntðrÞ
lðiÞj ðxiÞ:
(v) The output of the system for each output variable yk is computed by a
weighted sum:
ykðtÞ ¼
P
r:mðkÞlr 2ConðrÞ
area mðkÞlr ; arðtÞ
 
center mðkÞlr ; arðtÞ
 
P
r:mðkÞlr 2ConðrÞ
area mðkÞlr ; arðtÞ
 
¼
P
r:mðkÞlr 2ConðrÞ
area mðkÞlr ; arðtÞ
 
c^ðkÞlrP
r:mðkÞlr 2ConðrÞ
area mðkÞlr ; arðtÞ
  ;
where area computes the area and center computes the center of gravity of
the output fuzzy set m^ðkÞlr of rule r for yk at time t which is deﬁned as
m^ðkÞlr ðykÞ ¼ min m
ðkÞ
lr ðykÞ; arðtÞ
 
:
(vi) Two types of feedback connections are allowed:
(a) Time-delayed feedback: Any output yk can be assigned to an input xi
by deﬁning xiðtÞ :¼ ykðt  1Þ.
(b) Hierarchical feedback: An output yk can be assigned to an input xi
by deﬁning xiðtÞ :¼ ykðtÞ if xiðtÞ is not used for the computation of
ykðtÞ neither directly nor indirectly via another (hierarchical) input
xjðtÞ.
The feedback connections deﬁned in (vi) enable the deﬁnition of hierarchical
fuzzy systems (b) and the use of time-delayed inputs (a). It should be noted,
that only time-delayed feedback connections are considered as ‘real’ recurrent
connections. Hierarchical feedback connections are simply a ‘recurrent’ deﬁ-
nition of a hierarchical fuzzy rule base, and the condition deﬁned in (b) ensures
that the rule base can be sorted topologically, i.e. a hierarchical feedback
connection does not contain a real current link and can always be unfolded to a
pure feed-forward rule structure (see, e.g., the input xn in Fig. 2 used to
compute the output yk).
To simplify the deﬁnition of recurrent systems, a fuzzy set may be used in a
rule’s consequent and antecedent. Therefore, also fuzzy sets lðiÞj and m
ðkÞ
l might
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share the same parameters. Nevertheless, a fuzzy set may be used at most once
in a rule’s consequent and antecedent, respectively.
The used defuzziﬁcation method is a modiﬁed center of gravity approach
(COG). In the commonly used COG approaches the output fuzzy sets are
merged prior to defuzziﬁcation. Therefore, overlapping areas of fuzzy sets are
neglected. Here, the area is weighted by the number of occurrences.
The area below the Gaussian-like fuzzy sets is approximated – for perfor-
mance reasons – by a triangle, where the center is deﬁned as c^ðkÞl and the left
border lðkÞl and the right border r
ðkÞ
l are deﬁned by c^
ðkÞ
l  2:5a^ðkÞl , respectively.
Therefore, the area below m^ðkÞl can be approximated by a trapezoid:
area mðkÞlr ; arðtÞ
 
¼ rðkÞlr

 lðkÞlr

arðtÞ

 1
2
arðtÞ2

: ð1Þ
For the considered Gaussian-like fuzzy sets, this leads to
area mðkÞlr ; arðtÞ
 
¼ 5aðkÞlr arðtÞ

 1
2
arðtÞ2

: ð2Þ
2.1. Learning method
The learning approach is separated in two learning phases: rule base
learning and rule base optimization. The main idea of the rule base learning
approach is to learn a hierarchically structured rule base of local subsystems as
described above. The rule base optimization approach is based on a gradient
descent learning method for recurrent neural networks and optimizes the para-
meters of the fuzzy sets. Both approaches are described in the following.
2.2. Rule base learning
The main idea the rule base learning approach is to incrementally learn a
hierarchical structured rule base of local subsystems, i.e., systems that use just a
subset of input and output variables and additional inner variables. The
structure of each subsystem can be deﬁned by a rule template. This template
deﬁnes the variables and the belonging time delays that should be used as input
and output variables, i.e., the antecedents and consequents, respectively, of the
rules in the subsystem.
In complex rule structures we frequently have to use the same variable in
several subsystems. Thus, it is necessary – in order to be able to optimize each
subsystem independent of the other – to use an individual fuzzy partitioning of
the respective domains for each subsystem. Therefore the rule templates also
allow to deﬁne individual subsets of all fuzzy sets that are assigned to a do-
main. Thus, the rule learning algorithm can be restricted to choose only fuzzy
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sets of a speciﬁc subset during rule creation. A simple example is given in the
following.
Let li be fuzzy sets and xi be belonging input and output variables of a fuzzy
system, Cji be the jth subset of all fuzzy sets deﬁned for domain i and Dti 2 ½0; 1	
be a time-delay, then a template Tk has the form
IF ðlðt  Dt1Þ 2 Ck11 Þ AND . . . AND ðlðt  DtnÞ 2 Cknn Þ
THEN ðlðtÞ 2 Cknþ1ðnþ1ÞÞ AND . . . AND ðlðtÞ 2 CknþmðnþmÞÞ:
For example, assume we want to create a subsystem that uses x1ðt  1Þ and
x2ðtÞ as input, x1 as output variables and independent fuzzy sets for domain x1
in the antecedent and the consequent. So, we have to create two fuzzy parti-
tionings for domain x1 and assign the fuzzy sets of one partitioning to C11 and
the fuzzy sets of the second partitioning to C31 . Then we deﬁne the parameters
Dt1 ¼ 1, Dt2 ¼ 0, create a fuzzy partitioning for x2 and assign all fuzzy sets to
C22 . Thus we obtain the rule template
IF ðlðt  1Þ 2 C11Þ AND ðlðtÞ 2 C22Þ THEN ðlðtÞ 2 C31Þ:
Depending on the partitioning the algorithm will then create fuzzy rules like
IF ðx1ðt  1Þ IS smallÞ AND ðx2ðtÞ IS zeroÞ THEN ðx3ðtÞ IS smallÞ
IF ðx1ðt  1Þ IS zeroÞ AND ðx2ðtÞ IS zeroÞ THEN ðx3ðtÞ IS zeroÞ . . .
The learning method used to create fuzzy rules for each template is motivated
by the heuristics used in the NEFPROXmodel [8] (see also [16]). The algorithm
requires an existing fuzzy partitioning for each considered domain. The algo-
rithm consists of two parts. During the ﬁrst part (rule base learning), the al-
gorithm creates rules iteratively based on the given training data. For each
variable of a set of corresponding input and output values the algorithm selects
for each variable the fuzzy set (of the subset) that obtains the highest mem-
bership degree for the given value and assigns it to the antecedent or conse-
quent, respectively. Then the fuzzy rules are created based on the given
templates. For fuzzy rules used to compute inner variables, the respective
consequents are assigned randomly.
During the second part (consequent re-assignment), the algorithm re-assigns
the consequents of each rule based on the obtained mean over all desired
outputs (considering a minimal rule activation c) during a complete propaga-
tion through time, i.e., the fuzzy set that obtains the highest membership degree
for the mean value is assigned to the consequent of the rule.
It has to be mentioned, that the rule learning approach uses a simple heu-
ristics to discover the fuzzy rules. Thus, we cannot expect that the method is
able to discover an appropriate rule base for systems which require complex
rule structures. Here, the user has to provide carefully designed rule templates
and – if possible – initial rules that describes known input–output relations.
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2.3. Rule base optimization
The considered learning problem is a function approximation problem.
Therefore supervised learning methods can be used, since for each input vector
(time series vector) the desired output vector is known. The developed learning
method is motivated by the real-time recurrent learning method for recurrent
neural networks (see [17]). Despite of its computational complexity, this ap-
proach was chosen since it can be applied to continuously running systems,
which is important for online adaptation of models in system control. More-
over, due to the sensitivity of recurrent systems for small changes in the pa-
rameters, less computational expensive heuristics, e.g., like the methods used in
the NEFCON [4] or NEFPROX [8] models, proved to be not usable for the
optimization of recurrent fuzzy rule bases.
The idea of the presented learning method is to propagate the error obtained
at the output units back through the rules of the hierarchical fuzzy system and
adapt the fuzzy sets accordingly. If feedback connections have to be consid-
ered, the fuzzy rule base is unfolded in time (see [18]) and the error is propa-
gated back through time. A detailed description of the algorithm is given in the
following.
Let E be the total error (the cost function to be minimized) of all output
neurons k over all time steps t ¼ 0; . . . ; T :
E ¼
XT
t¼0
EðtÞ ð3Þ
with
EðtÞ ¼ 1
2
X
k
ðEkðtÞÞ2 ð4Þ
and
EkðtÞ ¼ okðtÞ  ykðtÞ if node k has a target output ok at time t;0 otherwise;

ð5Þ
be an error measure for output node k. Then the error gradient of error EðtÞ for
an arbitrary parameter p of the considered fuzzy rule base is
oEðtÞ
op
¼ 
X
k
EkðtÞ oykðtÞop : ð6Þ
Since the activation of a rule arðtÞ may depend on parameter p, the partial
derivatives with respect to arðtÞ have to be considered. (For formal reasons a
parameter of the fuzzy system is represented in the following by a function f,
with fpðpÞ :¼ p.) This leads to
160 A. N€urnberger / Internat. J. Approx. Reason. 32 (2003) 153–170
oykðtÞ
op
¼ oykðtÞ
ofpðpÞ
of ðpÞ
op
þ
X
r:mðkÞlr 2ConðrÞ
oykðtÞ
oarðtÞ
oarðtÞ
op
¼ oykðtÞ
ofpðpÞ þ
X
r:mðkÞlr 2ConðrÞ
oykðtÞ
oarðtÞ
oarðtÞ
op
: ð7Þ
Furthermore, the derivatives of the input xiðtÞ with respect to p have to be
considered:
oarðtÞ
op
¼ oarðtÞ
ofpðpÞ
of ðpÞ
op
þ
X
i:lðiÞ
jr
2AntðrÞ
oarðtÞ
oxiðtÞ
oxiðtÞ
op
¼ oarðtÞ
ofpðpÞ þ
X
i:lðiÞjr 2AntðrÞ
oarðtÞ
oxiðtÞ
oxiðtÞ
op
: ð8Þ
Therefore, we ﬁnally obtain
oykðtÞ
op
¼ oykðtÞ
ofpðpÞ þ
X
r:mðkÞlr 2ConðrÞ
oykðtÞ
oarðtÞ
oarðtÞ
ofpðpÞ
0
B@
2
64 þ X
i:lðiÞjr 2AntðrÞ
oarðtÞ
oxiðtÞ
oxiðtÞ
op
1
CA
3
75:
ð9Þ
Now, the speciﬁc derivatives have to be determined. For oxiðtÞ=op four cases
have to be considered:
oxiðtÞ
op
¼
oyjðtÞ
op If
oxiðtÞ
op is a hierarchical feedback yjðtÞ;
oyjðt1Þ
op If
oxiðtÞ
op is a time-delayed feedback yjðt  1Þ;
oxjðt1Þ
op If
oxiðtÞ
op is a self-feedback;
0 If oxiðtÞop is an external input:
8>><
>>>:
ð10Þ
If xiðtÞ is an external input to the system, then xiðtÞ=op ¼ 0 since the external
input is independent from any parameter of the system (neglecting any external
recurrences, which could not be handled by the system itself).
If xiðtÞ is assigned to an internal variable of the system, three cases have to be
considered:
• For a hierarchical feedback with xiðtÞ :¼ yiðtÞ, xiðtÞ=op can be computed by
Eq. (9) by replacing xiðtÞ with the output variable yjðtÞ of the preceding layer,
since a hierarchical feedback is independent from xi.
• If xiðtÞ is a self-feedback input, i.e., xiðtÞ :¼ xjðt  1Þ, then xiðtÞ=op can be
computed iteratively similar to real-time recurrent learning [17], by assuming
oxið0Þ=op ¼ 0, since the initial state can be considered as independent from
p.
• If xiðtÞ is a time-delayed feedback input, i.e., xiðtÞ :¼ yjðt  1Þ, then oxiðtÞ=
op ¼ oyjðt  1Þ=op and oyjðtÞ=op can be computed by use of Eq. (9).
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To simplify the derivation of the remaining derivatives, we deﬁne
AðkÞðtÞ :¼
X
j:mðkÞlj 2ConðjÞ
area mðkÞlj ; ajðtÞ
 
c^ðkÞlj ;
BðkÞðtÞ :¼
X
j:mðkÞlj 2ConðjÞ
area mðkÞlj ; ajðtÞ
 
:
ð11Þ
Thus, we obtain
oykðtÞ
oarðtÞ ¼
o
oarðtÞ
AðkÞðtÞ
BðkÞðtÞ
 
¼ o
oarðtÞ areaðm
ðkÞ
r ; arðtÞÞ
  c^ðkÞlr BðkÞðtÞ  AðkÞðtÞ 
BðkÞðtÞð Þ2
¼ 5a^ðkÞlr ð1 arðtÞÞ
c^ðkÞlr B
ðkÞðtÞ  AðkÞðtÞ
 
BðkÞðtÞð Þ2
; ð12Þ
where c^ðkÞlr is the parameter of the Gaussian-like fuzzy set assigned to the
consequent of rule r for output yk. For oarðtÞ=oxiðtÞ we obtain
oarðtÞ
oxiðtÞ ¼
o
oxiðtÞ
Y
l;m:lðlÞm 2AntðrÞ
lðlÞm ðxlÞ
0
@
1
A
¼ o
oxiðtÞ l
ðiÞ
mr
ðxiðtÞÞ
Y
l;m:lðlÞm 2AntðrÞl 6¼i
lðlÞm ðxlðtÞÞ; ð13Þ
where ðo=oxiðtÞÞlðiÞmrðxiðtÞÞ depends on the type of the membership function
lðiÞmrðxÞ. For Gaussian-like functions this leads to
o
oxiðtÞ l
ðiÞ
mr
ðxiðtÞÞ ¼
 xiðtÞ  cðiÞmr
 
aðiÞmr
 2 lðiÞmrðxiðtÞÞ ð14Þ
and for logistic functions we obtain
o
oxiðtÞ l
ðiÞ
mr
ðxiðtÞÞ ¼ bðiÞmr  eb
ðiÞ
mr ðxiðtÞd
ðiÞ
mr Þ lðiÞmrðxiðtÞÞ
 2
: ð15Þ
The remaining derivatives with respect to the considered parameter fpðpÞ of the
consequents and antecedents are given in Appendices A.1 and A.2, respectively.
Based on Eqs. (6) and (9) we can now compute the required changes for the
parameters of the fuzzy sets, i.e.,
pðt þ 1Þ ¼ pðtÞ þ DpðtÞ ¼ gp
oEðtÞ
op
¼ gp
X
k
EkðtÞ oykðtÞop ; ð16Þ
where gp is a learning rate.
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2.4. Implementation aspects
The discussed learning methods were implemented in a software tool that
supports the interactive design of hierarchical recurrent fuzzy rule bases. Be-
sides on-line learning (as deﬁned by Eq. (16)), batch learning and the use of a
momentum term [18] are supported by the implementation. Furthermore, the
following extensions have been realized:
Constraints. It is possible to use a ‘domain coverage check’, i.e., during
optimization it is ensured, that in every dimension the fuzzy sets cover the
deﬁned system state space. This is realized, by checking prior to each modiﬁ-
cation of a fuzzy set that this modiﬁcation still ensures an overlapping with
neighboring fuzzy sets to a certain degree. If this cannot be ensured then the
modiﬁcation of this fuzzy set will not be performed. For a discussion of further
constraints that are frequently used in neuro-fuzzy approaches, see e.g. [11].
Pruning. A simple rule-pruning strategy was implemented. Rules are re-
moved from the rule base if the support of an assigned Gaussian-like fuzzy set
is decreased below a threshold value during learning. (The inﬂuence of this
rules on the output is very low and therefore the rule can usually be neglected.)
The current implementation does not yet provide any reﬁned pruning methods.
However, this can be a valuable improvement to enhance the performance of
the obtained rule base (see, e.g., [19–21]).
Teacher forcing. To improve the learning performance and speed up the
learning process, a teacher forcing strategy was implemented (see, for example
[17]). This strategy can be applied to rule bases that have recurrent subsystems
assigned to the output units, i.e., the output ykðtÞ is also used as input to the
system. If the teacher forcing strategy is enabled, the desired output okðtÞ is fed
back to the system instead of the (error prone) output ykðtÞ of the rule base.
Therefore, the system is forced to follow the desired trajectory. Nevertheless,
since only the external variables are ‘teached’, the system might follow a dif-
ferent trajectory in data space than the ‘unteached’ system, especially if it is
sensitive to small changes of the ‘teached’ variables. Thus, the error of the
‘unteached’ system might be signiﬁcantly higher. Therefore, if this strategy is
enabled, the resulting rule base is automatically validated ‘unteached’ with the
assigned training data set after learning. Usually, the optimized rule base has to
be ﬁne-tuned without teacher forcing.
3. Application example
In the example presented in the following (see also [22]) we identify a simple
dynamic system – a spring-mass-model – that is deﬁned by the diﬀerential equation
€x ¼ c
m
x: ð17Þ
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This second-order diﬀerential equation can be transformed into a system of
two coupled ﬁrst-order diﬀerential equations by introducing an intermediary
variable v:
_x ¼ v and _v ¼ c
m
x: ð18Þ
As system parameters we used c ¼ 40, m ¼ 1 and the initial values xð0Þ ¼ 1 and
vð0Þ ¼ 0. A data set was generated by simulating the system for a period of 20 s
with a explicit fourth-order Runge–Kutta method (ﬁxed step size Dt ¼ 0:1) and
storing the values xðtÞ and vðtÞ. To obtain a rule base that can be interpreted with
respect to each variable, two rule templates – one for the computation of x and
one for the computation of v – were deﬁned for the rule base learning method:
IF xðt  1Þ 2 C21 AND vðt  1Þ 2 C12 THEN xðtÞ 2 C01 ;
IF xðt  1Þ 2 C11 AND ðvðt  1Þ 2 C22Þ THEN ðvðtÞ 2 C02Þ:
The domains x and v were partitioned by three Gaussian-like fuzzy sets (neg,
zero, pos), while for each subsystem and delay independent fuzzy sets were
deﬁned using identical initial parameters. The use of independent fuzzy sets for
output and (time-delayed) input is necessary to allow each system to scale
between the output and input values. Furthermore, the rule base was initialized
with the two fuzzy rules
IF xðtð  1Þ IS zero2 AND vðt  1Þ IS zero1Þ THEN xðtÞ IS zero0;
IF ðxðt  1Þ IS zero1 AND vðt  1Þ IS zero2Þ THEN vðtÞ IS zero0:
since this system state is not covered by the training data (rest position). The
data sets obtained by the ﬁrst 4 seconds of simulation were used as training
data (40 data records). As validation data the complete data set was used (200
records). The learning parameters for the algorithm were deﬁned as follows:
c ¼ 0:1 for rule base learning and the learning rates gc ¼ ga ¼ 106 for learning
the parameters of the Gaussian-like fuzzy sets. The teacher forcing strategy was
disabled. The rule base learning method yielded the rules listed in Table 1.
By interpreting the learned rule base, we can see that the subsystems for the
computation of x and v are similar to the rule base of a simple integrator
(adder). So we can suppose, that x is computed by integration of v, and v by
integration of (negated) x. A comparison to the formal deﬁnition (Eq. (18))
proves this assumption, since we might also approximate the system of dif-
ferential equations by using the diﬀerence quotients and computing iteratively
xðtÞ ¼ xðt  1Þ þ Dt vðt  1Þ;
vðtÞ ¼ vðt  1Þ  Dt c
m
xðt  1Þ: ð19Þ
After rule base learning, the rule base was optimized for 4000 training cycles
(complete propagations through time) using x and v as training data. The
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learning process terminated with a summed square error of E ¼ 12:872, which
is caused by the deviation from the frequency and amplitude of the physical
system. In Fig. 3, the position x and velocity v of the trained system and the
validation data over time is shown (x and v given).
To evaluate the performance of the presented approach for inner variables,
in following runs either x or v was presented to the system for learning. The
other variable was considered as unknown. Thus, we obtain a recurrent hier-
archical architecture with one inner variable – either x or v – and two self-
feedback links. The simulation run using just x for training yielded the best
approximation of the amplitudes for x and v, while the system which was
trained by use of v ﬁts the frequencies very well (see Fig. 3). However, all
systems show a slight phase delay after the period covered by the training data
(0–4 s). Nevertheless, the amplitude for all systems was stable.
It has to be emphasized, that the only input to the system are the initial
values xð0Þ ¼ 1 and vð0Þ ¼ 0. The system used its own output as input and just
the error signal EiðtÞ – the diﬀerence between the system output and training
data – for learning. No teacher forcing strategy was used.
To evaluate, how the learned rule base can be adapted to a dynamic system
that has been changed, e.g., in real world applications by wear and tear over
time, we modiﬁed the parameter deﬁning our spring-mass model used in the
examples above (Eq. (18)) and introduced an additional damping force:
_x ¼ v and _v ¼ c
m
x d
m
v: ð20Þ
Table 1
Learned rule base (identiﬁcation of a spring-mass system)
IF (x½t  1	 IS neg2 AND v½t  1	 IS neg1) THEN x IS neg0
IF (x½t  1	 IS neg2 AND v½t  1	 IS zero1) THEN x IS neg0
IF (x½t  1	 IS neg2 AND v½t  1	 IS pos1) THEN x IS zero0
IF (x½t  1	 IS zero2 AND v½t  1	 IS neg1) THEN x IS neg0
IF (x½t  1	 IS zero2 AND v½t  1	 IS zero1) THEN x IS zero0
IF (x½t  1	 IS zero2 AND v½t  1	 IS pos1) THEN x IS pos0
IF (x½t  1	 IS pos2 AND v½t  1	 IS neg1) THEN x IS zero0
IF (x½t  1	 IS pos2 AND v½t  1	 IS zero1) THEN x IS pos0
IF (x½t  1	 IS pos2 AND v½t  1	 IS pos1) THEN x IS pos0
IF (x½t  1	 IS neg1 AND v½t  1	 IS neg2) THEN v IS zero0
IF (x½t  1	 IS neg1 AND v½t  1	 IS zero2) THEN v IS pos0
IF (x½t  1	 IS neg1 AND v½t  1	 IS pos2) THEN v IS pos0
IF (x½t  1	 IS zero1 AND v½t  1	 IS neg2) THEN v IS neg0
IF (x½t  1	 IS zero1 AND v½t  1	 IS zero2) THEN v IS zero0
IF (x½t  1	 IS zero1 AND v½t  1	 IS pos2) THEN v IS pos0
IF (x½t  1	 IS pos1 AND v½t  1	 IS neg2) THEN v IS neg0
IF (x½t  1	 IS pos1 AND v½t  1	 IS zero2) THEN v IS neg0
IF (x½t  1	 IS pos1 AND v½t  1	 IS pos2) THEN v IS zero0
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Fig. 3. Fuzzy system output compared to simulation data.
Fig. 4. Fuzzy system output compared to simulation data (altert system parameters).
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As system parameters we used the values c ¼ 30, d ¼ 0:2, m ¼ 1 and x0 ¼ 1.
Thus the fuzzy system has to adapt to the phase delay, which was introduced
by changing the parameter c, and the damping of the system deﬁned by d. The
spring-mass model was again simulated for 20 s and the simulation data was
used to train the rule base that was learned using x and v. The training process
was stopped as the error hardly decreased (after 5000 cycles). The resulting
output is shown in Fig. 4.
4. Conclusions
The proposed neuro-fuzzy model can be used to learn and optimize recur-
rent fuzzy rule bases using rule templates. The model allows the use of prior
knowledge in form of fuzzy rules or rule templates, e.g., to deﬁne an appro-
priate initial solution or to enhance the learning performance. Furthermore, it
is possible to extract knowledge from the optimized system by interpreting the
obtained fuzzy rule base.
However, we have to consider that recurrent systems are usually more
sensitive to small changes in the variables, since the (error prone) output of the
system is also used as feedback input and therefore the error might reinforce
itself. For that reason, it is usually more important to obtain a good approx-
imation performance, than to ensure a good interpretability as it is usually the
goal in the design of feed-forward neuro-fuzzy approaches. The learning
constraints, which are used in feed-forward architectures to ensure a good
interpretability of the learned fuzzy rule base, usually have to be relaxed or
even neglected to obtain a working solution. However, as it is shown in the
presented examples, it is still possible to interpret the obtained rule base and
thus to extract knowledge about the analyzed system.
Appendix A. Derivations for parameters of membership functions
In the following the derivations for the parameters of the membership func-
tions used in the description of the learning algorithm in Section 2.1 are given.
A.1. Derivations for consequent parameters
For the adaptation of the parameters c^ðkÞl and a^
ðkÞ
l of the Gaussian-like fuzzy
sets used in the consequent of rule r, the parameter deﬁned by fpðpÞ in Eq. (9)
has to be replaced by c^ðkÞl and a^
ðkÞ
l , respectively. Therefore, we obtain for
fpðpÞ ¼ c^ðkÞi (the indirect dependencies of arðtÞ and xiðtÞ on the parameters c^ðkÞl
and a^ðkÞl are already taken into account by the application of the chain rule in
(9). Here, only the derivation with respect to explicit occurrences of the para-
meters have to be derived):
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oarðtÞ
ofpðpÞ ¼
darðtÞ
dc^ðkÞl
¼ 0 ðA:1Þ
since arðtÞ does not directly depend on a parameter of the consequent, and
oykðtÞ
ofpðpÞ ¼
dykðtÞ
dc^ðkÞl
¼ d
dc^ðkÞl
P
r:mðkÞlr 2ConðrÞ
areaðmðkÞlr ; arðtÞÞc^
ðkÞ
lrP
r:mðkÞlr 2ConðrÞ
areaðmðkÞlr ; arðtÞÞ
0
B@
1
CA
¼
P
j:mðkÞ
lj
2ConðjÞ^lj¼l areaðm
ðkÞ
l ; ajðtÞÞP
r:mðkÞlr 2ConðrÞ
areaðmðkÞlr ; arðtÞÞ
: ðA:2Þ
Analogously, for fpðpÞ ¼ a^ðkÞl we obtain
oarðtÞ
ofpðpÞ ¼
darðtÞ
da^ðkÞi
¼ 0 ðA:3Þ
and
oykðtÞ
ofpðpÞ ¼
dykðtÞ
da^ðkÞl
¼ d
da^ðkÞl
AðkÞðtÞ
BðkÞðtÞ
 
¼
c^ðkÞl B
ðkÞðtÞ  AðkÞðtÞ
 
BðkÞðtÞð Þ2
X
j:mðkÞlj 2ConðjÞ^lj¼l
d
da^ðkÞl
areaðmðkÞl ; ajðtÞÞ
 " #
¼
c^ðkÞl B
ðkÞðtÞ  AðkÞðtÞ
 
BðkÞðtÞð Þ2
X
j:mðkÞlj 2ConðjÞ^lj¼l
5 ajðtÞ

 1
2
ajðtÞ2

:
ðA:4Þ
A.2. Derivations for antecedent parameters
Analogously to the derivation of the consequent parameters, for the pa-
rameters cðiÞj and a
ðiÞ
j of a Gaussian-like fuzzy set, and d
ðiÞ
j and b
ðiÞ
j of a logistic
fuzzy set used in the antecedent of rule r the following derivatives are obtained
(ykðtÞ and xiðtÞ can, analogous to arðtÞ and xiðtÞ in the previous section, be
considered as independent from the parameters, since the indirect dependencies
have already been taken into account in (14)). Let p be one of the considered
parameters cðiÞj ; a
ðiÞ
j ; d
ðiÞ
j or b
ðiÞ
j , then we obtain for oykðtÞ=ofpðpÞ
oykðtÞ
ofpðpÞ ¼ 0: ðA:5Þ
For oarðtÞ=ofpðpÞ we have (since p represents a parameter of the jth fuzzy set
assigned to input xi)
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oarðtÞ
ofpðpÞ ¼
o
ofpðpÞ
Q
s;t:lðsÞtr 2AntðrÞ
lðsÞtr ðxsðtÞÞ
 
if lðiÞj 2 AntðrÞ;
0 otherwise;
(
ðA:6Þ
where
o
ofpðpÞ
Y
s;t:lðsÞtr 2AntðrÞ
lðsÞtr ðxsðtÞÞ
0
B@
1
CA ¼ o
ofpðpÞ l
ðiÞ
j ðxiðtÞÞ
Y
s;t:lðsÞtr 2AntðrÞs 6¼i^t 6¼j
lðsÞtr ðxsðtÞÞ:
ðA:7Þ
By replacing fpðpÞ with the speciﬁc parameters we ﬁnally obtain the derivations
of lðiÞj ðxiðtÞÞ with respect to the parameters cðiÞj and aðiÞj if lðiÞj deﬁnes a Gaussian-
like fuzzy set, and dðiÞj and b
ðiÞ
j if l
ðiÞ
j deﬁnes a logistic fuzzy set. The derivations
are given in the following:
d
dcðiÞj
lðiÞj ðxiðtÞÞ ¼
xiðtÞ  cðiÞj
 
aðiÞj
 2 lðiÞj ðxiðtÞÞ;
d
daðiÞj
lðiÞj ðxiðtÞÞ ¼
xiðtÞ  cðiÞj
 2
aðiÞj
 3 lðiÞj ðxiðtÞÞ;
d
ddðiÞj
lðiÞj ðxiðtÞÞ ¼ bðiÞj  eb
ðiÞ
j xiðtÞd
ðiÞ
jð Þ lðiÞj ðxiðtÞÞ
 2
;
d
dbðiÞj
lðiÞj ðxiðtÞÞ ¼  xiðtÞ

 dðiÞj

 ebðiÞj xiðtÞdðiÞjð Þ lðiÞj ðxiðtÞÞ
 2
:
ðA:8Þ
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