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vABSTRACT
The thermal transport properties of thin semiconductor membranes play an impor-
tant role in the performance of many technologies like micro-electronics and solid-
state energy conversion. The dominant resistance to heat flow in thin membranes
is offered by the scattering of thermal phonons at the membrane boundaries. In
this dissertation, we examine the nature of microscopic phonon boundary scatter-
ing processes and their effect on the thermal conductivity of the thin membranes
using a pump-probe experimental technique and computationally efficient solutions
of the phonon Boltzmann transport equation (BTE).
First, we investigate the boundary scattering-limited thermal transport in nanos-
tructures using an efficient variance-reduced Monte Carlo (MC) solution of the
BTE to elucidate the impact of specular and diffuse phonon boundary scattering
events on the thermal conductivity of the nanostructures. To directly measure the
relative frequency of these two boundary scattering events, called the phonon spec-
ularity parameter, we design, implement and characterize a non-contact laser-based
pump-probe experiment called the transient grating (TG) to perform phonon mode-
dependent measurements of the specularity parameter in suspended free-standing
thin silicon membranes. We describe the phenomenon of quasiballistic heat con-
duction, which enables the phonon mode-dependent measurements of the specular-
ity parameter, and derive a transfer function based on the BTE with ab-initio phonon
properties as inputs, to connect the specularity parameter with the experimentally
measured thermal conductivity of the thin membranes.
Finally, we present the methodology adopted to invert the BTE transfer function
to extract the phonon specularity parameter from the thermal conductivity mea-
surements in the TG experiment, while rigorously accounting for the experimental
uncertainties. We find that the observed magnitudes and trends of the thermal con-
ductivity of the thin membranes cannot be explained by the 50-year old Ziman’s
model for the phonon specularity parameter and the Fuchs-Sondheimer theory of
phonon boundary scattering. We also find that the partially specular boundary scat-
tering picture of phonon boundary interactions works well for one of the mem-
branes, enabling a direct measurement of the mode-dependent phonon specularity
parameter for the first time in an experiment. We discuss the possibility of phonon
vi
mode conversion at the boundaries of a few membranes for which the partially
specular phonon boundary scattering picture fails to explain the observed thermal
conductivity trends. Considering the importance of understanding phonon bound-
ary scattering to engineer and improve nanoscale device performance, we expect
that the new experimental and computational tools developed in this work will ad-
vance a variety of nanoscale energy applications and further our understanding of
nanoscale heat transport.
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1C h a p t e r 1
INTRODUCTION
Semiconductor nanowires and thin membranes are ubiquitous in advanced tech-
nological devices. For example, the active region in a quantum cascade laser [1,
2] or a light emitting diode (LED) [3] contains semiconductor membranes such as
GaAs, AlGaAs, and GaN with thicknesses of 1-10 nm, and nanowires are finding
new applications in thermoelectrics [4] and in new generation transistors with better
electrostatic gate control [5]. In some of these devices, like the LEDs and quantum
cascade lasers, electron transport results in carrier thermalization, which could re-
sult in significant overheating and device degradation. Therefore, increasing the
thermal conductivity of these devices and their substrates is of utmost importance
to remove the excess generated heat, thereby improving their lifetimes. On the other
hand, the performance of devices like thermoelectrics can be significantly enhanced
by reducing their thermal conductivity [4]. Therefore, controlling the thermal con-
ductivity of nanoscale device systems has been an important topic of research over
the past four decades.
In these semiconductor devices, heat is primarily carried by phonons, which are
quanta of collective lattice excitations. Phonons in semiconductors are character-
ized by their mean free path (MFP), which is different for different phonon modes.
In nanoscale systems like thin membranes and nanowires, phonon MFP can be sig-
nificantly affected by scattering at the device boundaries. Since electron MFP is
significantly shorter than phonon MFP in most semiconductor materials, phonon
boundary scattering provides an elegant way to predominantly affect only phonons
without significantly modifying the electronic properties of the nanoscale devices.
To engineer thermal boundary resistance in nanoscale systems, it is important to un-
derstand the underlying phonon scattering mechanisms and how they are affected
by the irregularities on device boundaries. Conventionally, phonon scattering at
a free material surface has been classified into two different types of processes:
specular, mirror-like reflection or diffuse scattering, where the direction of phonon
propagation gets randomized after interaction with the surface. Fully specular scat-
2tering at a material boundary does not resist the flow of heat since there is no loss in
phonon momentum in the transport direction, while fully diffuse scattering results
in maximum boundary resistance to heat flow. Phonon surface scattering is usually
quantified by the phonon specularity parameter, which is the probability of specu-
lar scattering of every individual phonon mode. The specularity parameter, which
is a function of phonon wavelength and RMS surface roughness amplitude, ranges
between 0 (for fully diffuse scattering of phonons off very rough surfaces relative to
phonon wavelength) and 1 (for fully specular mirror-like reflection of phonons off
very smooth surfaces relative to phonon wavelength). Ziman [6] derived an expres-
sion for the specularity parameter p (λ) for a random rough surface with an infinite
correlation length as,





where η is the RMS roughness amplitude of the surface and λ is the wavelength of
the interacting phonon. Ziman’s model (equation 1.1), which gives a microscopic
theoretical description of the specularity of a phonon based on its wavelength, is
about 50 years old and has never been experimentally validated.
However, several research groups in the past have investigated how surface imper-
fections and roughness affect the phonon-averaged macroscopic thermal conduc-
tivity of semiconductors. For example, Pohl and co-workers performed a series
of experiments on single crystal wafers with artificially created surface imperfec-
tions to measure the extent of diffuse phonon boundary scattering at the surface of
their samples [7–11]. They used steady state thermal conductivity measurements
over a temperature range of a few millikelvin to room temperature and observed
qualitative evidence for partially specular scattering of phonons, especially at low
temperatures.
With the recent advances in the nanoscale fabrication techniques [12–14], it is now
possible to fabricate nanoscale thin membranes and nanowire devices with atomic
precision. Therefore, over the past few years, experimental measurements of ther-
mal conductivity directly in the nanoscale devices themselves have provided us
with new insights into phonon scattering within and at the surfaces of these de-
vices. For example, Goodson and co-workers have extensively studied the in-plane
thermal conductivity of supported and suspended semiconductor thin membranes
3with thicknesses on the order of 100’s of nanometers [15–19]. With the help of
boundary scattering-limited thermal conductivity measurements in thin membranes
of different thicknesses, they provided conclusive evidence that the intrinsic aver-
age phonon MFP in silicon at room temperature is about 300 nm, contrary to the
earlier accepted value of ∼ 43 nm based on estimates neglecting phonon dispersion.
Nelson and co-workers have studied thermal transport in suspended thin silicon
membranes and, along with Minnich [20], demonstrated the presence of phonons
with MFP ∼ 1 µm in silicon at room temperature [21]. They also observed pre-
dominantly diffuse phonon boundary scattering at room temperature in their mem-
branes [21–23]. Roukes and co-workers developed a method to directly measure
thermal conductance of monocrystalline nanostructures [24, 25] and reported par-
tially specular scattering of phonons in their nanostructures at low temperature.
In the case of nanowires, Majumdar and co-workers developed several new tech-
niques to fabricate thin uniform crystalline nanowires with different surface rough-
ness amplitudes and correlation lengths, and studied the effect of these surface im-
perfections on the thermal conductivity of nanowires [4, 26, 27]. In their experi-
ments, they observed phonon frequency-dependent boundary scattering rates [28]
and also measured very low thermal conductivities in their silicon nanowires below
the amorphous limit, which led to a thermoelectric figure-of-merit (zT) of 0.6 in
their silicon-based thermoelectric device [4]. Heath and co-workers also developed
a new technique called Superlattice Nanowire Pattern Transfer (SNAP) to fabricate
high quality nanowires [12, 13] and extended the SNAP technique to fabricate two-
dimensional devices such as nanomeshes [29]. They observed a significant reduc-
tion in the thermal conductivity of their nanowire arrays compared to bulk Si due
to enhanced boundary scattering, which resulted in a high thermoelectric figure-
of-merit for their devices [30]. In the case of their nanomeshes, they observed an
anomalous reduction in thermal conductivity below the diffuse boundary scattering
limit (Casimir limit [31]) and tentatively attributed this observation to coherent heat
conduction within their nanomeshes [29].
Several theoretical works have tried to explain the boundary scattering-limited ther-
mal conductivity measurements on single crystals at low temperatures in the past.
Callaway developed a phenomenological model for the lattice thermal conductivity
of bulk single crystals at low temperature (where boundary scattering dominates)
4assuming isotropic crystal structure and frequency dependent relaxation times, and
neglecting phonon dispersion [32]. Holland studied the thermal conductivity of Si
and Ge single crystals down to 1.7 K, explicitly considering conduction by both
longitudinal and transverse phonons [33]. Klemens studied the scattering of lattice
waves by static point imperfections, dislocations and grain boundaries using second
order perturbation theory and discussed the frequency-dependence of the scattering
rates due to these imperfections [34].
The thermal conductivity reduction in nanostructures due to boundary scattering
of phonons is conventionally treated using the Fuchs-Sondheimer theory, which
was first derived for electron boundary scattering independently by Fuchs [35] and
Reuter and Sondheimer [36] and was later extended to phonon boundary scattering
in several works [23, 37, 38]. In the last decade, with the advent of efficient com-
putational techniques and growing computational power, several semi-analytical
and numerical computation works have investigated the effect of phonon boundary
scattering directly in the nanostructures. In the case of thin membranes and two-
dimensional patterned nanostructures, McGaughey and co-workers studied the ef-
fect of partially specular phonon boundary scattering on the overall thermal conduc-
tivity of these nanostructures by solving the Boltzmann transport equation (BTE)
semi-analytically and numerically in steady state, using a MFP sampling tech-
nique [38–41]. They concluded that rigorous phonon frequency-dependent model-
ing of boundary scattering processes are necessary to accurately predict the thermal
conductivity measurements of thin membranes. Hadjiconstantinou and co-workers
developed a fast, computationally inexpensive variance-reduced Monte Carlo (MC)
technique to simulate thermal transport in complex nanostructures by solving the
BTE directly in the three-dimensional nanostructure geometry [42–44]. They used
this technique to investigate the effect of phonon boundary scattering on the ther-
mal conductivity of lithographically patterned nanostructures [43] and graphene
nanoribbons [44]. Aksamija and Knezevic [45] studied the anisotropy in ther-
mal conductivity of Si nanomembranes with different crystal orientations due to
phonon boundary scattering, by solving the BTE in the relaxation time approxima-
tion. Neogi et al. [46] used two-laser Raman spectroscopy and molecular dynamics
(MD) simulations to study the effect of surface imperfections on the thermal con-
ductivity of ultrathin free-standing silicon membranes.
5Similarly, in the case of nanowires, Martin et al. [47] treated surface roughness
scattering of phonons within the framework of perturbation theory and derived a
quadratic dependence of the thermal conductivity of nanowires on (D/∆), where D
is the nanowire diameter and ∆ is the RMS roughness height. Zou and Balandin [48]
studied the effect of phonon confinement and partially specular boundary scattering
on the thermal conductivity of nanowires with dimensions comparable to phonon
MFP. Sadhu and Sinha [49] modeled correlated multiple scattering effects off rough
silicon nanowire surfaces to explain the observation of nanowire thermal conduc-
tivities below the Casimir limit.
In all of these experimental and theoretical works with the exception of Nelson and
co-workers [21–23], the focus has been primarily on explaining different tempera-
ture trends of the phonon-averaged macroscopic thermal conductivity observed in
the experiments. Moreover, in some of the experiments reporting partially specu-
lar scattering of phonons, specularity of phonons has been assumed to be a con-
stant value, independent of the phonon wavelength, and comparisons with the ex-
pected thermal conductivity based on Ziman’s specularity model (equation 1.1)
have not been performed. Though some of the computational techniques (for eg.,
the MC technique [42]) have direct access to the microscopic scattering processes
of phonons with nanostructure boundaries, there are no direct experimental mea-
surements of these microscopic processes to compare with. Even in the works of
Nelson and co-workers [21–23], the thermal conductivity measurements are limited
to room temperature, where only high frequency phonons carry significant amounts
of heat, thereby limiting their resolution to only a part of the phonon spectrum.
Recently, several theoretical and experimental works have found that Ziman’s spec-
ularity model cannot adequately explain the specularity of phonons at an arbitrarily
random rough surface [50, 51], possibly due to the violation of several assumptions
in the initial derivation of equation 1.1. Although these past works have given us
tremendous insights into the effect of phonon boundary scattering on the measured
nanostructure thermal conductivity, it would be even more informative and benefi-
cial for engineering phonon thermal boundary resistance in nanoscale devices, if we
can directly measure and analyze the interactions of phonons with atomistic surface
features at the material boundaries, and characterize these interactions in terms of
the extent of surface irregularities.
6In this thesis, we primarily focus on directly measuring and analyzing microscopic
phonon scattering mechanisms at semiconductor boundaries. We conduct phonon
mode-dependent thermal transport experiments on suspended thin membranes with
well-characterized surface features and use rigorous modeling of the BTE with ab-
initio phonon inputs to interpret our experimental observations in terms of phonon
wavelength-dependent specular and diffuse boundary scattering mechanisms. We
start our investigation in chapter 2 by first looking at the extent of reduction in ther-
mal conductivity achievable in lithographically patterned semiconductor devices
due to various phonon boundary scattering mechanisms, by directly solving the
BTE in the nanostructure using the computationally efficient MC technique devel-
oped by Hadjiconstantinou and co-workers [42]. Next, in chapter 3, we discuss
how Fourier’s law of heat conduction breaks down when the heating length scales
become comparable to phonon MFP and enables us to probe different parts of the
phonon spectrum instead of a phonon-averaged measurement of thermal conductiv-
ity. In chapter 4, we describe the design and implementation of the transient grating
(TG) experimental technique that we set up to perform phonon mode-dependent
thermal transport measurements on thin suspended silicon membranes by realizing
non-Fourier heat conduction (also known as quasiballistic heat conduction) in the
thin membranes. We also describe the methodology adopted to fabricate and char-
acterize the thin suspended silicon membranes used in our experiments. In chapter
5, we describe our modeling approach to interpret the experimental measurements
of membrane thermal conductivity in terms of the phonon boundary scattering pa-
rameters. Our model is based on a semi-analytical solution of the BTE in the TG
heating geometry, which directly describes the observed thermal conductivity of
the thin membranes in the quasiballistic heat transfer regime, in terms of phonon
boundary scattering parameter — the phonon mode-dependent specularity. In chap-
ter 6, we discuss our interpretation of the experimental measurements, important
results, limitations, and conclusions about the observed phonon specularity param-
eter. Finally, we tie the thesis together in chapter 7 and provide an outlook for future
development of the TG experiment and ab-initio BTE modeling approaches which
shaped this thesis. We also take a look into the vacancies in our current understand-
ing and their impact on the thermal transport community, which will help establish
future research directions to advance our understanding of phonon boundary inter-
actions.
Due to the complexity of the mathematical equations involved in solving the BTE
7in chapter 5, we have included a significant portion of the detailed derivations as
appendices. In appendix A, we describe the derivation for steady state thermal
transport through thin membranes, and in appendix B we describe the derivation
for transient thermal transport in the TG experiment through thin membranes. In
appendix C and D we extend our semi-analytical solution of the BTE considering
the finite penetration depth of the laser in the TG experiment and phonon mode
conversion at the membrane boundaries respectively, which are important to inter-
pret the thermal conductivity measurements on some of the thin membranes that we
investigated.
8C h a p t e r 2
PHONON BOUNDARY SCATTERING IN NANOSTRUCTURES
In this chapter, we investigate the extent to which the thermal conductivity of litho-
graphically patterned nanostructures can be reduced due to various phonon bound-
ary scattering mechanisms, by directly solving the BTE in the nanostructure using
the computationally efficient MC technique developed by Hadjiconstantinou and
co-workers [42]. This chapter has been adapted from:
1. Navaneetha K. Ravichandran and Austin J. Minnich. “Coherent and incoher-
ent thermal transport in nanomeshes”. In: Physical Review B 89.20 (May
2014), p. 205432, DOI: 10.1103/PhysRevB.89.205432.
URL: http://link.aps.org/doi/10.1103/PhysRevB.89.205432
2.1 Background
Heat conduction in solids at length scales comparable to phonon mean free paths
(MFPs) and wavelengths is a topic of considerable interest [52–54]. Recently,
nanostructured materials such as nanowires [4, 30], superlattices [55], nanocompos-
ites [56–58], and all-scale nanostructured materials [59] have demonstrated strongly
reduced thermal conductivities compared to their parent bulk materials. Many of
these nanostructured semiconductor materials show promise for thermoelectric en-
ergy conversion [4, 30, 55–60].
Coherent thermal transport, in which the phonon dispersion is modified by the co-
herent interference of thermal phonons in an artificial periodic material, is an active
area of research [29, 61–65]. Unlike classical boundary scattering, which only de-
creases the relaxation times of phonons, coherent effects can also alter the group
velocity and density of states by zone folding of phonons, which was originally
observed at specific frequencies using Raman scattering [66]. A number of recent
works have studied coherent transport both theoretically [63, 64, 67, 68] and ex-
perimentally. Several recent experiments have reported that coherent effects can
affect thermal transport in superlattices and nanomeshes [29, 61, 65]. In particu-
9lar, exceptionally low thermal conductivities were reported in silicon nanomeshes
(NMs) [29, 69] which consist of periodic pores in a thin membrane. However, at-
tributing these low thermal conductivity measurements unambiguously to coherent
effects is difficult because boundary scattering can also reduce the thermal conduc-
tivity of the NMs. Therefore, despite these experimental observations, the condi-
tions under which coherent thermal transport can occur remain unclear.
Computational studies have attempted to provide insight into coherent transport
in artificial periodic nanostructures. Hao et al. [70] used two dimensional Monte
Carlo simulations of phonon transport to predict a reduction in thermal conduc-
tivity of porous silicon with aligned pores. Jain et al. [41] used a mean free path
sampling algorithm to study phonon transport in NM-like structures with features
larger than 100 nm, concluding that coherent effects are unlikely to be the origin of
the low thermal conductivity in the structures of Hopkins et al. [69]. He et al. [71]
investigated NM-like structures with similar surface area to volume ratio as in Yu
et al. [29] but the simulated structures were much smaller than those studied exper-
imentally. Dechaumphai and Chen [72] used a partially coherent model, in which
phonons with MFP longer than the NM neck size were assumed to be coherent,
to explain the observations of Yu et al. [29] but boundary scattering could not be
rigorously treated in their analysis. Thus, due to several simplifications and approx-
imations used in these studies, the questions of which phonons are responsible for
heat conduction in complex structures like NMs and under what conditions coher-
ent transport can occur in these structures remain unanswered.
To address this issue, we present the first fully three-dimensional simulations of
thermal transport in NMs using efficient numerical solutions of the frequency-
dependent Boltzmann transport equation (BTE). Using the spectral information in
our simulations, we find that coherent thermal transport is likely to occur at room
temperature only in structures with nanometer critical dimensions and atomic level
roughness, and that boundary scattering dominates transport in structures that can
be created lithographically. Our work provides important insights into the condi-
tions in which coherent thermal transport can occur in artificial structures.
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2.2 Modeling
We begin by describing our simulation approach. To gain spectral insights into the









where eω is the desired distribution function, ω is the angular frequency, e0ω is the
equilibrium distribution function, v is the phonon group velocity, ∇r is the gradi-
ent operator in cartesian coordinates, and τω is the frequency-dependent relaxation
time.
The phonon BTE has been solved for simple nanostructure geometries using sev-
eral techniques such as the discrete ordinate method [68], Monte Carlo simulation
method [74], the finite volume method [75] and the coupled ordinates method [76].
However, using these methods to accurately simulate transport in the large 3D ge-
ometry of the NM is extremely challenging due to computational requirements or
due to the use of simplifying approximations that may not be applicable.
We overcome this challenge by solving the BTE with an efficient variance-reduced
Monte Carlo algorithm, achieving orders of magnitude reduction in computational
cost compared to other deterministic or stochastic solvers [42, 43]. Briefly, this
technique solves the linearized energy-based BTE by stochastically simulating the
emission, advection and scattering of phonon bundles, each representing a fixed
deviational energy from an equilibrium Bose-Einstein distribution. The variance
of the simulation is reduced compared to traditional MC by properly incorporat-
ing deterministic information from the known equilibrium distribution in a control
variates approach. This algorithm enables the first simulations of thermal transport
directly in the complex 3D geometry of the NM.
To implement the algorithm, the phonon dispersion is divided into 1000 frequency
bins, and the phonon bundles are emitted into the simulation domain according
to the appropriate distribution as described by Peraud and Hadjiconstantinou [42].
Since the scattering operator is linearized in this approach, the phonon bundles are
advected and scattered sequentially and completely independently of each other.
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To compute the thermal conductivity of the NM, we simulate the steady state ther-
mal transport in a single periodic unit cell of the NM using periodic heat flux bound-
ary conditions [70] as indicated in the figure 2.1 (boundaries 1 and 2). The other
two periodic walls of the NM (boundaries 3 and 4) are modeled as specularly re-
flecting boundaries since the unit cell of the NM is symmetric about its center. The
top and bottom boundaries in the out-of-plane direction and the walls of the NM
pores are modeled as diffusely reflecting mirrors. The thermal conductivity of the
NM is computed by adding up the contribution of the trajectory of each phonon
bundle to the overall heat flux. We terminate the propagation of phonons after 10
internal scattering events as the change in thermal conductivity of the NM is less
than 0.5% between the tenth and the twentieth internal scattering event.
We use an isotropic Si dispersion along the [100] crystal direction and phonon re-
laxation times used by Minnich et al. [77]. To validate our simulation, we calculate
the thermal conductivity of an unpatterned silicon thin film doped with Boron, since
the samples in Yu et al.’s experiments [29] are doped with small quantities of Boron.
We find that we can explain the reported measurements on silicon thin films (TF)
in Yu et al.’s experiments [29] by assuming that the boundaries scatter phonons dif-
fusely and using the impurity scattering rate of the form τ−1Imp = 2 × 10−44 ω4 s−1,
where ω is the angular frequency of phonons. For eg., we find from our simula-
tions that, at 300 K, the thermal conductivity of the TF is reduced from the bulk
undoped value (148 W/m-K) by 84% due to diffuse boundary scattering at the TF
walls and an additional 5% due to impurity scattering, which is consistent with the
measurements by Yu at al. [29]. Recent experiments have also demonstrated that
diffuse boundary scattering of phonons is a reasonable approximation for analyz-
ing thermal transport in thin silicon membranes [22], which further justifies the
assumptions in our simulations. For the NM simulations, we consider both circular
and square pores as the shape of the NM pore is somewhere in between. Electron-
phonon scattering is expected to be negligible at the temperatures considered [17]
and is not included.
2.3 Results
We begin our analysis by computing the thermal conductivity of a NM structure.
To facilitate comparisons with experiment, we simulate the same structure in the
experiments of Yu et al. [29] with a periodicity w = 34 nm, a pore width or diame-
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Figure 2.1: The geometry of a single periodic unit cell of the NM with either square
and circular pore geometries, on which the Monte Carlo simulations have been per-
formed. Walls (1) and (2) are modeled with perodic heat flux boundary conditions
described in [70]. Walls (3) and (4) are modeled as specularly reflecting mirrors.
The NM is three dimensional with the third dimension perpendicular to the plane
of the paper with a finite non-zero thickness. The top and bottom boundaries in
the out-of-plane direction and the walls of the NM pores are modeled as diffusely
reflecting mirrors (or for a few simulations that are described in the main text, as
partially specularly reflecting boundaries). Both square and circular pore geome-
tries are considered in our simulations as the sample in Yu et al’s experiments [29]
is likely to have a shape somewhere in between the two extremes.
ter d = 11 nm and an out-of-plane thickness t = 22 nm. Since all the physical walls
of the NM are modeled as diffusely reflecting mirrors, our MC simulations yield
the Casimir limit for the thermal conductivity of the NM, which is the theoretical
lower limit for the thermal conductivity of the NM with phonons following the un-
modified bulk dispersion. It is evident from our simulation results (figure 2.2) that
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the experimentally measured thermal conductivity of the NM is considerably lower
than the Casimir limit.
We now examine whether coherent transport can explain this exceptionally low
thermal conductivity. According to Jain et al. [41], for coherent effects to occur in
periodic nanostructures, long wavelength phonons, which are more likely to scatter
specularly from a rough boundary and retain their phase, should conduct most of
the heat. At present, the phonon frequency corresponding to the minimum phonon
wavelength that can scatter specularly from a surface with a given roughness re-
mains unclear, with estimates ranging from 0.64 THz [78] to 2 THz [61], which cor-
respond to phonon wavelengths of about 10 nm and 2 nm respectively. From these
experimental observations, we can infer that coherent effects could affect phonons
below 2 THz, while the remaining part of the phonon spectrum will still follow the
bulk material dispersion and lifetimes.
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Figure 2.2: Thermal conductivity of
the NM as a function of temperature.
The thermal conductivity of the NM
reported by Yu et al. [29] (black dia-
monds) is significantly lower than our
simulation result with square and cir-
cular pore geometries.






















Figure 2.3: Thermal conductivity ac-
cumulation versus phonon frequency
for a NM that reflects phonons with
frequency less than 2 THz specularly
and the rest diffusely. Even under
these conservative assumptions, the re-
ported measurements cannot be ex-
plained even by completely neglecting
the contribution of these low frequency
phonons that could undergo coherent
interference.
Conservatively, let us suppose that phonons with frequency below 2 THz may be
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able to follow the new dispersion corresponding to the phononic crystal. When we
assume that the boundaries of the NM reflect these low frequency phonons specu-
larly so that their contribution to the relative fraction of heat transport is maximized,
we obtain a thermal conductivity of 11.71 W/m-K at 300 K and 20.8 W/m-K at 90
K as shown in figure 2.3. Even if we assume that phonons below 2 THz behave
coherently and completely remove their contribution to heat transport, the thermal
conductivity of the NM reduces to 7.5 W/m-K at 300 K and 4.12 W/m-K at 90 K,
which is still significantly higher than the measured values of 1.95 W/m-K at 300
K and 1.3 W/m-K at 90 K in Yu et al.’s experiments [29]. A similar conclusion is
reached if all phonons are scattered diffusely. Therefore, even under the most con-
servative assumptions, those modes that have the possibility to undergo coherent
interference do not carry sufficient heat to explain the measurements.
We now use our simulations to identify the mechanism responsible for the exper-
imentally observed reduction in thermal conductivity. Although Yu et al. [29] as-
sumed that the NM was completely composed of silicon, in other experiments [79]
a thin amorphous oxide layer of about 2 − 3 nm thickness is clearly visible using
transmission electron microscopy, even though the samples were etched in HF va-
por. Other studies have reported that surface damage can result from the reactive
ion etching (RIE) process [80] used to create the pores in the NM.
The presence of such a disordered layer substantially affects the phonon transport
within the NM. A phonon incident on the disordered layer from silicon has a prob-
ability to be backscattered at the interface before reaching the solid-air interface of
the NM pores. Even if the phonon penetrates into the disordered layer, it will get
scattered nearly immediately due to its short MFP in the disordered layer. There-
fore, this disordered layer effectively increases the size of the pore and reduces the
cross-sectional area available for heat conduction.
This increased pore size has an important effect on the interpretation of experimen-
tal measurements. In the experiments of Yu et al. [29], the thermal conductance of
the NM was measured, and the thermal conductivity was calculated by assuming
that heat effectively flows through channels between arrays of pores in the NM. If
the effective size of the NM pores is larger than assumed, then the width of the heat
transport channels is reduced, thereby increasing thermal conductivity for a given
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thermal conductance of the NM. Therefore, in order to interpret the experimental
measurements of Yu et al. [29] and compare with our simulations, the thermal con-
ductivity of the NM has to be scaled by the ratio of the channel areas without and
with the defective layer.
The large pores also lead to additional phonon boundary scattering due to increased
surface area of the pores. To account for this effect in our MC simulations, we
model the Si-disordered layer interface as a diffusely reflecting mirror. This is a
reasonable approximation considering that the microscopic details of phonon scat-
tering at interfaces is poorly understood [81]. The effective pore size is increased
by an amount comparable to the thickness of the oxide layer as observed in TEM,
which is around 2 − 3 nm [79]. We also include the disordered layer on the top and
bottom boundaries of the NM as they were subjected to many of the same etching
processes as the pores.
Figure 2.4: Thermal conductivity as a function of temperature for different nanos-
tructures in the experiments of Yu et al. [29] and our simulations for (a) 2 nm dis-
ordered layer thickness and (b) 3.5 nm disordered layer thickness. The disordered
layer is added to both the nanowire-array (NWA) and the NM in our simulations.
In these two figures, the red dashed line, pink circles, and pink squares are the MC
solutions for the NWA, NM with circular holes, and NM with square holes, respec-
tively. The black diamonds, green triangles, and blue inverted triangles represent
the reported thermal conductivity for the NM, the recalculated thermal conductivity
for the NM, and the recalculated thermal conductivity for the NWA, respectively,
from Yu et al.’s experiments [29].
We now examine if the increase in the effective pore size can explain the observed
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reduction in the thermal conductivity of the NM. Figure 2.4(a) shows that our sim-
ulations predict a considerable reduction in thermal conductivity of the NM for a
disordered layer thickness of just 2 nm, compared to the case without a disordered
layer (figure 2.2). As shown in figure 2.4(b), we are able to explain the experimen-
tal observations with a 3.5 nm thick disordered layer. Yu et al. [29] also reported
the thermal conductivity for another NM with a larger pore (d = 16 nm) at lower
temperatures. By following the same simulation procedure, we are able to explain
the measurements for this NM using a 2 nm thick disordered layer.
Our simulations can also explain the difference in thermal conductivity between the
NM and the nanowire-array (NWA) observed in Yu et al.’s experiments [29]. In
their experiments, the reduction in thermal conductivity of the NM was associated
with coherent effects primarily because of the lower thermal conductivity of the
NM compared to the NWA even though boundary scattering considerations would
predict the opposite trend. However, our simulations predict that the thermal con-
ductivity of the NM is consistently lower than that of the NWA without considering
any coherent effects.
This difference in thermal conductivity can be explained by backscattering of phonons
at the walls of the NM pores [82]. In the NWA, all of the domain walls are aligned
parallel to the direction of the thermal gradient and 50% of the incident phonons are
backscattered on average. The walls of the NM pores aligned along the temperature
gradient also backscatter half of the incident phonons. However, the walls of the
NM pores that are not aligned with the temperature gradient backscatter more than
half of the incident phonons. Since backscattering reduces the contribution of the
phonon to thermal transport, the overall thermal conductivity of the NM is reduced
compared to the NWA.
Figure 2.5 shows the fraction of backscattered phonons in the NWA and the NM
averaged over all frequencies. We consider a phonon to be backscattered if it re-
turns to the same wall from which it was emitted. For figure 2.5, to isolate the effect
of phonon backscattering from the effects of difference in the size of the NWA and
the NM, we simulate a NM and NWA with the same effective transport channel
area. For the NM, we use a periodicity w = 34 nm, pore size d = 12 nm and thick-
ness t = 22 nm so that it has an effective transport channel area of 22 × 22 nm2.
For the NWA, the cross-sectional area is 22 × 22 nm2. To isolate the effect of the
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Figure 2.5: Fraction of backscattered phonons for the NWA and the NM with cir-
cular and square holes for different disordered layer thicknesses.
geometry, we compute the backscattered fraction from those phonons that do not
scatter internally in the domain. As expected for the NWA, 50% of the phonons are
backscattered. For the NM with circular and square pores, the fraction of backscat-
tered phonons is 20 − 40% higher than that of the NWA for a range of disordered
layer thickness values used in our simulations. Therefore, the difference in thermal
conductivity between the NM and NWA can be attributed to the larger fraction of
backscattered phonons in the NM along with the smaller transport channel area of
the actual NM.
We now examine the conditions under which coherent transport could occur in an
artificial structure at room temperature. From the spectral information in our simu-
lations, we find that most of the heat is carried by phonons with frequencies around
5 THz at room temperature, corresponding to a wavelength of about 1 − 2 nm in
Si. Therefore, a secondary periodicity on the order of this value is necessary for
coherent effects to affect thermal transport in the NM. Further, the surface rough-
ness of an artificial structure must be less than a few Å to preserve the phase of the
scattered phonons. Such fine spatial resolution and atomic scale roughness is diffi-
cult to obtain using lithographic techniques, but could be met in superlattices with
epitaxial interfaces [65]. In lithographically patterned structures, coherent thermal
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transport is likely to play a role only at very low temperatures where the dominant
thermal wavelength substantially exceeds the surface roughness amplitude.
2.4 Conclusion
In conclusion, we have performed the first fully three-dimensional simulations of
thermal transport in nanomeshes using efficient numerical solutions of the fre-
quency dependent BTE. From the spectral information in our simulations, we find
that incoherent boundary scattering dominates thermal transport in lithographically
patterned structures, and that structures with nanometer critical dimensions and
atomic level roughness are required for coherent thermal transport to occur at room
temperature. Our results provide important insights into the conditions under which
coherent thermal transport can occur in artificial structures.
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C h a p t e r 3
QUASIBALLISTIC HEAT TRANSFER
In the previous chapter, we demonstrated the advantage of understanding spectral
phonon properties rather than looking at the phonon-averaged thermal properties to
accurately estimate the thermal boundary resistance in nanoscale devices. In the
case of computer simulations as in the previous chapter, we have access to the tra-
jectories of every individual phonon mode. Therefore, it is possible to probe the
change in the heat carrying capacity of each and every phonon due to interactions
with the device boundaries. On the other hand, we can only measure averages over
an ensemble of phonons in thermal transport experiments. In that case, how can we
probe these spectral phonon properties experimentally?
3.1 Breakdown of Fourier’s Law of Heat Diffusion
To answer this question, let us take a look at the Fourier’s law of heat diffusion (in
one dimension, for simplicity) through a sample given by,
q = −k dT
dx
(3.1)
where q is the heat flux along the transport direction x, k is the thermal conductivity
along the transport direction, and T is the temperature. In the heat diffusion regime,
k is a property of the material. Therefore, for a fixed temperature difference be-
tween the hot and the cold side of the sample, the Fourier’s heat diffusion equation
predicts a diverging heat flux as the hot and cold sides are brought closer to each
other.
However, a diverging flux in the case of heat conduction is never observed in reality
and this anomalous prediction of diverging heat flux is actually due to the break-
down of the Fourier’s law of heat diffusion at small heating length scales. When
the separation between the hot and the cold sides of the sample is comparable to
the phonon MFP, long MFP phonons traverse the sample from the hot end to the
cold end ballistically, without scattering with each other. Due to the lack of internal
scattering, the transport is no longer diffusive, and hence the Fourier’s law of heat
diffusion can no longer be used to describe the heat transfer properties of these long
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MFP phonons. In reality, the heat flux carried by these ballistic phonons is lower
than the Fourier law prediction.
Phonons in semiconductor materials constitute a wide spectrum with MFP spanning
over two orders of magnitude. For example, it is known that, in silicon, phonon
MFP ranges from ∼ 10 nm to 10 µm at room temperature. If the sample under con-
sideration is made of silicon, as the separation between the hot and cold ends are
decreased, long MFP phonons transport heat ballistically while short MFP phonons
transport heat diffusively across the sample (known as the quasiballistic heat trans-
fer regime). This gradual change in the distribution of phonons carrying heat as the
heating length scale is decreased in the quasiballistic regime gives us the necessary
resolution to probe different parts of the phonon spectrum individually, instead of
probing an average over the entire phonon spectrum in the case of heat diffusion
experiments.
This phenomenon of quasiballistic heat conduction is illustrated in figure 3.1 (a).
When a metallic transducer layer is heated with a temporally sinusoidal heat flux,
an exponentially decaying steady state temperature distribution is set up in the sub-
strate below the transducer. The 1/e decay rate of the exponentially decaying tem-
perature distribution (the thermal penetration depth) is shorter for an input heat
flux modulated at a higher frequency. Therefore, by increasing the modulation fre-
quency, the dominant spatial frequencies of the substrate temperature profile are
increased, thereby enabling a transition from diffusive to quasiballistic heat con-
duction in the substrate. This regime transition for heat conduction in the substrate
modifies the distribution of phonons carrying heat away from the transducer into
the substrate, as the modulation frequency of the input heat flux in increased.
The failure of the Fourier’s law is also evident from figure 3.1 (b), where we have
shown the impulse response of the two-layer Aluminium-Silicon system in fig-
ure 3.1 (a) calculated using the MC solution of the BTE described in chapter 2,
in comparison with a finite-difference solution of the Fourier heat equation. When
the phonon relaxation time in the substrate is truncated to 3 picoseconds, the phonon
MFP in the substrate is very short, resulting in predominantly diffusive heat con-
duction. Therefore, the Fourier solution agrees with the BTE solution in this case.
On the other hand, when the phonon MFP is not artificially truncated in the sub-
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strate, the thermal transport is in the quasiballistic heat conduction regime, and the
BTE solution predicts a slower thermal decay compared to the Fourier model.
3.2 Time-domain Thermoreflectance to Probe Quasiballistic Heat Conduc-
tion
In a typical laser-based pump-probe experiment on the two-layer geometry (fig-
ure 3.1 (a)), thermal response to a single impulsive excitation at the surface is dif-
ficult to probe due to limitations in the achievable signal-to-noise ratios. This chal-
lenge can be overcome by using a train of modulated pump pulses and using lock-in
detection of the probe laser as in the time-domain thermoreflectance (TDTR) tech-
nique. As a result, a modified form of the impulse response of the system can be





h (qT + τ) e−iω0(qT+τ) (3.2)
In this expression, h (t) is the impulse response from the MC simulation, T is the
time between two consecutive pump laser pulses in the TDTR experiment, τ is the
delay time between the pump and the probe pulses, andω0 is the frequency at which
the pump pulses are modulated. By fitting the TDTR signal to a Fourier heat diffu-
sion model, the effective thermal conductivity of the substrate as a function of the
modulation frequency (and therefore, as a function of the spatial frequencies in the
substrate) can be obtained. Figure 3.1 (c) shows a decreasing trend in the effective
thermal conductivity in our simulations with increasing modulation frequency, a
signature of quasiballistic thermal transport in the substrate.
Instead of indirectly setting up different thermal spatial frequencies in the substrate
by changing the modulation frequency of the input heat flux, we can also directly
set up the necessary spatial heating frequencies in the substrate by replacing the uni-
form transducer layer with a periodic transducer line array as shown in figure 3.2
(a). In this sample geometry, the necessary variation in the spatial frequencies re-
quired to observe quasiballistic behavior comes from studying samples with dif-
ferent line width (w) and line array pitch (p). In the rest of this chapter, we take
advantage of the predictive power of the MC simulations to simulate the TDTR
signal on the line array-substrate geometry at several line width and line array pitch
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Figure 3.1: (a) Schematic illustrating diffusive and quasiballistic heat transfer in the
substrate. When the temperature profile decays faster in the substrate, the length
scales corresponding to the dominant thermal spatial frequencies are shorter than
phonon MFP, resulting in the break down of the Fourier’s diffusion law, and quasi-
ballistic thermal transport is observed in the substrate. (b) Comparison of impulse
response obtained from full BTE simulation and finite-difference solution of the
heat equation for a one-dimensional two-layer heat transfer geometry in a TDTR
set up. Very good agreement is obtained between the BTE solution and the solution
of the heat equation in the diffusive heat transfer regime in the substrate. In the
quasiballistic regime, the BTE solution predicts a slower thermal decay, indicating
quasiballistic suppression of substrate thermal conductivity. (c) Effective thermal
conductivity of the substrate as a function of the modulation frequency of the input
heat flux for the two-layer geometry shown in figure(a)
parameters, and investigate the effect of changing the geometrical parameters of the
line arrays on the observed effective thermal conductivity of the substrate.
For our simulations, we assume the line array to be made of aluminum and the
substrate to be made of silicon, though the choice of transducer and substrate ma-
terials will not affect our analysis of transport though this sample geometry. The
MC technique provides the temperature response at the line surface to an impulsive
heating at time t = 0 on the surface. Equation 3.2 contains an infinite sum, which
requires 100’s of terms to achieve convergence. Therefore, MC simulations have to
be performed for very long run-times to obtain the impulse response at very long
times (longest qT + τ required for convergence of equation 3.2 are on the order
of 10’s of µs compared to typical phonon-phonon scattering times on the order of
picoseconds to a few nanoseconds). To enable such long simulation times, we mas-
sively parallelized our MC code, using 100’s of CPUs simultaneously on the Hooke
supercluster to obtain results in realistic time frames. To enable parallelization, we
developed a fast thread-safe in-house random number generator routine, which is
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Figure 3.2: (a) Schematic of the periodic metal line array on single crystal wafer
investigated in this work. (b) Impulse response for a line array simulation with 50%
duty cycle and 100 nm line width for a long simulation time of 13µs. Surface tem-
perature is sampled once every 65 ps in the simulation, thereby providing sufficient
resolution to capture thermal transport features at high frequencies.
the most frequently called function in the MC algorithm. Each one of these simula-
tions typically consume 1200 CPU hours on a processor with 2.67 GHz clock speed.
To obtain the thermal conductivity and interface conductance of the line array-
substrate simulation geometry from the BTE impulse response solution, we trans-
form the impulse response to TDTR signal using equation 3.2 and fit it to a Fourier
diffusion model [83] with an effective substrate thermal conductivity k (to account
for the break down of Fourier’s law. Fourier’s law assumes that the thermal conduc-
tivity is a property of the material and does not depend on experimental conditions.
However, at short length and time scales of heat transfer, the thermal conductivity
is no longer just a property of the material but becomes an effective fitting parame-
ter in the Fourier’s diffusion model dependent on the experimental conditions too.)
and the interface conductance G as the fitting parameters. There are two important
changes to the Fourier model used in this work compared to [83]. First, we account
for the in-plane periodicity of the transducer line-array using a Fourier series ex-
pansion of the heating source. Second, we fit low and high frequency components
of the TDTR signal (terms with q = 0 and q > 0 respectively in equation 3.2) with
different k and G, since a Fourier model with single k and G cannot capture the fre-
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quency dependence of the substrate thermal conductivity due to quasiballistic heat
conduction [77]. An example of a failed fitting using a single k and single G for all
frequency components of the TDTR signal is shown in figure 3.3 for a simulation
geometry with 5 µm line width and 80 % duty cycle (defined as the ratio of line
width to pitch of the line array). As shown in figure 3.3, very good fit is obtained
between the TDTR signal and the Fourier model by using different k’s and G’s
for low and high frequency components of the signal. We call the fit variables for
low frequency components as (k0,G0) and for the high frequency components as
(k1,G1).
We simulated the TDTR experiment on line arrays over a range of line widths,
duty cycles (w/p), and modulation frequencies. Figure 3.5 shows the thermal con-
ductivities (a) k0 at 1 MHz modulation frequency, (b) k0 at 15 MHz modulation
frequency, and (c) k1, as a function of line width (w) for different line array duty
cycles (w/p) obtained by fitting the simulated TDTR signal to the Fourier model at
300 K. Several important observations can be made from figure 3.5:
1. As the modulation frequency increases, the observed thermal conductivity
decreases.
2. For every duty cycle, the observed thermal conductivity starts decreasing with
decreasing line width, reaches a minimum value and then starts increasing
again. This trend in thermal conductivity is observed strongly in the low
frequency component k0 (figure 3.5 (a, b)) compared to the high frequency
component k1 (figure 3.5 (c)).
3. At a fixed modulation frequency, the line width at which the thermal conduc-
tivity reaches a minimum increases with increasing duty cycle.
4. For a given duty cycle, the line width at which the thermal conductivity
reaches a minimum decreases with increasing modulation frequency.
The effect of modulation frequency on the observed thermal conductivity trends
can be qualitatively explained by simply comparing the results with the observed
trends in the one-dimensional uniform transducer-substrate geometry described ear-
lier (figure 3.1 (c)). As the modulation frequency increases in the 1D case, the ther-
mal penetration depth within the substrate decreases. When the thermal penetration
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Figure 3.3: TDTR signal obtained from MC simulations and the corresponding fit to
a Fourier diffusion model with a single (k,G) pair for both low and high frequency
components of the signal for line arrays with 80% duty cycle and 5 µm line width
at room temperature and 1 MHz modulation frequency
depth becomes comparable to phonon MFP in the substrate, the observed substrate
thermal conductivity decreases due to quasiballistic heat conduction. Similarly, the
observed trend of decreasing thermal conductivity with decreasing line width at
larger line widths ( 1µm) can be qualitatively explained by the onset of quasibal-
listic heat conduction due to decreasing heater size [77]. However, the observation
of increasing thermal conductivity with decreasing line width at shorter line widths
( 1µm) cannot be explained by quasiballistic effects.
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Figure 3.4: TDTR signal obtained from MC simulations and the corresponding fit
to Fourier model with different (k,G) pairs for low and high frequency components
of the signal for line arrays with 80% duty cycle and 5 µm line width at room
temperature and 1 MHz modulation frequency
Recently reported experiments on samples with similar geometry have also ob-
served this anomalous minimum in the thermal conductance in their samples [84] as
the heater lines are brought closer together within distances comparable to phonon
MFP in the substrate. They have attributed this observation to a collectively dif-
fusive thermal transport in the substrate, where the long-MFP phonons originating
from neighboring heat sources enable more efficient diffusive-like heat transfer. To
investigate if the collectively diffusive transport behavior explain our simulations,
we simulated thermal transport through a single isolated line at different line widths.
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Figure 3.5: Thermal conductivities (a) k0 a1 1 MHz modulation frequency, (b) k0
at 15 MHz modulation frequency, and (c) k1, as a function of line width (w) for
different line array duty cycles (DC = w/p) at 300 K. Thermal conductivities at
both low and high modulation frequencies reach a minimum value as line width is
decreased. The anomalous increase in thermal conductivity at short line widths at
a fixed duty cycle has been attributed to the phenomenon of collective diffusion in
literature [84].
In this case, the MC simulation procedure is mostly identical to the line array, except
that there is no in–plane periodicity in the simulation domain and the Fourier model
to fit the TDTR signal has to be evaluated at several spatial frequencies. Figure 3.6
shows the thermal conductivity (k0) of single lines as a function of line width at
three different modulation frequencies, compared with the line array values. Unlike
the line arrays, the thermal conductivity for isolated lines does not increase with
decreasing line widths even for very short line widths at all modulation frequen-
cies, which adds more evidence to the collective diffusion regime hypothesized in
ref. [84].
Although the two layer sample geometry is a good test system to demonstrate qua-
siballistic effects, the presence of an interface complicates the interpretation of
the modulation frequency-dependent thermal conductivity directly in terms of the
phonon properties in the substrate. Since our goal is to measure the spectral phonon
boundary scattering at a free material surface, we choose to set up and use another
optical non-contact pump-probe experiment called the transient grating (TG) well
suited to perform phonon mode-dependent thermal conductivity measurements on
a suspended semiconductor thin membrane geometry . The TG experiment is ca-
pable of heating the sample at a single spatial frequency (a sinusoidal excitation)
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Figure 3.6: Comparison of thermal conductivities k0 at (a) 1 MHz modulation fre-
quency (b) 7 MHz modulation frequency and (c) 15 MHz modulation frequency as
a function of line width between different duty cycles (DC = w/p) and an isolated
single line at 300 K. The thermal conductivity for isolated lines does not increase
with decreasing line widths even for very short line widths at all modulation fre-
quencies, which adds more evidence to the collective diffusion regime hypothesized
in ref. [84]
unlike the exponential temperature decay in the TDTR two-layer geometry, and the
modeling to connect the measured thermal conductivity with the phonon specularity
parameter is simpler, as shown in chapter 5.
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C h a p t e r 4
THE THERMAL TRANSIENT GRATING EXPERIMENT
In chapter 2, we demonstrated the extent to which diffuse phonon boundary scatter-
ing can reduce the thermal conductivity of nanostructures. Diffuse phonon bound-
ary scattering provides a lower limit for the thermal conductivity in boundary-
scattering dominated nanostructures and it is the most likely boundary scattering
mechanism for phonons at room temperature in lithographically patterned nanode-
vices, whose surface roughness amplitude could be a few nanometers. However,
with the recent advances in the nanoscale fabrication techniques like molecular
beam epitaxy, it is now possible to fabricate nanodevices with atomically flat bound-
aries. How do phonons scatter with such near-perfect surfaces? In particular, what
is the specularity parameter for phonons at such near-perfect surfaces?
4.1 Recipe to Measure Phonon Specularity Parameter
In this work, we measure the mode-dependent phonon specularity parameter by
measuring the heating length scale-dependent thermal conductivity of thin mem-
branes in the quasiballistic heat transfer regime. Under quasiballistic conditions,
the measured thermal conductivity is related to the phonon specularity parameter
through a transfer function,
kExpt = H (pλ ,Λ)
where Λ is the heating length scale, pλ is the specularity parameter for a phonon
mode λ and kExpt is the measured thermal conductivity in the experiment. It is this
heating length scale-dependent transfer function H in the quasiballistic heat trans-
fer regime, that enables mode-dependent phonon specularity measurements, instead
of just a phonon-averaged overall thermal conductivity of the thin membranes. We
obtain the transfer function H (pλ ,Λ) by solving the BTE under the exact experi-
mental conditions of the thermal conductivity measurement, and invert the transfer
function H to obtain the specularity parameter pλ , which will be described in the
subsequent chapters. In this chapter, we describe the design and construction of
a non-contact pump-probe optical technique called the transient grating (TG) that
we set up to perform the first task of measuring the heating length scale-dependent
30
thermal conductivity in free standing unpatterned silicon membranes with differ-
ent thickness and roughness properties. In the following sections, we first describe
the working principle of the experiment, followed by the details of its construction
and characterization using different test samples. Next, we discuss the fabrication
and characterization of the samples used in our study. Finally, we present the fit-
ting procedure and data analysis required to obtain the thermal conductivity of the
membrane from the measured signal under various experimental conditions.
4.2 Working Principle
Figure 4.1 shows a picture and a schematic of the TG experiment that we set up
in the Minnich lab at Caltech. In this technique, a pulsed pump laser beam (wave-
length: 532 nm, pulse width: ∼ 1 ns, energy per pulse: 5 µJ (rated at 10 kHz) repe-
tition rate: 1 kHz, manufacturer: Concepts Research Corporation) is first split into
several diffraction orders at a diffraction grating (binary phase mask in figure 4.1)
and the two first order diffraction beams are focussed onto the sample using a pair
of lenses (lens 1 and 2 in figure 4.1). Let the optical fields in the ±1 order diffracted
pump laser beams after imaging through the two lens system be:






z ∓ i (q/2) x − iωet
]
where E0e is the complex amplitude of the pump beam incident on the phase mask,
ae is a measure of the diffraction efficiency of the binary phase mask and in-
cludes a phase factor due to the optical path through the imaging lens system,
q = ( f1/ f2) 4pi/d with f1 and f2 being the focal length of the lens 1 and 2 and
d being the period of the binary phase mask, ke is the wave vector, and ωe is the
circular frequency of pump electric field (ωe/ke = c, the speed of light) and, x
and z are the in-plane and cross-plane directions at the sample respectively. The
interference of these two first order diffraction beams forms a sinusoidal intensity
pattern given by,
Ie = |E+1e + E−1e |2 ∝ [1 + cos (qx)]
which is then absorbed by the sample to form a sinusoidal temperature grating pat-
tern with grating period Λ = 2pi/q = ( f2/ f1) d/2. This instantaneously set-up
sinusoidal heating pattern diffuses through the sample with time.
The temporal evolution of the pump heating pattern on the sample due to heat dif-













Figure 4.1: Picture and schematic of the TG experiment. A diffractive optic (binary
phase mask) splits pump and probe into ±1 diffraction orders. Pump beams are
focused on the sample by a pair of lenses to generate a thermal transient grating
pattern. Probe beam diffracted from the thermal grating on the sample is combined
with an attenuated reference beam (from the neutral density (ND) filter) and di-
rected to a fast detector. The relative phase between the probe and reference beams
is controlled by adjusting the angle of a glass slide (phase adjust) in the probe beam
path.
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nm, max. power: 500 mW, manufacturer: Coherent Lasers Inc.). In order to avoid
overheating of the sample, the CW probe beam is chopped using an electro-optic
modulator (EOM) at 20% duty cycle. Next, the chopped probe beam is also split
into several diffraction orders at the same phase mask as the pump laser beam and
the first order diffraction probe beams are focussed on to the sample at the same
spot as the pump beams. The optical fields of the two first order diffraction probe
beams are given by,






z ∓ i (q/2) x − iωpt
]
(4.1)
where the symbols represent similar properties as those of the pump beam.
For a thin grating, the effect of the pump excitation of the sample on the probe beam
can be expressed as a variation in the complex transfer function relating input and
output optical fields as,









where |τ0 |2 is the optical transmission of the sample at the probe wavelength in
the absence of the pump excitation and τ′ (t) and τ′′ (t) are the contributions from
the amplitude and phase gratings respectively, which are explained in ref. [85].
Due to the sinusoidal spatial modulation in the optical transmission of the sample
(equation 4.2), the first order probe beam, Ep(−1), is diffracted at the sample once












z ± i (q/2) x − iωet + iφp
]
(4.3)
and the corresponding field intensity is given by,
Is = I0p ApT0
(
τ′2 (t) + τ′′2 (t)
)
(4.4)
where T0 = |τ0 |2, Ap = ap2, and φp is the absolute phase of the signal beam af-
ter passing through the sample. With time, the instantaneous excitations τ′ (t) and
τ′′ (t) are washed away due to heat diffusion within the sample and eventually, the
diffracted signal Is vanishes.
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For a small temperature rise (∼ 10 K) on the sample, Is is usually very weak.
In order to improve the signal-to-noise ratio in our experiment, we realize optical
heterodyning in our set up. To optically heterodyne the diffracted signal, we first
attenuate one of the probe beams (Ep(+1) in equation 4.1, called the reference beam)
before reaching the sample using a neutral density (ND) filter and spatially combine
the diffracted component of the probe beam at the sample (Ep,s(+1)), with the trans-
mitted (0th order) component of the reference beam. The 0th order reference beam,
after being transmitted through the sample, has an optical field given by,






z + i (q/2) x − iωet + iφR
]
(4.5)
where tr is the attenuation ratio of the neutral density (ND) filter and φR is the phase
picked up by the reference beam after passing through the ND filter and the sample.
It is evident from the phase factors in equations 4.3 and 4.5 that the reference and
the signal beams are naturally collinear and their interference results in a signal
intensity given by,








τ′ (t) cos φ − τ′′ (t) sin φ)]
where φ = φR − φP is the total phase difference between the transmitted (0th or-
der) reference beam and the +1 order diffracted signal beam after the sample. The
heterodyned part of the signal is given by,




τ′ (t) cos φ − τ′′ (t) sin φ)] (4.6)
It is evident from equation 4.6 that the heterodyne component of the signal is lin-
early proportional to τ′ (t) and τ′′ (t) unlike the unheterodyned signal intensity
given by equation 4.4 (where the signal is proportional to (τ′ (t))2 and (τ′′ (t))2).
Since τ′ (t) , τ′′ (t)  1, the heterodyned signal (I′s) has a significantly higher
signal-to-noise ratio compared to the unheterodyned signal (Is). An additional fea-
ture of optical heterodyning is that we can select to measure either the amplitude
grating (corresponding to τ′ (t)) or phase grating (corresponding to τ′′ (t)) signal
by changing the relative phase (φ) between the reference and signal beams using a
rotating phase adjust glass window. This feature is particularly useful while mea-
suring the thermal conductivity of thin semiconductor membranes, where the phase
grating contains contributions from both temperature grating and surface displace-
ment grating produced by thermal expansion, while the amplitude grating contains
contributions only from the temperature grating on the sample.
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4.3 Lens Arrangement for Laser Alignment
In order to obtain a good signal to noise ratio in the TG experiment, it is important
to achieve good pump-probe overlap on the sample. Moreover, to operate in the lin-
ear thermal transport regime, the temperature rise has to be limited to <≈ 10% of
the operating temperature by adjusting the pump spot area on the sample. Initially,
we found that simple trial and error lens selection and positioning resulted in too
weak signals or sample damage due to overheating. To overcome these challenges,
we solved the lens maker’s equation for Gaussian optics to select the optimal types
of lens and lens positions. The final types of lenses and their locations for the
pump and probe beams with a spot size (1/e2 diameter) of 440 µm and 420 µm,
respectively, are shown in figures 4.2 and 4.3, respectively. Figure 4.4 shows the
Figure 4.2: Focal length of different lens and their locations to shape the pump
beam for a target spot size of 440 µm on the sample
measurement of the probe beam profile at the sample location. Good agreement is
observed between the design and the measured probe diameter. Figure 4.5 shows
a trace of the grating pattern formed at the sample location captured using a beam
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Figure 4.3: Focal length of different lens and their locations to shape the probe
beam for a target spot size of 420 µm on the sample
profiler. It is evident that uniform grating spacings are obtained throughout the en-
tire laser spot at the sample location.
Figures 4.6 and 4.7 show the conservative estimates for the transient and steady
temperature rise due to pulsed pump and CW probe lasers, respectively. The con-
servative transient temperature rise is under 8 K for all of the mean sample tem-
peratures investigated in this study. For the probe steady heating, the temperature
rise is negligible (in mK). The steady temperature rise due to the pump heating is
negligible since the repetition rate of pump pulses is very low (1 kHz).
4.4 Experiments in Water
Before using TG to measure thermal transport in thin membranes, we validate our
set up by measuring the velocity of sound in water. Since water does not absorb
sufficient pump or probe light, we add a small quantity of red food dye (easter egg
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Figure 4.4: Measured diameter of the probe beam using a beam profiler at the
sample location and the corresponding Gaussian fit. The 1/e2 diameter of the fit is
420 µm.
Figure 4.5: Grating pattern formed at the sample location captured using a Thorlabs
scanning slit optical beam profiler for a grating period of 30 µm. The interference
pattern produced is a convolution of the sinusoidal grating pattern with the Gaussian
spot shape of the probe laser beam.
dye) as an absorbing medium. In the case of water, the two pump beams set up
a series of counter-propagating acoustic waves (which travel with the velocity of
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Figure 4.6: Conservative transient tem-
perature rise on the first 1 nm of the
sample due to pulsed pump heating















Figure 4.7: Conservative steady tem-
perature rise on the first 1 nm of the
sample due to continuous-wave probe
heating
sound in water) along with a thermal grating. Since these waves travel in opposite
directions within a grating period, the relative velocity between any two approach-
ing waves is twice the sound velocity, resulting in an oscillatory diffraction signal
with twice the frequency of the acoustic waves in water superimposed over a slowly
decaying thermal decay signal. Figure 4.8 shows the oscillations observed in the
signal from water at different grating periods. As the grating period is reduced,
the waves interfere with each other more frequently owing to their shorter separa-
tion (and constant sound velocity). Therefore, the oscillations in figure 4.8 become
faster with decreasing grating periods.
Figure 4.9 shows the frequency of the acoustic waves obtained from the TG exper-
iment compared with the calculated frequencies from the reported sound velocity
measurements in water [86]. Very good agreement is obtained between our mea-
surements and calculated acoustic wave frequencies, indicating formation of uni-
form periodic pump gratings on the sample and good heterodyne overlap of the
reference and diffracted signal probe beams.
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Figure 4.8: Acoustic waves in water
observed in the TG experiment at dif-
ferent grating periods. The oscillations
become faster as the grating period is
reduced since the waves have to travel
shorter distances to interfere with each
other
























A. Taschin et al.
Figure 4.9: Comparison of the acoustic
wave frequency obtained from the TG
experiment (Fourier transform of the
signal) and calculated from the mea-
surements of sound velocity in water in
ref. [86]
4.5 Experiments in Gallium Arsenide
In the case of bulk solids like GaAs wafers, the TG has to be modified to measure
the heterodyned signal in the reflection geometry, as described in ref. [85]. The
working principle and the lens design remain the same. Figure 4.10 shows the sig-
nal obtained in the TG experiment at different grating periods for a single crystal
GaAs wafer. The period of the transient thermal grating represents the in-plane
heating length scale on the GaAs wafer sample. The decay rates of the TG signals
increase with decreasing grating period, since, in general, heat conduction occurs in
shorter times across a shorter separation between hot and cold regions of the ther-
mal grating. The ripples in the signal are due to the surface acoustic waves (SAW)
set up due to pump grating excitation on the sample surface.
We can further fit the temporal decay signal to a thermal model to extract the ther-
mal conductivity of bulk GaAs at different grating periods. The thermal model,
which can be derived by solving the Fourier heat diffusion equation in two dimen-
sions (in-plane x and cross-plane z) with an initial condition of periodic surface
39
Figure 4.10: TG signals from GaAs
wafer at different grating periods,
which represent a measure of the heat-
ing length scale. The decay rates of
the TG signals increase with decreas-
ing grating period, since, in general,
heat conduction occurs in shorter times
across a shorter separation between hot
and cold regions of the thermal grating.
The ripples in the signal are due to the
surface acoustic waves (SAW) set up
due to pump grating excitation on the
sample surface.


























Figure 4.11: Thermal conductivity of
bulk GaAs measured as a function of
grating period using the TG experi-
ment at 294 K. Since the grating pe-
riods are comparable to phonon MFPs
in GaAs at 294 K, long MFP phonons
travel ballistically across the thermal
grating and contribute to lower heat
conduction compared to the prediction
by Fourier’s diffusion law. This quasi-
ballistic heat conduction phenomenon
is observed in the experiment as a de-
creasing thermal conductivity with de-
creasing grating period.
heating, has a surface temperature solution of the form [85]:








where αx and αz are the in-plane and cross-plane thermal diffusivities of the mate-
rial and q = 2pi
Λ
is the in-plane grating wave vector. Since GaAs is a small bandgap
semiconductor (Eg = 1.43 eV at 294 K), it has a very short penetration depth for
both pump and probe light. Therefore, equation 4.7 can be used to fit the TG signals
from GaAs. Moreover, since GaAs is a cubic zinc blende crystal, the thermal con-
ductivity tensor is isotropic. Therefore, αx = αz = α. Figure 4.11 shows the ther-
mal conductivities obtained by fitting the TG signals from GaAs at different grating
periods at 294 K. Since the grating periods in this study are comparable to phonon
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mean free paths in GaAs at 294 K, long mean free path phonons travel ballistically
across the thermal grating and contribute to lower heat conduction compared to the
prediction by Fourier’s diffusion law [87–90]. As discussed earlier, the breakdown
of Fourier’s law of heat conduction for grating periods comparable to phonon mean
free path allows us to fit the experimental signal to the Fourier model with an effec-
tive thermal conductivity (instead of the bulk, grating period-independent thermal
conductivity of the material). In particular, this quasiballistic heat conduction phe-
nomenon is observed in the experiment as a decreasing thermal conductivity with
decreasing grating period. Note that all of the measured thermal conductivities are
below the bulk values reported in literature for GaAs [91].
4.6 Fabrication of Suspended Thin membranes
In the previous sections, we have confirmed that the TG experiment is able to mea-
sure acoustic sound velocities in water accurately. We have also shown that the
measured thermal conductivity in single crystal GaAs at short grating periods is
below the bulk GaAs crystal thermal conductivity reported in literature confirm-
ing the capability of the TG experiment to measure quasiballistic heat conduction.
Next, we perform thermal transport measurements on free-standing suspended sil-
icon membranes to study phonon scattering at the membrane boundaries. We fab-
ricate these suspended membranes from single crystal silicon-on-insulator (SOI)
wafer using wet etch techniques. A schematic of the fabrication procedure is shown
in figure 4.12. We start the fabrication process by spin-coating the SOI chip with
a commercial protective layer (ProTEK B3 from Brewer Science Inc.) and open
a window on the bottom handle silicon layer by just mechanically scratching off
some of the protective material. Next, we dip the SOI chip in potassium hydroxide
(KOH) hot bath (50% concentration by weight at 70o C) until the etch window has
reached the buried oxide (BOX) layer. Finally, we remove the protective ProTEK
B3 layer using a commercial remover provided by Brewer Science Inc., use wet HF
etch to remove the BOX layer, and release the remaining silicon device layer into a
suspended free-standing single crystal silicon membrane.
We open 4 windows on each of the 1 cm × 1 cm SOI chip that we tried. Since
the silicon device layer on the SOI is single crystal and a few 100 nm thick, it
fractures very easily when released from the BOX layer, possibly due to residual
stresses in the structure. The success ratio for fabricating a completely suspended
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membrane without fracture varies typically between 15% to 40% depending on the
membrane thickness, with the thicker membranes having a higher success ratio. We
fabricated membranes with three different nominal thicknesses of ∼ 525 nm, ∼ 625
nm and ∼ 1150 nm from two different SOI manufacturers, MEMS Engineering Inc.























Figure 4.12: Schematic of the fabrication procedure for free-standing suspended
silicon membranes. We start by spin-coating the SOI chip with a commercial pro-
tective layer (ProTEK B3 from Brewer Science Inc.) and open a window on the
bottom handle layer by just mechanically scratching off some of the protective ma-
terial. Next, we dip the SOI chip in KOH hot bath (50% concentration by weight
at 70o C) until the etch window has reached the BOX layer. Finally, we remove
the protective ProTEK B3 layer using a commercial remover provided by Brewer
Science Inc., use wet HF etch to remove the BOX layer and release the remaining
silicon device layer into a suspended free-standing single crystal silicon membrane.
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branes using Filmetrics F40 thin-membrane reflectometer (example measurement
for a ∼1150 nm membrane shown in figure 4.13) and scanning electron microscopy
(SEM) (example SEM image for a ∼650 nm membrane shown in figure 4.14). The
SEM image shows complete removal of the protective ProTEK B3 layer on top and
the BOX layer at the bottom of the suspended membrane.

















Figure 4.13: Reflectometry measure-
ment and fit for an SOI chip with a
reported nominal silicon device layer
thickness of 1200 ± 100 nm. The fit
produced a device layer thickness of





Figure 4.14: SEM cross section im-
age of a free-standing membrane with
a device layer thickness of 653 ± 20
nm. The cross-section was created us-
ing a focussed ion beam (FIB). A small
amount of gallium was deposited to
provide contrast and protect the top in-
terface (silicon-gallium interface) from
damage due to FIB.
The top surface of the SOI wafer was reported by the manufacturer to be polished
and expected to be atomically flat. After fabricating these membranes, the surface
quality of the membranes could have changed due to several wet chemical pro-
cessing steps involved in our fabrication procedure. Therefore, we investigated the
surface quality of the membranes using transmission electron microscopy (TEM).
Since it is not possible to prepare TEM samples out of suspended membranes, we
prepared these samples using the area on the SOI chip adjacent to the suspended
membrane region, where the BOX and handle silicon layer were still intact under-
neath. Figure 4.15 shows one of the images that we obtained using the TF-30 TEM
at Caltech. The high magnification image shows very good atomic resolution with
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clear atomic planes in some regions of the image, indicating good electron beam
focus in those regions. The high magnification image shows 1-2 missing atomic
planes at the surface, indicating that the RMS surface roughness is significantly
less than a nanometer in this sample. While preparing this sample, the SOI chip
was bonded to a silicon wafer (with a clean, native oxide-free surface) coated with
nanocrystalline aluminum. We compared the images of the bond-silicon interface
(shown in the right-side figure) with the images of nanocrystalline Al-clean silicon
interface and determined that the native oxide on the silicon surface of the SOI was

















Figure 4.15: Overview of the TEM sample (left) and a high magnification image
(right) of the silicon surface on the device layer. The high magnification image
shows very good atomic resolution with clear atomic planes in some regions of the
image, indicating good electron beam focus in those regions. While preparing this
sample, the SOI chip was bonded to a silicon wafer (with a clean, native oxide-free
surface) coated with nanocrystalline aluminum. We compared the images of the
bond-silicon interface (shown in the right side figure) with the images of nanocrys-
talline Al-clean silicon interface and determined that the native oxide on the silicon
surface of the SOI was less than 1.5 nm thick.
4.7 Experiments on Free-standing Silicon Membranes
We performed TG experiments on 3 different membranes with membrane thick-
nesses : d1 = 525 nm, d2 = 610 nm and d3 = 1150 nm at ∼ 30 grating periods
ranging from 3 µm to 50 µm over a range of mean operating temperatures ranging
from 80 K to 450 K. The grating periods on the sample can be simply changed
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by changing the binary phase mask shown in figure 4.1. In a semiconductor like
Si, absorption of the pump interference pattern results in a carrier population grat-
ing, which eventually thermalizes into a temperature grating on the sample. Al-
though the ambipolar carrier diffusion coefficient in Si is about an order of magni-
tude greater than the thermal diffusivity [92–94], it is important to fit both carrier
and phonon diffusion simultaneously in order to accurately determine the thermal
diffusivity of the membrane. Both carrier diffusion and heat diffusion in the diffu-
sive and quasiballistic thermal transport regime are simple exponential decays with
time. Therefore we fit our signals to a biexponential model (similar to ref. [85])
given by,





where A,B,C, λe and λp are fitting parameters. Here, λe is the decay rate of the
electronic component and λp is the thermal decay rate. The TG signal given by
fS (t) is fit to the diffusion model f D (t) by minimizing the least squares residual
‖ fS (t) − f D (t) ‖2 and the fitting parameters are determined.
Unlike a single exponential function, a biexponential model such as equation 4.8
could result in a non-convex residual objective function. This becomes especially
problematic when the two exponential components are not well separated in time,
i.e., have comparable decay rates. Figures 4.16 and 4.17 show a surface plot of
the residual ‖ fS (t) − f D (t) ‖2 with the simple case of A = B = 1,C = 0 plotted
against the two fit parameters λe = λ1 and λp = λ2. In figure 4.16, where the
optimal fit rates (λ1 = 1000 and λ2 = 10) result in well separated biexponentials,
a simple derivative-based fitting algorithm will predict the slower decay rate (λ2)
accurately. This situation is observed in the TG experiment at short grating peri-
ods. However, as evident from figure 4.17, where the optimal fit rates (λ1 = 1000
and λ2 = 100) result in overlapping exponential components, the residual objec-
tive function has saddle points at large λ1. This situation is observed in the TG
experiment at long grating periods. Therefore, without an initial guess close to the
optimal point, derivative-based residual minimization algorithms fail to predict the
optimal electronic and thermal decay rates accurately.
To overcome this issue, we use a stochastic global optimization technique called


































Figure 4.16: Least squares residual
function for fitting a biexponential
function (exp (−λ1t)−exp (−λ2t)) with
decay rates λ1 and λ2. The input
profile to be fit with the biexponen-
tial function was generated with decay
rates λ1 = 1000 and λ2 = 10 to sim-
ulate a larger difference in time scales
between electronic and thermal decay
in the TG experiment at short grating
periods. A sharp minimum is found in
the residual at λ1 = 1000 and λ2 = 10.
However, the biexponential fit is, in
general, a non-convex fit, with saddle

































Figure 4.17: Least squares residual
function for fitting a biexponential
function (exp (−λ1t)−exp (−λ2t)) with
decay rates λ1 and λ2. The input
profile to be fit with the biexponen-
tial function was generated with decay
rates λ1 = 100 and λ2 = 10 to simulate
a smaller difference in time scales be-
tween electronic and thermal decay in
the TG experiment at long grating pe-
riods. A shallow minimum is found in
the residual at λ1 = 1000 and λ2 =
10. However, the biexponential fit is,
in general, a non-convex fit, with sad-
dle points at large λ1 with almost no
change along λ2. Therefore, derivative
based fitting methods alone cannot be
used to fit the biexponential TG signals
when a good initial guess for the de-
cay rates is not available, especially for
long grating periods.
space which contains the global minimum, followed by a derivative-based local op-
timization technique to quickly converge to the optimal solution. Figure 4.18 shows
the signals obtained in the TG experiment for a 610 nm thick silicon membrane at
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300 K at different grating periods and the corresponding biexponential fits. The
initial rising part of the signal is dominated by the electronic component, which is
followed by a slowly decaying thermal signal. Very good signal-to-noise ratio is
obtained in all of our signals and we also obtain very good fits to the biexponential
decay model.
We can obtain the grating period-dependent thermal conductivity (k) of the mem-
brane from the thermal decay rates (γ) as k = γq2cp, where q = 2pi/Λ is the grating
wave vector and cp is the volumetric specific heat of silicon, as shown in figure 4.19.
At 300 K, phonon MFP in bulk silicon is less than 10 µm, so we do not see any grat-
ing period dependence of thermal conductivity at long grating periods. However,
for grating periods shorter than 10 µm, we see a weak grating period dependence
of the measured thermal conductivity. At 125 K, phonon MFP in bulk silicon is
significantly longer than 10 µm. So we observe strong grating period dependence
of thermal conductivity even at long grating periods of 30 µm. In order to interpret
these measurements in terms of the phonon specularity parameter at the boundaries
of our samples, rigorous BTE solutions with ab-initio inputs for phonon properties
in the exact same heating and sample geometry are necessary, which is discussed in
the following chapter.
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Figure 4.18: TG signals and the cor-
responding biexponential fits (black
dashed lines) from a 610 nm thick free-
standing silicon membrane at differ-
ent grating periods at 300 K. The de-
cay rates of the TG signals increase
with decreasing grating period, since,
in general, heat conduction occurs in
shorter times across a shorter separa-
tion between hot and cold regions of
the thermal grating. Excellent sig-
nal to noise ratio is obtained in all
of our measurements. The fitting was
performed using a stochastic particle
swarm algorithm to locate the global
minimum well followed by a non-
linear least squares method to converge
at the global minimum point.























Figure 4.19: Thermal conductivity of
a 610 nm thick free-standing silicon
membrane measured as a function of
grating period using the TG experiment
at 300 K and 125 K. At 300 K, phonon
MFP in bulk silicon is less than 10
µm, so we do not see any grating pe-
riod dependence of thermal conductiv-
ity at long grating periods. However,
for grating periods shorter than 10 µm,
we see a weak grating period depen-
dence of the measured thermal conduc-
tivity. At 125 K, phonon MFP in bulk
silicon is significantly larger than 10
µm. So we observe strong grating pe-
riod dependence of thermal conductiv-
ity even at long grating periods of 30
µm.
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C h a p t e r 5
MODEL FOR TRANSIENT GRATING FROM THE
BOLTZMANN TRANSPORT EQUATION
As indicated in the previous chapter, here we describe our modeling approach to
obtain the transfer function H (pλ ,Λ) which connects the grating period-dependent
membrane thermal conductivity to the phonon mode-dependent specularity param-
eter. The transfer function H is derived from a semi-analytical solution of the BTE
in the TG heating geometry, as described in the following sections. This chapter
has been adapted from:
1. Navaneetha K. Ravichandran and Austin J. Minnich. “Role of thermaliz-
ing and nonthermalizing walls in phonon heat conduction along thin films”.




Engineering the thermal conductivity of nanoscale materials has been a topic of
considerable research interest over the past two decades [95]. While applications
such as GaN transistors [96, 97] and light emitting diodes (LEDs) [98] require high
thermal conductivity substrates to dissipate heat, the performance of thermoelec-
tric and thermal insulation devices can be significantly enhanced by reducing their
thermal conductivity [56, 59]. In many of these applications, phonon boundary
scattering is the dominant resistance to heat flow, making the detailed understand-
ing of this process essential for advancing applications.
Phonon boundary scattering has been studied extensively both theoretically and
experimentally. The thermal conductivity reduction due to boundary scattering
of phonons is conventionally treated using the Fuchs-Sondheimer theory, which
was first derived for electron boundary scattering independently by Fuchs [35] and
Reuter and Sondheimer [36] and was later extended to phonon boundary scattering
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in several works [23, 37, 38]. Fuchs-Sondheimer theory is widely used to interpret
experiments but makes an important assumption that the diffusely scattered part of
the phonon spectrum at a partially specular wall is at a local thermal equilibrium
with the wall — the thermalizing boundary condition. The thermalizing bound-
ary condition is also a key assumption in the diffuse boundary scattering limit of
Casimir’s theory [31].
Several computational works [38, 45, 70, 99, 100] have studied the reduction in
thermal conductivity due to phonon boundary scattering in nanostructures by solv-
ing the phonon Boltzmann transport equation (BTE). These works have considered
either thermalizing or non-thermalizing boundaries but have never compared the
effect of these two different boundary conditions on the thermal conductivity of
nanostructures. Several experimental works have also studied the reduction in ther-
mal conductivity of nanomaterials such as nanowires [26, 28, 101], thin films [21–
23], and nanopatterned structures [79] due to phonon boundary scattering. These
works have used the Fuchs-Sondheimer theory to interpret their measurements.
However, it is not clear if the assumptions made in the Fuchs-Sondheimer theory
are necessarily applicable for these experiments. In fact, an analysis of the effect of
the key assumption made in the Fuchs-Sondheimer theory that the walls are ther-
malizing has never been investigated due to the challenges involved in solving the
BTE for non-thermalizing walls.
Here, we examine the role of thermalizing and non-thermalizing walls in heat con-
duction along thin films by solving the spectral phonon BTE for a suspended thin
film under steady state and transient transport conditions. We find that steady state
transport is insensitive to whether phonons are thermalized or not at the boundaries
and that Fuchs-Sondheimer theory accurately describes thermal transport along the
thin film. In the case of transient transport, we find that the decay rates of the initial
temperature distribution (defined by γ = 4pi2keff/(Cλ2), where C is the volumetric
specific heat of the material and keff is the effective thermal conductivity of the thin
film at a heating length scale λ/2) are significantly different for thermalizing and
non-thermalizing walls and that Fuchs-Sondheimer theory accurately predicts the
thermal conductivity only when the thermal transport is diffusive. Moreover, under
transient transport conditions, we find that phonons cannot undergo thermalization
at the boundaries in general due to the violation of heat flux conservation. Our re-
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sults provide insights into the boundary scattering process of thermal phonons that
are useful for interpreting thermal measurements on nanostructures.
5.2 Modeling
Boltzmann Transport Equation
We begin our analysis by considering the two-dimensional spectral transient BTE
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Here, gω is the phonon energy distribution function, ω is the phonon frequency, vω
is the phonon group velocity, τω is the phonon relaxation time, x and z are the spa-
tial coordinates, t is the time variable, g0 (T ) is the equilibrium phonon distribution
function at a deviational temperature T = T0 +∆T from an equilibrium temperature
T0, µ is the direction cosine, φ is the azimuthal angle, and Qω is the rate of volumet-
ric heat generation for each phonon mode. As the in-plane (x) direction is infinite
in extent, we require boundary conditions only for the cross-plane (z) direction.
In the traditional Fuchs-Sondheimer problem, the boundary conditions enforce that
the diffusely scattered phonons are thermalized while also allowing some phonons
to be specularly reflected. Here, we generalize these boundary conditions to allow
for the possibility of both partial thermalization and partial specularity as:
For µ ∈ (0,1] ,
g+ω (0, µ, φ) = pωg
−
ω (0,−µ,φ)
+ (1 − pω)
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Cω∆T (z = 0)
4pi












For µ ∈ [−1,0) ,
g−ω (d, µ, φ) = pωg+ω (d,−µ,φ)
+ (1 − pω)
(
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where d is the thickness in the cross-plane direction, g+ω (0, µ, φ) is the phonon dis-
tribution leaving the cross-plane wall at z = 0, g−ω (0, µ, φ) is the phonon distribution
approaching the cross-plane wall at z = 0, g+ω (d, µ, φ) is the phonon distribution
approaching the cross-plane wall at z = d, g−ω (d, µ, φ) is the phonon distribution
leaving the cross-plane wall at z = d, Cω is the specific heat of a phonon mode
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with frequency ω, and pω and σω are the phonon specularity parameter and the
thermalization parameter for the thin film walls respectively. The specularity pa-
rameter represents the fraction of specularly scattered phonons at the boundaries
and the thermalization parameter represents the fraction of the phonon distribu-
tion that is absorbed and reemitted at the local equilibrium temperature of the thin
film walls. For simplicity, we ignore mode conversion for non-thermalizing bound-
ary condition in our analysis. The simulation domain and the boundary conditions
(equation 5.2) are pictorially represented in figure 5.1.
The unknown quantities in this problem are the phonon distribution function
Non-thermalizing Wall (gdiff  g0)









Figure 5.1: Spatial distribution of the temperature profile and pictorial represen-
tation of the boundary conditions (equation 5.2) used in this work. The thin film
is assumed to be infinite in extent along the in-plane (x) direction and has a finite
thickness (d) in the cross-plane (z) direction. For steady state transport calculations,
the temperature gradient exists only in the in-plane (x) direction. For transient trans-
port, the initial temperature distribution is an in-plane sinusoidal distribution with a
period λ, but can develop a cross-plane temperature gradient at later times. In the
case of non-thermalizing wall, the diffusely reflected component gdiff of the distri-
bution function is isotropic but away from local thermal equilibrium at the boundary
while for the thermalizing wall, gdiff is equal to the local equilibrium distribution
function g0. For both thermalizing and non-thermalizing boundary conditions, the
specular reflection component (gspec) has its direction reversed compared to the in-
coming distribution gin and is also away from the local thermal equilibrium. In our
work, we consider either thermalizing or non-thermalizing boundary conditions for
both walls of the thin films at a time.
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(gω (t, x, z, µ, φ)) and the deviational temperature distribution (∆T (t, x, z)). They















dφdµdω = 0 (5.3)
Due to the high dimensionality of the BTE, analytical or semi-analytical solutions
are only available in literature for either semi-infinite domains [89, 102, 103] or
domains with simple boundary and transport conditions [104] or with several ap-
proximations [105]. For nanostructures with physically realistic boundaries, several
numerical solutions of the BTE have been reported [38, 100, 106]. However, com-
putationally efficient analytical or semi-analytical solutions for the in-plane heat
conduction along even simple unpatterned films [21, 23] are unavailable. To over-
come this problem, we solve the BTE analytically for steady state transport (sec-
tion 5.2) and semi-analytically for transient transport along thin films in the tran-
sient grating (TG) experiment [21, 23] (section 5.2).
Steady State Heat Conduction in Thin Films
In this section, we extend the Fuchs-Sondheimer relation for thermal conductivity
suppression due to phonon boundary scattering to the general boundary conditions
described in equation 5.2. To simulate steady state transport, Qω is set to 0 in the
BTE (equation 5.1). Furthermore, we assume that a one-dimensional temperature
gradient exists along the thin film (figure 5.1) and ∂gω∂x ≈ ∂g
0
ω
∂x . These assumptions
are consistent with the conditions under which typical steady state thermal transport
measurements are conducted on nanostructures [16, 18, 28]. Under these assump-















For steady state transport, it is convenient to solve the BTE in terms of the devia-















which represents a one-dimensional ODE whose general solution is given by,
For µ ∈ (0,1],
g¯+ω (z, µ, φ) = g¯
+
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For µ ∈ [−1,0),
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The boundary conditions under the assumptions made in this section now become,
For µ ∈ (0,1],
g¯+ω (0, µ, φ) = pωg¯
−
ω (0,−µ,φ)











For µ ∈ [−1,0),
g¯−ω (d, µ, φ) = pωg¯+ω (d,−µ,φ)
+













Since g0ω (T ) | z=0 and g0ω (T ) | z=d are independent of the angular variables µ and φ,
the boundary conditions can be rewritten as follows:
for µ ∈ (0,1] ,
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and for µ ∈ [−1,0) ,
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0 cos φdφ = 0. For simplicity and convenience, we change the limits of the
variables µ and µ′ from [−1,0) to (0,1] wherever necessary to get,
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(5.9)
where A+ω and A
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Solving these boundary conditions, we get,
g¯+ω (0, µ, φ) = − pωΛω cos φ
√
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g¯−ω (d,−µ,φ) = − pωΛω cos φ
√
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Using these boundary conditions, the general solution (equation 5.6) can now be
written as,
g¯+ω (z, µ, φ) = − Λω cos φ
√




[ pω (1 − exp (− dµΛω )) exp (− zµΛω )
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g¯−ω (z,−µ,φ) = −Λω cos φ
√
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g¯+ω (z, µ, φ) = −Λω cos φ
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︸                                                                          ︷︷                                                                          ︸
I
g¯−ω (z,−µ,φ) = −Λω cos φ
√
















(1 − pω) (1 − σω)
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1 − p2ω exp
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) exp (− (d − z)
µΛω
)
︸                                                                             ︷︷                                                                             ︸
II
(5.12)
for µ ∈ (0,1]. Here, the terms A+ω and A−ω only depend on phonon frequency. In
particular, they are independent of the angular coordinates µ and φ. The expression
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since the diffuse contributions to the distribution functions given by g¯+ω (z, µ, φ) and
g¯−ω (z,−µ,φ) (terms I and II in equation 5.12) are independent of the azimuthal angle
φ and integrate out to 0. Comparing equation 5.13 with the expression for heat flux
from the Fourier’s law, the spectral effective thermal conductivity of the thin film is
obtained as a product of the bulk spectral thermal conductivity and the well-known
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It is interesting to observe from equation 5.14 that the spectral effective thermal
conductivity is independent of the thermalization parameter σω even though a gen-
eral boundary condition (equation 5.2) has been used in this derivation. Thus, the
steady state thermal conductivity suppression due to boundary scattering is only in-
fluenced by the relative extent of specular and diffuse scattering (parameterized by
the specularity parameter pω) and does not depend on the type of diffuse scattering
process (parameterized by the thermalization parameter σω). We explicitly demon-
strate this result using numerical simulations in section 5.3.
Transient Heat Conduction in Thin Films
In this section, we solve the BTE (equation 5.1) for transient thermal transport
along a thin film. The initial temperature profile considered in this work is iden-
tical to that of the TG experiment, which has been used extensively to study heat
conduction in suspended thin films [21, 23]. In the TG experiment, the thermal
transport properties of the sample are obtained by observing the transient decay of
a one-dimensional impulsive sinusoidal temperature grating on the sample at differ-
ent grating periods. In the large grating period limit of heat diffusion, the temporal
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decay is a single exponential. Since the initial temperature distribution is an infinite
one-dimensional sinusoid in the x direction, the temperature distribution remains
spatially sinusoidal at all later times. Therefore, each wave vector q in the spatially
Fourier transformed BTE directly corresponds to a unique grating period λ = 2pi/q.
Unlike in the steady state case, here we solve for the absolute phonon distribution
gω rather than the deviation g¯ω = gω − g0ω. Furthermore, the BTE is solved in the
frequency domain (η) by Fourier transforming equation 5.1 in the time variable t.

















where the substitution G0 (T ) = 14piCω∆T¯ has been made and Gω represents the
spatial (in-plane axis) and temporal Fourier transform of absolute phonon energy
distribution function gω.
The outline of the solution methodology for equation 5.15 is as follows. The gen-
eral solution is given by,














































where, γFSµφ = (1 + iητω) + iΛωq
√
1 − µ2 cos φ
(5.16)
Here, G+ω (0, µ, φ) and G
−
ω (d, µ, φ) are determined by solving the boundary condi-
tions (equation 5.2) with the following procedure. First, the angular integrals in the
boundary conditions are discretized using Gauss quadrature, which results in the
following set of linear equations in the variables G+ω
(







for every {µi, φ j } ∈ (0,1] × [0,2pi] doublet from the discretization:
G+ω
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d − z′)+- dz′
+ (1 − pω)
[
σω































d − z′)+- dz′wµ′iwφ′j
]
(5.17)
To obtain equation 5.17, we have substituted the general BTE solution into the
boundary conditions to eliminate G−ω (0, µ, φ) and G+ω (d, µ, φ). Therefore, the only
unknowns in the set of linear equations (equation 5.17) are given by G+ω (0, µ, φ)
and G−ω (d, µ, φ). By bringing the terms containing G+ω (0, µ, φ) and G−ω (d, µ, φ) to
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d, µi′, φ j ′
)
are analytical functions of the unknown
temperature distribution function ∆T¯ obtained from the right hand side of equa-
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d, µi′, φ j ′
) +- (5.19)
where k is the index which represents the doublet {µi, φ j }. To close the problem,
the expressions for G+ω (z, µ, φ) and G
−
ω (z, µ, φ) (equation 5.16) and the boundary
conditions (equation 5.19) are substituted into the energy conservation equation
(equation 5.3) and an integral equation in the variable z for ∆T¯ (z) at each η and q
is obtained, which has the form,













where the functions f (z) and h (z) are dependent only on the variable z, and the
kernel K (z′, z) is dependent only on the variables z and z′. Specifically, these
functions are independent of the angular variables µ and φ. This integral equation
(equation 5.20) is then solved using the method of degenerate kernels for each η and
q to obtain the frequency domain solution ∆T¯ (z) for every η and q. Finally, the so-
lution ∆T¯ (z) is substituted into equation 5.16 to obtain expressions for Gω (z, µ, φ)
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)2 ]vω √1 − µ2i wµiwφ j
(5.21)
where ti’s are the Fourier coefficients for the expansion of ∆T¯ in the cross-plane (z)
direction and Kndω = Λω/d is the Knudsen number.
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d, µi′, φ j ′
)
, the functional forms of
f (z), h (z) and the kernel K (z′, z), and the description of the method of degenerate
kernels used to solve equation 5.20 are described in the following three subsections.
Numerical Discritization of the Boundary Conditions
In this section, the discretization and the symbolic solution of the boundary condi-
tions are discussed. The general boundary conditions at the boundaries of the thin
film considered in this article are given by,
For µ ∈ (0,1] ,
g+ω (0, µ, φ) = pωg
−
ω (0,−µ,φ)
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σω
Cω∆T (z = 0)
4pi












For µ ∈ [−1,0) ,
g−ω (d, µ, φ) = pωg+ω (d,−µ,φ)
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In the frequency domain,
For µ ∈ (0,1] ,
G+ω (0, µ, φ) = pωG
−
ω (0,−µ,φ)
+ (1 − pω)
(
σω
Cω∆T¯ (z = 0)
4pi












For µ ∈ [−1,0) ,
G−ω (d, µ, φ) = pωG+ω (d,−µ,φ)
+ (1 − pω)
(
σω
















For any given µ and φ, there are four unknown quantities to be determined at the thin
film boundaries: G+ω (0, µ, φ), G
−
ω (0,−µ,φ), G+ω (d,−µ,φ), and G−ω (d, µ, φ), while
there are only two equations which are directly evident (equation 5.23). However,
closed-form relations for these four unknown quantities can be obtained in terms of
the unknown temperature distribution at the thin film boundaries in the frequency
domain (∆T¯ (z = 0) and ∆T¯ (z = d)) by substituting the general solution of the BTE
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into boundary conditions (equation 5.23) to get the following:
for µ ∈ (0,1] ,
G+ω (0, µ, φ) = pωG
−
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Cω∆T¯ (z = 0)
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and for µ ∈ [−1,0) ,
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For convenience, the limits on variables µ and µ′ are changed from [−1,1] to (0,1]
in equation 5.24 wherever necessary to obtain
G+ω (0, µ, φ) = pωG
−
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+ (1 − pω)
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d − z′)+- dz′dµ′dφ′
]
(5.25)
Equation 5.25 represents a system of integral equations to solve for the two un-
known quantities G+ω (0, µ, φ) and G
−
ω (d,−µ,φ) for every µ and φ. In order to solve
this system of equations, the integrals in µ′ and φ′ variables are first discretized
















where µi and φ j are the quadrature points and wµi and wφ j are the corresponding
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weights. Therefore, equation 5.25 transforms into,
G+ω
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(5.27)














































which transform equation 5.27 into
G+ω
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These discretized boundary conditions (equation 5.29) can be written in a concise
matrix form as
[A]GBC = ¯˜c (5.30)
with the solution of the form
GBC = [A]−1 ¯˜c (5.31)
where,
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) +-[2N×1]
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Here, k is the index for the combination {µi, φ j }, N is the total number of combina-
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+- dz′
(5.33)
where the unknown quantities G+ω
(






and ∆T¯ are related
through the energy conservation requirement.
Formulation of the Integral Equation for ∆T¯
In order to solve for the unknown quantities (G+ω
(







∆T¯), the energy conservation equation is first discretized in the angular variables (µ
and φ) using Gauss quadrature (equation 5.26). Next, the general solution (equa-
tion 5.33) is substituted into the discretized energy conservation equation to obtain
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dz′ + f 11 (z)
(5.35)
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Finally, the system to solve (equation 5.34) for can be represented as an integral
equation of the form:















f (z) = f 11 (z) + f
1
2 (z) + f
2
2 (z) + f
1





























h (z) = h2 (z) + h3 (z) (5.51)
There are several important properties of the integral equation 5.48.
1. The kernel K (z′, z) is singular for z = z′ due to the singularity of K11 (z
′, z)
at z = z′.
2. Unlike the term f (z), the term h (z) is a function of ∆T¯ and can be repre-
sented as h (z) = H (z′, z) ∆T¯ , where H (z′, z) is independent of ∆T¯ .
There are several approaches available in the literature to solve such singular inte-
gral equations. In this work, this integral equation is solved using the method of
degenerate kernels, the details of which are described in the following section.
The Method of Degenerate Kernels
The integral equation (equation 5.48) can be solved using the method of degenerate
kernels. First, the integral equation is rewritten as,













where zˆ = z/d and K¯ ( zˆ′, zˆ) = d × K (z′, z). Then the functions ∆T¯ ( zˆ), f ( zˆ) and
K ( zˆ′, zˆ) are expanded in Fourier series :






tm cos (mpi zˆ) (5.53)
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cos (npi zˆ) dzˆ′dzˆ (5.57)
Here, a Fourier cosine series has been used for all the functions by assuming that
all the functions are even with respect to zˆ and zˆ′. This assumption is valid since
the integral equation (equation 5.48) has been solved only in the domain zˆ ∈ [0,1].
After several algebraic simplifications, the expressions for the Fourier coefficients
(equations 5.55, 5.56, and 5.57) simplify into the following concise forms:
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2 [2δmn − (I1 (n) + (−1)m I2 (n))] for m = 0
and primes (′ and ′′) on I1, I2, and I3 indicate that these functions are evaluated for
{µ′, φ′} and {µ′′, φ′′} respectively. These Fourier coefficients are substituted into the








tm cos (mpi zˆ) − 12 h0 −
N∑
m=1















































































tmKmn cos (npi zˆ)+-
Due to the orthogonality of cos (mpi zˆ) in the interval zˆ ∈ [0,1], it is sufficient to
solve for the Fourier coefficients (tm ) by grouping together the coefficients with the

















δnm − 12 Knm
)
tn − 14 K0mt0 − hm = fm for m = 1, . . . ,N
(5.70)
Noting that hi’s are linear combinations of t j’s, the system of linear equations (equa-
tion 5.70) can be written in a concise matrix form as:
Ft = f
which can be solved by standard matrix inversion techniques. The resulting solu-
tion (tm) is used to calculate the temperature profile ∆T¯
(
η, ζx , ζy, z
)
and the phonon
energy distribution functions G+ω
(






for each η and ζx as
follows:
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First, the expressions for I+µφ and I
−

























































where Kndω = Λω/d is the Knudsen number of a phonon mode defined based on the
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Finally, the solution ∆T¯ (z) obtained from equation 5.53 is substituted into equa-
tion 5.16 to obtain expressions for Gω (z, µ, φ) and also the thickness-averaged in-
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(5.72)
where ti’s are the Fourier coefficients for the expansion of ∆T¯ in the cross-plane (z)
direction and Kndω = Λω/d is the Knudsen number. The conventional approach to
describe the thermal transport properties of the thin film is to compare the expres-
sion for heat flux from the BTE solution with that expected for heat diffusion, as was
done in equation 5.13 for the steady state Fuchs-Sondheimer theory. However, in
practice, equation 5.72 is not easily reduced into the form of Fourier’s law. To over-
come this problem, the following strategy is adopted. The solution of the Fourier
heat equation to a one-dimensional heat conduction with an instantaneous spatially
sinusoidal heat source is a simple exponential decay ∆T (t, x = 0) = ∆T0 exp (−γt),
where the decay rate (γ) is related to the effective thermal conductivity (keff) and
the volumetric heat capacity of the solid (C) as, γ = keffq2/C. Therefore, to ob-
tain the effective thermal conductivity from our calculations, we perform an in-
verse Fourier transform of the temperature distribution averaged in the z-direction
(
∫ d
0 ∆T¯ (η,q, z) dz) with respect to the variable η, fit the resulting solution to an
exponentially decaying function ∆T0 exp (−γt) and extract the thermal conductiv-
ity from the fit. If the fitting fails, the transport is in the strongly quasi-ballistic
regime [89] and we conclude that the Fourier law description of the heat conduc-
tion with an effective thermal conductivity keff is not valid for that case.
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The semi-analytical solution of the BTE for transient transport presented in this
work is computationally very efficient, taking only a few seconds on a single com-
puter processor, while the direct Monte Carlo simulation of the BTE takes up to a
few days on a high-performance computer cluster executed in parallel mode. More-
over, it is computationally challenging to extract the heat flux distribution directly
from the Monte Carlo solution, while in our semi-analytical solution, the evaluation
of heat flux distribution is a single step process (equation 5.72).
5.3 Results & Discussion
We now present the results of the calculations for free-standing silicon thin films. To
obtain these results, we use an isotropic dispersion and intrinsic scattering rates cal-
culated using a Gaussian kernel-based regression [107] from the ab-initio phonon
properties of isotopically pure silicon. The first principles phonon properties are
calculated by J. Carrete&N.Mingo using ShengBTE [108, 109] and Phonopy [110]
from the inter-atomic force constants calculated using VASP [111–114].
Steady State Transport in Thin Films
Comparison with Monte Carlo Solution
We first examine steady state heat condition along thin films. Figures 5.2 (a) and (b)
show the cross-plane distribution of the in-plane heat flux and the effective thermal
conductivity respectively, for steady state transport through thin films computed
using the MC technique described in chapter 2 and the analytical solution from
this work. For both fully diffuse and partially specular boundary conditions, the
heat flux distribution and the effective thermal conductivity of the thin film show
excellent agreement between the Monte Carlo solutions and the analytical solution
from this work over a range of temperatures and film thicknesses. In particular,
both solutions predict identical heat flux and thermal conductivities for thermalizing
and non-thermalizing boundary conditions at the thin film walls since the steady
state transport is insensitive to the type of diffuse boundary scattering of phonons,
as discussed in section 5.2. This observation can be generalized further to state
that in steady state thermal transport experiments on thin films, it is impossible to
distinguish between non-thermalizing and any type of inelastic diffuse scattering of
phonons at boundaries.
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Figure 5.2: (a) Comparison of the cross-plane distribution of the in-plane steady
state heat flux between analytical and Monte Carlo solutions of the BTE at 300 K
and film thickness of 100 nm for different boundary conditions. The geometry of
the thin film and the coordinate axes used in this work are the same as shown in
figure 5.1. (b) Comparison of the steady state thermal conductivity between an-
alytical and Monte Carlo solutions of the BTE at different temperatures and thin
film thicknesses. For both (a) and (b), the Monte Carlo solutions are identical for
thermalizing and non-thermalizing boundary scattering and agree well with the an-
alytical solution derived in this work for both fully diffuse and partially specular
boundary conditions (RMS 0.1 nm). For the partially specular boundary condition,
the specularity parameter (pω) is calculated from Ziman’s specularity model [6] for
a surface RMS roughness of 0.1 nm. (c) Effective MFPs of phonons computed us-
ing the Matthiessen’s rule (MR) and the Fuchs-Sondheimer (FS) theory for different
film thicknesses and fully diffuse boundary scattering. Matthiessen’s rule underpre-
dicts the effective phonon MFPs in thin films compared to the Fuchs-Sondheimer
theory, which is a rigorous BTE solution.
Effective Phonon Mean Free Path
We also examine the effective mean free path (MFP) of phonons within the thin
film for various film thicknesses. An approach to estimate the effective phonon












where d is the thickness of the thin film andΛω,bulk is the intrinsic phonon mean free
path in the bulk material. Although the Matthiessen’s rule has been used in the past
for computational [72] and experimental [4] investigations of phonon boundary
scattering, the mathematical rigor of such an expression for effective mean free path
is unclear. On the other hand, the effective mean free path of phonons in thin films
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can also be determined rigorously from the Fuchs-Sondheimer factor (F (Λω/d)),
since by definition, F (Λω/d) = kω,eff/kω,bulk = Λω,eff/Λω,bulk. Figure 5.2 (c) shows
the comparison of the normalized effective phonon mean free paths obtained from
the Fuchs-Sondheimer factor and Matthiessen’s rule for different film thicknesses.
Matthiessen’s rule underpredicts phonon MFPs comparable to the thickness of the
film. Even for phonons with intrinsic mean free path an order of magnitude smaller
than the film thickness, Matthiessen’s rule predicts a shorter effective phonon mean
free path compared to the predictions of the Fuchs-Sondheimer factor from the rig-
orous solution of the BTE, which is consistent with the findings of another work
based on Monte Carlo sampling [40]. This result highlights the importance of us-
ing the rigorous BTE solution to estimate the extent of diffuse phonon boundary
scattering even in simple nanostructures.
Transient Transport in Thin Films
We now examine transient thermal conduction along thin films observed in the TG
experiment. To perform this calculation, we solve the integral equation (equa-
tion 5.20) semi-analytically using the same isotropic phonon properties used in
steady state transport calculations. The source term in the BTE (equation 5.15)
is assumed to follow a thermal distribution given by Qω = Cω∆T0, where Cω is the
volumetric specific heat of the phonon mode.
Difference between Thermalizing and Non-thermalizing Boundary Scattering
Figure 5.3 (a) shows a comparison of the time traces calculated from the degen-
erate kernel method and the Monte Carlo method for a grating period of 20 µm.
To obtain the thickness averaged time traces using the degenerate kernels method,
we used 6 Gauss quadrature points for µ variable, 10 Gauss quadrature points for
φ variable, and 1 term in the Fourier cosine expansion to achieve a convergence
threshold of 10−6 on the relative change in the solution for an increase in the num-
ber of discretization points. The transient decays are in good agreement between
the degenerate kernel and the Monte Carlo solutions over a wide range of tempera-
tures and different boundary conditions. As expected, the solution for the specular
boundary condition results in a faster transient decay than the diffuse boundary
conditions since a specularly reflecting wall does not resist the flow of heat in the
in-plane direction. However, the transient decay for the non-thermalizing diffuse
boundary condition is faster that the thermalizing diffuse boundary condition, indi-
cating that the thermalizing boundary condition offers higher resistance to heat flow
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than the non-thermalizing diffuse scattering.
This observation is also evident from figure 5.3 (b), which shows the thermal con-
ductivities obtained by fitting the time traces to an exponential decay for different
temperatures, different grating periods, and different boundary conditions. The ob-
served thermal conductivity of the thin film decreases with decreasing grating pe-
riod due to the breakdown of the Fourier’s law of heat conduction and the onset
of quasiballistic thermal transport [89] when the grating period is comparable to
phonon MFPs. Consistent with the findings from the time traces, the thermal con-
ductivity of the thin film with specular walls is higher than that of the thin film with
diffuse walls. Moreover, even for very long grating periods compared to phonon
MFPs, where the thermal transport is diffusive and obeys Fourier’s law, the thermal
conductivity of thin film with non-thermalizing diffuse walls is higher than that of
the thin films with thermalizing diffuse walls. This observation is in stark contrast
with the steady state condition, where there was no difference in thermal conduc-
tivity between thermalizing and non-thermalizing boundary conditions.
Validity of the Thermalizing and Non-thermalizing Boundary Conditions
At this point, it is important to investigate the validity of the thermalizing and non-
thermalizing boundary condition for the thin film walls. The non-thermalizing
boundary scattering condition can be naturally derived from the conservation of
heat flux at the boundary [105]. However, the thermalizing boundary condition is
not derived from the heat flux conservation at the boundary. Therefore, in the ab-
sence of any external scattering mechanisms, phonons cannot reach the local ther-
mal equilibrium and simultaneously conserve heat flux at the boundary in general,
due to the following reason.
Consider a boundary at z = 0 separating a solid at z > 0 from vacuum in z <
0. The incoming phonon distribution at z = 0 is g−ω (0, µ, φ), which is a general
phonon distribution, not necessarily at the local thermal equilibrium. According
to the formulation of the thermalizing diffuse boundary condition, the outgoing
phonon distribution, in the case of fully diffuse boundary scattering, is given by
g0 (∆T (z = 0)) ≈ Cω4pi ∆T (z = 0), where Cω is the heat capacity of the phonon mode
and ∆T (z = 0) is the local equilibrium temperature at the boundary z = 0. Since
the boundary separates a solid from vacuum, all of the heat flux incident on the
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Figure 5.3: (a) Comparison between time traces from the Monte Carlo (colored
noisy lines) and the degenerate kernels solutions (black lines) of the BTE for a
grating period of 20 µm at 500 K. (b) Comparison of the thermal conductivity
predictions from the Monte Carlo (symbols) and the degenerate kernels solutions
(black lines) of the BTE for different temperatures and grating periods. For both
(a) and (b), the Monte Carlo solutions and the BTE solutions from this work are
in very good agreement. (c) Plot showing the difference between the incoming and
outgoing heat flux normalized by the incoming heat flux at the thin film bound-
aries as a function of the temporal frequency normalized by the maximum tempo-
ral frequency at which the simulations were performed (ηmax). Specular and non-
thermalizing diffuse boundary conditions conserve heat flux to numerical precision
while thermalizing diffuse boundary condition violates heat flux conservation at the
film wall under quasiballistic (T = 100 K, grating period = 1 µm) and diffusive (T
= 500 K, grating period = 1000 µm) transport regimes.
boundary has to be reflected back into the solid. This constraint on the incident
and reflected heat flux at the thermalizing diffuse boundary leads to the following
relation for ∆T (z = 0):















Additionally, energy conservation (equation 5.3) has to be satisfied at all locations
including the boundaries in the absence of any other source or sink of phonons.
This requirement further adds constraints on ∆T (z = 0) through the relation,



















For the assumptions made in the Fuchs-Sondheimer theory under steady state trans-
port conditions, the integrals of the incoming and the outgoing distribution func-
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tions (equation 5.12) over the azimuthal angle φ are 0. Therefore, there is no heat
flux towards or away from the boundary and the constraints on ∆T (z = 0) (given
by equations 5.74 and 5.75) are trivially satisfied. However, in general, these two
expressions for ∆T (z = 0) are not equal, indicating phonons cannot thermalize at
the boundaries in the absence of any external source or sink of phonons.
Figure 5.3 (c) shows the difference between the incoming and outgoing total heat
flux at the thin film wall (z = 0) as a function of the temporal frequency η. The
specular and non-thermalizing diffuse boundary conditions satisfy heat flux conser-
vation to numerical precision. However, there is a significant difference between
the incoming and the outgoing heat flux for the thermalizing diffuse boundary con-
dition under quasiballistic (T = 100 K, grating period = 1 µm) and diffusive (T =
500 K, grating period = 1000 µm) transport regimes. Nevertheless, it is still possi-
ble for inelastic (but not thermalizing) diffuse boundary scattering to take place as






























g+ω (z = d, µ, φ) vωµdµdφdω
Comparison with Fuchs-Sondheimer Theory at Different Grating Periods
We now examine if the Fuchs-Sondheimer theory can be used to explain transient
heat conduction in the TG experiment along thin films. If the suppression in ther-
mal conductivity of thin films due to phonon boundary scattering and quasiballistic
effects in the TG experiment are assumed to be independent, Fuchs-Sondheimer
theory can be employed to describe quasiballistic transport in the TG experiment

























is the Fuchs-Sondheimer suppression function from the steady
state transport condition and S (qΛω) is the quasiballistic suppression function [89]
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for a grating period q. Recent works [21] have used a similar expression for the

























Henceforth, equation 5.76 is referred to as FS I and equation 5.77 is referred to
as FS II. Figure 5.4 (a) shows the comparison of thermal conductivity obtained by
fitting the BTE solution for temperature decay, and thermal conductivities from FS
I and FS II models for fully diffuse boundary scattering. We only consider non-
thermalizing diffuse scattering as we have shown that thermalizing diffuse scatter-
ing is unphysical for the problem considered here. At very long grating periods,
when the transport is primarily diffusive, the thermal conductivity predictions from
FS I and FS II match well with the BTE solution from this work, as expected. How-
ever, at the shorter grating periods comparable to phonon MFPs, where the transport
is in the quasiballistic regime, FS I underpredicts the thin film thermal conductivity
while FS II overpredicts it.
This observation is also evident from the magnitude of the suppression function
plotted at η = 0 for fully diffuse boundary conditions shown in figures 5.4 (b) and
(c). The suppression function for the thin film geometry is defined as




where κω = jx,ω/∆T¯ is the conductance per phonon mode and jx,ω is the thickness-
averaged in-plane heat flux defined in equation 5.72. In figures 5.4 (b) and 5.4
(c), the magnitude of the suppression function at η = 0 is plotted against phonon
MFP non-dimensionalized with respect to the grating period q. The suppression
functions from the complete BTE solution and the models FS I and FS II are iden-
tical at high temperatures and long grating periods, when the transport is primar-
ily diffusive, governed by the Fourier’s law of heat conduction. However, for low
temperatures and short grating periods, FS I underpredicts the heat flux and FS II
overpredicts the heat flux carried by phonons with very long MFPs. Moreover, the
difference between the models FS I and FS II, and the BTE solution is smaller for
thinner films indicating that enhanced boundary scattering in thinner films delays
the onset of quasiballistic heat conduction. These observations emphasize the im-
portance of using the complete BTE solution to accurately investigate boundary
scattering when grating periods are comparable to phonon MFPs.
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Figure 5.4: Comparison of the thermal conductivity (a) and the suppression func-
tions ((b) and (c)) calculated from the models FS I, FS II and by solving the BTE
for non-thermalizing diffuse boundary conditions at different temperatures, grating
periods (λ) and film thicknesses. In figures (b) and (c), the symbols correspond
to the degenerate kernel solution, the solid lines correspond to FS I model and the
dashed solid lines correspond to FS II model. For very thin films and long grating
periods, the models FS I and FS II are in good agreement with the BTE predictions.
For thicker films and shorter grating periods, FS I underpredicts and FS II overpre-
dicts the thermal conductivity at short grating periods (a) and the contribution of
phonons with long MFP ((b) and (c)) compared to the complete BTE solution.
5.4 Extension to Finite Pump-Probe Penetration Depth
Till now, we discussed the solution of the BTE for the TG experiment on a sus-
pended membrane, when the initial temperature distribution is a one-dimensional
sinusoid in the in-plane (x) direction. However, in reality, the intensity of the pump
laser, which sets up the instantaneous temperature distribution on the sample, de-
cays exponentially in the cross-plane (z) direction as it passes through the mem-
brane. Here, we investigate the effect of the two dimensional initial temperature
profile on the final BTE solution. The sample geometry considered in this study
is shown in figure 5.5 (a). We first obtain the penetration depth of the pump and
probe laser used in the TG experiment at different temperatures from ref. [115, 116]
shown in figure 5.5 (b). The derivation of the BTE solution proceeds similar to the
uniform cross-plane heating case, with the only difference being the source term,




, where βp is the absorption coefficient of the
pump laser. Once again, the complete mathematical derivation is provided in the
appendix C. The final semi-analytical solution for the temperature profile measured
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where βpr is the absorption coefficient of the probe laser and ti’s are functions of the
pump absorption coefficient βp. Figure 5.5 (c) shows the comparison of the tem-
perature profiles obtained from the semi-analytical solution and the MC technique
described in chapter 2 for fully specular boundary scattering in a suspended mem-
brane of 1518 nm thickness at room temperature and a grating period of 11.5 µm,
considering finite penetration depth of light from figure (b). The semi-analytical
BTE solution agrees well with the MC solution. Also shown for comparison is
the semi-analytical solution for the same parameters, but with uniform cross-plane
temperature distribution. The BTE solutions are very different initially for the uni-
form and exponentially decaying initial cross-plane temperature distribution, when
cross-plane conduction is important. At later times, where only in-plane conduction
occurs, the two solutions overlap. This difference between the BTE solution with
finite penetration depth and uniform cross-plane temperature profile is observed ir-
respective of whether the membrane boundaries are specularly scattering or diffuse
scattering, as shown in figure 5.6. However, as shown in figure 5.7, the difference
between the BTE solution with finite penetration depth and uniform cross-section
temperature profile for the membrane thicknesses used in our experiments vanishes
as the grating period increases and the temperature decreases. Therefore, it is suf-
ficient to use the BTE solution with uniform cross-section temperature profile to
interpret our experiments. However, while performing measurements on thicker
membranes, the BTE solution for finite penetration depth has to be used, as using
the BTE solution with uniform cross-section temperature profile will overpredict
the thermal conductivity of the membrane.
5.5 Conclusion
We have studied the effect of thermalizing and non-thermalizing boundary scat-
tering of phonons in steady state and transient heat conduction along thin films
by solving the BTE using analytical and computationally efficient semi-analytical
techniques. From our analysis, we reach the following conclusions. First, under
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Figure 5.5: (a) The sample heating geometry with finite laser penetration depth
considered in this chapter. Along with a sinusoidal in-plane (x) distribution, an ex-
ponentially decaying initial temperature profile in the cross-plane (z) direction due
to the finite penetration depth of the pump laser is also considered. Moreover, the
finite penetration depth of the probe laser is also considered while solving the BTE
for the experimentally measured signal. (b) Optical penetration depth of silicon
from 80 K to 500 K for pump laser with a wavelength of 532 nm. The penetration
depth of silicon for 532 nm light is ∼ 1 µm, which is comparable to the membrane
thicknesses in our experiments. (c) Validation of the BTE solution with simulations
using the MC technique described in chapter 2 for fully specular boundary scatter-
ing in a suspended membrane of 1518 nm thickness at room temperature and a grat-
ing period of 11.5 µm, considering finite penetration depth of light from figure (b).
The semi-analytical BTE solution agrees well with the MC solution. Also shown
for comparison is the semi-analytical solution for the same parameters, but with
uniform cross-plane temperature distribution. The BTE solutions are very different
initially for the uniform and exponentially decaying initial cross-plane temperature
distributions, when cross-plane conduction is important. At later times, where only
in-plane conduction occurs, the two solutions overlap.
.
steady state transport conditions, we find that the thermal transport is governed
by the Fuchs-Sondheimer theory and is insensitive to whether the boundaries are
thermalizing or not. In contrast, under transient conditions, the decay rates are
significantly different for thermalizing and non-thermalizing walls and the Fuchs-
Sondheimer theory is only applicable in the heat diffusion regime. We also show
that, for transient transport, the thermalizing wall boundary condition is unphysi-
cal due to violation of heat flux conservation. Our results provide insights into the
boundary scattering process of thermal phonons over a wide range of heating length
scales that are useful for interpreting thermal measurements on nanostructures.
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Figure 5.6: Comparison of the temperature decay profiles between the BTE solu-
tions considering finite penetration depth and uniform initial cross-plane tempera-
ture excitations for a 600 nm suspended membrane, a grating period of 2 µm and a
mean temperature of 400 K while considering (a) fully specular boundary scattering
(b) fully diffuse boundary scattering. In both cases, similar difference is observed
between the BTE solutions considering finite penetration depth and uniform initial
cross-plane temperature excitations.
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Figure 5.7: Comparison of the temperature decay profiles between the BTE solu-
tions considering finite penetration depth and uniform initial cross-plane tempera-
ture distributions for (a) a 600 nm suspended membrane, a grating period of 2 µm
and a mean temperature of 400 K (b) a 1150 nm suspended membrane, a grating pe-
riod of 2 µm and a mean temperature of 400 K (c) a 1150 nm suspended membrane,
a grating period of 60 µm and a mean temperature of 80 K. In all three figures, spec-
ular boundary scattering is considered. In the case of the 600 nm membrane, there
is very little difference in the time decay between the two cases even at a high tem-
perature (short penetration depth, see figure 5.5 (b)) and a short grating period. For
the 1150 nm membrane, the difference between the BTE solutions with finite pen-
etration depth and uniform temperature distribution is larger than the 600 nm case,
but the difference vanishes at lower temperatures and longer grating periods.
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C h a p t e r 6
PHONON SPECULARITY PARAMETER MEASUREMENT
In the previous chapters, we introduced the TG technique and demonstrated the
measurement of grating period-dependent thermal conductivity of free-standing
silicon membranes. We also derived a transfer function kExpt = H (Λ,pλ ) from
the BTE relating the phonon specularity parameter to the grating period-dependent
thermal conductivity measured in the TG experiment. In this chapter, we present
our methodology to extract the phonon specularity parameter by inverting the BTE
transfer function H derived in chapter 4 using the experimental measurements in
chapter 3, and also investigate the validity of Ziman’s specularity model in our thin
silicon membranes.
6.1 Ab-inito Bulk Phonon Properties for Silicon
To interpret our experiments, the solutions of the BTE presented in chapter 5 require
ab-initio phonon properties of Si projected onto an equivalent isotropic crystal.
We use a Gaussian kernel-based regression method to obtain the isotropic phonon
properties for silicon from a complete set of phonon properties in reciprocal space
(full Brillouin zone) calculated by J. Carrete & N. Mingo using ShengBTE [108,
109] and Phonopy [110], using the inter-atomic force constants calculated from
VASP [111–114].
In the equivalent isotropic dataset, all phonon properties are represented only as
functions of phonon frequency. In particular, for any property In (k), where k is the








In (k) δ (ω − ωk) ≈
∑
k
In (k) w (k) δ (ω − ωk) (6.1)
where V is the volume of the supercell and w (k) are the weights on the discrete
Brillouin zone grid. In order to evaluate the sum/integral in equation 6.1, we use
the following approximation for the δ-function:











with W being a smearing parameter. However, an important decision has to be
made about the choice of the smearing parameter W in the approximation of the
δ-function. If W  frequency grid spacing ∆ωk, then the δ-function is poorly ap-
proximated and the isotropic phonon properties will produce very different macro-
scopic thermal properties upon evaluation. If W  ∆ωk, then there will be a num-
ber of zeros in the evaluation of In (ω) resulting in a number of unrealistic jumps
in the isotropic phonon properties. To overcome these problems, it is clear that we
require W ∼ ∆ωk.
Now, since phonons are dispersive in semiconductors, ∆ωk varies from one k point
to another. In order to choose W ∼ ∆ωk, we follow the adaptive broadening scheme
for k-space integration introduced in [117]. In this technique, the parameter W is
adaptively chosen according to,
Wnk = a
∂ω∂k
∆k = a vg (n,k)∆k
where a is a constant on the order of 1 and vg (n,k) is the group velocity of the
phonon mode n at a wave vector k. Note that in this scheme, W is a function of
the phonon mode number n and the wave vector k. Intuitively, when the phonon
group velocity is small, a large number of points gets clustered in the dispersion.
The adaptive broadening scheme balances this effect by including a fewer number
of points in the average (equation 6.1).
Using this technique, we obtain the isotropic phonon properties such as phonon
density of states, phonon group velocities, phonon lifetimes, and phonon MFPs
on a phonon frequency grid. Figures 6.1 to 6.4 show the agreement obtained be-
tween the spectral phonon specific heat and the spectral phonon thermal conduc-
tivity accumulation functions computed using the ab-initio phonon data and the
equivalent-isotropic properties obtained using the above described method at two
different temperatures.
6.2 Impurity Scattering Rate in Thin Membranes
The first principles phonon data provided by J. Carrete & N. Mingo was evaluated
for isotopically pure silicon. However, the device layer on the SOI wafers, from
which the suspended membranes have been fabricated, is lightly p-doped. There-
fore, the suspended membranes in our experiments contains Boron and isotopic
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Figure 6.1: Comparison between spec-
tral phonon specific heat accumula-
tion computed using the ab-initio and








































Figure 6.2: Comparison between spec-
tral phonon thermal conductivity accu-
mulation computed using the ab-initio
and equivalent isotropic phonon prop-
erties at 80 K


























Figure 6.3: Comparison between spec-
tral phonon specific heat accumula-
tion computed using the ab-initio and








































Figure 6.4: Comparison between spec-
tral phonon thermal conductivity accu-
mulation computed using the ab-initio
and equivalent isotropic phonon prop-
erties at 400 K
silicon impurities. Our estimates of the impurity concentration varied by an order
of magnitude for the highest and lowest electrical resistivity reported by the SOI
wafer manufacturers. To avoid using the impurity concentration with such a large
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uncertainty, we perform a direct measurement of the impurity scattering rate in our
experiment.
Phonon isotope scattering is conventionally treated in the BTE using the Tamura’s
formula [118], which holds exactly for a cubic crystal like silicon. Tamura’s for-











)2 ω2D (ω) = Aω2D (ω) (6.2)
where τ−1ω is the impurity scattering rate, Vat is the volume occupied by a single atom
in the unit cell, fi is the volume fraction and (δM)i is the mass difference of species
i, M is the average mass of the atoms, and D (ω) is the density of states of phonons
with frequency ω. If we can determine the parameter A from the experiment, we
would have determined the phonon-impurity scattering rate unambiguously.
In general, at large grating periods or low temperatures, the measured thermal con-
ductivity depends on the impurity scattering rate and also on whether boundary
scattering is specular or diffuse at the suspended membrane walls, since the phonon
MFP is very long compared to the thickness of the membrane (figure 6.2). However,
at higher temperatures, phonon MFP is significantly reduced (figure 6.2), thereby
minimizing the effect of boundary scattering on the thermal conductivity of the
membrane. Therefore, the membrane thermal conductivity measured at high tem-
peratures like 400 K and at short grating periods, where any available long MFP
phonons are quasiballistically suppressed, depends only on the phonon-impurity
scattering rate. Since Tamura’s formula (equation 6.2) for phonon-impurity scat-
tering rate is independent of temperature, we can fit the rate coefficient A with the
thermal conductivity measurements at high temperatures and short grating periods,
and use it to interpret the measurements at low temperatures.
Figure 6.5 (a) shows the difference in the membrane thermal conductivity predicted
by the BTE between fully specular and fully diffuse boundary scattering limits. At
low temperatures of 100 K, the difference between the specular and diffuse limits
is ≥ 60%, while at high temperatures of 400 K and short grating periods, the dif-
ference between the specular and diffuse limits is less than 10%. Therefore, we
use these measurements to fit the impurity scattering rate coefficient A in Tamura’s
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formula (equation 6.2), as shown in figure 6.5 (b).
Figure 6.5: (a) Difference in the membrane thermal conductivity predicted by the
BTE between fully specular and fully diffuse boundary scattering limits. At low
temperatures of 100 K, the difference between the specular and diffuse limits is
≥ 60%, while at high temperatures of 400 K and short grating periods, the dif-
ference between the specular and diffuse limits is less than 10%. (b) Comparison
between the experiments and the BTE solution that produced the best fit with the
experiments. The impurity scattering rate coefficient A in Tamura’s formula (equa-
tion 6.2) was extracted from this fit.
At this point, it is important to address the necessity to solve the BTE rigorously for
the TG experiment. As explained in chapter 4, the conventional Fuchs-Sondheimer
theory fails to accurately predict the grating period-dependence of thermal con-
ductivity at short grating periods. Since we obtain the phonon-impurity scatter-
ing rate using the thermal conductivities at short grating periods, using the Fuchs-
Sondheimer theory will result in erroneous interpretation of the experimental mea-
surements.
6.3 Failure of Ziman’s Specularity Model
Now that we have a complete description of the intrinsic phonon properties in our
membrane samples, we investigate the validity of Ziman’s specularity model to ex-
plain the measured thermal conductivity of the suspended membranes. As described
earlier, performing measurements over a range of temperatures and grating periods
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allows us to probe different parts of the phonon spectrum separately. Therefore, by
comparing the absolute values and grating period-dependent trends of the predicted
and observed thermal conductivity of the membranes, we can check the validity of
Ziman’s specularity over a large portion of the phonon spectrum in the material,
unlike in previous works.
Figures 6.6 to 6.8 show the measured thermal conductivity of 3 different suspended
membranes with different thicknesses as a function of grating period at different
temperatures compared with the BTE predictions for fully specular, fully diffuse,
and partially specular boundary scattering based on Ziman’s specularity model
(equation 1.1). It is evident from these figures that Ziman’s model neither pre-
dicts the absolute thermal conductivity values nor the observed trends with grating
periods and temperature correctly. Even for the smallest surface roughness value
estimated from AFM and TEM images on our sample surfaces (RMS: 0.28 nm), we
find that Ziman’s theory predicts almost fully diffuse scattering of phonons for all
temperatures and grating periods in this study, while our experiments lie far above
the diffuse limit, with the difference increasing with decreasing temperature.
6.4 Bayesian Inference to Extract Specularity Parameter
Next, we explore the possibility of extracting the phonon specularity parameter
from our experimental measurements, by inverting the thermal conductivity trans-
fer function derived from the BTE (H (Λ,pλ ) = kBTE (pλ )) over the experimentally
measured grating-period dependent thermal conductivities of the thin membranes.
To rigorously quantify the uncertainty in our experimental measurements, we use
the method of Bayesian inference to fit our experimental measurements to the BTE
model and obtain the optimal specularity profile that produces the best fit. Bayesian
inference is a statistical method of uncertainty quantification, which helps us rig-
orously combine our prior expected features of the final solution, in this case, the
specularity parameter, with information from experiments. Bayesian inference is







kexpt − kBTE (pλ ) ,σ2I
)
× piprior (pλ ) (6.3)
In this equation, piprior (pλ ) represents the prior probability density of the specularity
parameter. Prior probability density helps us rigorously add our prior knowledge
about the specularity profile. For this work, the only prior knowledge we incor-




kexpt − kBTE (pλ ) ,σ2I
)
represents the normal distribution function for
the difference between our measurements and the prediction from the BTE solu-
tion for a given specularity parameter, pλ , with an experimental variance σ. The
result of Bayesian inference is a posterior probability density for the specularity
parameter, which is proportional to the product of the prior probability distribu-
tion piprior (pλ ) and the extent to which pλ explains our measurements, given by
N
(
kexpt − kBTE (pλ ) ,σ2I
)
. Intuitively, the Bayes theorem (equation 6.3) states
that a specularity profile {pλ }i has a higher posterior probability density if (a) it
is a smooth function of phonon wavelength, and (b) the BTE solution with {pλ }i
matches well with our experiments.
The first challenge in this procedure is to construct a prior distribution function,
which reflects our knowledge about the smoothness of the specularity profile. In
order to derive a smooth prior distribution, we start with the definition of smooth-






In order to admit some uncertainty in our prior knowledge, we add perturbations to
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is a new random variable with variance γ. In matrix
formulation, we get
Lp = W
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Now, the distribution of Lp is the same as the distribution of the random variable
W . Since W is normally distributed, the prior distribution of the specularity profile








The next step in the Bayesian uncertainty estimation is to select sample specular-
ity profiles from the prior probability distribution (equation 6.4) and compute the
posterior probability estimate from Bayes theorem (equation 6.3). There are two
difficulties that we have to address at this point.
1. We only know the prior probability density up to a constant factor (due to the
proportionality in equation 6.4).
2. The prior distribution couples pi with pi+1 and pi−1 through the matrix L.
Therefore, the individual elements of the vector {p}i are not independent ran-
dom variables.
We overcome these challenges by utilizing a Metropolis Hastings Markov Chain
Monte Carlo (MH-MCMC) algorithm [119] to sample {pλ } from the prior proba-
bility distribution. MH-MCMC algorithm is similar to a rejection-acceptance sam-
pling algorithm, which does not require the knowledge of the sampling distribution
accurate to a proportionality constant. This algorithm proceeds as follows:
Algorithm 1 Metropolis Hastings Markov Chain Monte Carlo algorithm




− 12γ2 ‖m − p‖2
)
.
2: Choose initial sample p0 at random.
3: for k = 0, . . . ,N do
4: Draw a sample m from the proposal density q (pk ,m)
5: Compute piprior (m)
6: Compute the acceptance probability






7: Accept and set pk+1 = m with probability α (pk ,m). Otherwise, reject and
set pk+1 = pk .
Since we only deal with ratios of pi (p)’s in this technique, there is no need to know
the proportionality constant in equation 6.4. Moreover, since the samples m are
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generated from a proposal distribution q(m,p) for an independent and identically
distributed normal random variable, standard sampling techniques developed for a
multivariate normal distribution can employed. The information about the coupling
between different components of {pλ } are included in the expression for the accep-
tance probability α (pk ,m).
Once we have these random samples ({pλ } j) drawn according the prior distribution













) for every sample specularity profile {pλ } j .
6.5 Optimal Profile for the Specularity Parameter
We used Bayesian inference to extract the posterior probability density of the phonon
specularity parameter that best explains all of our experimental measurements over
a range of temperatures and grating periods. The Bayesian inference algorithm con-
verged to an optimal specularity profile for one of our membranes with a thickness
of 525 nm. The posterior probability density for the specularity parameter that we
obtained for this membrane is shown in figure 6.9 (b). The entire phonon spectrum
is partially specularly scattered at the boundaries of this membrane. The specular-
ity of phonons increases with increasing phonon wavelength, since a surface RMS
roughness of about 0.3 nm, which is the smallest RMS surface roughness ampli-
tude measured on our membranes (figure 6.9 (a)), is likely to scatter phonons with
comparable wavelength diffusely but is unlikely to scatter phonons with wavelength
much longer than 1 nm. Interestingly, even phonons with wavelength comparable
to unit cell size in silicon (∼ 0.5 nm) is partially specularly scattered at the mem-
brane walls. Most importantly, the specularity of phonons in this membrane is much
higher than the predictions from Ziman’s theory (equation 1.1) using the same RMS
surface roughness found on the membrane.
In figure 6.10, we compare our thermal conductivity predictions from the posterior
probability density of optimal specularity profiles with the experimental measure-
ments for the 525 nm thick membrane. The measured thermal conductivity values
lie between the fully specular and fully diffuse boundary scattering limits obtained
from the BTE at all temperatures and grating periods, confirming partial specu-
lar scattering of phonons. The grating period trends and the absolute values of
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the thermal conductivity estimates from the Bayesian inference procedure are in
good agreement with the experiment, thereby validating our approach to extract the
phonon specularity parameter from the TG experiment.
6.6 Possibility of Phonon Mode Conversion at the Membrane Boundaries
The Bayesian inference approach failed to converge to an optimal posterior proba-
bility density for the specularity profile for the other two membranes. Even though
all 3 free-standing membranes were fabricated using the same procedure described
in chapter 3, the thermal conductivity of the thicker membranes start at the fully
diffuse limit and move farther away towards the fully specular limit as the tempera-
ture is decreased (figures 6.7 and 6.8). We have characterized the surface quality of
these two membranes using AFM and reflectometry measurements and found them
to be similar to the 525 nm thick membrane.
One possible explanation for the failure of the Bayesian inference method is that
we do not consider phonon mode conversion at the membrane boundaries while
solving the BTE. Even though boundary scattering of phonons is expected to be
an elastic process, a longitudinal (transverse) polarized phonon can get converted
into a transverse (longitudinal) phonon of the same energy at a boundary. In fact,
mode conversion naturally occurs for very long wavelength elastic waves at a stress-
free boundary and solutions have been found for the mode conversion probability
of seismic waves interacting with the rough earth’s crust [120, 121]. To investi-
gate if mode conversion at the membrane boundary can explain the discrepancies,
we solve the BTE with a modified boundary condition to allow for conversion of
phonon modes with the same frequency between each other. The modified bound-
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ary conditions for the BTE are given by,
For µ ∈ (0,1] ,
vω,s′g
+
























For µ ∈ [−1,0) ,
vω,s′g
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where αspec/diffω,s′s is the probability with which a phonon mode s gets converted into
another phonon mode s′ of the same frequency ω. These αs′s’s are constrained by
the fact that the sum of the probabilities of a particular mode s converting into one of





1 separately for specular and diffuse phonon scattering. In this work, we have
neglected the angular dependence of the mode conversion probabilities αspec/diffω,s′s .











in order the preserve the microscopic reversibility of the system at equilibrium. In
this equation, D (ω, s) is the density of states of a mode with frequency ω and a
polarization s. Similar to the chapter 4, the mathematics behind the derivation of
the BTE solution is tedious and therefore has been described in appendix D.
The choice of the mode conversion parameters αspec/diffω,s′s determines the final solu-
tion of the BTE for a given temperature and grating period. However, these mode
conversion parameters are only known for an isotropic continuum elastic solid with
a rough surface. Moreover, since continuum elasticity is assumed in ref. [120, 121],
these results do not describe the mode conversion behavior of heat carrying phonons
which have a wavelength of a few nanometers in an elastically anisotropic material
like silicon. We overcome this problem in this work by choosing random samples of
the mode conversion probabilities αspec/diffω,s′s uniformly from the interval (0,1) with
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ω,s′s = 1 (phonon conservation) and the
detailed balance equation (equation 6.5).
Figure 6.11 (a) and (b) show the comparison of experiments with BTE simulations
using random mode conversion parameters αspec/diffω,s′s for the 1150 nm thick mem-
brane studied in this work at 400 K and 125 K respectively. Although the spread
in the BTE solutions with mode conversion does not enclose the experimental data,
the mode conversion cases show a reduction in thermal conductivity compared to
the solution without mode conversion at long grating periods and low temperatures,
similar to the experimental trend. Although at this point we cannot conclude that
mode conversion explains all of the experimental results, getting accurate mode
conversion parameters from ab-initio phonon transport calculations using atomistic
green’s function method and including them in the analysis can give us more in-
sights into the phonon boundary scattering in our membranes.
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Figure 6.6: Measured thermal conductivity of a 525 nm thick membrane as a func-
tion of grating period at different temperatures. Also shown are the BTE predictions
for fully specular, fully diffuse, and partially specular boundary scattering based on
Ziman’s specularity model (equation 1.1). Ziman’s specularity model is unable to
explain the experimental measurements over a range of temperatures and grating
periods.
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Figure 6.7: Measured thermal conductivity of a 610 nm thick membrane as a func-
tion of grating period at different temperatures. Also shown are the BTE predictions
for fully specular, fully diffuse, and partially specular boundary scattering based on
Ziman’s specularity model (equation 1.1). Ziman’s specularity model is unable to
explain the experimental measurements over a range of temperatures and grating
periods.
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Figure 6.8: Measured thermal conductivity of a 1150 nm thick membrane as a func-
tion of grating period at different temperatures. Also shown are the BTE predictions
for fully specular, fully diffuse, and partially specular boundary scattering based on
Ziman’s specularity model (equation 1.1). Ziman’s specularity model is unable to




Figure 6.9: (a) Atomic force microscope (AFM) image of the surface roughness
profile for one of our membranes. The measured surface RMS roughness varied
between ∼0.3 - 0.4 nm. All of our membranes had RMS surface roughness ampli-
tude in this range. (b) Phonon specularity parameter obtained using the Bayesian
inference procedure that best fits with the thermal conductivity measurements on a
525 nm thick membrane. The black symbols represent the mean of all the specular-
ity profiles sampled in the Bayesian procedure and the red region has an intensity
proportional to the posterior probability density of the specularity profile obtained
from Bayes’ theorem (equation 6.3). Phonons are more specularly scattered com-
pared to Ziman’s predictions (equation 1.1) for the smallest RMS roughness (∼0.3
nm) measured on the membrane surface.
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Figure 6.10: Comparison of thermal conductivity obtained from the TG experi-
ments with the BTE fits obtained using the Bayesian inference approach. Similar
to figure 6.9, the black symbols represent the mean of all the specularity profiles
sampled in the Bayesian procedure and the red region has an intensity proportional
to the posterior probability density of the specularity profile obtained from Bayes’
theorem (equation 6.3). The measured thermal conductivity values lie between
the fully specular and fully diffuse boundary scattering limits obtained from the
BTE at all temperatures and grating periods, indicating partial specular scattering
of phonons.
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Figure 6.11: Comparison of thermal conductivity measured in experiments with
the thermal conductivity from the BTE simulations using random mode conversion
parameters αspec/diffω,s′s for the 1150 nm thick membrane studied in this work at (a)
400 K and (b) 125 K. The mode conversion parameters (αspec/diffω,s′s ) are drawn from a
uniform distribution and the thin film thermal conductivity is calculated by solving
the BTE using every one of these random mode conversion parameters. The density
of points is a measure of the number of mode conversion parameters resulting in the
same thermal conductivity. The triangular symbols are the BTE calculations for the
case of no mode conversion.
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C h a p t e r 7
SUMMARY AND OUTLOOK
Controlling the thermal phonon properties without disturbing the electronic prop-
erties of nanoscale devices is a new and exciting topic driving research in the
nanoscale heat transfer community. This dissertation sheds light on the micro-
scopic phonon boundary interactions that contribute to a significant fraction of ther-
mal boundary resistance in the nanoscale systems and provide an elegant method
to control the heat carrying capacity of phonons without significantly affecting the
electrons. After a detailed review of the past work in this field, we started this thesis
in chapter 2 by discussing the impact of diffuse boundary scattering on the thermal
conductivity of the semiconductor nanostructures using efficient variance reduced
MC solutions of the BTE. We demonstrated how diffuse phonon boundary scatter-
ing can reduce the thermal conductivity of nanostructures by over two orders of
magnitude compared to the thermal conductivity of the constituent materials, and
showed that the lack of microscopic understanding of the phonon boundary scat-
tering processes could lead to inconclusive interpretation of the observed thermal
conductivity of nanostructures in terms of whether phonons scatter coherently or
incoherently at the material boundaries. We also motivated the need to measure
the mode-dependent phonon specularity parameter at material boundaries to better
understand the connection between the nature of surface irregularities with the re-
sulting thermal boundary resistance in the nanostructures.
In chapter 3, we describe the phenomenon of quasiballistic heat conduction which
enables the measurement of spectral phonon properties in semiconductor materi-
als. We showed that, in the quasiballistic heat transfer regime, by changing the
length scale across which heat transfer takes place, we can change the distribution
of phonons carrying heat in semiconductors, thereby using the quasiballistic effect
as a knob to isolate and probe different parts of the thermal phonon spectrum. We
demonstrated the experimental manifestation of quasiballistic heat conduction by
observing thermal length scale dependent thermal conductivity, using the MC so-
lutions of the BTE in a two-layer simulation geometry. Finally, we introduced the
non-contact optical pump probe technique, the TG experiment, as a natural choice
to measure heating length scale-dependent thermal conductivity in a single layer
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membrane sample, which is ideal to study phonon scattering at free material bound-
aries.
In chapter 4, we described the design and construction of the TG experiment used in
this study. We described the working principle of the experiment in detail, followed
by some discussion on the alignment of optics to achieve the desired temperature
rise on the sample. Next, we validated the TG experiment by measuring the speed
of sound in water and by measuring thermal transport in single crystal GaAs wafer.
We described the protocol adopted to fabricate free-standing suspended silicon thin
membranes used in our study and reported very good signal to noise ratio in our
experiments on the thin membranes. Finally, we demonstrated the observation of
quasiballistic heat conduction in our thin silicon membranes and motivated the re-
quirement for a rigorous analysis of the BTE to understand the observed quasibal-
listic, boundary scattering-dominated thermal transport in the thin membranes.
In chapter 5, we described our computationally efficient semi-analytical solution
for the BTE in the exact same heating geometry of the thin membrane in the TG
experiment. We showed that the conventional treatment of boundaries as thermal-
izing walls violate the conservation of heat flux in the quasiballistic heat conduc-
tion regime within the membranes, and also showed that the conventional Fuchs-
Sondheimer model for reduction in thermal conductivity of thin membrane due to
boundary scattering cannot accurately describe the membrane thermal conductivity
in the quasiballistic heat transfer regime. Through this work, we derived a transfer
function connecting the mode-dependent phonon specularity parameter at the mem-
brane boundaries and the observed grating period-dependent thermal conductivity
in the TG experiments.
In chapter 6, we discussed our measurements and interpretation of the thermal con-
ductivity of the free-standing membranes at different temperatures and grating pe-
riods in the quasiballistic heat conduction regime. We described our methodology
to obtain the intrinsic phonon properties and impurity scattering rates in bulk sili-
con required to accurately extract the only unknown quantity in this problem - the
phonon specularity parameter. We showed that the 50 year old Ziman’s model for
phonon specularity failed to explain the magnitude and the trends of the observed
thermal conductivity as a function of grating periods and temperature in our ex-
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periments. Next, we elucidated our experimental uncertainty estimation procedure
based on Bayesian inference to rigorously invert the BTE transfer function devel-
oped in chapter 5 and extract the posterior probability density of the specularity
parameter, which quantifies the likelihood of a given specularity profile to explain
our experiments. We showed that our extracted specularity profile from one of
our membranes predicts a significantly higher specular scattering of phonons com-
pared to the conventional Ziman’s model for the phonon specularity parameter. We
also showed that a simple partially specular boundary scattering picture cannot ade-
quately describe the observed thermal conductivity trends in a few membranes, and
and discuss the possibility of phonon mode conversion at the boundaries of these
membranes.
7.1 Outlook
The first main contribution of this thesis is demonstrating computationally efficient
semi-analytical and numerical solutions of the governing equation for phonon trans-
port in nanostructures — the BTE. These solutions have enabled the interpretation
of macroscopic thermal conductivity measurements in terms of microscopic phonon
properties and educated us about several new heat transfer regimes that we do not
usually observe in our macroscopic world view. While we have only considered
phonon-phonon and phonon-impurity interactions in the BTE solution, our solution
methodology can be extended to study interactions of phonons with other particles
like electrons and magnons and help resolve the mysteries in the heat conduction
properties of several unique materials demonstrating strong electron-phonon and
magnon-phonon interactions. [122–124]
Chapter 3 of this thesis provides a very detailed description of how to use the TG
technique to measure the thermal conductivity of bulk and thin film semiconductor
devices, synthesizing the work of many previous authors, particularly Prof. Keith
Nelson’s group at MIT. We have learnt the power of this experiment in unambigu-
ously measuring thermal phonon properties in thin crystalline semiconductor mem-
branes while figuring out the working principle and the underlying heat transfer
physics in this experiment. The TG experiment has already provided conclusive
evidence for the presence of phonons with MFP longer than 1 µm in silicon at
room temperature, thereby putting to rest a decade long argument about the pres-
ence of long MFP phonons in silicon [85]. However, the scope of this experimen-
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tal technique extends far beyond just measuring thermal transport in silicon thin
membranes. In fact, efforts have already begun to extend this technique to mea-
sure thermal transport in crystalline polymers and amorphous semiconductors, and
ambipolar diffusion of carriers in silicon in our group. There are also reports of
exploring phonon-magnon dynamics in magnetic materials using the TG technique
elsewhere [125]. Exploring transport in these new materials could lead to new tech-
nological inventions and TG will be a front runner in aiding the study of these new
and interesting transport phenomena.
Finally, chapter 6 of this thesis has shown us a clear future research direction to fur-
ther our understanding of phonon boundary scattering. Until recently, experiments
have not been able to measure the microscopic interactions of phonons in nanoscale
semiconductor materials. Therefore, predictions from theorists on different phonon
boundary interactions using ab-initio modeling approaches have been treated partly
as speculative and therefore have not accelerated improvements in the thermal per-
formance of devices like LEDs. Our ability to perform phonon mode-dependent
measurements using the TG technique over a wide range of the experimental pa-
rameter space should give enough information for the theorists to confirm or reject
their new proposals. In particular, ab-initio modeling of phonon mode conversion
at the membrane boundaries using atomistic green’s function method and solutions
of the elastic wave equation can help explain the observed thermal conductivity
trends and can eventually lead to achieving better control over the thermal bound-
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A p p e n d i x A
THE EFFECT OF FINITE LASER PENETRATION DEPTH ON
THE THERMAL TRANSPORT THROUGH THIN FILMS
In this appendix, we describe the derivation for transient thermal transport in the
TG experiment through thin membranes, considering finite penetration depth of the
pump and probe lasers through the membrane.
A.1 Numerical Discretization of the Boundary Conditions
The general boundary conditions at the thin film walls are given by the following:
For µ ∈ (0,1] ,
g+ω (0, µ, φ) = pωg
−
ω (0,−µ,φ)
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and for µ ∈ [−1,0) ,
g−ω (d, µ, φ) = pωg+ω (d,−µ,φ)
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In the frequency domain, the boundary conditions (equation A.1) can be written as
follows:
For µ ∈ (0,1] ,
G+ω (0, µ, φ) = pωG
−
ω (0,−µ,φ)
+ (1 − pω)
(
σω
Cω∆T¯ (z = 0)
4pi












and for µ ∈ [−1,0) ,
G−ω (d, µ, φ) = pωG+ω (d,−µ,φ)
+ (1 − pω)
(
σω
















For any given µ and φ, there are four unknown quantities to be determined at the thin
film boundaries: G+ω (0, µ, φ), G
−
ω (0,−µ,φ), G+ω (d,−µ,φ), and G−ω (d, µ, φ), while
there are only two equations which are directly evident (equation A.2). However,
closed-form relations for these four unknown quantities can be obtained in terms of
the unknown temperature distribution at the thin film boundaries in the frequency
domain (∆T¯ (z = 0) and ∆T¯ (z = d)) by substituting the general solution of the BTE
(equation 5.16 in the main article) into boundary conditions (equation A.2) to get
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the following:
For µ ∈ (0,1] ,
G+ω (0, µ, φ) = pωG
−
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and for µ ∈ [−1,0) ,
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For convenience, the limits on variables µ and µ′ are changed from [−1,1] to (0,1]
in equation A.3 wherever necessary to obtain
G+ω (0, µ, φ) = pωG
−
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d − z′)+- dz′dµ′dφ′
]
(A.4)
Equation A.4 represents a system of integral equations to solve for the two unknown
quantities G+ω (0, µ, φ) and G
−
ω (d,−µ,φ) for every µ and φ. To solve this system


















where µi and φ j are the quadrature points and wµi and wφ j are the corresponding
weights. Therefore, equation A.4 transforms into,
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which transform equation A.6 into
G+ω
(









d+- + pω4piµiΛω I+i j
+ (1 − pω)
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d+- + pω4piµiΛω I−i j
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These discretized boundary conditions (equation A.8) can be written in a concise
matrix form as
[A]GBC = ¯˜c (A.9)
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with the solution of the form
GBC = [A]−1 ¯˜c (A.10)
where,
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Here, k is the index for the combination {µi, φ j }, N is the total number of combina-
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With the substitution of equation A.10, the general BTE solution (equation 5.16 in
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z′ − z+- dz′
(A.12)
where the unknown quantities G+ω
(






, and ∆T¯ are related
through the energy conservation requirement.
A.2 Formulation of the Integral Equation for ∆T¯
To solve for the unknown quantities (G+ω
(







energy conservation equation is first discretized in the angular variables (µ and φ)
using Gauss quadrature (equation A.5). Next, the general solution (equation A.12)
is substituted into the discretized energy conservation equation to obtain the follow-
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Let us analyze the right hand side (RHS) of this equation term-by-term. For sim-
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dz′ + f 11 (z)
(A.14)
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T+kk ′∆T¯ (z = 0) + T
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Finally, the system to solve for (equation A.13) can be represented as an integral
equation of the form:















f (z) = f 11 (z) + f
1
2 (z) + f
2
2 (z) + f
1





























h (z) = h2 (z) + h3 (z) (A.30)
There are several important properties of the integral equation A.27.
1. The kernel K (z′, z) is singular for z = z′ due to the singularity of K11 (z
′, z)
at z = z′.
2. Unlike the term f (z), the term h (z) is a function of ∆T¯ and can be repre-
sented as h (z) = H (z′, z) ∆T¯ where H (z′, z) is independent of ∆T¯ .
There are several approaches available in the literature to solve such singular inte-
gral equations. In this work, this integral equation is solved using the method of
degenerate kernels, the details of which are described in section A.3.
A.3 The Method of Degenerate Kernels
The integral equation (equation A.27) can be solved using the method of degenerate
kernels. First, the integral equation is rewritten as,













where zˆ = z/d and K¯ ( zˆ′, zˆ) = d × K (z′, z). Then the functions ∆T¯ ( zˆ), f ( zˆ) and
K ( zˆ′, zˆ) are expanded in a Fourier series:






tm cos (mpi zˆ) (A.32)






fn cos (mpi zˆ)
































































cos (npi zˆ) dzˆ′dzˆ (A.36)
Here, a Fourier cosine series has been used for all of the functions by assuming that
all the functions are even with respect to zˆ and zˆ′. This assumption is valid since
the integral equation (equation A.27) has been solved only in the domain zˆ ∈ [0,1].
After several algebraic simplifications, the expressions for the Fourier coefficients
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4pi
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cos (mpi zˆ) dzˆ
=
dβp
m2pi2 + d2 β2p
[









































































































































2 [2δmn − (I1 (n) + (−1)m I2 (n))] for m = 0
and primes (′ and ′′) on I1, I2, and I3 indicate that these functions are evaluated for
{µ′, φ′} and {µ′′, φ′′} respectively. These Fourier coefficients are substituted into
the cosine series for the corresponding functions in the integral equation (equa-






tm cos (mpi zˆ) − 12 h0 −
N∑
m=1















































































tmKmn cos (npi zˆ)+-
Due to the orthogonality of cos (mpi zˆ) in the interval zˆ ∈ [0,1], it is sufficient to
solve for the Fourier coefficients (tm ) by grouping together the coefficients with the

















δnm − 12 Knm
)
tn − 14 K0mt0 − hm = fm for m = 1, . . . ,N
(A.49)
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Noting that hi’s are linear combinations of t j’s, the system of linear equations (equa-
tion A.49) can be written in a concise matrix form as:
Ft = f
which can be solved by standard matrix inversion techniques.
In the TG experiment, the temperature profile that is detected is an average over the



















































m2pi2 + d2 β2pr
(




The resulting solution (tm) is used to calculate the temperature profile ∆T¯ (η,q, z)
(equation A.32) and the phonon energy distribution functions G+ω
(







(equation A.12) for each η and q as follows:
First, the expressions for I+µφ and I
−




















































































where Kndω = Λω/d is the Knudsen number of a phonon mode defined based on the















are evaluated and finally, the expressions
for G+ω
(
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Once again, as in the steady state condition, these general solutions for Gω are sub-
stituted into the expression for heat flux and the suppression in thermal conductivity
due to phonon boundary scattering is derived for the transient transport condition
in the main article.
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A p p e n d i x B
THE EFFECT OF PHONON MODE CONVERSION AT
BOUNDARIES ON THE THERMAL TRANSPORT THROUGH
THIN FILMS
In this appendix, we describe the derivation for transient thermal transport in the
TG experiment through thin membranes considering the effect of phonon mode
conversion at the material boundaries.
B.1 Numerical Discretization of the Boundary Conditions
The general boundary conditions at the thin film walls are given by the following:
For µ ∈ (0,1] ,
vω,s′g
+
























and for µ ∈ [−1,0) ,
vω,s′g
−


























In the frequency domain, the boundary conditions (equation B.1) can be written as
follows:
For µ ∈ (0,1] ,
























and for µ ∈ [−1,0) ,

























For any given µ and φ, there are four unknown quantities to be determined at the thin
film boundaries: G+ω,s (0, µ, φ), G
−
ω,s (0,−µ,φ), G+ω,s (d,−µ,φ), and G−ω,s (d, µ, φ),
while there are only two equations which are directly evident (equation B.2). How-
ever, closed-form relations for these four unknown quantities can be obtained in
terms of the unknown temperature distribution at the thin film boundaries in the
frequency domain (∆T¯ (z = 0) and ∆T¯ (z = d)) by substituting the general solution
of the BTE (equation 5.16 in the main article) into boundary conditions to get the
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following:
For µ ∈ (0,1] ,
































































and for µ ∈ [−1,0) ,









































































For convenience, the limits on variables µ and µ′ are changed from [−1,1] to (0,1]
in equation B.3 wherever necessary to obtain


























































































































d − z′)+- dz′dµ′dφ′
)
(B.4)
Equation B.4 represents a system of integral equations to solve for the two unknown
quantities G+ω,s (0, µ, φ) and G
−
ω,s (d,−µ,φ) for every µ and φ. To solve this system


















where µi and φ j are the quadrature points and wµi and wφ j are the corresponding
weights. Therefore, equation B.4 transforms into,
vω,s′G+ω,s′
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which transform equation B.6 into
vω,s′G+ω,s′
(











































































































These discretized boundary conditions (equation B.8) can be written in a concise
matrix form as
[A]GBC = ¯˜c (B.9)
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with the solution of the form


























kk ′,11 . . . . . .
B+kk ′,11 B
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−
kk ′,M M



















d, µi′, φ j ′
)
+/////////-[2N M×1]
Here, k is the index for the combination {µi, φ j }, N is the total number of combina-























































With the substitution of equation B.10, the general BTE solution becomes,
G+ω,s′
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z′ − z+/- dz′
(B.12)
where the unknown quantities G+ω,s
(






, and ∆T¯ are related
through the energy conservation requirement.
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B.2 Formulation of the Integral Equation for ∆T¯
To solve for the unknown quantities (G+ω,s
(






, and ∆T¯), the
energy conservation equation is first discretized in the angular variables (µ and φ)
using Gauss quadrature (equation B.5). Next, the general solution (equation B.12)
is substituted into the discretized energy conservation equation to obtain the follow-
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Let us analyze the right hand side (RHS) of this equation term-by-term. For simplic-





























































































































































dz′ + f 11 (z)
(B.14)
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Finally, the system to solve for (equation B.13) can be represented as an integral
equation of the form:














f (z) = f 11 (z) + f
1
2 (z) + f
2
2 (z) + f
1





























In this work, this integral equation is solved using the method of degenerate kernels,
the details of which are described in section B.3.
B.3 The Method of Degenerate Kernels
The integral equation (equation B.25) can be solved using the method of degenerate
kernels. First, the integral equation is rewritten as,













where zˆ = z/d and K¯ ( zˆ′, zˆ) = d × K (z′, z). Then the functions ∆T¯ ( zˆ), f ( zˆ) and
K ( zˆ′, zˆ) are expanded in a Fourier series :






tm cos (mpi zˆ) (B.29)



























































cos (npi zˆ) dzˆ′dzˆ (B.32)
Here, a Fourier cosine series has been used for all of the functions by assuming that
all the functions are even with respect to zˆ and zˆ′. This assumption is valid since
the integral equation (equation B.25) has been solved only in the domain zˆ ∈ [0,1].
After several algebraic simplifications, the expressions for the Fourier coefficients
(equations B.31 and B.32) simplify into the following concise forms:





























































































































































































































































































































































































































































)2 [2δmn − (I1 (n) + (−1)m I2 (n))] for m = 0
and primes (′ and ′′) on I1, I2, and I3 indicate that these functions are evaluated for
{µ′, φ′} and {µ′′, φ′′} respectively. These Fourier coefficients are substituted into
the cosine series for the corresponding functions in the integral equation (equa-
167




















































































tmKmn cos (npi zˆ)+-
Due to the orthogonality of cos (mpi zˆ) in the interval zˆ ∈ [0,1], it is sufficient to
solve for the Fourier coefficients (tm ) by grouping together the coefficients with the

















δnm − 12 Knm
)
tn − 14 K0mt0 = fm for m = 1, . . . ,N
(B.43)
which can be written in a concise matrix form as:
Ft = f
which can be solved by standard matrix inversion techniques. The resulting so-
lution (tm) is used to calculate the temperature profile ∆T¯ (η,q, z) (equation B.29)
and the phonon energy distribution functions G+ω,s
(






(equation B.12) for each η and q as follows:
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First, the expressions for I+µφ,s and I
−











= Cω,sd *,12 t0
µKndω,s
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= Cω,sd *,12 t0
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where Kndω,s = Λω,s/d is the Knudsen number of a phonon mode defined based
on the thickness of the thin film. Next, using the expressions for I+µφ,s and I
+
µφ,s,






































0, µi′, φ j ′
)



















































0, µi′, φ j ′
)










































































































Once again, as in the steady state condition, these general solutions for Gω are sub-
stituted into the expression for heat flux and the suppression in thermal conductivity
due to phonon boundary scattering is derived for the transient transport condition
in the main article.
