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Dedicated, with much appreciation, to Henri Moscovici.
Abstract. We define a super version of the Connes-Moscovici Hopf algebra,
H1. For that, we consider the supergroup Gs = Diff+(R1,1) of orientation
preserving diffeomorphisms of the superline R1,1 and define two (super) sub-
groups Gs1 and G
s
2 of G
s where Gs1 is the supergroup of affine transformations.
The super Hopf algebra Hs1 is defined as a certain bicrossproduct super Hopf
algebra of the super Hopf algebras attached to Gs1 and G
s
2. We also give an
explicit description of Hs1 in terms of generators and relations.
1. Introduction
In [2], Connes and Moscovici, among many other things, defined a Hopf alge-
bra H(n), for any n ≥ 1, and computed the periodic Hopf cyclic cohomology of
H(n). Our main focus in this paper is H(1), to be denoted from now on by H1,
and its super analogue. It is by now clear that the Connes-Moscovici Hopf algebra
H1 is a fundamental object of noncommutative geometry. An important feature
of H1, and in fact its raison d’eˆtre, is that it acts as quantum symmetries of vari-
ous algebras of interest in noncommutative geometry, like the algebra of leaves of
codimension one foliations and the algebra of modular forms modulo the action of
Hecke correspondences [2, 3, 4, 5].
Our starting point, in fact the motivation to develop the super analogue of H1,
was to extend the results of [5] to cover the Rankin-Cohen brackets on super mod-
ular forms and super pseudodifferential operators as they are described in Section 7
of [1]. In [5] it is shown that the Rankin-Cohen brackets on modular forms [1] can
be derived via the action of H1 on the modular Hecke algebras. In fact, more gen-
erally, it is shown how to obtain such brackets on any associative algebra endowed
with an action of the Hopf algebra H1, such that the derivation corresponding to
the Schwarzian derivative is inner. To carry out this program in the SUSY case, as
a first step one needs a super analogue of H1.
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The Connes-Moscovici Hopf algebraH1 is isomorphic to a certain bicrossproduct
Hopf algebra F (G2)◮⊳U(g1) [2, 3, 8, 11, 12]. The actions and coactions involved in
this bicrossproduct can be derived and understood by looking at the factorization of
the group of orientation preserving diffeomorphisms of the real line, G = Diff+(R),
into two subgroups G1 and G2. Here G1 is the group of affine transformations and
G2 is the subgroup of those diffeomorphisms φ with φ(0) = 0 and φ˙(0) = 1, where
φ˙(x) = d
dx
(φ(x)).
In this paper our goal is to define a super version of H1, which we will denote
by Hs1. For that we define a super version of the group G = Diff
+(R), namely
the supergroup Gs = Diff+(R1,1) of orientation preserving diffeomorphisms of the
superline R1,1. We define two (super) subgroups Gs1 and G
s
2 of G
s, where Gs1 is
the group of affine transformations. We show that the factorization Gs = Gs1G
s
2
holds. We will use this factorization to define a bicrossproduct super Hopf algebra
F (Gs2)◮⊳U(g
s
1), analogous to the non-super case. We will call this bicrossproduct
super Hopf algebra the super version of H1 and denote it by H
s
1.
One difficulty in working with super Hopf algebras is that they are not ‘honest’
Hopf algebras. In fact their multiplication map is not a morphism of coalgebras. It
is so only up to sign, and this issue of signs can be quite confusing and demands
a lot of care. Throughout this paper, for notations to be more consistent with the
non-super case, we use the following conventions. To denote the comultiplication
∆ : B → B⊗B of a bialgebraB we use Sweedler’s notation (summation understood)
∆n(b) = b(1)⊗ b(2)⊗· · ·⊗ b(n+1), for any n ≥ 1. Also for a coaction ∇ : A→ B⊗A
of B on A we write ∇(a) = a(1) ⊗ a(2).
One of the recent important developments regarding the Connes-Moscovici
Hopf algebrasH(n) is in [12], in which the authors generalize the Connes-Moscovici
work, [2], to assign a Hopf algebra to any infinite primitive Lie pseudogroup. They
also introduce an elaborate machinery, based on the bicrossproduct realization of
those Hopf algebras, to compute their periodic and non-periodic Hopf cyclic coho-
mology.
We would like to thank Bahram Rangipour for useful discussions and for sug-
gesting a proof to show that F (Gs2) is a super Hopf algebra. We would also like
to thank Arthur Greenspoon for carefully reading the manuscript and many useful
suggestions. We are honored to dedicate this paper, with much appreciation, to
Henri Moscovici on the occasion of his 65th birthday.
2. The Connes-Moscovici Hopf algebra H1
In this section we recall the definition of the standard (non-super) Connes-
Moscovici Hopf algebra H1 and its description in terms of a bicrossproduct Hopf
algebra [2, 3]. The following definition gives a description of H1 by generators and
relations.
Definition 2.1. [2, 3] The Connes-Moscovici Hopf algebra H1 is generated by
elements X , Y , δn, n ≥ 1 with relations:
[Y,X ] = X, [X, δn] = δn+1, [Y, δn] = nδn, [δm, δn] = 0, ∀m,n
∆(X) = X ⊗ 1+ 1⊗X + Y ⊗ δ1, ∆(Y ) = Y ⊗ 1+ 1⊗ Y, ∆(δ1) = δ1 ⊗ 1+ 1⊗ δ1,
ε(X) = ε(Y ) = ε(δn) = 0, ∀n,
(2.1) S(X) = Y δ1 −X, S(Y ) = −Y, S(δ1) = −δ1.
A SUPER VERSION OF THE CONNES-MOSCOVICI HOPF ALGEBRA 3
Remark 2.2. The above definition follows the right-handed notation as in [8], in
the sense that in the definition of ∆(X), the term δ1 ⊗ Y in [2, 3] is replaced by
Y ⊗ δ1. Or, alternatively, if we denote the original Connes-Moscovici Hopf algebra
by H1CM , then one can say we are working in H1
cop
CM , [12].
Lemma 2.3. [8, 9] let A and H be two Hopf algebras such that A is a left H-module
algebra, and H is a right A-comodule coalgebra. Let furthermore these structures
satisfy the follow compatibility conditions:
∆(h⊲ a) = h(1)
(1)
⊲ a(1) ⊗ h(1)
(2)(h(2) ⊲ a(2)),
∇r(gh) = g(1)
(1)h(1) ⊗ g(1)
(2)(g(2) ⊲ h
(2)),
h(2)
(1) ⊗ (h(1) ⊲ a)h(2)
(2) = h(1)
(1) ⊗ h(1)
(2)(h(2) ⊲ a),
ε(h⊲ a) = ε(h)ε(a), ∇r(1) = 1⊗ 1,
for any a, b in A and g, h in H, where we have denoted the actions by h ⊲ a and
the coactions by ∇r(h) = h
(1) ⊗ h(2). Then the vector space A⊗H can be equipped
with a Hopf algebra structure as follows:
(a⊗ h)(b⊗ g) = a(h(1) ⊲ b)⊗ h(2)g,
∆(a⊗ h) = a(1) ⊗ h(1)
(1) ⊗ a(2)h(1)
(2) ⊗ h(2),
ε(a⊗ h) = ε(a)ε(h),
S(a⊗ h) = (1⊗ S(h(1)))(S(ah(2))⊗ 1),
for any a, b in A and g, h in H. It is called the left-right bicrossproduct Hopf algebra
and is denoted by A◮⊳H.
in [2, 3] a Hopf subalgebra of H1 is defined as the unital commutative subalge-
bra of H1 generated by {δn, n ≥ 1}. This Hopf algebra, which we denote by F (G2),
is isomorphic to the so-called comeasuring Hopf algebra of the real line, generated
by {an, n ≥ 1} with a1 = 1 and with the following relations [7, 8]:
∆(an) =
n∑
k=1
(
∑
i1+···+ik=n
ai1 · · · aik)⊗ ak,
ε(an) = δn,1,
S(an+1) =
∑
(c1,...,cn+1)∈Λ
(−1)n−c1
(2n− c1)!c1! a
c1
1 a
c2
2 · · · a
cn+1
n+1
(n+ 1)! c1!c2! · · · cn+1!
,
where
Λ = {(c1, . . . , cn+1) |
n+1∑
j=1
cj = n,
n+1∑
j=1
jcj = 2n}.
If instead of generators an we work with n!an we get the relations for the so called
Faa` di Bruno Hopf algebra which is isomorphic to F (G2). One can also define
another Hopf algebra, denoted by U(g1), as follows. Let g1 be the Lie algebra
generated by two elements X and Y as in H1 (i.e., [Y,X ] = X), and let U(g1)
denote the universal enveloping algebra of g1.
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Lemma 2.4. [8] F (G2) is a left U(g1)-module algebra via the actions
X ⊲ an = (n+ 1)an+1 − 2a2an, Y ⊲ an = (n− 1)an,
and U(g1) is a right F (G2)-comodule coalgebra via the coactions
∇r(X) = X ⊗ 1 + Y ⊗ 2a2, ∇r(Y ) = Y ⊗ 1.
The actions and coactions are compatible in the sense of Lemma (2.3).
Theorem 2.5. [2, 3, 8, 11, 12] H1 is isomorphic to the bicrossproduct Hopf
algebra F (G2)◮⊳U(g1).
A good way to understand the actions, coactions and even the notations in-
troduced above is to look at the factorization of the group Diff+(R) [2, 3]. Let
us recall that given any group G with two subgroups G1 and G2, we say we have
a group factorization G = G1G2 if for any g ∈ G there is a unique decomposition
g = ab where a ∈ G1 and b ∈ G2. Given any group factorization G = G1G2, one
has always a left action of G2 on G1 and a right action of G1 on G2 defined in the
following way. First one defines two maps π1 : G→ G1, π2 : G→ G2 by π1(g) = a
and π2(g) = b, for any g = ab in G, with a ∈ G1 and b ∈ G2. Next, one can define
the aforementioned actions by g2 ⊲ g1 = π1(g2g1) and g2 ⊳ g1 = π2(g2g1) for any
g1 in G1 and g2 in G2.
Let
G = Diff+(R) = {Φ ∈ Diff(R) | Φ˙(x) > 0, ∀x ∈ R},
where Φ˙(x) = d
dx
(Φ(x)), be the group of orientation preserving homeomorphisms
of the real line and
G1 = {ψ = (a, b) ∈ G |ψ(x) = ax+ b, a, b ∈ R, a > 0},
be the affine subgroup of G. The following representation of G1 as a subgroup of
GL(2) is very useful:
(2.2) G1 =
{
(a, b) =
(
a b
0 1
)
∈ GL(2) | a > 0
}
.
Let also
G2 = {φ ∈ G |φ(0) = 0, φ˙(0) = 1}.
The factorization Diff+(R) = G1G2 is as follows. For any Φ in G we have Φ = ψφ
with ψ ∈ G1 and φ ∈ G2, where
(2.3) ψ = (Φ˙(0),Φ(0)), φ(x) =
Φ(x) − Φ(0)
Φ˙(0)
, ∀x ∈ R.
The actions and coactions in lemma (2.4) are induced from the factorization of
the group G = Diff+(R) as follows:
φ⊲ ψ = (aφ˙(b), φ(b)), (φ⊳ ψ)(x) =
φ(ax + b)− φ(b)
aφ˙(b)
,
for any ψ = (a, b) in G1 and φ in G2.
Next, using the matrix representation of G1 in GL(2) as in (2.2), we get a basis
for its Lie algebra g1 = Lie(G1). It turns out that g1 is generated by two elements
X =
(
0 1
0 0
)
, Y =
(
1 0
0 0
)
,
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with the relation [Y,X ] = X as in Definition (2.1). On the other hand, in the Hopf
algebra F (G2) defined by relations (2), the generators an can be considered as the
following functions on G2:
an(φ) =
1
n!
φ(n)(0), ∀φ ∈ G2.
The actions defined in Lemma (2.4) can be realized in the following way. The
exponentials etX and etY , as elements of the affine group G1, are given by
etX = (1, t), etY = (et, 0).
The action X ⊲ an in lemma (2.4) can be identified as:
(X ⊲ an)(φ) =
d
dt
|
t=0
an(φ⊳ e
tX)
=
d
dt
|
t=0
an(
φ(x + t)− φ(t)
φ˙(t)
)
=
d
dt
|
t=0(
φ(n)(t)
n!φ˙(t)
)
=
d
dt
|
t=0(
φ(n)(0) + tφ(n+1)(0)
n!(φ˙(0) + tφ¨(0))
)
=
d
dt
|
t=0(1/n!)(φ
(n)(0)− tφ¨(0)φ(n)(0) + tφ(n+1)(0))
= (1/n!)(−φ¨(0)φ(n)(0) + φ(n+1)(0))
= [(n+ 1)an+1 − 2a2an](φ),
for any φ in G2. This implies
X ⊲ an = (n+ 1)an+1 − 2a2an,
as in Lemma (2.4). A similar computation will give the action Y ⊲an as in Lemma
(2.4). The coactions defined in Lemma (2.4) can also be realized using the factor-
ization G = G1G2 [8].
Note that the above realization of actions and coactions is not necessary for the
proof of Lemma (2.4). It rather gives a good intuition about where those formulas
for actions and coactions come from.
3. The supergroup Gs = Diff+(R1,1) and its factorization
In this section, by replacing R by the supermanifold R1,1, we define a super
version of the group G = Diff+(R), namely the supergroup Gs = Diff+(R1,1).
Analogous to the non-super case, we consider two sub supergroups Gs1 and G
s
2 of
Gs, where Gs1 is the affine part of G
s. We establish the factorization Gs = Gs1G
s
2.
This factorization will result in a left action of Gs2 on G
s
1 and a right action of G
s
1
on Gs2.
For the general theory of supermanifolds we refer to [6, 13, 14]. The super-
manifold R1,1, the superline, is a super ringed space S = (R1, OS), where OS is a
sheaf of supercommutative R-algebras over R defined, for each U ⊂ R open, by
OS(U) = C
∞(U)⊗ Λ•(R) = C∞(U)[θ],
where θ, the generator of the exterior algebra Λ•(R), is called the odd generator.
We also normally denote the even indeterminate by x. Supermanifolds form a
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category where a morphism f : S1 → S2 is a morphism of the underlying super
ringed spaces [6, 13, 14].
A super Lie group is a group object in the category of supermanifolds. Al-
ternatively, a super Lie group can be defined as a representable functor from
the category of supermanifolds to the category of groups. A typical example is
GL(p, q) = GL(Rp,q), the super general linear group of automorphisms of Rp,q.
This supergroup has a matrix representation as follows. It is formed by matrices(
A B
C D
)
,
where A,D are, respectively, p× p and q × q invertible matrices consisting of even
elements, and C,D are, respectively, p × q and q × p matrices consisting of odd
elements. As a special case, GL(2, 1) is formed by matrices
 a b xc d y
z w e

 ,
where a, b, c, d, e are even elements, ad − bc 6= 0, e 6= 0, and x, y, z, w are odd
elements.
Definition 3.1. The supergroup of orientation preserving diffeomorphisms of the
super real line, R1,1, is defined as follows:
Gs = Diff+(R1,1) = {Φ(x, θ) = (A(x) +B(x)θ , C(x) +D(x)θ)},
such that A(x), D(x) are even, A(x), D(x) ∈ Diff(R), A˙(x) > 0, D˙(x) > 0, and
B(x), C(x) are odd.
Definition 3.2. The affine part ofGs, denoted byGs1 and also denoted byAff(R
1,1),
is defined by:
Gs1 = {ψ(x, θ) = (ax+ bθ + e , cx+ dθ + f) ∈ G
s},
such that a, e, d are even, a, d > 0, and b, c, f are odd. An element ψ(x, θ) =
(ax+ bθ + e , cx+ dθ + f) of Gs1 can also be represented in the following way:
ψ(x, θ) =
(
a b
c d
)(
x
θ
)
+
(
e
f
)
.
Therefore there exists the following representation of Gs1 in GL(2, 1), which will be
very useful for our purpose:
Gs1 =

ψ =

 a e b0 1 0
c f d

 | a, e, d are even, b, c, f are odd, and a, d > 0

 .
Definition 3.3. A second super subgroup Gs2 of G
s is defined by:
Gs2 = {φ = (A(x) +B(x)θ, C(x) +D(x)θ) ∈ G
s |φ(0, 0) = 0, Jφ(0, 0) = 1}.
In other words
(3.1) Gs2 = {φ = (A(x) +B(x)θ, C(x) +D(x)θ) ∈ G
s},
where A(0) = B(0) = C(0) = C˙(0) = 0, and A˙(0) = D(0) = 1.
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In order to proceed to the factorization Gs = Gs1G
s
2, for any Φ ∈ Diff
+(R1,1)
we define
(3.2) π1(Φ) = (JΦ(0, 0),Φ(0, 0)) =
(
A˙(0) B(0)
C˙(0) D(0)
)(
x
θ
)
+
(
A(0)
C(0)
)
∈ Gs1,
and
π2(Φ) = (JΦ(0, 0))
−1(Φ(x, θ) − Φ(0, 0))
=
(
A˙(0) B(0)
C˙(0) D(0)
)−1
(Φ(x, θ) − Φ(0, 0)) ∈ Gs2.
(3.3)
Here we have used the definition
JΦ(x, θ) :=
(
∂Φ1
∂x
−∂Φ1
∂θ
∂Φ2
∂x
∂Φ2
∂θ
)
=
(
A˙(x) + B˙(x)θ B(x)
C˙(x) + D˙(x)θ D(x)
)
,
where Φ1 = A(x) + B(x)θ and Φ2 = C(x) +D(x)θ are, respectively, the even and
odd components of Φ ∈ Diff+(R1,1). The operator ∂
∂x
is even and the operator
∂
∂θ
is odd. Also, the formula for the inverse supermatrix is
(
a b
c d
)−1
=
1
da
(
d+ bc
a
−b
−c a+ cb
d
)
.
Now if we let ψ(x, θ) = π1(Φ) and φ(x, θ) = π2(Φ), it is clear that for any
Φ ∈ Diff+(R1,1)
Φ = ψφ,
which proves the factorization
Gs = Gs1G
s
2.
Therefore, we have the following two natural actions. The left action of Gs2 on G
S
1 ,
Gs2 × G
s
1 → G
s
1, defined by φ ⊲ ψ = π1(φψ), and the right action of G
s
1 on G
s
2,
Gs2 ×G
s
1 → G
s
2, defined by φ⊳ ψ = π2(φψ).
4. The super Hopf algebras U(gs1) and F (G
s
2)
In this section we assign to supergroups Gs1 and G
s
2, the super Hopf algebras
U(gs1) and F (G
s
2), respectively. The super Hopf algebra U(g
s
1) is just the universal
enveloping algebra of the super Lie algebra gs1 = Lie(G
s
1). As for F (G
s
2), we
define the coordinate functions an, bn, cn and dn on G
s
2. Then F (G
s
2) would be the
corresponding Faa` di Bruno or rather comeasuring super Hopf algebra generated,
as a supercommutative superalgebra, by an, bn, cn and dn, for which we will define
the Hopf algebra structure.
4.1. The super Hopf algebra U(gs1). The super Lie algebra g
s
1 = Lie(G
s
1)
is generated by three even generators:
X =

 0 1 00 0 0
0 0 0

 , Y =

 1 0 00 0 0
0 0 0

 , Z =

 0 0 00 0 0
0 0 1

 ,
and three odd generators
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U =

 0 0 10 0 0
0 0 0

 , V =

 0 0 00 0 0
−1 0 0

 , W =

 0 0 00 0 0
0 −1 0

 .
It is easy to check that the following super bracket relations hold:
[Y,X ] = X, [X,Z] = 0, [Y, Z] = 0,
[X,U ] = 0, [X,V ] = −W, [X,W ] = 0,
[Y, U ] = U, [Y, V ] = −V, [Y,W ] = 0,
[Z,U ] = −U, [Z, V ] = V, [Z,W ] =W,
[U, V ] = −(Y + Z), [U,W ] = −X, [V,W ] = 0.
(4.1) [X,X ] = [Y, Y ] = [Z,Z] = [U,U ] = [V, V ] = [W,W ] = 0.
The super Hopf algebra U(gs1) is the universal enveloping algebra of g
s
1.
4.2. The super Hopf algebra F (Gs2). The super Hopf algebra F (G
s
2), as a
supercommutative superalgebra, is the super polynomial algebra R[an, bn, cn, dn],
generated by two sets of even generators an, dn, n ≥ 0, a0 = 0, a1 = d0 = 1,
and two sets of odd generators bn, cn, n ≥ 0, b0 = c0 = c1 = 0, where for any
φ(x, θ) = (A(x) +B(x)θ , C(x) +D(x)θ) in Gs2 we have:
an(φ) = (1/n!)A
(n)(0),
bn(φ) = (1/n!)B
(n)(0),
cn(φ) = (1/n!)C
(n)(0),
(4.2) dn(φ) = (1/n!)D
(n)(0).
To define the coproduct on F (Gs2), analogous to the non-super case, we use the
following formalism:
(4.3) m∆(an)(φ⊗ φ
′) = an(φ ◦ φ
′), φ, φ′ ∈ Gs2,
and similar formulas for bn, cn and dn. Note that using this formalism provides us
with the coassociativity property of ∆.
We need to study the composition of two elements of Gs2. Let φ(x, θ) = (A(x)+
B(x)θ , C(x) + D(x)θ) and φ′(x, θ) = (A′(x) + B′(x)θ , C′(x) + D′(x)θ) be two
elements of Gs2. Let f = A
′(x)+B′(x)θ and g = C′(x)+D′(x)θ. It is easy to check
that the composition is given by
φ ◦ φ′(x, θ) = (A(f) +B(f)g , C(f) +D(f)g),
where
A(f) +B(f)g = [A(A′(x) +B(A′(x))C′(x)] +
[A˙(A′(x))B′(x) +B(A′(x))D′(x)− B˙(A′(x))B′(x)C′(x)]θ,
and
C(f) +D(f)g = [C(A′(x)) +D(A′(x))C′(x)] +
[C˙(A′(x))B′(x) +D(A′(x))D′(x)− D˙(A′(x))B′(x)C′(x)]θ.
Now we proceed to comultiplications, starting with ∆(an). It is not hard to
show that
a1(φ ◦ φ
′) = 1 = m(1⊗ 1)(φ⊗ φ′),
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a2(φ ◦ φ
′) = a′2 + a2 = m(1 ⊗ a2 + a2 ⊗ 1)(φ⊗ φ
′),
a3(φ◦φ
′) = a′3+2a2a
′
2+a3+ b1c
′
2 = m(1⊗a3+2a2⊗a2+a3⊗ 1+ b1⊗ c2)(φ⊗φ
′).
Therefore by (4.3) we have:
∆(a1) = ∆(1) = 1⊗ 1,
∆(a2) = 1⊗ a2 + a2 ⊗ 1,
∆(a3) = 1⊗ a3 + a3 ⊗ 1 + 2a2 ⊗ a2 + b1 ⊗ c2,
and more generally for n ≥ 1,
∆(an) =
n∑
k=1
ak ⊗
∑
l1+l2+···+lk=n
al1al2 · · ·alk+
n∑
i=1
i∑
k=1
bk ⊗ (
∑
l1+l2+···+lk=i
al1al2 · · ·alk)cn−i.
With a similar method we have, for ∆(bn),
∆(b1) = 1⊗ b1 + b1 ⊗ 1,
∆(b2) = 1⊗ b2 + b2 ⊗ 1 + 2a2 ⊗ b1 + b1 ⊗ d1 + b1 ⊗ a2,
∆(b3) = 1⊗ b3 + b3 ⊗ 1 + 2a2 ⊗ b2 + 2a2 ⊗ a2b1 + 3a3 ⊗ b1 + b1 ⊗ d2
+ b1 ⊗ a2d1 + b2 ⊗ d1 + b1 ⊗ a3 + 2b2 ⊗ a2 − b1 ⊗ b1c2,
and in general
∆(bn) = 1⊗ bn +
n∑
i=1
i∑
k=1
(k + 1)ak+1 ⊗ (
∑
l1+l2+···+lk=i
al1al2 · · ·alk)bn−i
+
n∑
i=1
i∑
k=1
bk ⊗ (
∑
l1+l2+···+lk=i
al1al2 · · ·alk)dn−i
−
n∑
i=1

b1 ⊗ bicn−i +
i∑
j=1
j∑
k=1
(k + 1)bk+1 ⊗ (
∑
l1+l2+···+lk=j
al1al2 · · · alk)bi−jcn−i

 .
For ∆(cn), n ≥ 1, we have:
∆(cn) = 1⊗ cn +
n∑
k=1
ck ⊗
∑
l1+l2+···+lk=n
al1al2 · · · alk+
n∑
i=1
i∑
k=1
dk ⊗ (
∑
l1+l2+···+lk=i
al1al2 · · ·alk)cn−i.
In particular for n = 2, 3:
∆(c2) = 1⊗ c2 + c2 ⊗ 1,
∆(c3) = 1⊗ c3 + c3 ⊗ 1 + 2c2 ⊗ a2 + d1 ⊗ c2.
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For ∆(dn), n ≥ 1, we have:
∆(dn) = 1⊗ dn +
n∑
i=1
i∑
k=1
(k + 1)ck+1 ⊗ (
∑
l1+l2+···+lk=i
al1al2 · · · alk)bn−i
+
n∑
i=1
i∑
k=1
dk ⊗ (
∑
l1+l2+···+lk=i
al1al2 · · · alk)dn−i
−
n∑
i=1

d1 ⊗ bicn−i +
i∑
j=1
j∑
k=1
(k + 1)dk+1 ⊗ (
∑
l1+l2+···+lk=j
al1al2 · · · alk)bi−jcn−i

 .
In particular for n = 1, 2, 3:
∆(d1) = 1⊗ d1 + d1 ⊗ 1,
∆(d2) = 1⊗ d2 + d2 ⊗ 1 + 2c2 ⊗ b1 + d1 ⊗ d1 + d1 ⊗ a2,
∆(d3) = 1⊗ d3 + d3 ⊗ 1 + 2c2 ⊗ b2 + 2c2⊗ a2b1 + 3c3 ⊗ b1 + d1 ⊗ d2
+ d1 ⊗ a2d1 + d2 ⊗ d1 + d1 ⊗ a3 + 2d2 ⊗ a2 − d1 ⊗ b1c2.
We extend ∆ linearly to F (G2) via the relation
∆(ab) := ∆(a)∆(b), ∀a, b ∈ F (G2),
where multiplication on the right hand side operates in the super sense. We also
set ε(1) = 1, and define ε to be equal to zero on all other generators. This defines
a super bialgebra structure on F (G2).
To prove that F (Gs2) is a super Hopf algebra, the only missing data is the
antipode map. Analogous to the non-super case, it suffices to define an anti-algebra
and coalgebra map S : F (Gs2)→ F (G
s
2) satisfying
S(a)(φ) = a(φ−1), φ ∈ Gs2, a = an, bn, cn, dn.
We shall do this in an inductive fashion at the end of the next section, where we
define the actions and coactions between F (Gs2) and U(g
s
1). The reason behind this
is that we want to use the fact that the antipode, if it exists, should interact, in a
nice way, with those actions and coactions, in the sense of relation (5.8) below [10].
5. Actions and coactions
In this section we prove that F (Gs2) is a super left U(g
s
1)-module algebra and
U(gs1) is a super right F (G
s
2)-comodule coalgebra.
For Y =

 1 0 00 0 0
0 0 0

 ∈ gs1 we have
etY =

 e
t 0 0
0 1 0
0 0 1

 = (etx, θ) ∈ Gs1, (t even).
The action Y ⊲ an can be realized by
(Y ⊲ an)(φ) =
d
dt
|
t=0
an(φ⊳ e
tY ),
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for any φ = (A(x) + B(x)θ, C(x) +D(x)θ) ∈ Gs2. Thus, by computing φ ⊳ e
tY =
π2(φe
tY ), we obtain
an(φ ⊳ e
tY ) = (1/n!)e(n−1)tA(n)(0),
and
(Y ⊲ an)(φ) =
d
dt
|
t=0
an(φ⊳ e
tY ) = (n− 1)an(φ).
This implies that
Y ⊲ an = (n− 1)an.
In the same way we have
Y ⊲ bn = (n− 1)bn,
Y ⊲ cn = ncn,
Y ⊲ dn = ndn.
Using the same method we can derive all other actions. In fact we have the
following lemma:
Lemma 5.1. Let us define the actions of X,Y, Z, U, V,W on an, bn, cn, dn by the
following relations:
X ⊲ an = (n+ 1)an+1 − 2ana2 − b1cn, X ⊲ bn = (n+ 1)bn+1 − 2bna2 − b1dn,
X ⊲ cn = −2c2an + (n+ 1)cn+1 − cnd1, X ⊲ dn = −2c2bn + (n+ 1)dn+1 − dnd1,
Y ⊲ an = (n− 1)an, Y ⊲ bn = (n− 1)bn, Y ⊲ cn = ncn, Y ⊲ dn = ndn,
Z ⊲ an = 0, Z ⊲ bn = bn, Z ⊲ cn = −cn, Z ⊲ dn = 0,
U ⊲ an = cn, U ⊲ bn = −(n+1)an+1+ dn, U ⊲ cn = 0, U ⊲ dn = (n+1)cn+1,
V ⊲ an = bn−1, V ⊲ bn = 0, V ⊲ cn = an − dn−1, V ⊲ dn = +bn,
W ⊲ an = −b1an + bn, W ⊲ bn = −b1bn,
(5.1) W ⊲ cn = d1an − dn, W ⊲ dn = d1bn,
and extend those actions to an action of U(gs1) on F (G
s
2) such that
(5.2) (gh)⊲ a = g ⊲ (h⊲ a),
(5.3) h⊲ (ab) := (−1)|a||h(2)| (h(1) ⊲ a)(h(2) ⊲ b),
for a, b in F (Gs2) and g, h in U(g
s
1). Then F (G
s
2) is a super left U(g
s
1)-module
algebra.
Proof. It is enough to show that this action is consistent with the bracket
relations (4.1). We check this just for some of the bracket relations. The rest would
be the same:
(Y X)⊲ an
(5.2)
= Y ⊲ (X ⊲ an)
(5.1)
= Y ⊲ ((n+ 1)an+1 − 2ana2 − b1cn)
= (n+ 1)(Y ⊲ an+1)− 2Y ⊲ (ana2)− Y ⊲ (b1cn)
(5.3)
= n(n+ 1)an+1 − 2(an(Y ⊲ a2) + (Y ⊲ an)a2)− (b1(Y ⊲ cn) + (Y ⊲ b1)cn)
= (n2 + n)an+1 − 2nana2 − nb1cn,
(XY )⊲ an = X ⊲ (Y ⊲ an) = X ⊲ ((n− 1)an)
= (n− 1)((n+ 1)an+1 − 2ana2 − b1cn)
= (n2 − 1)an+1 − 2(n− 1)ana2 − (n− 1)b1cn.
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Therefore,
[Y,X ]⊲ an = (Y X −XY )⊲ an = (n+ 1)an+1 − 2ana2 − b1cn
(5.1)
= X ⊲ an,
which is consistent with the relation [Y,X ] = X of (4.1). Next we check a bracket
involving odd generators:
(UW )⊲ dn = U ⊲ (W ⊲ dn) = U ⊲ (d1bn)
= (d1(U ⊲ bn) + (U ⊲ d1)bn) = d1(−(n+ 1)an+1 + dn) + 2c2bn
= −(n+ 1)d1an+1 + d1dn + 2c2bn,
(WU)⊲ dn =W ⊲ (U ⊲ dn) = W ⊲ ((n+ 1)cn+1) = (n+ 1)d1an+1 − (n+ 1)dn+1.
Therefore,
[U,W ]⊲ dn = (UW +WU)⊲ dn = 2c2bn − (n+ 1)dn+1 + d1dn = (−X)⊲ dn,
which agrees with the relation [U,W ] = −X .

By using almost the same method we can find the coactions and prove the
following lemma. Let us denote the right coaction of F (Gs2) on U(g
s
1), by ∇r :
U(gs1)→ U(g
s
1)⊗ F (G
s
2).
Lemma 5.2. Let us define the coactions of F (Gs2) on generators X,Y, Z, U, V,W
of U(gs1) by
∇r(X) = 2Y ⊗ a2 +X ⊗ 1 + Z ⊗ d1 + U ⊗ b1 + 2V ⊗ c2, ∇r(Y ) = Y ⊗ 1,
∇r(Z) = Z ⊗ 1, ∇r(U) = U ⊗ 1, ∇r(V ) = V ⊗ 1,
(5.4) ∇r(W ) = Y ⊗ b1 + V ⊗ d1 +W ⊗ 1,
and extend them to U(gs1) such that
(5.5) ∇r(gh) = (−1)
|h(1)|(|g(1)
(2)|+|g(2)|) g(1)
(1)h(1) ⊗ g(1)
(2)(g(2) ⊲ h
(2)),
for all g and h in U(gs1). Then U(g
s
1) is a super right F (G
s
2)-comodule coalgebra.
Proof. It is straightforward to check the coaction property, (id⊗∆)∇r(h) =
(∇r ⊗ id)∇r(h), for all h in U(g
s
1), in other words:
h(1) ⊗ h(2)(1) ⊗ h
(2)
(2) = h
(1)(1) ⊗ h(1)(2) ⊗ h(2).
We prove that this coaction is consistent with the bracket relations (4.1). We verify
this only for one of the purely odd cases. The rest are similar. By formula (5.5) we
have
∇r(V W ) = (−1)
|W (1)|(|V(1)
(2)|+|V(2)|) V(1)
(1)W (1) ⊗ V(1)
(2)(V(2) ⊲W
(2))
= [(−1)|W
(1)||V |) W (1) ⊗ (V ⊲W (2))]
+ [(−1)|W
(1)||V (2)| V (1)W (1) ⊗ V (2)W (2)]
= [(−1)|W
(1)| W (1) ⊗ (V ⊲W (2))] + [V (1)W (1) ⊗W (2)]
= [Y ⊗ (V ⊲ b1)− V ⊗ (V ⊲ d1)−W ⊗ (V ⊲ 1)]
+ [V Y ⊗ b1 + V
2 ⊗ d1 + VW ⊗ 1]
= [−V ⊗ b1] + [V Y ⊗ b1 + V
2 ⊗ d1 + VW ⊗ 1,
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and
∇r(WV ) = (−1)
|V (1)|(|W(1)
(2)|+|W(2)|) W(1)
(1)V (1) ⊗W(1)
(2)(W(2) ⊲ V
(2))
= [(−1)|V
(1)||W |) V (1) ⊗ (W ⊲ V (2))]
+ [(−1)|V
(1)||W (2)| W (1)V (1) ⊗W (2)V (2)]
= [−V ⊗ (0)] + [(−1)|W
(2)| W (1)V ⊗W (2)]
= −Y V ⊗ b1 + V
2 ⊗ d1 +WV ⊗ 1.
Thus,
∇r([V,W ]) = ∇r(V W +WV ) = ∇r(VW ) +∇r(WV )
= [V, Y ]⊗ b1 + [V, V ]⊗ d1 + [V,W ]⊗ 1− v ⊗ b1 = 0,
which agrees with [V,W ] = 0 of relations (4.1).
We also leave it to the reader to check that U(gs1) is a right F (G
s
2)-comodule
coalgebra, i.e., for all h in U(gs1),
h(1)(1) ⊗ h
(1)
(2) ⊗ h
(2) = (−1)|h(2)
(1)||h(1)
(2)|h(1)
(1) ⊗ h(2)
(1) ⊗ h(1)
(2)h(2)
(2).

Antipode for F (Gs2). Now we prove that F (G
s
2) is a super Hopf algebra, by
defining an anti-algebra and coalgebra map S : F (Gs2) → F (G
s
2) satisfying the
antipode property or the following identity:
(5.6) S(a)(φ) = a(φ−1), φ ∈ Gs2, a = an, bn, cn, dn.
We do this, inductively, by defining S on generators an, bn, cn, dn, and then extend
it linearly to F (Gs2) via the following relations:
S(ab) := (−1)|a||b|S(b)S(a),
∆(S(a)) := (−1)|a(1)||a(2)|S(a(2))⊗ S(a(1)).
Let us define, first, S(1) = 1, and S(a) = −a, for a = a2, b1, c2, d1. It is obvious
that the antipode property holds for these elements. Now suppose relation (5.6) is
true for all elements ai, bi, ci, di, i ≤ n. The actions of X defined in relations (5.1)
in Lemma 5.1 allow us to write the higher degree elements, an+1, bn+1, cn+1, dn+1,
in terms of some other elements of lower degree, ai, bi, ci, di, i ≤ n. Therefore, to
finish the process it is enough to prove that
(5.7) S(X ⊲ a)(φ) = (X ⊲ a)(φ−1), φ ∈ Gs2, a = ai, bi, ci, di, i ≤ n.
To prove this identity we need the following three lemmas.
Lemma 5.3. [10] The antipode S : F (Gs2)→ F (G
s
2), if it exists, should satisfy the
following relation:
(5.8) S(g ⊲ a) = (g(1) ⊲ S(a))S(g(2)), g ∈ U(gs1), a ∈ F (G
s
2)
Lemma 5.4. For any φ = (A(x) +B(x)θ, C(x) +D(x)θ) in Gs2, one can prove
(5.9)
d
dt
|
t=0
(
etX
(1)
X(2)(φ)
)
=
d
dt
|
t=0
(
φ⊲ etX
)
.
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Proof. From the coactions defined in Lemma 5.2 we have:
LHS =
d
dt
|
t=0
(
etY 2a2(φ) + e
tX1(φ) + etZd1(φ)− e
tUb1(φ) − e
tV 2c2(φ)
)
=
d
dt
|
t=0
((etX, θ)2a2 + (X + t, θ) + (X, e
tθ)d1
− (X + tθ, θ)b1 − (X,−tX + θ)2c2)
= (X, 0)2a2 + (1, 0) + (0, θ)d1 − (θ, 0)b1 − (0,−X)2c2
= (2a2X + 1 + b1θ, 2c2X + d1θ)
From the discussion in Section 3 and formula (3.2), we have
LHS =
d
dt
|
t=0
(π1(φ(X + t, θ))) =
d
dt
|
t=0
((
A˙(t) B(t)
C˙(t) D(t)
)(
x
θ
)
+
(
A(t)
C(t)
))
=
d
dt
|
t=0
(
A˙(t)X +A(t) +B(t)θ, C˙(t)X + C(t) +D(t)θ
)
=
(
A¨(0)X + A˙(0) + B˙(0)θ, C¨(0)X + C˙(0) + D˙(0)θ
)
= (2a2X + 1 + b1θ, 2c2X + d1θ)
= RHS

Lemma 5.5. If G = G1G2 is a factorisation of the group G, then, for any ϕ1, ϕ2
in G2 and ψ in G1, one has
(5.10) (ϕ1ϕ2)⊳ ψ = (ϕ1 ⊳ (ϕ2 ⊲ ψ)) (ϕ2 ⊳ ψ)
Now we prove the identity (5.7), S(X ⊲ a)(φ) = (X ⊲ a)(φ−1).
Proof.
S(X ⊲ a)(φ)
Lemma5.3
= (X(1) ⊲ S(a))(φ)S(X(2))(φ)
=
d
dt
|
t=0
(
S(a)(φ⊳ etX
(1)
)
)
S(X(2))(φ)
Induction
=
d
dt
|
t=0
(
a((φ⊳ etX
(1)
)−1)
)
X(2)(φ−1)
Lemma5.5
=
d
dt
|
t=0
(
a(φ−1 ⊳ (φ ⊲ etX
(1)
))
)
X(2)(φ−1)
Lemma5.4
=
d
dt
|
t=0
(
a(φ−1 ⊳ etX)
)
= (X ⊲ a)(φ−1)

6. Compatibilities and the super Hopf algebra Hs1
The following proposition is the super analogue of Lemma (2.3). It gives the
compatibility conditions to construct a bicrossproduct super Hopf algebra. To
complete the construction of the bicrossproduct super Hopf algebra F (Gs2)◮⊳U(g
s
1)
one needs to check these compatibility conditions between the actions and coactions
introduced in Lemmas (5.1) and (5.2) in the last section.
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Proposition 6.1. Let A and H be two super Hopf algebras such that A is a left
H-module algebra, and H is a right A-comodule coalgebra. Let furthermore these
structures satisfy the follow compatibility conditions:
(6.1) ∆(h⊲ a) = (−1)|a(1)|(|h(1)
(2)|+|h(2)|) h(1)
(1)
⊲ a(1) ⊗ h(1)
(2)(h(2) ⊲ a(2)),
ε(h⊲ a) = ε(h)ε(a),
(6.2) ∇r(gh) = (−1)
|h(1)|(|g(1)
(2)|+|g(2)|) g(1)
(1)h(1) ⊗ g(1)
(2)(g(2) ⊲ h
(2)),
∇r(1) = 1⊗ 1,
(6.3)
(−1)|h(1)||h(2)
(1)|+|a||h(2)
(2)| h(2)
(1) ⊗ (h(1) ⊲ a)h(2)
(2) = h(1)
(1) ⊗ h(1)
(2)(h(2) ⊲ a),
for any a, b in A and g, h in H , where we have denoted the actions by, h ⊲ a and
the coactions by ∇r(h) = h(0) ⊗ h(1). Then the super vector space A ⊗H can be
equipped with a super Hopf algebra structure as follows:
(6.4) (a⊗ h)(b⊗ g) = (−1)|h(2)||b| a(h(1) ⊲ b)⊗ h(2)g,
(6.5) ∆(a⊗ h) = (−1)|h(1)
(1)||a(2)| a(1) ⊗ h(1)
(1) ⊗ a(2)h(1)
(2) ⊗ h(2),
ε(a⊗ h) = ε(a)ε(h),
S(a⊗ h) = (−1)|h
(1)||a| (1 ⊗ S(h(1)))(S(ah(2))⊗ 1),
for any a, b in A and g, h in H . We call this super Hopf algebra the left-right
bicrossproduct super Hopf algebra A◮⊳H .
Proof. We prove that ∆, defined in (6.5), is an algebra map. First we have:
∆((a⊗ h) · (b⊗ g))
(6.4)
= (−1)
α0
∆(a(h(1) ⊲ b)⊗ h(2)g)
(6.5)
= (−1)
α0+α1
(a(h(1) ⊲ b))(1) ⊗ (h(2)g)(1)
(1)
⊗ (a(h(1) ⊲ b))(2)(h(2)g)(1)
(2)
⊗ (h(2)g)(2)
= (−1)
α0+α1+α2+α3
a(1)(h(1) ⊲ b)(1) ⊗ (h(2)(1)g(1))
(1)
⊗ a(2)(h(1) ⊲ b)(2)(h(2)(1)g(1))
(2) ⊗ h(2)(2)g(2)
(6.1),(6.2)
= (−1)
α0+α1+α2+α3+α4+α5
a(1)(h(1)(1)
(1)
⊲ b(1))⊗ (h(2)(1)(1)
(1)g(1)
(1))
⊗ a(2)h(1)(1)
(2)(h(1)(2) ⊲ b(2))(h(2)(1)(1)
(2)(h(2)(1)(2) ⊲ g(1)
(2)))⊗ h(2)(2)g(2)
coassociativity
= (−1)
α0+α1+α2+α3+α4+α5
a(1)(h(1)
(1)
⊲ b(1))⊗ (h(3)
(1)g(1)
(1))
⊗ a(2)h(1)
(2)(h(2) ⊲ b(2))(h(3)
(2)(h(4) ⊲ g(1)
(2)))⊗ h(5)g(2),
(6.6)
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where
α0 = |h(2)||b| = (|h(2)(1)(1)|+ ||h(2)(1)(2)|+ ||h(2)(2)|)(|b(1)|+ |b(2)|)
= (|h(3)|+ ||h(4)|+ ||h(5)|)(|b(1)|+ |b(2)|)
α1 = |(h(2)g)(1)
(1)
||(a(h(1) ⊲ b)(2)|
= |(h(2)(1)(1)
(1)g(1)
(1))||a(2)h(1)(1)
(2)(h(1)(2) ⊲ b(2))|
= (|h(2)(1)(1)
(1)|+ |g(1)
(1)|)(|a(2)|+ |h(1)(1)
(2)|+ |h(1)(2)|+ |b(2)|)
= (|h(3)
(1)|+ |g(1)
(1)|)(|a(2)|+ |h(1)
(2)|+ |h(2)|+ |b(2)|)
= |g(1)
(1)||a(2)|+ |g(1)
(1)||h(1)
(2)|+ |g(1)
(1)||h(2)|+ |g(1)
(1)||b(2)|
+ |h(3)
(1)||a(2)|+ |h(3)
(1)||h(1)
(2)|+ |h(3)
(1)||h(2)|+ |h(3)
(1)||b(2)|
α2 = |a(2)||(h(1) ⊲ b)(1)| = |a(2)||(h(1)(1)
(1)
⊲ b(1))|
= |a(2)|(|h(1)(1)
(1)|+ |b(1)|)
= |a(2)|(|h(1)
(1)|+ |b(1)|) = |a(2)||h(1)
(1)|+ |a(2)||b(1)|
α3 = |h(2)(2)||g(1)| = |h(5)||g(1)|
α4 = |b(1)|(|(h(1)(2)|+ |h(1)(1)
(2)|)
= |b(1)|(|(h(2)|+ |h(1)
(2)|) = |b(1)||(h(2)|+ |b(1)||h(1)
(2)|
α5 = |g(1)
(1)|(|h(2)(1)(2)|+ |h(2)(1)(1)
(2)|)
= |g(1)
(1)|(|h(4)|+ |h(3)
(2)|) = |g(1)
(1)||h(4)|+ |g(1)
(1)||h(3)
(2)|
On the other hand we have
∆(a⊗ h) ·∆(b ⊗ g)
(6.5)
= (−1)
β0
(a(1) ⊗ h(1)
(1) ⊗ a(2)h(1)
(2) ⊗ h(2))·
(b(1) ⊗ g(1)
(1) ⊗ b(2)g(1)
(2) ⊗ g(2))
= (−1)
β0+β1
(a(1) ⊗ h(1)
(1))·
(b(1) ⊗ g(1)
(1))⊗ (a(2)h(1)
(2) ⊗ h(2)) · (b(2)g(1)
(2) ⊗ g(2))
(6.4)
= (−1)
β0+β1+β2
a(1)(h(1)
(1)
(1)
⊲ b(1))⊗ h(1)
(1)
(2)
g(1)
(1)
⊗ a(2)h(1)
(2)(h(2)(1) ⊲ b(2)g(1)
(2))⊗ h(2)(2)g(2)
where β0 = |h(1)
(1)||a(2)| + |g(1)
(1)||b(2)|, β1 = |(b(1) ⊗ g(1)
(1))||(a(2)h(1)
(2) ⊗ h(2))|,
and β2 = |b(1)||h(1)
(1)
(2)
|+ |b(2)g(1)
(2)||h(2)(2)|.
Continuing this computation, using the standard sign rules for superalgebras,
coalgebras and Hopf algebras and coassociativity of ∆H , we obtain
∆(a⊗ h) ·∆(b ⊗ g) = (−1)
β0+β1+β2+β3−β4−β5−β6+β7−β8+β9−β10+β11−β12+β13+β14+β15
(a(1)h(1)
(1)
⊲ b(1) ⊗ h(3)
(1)g(1)
(1)
⊗ a(2)h(1)
(2)(h(2) ⊲ b(2))h(3)
(2)(h(4) ⊲ g(1)
(2))⊗ h(5)g(2))
(6.7)
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where at the end
β0 + β1 + β2 + β3 − β4 − β5 − β6 + β7 − β8 + β9 − β10 + β11 − β12 + β13 + β14 + β15
= (|h(3)|+ ||h(4)|+ ||h(5)|)(|b(1)|+ |b(2)|)
+ |g(1)
(1)||a(2)|+ |g(1)
(1)||h(1)
(2)|+ |g(1)
(1)||h(2)|+ |g(1)
(1)||b(2)|
+ |h(3)
(1)||a(2)|+ |h(3)
(1)||h(1)
(2)|+ |h(3)
(1)||h(2)|+ |h(3)
(1)||b(2)|
+ |a(2)||h(1)
(1)|+ |a(2)||b(1)|
+ |h(5)||g(1)|+ |b(1)||(h(2)|+ |b(1)||h(1)
(2)|+ |g(1)
(1)||h(4)|+ |g(1)
(1)||h(3)
(2)|
Therefore,
(6.8) α0 + α1 + α2 + α3 + α4 + α5 =
β0+β1+β2+β3−β4−β5−β6+β7−β8+β9−β10+β11−β12+β13+β14+β15.
By (6.6), (6.7) and (6.8) we have
∆((a⊗ h) · (b ⊗ g)) = ∆(a⊗ h) ·∆(b ⊗ g).
The rest of the proof can be done by a similar method. 
Remark 6.2. The above lemma is actually true in any symmetric monoidal cate-
gory. The proof involves braiding diagrams.
We skip the lengthy, but computational, proof of the following theorem which
is the main result of this paper.
Theorem 6.3. The actions and coactions defined in Lemmas (5.1) and (5.2) satisfy
the conditions (6.1)-(6.3) in Proposition (6.1). Therefore we have a bicrossproduct
super Hopf algebra F (Gs2)◮⊳U(g
s
1) with the following structures:
(a⊗ h)(b⊗ g) = (−1)|h(2)||b| a(h(1) ⊲ b)⊗ h(2)g,
∆(a⊗ h) = (−1)|h(1)
(1)||a(2)| a(1) ⊗ h(1)
(1) ⊗ a(2)h(1)
(2) ⊗ h(2),
ε(a⊗ h) = ε(a)ε(h),
S(a⊗ h) = (−1)|h
(1)||a| (1⊗ S(h(1)))(S(ah(2))⊗ 1),
for any a, b in F (Gs2) and g, h in U(g
s
1).
The bicrossproduct super Hopf algebra Hs1 := F (G
s
2)◮⊳U(g
s
1) is the super ver-
sion of the Connes-Moscovici Hopf algebra H1.
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