Based on an analysis of the error patterns in latticereduction (LR) precoding in a multiple-antenna broadcast channel, this paper proposes a simple precoding technique that can reduce the quantization error. The proposed scheme establishes a lattice list to provide more candidates for transmission power reduction based on the analysis of the patterns of the error in the LR precoding method [9] . Simulation results show that the proposed scheme matches the BER performance of more complex precedents (such as the vector perturbation using sphere encoding) with significant saving in complexity.
Introduction
We consider a multi-antenna broadcast channel where a single transmitter sends independent information to multiple decentralized receivers, which is the case where the transmission terminals cooperate, but the receiver terminals do not. The transmission base station can use two common approaches to achieve the sum-rate of the broadcast channel using practical transmission schemes.
The first approach that has been proposed is channel inversion [3] , wherein signals are pre-equalized at the base station prior to transmission. Furthermore, an increase in the sum-capacity is known to be achievable using a dirty paper coding. One such approach, a vector perturbation (VP) technique, was proposed as a simple nonlinear technique to perform one-dimensional dirty paper coding [7] . As an alternative solution to the dirty paper coding, a precoding scheme using lattice basis reduction (LR) to approximate the closest lattice point (also called Babai approximation) was proposed in [9] .
In this letter, we propose an efficient LR precoding scheme based on the observation that each column of the generating matrix obtained by using the Lenstra-LenstraLovász (LLL) algorithm [5] has a short length. The conventional LR precoding scheme obtains the same diversity order as VP; however, its performance in finding the nearest integer lattice point is slightly degraded due to the quantization and approximation errors. We propose a list-based LR precoding scheme that reduces the performance loss caused by the quantization error in the rounding operation. The proposed scheme generates candidate lists of transmission lattices based on the analysis of the error patterns and provides a more power-efficient transmission with the BER performance as good as that of more complex precedents.
System Model Description
We consider a K-user broadcast channel where the transmitter has M t antennas and each receiver has one receive antenna. The system model can be written as
where y ∈ C K×1 denotes the received signal vector; H ∈ C K×N T , the channel matrix; s ∈ C N T ×1 , the transmitted symbol vector; and n ∈ C K×1 contains additive white Gaussian noise. The power of the additive noise is σ . We assume that the channel has a slowvarying frequency-flat fading and the base station has the perfect channel state information (CSI) for all users.
The transmitted signal should be normalized by the scaling factor γ in order to satisfy the average transmission power constraints. The receiver observes
where γ = x 2 and x is the unnormalized signal. The received signal vector y is scaled by γ to obtainỹ = √ γy. We adapted instantaneous power normalization, as noted in [7] , since the performance difference is small.
Broadcast Precoding with Perturbation
Some nonlinear precoding techniques have been proposed in order to achieve the full capacity region; these techniques are based on the DPC concept. Inefficient power usage is avoidable by making an elongated constellation region more circular using a set of congruent lattices corresponding to the signal message [6] . Hence, the transmitted signal can be represented as
where τ is a scalar having a positive real value; d, the transmitted data vector; p, the integer vector that is defined in the m-dimensional infinite integer space Z 2k ; and · denotes the vector 2-norm. The scalar τ is the perturbation interval Copyright c 2008 The Institute of Electronics, Information and Communication Engineers selected to provide a symmetric decoding region around every signal constellation point (for a QPSK system, we use τ = 4).
By analyzing the problem of minimizing the transmission power (3), we observe that it is the same as finding p such that it is the nearest point in the lattice τH + Z 2K that is closest to −H + x. This is an integer-lattice least-square problem, and the search can be effectively performed using the sphere-decoding algorithm [7] and the lattice-reduction techniques [9] .
Subsequently, the receiver applies the following modulo function to recover the original symbols from the congruent points in the lattices [7] and the signalŷ is obtained as follows:
Lattice-reduction techniques have recently emerged as a low-complexity strategy, which was introduced by Yao [6] . The concept of lattice-reduction is also applicable to the precoding scheme for power reduction when the base station has perfect CSI and pre-compensate it.
The basic idea behind lattice-reduction techniques is to find points using a reduced lattice basis instead of the original lattice basis. Using the lattice reduction method, constellation regions are converted closer to the Voronoi cell in the lattice, which is the best region existing within the unit cell with the least energy. Through the LLL lattice reduction algorithm [5] , we obtain
where W is the lattice-reduced basis matrix with approximately orthogonal columns and R is a unimodular matrix. Here, we introduce the closest-point approximation, as follows:
whereẽ is the error vector, which is the difference between the integer vector u and the rational vector. Using the Babai approximation, the closest lattice point in (3) is obtained by the equation
where Q Z 2K {·} is the component-wise rounding of a 2K-dimensional vector to an integer lattice Z.
Enhanced Lattice-Reduction Precoding Using List Quantizer
From the viewpoint of power reduction, the simple rounding quantization in LR-precoding results in a suboptimal solution when finding the closest point. In the quantization process, the ambiguity in determining a point in the lattice makes some difference from the closest point, and causes performance loss in the optimal solution. To overcome the drawbacks of the LR precoding with rounding approximation, we propose the new quantization technique that generates several candidates. Instead of selecting p as obtained from (7), we now try to find a list of good candidate points {p (m) }, i.e., points close to the origin with transmission power reduction, and proceed to select the minimum power point in this set.
Proposed Algorithm Description
Using the new quantizer, we can recongnize the latent error points and avoid performing rounding-off quantization for these points. Instead, the precoder generates the list for compensating the error at the next step. If a higher modulation rate is used, e.g., 2 q -QAM (q = 4, 6, . . .), we consider that the points that are close to as well as those that are on the decision boundary should be considered as latent error points for greater precision in the lists. The new quantization procedure can be defined as
and the vector Rx/τ is quantized to the marked vectorū containing the latent error points as follows
Next, the list of M(= 2 L ) correction vectors for marked points is generated fromū, where L is the number of marked points. First, the vectorp is obtained fromū using conventional LR precoding,
p is not corrupted by severe quantization errors during the approximation. Note that the errors that result from the difference between the optimum quantization and rounding operation occur and typically value of ±1. Due to this property, the objective of the correction vector is to compensate for the candidate mapping points.ū points to the middle of the decision boundaries and the vector c m comprises half-scaled columns of R −1 . We can write c m as
where a j is the marked position due to the latent errors in previous step; J, the number of marked points; and b m , one among all 2 J binary vectors with elements +1 and −1. Also, we can define the binary vector as
Using the binary vector, we can determine the closest points, which number 2 J , because the error comprises of ±1 and occurs due to the approximation on the adjacent point.
Finally, the candidate lists are generated up by adding the correction vector to the original point as follows:
Based on (13), we can find the point with a correction of quantization errors and smallest transmission power γ on the established list. Therefore, the proposed precoder with correction is converted as follows:
where T = H + for ZF precoding. The proposed precoding scheme is shown in Fig. 1. 
Proposed Precoding Scheme in MMSE Sense
Thus far, the proposed algorithm has been described based on ZF precoding. We can easily extend the algorithm to incorporate the MMSE system. The concept of [10] is adapted to the proposed algorithm using the same MMSE prefilters that are optimized for a linear precoding structure, where
in the MMSE case [3] . The closest-point searching problem should be redefined in alternate lattices in order to reduce self-interference from the perturbations. The search for the closest point problem is changed in the modified lattices in which the generator matrix has to be changed from H + to G as follows:
where the nonnegative diagonal eigenvalue matrix Λ and unitary eigenvector matrix Q are defined using the following eigenvalue decomposition (EVD). In the proposed algorithm, lattice reduction is performed using the following modified algorithm: This implies that the closest points are found in the GZ 2K lattice instead of the H + Z 2K lattice. The other procedures to correct errors and to establish the correction vectors are the same, except that the perturbed data vectors is pre-equalized using the filter T MMSE .
Complexity Analysis
The complexities of sphere encoding [7] and LR-based precoding [9] were analyzed by counting the number of basic operations (additions and multiplications) in each algorithm. We considered for the preprocessor complexity of both algorithms, and applied them once for each realization of the channel, as well as for the core processing performed for each signaling interval.
In Fig. 2 and Table 1 , we investigate the computational cost of the proposed algorithm and other schemes in QPSK modulation. The average of the number of operations observed in the proposed algorithm is significantly smaller than that in sphere encoding. Further, the proposed algorithm requires approximately 300 operations, while the complexity of the sphere encoder varies from approximately 900 to more than 700000 operations.
Performance Results
This section deals with the simulation results in order to compare the performance of the proposed scheme, sphere encoding schemes, LR-based precoding, and channel inversion approaches in both the ZF and MMSE sense. In the simulation, the number of transmission antennas is N T = 4 and the number of users with a single receiver antenna is K = 4. Each user's data streams are modulated by QPSK and 16 QAM. Figure 3 shows the results for a system with ZF schemes and QPSK modulation. Linear pre-equalization (channel inversion) exhibits a diversity order of 1. Precoding based on the sphere-decoder approach (sphere encoding) exhibits a significant improvement; in particular, it exhibits a full diversity order of 4. Further, the proposed algorithm outperforms the naive LR precoding with round-off and achieves a performance comparable to the sphere encoder at significantly lower complexity, which implies that the quantization errors rarely occur due to list quantization. Furthermore, the schemes in the MMSE sense have the same results as those shown in Fig. 4. 
Conclusion
In this letter, we proposed an enhanced precoding scheme based on lattice reduction and error correction with a list quantizer. We realized a performance improvement using the correction techniques. The simulation results indicate that the proposed precoding scheme achieves a performance that is close to that of the full-searching algorithm or sphere encoding with significantly reduced complexity. Unlike the previous method, the proposed scheme is implemented with static complexity. Therefore, it can be concluded that the proposed scheme can be a computationally efficient alternative to the conventional full-searching algorithm.
