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Abstract
The range of random walks means the number of distinct sites visited at least once by the
random walk before time n. We study an almost sure invariance principle for the range of
random walks on the four or more dimensional integer lattice and obtain that the centralized
and linearly interpolated range of the random walk can be asymptotically equal to a Brownian
motion almost surely. c© 1998 Elsevier Science B.V. All rights reserved.
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1. Introduction
The various kinds of limiting behaviors of the range of random walks have been
investigated, for instance, the law of large numbers (cf. Dvoretzky and Erdos, 1951;
Jain and Pruitt, 1997; Spitzer, 1976), the central limit theorem (cf. Jain and Pruitt,
1971; 1974; Le Gall, 1986) and the law of the iterated logarithm in Jain and Pruitt
(1972). The range of a random walk, denoted by Rn, is the number of distinct sites
entered by the random walk in the rst n steps. In this paper, we will consider invari-
ance principles for the range of a random walk moving on the d-dimensional integer
lattice and starting from the origin.
The law of large numbers of Rn was established by Dvoretzky and Erdos (1951) for
the simple random walk and by Kesten, Spitzer and Whitman for all random walks
(see Spitzer, 1976, pp. 35{39). In particular, we now concentrate on genuinely three or
more dimensional random walks. In this situation, the probability that the random walk
never returns to the origin, denoted by p, is strictly positive, and the random walk is
called transient. If d>4 and p<1, Jain and Pruitt proved the central limit theorem for
Rn in Jain and Pruitt (1971) and the law of the iterated logarithm in Jain and Pruitt
(1972). Moreover, if d=3 and p<1, the central limit theorem for Rn was established
by Jain and Pruitt (1974). However, in this case, the law of iterated logarithm for Rn
remains an open problem. Since Rn is equal to n+ 1 almost surely when p=1, there
is no necessity of observing its asymptotic behaviors in this case.
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There are, of course, several interesting results about limiting behavior in lower di-
mensional cases (cf. Jain and Pruitt, 1973; 1974; Le Gall, 1988). However, in this
article, we concentrate only on four or more dimensional cases. In this case, the re-
sults of Jain and Pruitt indicate that Rn behaves like the partial sum of independent
identically distributed random variables. It is of interest to investigate the degree of sim-
ilarity between the behavior of Rn and that of the partial sum. Jain and Pruitt (1974)
established a so called Donsker’s invariance principle for Rn. This is the functional
limit theorem corresponding to the central limit theorem and says that the suitably
normalized and linearly interpolated Rn is asymptotically equal to a one-dimensional
Brownian motion in the distributional sense. Since the law of the iterated logarithm
has been proved, it is appropriate to investigate Strassen-type invariance principles. In
the present paper, instead of proving this limit theorem, we succeeded in showing a
further limit theorem, namely, the almost sure invariance principle, which means that
the centralized and linearly interpolated Rn can be approximated by a Brownian motion
almost surely.
It turns out that in higher-dimensional cases, the main part of Rn − ERn is a one-
dimensional Brownian motion which is similar as for partial sums of i.i.d. random
variables with nite fourth moments (cf. Strassen, 1967, Theorem 1.5). However, the
error terms may not have the same order. Indeed, with the method used in the proof
of Theorem 1 in Section 3, it seems dicult to sharpen the estimate of the error term,
which is far from the estimate in the case of the summation of i.i.d. variables.
The almost sure invariance principle has various kinds of straightforward conse-
quences, for example, Donsker’s invariance principles and Strassen’s invariance prin-
ciples (see Philipp and Stout, 1975, pp. 2{4). Our last object is to establish large
deviation principles for the range of random walks, which remains an open problem.
However, Donsker and Varadhan (1979) obtained a result concerning to the moment
generating function of Rn. According to their result, for the random walk with zero
mean and nite variance, regardless of the dimension, if  is negative, the logarithm
of E[exp(Rn)] divided by nd=(d+2) converges to 2=(d+2) multiple of some negative
constant related to the smallest eigenvalue of −=2 for the sphere of the unit ball in
Rd with Dirichlet boundary condition.
Our purpose in this article is to establish an almost sure invariance principle for the
range of the random walk on the four or more dimensional integer lattice. In Section 2,
we will supply some notation and fundamental estimates which will be mainly used in
proving lemmas in Section 4. In Section 3, the result and its proof is given, and Section
4 is devoted to the proof of the lemmas used to prove the theorem in Section 3.
2. Notation and preliminaries
A random walk on the d-dimensional integer lattice Zd (starting from the origin),
denoted by fSng1n=0, means the sequence of random variables dened as
S0 = 0; Sn=
nX
k=1
Xk;
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where fXng1n=1 is a sequence of independent identically distributed random variables
with values in Zd dened on some probability space (
;B; P). The random walk is
called adapted if no proper subgroup of Zd contains the support of X1. In terms of
the characteristic function of X1, denoted by ’() for 2 (−; ]d, this property is
equivalent to that ’() is equal to 1 if and only if =0. In this case, the random
walk is called d-dimensional. Throughout this paper, we assume that the random walk
is adapted. However, this assumption is not restrictive. If it is not satised, we may
consider the smallest subgroup H of Zd on which the random walk takes place and
nd a linear isomorphism  from H onto Zm for a suitable integer m which is smaller
than or equal to d. Then f (Sn)g1n=0 is an adapted random walk on Zm, and so the
original random walk can be regarded as genuinely m-dimensional. Therefore, it is
enough to study adapted random walks on Zd.
In this section, we will give some notation and basic lemmas which are main tools
to estimate various probabilities. We will often regard the random walk as a Markov
chain and use the terminology of general Markov chains. For x2Zd, the notation Px[]
will be used to denote the probability measures of events related to the random walk
starting at x. When x=0, we will simply use P[] instead of P0[]. In this paper, we
adopt the following convenient notation. If f(t) and g(t) are functions on R or Z with
values in R, then f(t)= o[g(t)] means f(t)=g(t)! 0; f(t)=O[g(t)] means f(t)=g(t)
remains bounded, as t!1. C1; C2; : : : ; C18 will denote suitable positive real constants.
We will use log x for (log x) and [x] for the integer part of a real number x.
For n>0 and x; y2Zd, the notation pn(x; y) means Px[Sn=y]. Note that pn(x; y)=
pn(0; y− x). It is basic and important that if p<1, there is a positive constant A such
that for all x2Zd and n>1,
pn(0; x)6An−1=2d (2.1)
(see Jain and Pruitt, 1971, Lemma 1). For n>0 and x; y2Zd, we dene
Gn(x; y)=
nX
k=0
pk(x; y):
For transient random walks, it is well known that Gn(x; y) converges to some number
G(x; y) as n!1 and that G(x; y) is bounded by G(0; 0)<1 for any x; y2Zd (see
Spitzer, 1976, pp. 6{7). Recall that we treat four or more dimensional adapted random
walks. By using the simple estimate (2:1), one can obtain that
X
x2Zd
pn(0; x)fG(u; x) + G(x; v)g6C1n1−d=2; (2.2)
X
x2Zd
pn(0; x)G(u; x)G(x; v)6

C2n−d=2 if d>5;
C3n−2 log n if d=4
(2.3)
uniformly for u; v2Zd (see Jain and Pruitt, 1971, Lemma 2).
For x2Zd, let x be the rst hitting time of x, that is,
x = inffn>1; Sn= xg:
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If there are no positive integers with Sn= x, then x =1. By Eq. (2.1), it is easy to
obtain that
Px[n<y<1] =
1X
k=n+1
Px[y = k]6C4n1−d=2 (2.4)
uniformly for x; y2Zd. With the help of Eqs. (2.2) and (2.4), Jain and Pruitt (1971,
p. 374) derived that if p<1 and d>4,X
x2Zd
pn(0; x)Px[m<x<1; 0<1] =O[m1−d=2n1−d=2]: (2.5)
3. Almost sure invariance principle
Our goal in this section is to give a proof of the almost sure invariance principle
for the range of four or more dimensional adapted random walks. For t 2 [0;1), let
R(t)=R[t] + (t − [t])fR[t]+1 − R[t]g:
We can obtain the following theorem.
Theorem 1. If d>4 and p<1, without changing the distribution of fR(t)gt>0, we can
redene fR(t)gt>0 on a richer probability space with the standard Brownian motion
fB(t)gt>0 such that
−1fR(t)− ptg − B(t)=O[t2=5+] a:s:
for an arbitrarily given >0 and some suitable constant >0.
Here we note that 2 can be taken as the limiting value for VarRn=n for which
convergence has been shown by Jain and Pruitt (1971), (Theorem 1). We now provide
a proof of Theorem 1 using some necessary estimates which will be proved in the
next section. The rst step consists of an approximation of R(t) by the sum of a
sequence of independent random variables, and in the next step we apply the Skorohod
representation theorem to this summation.
For each t 2 [0;1), it is clear that both jt−[t]j and jR[t]+1−R[t]j are not larger than 1.
This immediately implies that it is sucient to investigate R[t] instead of R(t). Before
making the approximation of R[t] by the sum of independent random variables, we
introduce some indicator random variables to approximate Rn by the sum of stationary
ones. For n>1 and 06j<n, let
Znj =

1 if Sj 6= S for j<6n;
0 otherwise
and Znn =1. Considering the last time in which the random walk reaches each point,
Rn=
nX
j=0
Znj :
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By the denition of Znj , the value of Z
n
j is determined by fXk ; j<k6ng. For j>0, let
Zj =
(
1 if Sj 6= S for >j;
0 otherwise;
which is equal to the limiting value of Znj as n!1. It is obvious that fZjg is the
sequence of stationary variables. For n>1, we dene
Yn=
n−1X
j=0
Zj:
Then Yn is not larger than Rn and the dierence between Rn and Yn is equal to
n−1X
j=0
(Znj − Zj) + 1:
Therefore, by putting Wnj =Z
n
j − Zj for 06j<n and
Wn=
n−1X
j=0
Wnj
for n>1, we obtain that Rn=Yn + Wn + 1. Note that Wnj is also indicator random
variable. In fact, we easily have that Wnj is equal to 1 if Sj 6= S for j<6n and
there is an integer >n such that Sj = S, and equal to 0 otherwise. If p<1, we have
that
EjWnj4 =
(
O[1] if d>5;
O[log4 n] if d=4:
(3.1)
In the three-dimensional case, Jain and Pruitt (1974), (Lemma 6.1) obtained an estimate
of the fourth moment of Wn. We may apply their method directly in higher-dimensional
case, and can then prove Eq. (3.1) with the help of Eq. (2.2). However, the calcula-
tion is left to the reader. There are much simpler things explained in detail. Estimate
(3:1) is useful to make an approximation of Rn by Yn. Indeed, estimate (3.1) implies
that
P[Wn>n1=4 log
2 n]6C5n−1 log−4 n:
By the rst Borel{Cantelli lemma, we have that
Wn=O[n1=4 log
2 n] a:s:
which immediately implies that
W[t] =O[t1=4 log
2 t] (3.2)
with probability 1. Then it is sucient to consider Y[t] − p[t]. In this observation, we
can easily recognize that the right-hand side can be replaced with o[t1=4 log1=4+ t] if
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d>5 and o[t1=4 log5=4+ t] if d=4 for a given >0; however, this remark is not very
signicant for the approximation of R[t] by Y[t].
It is necessary to dene new random variables fjg which are sums of Z’s in
progressively larger blocks. We give a real number 2 (−1; 2] of which exact value
will be determined suitably in the end of this section. For j>1, let
hj =
jX
=1
[(1+)=3]
and h0 = 0. The notation I(j) will be used for the set of integers belonging to the
interval [hj−1; hj) and jAj will denote the number of elements in a set A. It is obvious
that jI(j)j is equal to [j(1+)=3] and that
C6j(4+)=36hj6C7j(4+)=3:
Let M =M (t) be the integer with the property that [t]2 I(M). We can easily see that
C8t3=(4+)6M6C9t3=(4+): (3.3)
For j>1, let
j =
X
2I( j)
Zhj ; j =
X
2I( j)
Whj ;
and j = j − j. Then by the denition of Wnj , we have that j is the summation
of Z over 2 I(j). It is important to remark that the value of j is decided only
by fXk ; hj−1<k6hjg and also that fjg are mutually independent random variables.
Moreover, we see that the distribution of j coincides with that of RjI( j)j − 1.
With the help of Eq. (3.3), it is evident that
Y[t] − p[t]−
MX
j=1
(j − Ej)=O[t(1+)=(4+)] a:s: (3.4)
follows from the fact thatX
2I(M)
jZ − EZj6jI(M)j=O[M (1+)=3]:
Estimate (3:4) implies the approximation of Y[t] by the sum of the j. Moreover, we aim
to make an approximation of the sum of ’s by that of ’s, and then it is necessary
to observe the eect of exchanging j by j. Concretely, we try to show that with
probability 1,
MX
j=1
(j − Ej)=O[t2=(4+) log2 t]: (3.5)
The following standard argument can be used to derive Eq. (3.5) from the estimate
Var
0
@ mX
j=1
j
1
A=O[m log2 m]; (3.6)
Y. Hamana / Stochastic Processes and their Applications 78 (1998) 131{143 137
which will be supplied in the next section as Lemma 1. Put mk = k for k>1, where
 is a positive integer which will be chosen later. By Eq. (3.6) and the Chebyshev
inequality, we have that for ; >0,
P
2
4

mkX
j=1
(j − Ej)
>mk log mk
3
56C10m1−2k log2−2 mk
= O[k(1−2) log2−2 k]: (3.7)
In order to apply the Borel{Cantelli lemma, we need to choose ;  and  suitably
for the convergence of the sum over k of the right-hand side. Therefore, we choose
 and  satisfying (1 − 2)6−1 and correspondingly choose a suitable value of .
Now, suppose we are able to choose the desired values of ;  and . (We decide them
exactly later.) Then Eq. (3.7) implies that with probability 1,
mkX
j=1
(j − Ej)=O[mk log mk ]:
Hence we have the desired bound of the sequence of sums involving ’s, but only
along the subsequence. However, we shall see that this implies that the sequence of
sums along the original sequence has the same bound. Indeed, since j is non-negative
for each j>1, it is obvious that for mk<m<mk+1,
mkX
j=1
(j − Ej)−
mk+1X
j=mk+1
Ej6
mX
j=1
(j − Ej)
6
mk+1X
j=1
(j − Ej) +
mk+1X
j=mk+1
Ej:
Thus, if we succeed in proving that
mk+1X
j=mk+1
Ej =O[mk log
 mk ]; (3.8)
we can conclude that with probability 1,
mX
j=1
(j − Ej)=O[m log m]; (3.9)
and then we need to derive estimate (3:8); however, the calculation is not dicult.
Indeed, with the help of Eq. (2.4), we have that for k>1,
mk+1X
j=mk+1
Ej6C4
mk+1X
j=mk+1
X
2I( j)
(hj − )−1
6C11(mk+1 − mk) logmk+1:
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By the trivial estimate that mk+1 − mk =O[k−1], we obtain that
1
m log
 mk
mk+1X
j=mk+1
Ej =O[k(1−)−1 log1− k]: (3.10)
In order to show that the right-hand side is bounded, we must make a choice of
 and  satisfying (1 − )61 and take a value of  correspondingly, and can then
obtain Eq. (3.8) by a suitable choice.
Now, we may determine positive numbers ;  satisfying(
(1− 2)6− 1;
(1− )61; (3.11)
and next choose >0 suitably. It is favorable to determine as small a value of 
as possible, subject to Eq. (3.11). Therefore we put = 23 and =3, and then we
have that the right-hand side of Eq: (3:7) is O[k−1 log2−2 k] and that of Eq. (3.10)
is O[log1− k]. It is sucient to x  at 2. Consequently, it is appropriate to consider
that Eq. (3.9) implies
MX
j=1
(j − Ej)=O[M 2=3 log2M ] a:s:;
from which we obtain Eq. (3.5) with the help of estimate (3:3). Therefore, we conclude
that
R(t)− pt −
MX
j=1
(j − Ej)=O[t1=4 log2 t + t(1+)=(4+) + t2=(4+) log2 t] (3.12)
with probability 1, by combining Eqs. (3.2), (3.4), and (3.5).
In the remainder of this section, it is sucient to show the almost sure invariance
principle for −1
P
j6M j under the constant  chosen appropriately. The main tool is
the Skorohod representation theorem for a sequence of independent random variables
(see Skorohod, 1965, p. 163). According to this theorem, there exist non-negative
independent random variables fTjgMj=1 such that the family of random variables
fB(T0 + T1 +   + Tj)− B(T0 + T1 +   + Tj−1)gMj=1
has the same joint distribution as fj gMj=1, where j =−1(j − Ej); T0=0, and
fB(t)gt>0 is the one-dimensional standard Brownian motion. Moreover,
ETj =Var j = 
−2 Var RjI( j)j (3.13)
and, uniformly for j>1,
EjTjj26C12Ejj j46C13EjRjI( j)j − ERjI( j)jj4: (3.14)
We redene
j =B
 jX
k=0
Tk
!
−B
 j−1X
k=0
Tk
!
(3.15)
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and keep the same notation. Observe that fR(t)g and fPj6M j g are not necessarily
dened on the same probability space since we redene j by Eq. (3.15). However,
we can redene fR(t)g; fPj6M j g, and fB(t)g on still another probability space so
that the joint distribution of fPj6M j g and fB(t)g as well as the joint distribution of
fR(t)g and the old version of fPj6M j g remain unchanged. Hence, without loss of
generality, we can keep the old notation and can assume that fR(t)g; fPj6M j g, and
fB(t)g are dened on the same space as in the beginning.
In this new setup, estimate (3:12) implies that with probability 1,
−1[R(t)− pt]− B
0
@ MX
j=1
Tj
1
A=O[t1=4 log2 t + t(1+)=(4+) + t2=(4+) log2 t]: (3.16)
Hence the proof of Theorem 1 can be completed if we succeed in proving that
B
0
@ MX
j=1
Tj
1
A−B(t)=O[t(7+)=(16+4)+] a:s: (3.17)
for a given constant >0 and in determining an appropriate value of . However, we
can show that Eq. (3.17) by the standard argument used in the proof of Lemma 3.5.3
in Philipp and Stout (1975) by applying the law of large numbers of fTjg, that is,
MX
j=1
Tj = t +O[t(7+)=(8+2) log t] a:s:;
which will be provided in the next section as Lemma 2. Hence the proof of Eq. (3.17)
is left to the reader. It still remains to determine the constant . However, the choice
is not dicult. Indeed, it is easy to see the three graphs expressed by
y=
1 + x
4 + x
; y=
2
4 + x
; y=
7 + x
16 + 4x
;
respectively, have only one common point (1; 25 ). Therefore, by adopting 1 as the value
of , the right-hand side of Eq. (3.16) becomes O[t2=5 log2 t] and that of Eq. (3.17) is
O[t2=5+], and then we can conclude that
−1[R(t)− pt]− B(t)=O[t2=5+]
with probability 1. This completes the proof of Theorem 1.
4. Lemmas and their proofs
In this section, we give proofs of estimates which have been applied in Section 3
to prove Theorem 1. We throughout consider the four or more dimensional adapted
random walk with p<1, and thus shall not give notice that d>4 and p<1 each time.
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Lemma 1.
Var
0
@ mX
j=1
j
1
A=O[m log2 m]:
Proof. For m>1, we have that
Var
0
@ mX
j=1
j
1
A= mX
j=1
X
2Ij
VarWhj + 2
mX
j=1
X
; 2Ij
<
Cov(Whj ;W
hj
 )
+ 2
mX
j=2
j−1X
i=1
X
2Ij
X
2Ii
Cov(Whi ;W
hj
 )
=: I + II + III:
By Eq. (2.4), it is obvious that for <hj,
06VarWhj 6EW
hj
 =P0[hj − <0<1]6C4(hj − )1−d=2:
The right-hand side is dominant in the four-dimensional case in comparison with the
other cases. Hence, recalling the denition of hj, we have that
I6C14
mX
j=1
log(hj − hj−1)6C15m logm:
For <<hj, each summand in the term II is dominated by E[W
hj
 W
hj
 ] which is not
larger than
X
x 6=0
p−(0; x)Px[hj − <0<1; hj − <x<1]:
Applying Eq. (2.5), we obtain that
II6C16
mX
j=1
hj−1X
=hj−1
−1X
=hj−1
(− )−1(hj − )−1
6C17
mX
j=1
log2(hj − hj−1):
Therefore, a bound of II is a constant multiple of m log2 m. It remains to see that III
is dominated by a constant multiple of m log2 m. For <<hj, it is trivial that
Cov(Whi ;W
hj
 )=Cov(Whi −W ;Whj ) + Cov(W ;Whj ):
We note that Whi −W is equal to 1 if S 6= S for <6hi and there is an integer
number 2 (hj; ] such that S= S and is equal to 0 otherwise, and thus Whi −W
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is independent of Whj . This implies that the rst part of the right-hand side vanishes.
Therefore, we have that
Cov(Whi ;W
hj
 ) = Cov(W ;W
hj
 )
6 E[W W
hj
 ]
6
X
x 6=0
p−(0; x)Px[0<1; hj − <x<1]:
By Eq. (2.5), the term III is bounded by
C16
mX
j=2
j−1X
i=1
hj−1X
=hj−1
hi−1X
=hi−1
(− )−1(hj − )−1:
All summands are independent of i, and so we rst sum over i. Then we have that
III6C16
mX
j=2
hj−1X
=hj−1
hj−1−1X
=0
(− )−1(hj − )−1
6C18
mX
j=2
log(hj − hj−1) log hj
which is dominated by a constant multiple of m log2m. This implies that we have
obtained the desired result.
Lemma 2.
MX
j=1
Tj = t +O[t(7+)=(8+2) log t] a:s:
Proof. In the beginning of Section 3, we remarked that Jain and Pruitt proved that
Var Rn= 2n + o[n]. However, in order to prove this lemma, we must improve the
estimate of the error term, that is, we need the following estimate:
Var Rn= 2n+O[n1=2 log n]: (4.1)
With the help of Eq. (3.1) and the denitions of Rn; Yn and Wn, it can be obtained that
jVar Rn − Var Ynj6 EjWnj2 + 2[Var Yn]1=2[EjWnj2]1=2
= O[log2 n] + [Var Yn]1=2O[log n]:
Therefore, if we succeed in proving that
Var Yn= 2n+O[log
2 n]; (4.2)
we accordingly conclude Eq. (4.1). Jain and Pruitt (1971), (p. 377) gave a compact
form of the variance of Yn in the calculation of Var Rn, that is,
Var Yn=p(1− p)n+ 2
n−1X
j=1
aj;
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where aj is dened as
jX
i=1
X
x 6=0
pi0(0; x)Px[0<x<1]Px[0 =1]:
By estimate (2:3), it can be easily shown that
06aj6
jX
i=1
X
x2Zd
pi(0; x)G(x; 0)G(0; x)=O[1]:
Since aj is non-decreasing, there exists a non-negative constant a to which aj converges
as j!1. Moreover, applying Eq. (2.3) again,
aj = a+O
2
4 1X
i=j+1
X
x2Zd
pi(0; x)G(x; 0)G(0; x)
3
5= a+O[j−1 log j];
which immediately implies that Var Yn= [p(1−p)+2a]n+O[log2 n]. By the substitution
= [p(1 − p) + 2a]1=2, we obtain Eq. (4.2) and also Eq. (4.1). Therefore, with the
help of Eq. (4.1), equality (3:13) implies that
ETj = [j(1+)=3] + O[j(1+)=6 log j]: (4.3)
Note that
[t]6
MX
j=1
[j(1+)=3]6[t] + O[M (1+)=3];
which can be easily obtained by hM−16[t]6hM . Then, by Eqs. (3.3) and (4.3),
E
2
4 MX
j=1
Tj
3
5= MX
j=1
[j(1+)=3] + O[M (7+)=6 logM ]
= t +O[t(7+)=(8+2) log t] (4.4)
since 62. Moreover, Jain and Pruitt (1974), (Lemma 4.1) also calculated the fourth
centered moment of Rn, that is, EjRn−ERnj4 =O[n2]. Then, applying their estimate to
Eq. (3.14), it is easy to obtain that Var Tj is of order j2(1+)=3 and also that the sum of
[Var Tj]=[j(5+2)=3 log
2 j] over j2 [1;1) converges. Therefore, the Kolmogorov three
series theorem implies that
1X
j=1
Tj − ETj
j(5+2)=6 log j
<1 a:s:
and then by the Kronecker lemma, we have that with probability 1,
MX
j=1
(Tj − ETj) = O[M (5+2)=6 logM ]
= O[t(5+2)=(8+2) log t]: (4.5)
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Combining Eqs. (4.4) and (4.5) and recalling that 62, we can obtain the desired
result and nish the proof of Lemma 2.
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