The study in this paper is motivated by the modeling of control valves with significant stiction. By assuming linear dynamics of the controlled process, the joint characterization of the control valve and of the controlled process is formulated as the identification of an extended Hammerstein system. A point-slope-based hysteresis model is used to describe the input hysteresis nonlinearity of the control valve. An iterative algorithm is proposed to solve the identification problem. The basic idea is to separate the ascent and descent paths of the input hysteresis nonlinearity subject to oscillatory excitations. Some identifiability analysis is performed: the proposed extended Hammerstein model structure is identifiable, and given the true input nonlinearity, the oscillatory signals in feedback control loops are shown to be informative by exploiting the cyclo-stationarity of these oscillatory signals. Industrial examples are provided to verify the effectiveness of the proposed identification algorithm in characterizing complicated characteristics of control valve stiction in practice.
INTRODUCTION
Hammerstein systems studied in system identification are usually composed of static (memoryless) nonlinearities and linear dynamic components. This paper considers a more general class of systems: such a system has also a nonlinear component connected to a linear component, but the nonlinear component has a hysteresis behavior, instead of being memoryless. Following recent publications on similar topics (e.g., [3] The identification problem considered in this paper (to be formally described in Section 2) is mainly motivated by the problem of characterizing control valve stiction. In feedback control loops as the one depicted in Fig. 1 , if the control valve f (·) is sticky, then its stiction may lead to oscillations in the loop. Such a typical example is shown in Fig. 2 , where the control valve stiction is clearly revealed by plotting the measurable valve output x against the valve input u in Fig. 3 . Here the process G(s) in Fig. 1 stands for an experimental water tank system, f (·) is a control valve, and C(z) is a discretetime PI controller. The signals y, u, r, v and x are the tank level as the process output, the controller output, the setpoint being a constant, the measurement noise, and the valve output, respectively. With the measurement of x, it is straightforward to detect the presence of stiction and to quantify the stiction level. In practice, however, many valve outputs are not available so that the characterization of control valve stiction is not an easy task.
The detection and characterization of control valve stiction have been very active research topics recently; see the collected results in [8] . The existing methods can be classified into invasive and non-invasive methods. Their main difference is whether the methods reply upon special field tests or only require normal operating data. The invasive method can provide conclusive results; however, special field tests often disturb the normal operation of processes and are often difficult and time consuming for implementation. By contrast, the non-invasive method is easier for implementation and more desirable for a large scale of control loops. Among various non-invasive methods, the one based on Hammerstein model identification perhaps has the best performance, as shown in Chapter 13 of [8] , where the control valve stiction is represented by datadriven stiction models (see, e.g., Chapters 2 and 3 in [8] ). However, the characters of many control valves in practice are much more complicated than these data-driven stiction 
Here G(q, θ) is the discrete-time linear time-invariant (LTI) model of the linear process, f (u(t), η) is the input hysteresis nonlinearity, and H(q, θ) is the discrete-time LTI noise model driven by a zero-mean stationary white noise e(t); θ and η are respectively the unknown parameters of the input nonlinearity and linear dynamic block composed by G(q, θ) and H(q, θ). The LTI dynamic block is described by an auto-regression with extra input (ARX) model,
Here a i 's, b j 's and d 0 are the unknown parameters to be estimated, while n a , n b and n k are the structure parameters to be determined. The parameter d 0 is resulted from the effect of non-zero means of the output y and input x. The input nonlinearity is assumed to be a hysteresis model with asymmetric input direction-dependent paths. By adopting a so-called point-slope model [9] for both ascend and descend paths, the input nonlinearity can be represented by
Here the direction signal h(t) is generated to indicate that u(t) is increasing or decreasing, i.e.,
The other symbols in (3) are defined as 
are the p D knots of u(t) for the descent path. The parameters k A and k D are the values of x(t) corresponding to a knot c A i of u(t) on the ascent path and to a knot c D j of u(t) on the descent path, respectively. For sticky control valves, it is reasonable to assume that the ascent and descent paths meet at least at one end; thus, we choose c
The identification problem is to determine the structure parameters (n a , n b , n k , p A , p D ), choose the knots c . A particular assumption is made on the input and output signals, namely, u (t) and y(t) are oscillatory. To the best of our knowledge, however, due to the possible randomness in u(t) and y(t), a formal definition of an oscillatory signal has not been available. Here we would like to define it as a cyclo-wise-sense stationary signal. A discrete-time signal s (t) is said to be cyclo-wise-sense stationary with period p, abbreviated as (CWSS) p , if
for all integers t 1 , t 2 and l. Symbol E(·) is the expectation operation and superscript * denotes the conjugate transpose. If p = 1, then s(t) is wide-sense stationary (WSS).
IDENTIFICATION ALGORITHM
This section proposes an iterative algorithm to solve the identification problem in Section 2. Two key assumptions are reminded below for clarity:
A1 The signals u(t) and y(t) are CWSS with a certain cyclo-period p. A2 Under A1, the ascent and descent paths of input hysteresis nonlinearity share either the higher or lower extreme point.
Using the ARX model in (2) and the input nonlinearity model in (3), the extended Hammerstein model becomes
where the last equality is from the assumption that ascent and descent paths meet at the lower end, i.e., k A = k D , and a definition of d :
That is, the value of x(t) for the first (smallest) knot c
. . .
Step 2. For k = 1, 2, . . . until convergence
as known values, the parameters
. .
are estimated through the linear regression model 
The estimated parameter values are denoted byâ(k),b(k) andd(k). Finally, normalizeb (k) to have a unit Euclidean 16th IFAC Symposium on System Identification Brussels, Belgium. July 11-13, 2012
norm and set the sum of each element inb (k) to be positive if necessary to remove the gain ambiguity, i.e.,
The convergence criterion is designed by monitoring the relative percentage improvement of the estimated parameters:
where µ is a small positive real number close to zero, and θ(k) stands for the unknown parameter vector composed
The model structure parameters (n a , n b , n k , p A , p D ) are determined via a grid search by minimizing a loss function
IDENTIFIABILITY ANALYSIS
This section attacks the identifiability problem for the extended Hammerstein model. First, let us investigate the model structure of the extended Hammerstein model in (6) . Depending on the input u(t) is increasing or descreasing, the direction signal h(t) in (4) takes the value 1 or 0 so that the extended Hammerstein model indeed switches between two standard Hammerstein models. By incorporating the constraints in (6), the gain ambiguity between b j and g A or g D is removed. Thus, each standard Hammerstein model can be regarded as an ARX model with multiple inputs, whose model structure is well-known to be injective. Hence, the model structure of the extended Hammerstein model is injective, i.e., different values of θ and η will not yield equal models.
Next, the identifiability analysis is to investigate whether the data set for identification is informative enough to give unique values of θ and η equal to θ 0 and η 0 . This is a difficult problem due to the presence of nonlinearity. Here we would like to attack a sub-problem: given the true nonlinearity model, is the oscillatory data set informative enough to give a unique value of θ equal to θ 0 , or equivalently, G(q, θ) equal to G(q, θ 0 )? This is an important open problem. Many researchers have successfully identified the stiction model for control valves and the linear dynamic model; however, it has not been theoretically justified why the oscillatory data are informative, despite of some attempts made in Section 11.5 of [8] . A relevant wellknown fact is that if the setpoint is kept constant, the data set in the feedback control loop without the input nonlinearity solely driven by the noise source e(t) (see Fig. 1 ) is not informative. In the sequel, it is shown that the cyclo-stationarity of signals in the feedback control loop make the oscillatory data set informative.
Given the true nonlinearity model, the unavailable inner signal x (t) is available. The estimation of the parameter θ is the same as the prediction error method applied to (2), i.e.,
We rewrite the prediction error ε (t) as (9) where G 0 and H 0 stand for the true linear dynamic model G(q, θ 0 ) and disturbance model H(q, θ 0 ), respectively. Under a standard assumption to avoid algebraic loops: either the controller or both G 0 and G θ contain at least one sample time delay, the last term e (t) in the right-hand side of (9) is uncorrelated to the other two terms that may be only correlated to e(t − i) for i ≥ 1. Then, the identifiability analysis requires the statistical relationship between (G 0 − G θ ) x (t) and (H 0 − H θ ) e (t). However, x (t) and e (t) are connected in a complicated manner due to the input nonlinearity. Thus, the description of this statistical relationship hinders the appearance of identifiability analysis in literature.
The statistical relationship can be analyzed by exploiting cyclo-stationarity of the signals in the feedback control loop. In Assumption A1 (Section 3), y(t) is assumed to be CWSS. Because the noise source e(t) is WSS and H θ is LTI, the cyclo-stationarity of y(t) comes solely from x(t); as G θ is LTI, this is possible if and only if x(t) is CWSS. It is a known fact that a CWSS signal with cyclo-period p can be regarded as the output of a linear-periodic time varying (LPTV) system with period p driven by a zeromean stationary white noise [1] . Using this fact, x(t) can be represented as
Here k (m, n) is the Green's function of an LPTV system with a(t) as input and x(t) as output, and a (t) is a zeromean stationary white noise.
The statistical relationship between x (t) and a (t) can be described in the frequency domain via bispectra of cyclostationarity signals. In the frequency domain, the LPTV system in (10) is fully specified by the bifrequency map
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where δ (·) is the Dirac-delta function, and F l (ω) is a finite function on the line ω−ω ′ + 2πl p = 0. Using a fact describing the transformed bispectra through LPTV systems (Section A in [1] ; Fact 4 in [10] ), F l (ω) in (11) can be determined from the bispectrum of x (t) as
where
Here σ 2 a is the variance of a (t). As a (t) is WSS white noise, the cross bispectra of x (t) and a (t) are nonzero only at the diagonal line ω = ω ′ , i.e.,
Denote the contribution of e(t) to a(t) as λσ (13) and (14), we have
With these results, the identifiability can be shown to hold by adopting the approach in [10] . Due to the space limitation, the details are omitted here.
In the above analysis, a critical assumption is that u(t) and y(t) are CWSS. The cyclo-stationarity comes essentially from the self-sustained oscillations arisen in the feedback control loop depicted in Fig. 1 . That is, even if the noise v is absent and the setpoint r is kept constant, some nonzero initial condition may drive the signals u, x and y in the feedback control loop with the valve nonlinearity f (·) into stable oscillations. This can be theoretically shown via the describing function analysis.
EXAMPLES
Example 1. An international database of industrial control loops based on the book [8] is available online for academic research on the detection and diagnosis of oscillations and control valve stiction. The proposed identification algorithm has been applied to many loops and achieves promising results. The result for one loop provided by Dr. C. Scali (cdata.chemicals.loop23 in the database) is presented here. The process output, controller output, setpoint are shown in Fig. 5 , while the actual valve position is not available. The sampling period is 10 sec. As commented by Dr. Scali, it is a control loop with stiction (likely). Based on these data {u (t) , y (t)} N =1500 t=1 , the identification algorithm obtains the estimated input nonlinearity and linear model presented in Fig. 6 . The model quality is quantitatively measured by the fitness betweenŷ s (t) and y (t),
In this example, the fitness is 73.6054%. The identified input nonlinearity clearly reveals the presence of significant valve stiction with the stiction band approximately equal to 25. model structure parameters are n a = 5, n b = 5, n k = 5, p A = 2 and p D = 2. The identified input nonlinearity and the step response of the linear model are presented in Fig. 9 . The fitness betweenŷ s (t) and y (t) is 66.9644%. The identified input nonlinearity reveals an asymmetric property, namely, the ascend path has the stiction problem, while the descend path does not have. The stiction problem is confirmed by a further investigation: this flow control loop has other two parallel flow control loops, all of them injecting steams into raw materials to maintain a certain level of fluidity; the upstream of the three loops is in a stable condition, while the other two flow control loops do not have oscillatory behaviors. If He's data-driven stiction model in [7] is used, the two-stage identification method (Chapter 10 of [8] ) yields a linear control valve! This incorrect result is believed to be mainly caused by the model-mismatch between the asymmetric valve property and the data-driven stiction model adopted therein. of the existing data-driven stiction models that may have severe model mismatch with control valves in practice. Given the true input nonlinearity, the oscillatory signals in feedback control loops are shown to be informative. ndustrial examples are provided to verify the effectiveness of the proposed identification algorithm in characterizing complicated characteristics of control valve stiction in practice.
