Structural dynamics of wind turbines aims at assessing the integrity and reliability of the complete construction against varying external loading over the targeted life time. Since wind induced excitation is the most important, structural dynamics is closely connected to aeroelasticity. Most of structural analysis is based on modelling while tests are reserved for prototype assessment. To this end elastic modelling at component level and dynamic modelling of the complete system are required. The aim of the present chapter is to provide an overview on the theory and approximation tools of structural dynamic analysis of modern wind turbines on these two aspects. At component level beam models of varying complexity are discussed while at system level the multi-body approach is defi ned and its use in formulating the dynamic model of the complete wind turbine is explained. Next, after a short introduction to aeroelastic coupling, the issue of stability is outlined. Finally some indicative results show the kind of information structural analysis can provide. The focus of the presentation is on the procedures rather than the details of derivations for which appropriate pointers to the literature are given.
Clearly assessment of local stresses and strains especially when dealing with composites, requires more advanced modelling that account for the internal material structure.
Solely the elastic DOF cannot describe the complete dynamics of a wind turbine. There are also rigid DOF while the connections among the components further complicate the dynamics of the system. The rotor blades are connected to the hub (the one end of the drive train) allowing rotation with respect to the drive-train axis while the nacelle which houses the drive train, is connected to the tower top also allowing at least rotation in yaw. In addition to blade rotation and yaw there is also the blade pitch. Pitch can vary either collectively or cyclically or even independently for each blade. Finally in the case of two-bladed rotors, the rotor system as a whole is allowed to teeter. At the connection points, specifi c compatibility conditions are required which transfer the deformation state from one connected component to the other. This calls for a multi-component analysis which we detail in Section 4.
Most of the rigid body DOF are connected to the control system. At least in the more recent designs there is clear preference for variable pitch and variable speed control concepts. So when the wind turbine operates in closed loop, the variation of the pitch and the rotor speed will satisfy the control equations which therefore become part of the dynamic description of the system. In certain cases, there is need to also include concentrated properties like point masses, springs or dampers. For example, the yaw gear and the gear box in the drive train are modelled as combined point masses and springs while the hub is modelled as concentrated mass. Concentrated properties are associated to specifi c DOF for which we must formulate appropriate dynamic equations as in the case of the control variables.
Although reference has been made to the formulation of dynamic equations we did not specify the way this is done. The general framework is presented in Section 2. One way to proceed is to base the derivation on Newton's second law which requires the dynamic balance of forces and moments. It has the advantage of a direct interpretation in relatively simple systems but becomes cumbersome when dealing with complicated systems. Alternatively energy or variational principles, like the principle of virtual work or Hamilton's principle offer a general and systematic way for deriving the dynamic equations of even very complicated mechanical systems. It is true that depending on the complexity of the system, the derivations can become quite lengthy. However, the current availability of symbolic mathematics software has removed former reluctance in using variational principles.
Once the dynamic equations of the complete wind turbine are formulated, the next step is to include the aerodynamic loading on the blades. The main diffi culty in this respect is that aerodynamic loads depend on the dynamics of the blades in a non-linear manner. A further complication is due to the onset of stall which because of the aeroelastic coupling becomes dynamic with clear lagging behaviour. A brief account on aeroelastic coupling is given in Section 5.
The usual way to solve the coupled fi nal aeroelastic equations is to integrate them in time. Due to their non-linear character in principle we need an implicit iterative solver. Depending on the non-linearities considered and the level of detail we wish to include in the model, the computational effort can become high especially for industrial purposes. So, in order to reduce the computational cost, quite often linearization is introduced at various levels. There are both structural as well as aerodynamic non-linearities involved. Structural non-linearities are connected to large displacements and rotations, so a usual simplifi cation is to consider the case of small deformations with respect to either the un-deformed state or a reference equilibrium deformed state. In this context signifi cant computational cost reduction can be accomplished by introducing the structural modes of the system. A similar procedure can be followed for the non-linearities of aerodynamic origin. However, as already mentioned the onset of stall and the resulting load hysteresis complicates the whole procedure and linearization of the unsteady aerodynamic loading must be done carefully.
Linearized models are not only introduced for computational cost reduction. They are also used in carrying out aeroelastic stability analysis. Aeroelastic instabilities including fl utter will appear whenever the system lacks suffi cient damping. In systems with strong aeroelastic coupling the damping has two components; one linked to the material characteristics of the structure and the other contributed by the unsteady aerodynamics. Both damping contributions are subjected to changes. Because blades are made of composite materials, structural damping depends on the ambient temperature while it is known that ageing will degrade their damping. On the other hand, aerodynamic damping depends on the fl ow conditions and will decrease or even become negative as the fl ow approaches or enters stall. This means that close to nominal operating conditions, the effective angles of attack along the blade will approach their maximum and therefore the less favourable situation will occur. Wind speed fl uctuations due to turbulence will force the blade to enter stall so if there is no suffi cient structural damping the blades will fl utter. In this connection linearization of the complete servo-aeroelastic system offers a direct and cost-effective way to assess stability. The option of using the non-linear form of the dynamic equations is also possible but at a much higher cost. Besides that the response recorded by a non-linear simulation depends on the excitation applied and in principle will excite all the modes of the system. In order to focus on a specifi c mode an appropriate excitation must be applied which is not always possible. Stability is discussed in Section 6.
Finally in Section 8 a brief presentation is given on the kind of information structural analysis can provide and what is their use in the design process. The presentation relies on simulations carried out in practice and whenever possible measured data are also included so as to have some insight into the quality of predictions current analysis can achieve.
Formulation of the dynamic equations
Structural dynamics is based on dynamic equilibrium (Newton's second law) stating that a solid volume V bounded by ∂ V will accelerate as a result of volume www.witpress.com, ISSN 1755-8336 (on-line) and surface loading. The balance of forces and moments leads to the following equations [ 1 ] :
In eqn ( 1 ), the current position 0 ( , ) r r t of a material point originally at 0 r , includes the elastic displacement and any rigid body motion while R denotes the distance from the point with respect to which moments are taken. (An overhead arrow will denote geometric vectors while matrices will be in bold.) Usually the volume loading term is due to gravity. Then as regards surface loading, when V is part of a solid body there will be two terms: the aerodynamic loading defi ned on the part of ∂ V in contact with air, and the internal loading defi ned on the rest of ∂ V in contact with the remaining of the solid body. Internal surface loading is directly connected to the stress tensor s :
with n denoting the outward unit normal, which together with Green's theorem allows transforming the surface integrals into volume integrals and thus deriving the dynamic equations in differential form. Elastic models are next introduced which relate stresses with strains so that at the end the equations are formulated with respect to the displacements and rotations contained in the defi nition of r (for further reading the reader can consult [ 14 ] out of the long list of modern textbooks on structural mechanics).
In structural analysis the differential form of the equations is seldom used. Instead the equations are reformulated in weak form based on the principle of virtual work. Weak formulations are the starting point of fi nite element discrete models of the Galerkin type ([ 2 ] and Section 3.2). An alternative and defi nitely more powerful way to formulate dynamic equations is to use Hamilton's principle [ 3 ] . Let T and U denote the kinetic and strain energies, respectively, defi ned by a set of displacements and rotations collectively denoted as u ( t ) = (u 1 ,u 2 ,…) T .
Assuming the presence of non-conservative loads F i connected to u i then
This is also known as Lagrange equations. Each equation corresponds to balance of either forces or moments depending on whether the associated u i is a displacement or a rotation. Among the various advantages Hamilton's principle has, of particular importance is that the fi nal form of the dynamic equations is easily obtained using symbolic mathematical software [ 4 , 5 ] .
elastic properties [8] [9] [10] [11] . The problem is formulated with respect to the remaining third direction defi ning the axis of the beam also called elastic axis.
Beam theory considers combined bending, tension and torsion. There are several beam models of varying complexity. The simplest is the fi rst order or EulerBernoulli model in which the elastic axis is considered rectilinear while cross sections originally normal to it remain so in the deformed state. As a consequence shear is eliminated. Shear will be included in Section 7.1 while in Section 7.2, second order theory will be briefl y presented.
There are three steps to take: (a) defi ne the deformation kinematics, (b) introduce the stress-strain relations, (c) apply dynamic equilibrium to a differential volume of the structure. To this end, consider a beam with its elastic axis along the y -axis of the co-ordinate system [O; xyz ] which for this reason is called beam system. Bending takes place in the x (lead-lag) and z (fl ap) directions while tension and torsion both take place in the y direction. For any point of the structure, let 
Equation ( 4 ) defi nes the deformation kinematics with respect to the beam system. 
By integrating the stresses over the cross section of the beam A ( y ), the resultant sectional loads are obtained, for given averaged sectional properties of the beam structured here denoted by over bars d
Then as regards F x and F z , in the Bernoulli model, their net contribution is derived by means of the balance of moments in the x and z directions:
The loads in eqns ( 5 ) and ( 6 ) represent the internal surface loads in (1) by taking V as a beam segment of width d y ( Fig. 2 ) . The remaining surface loads are due to the aerodynamic loading (mainly the pressure) which when integrated gives dL acting at the aerodynamic center T a a a ( , , ) r x yz = of the section considered. Note that the terms related to tension F y are non-linear and second order. Tension is important because it contributes to bending which in the case of a rotating blade will lead to a reduction of the bending moments at blade root. So we need to retain this term in the otherwise fi rst order model. Finally the following differential form of the dynamic equations is obtained: 
The above system is completed with appropriate boundary and initial conditions. Boundary conditions at the two ends of the beam will either specify the load (Neumann or static condition) or constrain the corresponding displacement or rotation (Dirichlet or kinematic condition). Unconstrained or free ends will have zero loading.
Principle of virtual work and FE approximations
Considering the dynamic equations in the form F ( u ) = 0, then for any virtual displacement d u the work done by the loads F ( u ) must be zero. Work is a projection operation defi ned by the inner product of integrable functions: www.witpress.com, ISSN 1755-8336 (on-line)
The projected equations defi ne the weak formulation of the problem. Note that demanding zero virtual work for any virtual displacements is equivalent to performing the projection with respect to a properly defi ned function basis. Proper in this sense means that boundary conditions must be taken into account. For all constrained DOF corresponding to kinematic conditions, we must set d u p =0. Note that static or load conditions will naturally appear in the weak formulation when integration by parts is carried out. Considering the bending term as an example, a double integration results in
The underlined terms correspond to the boundary terms and represent the virtual work done by the reacting force ( k 22 u ″ ) ′ and moment ( k 22 u ″ ) at the support points of the beam. If the displacement or rotation is specifi ed then the term equals zero because d u or d u ′ is zero. On the contrary, if the load is specifi ed then either the force or the moment is set to its given value. All elastic terms in eqn ( 7 ) are integrated in the same way. The most popular method for solving dynamic equations is the Finite Element Method [12] [13] [14] . It consists of projecting the equations using a basis of fi nite dimension. To this end fi rst the beam is divided into elements. Then for each element the same local approximations are defi ned for u and d u . In doing so, specifi c polynomial shape functions and discrete DOF û are chosen ( Fig. 3 ) .
The choice of the shape functions depends on the order of the problem. The beam equations are second order for the tension and torsion so we can choose linear shape functions ( g n , n = 1,2), and fourth order for the bending so we use cubic functions ( , 1,2, 0,1 a n n a b = = ). The discrete DOF's usually correspond to the nodal values of u but can also include the values of its space derivative as in the case of bending. Taking as nodes the two ends of each element e : Because the equations are in integral form, all calculations can be fi rst carried out at element level and then proceed with the assembly. For example, the mass matrix will take the form:
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The fi nal result, after assembling the element matrices will have the usual form:
The above system is integrated in time by a marching scheme. In most cases Newmark's second order scheme is suffi cient. For stiff problems higher order schemes of the Runge-Kutta type can be also applied [ 15 ] .
Multi-component systems
Next we consider a combination of several beams possibly in relative motion. By taking each component separately, we need fi rst to include its motion and then add appropriate compatibility conditions that ensure specifi c connection constraints. This kind of splitting and reconnecting constitutes the so-called multi-body approach [16] [17] [18] .
Reformulation of the dynamic equations
Motions are introduced by assuming that each component undergoes rigid motions defi ned by the position of its local system [O; xyz ] with respect to a global (inertial) 
The dynamic equations with respect to [O; xyz ] G will involve the global acceleration (for simplicity subscript k and dependencies have been removed):
as well as the projection of the equations on the local directions. Projection on local directions is necessary because the elastic formulation is defi ned in the local (beam) system for each component. Local directions must be given with respect to [O; xyz ] G which is done by the transpose of T k So eqn ( 7 ) takes the form: "BL" in eqn ( 12 ) corresponds to the loads at the boundaries and is related to the connection conditions that must be satisfi ed when assembling the component equations into the fi nal system. This point is explained in Section 4.3.
Connection conditions
Consider fi rst two bodies connected at one point as in Fig. 5 . If the connection is completely rigid, then the displacement and rotation at the connection point must be the same. Also the loading should be the same. The fi rst constraint corresponds to a kinematic condition while the second to a static condition. Note that while it is allowed to either specify a kinematic or a static condition at an end point, we cannot do both. In fact each kinematic condition has a corresponding static condition associated to it. So if a displacement (or rotation) is specifi ed then the associated reaction force (or moment) becomes part of the solution and therefore must remain free. Clearly the reaction will depend on the value specifi ed for the displacement. If instead the force is specifi ed, then the displacement will depend on the input load. So conditions appear in pairs and for each pair we can only specify one. At connection points the situation is somehow different because there are at least two bodies connected, each requiring its own boundary condition at the connection point. Also the entries to both conditions are unknown. Let q denote collectively the displacements and rotations of the connection point and Q the corresponding loads. By considering each body separately, it is possible to formulate separate solutions by setting q as kinematic condition to body 1 and Q as static condition to body 2. The solution for body 1 will provide Q as a function of q while body 2 will provide q as a function of Q . These two relations defi ne the connection conditions needed. Note that any kind of combination is possible provided that the pairs of conditions are properly split.
If the connection is not rigid but allows free motion in certain directions, then the connection conditions do not apply in these specifi c directions. For example a two-bladed teetering rotor will transmit all loads to the drive train except for the teetering moment. Also the displacements and the two rotations at the end of the drive train will be communicated to the blades. Since the teetering moment is not transmitted it can only be zero and this corresponds to the dynamic equation that determines the teetering angle.
Certain connections, involve more than two bodies. In such cases note that while displacements and rotations should not be added, loads must. So if body 1 provides a displacement then it must receive the sum of the corresponding loads from all other connected bodies.
Implementation issues
In order to facilitate the code implementation for systems with several connections, the set of all kinematic DOF involved in the connections is introduced as an additional unknown denoted as q. Therefore extra equations must be defi ned. Note that q will contain not only elastic DOF but also all rigid body DOF like yaw, teeter or pitch. If a specifi c q i is indeed an elastic degree of freedom u p then we simply set q i ≡ u p Otherwise an additional equation is needed. The condition of zero moment for the teeter angle is such an example. Another example is the pitch angle which is specifi ed by the control system. In this case the extra equation would correspond to the controller equation (or equations).
The introduction of q , specifi es the form of k R and T k Starting from the local system of component k , a series of system displacements and rotations will bring us to the global system: , ,
In the above relation, each T m , k may contain several consecutive rotations and therefore appear as a product of elementary rotation matrices of the type: T * ( ϕ ) defi ned for a given direction * = x , y , z and a given angle ϕ . As an example consider the case of the drive train.
where H T denotes the tower height, q 1 -q 6 denote the elastic displacements and rotations at the tower top and f yaw denotes the yaw angle. The 90 o rotation is here added so that the axis of the drive train is in the y local direction.
Since k R and T k depend on q ,
in which
and repeated indexes indicate summation. It is clear that all components of q are not always needed. Nevertheless eqn ( 14 ) reveals the complex non-linear character of multi-body systems and this is independent of the elastic modelling. Equation ( 14 ) is introduced in ( 10 ) and subsequently into ( 12 ) . The resulting equations are discretized using FEM approximations. For each component of the system the dynamic equations will then take the following form:
Note in (15) the appearance of a damping like term defi ned by C k , an extra stiffness term defi ned by G k K and a non-linear term R k depending on q and its time derivatives.
The boundary loads BL are determined by the virtual work done by the reacting forces and moments F and M at the connection points: 
after eliminating the virtual displacements and rotations. The boundary loads will introduce stiffness which will however depend on the DOF of the bodies connected to k. The fi nal step is to assemble all component equations into one fi nal system. In view of obtaining a more manageable set of equations, linearization is usually carried out based on formal Taylor's expansions with respect to a reference state. The reference state can be either fi xed as in the case of linear stability analysis, or represent the previous approximation within an iterative process towards the non-linear solution. By collecting all unknowns into one vector x , the following form is obtained:
In eqn ( 17 ) although there is no dependence indicated, M , C , K and Q depend on the reference state x 0 and its time derivatives. The structure of the mass, damping and stiffness matrices is given in Fig. 6 in the case of a three-bladed wind turbine. The contribution of the local equations for each component are block diagonal. The kinematic conditions at the connection points appear in the out right column. The static connection conditions appear as isolated rows denoted as "dynamic coupling terms" and correspond to the terms appearing in eqn ( 16 ) .
Finally the extra equations for q appear last.
Eigenvalue analysis and linear stability
Eigenvalue analysis is a useful tool in structural analysis because it provides a concise dynamic characterization of the system considered. For a linear system without www.witpress.com, ISSN 1755-8336 (on-line) damping as described by eqn ( 9 ), the eigenvalues w i are defi ned as solutions of
and for each one an eigenmode e i is obtained by solving:
Eigenmodes are determined only within a multiple of themselves. Usually they are normalized to unity. The nice thing about eigenmodes is that they form an orthogonal basis for the space of possible responses in case the system is self adjoint as in the case of a conservative mechanical system. Although their number will be in the order of the system, in practice we only need to retain a small number corresponding to the lowest eigenvalues. Let E denote the matrix containing the retained eigenmodes as columns. Then by setting u ( t ) = Ea ( t ) the dynamic equations can be formulated with respect to a ( t ) and so the size of the system is drastically reduced:
Note that u ( t ) = Ea ( t ) is equivalent to a projection of u on a reduced subset of the eigenmode basis. The error thus introduced will be small provided that all modes that can be resolve by the specifi c time step are included. In case the system of equations has the form of eqn ( 17 ), the system is fi rst transformed into fi rst order with respect to
Because M will be always invertible, 1 1 , ,
The dynamics in this case will be determined by the eigenvalues l i and eigenmodes e i of matrix A : and 0 ( ) 0
The eigenvalues of A will be either real or complex in which case they appear in conjugate pairs. As before the set of e i constitutes an orthogonal basis and therefore the solution of (21) admits a modal expansion y(t) = Ea(t). Then the homogeneous part of the solution can be readily obtained using the initial conditions: 
Aeroelastic coupling
The eigenvalue analysis so far made no reference to the aeroelastic coupling which plays a decisive role in the reliability and safety assessment of wind turbines. Aeroelastic coupling appears because the aerodynamic loads contributing to Q depend on the solution of the dynamic equations x and .
x Even in the simplest blade element aerodynamic model, the sectional lift, drag and pitch moment along the blade all depend on the relative to the blade infl ow direction or else the effective angle of attack α eff .
Of course in defi ning the relative to the blade fl ow velocity we must include the blade velocity due to elastic deformation which constitutes the essence of aeroelastic coupling. In order to better understand this point, consider a blade section (Figure 7) . The aerodynamic loads per unit spanwise length in the local system defi ned by the fl ap and lag directions, are given in terms of the blade elastic torsion y Θ and the fl ow direction ϕ defi ned by the relative to the blade fl ow velocity components U eff,x , U eff , z 
where a and a ′ denote the axial and circumferential induction factors, , U W denote the lag and fl ap deformation velocities and U xy , U wz the components of the relative wind infl ow velocity which includes the wind infl ow and the blade rotational speed (in the axial case for example the x -component will be the rotational speed of the blade while the z -component will be the wind infl ow).
The lift L , drag D and pitching moment M of the section in eqn ( 25 ) will depend on the effective angle of attack eff w y a j q = − −Θ and the relative fl ow velocity 2 2 2 eff eff , eff , x z W U U = + . α eff can substantially vary not only because the mean wind speed has a wide range, but also because of the dynamic response of the blades. According to (13), the blade velocity is subjected to its own deformation velocities and the dynamics of the confi guration through R and T leading to the following expression for the local blade velocity:
The coupling introduced by (25) and (27), is quite complicated and certainly nonlinear. One complication is connected to its unsteady character which requires the use of unsteady aerodynamic modelling. Models of this type provide the sectional lift, drag and pitching moment coeffi cients as functions of the sectional steady polars and the dynamic infl ow characteristics, namely the pitching and heaving motion of the section. So a link between the aerodynamic loads and the elastic response is established through explicit functional relations. Of wide use in wind turbine aeroelasticity are the Beddoes-Leishman [ 19 ] and the ONERA models [ 20 ] . They both are applicable over a wide range of angle of attack covering both attached and stalled conditions which explains why they are usually referred to as dynamic stall models. Taking as example the ONERA model, loads are expressed by in total four circulation parameters: Γ 1L , Γ 2L for the lift which correspond to the attached and separated contributions respectively, Γ 2D for the drag and Γ 2M for the pitching moment, each satisfying a second order differential equation. This nice feature of the model allows including the blade aerodynamics into the system as extra dynamic equations. The spanwise piecewise constant distributions of the four circulation parameters become new DOF and are treated in the same way as any other. The combined set of the element DOF defi ne the so-called aeroelastic element [ 21 ] . Consequently linearization with respect to a reference state can be extended to also include blade aerodynamics. The complete linearized system is the basis for linear stability analysis which in this case provides the coupled aeroelastic eigenmodes and eigenfrequencies. There is however a signifi cant complication: the coeffi cients of the dynamic system are no longer constant but time varying.
Rotor stability analysis
Linear stability analysis of fi rst order systems = + y Ay b with varying coefficients is still possible using Floquet's theory provided that the system is periodic with period T : 
where 0 ( , ) t t ℜ denotes the state transition matrix of the system with respect to initial conditions defi ned at t 0 . The diffi culty in applying eqn ( 28 ) is linked to the construction of the transition matrix. For a system involving a large number of DOF, for each one of them the equations must be integrated over one period. So depending on the size of the system this task can become exceedingly expensive.
Fortunately, for rotors equipped with identical blades and rotating at constant speed Ω stability analysis of the rotor system as a whole, is simplifi ed signifi cantly by applying the Coleman transformation [ 23 , 24 ] . Let ψ = Ω t denote the azimuth position. Then for an M -bladed rotor, the expressions of any quantity defi ned on the blades v ( m) ( ψ ) will be the same except for an azimuth shift m Δ ψ , Δ ψ = 2 π / M . By introducing the following new variables:
it follows that:
( )
www.witpress.com, ISSN 1755-8336 (on-line)
Note that the coeffi cients in (30) depend on time through ψ . This time dependency is particular. For the usual case of a three-bladed rotor,
so the * v coeffi cients will only contain the harmonics that are multiples of the number of blades, i.e. k = 3, 6, 9, … Thus by taking as example the non-dimensional fl ap defl ection at the blade tip, 0 v will be the cone angle of the tip-path plane while ,1 c v and ,1 s v will give the tilt and yaw angles of the rotor. The rotational transformation is not restricted to the DOF. The same transform is applied to the dynamic equations, an operation equivalent to considering each equation as a dependent variable to which eqn ( 30 ) applies.
In practical terms, the above analysis is carried out as follows. Consider the full set of non-linear aeroelastic equations. The fi rst step is to construct a periodic solution. To this end, the non-linear equations are integrated in time until a periodic response (with respect to the rotor speed) is reached. If the conditions are close to instability the time domain calculations provide a response that contains significant components in all the basic frequencies of the system. In such a case, all frequencies besides the rotational frequency 1/rev and its basic multiple M /rev are fi ltered by means of Fourier transformation.
The next step is to linearize the problem. Based on the periodic solution obtained, the system is reformulated in perturbed form. To this system, the rotational transformation is applied on both the DOF and the equations. The end result of this procedure is a dynamic system with constant coeffi cients and therefore the standard eigenvalue analysis can provide directly its stability characterization.
The passage from the rotating to the non-rotating system affects the eigenfrequencies. For a simple system, the modes in the non-rotating system will be equal to those in the rotating system +/-the rotational speed. The modes produced in this way are called progressive and regressive . However in the case of a complicated system as that of a complete wind turbine, the regressive and progressive modes will be coupled with the non-rotating parts of the system and so their identifi cation is more diffi cult [ 25 ] .
Note that the perturbed equations are general and apply to both linear and nonlinear contexts. In fact, non-linear responses can be obtained by iteratively solving the linearized set of equations until perturbations are eliminated. Therefore this kind of formulation can be also used for non-linear stability identifi cation. Typically non-linear damping computations are based on either the assessment of the aerodynamic work [ 26 ] or signal processing of the transient responses [ 27 ] . The assessment of the aerodynamic work is applied at the level of the isolated blade, as a means of validating linear analysis results. In such a method the work done by the aerodynamic loads acting on the isolated blade is calculated for the blade undergoing a harmonic motion according to the shape and the frequency of the specifi c aero-elastic mode considered. It has been shown that the aerodynamic work is directly related to the damping of the mode considered [ 26 ] . So, it is possible to get a clear insight of the damping distribution along the blade span, as well as to identify the effects from the non-linearity of the aerodynamics.
More advanced modeling issues
The beam model presented in Section 3 is the simplest possible. Besides assuming small displacements and rotations it also suppresses shear (Bernoulli model) which can be important. Including shear leads us to the Timoshenko beam model while large displacements and rotations require upgrading of the model to second order. These two aspects of structural modelling are briefl y discussed in the sequel.
Timoshenko beam model
In geometrical terms, introducing shear consists of assuming that the cross sections along the beam axis will no longer remain normal to the axis of the beam. This means that q x and q z in eqn ( 3 ) 
which result in the following virtual work terms:
The virtual work in eqn ( 32 ) is equal to d u T Ku , with u = ( v , w , q x ) T . So by assuming that the same shape functions N are used for v , w and : , ,
Nw N , the stiffness matrix of an element takes the form given in eqn ( 33 ). Note that K e is no longer diagonal as in (7). In fact if the full (non-linear) Green strain is used, K e will be fully completed. The above formulation can be similarly extended to also include shear in the x -y plane: 
In the case of a 3D beam structure of general shape, the same approach is followed but now the derivation involves the introduction of curvilinear co-ordinates which makes things a little more complicated. Such a need is a direct consequence of the fact that cross sections in the deformed state are no-longer normal to the beam axis and therefore the variables x , h , z we use in defi ning the Green strain are non-orthogonal (for additional reading see [ 8 , 14 ] ).
Second order beam models
Current design trends suggest that wind turbines will get bigger in future and this will eventually lead to more fl exible blades. Therefore it could turn out that the assumption of small displacements and rotations will be no longer suffi cient. One option is to upgrade the model into second order as already developed for helicopter rotors in the mid 70s. The derivation is too lengthy so we will only outline the main ideas (for further reading, see [ 28 , 29 ] ).
The formulation is carried out in the same three steps as in the fi rst order model: fi rst the displacement fi eld is defi ned which is next used in order to determine the strains. Assuming linear stress-strain relations, the stress distributions are readily obtained. Finally the stresses are integrated over the cross sections of the beam material, and so the sectional internal loading is obtained. The main complication originates from the form the displacements take.
With respect to the [O; xyz ] beam system, the elastic axis of the beam will lie along the y axis only in its un-deformed state. In order to describe the geometry of the beam in its deformed state, a local [O ′ x h z ] system is defi ned that follows the pre-twist and elastic defl ections of the beam ( Fig. 8 ) . The h axis of this co-ordinate system follows the deformed beam axis at any position whereas x and z defi ne the local principle axes of each cross section. At the un-deformed state y and h will coincide while x -z will differ from x -z by the angle defi ning the principal axes of each section. The position vector of any point of the deformed beam with respect to the beam system [O; xyz ] is given by 
where q t is the local twist angle and
Even if warping is neglected the complication of the model is clear. There are several non-linear terms which will render the overall code implementation hard to follow especially in the multi-body context. For example, the expression for the tension force will become:
Modes at stand still
Modes were introduced as the function basis with respect to which the behaviour of a linear system is fully described. There are three levels of modal analysis: the purely structural, the aeroelastic and the servo-aeroelastic. The case of a wind turbine at stand still is convenient for estimating the purely structural modes. At stand still, the rotor is blocked by the braking system so there is no rotation and the generator contributes only with its weight. Assuming almost zero infl ow, aerodynamic loading can be neglected. One advantage of stand still conditions is that they can be easily reproduced in full scale. So measurements can be used as a basis for validating and fi ne tuning structural models. By setting the rotation speed equal to zero certain inertial terms are eliminated and therefore the stand still modes will not exactly represent the modal behaviour of wind turbines in operation. Of course wind turbines rotate slowly and therefore modes will not substantially change as in other rotor applications [ 23 ] . For a well balanced rotor the basic frequency is the rotation frequency p multiplied by the number of blades and its multiples. So for a three-bladed turbine the natural frequencies should be placed away from 3p and 6p in order to avoid resonance. The required margin depends on many factors but one should keep in mind that large margins are not possible. Besides the natural modes of the different components, coupled modes will appear as a result of their inter-connections. In Fig. 9 the natural frequencies of 3 three-bladed commercial machines taken from the late 1990s, are compared. The lowest two modes are the lateral and longitudinal bending modes of the tower which appear in between 1p and 2p. Such low values are due to the large mass placed on top of the tower. Next appears the drive train torsion mode which must be <3p and fi nally the lower blade modes. There are three fl ap bending modes: the symmetric and two asymmetric. The symmetric 0.00 mode corresponds to the natural frequency of the blades while the asymmetric are coupled modes; one is coupled with the tower torsion and concerns the yawing of the rotor while the other is coupled with the tower bending and concerns the tilting of the rotor. Because the tower modes are low, the coupled modes will be lower as compared to the symmetric one. In most designs the symmetric mode appears near 4p for three bladed rotors so that there is some margin to accommodate the coupled modes. In purely structural terms one would desire a stiffer blade, but this would increase the cost which is, in the case of wind turbines the most important design driver. Finally as regards the lead-lag (or edgewise) motion, due to higher stiffness the fi rst stand still fi rst mode should appear in the vicinity of 6p so that when in operation, the coupled modes are at 5 and 7p and thus 6p is avoided. The quality of structural models based on beam theory can be quite good. In Table 1 predictions obtained for a commercial wind turbine are compared to measurements indicating a maximum error of 7%.
Dynamic simulations
Dynamic simulations refer to situations in which the excitation is time varying. Dynamic excitation on wind turbines is caused by the wind infl ow and can be either periodic or non-periodic (the latter are usually referred to as stochastic). Typical periodic excitations are generated by the mean wind shear, the yaw misalignment, the blade-tower interaction and possibly the control. Non-periodic excitations are related to the turbulent character of the wind. Strictly speaking in practice the wind turbine is always stochastically excited. However it is possible to extract the periodic part of the response by averaging with respect to the azimuth angle. Azimuthal averaging can be performed with measurements and simulations. A result of this type is given in Fig. 10 . The azimuthal variation of the predicted fl apwise bending moment at blade root (left) and of the shaft tilting moment are compared against full scale measurements. The model used is described in [ 31 ] . It consists of combining a BEM aerodynamic model with a multi-body structural model of the type described in the previous paragraphs.
In the fl apwise direction the blade is expected to respond to its natural frequency which is ∼ 4p in accordance with our previous discussion. There is also a small 1p variation which is due to wind shear. At 180 o the blade passes in front of the tower which constitutes an extra excitation which explains the higher load amplitude between 180 o and 270 o . The overall agreement is good although the effect of the tower is slightly more pronounced in the simulation. Going on to the shaft, a clear 3p dominance is found. On top of the 3p variation there is also a 6p variation in the simulation. This is because the rotor has three blades contributing to the shaft bending loading and therefore multiples of 3p are excited. A 1p is not expected unless there is a mass imbalance on the rotor which is apparently the case for the specifi c machine as indicated in the measurements. Again the overall agreement between the predicted and the measured responses is good in terms of amplitudes. There is a level difference which could be due to many reasons. Quite often level differences originate from measuring errors which are not easy to detect before hand.
Azimuthal averaging produces deterministic information on the loads in the sense that the loading will undergo the same load variation for any full rotation. Therefore it is necessary to also add the stochastic part corresponding to nonperiodic variations. Information of this kind is given by the load spectrum. Figure 11 depicts the power spectral densities (PSDs) of the two loads considered previously in log scale. It is expected to have high spectral energy at 1p (=0.5 Hz for this particular machine) and its multiples. The spectrum of the fl apwise bending moment at blade root, shows high activity at 1p and in between 3p and 4p. 1p excitation is due to wind shear, tower blade passing and the rotational sampling of the wind spectrum, while the activity between 3p and 4p corresponds to the blade modal excitations. It is in this frequency range that the blade fl ap modes appear: the symmetric at ∼ 4p as well as the two asymmetric. On the other hand the spectrum of the shaft tilt moment is dominated by the 3p excitation. The 1p excitation seen in the measurements is completely absent in the simulation. As already discussed this is due to mass imbalance. Blade load results are also shown in Fig. 12 for the same wind turbine now operated in a fl at terrain site [ 33 ] . In this case the mean wind is 15.4 m/s. However, a 6.0 o yaw misalignment is present which explains the pronounced 1p variation on both diagrams. Again the agreement between predictions and measurements is good. In this particular case, predictions are shown also from a free wake aerodynamic code [ 34 ] also showing good correlation to measurements.
The spectral information is the input to fatigue analysis. Fatigue is related to the frequency content of load amplitudes. The basis of fatigue analysis is to count how many times a specifi c load change (or range) appears. To this end, the load ranges, i.e. the difference between a local min and the next max, are sorted in bins and the number of samples (or cycles) per bin is recorded. In this way the cumulative fatigue spectrums are produced. In Fig. 13 such spectrums are shown for the loads Figure 11 : PSDs of loads for a 500 kW stall wind turbine operating in complex terrain at 13 m/s mean wind speed [ 32 ] . www.witpress.com, ISSN 1755-8336 (on-line) considered in Fig. 10 . Note that the material fatigue data are given similarly and therefore it is possible to assess the fatigue strength of the design. Of course fatigue assessment requires the complete load spectrum so that the targeted life time of the machine is reproduced. The procedure is detailed in the IEC standard [ 35 ] and involves a long list of 10-min simulations covering the entire range of mean wind speeds.
Stability assessment
Stability appeared as a problem when wind turbines were fi rst up-scaled to 600 kW. At that time most wind turbines were stall regulated and research identifi ed dynamic stall as the main driver of aeroelastic instability [ 21 , 36 ] . In order to analyze aeroelastic stability, specifi c tools were developed and validated against fullscale tests measurements; see for example [37] [38] [39] [40] . The majority of these models combine the BEM aerodynamic theory with multi-body system dynamics using beam theory, similarly to the previously described analysis. For stall regulated machines, the damping of the tower lateral bending mode as well as the blade lag modes is marginal at high wind speeds where stall is expected to have its major effect as shown in Fig. 14 . Two sets of results are considered, both obtained for zero structural damping which in log scale is estimated to add 6-10%. The fi rst set, denoted as "fi xed RPM" corresponds to the modelling of the drive train as a spring. In this case, the damping of the tower lateral bending mode and the blade lag modes is negative at all wind speeds. Since there is no other source of damping except what unsteady aerodynamics contributes, it follows that this contribution is negative. Fixing the RPM is not realistic and the generator should be also included. A simple generator dynamics consists of assuming that the generator torque is proportional to the rotor speed which will add extra damping. The corresponding results are denoted as "generator". There is a substantial increase in the damping of the tower lateral bending mode and the symmetric lag bending mode of the blade. If structural damping is added the situation will become Figure 13 : Fatigue loads spectrum for a 500 kW stall wind turbine operating in complex terrain at 13 m/s mean wind speed [ 32 ] .
only marginally stable which explains why stall regulation has been substituted by pitch regulation in the design of multi MW machines. Pitch regulation limits the onset of stall by keeping the mean angles of attack along the blade up to the level of maximum lift. However light stall will occur close to maximum lift fl ow conditions which correspond to wind speeds around rated power production. This is shown in Fig. 15 . Even at fi xed RPM, the range of wind speeds with negative damping is limited around the rated wind speed. When the generator is added the damping increases substantially and attains higher positive values as compared to the stall regulated situation. So in conclusion, theory indicates that wind turbines are subjected to low damping in certain modes. In order to assess the validity of this result comparison with full scale measurements is needed. This is done in Figs 16-18 loads with a total duration of several hours. Three sets of simulation results are shown. The "Beam1+BEM" results were obtained using Euler-Bernoulli beam theory for the structure and BEM theory for the aerodynamics. Models of this kind represent the current state of art and can be used either in their linearized form (denoted as "lin") or in their original non-linear form (denoted as "nonlin"). The "Beam2 + FreeWake" results have been obtained using the second order beam theory outlined in Section 7.2 and the free wake aerodynamic model described in [ 34 ] . Free wake aerodynamic modelling is a 3D model with signifi cantly higher computational cost and therefore is regarded as a research tool. Figures 16 and 17 show the results for the two tower bending modes. Both predictions and measurements clearly indicate that the lateral bending mode is the one less damped. However for this particular case predictions signifi cantly underestimate the damping. In the specifi c simulations, this underestimation is due to the fact that the generator dynamics were not included which as already mentioned improves stability. Another point is that the scatter of the measurements was large and so of non-negligible uncertainty. Otherwise there is a noticeable mirror effect between the linear and non-linear results for the lateral mode near the rated wind speed (13 m/s). Contrary to linear models which give over this range minimum damping, non-linear models predict maximum damping. Note that in the longitudinal tower mode the non-linear results resemble to the trends of the test data. The best correlation was found for the "Beam2 + FreeWake" prediction which indicates that non-linear effects play an important role in terms of accuracy. This point is further supported by the results for the regressive and progressive lag modes of the blade shown in Fig. 18 . Both non-linear models provide good damping predictions. In particular the "Beam2 + FreeWake" follows better the trend in the high wind speed range. So in conclusion the validation procedure indicates that stability modelling can reproduce the stability characteristics of wind turbines and that predictions are on the safe side which is very important in design. 
