Abstract. We obtain Harnack estimates for a class of curvature flows in Riemannian manifolds of constant non-negative sectional curvature as well as in the Lorentzian Minkowski and de Sitter spaces. Furthermore, we prove a Harnack estimate with a bonus term for mean curvature flow in locally symmetric Riemannian Einstein manifold of non-negative sectional curvature. Using a concept of duality for strictly convex hypersurfaces, we also obtain a new type of inequalities, so-called pseudo-Harnack inequalities, for expanding flows in the sphere and in the hyperbolic space.
Introduction
Let (N = N n+1 ,ḡ), n ≥ 2, be a Riemannian or Lorentzian manifold and let M = M n be a smooth, complete and orientable manifold. For flat ambient spaces, we use ·, · instead ofḡ. Put σ = 1 in the Riemannian case and σ = −1 in the Lorentzian case.
Let x : M ×[0, T * ) → N be a family of strictly convex 1 and spacelike 2 embeddings, which evolves by the curvature flow (1.1)ẋ = −σf ν − x * (grad h f ), where ν is a unit normal vector field along M t = x(M, t) (which satisfies σ =ḡ(ν, ν) from the spacelike condition), and with grad h f defined by h(grad h f, X) = df (X) ∀X ∈ T M or in coordinates, grad h f := b ij df (∂ j )∂ i .
Here (b ij ) is the inverse of the second fundamental form (h ij ). The speed f is a smooth and strictly monotone function of the principal curvatures, which may also depend on other data, depending on the ambient space, compare Assumption 2.13.
Let r : M × [0, T * ) → M be the one-parameter family of diffeomorphisms associated with grad h f ; that is, r(·, 0) = id andṙ = grad h f . If M is compact, then for each t ∈ [0, T * ), r t : M → M is uniquely defined and a diffeomorphism. If M is co-compact so that M/G is compact where G is a Lie Group acting on M , and the flow M t is invariant under G, again r t is a uniquely defined diffeomorphism for each t ∈ [0, T * ). Definingx(ξ, t) := x(r(ξ, t), t),ν(ξ, t) := ν(r(ξ, t), t) anď f (ξ, t) := f (r(ξ, t), t), we see that the flow (1.1) is equivalent to the curvature flow
We callx the standard parameterization as in [2] . Differential Harnack inequalities are pointwise derivative estimates which usually enable one to compare the speed of a solution to a curvature flow at different points in space-time. Central to our approach in obtaining Harnack inequalities for a class of curvature flows (1.2) is a reparameterization of the flow given by the flow (1.1). In a Euclidean background, N = R n+1 , the Gauss map ν : M × [0, T * ) → S n is a diffeomorphism for t if x(M, t) is strictly convex. The Gauss map parameterization y : S n × [0, T * ) → R n+1 , cf.
[2], is such that ν(y(z, t), t) = z for all z ∈ S n whencė ν = 0. Furthermore, calculations may be performed with respect to the fixed, canonical, round metric g can on S n . These two properties, a static metric and static normal provide immense benefit, not only in simplifying the generally long computations associated with differential Harnack inequalities, but also by lending insight into why such long computations yield such a simple, elegant differential Harnack inequality.
The Gauss map parameterization just described is manifestly Euclidean, and given the utility of such a parameterization, analogous results in other background spaces should be highly prized. The cornerstone of our approach is that the normal ν is static in the parameterization (1.1) and the time derivative of the induced metric g is only felt through the changing parameterization, x. See (3.5), analogous to the Gauss map parameterization, valid in arbitrary backgrounds.
For the Harnack quantity we define (1.3) u :=ḟ f .
Therefore, u = ∂ t ln |f | just as for Li-Yau [22] and Andrews [2] . Then writing u in the standard parameterization, we find thaṫ
which is precisely the standard Harnack quantity in the Euclidean space.
Our first theorem includes previously known Harnack inequalities in the Euclidean space and extends them by allowing the speed to depend on the "support function". Furthermore, it provides Harnack inequalities for a class of curvature flows in the Minkowski space which are completely new.
Suppose there is a subgroup G of future preserving isometries of the Minkowski space such that I(x(M )) = x(M ) for all I ∈ G and G acts properly discontinuously on M. Let us put K = M/G. If K is compact, we say that M is co-compact. Let I * denote the linear part of I ∈ G (e.q., I = I * + v such that I * ∈ O + (n, 1), v ∈ R n,1 , where O + (n, 1) is the space of future-preserving linear transformations preserving the Lorentzian inner product and R n,1 denotes the Minkowski space) and also put G * = {I * : I ∈ G}. If in addition G * = G, we say M is standard.
Write H n for the hyperbolic space. A function ψ : H n → R is called G * -invariant, if ψ(I * z) = ψ(z) for all z ∈ H n and I ∈ G. Therefore, ψ : H n /G * → R is welldefined. Theorem 1.1. Let N = N n+1 be either the Euclidean space R n+1 or the Minkowski space R n,1 and M = M n be a smooth, connected, complete and orientable manifold, which is compact in case N = R n+1 . Let x : M × (0, T * ) → N be a family of strictly convex, spacelike embeddings that solves the flow equation
is positive and satisfies
• F is a positive, strictly monotone, 1-homogeneous curvature function that is inverse concave for −1 < p and inverse convex for p > −1. Suppose one of the following conditions holds:
(
is positive and the solution is compact, strictly convex and if ϕ = 1 then s(·, t) > 0 for all t.
(2) N = R n,1 , ϕ = ψ ≡ 1, the solution is co-compact, spacelike and strictly convex. (3) N = R n,1 , ϕ ≡ 1, the solution is co-compact, spacelike and strictly convex and ψ :
, smooth function, s(·, t) > 0 for all t, and the solution is standard, spacelike and strictly convex. Then for p > −1 the following Harnack inequality holds
and the inequality is reversed if p < −1. Also, for p = −1, ϕ = 1, under either of these four conditions the following statements hold:
3 For a better readability we omit theˇin this and the following theorems for flows in the standard parametrization.
(1) If F is inverse concave, then
Remark 1.2. The proof of Theorem 1.1 does not make any use of the simply connectedness of R n+1 , so it is also possible to allow N to be a quotient of R n+1 , for example, a flat torus T n , n ≥ 3.
Remark 1.3. Note for a standard, spacelike and strictly convex hypersurface x(M ), s is well-defined on K : H n for t ∈ (0, ∞), a solution to the expanding flow with f = F p (assuming ϕ = ψ = 1). Then equality holds in the Harnack inequality. In fact, the support function of x(M, t) is given by
. Hence, we havė
This verifies that x(M, t) serves as a solution for any t > 0. Also, calculate
. Therefore, for this particular solution the equality is obtained in the Harnack inequality. Note that if t → 0, then x(M, t) → { z, z = 0 : z 0 ≥ 0} (e.q., boundary of U) with support function equal to zero. Theorem 1.1 includes and extends (even in the Euclidean case) the previously known differential Harnack estimates in [2], [10, 23, 30] . For more general functions of the mean curvature in the Euclidean case see [29] . To our knowledge, the only available Harnack estimates for curvature flows having the support function in their speeds are for centro-affine normal flows [20, 21] . In this respect, our result is new even in the Euclidean case.
In other ambient spaces, far less is known, due to the complications which arise from the ambient curvature tensor. So far, the only setting of non-constant sectional curvature for which we could obtain a Harnack inequality with a bonus term for the mean curvature flow is the locally symmetric Riemannian Einstein manifolds of non-negative sectional curvature. Theorem 1.6. Let N = N n+1 be a locally symmetric Riemannian Einstein manifold of non-negative sectional curvature. Assume that M = M n is a smooth, connected, compact and orientable manifold. Then along any strictly convex solution x : M × (0, T * ) → N to the mean curvature floẇ x = −Hν there holds
whereR is the constant scalar curvature of N .
Examples of suitable N satisfying the assumptions of the theorem are irreducible symmetric spaces of compact type and quotients thereof [5, 7.75] . In particular, an interesting example that satisfies the assumptions of this theorem is the complex projective space N 2n = CP n . Compare [27] for a recent result on mean curvature flow in CP n . If we have a more symmetric ambient space, we can obtain Harnack inequalities for a larger class of speeds. The next theorem includes our Harnack inequalities from [6, 7] and presents new Harnack inequalities, for example, in de Sitter space. Note as with Theorem 1.1 (see Remark 1.2) and Theorem 1.6 the results hold for quotients and not just the simply connected case. Suppose either (1) N is a Riemannian (σ = 1) spaceform with constant sectional curvature K N = 1, and the solution is strictly convex or (2) N is a Lorentzian (σ = −1) spaceform with constant sectional curvature K N = 1, and the solution satisfies 0 < κ i ≤ 1. Then the following Harnack inequality holds along the flow:
Remark 1.8. In Theorems 1.6 and 1.7, it would not effect the result, if we attached an anisotropic factor to the respective speeds H and F p , i.e., if we considered
where ψ is a positive smooth function on the unit sphere bundle in T N, which is invariant under parallel transport in (N,ḡ).
Furthermore, employing duality, we obtain "pseudo"-Harnack inequalities for a class of curvature flows in the spherical and the hyperbolic space. Theorem 1.9. Suppose F is a positive, strictly monotone, 1-homogeneous, inverse convex curvature function and f = −F p with −1 ≤ p < 0. Let M = M n be a smooth, connected, compact, orientable manifold and x : M × (0, T * ) → N be a solution to the flow equationẋ = −f ν. Suppose either (1) N is the sphere, and the solution is strictly convex or (2) N is the hyperbolic space, and the solution is strictly horoconvex 4 .
Then the following inequality holds along the flow:
The term pseudo-Harnack reflects the fact that the inequality in Theorem 1.9 does not have the gradient term as opposed to the inequalities in Theorems 1.1 and 1.7 and thus would not allow one to compare the solution at different points in space-time, nevertheless, it is a point-wise estimate on ∂ t f , which is independent of the initial data. This new type of inequality suggests while in a negatively curved ambient space the standard Harnack quantity u may fail to yield any interesting inequality, yet a weaker form (obtained by dropping the gradient term) may provide a useful inequality.
Connection to the cross curvature flow. In [11] , Chow and Hamilton introduced an interesting fully nonlinear heat flow for negatively (or positively) curved metrics on a 3-manifold, called the "cross curvature flow" (in short "XCF"). This nonlinear curvature flow of metrics is dual to the Ricci flow in the following sense. The identity map from a Riemannian 3-manifold to itself, where the domain manifold has the cross curvature tensor as the metric (assuming the sectional curvature is either everywhere negative or everywhere positive), is harmonic, while the identity map from a Riemannian 3-manifold to itself, where the target manifold has the Ricci curvature tensor as the metric (assuming the Ricci curvature is either everywhere negative or everywhere positive), is harmonic. Chow and Hamilton prove a monotonicity formula for XCF and give strong indications that the XCF should deform any negatively curved metric on a compact 3-manifold to a hyperbolic metric, modulo scaling. Also, they express strong hopes that the XCF should enjoy a Harnack inequality. Recently, it has appeared in [4] that if the universal cover of the initial 3-manifold is isometrically embeddable as a hypersurface in Minkowski 4-space (or Euclidean 4-space), then the Gauss curvature flow of the hypersurface yields the cross curvature flow of the induced metric. When, also, the manifold is closed, the global existence and convergence hold [4] . In that case, it is a corollary of Theorem 1.1 that indeed a Harnack estimate for XCF exists; see inequality (6.1).
Moser parabolic Harnack Inequality. A differential Harnack inequality of the form (1.4) is related closely to the well-known Moser-type Harnack inequalities. Note that the normal speed f of the flow evolves by a parabolic equation, and as such a parabolic Harnack inequality as derived by Moser [25] is expected. As initially described by Li and Yau [22] and later adapted by Hamilton in the case of curvature flows [16, 17, 18] , integrating along space-time paths yields the Moser parabolic Harnack inequality. In fact, the Li-Yau-Hamilton type differential inequality is equivalent to the Moser parabolic Harnack inequality, a fact not often expressed explicitly and described here by the next theorem. All the Harnack inequalities described in our main theorems are all of Li-Yau-Hamilton type (1.5), and hence we obtain a Moser parabolic Harnack inequality (1.6) in all those cases. Theorem 1.10. Let N = N n+1 be a semi-Riemannian manifold and M = M n be a smooth, connected, complete, orientable manifold. Suppose
is a family of strictly convex embeddings satisfyinġ
where f : M × (0, T * ) → N is a smooth and nowhere vanishing function. Assume that q ∈ C 0 ((0, T )). Then
if and only if for all x 1 , x 2 ∈ M and t 2 > t 1 > 0 there holds
where
and the infimum and supremum are taken over all smooth curves γ with γ(
In particular,
Proof. Now, let X be an arbitrary tangent vector to M . Note that
Therefore,
with equality precisely when X = −2 grad h f. Hence the Li-Yau-Hamilton differential inequality (1.5) holds if and only if,
or with the opposite inequality in the case f < 0. Next we show that the Moser parabolic Harnack inequality, (1.6) is equivalent to equation (1.7) by integrating along space-time paths. Let x 1 , x 2 ∈ M and γ : [t 1 , t 2 ] → M be any curve connecting x 1 at time t 1 to x 2 at time t 2 ; that is, γ(t i ) = x i , i = 1, 2. Keeping in mind that f is either strictly positive or strictly negative, we have
Taking exponentials,
where we may drop the absolute value on |f | since both numerator and denominator have the same sign. Assuming equation (1.7) holds, we have
for every x 1 , x 2 and every γ joining x 1 at t 1 to x 2 at t 2 . The opposite inequality holds when f < 0. Then using equation (1.8), we obtain for f > 0,
In (1.9), since the left hand side is independent of γ, we may take the supremum of the right hand side over all γ joining x 1 at t 1 to x 2 at t 2 to obtain
Rearranging gives the Moser parabolic Harnack (1.6). Similarly in (1.10), take the infimum and rearrange to obtain the Moser parabolic Harnack (1.6) Conversely, if the Moser parabolic Harnack (1.6) holds, then equation
with the opposite sign when f < 0. Taking logarithms yieldŝ
for every x 1 , x 2 , t 1 , t 2 and γ. Hence the inequality holds pointwise which is precisely equation (1.7).
Solitons. The Harnack inequality is closely related to solitons in flat backgrounds (other backgrounds do not have sufficiently many isometries to provide symmetries of the flow). The philosophy put forward by Hamilton in [17, 18] is that equality should be attained on expanding solitons, just as equality in the Li-Yau Harnack inequality [22] which is attained by the heat kernel, itself an expanding soliton. Thus Hamilton follows a procedure of differentiating the soliton equation to obtain soliton identities which eventually lead to the appropriate form for the Harnack quantity. We follow this philosophy by showing that the parametrization (1.1) is naturally suited to the deduction of Harnack inequalities. For the purposes of this discussion it is enough to consider Euclidean space (N,ḡ) = (R n+1 , ·, · ), homothetic solitons, and degree p-homogeneous speeds f , p = −1. Similar arguments also apply to Minkowski space.
Let M be a smooth, connected, compact and orientable manifold. A homothetic soliton may be described as a pair (x 0 , λ) with x 0 : M → N an immersion and λ : [0, T * ) → R a smooth, positive function satisfying
Simple scaling arguments give
Here we think of f (ξ, t) = f (W(ξ, t)) as a smooth function M → R and likewise for f 0 (ξ) = f (W(ξ, 0)). We also, by the usual abuse of notation, write x for the position vector field in R n+1 at the point x. Using equations (1.11) and (1.12) we have
where C 0 is a constant. This equation is necessary and sufficient for homothetic solitons, completely characterizing them. From (1.12) we see that the normal ν is fixed under the flow (1.11) and hence necessarily x must evolve by (1.1). To see this, let the flowẋ = −σf ν − x * V have the property ∂ t ν = 0 for some V ∈ T M . For all X ∈ T M we have
which is only possible if V = grad h f. This was already pointed out by Chow in [10] , whereas he did not use this flow to deduce the Harnack inequality. Due to this relation, the reparametrization (1.1) seems naturally suited to Harnack inequalities, since under a homothetic soliton the ratio of maximal to minimal curvature is in fact constant in time.
Let us investigate the behavior of our proposed Harnack quantity u =ḟ f on a soliton. By (1.12) we get
Therefore, the soliton ODE, (1.13), is very simple to deduce (note on a soliton u is just a function of time in the parametrization (1.1)). Hence the hope that (1.1) might simplify the excruciating calculations in obtaining Harnack inequalities is justified. Indeed, one of the major achievements of the present paper is our ability to deduce the evolution of (1.3) for strictly convex flows in any Riemannian or Lorentzian ambient space for a huge range of speed functions. This is quite a surprise, having in mind the tremendous computational effort in previous works.
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Background and Notation
Notation and Basic Definitions. For a semi-Riemannian manifold (M, g), flatand sharp-operators are defined as follows.
i.e., the operator always lowers the last index to the last slot. We stipulate the sharp operator to reverse this transformation, i.e.,
equivalently,
If the metric is denoted by some other symbol, i.e.,ḡ, these operators will also be furnished accordingly, e.g.,¯ . We will also use this notation even if g happens to be negative definite. For a spacelike embedding into a semi-Riemannian manifold (N n+1 ,ḡ),
we let g = x * ḡ be the induced metric and the second fundamental form is defined by the Gaussian formula for some given local normal field ν,
where∇ and ∇ denote the Levi-Civita connections ofḡ and g respectively. The Weingarten map is given by
From this and differentiating 0 =ḡ(ν, x * Y ), we obtain the Weingarten equation
Generally, geometric quantities of the ambient manifold are denoted by an overbar, e.g., our definition of the (1, 3) Riemannian curvature tensor ofḡ is given by 
. Therefore, we may rewrite (2.4) equivalently as follows
where denotes the projection onto T M and we stipulate that whenever we insert X ∈ T M into ambient tensors, we understand X to be the push-forward x * X.
For a bilinear form B, B t denotes its transpose,
and B sym denotes its symmetrization,
Speed Functions. We introduce the form of the speeds f we consider in (1.1).
First we revisit some of the theory of curvature functions.
Curvature functions. It is well-known that a symmetric function (i.e., invariant under permutation of variables) Φ ∈ C ∞ (Γ) on an open and symmetric domain Γ ⊂ R n induces a function F ∈ C ∞ (Ω) on an open subset of endomorphisms of an n-dimensional real vector space E, which are selfadjoint with respect to some fixed underlying scalar product E; see, for example, [1, 3, 9, 13] . These approaches all suffer from the drawback that certain well-known formulas for derivatives of F only hold in direction of selfadjoint operators. Since our reparametrization (1.1) produces several non-selfadjoint operators, we would like to have extended versions of these formulas. In this section, we collect some of the properties which hold whenever F is defined on an open subset of the space of endomorphisms L(E), e.g., the mean curvature H(W) = Tr(W). The details can be found in [28] .
Symmetric functions and Operator functions.
Definition 2.1. Let E be an n-dimensional real vector space and Γ ⊂ R
n be an open and symmetric domain.
(i) L(E) denotes the space of endomorphisms of E and D Γ (E) ⊂ L(E) is the set of all diagonalizable endomorphisms with eigenvalues in Γ. (ii) On D R n (E) we define the eigenvalue map EV by
where κ is the ordered n-tuple of eigenvalues of W with κ 1 ≤ · · · ≤ κ n .
(iii) Let Φ ∈ C ∞ (Γ) be a symmetric function. F is said to be an associated operator function of Φ, if there exists an open set Ω ⊂ L(E), such that F ∈ C ∞ (Ω) and
It is convenient to give some examples right away.
Example 2.2. The power sums for 0 ≤ k ∈ Z is defined by
The associated operator functions P k defined on Ω = L(E) are given by
Write s k for the k-th elementary symmetric polynomial defined on Γ = R n ,
It is well-known that s k can be written as a function of the power sums,
where χ is a polynomial, cf. [24] . Hence the associated operator functions H k are
Note that the following identity holds
Moreover, if Φ ∈ C ∞ (Γ) for an open, symmetric domain Γ ⊂ R n , then Φ can be written as a smooth function of the elementary symmetric polynomials (see [15] ), and hence Φ can also be written as a smooth function of the power sums,
and the associated operator function, defined on some open set Ω ⊂ L(E), is (2.6)
For such a pair of symmetric functions Φ ∈ C ∞ (Γ) and F ∈ C ∞ (Ω), we will now state some of the properties of their derivatives, which in particular recover the well-known formulas when restricting these maps to selfadjoint transformations. However, note the difference in (2.7) with, for example, [3, Thm. 5.1] and [13, Lemma 2.1.14].
Theorem 2.3. The following two statements hold.
(i) Let E be an n-dimensional vector space, and assume that Γ ⊂ R n is open and symmetric. Consider Φ ∈ C ∞ (Γ) defined in (2.5) and let F ∈ C ∞ (Ω) be the associated operator function (2.6). Then we have
, then F (W) and W are simultaneously diagonalizable. For a basis {e 1 , . . . , e n } of eigenvectors for W with eigenvalues κ = (κ 1 , . . . , κ n ), the eigenvalue F i of F (W) with eigenvector e i is given by
(ii) Suppose in addition that Γ is convex, W ∈ D Γ (E) and (η i j ) is the matrix representation of some η ∈ L(E) with respect to a basis of eigenvectors of W. Then there holds
where f is evaluated at κ. The latter quotient is also well-defined in case κ i = κ j for some i = j.
Sketch of proof. By a direct calculation one can show that this result holds for all power sums and the chain rule carries this over to all functions of them. Details can be found in [28] .
We will also need an associated map defined on bilinear forms with the function F . Let us write B(E) and B + (E) for the set of bilinear forms and positive definite bilinear forms on E respectively.
6). Define the open set
Then F is smooth and for any a ∈ B(E) we have
Properties of symmetric functions. Let us put
Definition 2.5. Let Φ ∈ C ∞ (Γ + ) be symmetric and assume F ∈ C ∞ (Ω) is the associated operator function given by (2.6). The inverse symmetric function of Φ is defined byΦ
and the associated operator function is defined as
for all W ∈ GL n (R) with W −1 ∈ Ω.
Definition 2.6. Let Γ ⊂ R n be open and symmetric and Φ ∈ C ∞ (Γ) be symmetric.
(i) Φ is strictly monotone, if
(ii) Assume in addition that Γ is a cone. Φ is homogeneous of degree p ∈ R, if
(iii) Φ is inverse concave (inverse convex), ifΦ is concave (convex).
These properties carry over to the associated operator function:
Proposition 2.7. Let E be an n-dimensional vector space, and assume that Γ ⊂ R n is open and symmetric. Consider Φ ∈ C ∞ (Γ) and F ∈ C ∞ (Ω) as in (2.5) and (2.6). Then the following statements hold. Remark 2.8. Slightly abusing terminology, especially when it comes to convexity or concavity, we say F is strictly monotone, homogeneous, concave or convex , if Φ has the corresponding properties.
The following inequality for 1-homogeneous curvature functions is very useful. The idea comes from [3, Thm. 2.3] and also appeared in a similar form in [7, Lem. 14]. The proof can be found in [28] .
Proposition 2.9. Let E be an n-dimensional real vector space. Let Φ ∈ C ∞ (Γ + ) and F ∈ C ∞ (Ω) be as in (2.5) and (2.6) with the further assumptions that F is symmetric, positive, strictly monotone and homogeneous of degree one. The following statement holds:
For every pair W ∈ D Γ+ (E) and g ∈ B + (E) such that W is selfadjoint with respect to g, we have
where ad g (η) is the adjoint with respect to g.
Remark 2.10. A simple calculation reveals that if we set
then from the inequality (2.8) we have
Example 2.11. Let us define
(1) s 1 (κ) = H 1 (W) = Tr(W) is strictly monotone and inverse concave on Γ 1 . (2) s n (κ) = H n (W) = det(W) is strictly monotone on Γ n . A curvature function F is said to have the properties from Definition 2.6, if Φ has the corresponding properties.
The normal variation speeds for the flow (1.1) do not solely depend on the principal curvatures, and they are of a more general form satisfying the following assumptions.
Assumption 2.13. f is a non-vanishing velocity of the form f :
where (i) p = 0, (ii) U is the unit sphere bundle on N (including timelike unit vectors), (iii) ϕ ∈ C ∞ (R + ) is a positive function acting on the support function s and ϕ ≡ 1 if N is neither the Euclidean nor the Minkowski space, (iv) ψ ∈ C ∞ (U) is a positive function on the unit bundle, such that ψ is invariant under parallel transport in (N,ḡ), (v) F is a positive, strictly monotone and 1-homogeneous curvature function of the form (2.6), associated with a Φ ∈ C ∞ (Γ + ), which is (v-1) inverse concave for p > −1 and inverse convex for p < −1, if N = R n+1 or N = R n,1 , (v-2) convex, if N has constant nonzero sectional curvature and (v-3) the mean curvature H, if N has nonconstant sectional curvature.
Remark 2.14. The following remarks are in order:
(i) Let us write pr :
Proof. For any v ∈ T 1,0 (M ), choose a curve α with α(0) = pr(v),
Since F is a curvature function, there holds F (Z(α(t))) ≡ Φ(0), where the 0 on the right-hand side is just the zero operator in fibre. Thus ∂ t F (Z(α(t))) ≡ 0 and so dF (v, 0) = 0 as required.
(ii) In a local coordinate system, any point in T 1,1 (M ) can be expressed as (ξ k , a i j ), such that (ξ k ) is a local coordinate system for M and (a i j ) are the components of an arbitrary tensor field. For a curvature function F , due to (2.9), dF acts only in the fibres; that is, d ξ F = 0. Hence by Theorem 2.3 there exists an operator F : Ω → T 1,1 (M ), such that for any (1, 1)-tensor field W (which is a section of T 1,1 (M )) and all B ∈ T 1,1
For any vector field X on M , metric g on M , curvature function F and any g-selfadjoint (1, 1)-tensor field W, we also have (and will frequently use)
where h = W and we assume ∇g = 0. A similar formula applies for time derivatives (where of courseġ is not zero in general). However, note that on frequent occasions we will suppress the argument W from d W F , since it will be apparent from the subscript W anyway. (iii) For the more general speed function f = sgn(p)ϕ(s)ψ(ν)F p we will write
i.e., there holds
= Tr(f (ξ, W) • B).
Evolution equations
We begin by collecting some basic evolution equations. The final aim is to deduce the evolution equation for the function u :=ḟ f under the flow (1.1),
where f satisfies Assumption 2.13 and
is the spatial gradient of f with respect to the second fundamental form:
Note that
is tangential and hence we may define an endomorphism A ∈ T 1,1 (M ) by
Since we are dealing with strictly convex hypersurfaces, the tensor g := h f defines a symmetric non-degenerate bilinear form. We also define a bilinear form associated with A:
Note that V = gradg ln |f |.
Also let us define
Note that B and Λ are generally not symmetric.
Lemma 3.1. There holds
Proof. For X, Y ∈ T M, due to the Weingarten equation (2.2) and (3.2),
Moreover, we use the Codazzi equation (2.4) to obtain
Hence the claim follows from the first Bianchi identity.
Basic evolution equations.
Lemma 3.2. Along the flow (1.1) there hold
Proof. Let X, Y ∈ T M. "(3.4)": By (3.2) we have
"(3.5)": We have 0 = ∂ tḡ (ν, ν). Since 0 = ∂ tḡ (ν, x * X), we get
"(3.6)": Recall that (2.2) implies
Taking∇ẋ, using (3.5) and (2.3) we calculate
"(3.7)": Differentiate the Weingarten (2.2) equation to obtain
"(3.8)": It follows directly from (3.7). "(3.9)":
"(3.10)":
Evolution equations involving the affine connection. From now on, to simplify the calculations, we will work with the affine connection∇ induced by the transversal vector fieldẋ. For X, Y ∈ T M we have a decomposition given by
However,∇ is not the Levi-Civita connection for the so-called affine fundamental formg. Let∇ denote the Levi-Civita connection ofg and define the difference tensor D of type (1, 2) by
Since both∇ and∇ are torsion free, we have D X Y = D Y X. See [26] for an introduction to affine geometry.
Lemma 3.3.
Proof. Let X, Y ∈ T M. Differentiate (3.3) with respect toẋ to obtain
Thus using (3.10) we get
Lemma 3.4.
Proof. Differentiating the defining equation
with respect toẋ and using
as well as (3.3), (3.4) and (3.10) yield the result.
Lemma 3.5.
Proof. Covariant differentiating the equation
with respect to Z gives
Moreover, by the Gaussian formula (2.1),
Putting this last relation as well as (3.1) into (3.11) gives
To turn the fourth term on the right-hand side of this last identity to a tensorial term, we use the Codazzi equation
Therefore we arrive at
We need one more lemma before calculating the main the evolution equation.
Proof. The claim follows from Proposition 2.4 and Lemma 3.1:
Lemma 3.7. Under the flow (1.1) we have (3.11)
Proof. Note that
Hence taking the time derivative,
(ii) Lemma 3.5 implies that
Gauss Map and Duality
In what follows, a semicolon denotes covariant derivatives with respect to the induced metric. In this section, we give a brief review of a duality relation between strictly convex hypersurfaces of the unit sphere S n+1 and a duality relation between strictly convex hypersurfaces of the hyperbolic space with such of the de Sitter space. The relevant results can be found in [13, Ch. 9, 10] . For convenience, we will state the main results here and stick to the notation in [13] .
Duality in the sphere. In this section, ·, · denotes the inner product in R n+2 . Let x : M 0 → M → S n+1 be a strictly convex closed hypersurface. Let the Gauss mapx ∈ T x (R n+2 ) represent the unit normal vector to M , ν ∈ T x (S n+1 ). Then the mapping
is also the embedding of a closed and strictly convex hypersurface. The geometry ofx is governed by the following theorem:
n+1 be a closed, connected, strictly convex hypersurface of class C m , m ≥ 3, then the Gauss mapx in (4.1) is the embedding of a closed, connected, strictly convex hypersurfaceM ⊂ S n+1 of class C m−1 . ViewingM as a codimension 2 submanifold in R n+2 , its Gaussian formula isx
whereg ij ,h ij are the metric and the second fundamental form of the hypersurfacẽ M ⊂ S n+1 and x = x(ξ) is the embedding of M which also represents the exterior normal vector ofM . The second fundamental formh ij is defined with respect to the interior normal vector.
The second fundamental forms of M,M and the corresponding principal curvatures κ i ,κ i satisfy
We point out thatM is called the polar set to M and it has the following elegant representation:M = {y ∈ S n+1 : sup x∈M x, y = 0}; see [13, Thm. 9.2.9] . The following illustration shall give a clearer picture of the duality:
Duality between hyperbolic space and de Sitter space. In this section, ·, · denotes the inner product of R n+1,1 . The de Sitter space is the Lorentzian spaceform in the Minkowski space with constant sectional curvature K N = 1 :
whereas the hyperbolic space is a Riemannian spaceform in the Minkowski space with constant sectional curvature K N = −1:
where z 0 is the time coordinate. Similarly, as for the sphere, given an embedding x : M 0 → M ⊂ H n+1 of a closed and strictly convex hypersurface, the representationx ∈ T x (R n+1,1 ) of the exterior normal vector ν ∈ T x (H n+1 ) yields the embedding
of a strictly convex, closed and spacelike hypersurfaceM . We also callx the Gauss map of M and similar to the spherical case we have the following theorem: of class C m−1 . ViewingM as a codimension 2 submanifold in R n+1,1 , its Gaussian formula isx
whereg ij ,h ij are the metric and the second fundamental form of the hypersurfacẽ M ⊂ S n,1 and x = x(ξ) is the embedding of M which also represents the future directed normal vector ofM . The second fundamental formh ij is defined with respect to the future directed normal vector, where the time orientation of N is inherited from R n+1,1 .
The hypersurfaceM is called the polar set to M and it can be represented as follows [13, Thm. 10 
We will also need the reverse direction starting from a strictly convex, spacelike hypersurface in S n,1 . 
wherex =x(ξ) is the embedding, x the future directed normal vector , andg ij ,h ij the induced metric and the second fundamental form of the hypersurface in S n,1 . Then we define the Gauss map as x = x(ξ)
The Gauss map is the embedding of a closed, connected, strictly convex hypersurface M in H n+1 . Let g ij , h ij be the metric and the second fundamental form of M , then, when viewed as a codimension 2 submanifold, M satisfies the relations
where κ i ,κ i are the corresponding principal curvatures.
The following illustration shall give a clearer picture of the duality:
Dual flows. We want to deduce a duality relation for flows of strictly convex hypersurfaces in S n+1 , as well as in H n+1 and S n,1 . A similar deduction of these results can be found in [14, Sec. 4] and [31] . For a curvature flow 
Since x =ν andx ;i span Tx(S n+1 ), Tx(S n,1 ) or Tx(H n+1 ) respectively, we obtaiṅ
where f is evaluated at W. Let us put
.
Thus the flow of the polar hypersurfaces is governed by (4.4)ẋ = −σfν −b kl f ;kx;l , whereσ = ν,ν and f is evaluated at the "correct" Weingarten map W. Hence we have shown a flow of the form (4.3) in the ambient spaces S n+1 , H n+1 , S n,1 has a dual flow of the form (1.1) in the ambient spaces S n+1 , S n,1 , H n+1 respectively.
Locally symmetric spaces and proof of the main theorems
In this section, we prove the Harnack inequalities. We restrict to locally symmetric spaces since in more general settings we do not know how to deal with the terms including derivatives of the Riemannian curvature tensor.
To prove our main theorems, we need a corollary of Lemma 3.7 with bonus term β, cf. Lemma 5.2. To prove Lemma 5.2, we need to estimate d 2 W f (Ẇ,Ẇ). It is tempting to think that the mere convexity of the function Φ = Φ(κ) (with the associated operator function f ) would be sufficient for this purpose. However, note that in (2.7), the second term on the right-hand side requires the mixed termṡ W i jẆ j i to be nonnegative while we are not aware whetherẆ is g-selfadjoint in general, so some care should be taken. A similar issue arises when dealing with inverse concave curvature functions.
Lemma 5.1. Let N be a spaceform and f satisfy Assumption 2.13. If F is convex, then we have
If F is inverse concave, then we have
This inequality is reversed if F is inverse convex.
Proof. Let F be convex. We first the case consider p = 1. In a spaceform we have
In view of (2.7), there holds
where f (s, ν, ·) is the associated operator function to Φ fibrewise. By (3.6) we havė
At a point ξ ∈ M choose an orthonormal basis {ẽ i } of T ξ M such that theẽ i are principal directions, i.e., in this basis we have
By scaling the coordinates
we obtain the matrix representations
. Note that B is symmetric (e.q., A is h-selfadjoint); therefore, A ≥ 0. Therefore, we arrive at
Now suppose that F is inverse concave. Again we first consider the case p = 1. For the inverse symmetric functionΦ the correspondingF has the property that This proves the claim when p = 1. For the general case, we use (5.2) to obtain
Euclidean and Minkowski space. In the case that the ambient curvature vanishes, we obtain the following Harnack inequalities for anisotropic flows claimed in Theorem 1.1. In particular, the theorem includes and extends the well-known Harnack inequalities from [2] in the Euclidean space and they are completely new in the Minkowski space. with reversed inequality if −1 < p < 0. For the Euclidean ambient space, the maximum principle gives the Harnack estimate. If N = R n,1 , due to our assumptions in Theorem 1.1, we can apply the maximum principle on the compact set K and prove the claimed Harnack inequalities in each case. This proves Theorem 1.1 (and also Remark 1.2) in case p = −1.
If p = −1, ϕ = 1, note that in view of Lemma 5.1, the right-hand side of (3.11) is positive (negative) if F is inverse concave (inverse convex).
Locally symmetric Einstein spaces of non-negative sectional curvature.
Here we obtain a Harnack inequality for the mean curvature flow: Theorem 5.4. Suppose N is a Riemannian locally symmetric Einstein space with non-negative sectional curvature. Let f = ψ(ν)H with ψ ∈ C ∞ (U) invariant under parallel transport. Then for any strictly convex solution to (1.1) there holds Hence the claim follows from the maximum principle applied to (5.4).
Riemannian spaces of constant positive curvature. For the spherical space, inequality (5.7) is the Harnack inequality with a bonus term in [6] . The next theorem recovers our Harnack inequalities without bonus terms in [7] . To provide a better comparability with the references mentioned in this section, the convention for the Riemannian curvature tensor here differs from our convention in the previous sections.
where κ i denote the principal curvatures. In particular, det E = K 2 , where K is the Gauss curvature. If M is strictly convex, then the matrix E is positive definite. In this case, the cross curvature tensor is Now the uniqueness result of Buckland [8] shows that (M, g(t)) is a solution of (1.2) with N = R 3,1 , f = K. The Harnack inequality for the cross curvature flow for metrics that are locally isometrically embeddable in Minkowski space R 3,1 now follows from Theorem 1.1:
