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To compute approximately an integral
m∫
0
ϕm(x) f (x)dx, (1)
where ϕm(·) is cardinal B-spline, we used composite rectangular rule. We proved that, on
the “quasi uniform” mesh, the used formula has, conditionally speaking, algebraic degree
of exactness m − 1. Under additional assumptions, algebraic degree of exactness is m.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In the process of calculation of the coeﬃcients of wavelet approximation of the function f (·), the problem of computing
the integral
L∫
0
ϕ(x) f (x)dx,
where ϕ(·) is reﬁnable function and interval [0, L], L ∈N, is its support, is unavoidable.
In general, there is no analytical expression for the reﬁnable function, and the previous integral has to be computed
approximately. Quadrature rules for computing the previous integral were considered by many authors (for example, in [4]
and [6] Gaussian quadratures were considered, while in [3,5,8] quadratures with given nodes were considered).
Since cardinal B-spline is a typical example of the reﬁnable function, it is natural to consider the problem of computation
of the integral (1). Furthermore, Gaussian quadratures with cardinal B-spline as weight function was considered in [7].
Since the cardinal B-splines have many speciﬁc properties, it is natural to expect that some classical quadratures used for
computation of the integral (1), demonstrate some speciﬁcs, too. In this paper, we use classical composite rectangular rule
to compute the integral (1). We prove that, if f (·) is a polynomial of degree not greater than m − 1, the used formula is
exact on the “quasi uniform” mesh. In some special cases, if f (·) is a polynomial of degree not greater than m, the used
formula is also exact.
In this introduction, we also give the deﬁnition of the cardinal B-spline and a list of its basic properties.
Deﬁnition 1. Cardinal B-spline of the ﬁrst order, denoted by ϕ1(·), is a characteristic function of the unit interval, i.e.
ϕ1(x) =
{
1, x ∈ [0,1),
0, otherwise.
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ϕm(x) = (ϕm−1 ∗ ϕ1)(x) =
∫
R
ϕm−1(x− t)ϕ1(t)dt =
1∫
0
ϕm−1(x− t)dt.
Theorem 1. Cardinal B-spline of order m,m ∈N, has the following properties:
1. suppϕm(·) = [0,m],
2. (∀t ∈ [0,m]) ϕm(t) 0,
3.
∫
R
ϕm(t)dt = 1,
4. (∀t ∈ [0,m]) ϕm(t) = tm−1ϕm−1(t) + m−tm−1ϕm−1(t − 1), m 2,
5. (∀t ∈ [0, m2 ]) ϕm(m2 − t) = ϕm(m2 + t),
6. cardinal B-spline satisﬁes the so-called reﬁnable equation, i.e.
ϕm(x) = 1
2m−1
m∑
i=0
(
m
i
)
ϕm(2x− i).
The proof of the previous theorem and much more details on splines can be found in [1] or [2]. By using the ﬁrst and
the fourth property, it is easy to conclude that ϕm(0) = ϕm(m) = 0, for each m ∈ N, m 2. Furthermore, by using the third
and the last property, we obtain the formulas for recursive calculation of the moments of cardinal B-spline
M0 =
m∫
0
ϕm(x)dx = 1,
Mn =
m∫
0
ϕm(x)x
n dx = 1
2m(2n − 1)
m∑
k=0
n−1∑
l=0
(
m
k
)(
n
1
)
kn−lMl, (2)
for each n ∈N.
Finally, let us mention that we will use a well-known rectangular rule
b∫
a
f (x)dx ≈ (b − a) f (X), (3)
with chosen point X = (1− λ)a + λb, for some λ ∈ [0,1], in the rest of this paper.
2. Basic result
Let x1 < x2 < · · · < xp−1 be arbitrary points from the interval (0,1) and let the partition
0, x1, x2, . . . , xp−1,
1, x1 + 1, x2 + 1, . . . , xp−1 + 1,
...
...
...
...
...
m − 1, x1 +m − 1, x2 +m − 1, . . . , xp−1 +m − 1,
m,
of the interval [0,m] be given. We call this type of mesh “quasi uniform”. Furthermore, let the points Xk + i, 0 i m − 1,
where Xk = (1 − λk)xk + λkxk+1, for some λk ∈ [0,1], 0  k  p − 1, at each interval of the given partition, be chosen
(naturally, x0 = 0 and xp = 1).
At each interval of partition, we will use the formula (3) with chosen points Xk + i, 0  i m − 1, 0  k  p − 1, to
approximately compute the integral (1). After summation, we will obtain
m∫
0
ϕm(x) f (x)dx ≈
p−1∑
j=0
(x j+1 − x j)
m−1∑
i=0
ϕm(X j + i) f (X j + i). (4)
Theorem 2. If f (x) = xn, 0 nm − 1, then the quadrature rule (4) is exact, for each m ∈N.
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For m = 1 the assertion can be checked directly. Only, it should be noted that in the case Xp−1 = xp = 1, instead of the
value ϕ1(1) = 0 one should use the value ϕ1(1) = 1.
Assume that
m∫
0
ϕm(x)x
n dx =
p−1∑
j=0
(x j+1 − x j)
m−1∑
i=0
ϕm(X j + i)(X j + i)n,
for all n such that 0 nm − 1. Our aim is to prove that
m+1∫
0
ϕm+1(x)xn dx =
p−1∑
j=0
(x j+1 − x j)
m∑
i=0
ϕm+1(X j + i)(X j + i)n,
for all n such that 0 nm.
Let 0 nm − 1. Then
m+1∫
0
ϕm+1(x)xn dx = 1
m
m+1∫
0
[
ϕm(x)x+ ϕm(x− 1)(m + 1− x)
]
xn dx
=
n∑
k=0
(
n
k
) m∫
0
ϕm(x)x
k dx− 1
m
n−1∑
k=0
(
n
k
) m∫
0
ϕm(x)x
k+1 dx
=
n∑
k=0
(
n
k
) p−1∑
j=0
(x j+1 − x j)
m−1∑
i=0
ϕm(X j + i)(X j + i)k
− 1
m
n−1∑
k=0
(
n
k
) p−1∑
j=0
(x j+1 − x j)
m−1∑
i=0
ϕm(X j + i)(X j + i)k+1
=
p−1∑
j=0
(x j+1 − x j) 1
m
m−1∑
i=0
ϕm(X j + i)
{
m(X j + i + 1)n − (X j + i)
[
(X j + i + 1)n − (X j + i)n
]}
=
p−1∑
j=0
(x j+1 − x j)
[
1
m
m−1∑
i=0
ϕm(X j + i)(X j + i)n+1 + 1
m
m−1∑
i=0
ϕm(X j + i)(m − X j − i)(X j + i + 1)n
]
=
p−1∑
j=0
(x j+1 − x j)
[
1
m
m∑
i=0
ϕm(X j + i)(X j + i)n+1
+ 1
m
m∑
i=0
ϕm(X j + i − 1)(m − X j − i + 1)(X j + i)n
]
=
p−1∑
j=0
(x j+1 − x j) 1
m
m∑
i=0
[
ϕm(X j + i)(X j + i) + ϕm(X j + i − 1)(m + 1− X j − i)
]
(X j + i)n
=
p−1∑
j=0
(x j+1 − x j)
m∑
i=0
ϕm+1(X j + i)(X j + i)n.
It remains to prove our assertion for n =m. Really,
m+1∫
0
ϕm+1(x)xm dx = 1
m
m+1∫
0
[
ϕm(x)x+ ϕm(x− 1)(m + 1− x)
]
xm dx
= 1
m
m∫
ϕm(x)x
m+1 dx+
m∫
ϕm(x)(x+ 1)m dx− 1
m
m∫
ϕm(x)x(x+ 1)m dx0 0 0
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m−1∑
k=0
(
m
k
) m∫
0
ϕm(x)x
k dx− 1
m
m−2∑
k=0
(
m
k
) m∫
0
ϕm(x)x
k+1 dx
=
m−1∑
k=0
(
m
k
) p−1∑
j=0
(x j+1 − x j)
m−1∑
i=0
ϕm(X j + i)(X j + i)k
− 1
m
m−2∑
k=0
(
m
k
) p−1∑
j=0
(x j+1 − x j)
m−1∑
i=0
ϕm(X j + i)(X j + i)k+1
=
p−1∑
j=0
(x j+1 − x j) 1
m
m−1∑
i=0
ϕm(X j + i)
{
m(X j + i + 1)m − (X j + i)
[
(X j + i + 1)m − (X j + i)m
]}
=
p−1∑
j=0
(x j+1 − x j)
[
1
m
m−1∑
i=0
ϕm(X j + i)(X j + i)m+1
+ 1
m
m−1∑
i=0
ϕm(X j + i)(m − X j − i)(X j + i + 1)m
]
=
p−1∑
j=0
(x j+1 − x j)
[
1
m
m∑
i=0
ϕm(X j + i)(X j + i)m+1
+ 1
m
m∑
i=0
ϕm(X j + i − 1)(m − X j − i + 1)(X j + i)m
]
=
p−1∑
j=0
(x j+1 − x j)
m∑
i=0
1
m
[
ϕm(X j + i)(X j + i) + ϕm(X j + i − 1)(m + 1− X j − i)
]
(X j + i)m
=
p−1∑
j=0
(x j+1 − x j)
m∑
i=0
ϕm+1(X j + i)(X j + i)m,
which completes the proof. 
3. Corollaries
It is obvious that formula (4) is exact if the function f (·) is odd with respect to the line x = m2 and chosen points Xk + i
and the nodes xk + i are symmetric with respect to the midpoint of the interval [0,m]. This is the consequence of the fact
that cardinal B-spline is even with respect to the line x = m2 . Especially, if m is odd and the nodes and chosen points are
symmetric with respect to the midpoint of the interval [0,m], formula (4) is exact for f (x) = xm .
The proved theorem is valid even in case p = 1 (i.e. the quadrature formula without inserted points has the same
algebraic degree of precision), but the accuracy of such quadratures is better when p is bigger (see numerical examples
in the last section). Namely, in case p = 1, the nodes of the mesh are the points xk = k, 0  k  m, and we have only
one chosen point X = X0 ∈ [0,1]. Of course, everywhere in the proof we have to omit the term ∑p−1j=0 (x j+1 − x j), and the
chosen points X j replace with X . This means that the numbers 0,1, . . . ,m−1,m are essential in the set of nodes (by direct
checking one can see that the theorem is not valid if at least one of those numbers is excluded from the set of nodes).
Then, formula (4) becomes
m∫
0
ϕm(x) f (x)dx ≈
m−1∑
i=0
ϕm(X + i) f (X + i).
With the choice X = 0 or X = 1 the last formula becomes
m∫
ϕm(x) f (x)dx ≈
m−1∑
i=1
ϕm(i) f (i). (5)0
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is even, i.e. when f (·) is a polynomial of degree not greater than m, if m is odd. Hence, formula (5) enables calculation of
the ﬁrst m − 1 (if m is even), i.e. the ﬁrst m (if m is odd) moments of the cardinal B-spline directly
Mn =
m∫
0
ϕm(x)x
n dx =
m−1∑
i=1
ϕm(i)i
n, n ∈N, m 2.
We have to mention that the case m = 1 needs a more detailed analysis, which will not be discussed in this paper. However,
for m = 1 the considered problem is reduced to the approximate computation of the integral
1∫
0
f (x)dx,
and this integral, of course, is not of interest in our investigation.
With the choice λ0 = 0, i.e. X0 = 0 and λp−1 = 1, i.e. Xp−1 = 1 formula (4) becomes
m∫
0
ϕm(x) f (x)dx ≈ (1+ x1 − xp−1)
m∑
i=0
ϕm(i) f (i) +
p−2∑
j=1
(x j+1 − x j)
m−1∑
i=0
ϕm(X j + i) f (X j + i).
Special case of the last formula is composite midpoint rectangular rule at the set of nodes
1
p
,
2
p
, . . . ,
p − 1
p
,
1
p
+ 1, 2
p
+ 1, . . . , p − 1
p
+ 1,
...
...
...
...
1
p
+m − 1, 2
p
+m − 1, . . . , p − 1
p
+m − 1.
Hence, composite midpoint rectangular rule at the previous set of nodes, is exact if f (x) = xk , 0 k m − 1. If f (x) = xm
and m is odd, this formula is exact too. In this way, the points 0,1, . . . ,m − 1,m can be excluded (only formally) from the
set of nodes.
4. Numerical examples
In this last section, we give a couple of numerical examples. In each example, by using the midpoint rectangular rule at
the uniform mesh, we approximately computed the integrals
m∫
0
ϕm(x) f (x)dx, (6)
for m ∈ {4,6,9}. The choice of functions f (·) was inﬂuenced by the numerical examples from [4]. As we can expect, the
convergence is faster, if order of the cardinal B-spline increases.
Example. We begin with partial sums of the exponential series. Hence, let
f (x) =
s∑
i=0
xi
i! , for s ∈ {3,9,15}.
In this case, according to the relations (2), we are able to compute the integrals (6) exactly. So,
4∫
0
ϕ4(x) f (x)dx =
⎧⎨
⎩
6.83˙, s = 3,
8.71331624780 . . . , s = 9,
8.71721106989 . . . , s = 15,
6∫
ϕ6(x) f (x)dx =
{14, s = 3,
25.5896097884 . . . , s = 9,
25.7373596920 . . . , s = 150
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9∫
0
ϕ9(x) f (x)dx =
{32.875, s = 3,
123.803089038 . . . , s = 9,
130.529144206 . . . , s = 15.
Let us mention that the previous integrals are rational numbers, but we take only the ﬁrst twelve signiﬁcant digits.
If s = 3, exact values are already obtained with step size h = 1. For s = 9 and s = 15, the corresponding integrals can
be calculated exactly, so the following table provides the relative errors which occur in use of the midpoint rectangular
rule. The ﬁrst column of the table corresponds to the step size, while the other columns correspond to the relative errors.
Numbers in parentheses indicate decimal exponents.
h s = 9 s = 15
m = 4 m = 6 m = 4 m = 6 m = 9
1/1 0.925[−3] 0.148[−4] 0.922[−3] 0.173[−4] 0.868[−7]
1/2 0.690[−4] 0.263[−6] 0.711[−4] 0.435[−6] 0.100[−9]
1/3 0.141[−4] 0.236[−7] 0.146[−4] 0.412[−7] 0.179[−11]
1/4 0.449[−5] 0.424[−8] 0.467[−5] 0.752[−8] 0.102[−12]
1/5 0.185[−5] 0.111[−8] 0.192[−5] 0.200[−8] 0.110[−13]
1/6 0.894[−6] 0.374[−9] 0.931[−6] 0.673[−9] 0.178[−14]
1/7 0.483[−6] 0.149[−9] 0.503[−6] 0.268[−9] 0.381[−15]
1/8 0.284[−6] 0.667[−10] 0.295[−6] 0.121[−9] 0.100[−15]
1/9 0.177[−6] 0.329[−10] 0.185[−6] 0.595[−10] 0.309[−16]
1/10 0.116[−6] 0.175[−10] 0.121[−6] 0.317[−10] 0.108[−16]
For s = 9 and m = 9, exact value was already obtained with the step size h = 1.
In other two examples, in the corresponding tables, the approximate values of the integrals are given. The ﬁrst column
of each table corresponds to the step size, while the other three correspond to the approximate values of the integrals for
m = 4, m = 6 and m = 9 respectively. Depending on m and the choice of the function f (·), we took different numbers of
the signiﬁcant digits. The ellipses at the bottom of each column are to indicate that the results remain exactly constant to
the number of digits shown.
Example. We take f (x) = exp(x) in (6), now.
h m = 4 m = 6 m = 9
1/1 8.70917 25.73794430 130.571840330
1/2 8.71659 25.73751264 130.571855404
1/3 8.71708 25.73750249 130.571855425
1/4 8.71717 25.73750162 . . .
1/5 8.71719 25.73750148
1/6 8.71720 25.73750144
1/7 8.71721 25.73750143
1/8 . . . 25.73750143
1/9 25.73750143
1/10 25.73750142
. . .
To obtain seven signiﬁcant digits for m = 4 the step size has to be smaller than 1/10. Similar to the examples in [4] we
have quite fast convergence for m = 9.
Example. We are ﬁnishing with three oscillatory functions. Hence, in (6), we take
f (x) = cos s · 2π · x
m
for s ∈ {3,7,11}.
As before, numbers in parentheses indicate decimal exponents.
s = 3
h m = 4 m = 6 m = 9
1/1 0.6482 −0.3158800[−16] −0.181285749163
1/2 −0.7040[−2] −0.6647540[−1] −0.180933229463
1/3 −0.8002[−2] −0.6656556[−1] −0.180933142534
1/4 −0.8085[−2] −0.6656965[−1] −0.180933141427
1/5 −0.8102[−2] −0.6657017[−1] −0.180933141374
1/6 −0.8107[−2] −0.6657028[−1] −0.180933141369
1/7 −0.8109[−2] −0.6657031[−1] −0.180933141368
1/8 −0.8110[−2] −0.6657033[−1] . . .
1/9 −0.8111[−2] . . .
. . .
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h m = 4 m = 6 m = 9
1/1 −0.65 0.7582 −0.475528613
1/2 0.66 0.4207[−4] −0.613652857[−5]
1/3 0.77[−3] −0.6015[−5] −0.603382579[−5]
1/4 −0.17[−3] −0.6413[−5] −0.603337076[−5]
1/5 −0.25[−3] −0.6440[−5] −0.603335585[−5]
1/6 −0.27[−3] −0.6444[−5] −0.603335466[−5]
1/7 . . . −0.6445[−5] −0.603335451[−5]
1/8 . . . −0.603335448[−5]
1/9 −0.603335447[−5]
. . .
To obtain three signiﬁcant digits for m = 4, or to obtain ﬁve signiﬁcant digits for m = 6, the step size has to be smaller
than 1/10.
s = 11
h m = 4 m = 6 m = 9
1/1 0.6 −0.7582 −0.47552861
1/2 0.7[−2] 0.7583 0.61365286[−5]
1/3 0.7 0.6015[−5] 0.10679501[−6]
1/4 0.1[−2] −0.2708[−6] 0.10331762[−6]
1/5 0.6[−4] −0.4118[−6] 0.10325800[−6]
1/6 −0.2[−4] −0.4249[−6] 0.10325451[−6]
1/7 −0.4[−4] −0.4271[−6] 0.10325412[−6]
1/8 . . . −0.4277[−6] 0.10325406[−6]
1/9 −0.4279[−6] 0.10325404[−6]
1/10 −0.4280[−6] . . .
. . .
Similar to the previous cases, to obtain two signiﬁcant digits for m = 4, or to obtain ﬁve signiﬁcant digits for m = 6, the
step size has to be smaller than 1/10. Again, same as in [4], the convergence slows down as the frequency increases.
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