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Abstract 
Let G = (V,E) be a graph. For any real valued function f :  V ---, R and SC_ V, let f(S) - 
~-~,,~s f(u). The weight of f is defined as f(V). A signed k-subdominating function (kSF) of G 
is defined as a function f : V ~ { -  1, 1 } such that f(N[v]) ~> 1 for at least k vertices of G. The 
signed k-subdomination number of a graph G, denoted by ),k~ ll(G), is equal to min{J(V) I J is 
a signed kSF of G}. A minus kSF and the corresponding parameter, the minus k-subdomination 
number of G, denoted by ",'~m~(G), are defined similarly, except hat 0 is now also an allowable 
value. In this paper we compute the minus and signed k-subdomination numbers for a class of 
trees called comets. 
1. Introduction 
Let G = (V,E) be a graph and let v be a vertex in V. The open neighbourhood f  
v is defined as the set of  vertices adjacent o v, i.e., N(v) = {uluv E E}. The closed 
neighbourhood of v is N[v] = N(v) U {v}. For a set S of vertices, we define the open 
neighbourhood N(S) as U~:esN(v) and the closed neighbourhood N[S] as N(S)U S. 
For any real valued function f : V ---+ R and S C V, let f(S) = ~,es f(u). The weight 
of f is defined as f(V). We will also denote f(N[v]) by f[v], where v E V. We say 
v ¢ V is covered by f if f[v] ~> 1. The set of vertices covered by f is denoted by C/. 
A signed ominating Junction is defined in [6] as a function f : V -~ { -  1, 1 } such 
that ICI] ~>tV]. The signed omination umber of a graph G is 7.~(G) = min{f (V)  I f  
is a signed dominating function of G}. A majority dominating function is defined in 
[3] as a function f "  V --~ { -1 ,  1} such that ]Cf]>~ F@ll. The majority domination 
number of a graph G is Ymaj(G) = min{f (V)  ] f is a majority dominating function 
of G}. Let k be a positive integer such that l~<k~<]V]. A signed k-subdominating 
Jimction (signed kSF) for G is defined in [4] as a function f :  V --~ { -1 ,  1} such that 
]CI] ~>k. The signed k-subdomination number of a graph G, denoted by 7~ll(G), is 
equal to rain{f (V) I f  is a signed kSF of G}. In the special cases where k = IV] and 
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k = [12--~], 7~sll(G) is, respectively, the signed domination number and the majority 
domination umber. 
The comet Cs, t, where s and t are positive integers, denotes the tree obtained by 
identifying the centre of the star Kj,~ with an end vertex of Pt, the path of order t. 
So Cs,! ~- Kl,s and Cl,p-a ~ Pp. Beineke and Henning (see [1]) computed ?~slJ(Cs, t) 
for k = s + t and for k = F(s + 0/21 + 1. This parameter has also been computed 
for certain values of k for other classes of trees such as full m-ary trees (see [4]). In 
Section 2 we compute 7ksll(Cs, t) for all possible values of k where 1 <k<~s + t. 
A minus dominating function is defined in [5] as a function f : V ~ {-1 ,0 ,  I} such 
that ICfl ~> IVI. The minus domination number of a graph G is 7 - (G)  = min{f (V)  I f 
is a minus dominating function of G}. Let k be a positive integer such that 1 ~<k ~< [V[. 
A minus k-subdominating function (minus kSF) for G is defined in [2] as a function 
f : V --~ {-1 ,0 ,  1} such that ICfl >~k. The minus k-subdomination umber of a graph 
G, denoted by 7~sl°l(G), is equal to min{f (V)  I f is a minus kSF of G}. In the 
special case where k = IV[, 7~sl°l(G) is the minus domination number. In Section 3 
we compute 7~sJ°l(Cs, t) for all possible values of k where 1 <~k<<.s + t. 
2. The signed k-subdomination umber of comets 
In this section we compute the value of ]Jks 11 for comets. The following result of 
Cockayne and Mynhardt [4] will prove to be useful. 
Theorem 1. I f  T is a tree of  order p >- 2 and k is an integer such that 1 <~ k <~ p, then 
7~ll(T)/> 2 L(2k + 4)/3J - p with equality for T = Pp. 
Theorem 2. Let p,s  and t be positive integers such that p = s + t and let G = Cs.t. 
I f  s, t ~ 2, then 
(2L(2k + 4)/3J - p 
=  2(k- +2)- p 
/ 
t2 (k -  [~]+l ) -p  
i f  k<~t -  1, 
i f  t<~k and(k<<.t + [~ J -Z , t -0  (mod3) or 
k<~t + L~J,t = 1 (mod 3) or 
k<~t + L~J - 1, t ~ 2 (mod 3)), 
otherwise. 
Proof. Let v be the center of the star, let u be its neighbour on the path and, for t ~> 3, 
let w E N(u) -  {v}. 
If k<~t - 1, then 2L(2k + 4)/3J - p is a lower bound for 7ksll(G). For t = 2, it 
is achieved by assigning the value 1 to the vertices u and v and the value -1  to the 
remaining vertices of G. Then f (V )  = 2+(p-2) ( -1 )  = 4 -p  -- 2L(2 - 1 + 4)/3] -p  -- 
2L(2k +4) /3 j  -p .  For t~>3, it is achieved by taking a minimum signed dominating 
function on the subpath on k ( ~< t -  1 ) vertices that emanates from the end vertex of the 
tail of the comet and extending this function to a signed kSF of G by assigning to each 
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remaining vertex the value - 1. By Theorem 1, f (V )  = (2 k(2k +4)/3J  - k ) -  (p -  k) = 
2L(Zk + 4)/31 - p. 
Now suppose that k~>t. Let S denote the set of end vertices of the star. Among 
all signed kSF's of  G achieving ?~II(G), let f be chosen as to maximise the number 
of vertices of S that are assigned - I  by f .  We show first that f (v )  = 1. If this is 
not the case, then f (v )  = -1 .  Then S N C /= 0 and at most p -  s = t vertices, 
namely the vertices on the path, are in C1. But then k ~< t, whence k = t and v E Cr. 
Since u E c j ,  we have f (u )  = f (w)  = 1. Also, since v E Cf, at least k~J + 1 of  
the vertices in S are assigned the value 1 by f - -  let r' be one such vertex. Define 
.q : V ---+ ( -1 ,  1} by 
1 if x= v, 
g(x) = - 1 if x = v', 
f (x )  otherwise. 
Then g is a signed kSF such that g(V) = f (V)  while I{v E S lg(v) = -1}1 > I(v E 
S l f (v )  = -1}1, contradicting the choice of f .  This contradiction shows that f (v )  = 1. 
Before proceeding any further, we prove five claims conceming f .  
Claim 3. I f  v f[ Cf, then V(Pt) - {v} c_ CI. 
Proof. Since k>~t, there is a v ~ E S such that f (v  ~) -- 1. Suppose, to the contrary, 
that there is a vertex x E V(Pt) - {v} such that x ({ C/, we distinguish between two 
cases. 
Case 1: f (x )  = 1. If x is an end vertex of Pt, then the vertex adjacent o x is 
assigned the value -1  by f .  If this is not the case, then both vertices adjacent o x 
are assigned the value -1  by f .  Let y be the vertex adjacent o x at shortest distance 
from v. Then g : V --~ { -1 ,  1} defined by 
1 i f z=y ,  
g(z) = -1  i f z  = v', 
f ( z )  otherwise 
is a signed kSF such that g(V) = f (V)  while I{v E S [ g(v) = -1}[  > I{v E S I f (v)  = 
- 1 }[, contradicting the choice of  f .  
Case 2: f (x )  = -1 .  Let y be the vertex nearest o v for which every vertex on the 
xy-path is assigned the value -1  by f .  Then g : V ~ {-1 ,  1 } defined by 
I i f z=y ,  
g(z) = -1  i f z  = v', 
f ( z )  otherwise 
is a signed kSF such that g(V) = f (V)  while [{v E Sly(v)  = -1}[ > I{v E S I f (v)  = 
-1  } 1, contradicting the choice of  f .  
These contradictions show that V(Pt) - {v} C_ Cf. 
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Claim 4. I f v  f[ Cf, then f(V)>>-2(k - [~1 +2) -  p. 
Proof.  First of  all, note that IS • Cf  I ~>k - t + 1. By Claim 3, V(Pt) - {v} C_ Cf. 
I f  t -- 2, then f (u )  = f (v )  = 1, so that f (V )~>2(2  + (k - 1)) - p = 2(k - 1 + 
2)  - p = 2(k - [5] + 2) - p. If  t = 3, then f (w)  = f (v )  = f (u )  = 1, so that 
f (V )~>Z(3+(k -Z) ) -p=2(k - l+Z) -p=Z(k -  [5] +2) -p '  
Now consider the case when t~>4. Let w / E N(w) - {u}. We show that we may, 
without loss of  generality, assume that f (w ' )  = f (w)  = f (v )  = 1 and f (u )  = -1.  
First suppose that f (u )  = -1 .  Then, u E Cf  implies that f (w)  = 1. However, since 
w E Cf, we also have that f (w  ~) = 1. 
Now suppose that f (u )  = 1. We show that we may assume that f (w)  = -1 .  For 
suppose f (w)  = 1. If  f (w ' )  = 1, then the function 9 : V --+ { -1 ,  1} defined by 
-1  i f z  = u, 
g (z )= f ( z )  otherwise 
is a signed kSF such that g(V) = f (V) -  2, which is a contradiction. Hence, f (w ' )  = 
-1 .  But then the function g : V --~ { -1 ,  1 } defined by 
1 if z = w ~, 
g(z) = - 1 if z = w, 
f ( z )  otherwise 
is a signed kSF such g(V) = f (V) ,  while V(Pt ) -  {v} C_ Cy, ]{v E S l f (v )  = -1}1 = 
]{v E S Ig(v) = - I}1 ,  g(w') = 1 and g(w) = -1 .  We assume, therefore, that f (w)  = 
-1 .  Then w E CU implies that f (w ' )  = 1. But then g : V ---, { -1 ,  1} defined by 
1 i f z=w,  
g(z) = -1  i f z  = u, 
f ( z )  otherwise 
is a signed kSF such g(V) = f (V) ,  V (P t ) -  {v}C_Cq, I{v E S I f (v )  = -1}1 = ]{v E 
SIg(v ) = -1}1 while g(w' )= g(w)= g(v)= 1 and g(u)- -  -1 .  We have found the 
desired function. It now follows that the restriction of  f to V(Pt) - {u, v) is a signed 
dominating function of  Pt-2, so that f(v)>~2(L[ZU-32)+4] j + 1 + k - t + 1) - p = 
2(L32- t J+ l+k- t+ l ) -p=2( [~t J - t+k+Z) -p=2(k -  [5] + 2) - p, and the 
result follows. [] 
In what follows, denote Cf N S by So. 
Cla im 5. I f  v E CU and f (u )  = 1, then IS~.I = Ls/2J +r Jbr some nonnegative integer 
r and {u, v} C_ Cf. Moreover, if r >~ 1, then k = t + Ls/2~ + r. 
Proof. Since f (u )= f (v )= 1 and v E Cf, it follows that ISc[/> L~J and {u,v} c_ Cf. 
Hence, there exists a nonnegative integer r such that IScI = [~J + r. 
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Suppose r >/1. Then the proof of Claim 3 shows that V(Pt) C_ CI. Hence, +r+t = 
ICfl ~>k. If k < t+ L~I + r, then, if v' E S~., the function ,q" V ~ {-1 ,  1} defined by 
-1  i f z  = v ~, 
9(z)= f ( z )  otherwise 
is a signed kSF such that 9(V) = f (V)  - 2, which is a contradiction. Consequently, 
~=t÷ L~J +~. [] 
Claim 6. I f  v E Cf and f (u )  = -1, then IScl = L~J + 1 + r for some nonnegative 
integer , u E Cf, ICINV(Pt)I >13 and t>~4. Moreover, if r>~ 1, then k = t+L~j+l+r .  
Proof. Clearly, [Sol = L~J + 1 +r  for some nonnegative integer . Let { -- ]CtN V(P,)I 
and let v' ESc. 
We first show that u E Cf" Suppose, to the contrary, that u (~ Cf. The function 
,q : V ~ {-1 ,  1} defined by 
1 i f z=u,  
g(z) = - 1 if z = v', 
f ( z )  otherwise 
is a signed kSF such g(V) = f (V)  (since u C C 0 and g[v] = f[v]~>l).  However, 
I{v E S I f (v ) - -  -1}1 < ]{v E S]9(v)= -1}l ,  which contradicts our choice of  f .  
We conclude that u E Cf, so that (~>2. We now show that {/>3. For suppose, to 
the contrary, that ( -- 2. Since u c Cf and f (u )  = -1,  u is not an end vertex of 
Pt and f (w)  = 1. Also, since Cf A V(Pt) = {u,v}, w ~ Cf. it now follows that the 
function g : V ~ {-1 ,  1} defined by 
1 i f z=u,  
g(z) = - 1 if z = v', 
f ( z )  otherwise 
is a signed kSF such g(V) = f (V)  (since w E C 0 and g[v] = f[v]>~l).  However, 
I{v E S I f (v )  = -1}l  < I{v E S Ig(v) -- -1}1, which contradicts our choice of f .  
This final contradiction shows that /~> 3. 
Consequently, t~>3. If t -- 3, then f (u )  = -1  implies that w ~ Cf, contradicting 
the fact that ~>3.  Hence, t>~4. To show that k = t+ L~] + 1 +r  i f r~>l  is similar 
to the proof of Claim 5 and is therefore omitted. [] 
Claim 7. I f  v E Cf, then f(V)>~2(k - I~l + 1) -  p. 
Proof. Let { = ICf N v(Pt)l. Then ~ + ]S,:] >~k. We distinguish between two cases. 
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Case 1: f(u) = 1. In this case the function obtained by restricting f to V(Pt) is 
an fSF for Pt and 1 ~< f ~< t. Hence, 
~>2([2(k- lSc l )+4J  + lSc l ) -p  
=2 ( [~f f -2~ 4 + IsclJ) - +3  P 
~>2(f -~-+k t ~l ) 5-5+ -p 
>2(k-  [3] + 1) -P .  
Case 2: f(u) = -1. By Claim 6, the function obtained by restricting f to V(Pt)-  
{u,v} is an ( f -2 )  SF fo rP t -u -v  and l~<f -2~<t-2 .  Hence, 
f (V)  ~ 2 ( [2 ({32)+4J  + l + l&O - p 
~2 ([2~k_ '~'3 2,÷4j +1+ ,~c,) 
=2 
+~+lJ)_~ 
~2([~ k ,  ,j 
+~-~+ ) P 
=2(k-  [3] + l ) -p .  [] 
We now show that ifk~<t+L~ j -2 and t ~- O(mod3) or k~<t+L~ j and t - 1 (mod3) 
or k<<.t+ L~J - 1 and t = 2(mod3), then f(V)>~2(k- [~] +2) -  p. 
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If v ([ Cf,  then Claim 4 implies that f(V)>>.2(k - r~] + 2) - p, and we are done. 
We assume therefore that v E Cf. Let 
2 i f t _=0(mod3) ,  
r /=  0 if t=  l (mod3) ,  
1 i f t___2(mod3) 
and notice that k<~t + L~J - r ' .  
We first consider the case when f (u )  = 1. Claim 5 implies that ISol = L~] + r, 
where r is a nonnegative integer. If r~>l, then k = t + L~J + r, contradicting our 
assumption that k ~<t + L~J. Consequently, r = 0. Let { = IC! N V(Pt) I. Then 
•+L2 j ~-ICfl>/k and f (V ) )2 ( [~f~- ]+L2 J ) -  p 
) -P 
=2(k-  I37 +2) -  p. 
Next, consider the case when f (u )  = -1 .  Claim 6 implies that ISol = L~J + 1 + r, 
where r is a nonnegative integer. If r~> 1, then k = t + L~] + 1 + r, contradicting our 
assumption that k ~<t + L~J. Consequently, r = 0. Let ( = ICf • V(Pt)I. Then Claim 6 
implies that u E CU, 3<<.#<~t and t>~4. Furthermore, (+  L~] + 1 = ICfl>~k, while f 
restricted to V(Pt) - {u,v} is an ((  - 2)SF for Pt - u - v. Hence, 
f (V )  ~>2 (k2( ( -  2) +4 1) 
3 + -  P 
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J>2( [  2-k ÷ k -  t ÷r '+  1 ] )  
3 ÷1 -p  
([ , =2 k -  ~ , l , - -  -p  
Subsequently, we show that the value of  2(k - [~] + 2) - p can be attained if 
k _< t ÷ L~J. I f  t = 2, define f "  V(Pt) --~ {-1 ,1}  by f (u )  = f (v )  = 1 and extend f
to a kSF of  G by assigning the value 1 to k- t+ 1 vertices of S (which is possible since 
k<~t+s-  1) and -1  to the remaining vertices of S. Then f (V )  = 2(2+(k -  1 ) ) -p  = 
2(k - 1 ÷ 2) - p = 2(k - [~] ÷ 2) - p. If t = 3, define f " V(Pt) --~ {-1 ,  1} by 
f (w)  = f (u )  = f (v )  = 1 and extend f to a kSF of G by assigning the value 1 to 
k - t + I vertices of S (which is possible since k ~< t + s - 1 ) and - 1 to the remaining 
vertices of S. Then f (V )  = 2(3 ÷ (k - 2)) - p = 2(k - 1 + 2) - p = 2(k - F~] ÷ 2) - p. 
If t >/4, take a minimum signed dominating function on Pt - u - v and extend it to a 
function f : V(G) --~ {-1 ,0 ,  1} by assigning the value 1 to v and to k -  t + 1 vertices 
of  S (which is possible since k ~< t + s -  l) and -1  to the remaining vertices of  S and 
to the vertex u. Then [Crf >~(k -  t + 1)+ ( t -  1 )= k, while f has weight 
3 ÷ l+k- t÷ l  -p  =2 ÷ l÷k- t÷ l  -p  
t 
To complete the proof we show that if k >~ t÷ [~j - 1 and t = 0 (mod 3) or k/> t+ [~J + 1 
and t - 1 (mod 3) or k >7 t + [~J and t = 2 (mod 3), then 7-ksll (G) = 2(k - F~] ÷ 1 ) - p. 
Let V(Pt) = {vj . . . . .  vt} where vt = v. First, consider the case when t - 0(mod3).  
If k = t + L~J - 1, define f "  V(P,)--~ {-1 ,  1} by 
f (v i )=  {11  otherwiseifi=l(m°d3)' 
and extend f
vertices of  S. 
I f k=t÷ 
to a kSF of  G by assigning 1 to [~J vertices of S and -1  to the remaining 
Then f (V )  = 2([~J +2~) -p  = 2(k - t÷ l+Z~) -p  = 2(k -  [~] + l ) -p .  
[~J ÷r  for some integer r~>0, define f "  V(Pt)--~ {-1 ,  1} by 
-1  if i =-- 1 (mod3) and i~>4, 
f(vi  ) = 1 otherwise 
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and extend f to a kSF of G by assigning 1 to [2] +r  vertices of S and -1  to the 
remaining vertices of S. Then f (V )  = 2( [2] +r+2 @ +3) -  p = 2(k -  t+2~ + 1 ) -  p = 
2(k -  [~] + l ) -p .  
Next, consider the case when t -: 1 (rood3) and k = t+ [~] + r for some integer 
r>~l. Define f :  V(Pt)--~{-1,1} by 
-1  if i =- 0(mod3),  
f(vi) = 1 otherwise 
and extend f to a kSF of G by assigning 1 to [2] + r vertices of S and -1  to the 
remaining vertices of S. Then f (V )  = 2([2] + r + 2t@ + 1) - p = 2(k - t + 2!@ + 
l ) -p=Z(k -  [~1 +I ) -P -  
Finally consider the case when t ~ 2(rood3) and k : t+  [~] + r for some integer 
r~>0. Define f :  V(Pt) -+{-1,1} by 
-1  if i - 0(mod3),  
f(vi) = 1 otherwise 
and extend f to a kSF of G by assigning 1 to [2] + r vertices of S and -1  to the 
remaining vertices of S. Then U(V) = 2([2] + r + 2t3 -A + 2) - p = 2(k - t + 2!@ + 
2) - -p=Z(k -  [~1 +I ) -P -  [] 
3. The minus k-subdomination umber of comets 
In this section we compute the value of,,ks I°1 for comets. The following three results 
will prove to be useful. 
In order to state the first result we need the following definitions. The kSF f is 
called minimal if no g < f is a kSF. Let f be a minus kSF for the graph G = (V,E). 
We use three sets for such an f :  
B/= {v c Vlf[~'] = 1}, 
Pc -  {v • vlf(v)>~0} 
and 
C /={vc  vI f [v]>~l }. 
For A, BC V, we say that A dominates B (denoted by A >- B) if for each b E B we 
have N[b] NA ¢ ~. 
The following results are due to Broere et al. [2]. 
Theorem 8. A minus kSF .f is" minimal ([ and only' if for each k-subset K of Cf we 
have B l f~ K >- P I. 
lO l~n x Theorem 9. I fp>~2isanintegerandl<~k<~p-l ,  thengk~ t rp~= [~]+k-p+l .  
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Hattingh and Ungerer [7] established the following result. 
Theorem 10. I f  T is a tree of" order p >1 2 and k is an integer such that 1 <~ k ~ p - 1, 
then 
7~sl°l(T) >~k - p + 2. 
We are now ready to compute ?~ks l°l for comets. 
Theorem 11. Let p,s  and t be positive integers such that p = s + t, let k be an 
integer such that 1 <~ k <~ p - 1 and let G = C~,,t. I f  t >~ 2 and s >~ 2, then 
k-p+2 i f  l <~k<~s, 
Yksl01(G) = [k-~+----~ll + k - p + 1 i fs+l<<.k<~p. 
Proof. Since G is a tree, Theorem 10 implies that 7~sl°l(G)>~k - p+2.  We now show 
that if l<~k~s, then y- l° l (G)~<k ks -- P + 2, while if s + 1 <~k<<.p, then y~l°l(G)~< 
F(k - s + 1)/31 + k - p + 1. 
Suppose first that 1 ~< k ~<s. Let S denote the set of end vertices of the star and let 
S' C_S be any subset such that ]S'[ = k. Define f :  V---, { -1 ,0 ,  1} by 
1 if v = Vl, 
f (v )  = 0 if v C S', 
- 1 otherwise. 
Then S' C_ CU with [S'[ = k, while f (V (G) )  = kO + (s - k ) ( -  1) ÷ 1 ÷ (t - 1 ) ( -  1) = 
k -s+ 1 + 1 - t  = k -  p+2.  Hence, 7~s l° l (G)~k-  p+2.  
Suppose next that s + 1 <~k<<.p. Let {vl . . . . .  vt+l} denote the vertex set of the path 
Pt+l and identify the centre of the star Kl,~-i with the vertex v2 of Pt+l. Note that 
the graph G obtained in this way is isomorphic to G. Let S denote the end vertices of 
the star Kks_l. Define f :V (G) - - -+  {-1 ,0 ,1}  by 
{'° 1 
i f v=v i  where i _ - -2(mod3)  and i~<k-s+2 
i fv=v i  where in0  or l (mod3)  and i~<k-s+2 or vCS 
otherwise. 
Then it is easily verified that {Vl . . . . .  Vk-s+l}US C_ Cf and that f (V (G) )= ~(k - s + 1)/ 
31 +k-p  + 1. Hence, f is a minus kSF for G, so that 7~sl°l(G)~< U(k-  s + 1)/3] + 
k-p+l .  
All that remains to be shown is that y~sl°l(G)~> I(k - s  + 1)/31 + k -  p + 1. Let S 
denote the set of end vertices of the star in G and let V = V(G). Among all minimum 
kSF's for G, let f be chosen as to maximise the number of vertices in S that are 
assigned a 0 by f .  
We complete the proof by considering three cases. 
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Case 1: f(vl)  = -1 .  Then v ~ Cf for all v E S. If f (v)>~0 for some v E S, then, 
by the minimality of f (cf. Theorem 8), f[vl] = 1. We conclude that there exists 
u E S such that f(u) = 1. Then 9:  V --~ { -1 ,0 ,1}  defined by 
0 if z E {u, vt}, 
g(z )= f (z)  otherwise 
is a minimum minus kSF for G which assigns more zeros to the vertices of  S than 
f ,  which contradicts the choice of f .  We conclude that f(v) = -1  for all v E S 
and that f restricted to V(Pt) is a kSF for Pt. Using Theorem 9, we conclude that 
f(V)>~7~s l ° l (P t )+s( -1 )= [~1 +k- t+ l - s~>[(k - r+ l ) /31  ÷k-p+l .  
Case 2: f (v l )  -- O. If f (v )  -- l for some v E S, then g:  V ---+ {-1,O, 1} defined by 
0 i f z=v ,  
g(z) = 1 if z = UI ,  
f (z)  otherwise 
is a minimum minus kSF for G which assigns more zeros to the vertices of S than f ,  
which contradicts the choice of  f .  We conclude that f(v)<~O for all v E S and that f 
restricted to V(Pt) is a kSF for P r  It now follows that f(V)>/Vksl°l(pt)÷ s(--1) = 
F~I +k--t+l-s~>F(k--~+l)/3~+k-p+l.  
Case 3: f(vl)=- 1. 
Case 3.1: There exists v E S such that f(v) = -1 .  If f (u )  = 1 for some u E S-{v},  
then g :  V~{-1 ,0 ,1}  defined by 
0 if z E {u,v}, 
y (z )= f (z)  otherwise 
is a minimum minus kSF for G which assigns more zeros to vertices of S than f ,  
which contradicts the choice of f .  We conclude that f(v)<~0 for all v E S, all vertices 
in S n Cf are assigned a 0 by f and all vertices in S A C f  are assigned a - 1 by f. 
Let IS N Cf[ = n. Since v ~ Cr, it follows that n < s. Furthermore, k -  s>~ 1 implies 
that k -n>~ 1. Since f restricted to V(Pt) is a (k -  n)SF for Pt, we have 
f (V )  >>- I~- f - ]  + (k - n ) -  t + l + ( -1 ) (s -  n) 
>i ~ +k-p+l .  
Case 3.2: f(v)>~O for all v ~ S. If f (v )  = 1 for some v E S, then, by the minimality 
of  f ,  f[vl] = 1. Since f(u)>~O for all u E S - {v}, we must have that f(v2) = -1. 
Then g : V --+ { -1 ,  O, 1} defined by 
0 if z E {v, vz}, 
g(z )= f (z)  otherwise 
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is a min imum minus kSF for G which assigns more zeros to vertices of S than f ,  
which contradicts the choice of  f .  We conclude that f (v )  = 0 for all v E S. Let v E S 
and let pt  be the path induced by the vertices {v, vj . . . . .  vt}. Then f restricted to V(U)  
is a (k - s + 1)SF for P ' ,  so that f(V)>~7~sl°l(P ') + f (S  - {v}) = F(k - s + 1)/3] + 
(k -s+ 1) - ( t+ 1)+ 1 = F(k- s + 1)/3] +k-p+ 1. 
Hence, in all cases, f (V )  ~> [(k - s + 1)/3] + k - p + 1 and the result follows. [] 
Note, in closing, that 7-(Gs, t )=  [(t + 1)/3], where s and t are positive integers. 
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