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A FILTRATION ON THE COHOMOLOGY RINGS OF REGULAR NILPOTENT HESSENBERG
VARIETIES
MEGUMI HARADA, TATSUYAHORIGUCHI, SATOSHI MURAI, MARTHA PRECUP, AND JULIANNA TYMOCZKO
ABSTRACT. Let n be a positive integer. The main result of this manuscript is a construction of a filtration on
the cohomology ring of a regular nilpotent Hessenberg variety in GL(n,C)/B such that its associated graded
ring has graded pieces (i.e., homogeneous components) isomorphic to rings which are related to the cohomology
rings of Hessenberg varieties in GL(n− 1,C)/B, showing the inductive nature of these rings. In previous work,
the first two authors, together with Abe and Masuda, gave an explicit presentation of these cohomology rings
in terms of generators and relations. We introduce a new set of polynomials which are closely related to the
relations in the above presentation and obtain a sequence of equivalence relations they satisfy; this allows us to
derive our filtration. In addition, we obtain the following three corollaries. First, we give an inductive formula for
the Poincare´ polynomial of these varieties. Second, we give an explicit monomial basis for the cohomology rings
of regular nilpotent Hessenberg varieties with respect to the presentation mentioned above. Third, we derive
a basis of the set of linear relations satisfied by the images of the Schubert classes in the cohomology rings of
regular nilpotent Hessenberg varieties. Finally, our methods and results suggest many directions for future work;
in particular, we propose a definition of “Hessenberg Schubert polynomials” in the context of regular nilpotent
Hessenberg varieties, and outline several open questions pertaining to them.
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1. INTRODUCTION
Hessenberg varieties1 are subvarieties of the full flag variety Flag(Cn) of nested sequences of linear
subspaces in Cn. These varieties lie in a fruitful intersection of algebraic geometry, combinatorics, and
representation theory, and they have been studied extensively since the late 1980s, when they were first
introduced by De Mari and Shayman and studied by De Mari, Procesi, and Shayman [3–5].
We now describe the main result of this paper; the precise statement is given in Theorem 3.5. Let n be a
positive integer. A function h : {1, 2, . . . , n} → {1, 2, . . . , n} is said to be a Hessenberg function if h(i) ≥ i
for 1 ≤ i ≤ n and h(i + 1) ≥ h(i) for 1 ≤ i ≤ n − 1. For A an n × n matrix with complex entries and
h a Hessenberg function, the Hessenberg variety determined by A and h, denoted Hess(A, h), is a certain
subvariety of the full flag variety Flag(Cn). (Details are in Section 2.) When the matrix is chosen to be a
regular nilpotent matrix N, i.e. a matrix whose Jordan form consists of exactly one Jordan block with cor-
responding eigenvalue equal to 0, then the corresponding variety is called a regular nilpotent Hessenberg
Date: January 1, 2020.
1Hessenberg varieties may be defined in more generality in other Lie types. In this manuscript, we focus on the Lie type A case,
i.e. G = GL(n,C) (except in the introduction, where we mention some results for other Lie types).
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variety. The cohomology rings 2 of these varieties are the main objects of study in this manuscript. Now
let h : {1, 2, . . . , n} → {1, 2, . . . , n} be a Hessenberg function and let N be a regular nilpotent matrix. Our
Theorem 3.5 shows that there exists a positive integer p ≤ n, a sequence of rings Ahs for 1 ≤ s ≤ p such that
Ah1
∼= H∗(Hess(N, h)), and a filtration ofH∗(Hess(N, h)) as a vector space; here, by a filtration we mean that
there is a sequence of maps
0→ Ahp →֒ Ahp−1 →֒ · · · →֒ Ah2 →֒ Ah1 ∼= H∗(Hess(N, h))
where each arrow is an inclusion of vector spaces. Furthermore, for each s with 1 ≤ s ≤ p, we can define
a “smaller” Hessenberg function h(s) : {1, 2, . . . , n − 1} → {1, 2, . . . , n − 1} defined on {1, 2, . . . , n − 1}
instead of {1, 2, . . . , n} which, intuitively, deletes the s-th row and the s-th column of the diagram of h. (A
precise definition is given in (3.2).) In addition to the existence of the filtration above, our main result also
shows that the successive quotients Ahs/A
h
s+1 are isomorphic to an analogously defined ring associated to
the smaller Hessenberg function h(s). More precisely, we prove that
A
h
s/A
h
s+1
∼= Ah(s)rs
for an appropriately chosen integer rs. Our result therefore opens the door for an inductive analysis of
these rings, which include the cohomology rings of regular nilpotent Hessenberg varieties.
Some remarks are in order. Building on work of [8, 10], the first two authors and H. Abe and Masuda
gave a ring presentation of the cohomology rings of regular nilpotent Hessenberg varieties in the paper [1],
as a polynomial ring Q[x1, . . . , xn]modulo an ideal Ih, with an explicit list of n generators which we notate
as fh(1),1, . . . , fh(n),n. This explicit presentation, stated precisely in Theorem 2.4, is what allows us to make
the arguments in the present paper. In another direction, the second and third authors and T. Abe, Masuda,
and Sato showed in [2] that the cohomology rings of regular nilpotent Hessenberg varieties can be described
in the language of hyperplane arrangements. From this point of view, recently, the problem of giving an
explicit ring presentation of H∗(Hess(N, h)) was solved in all Lie types [2, 6]. The main new insight in the
current paper, which allows us to make the relevant arguments, is the introduction of a set of polynomials
gh(1),1, gh(2),2, . . . , gh(n),n which are closely related to the above generators fh(i),i of the ideal Ih. The key
technical points which form the core of our proof are that these new polynomials satisfy the same recursive
formulas as the ideal generators (Lemma 2.3), and moreover, that the ideal generators inductively satisfy
a very simple algebraic equation involving the gh(j),j (Lemma 4.1). We also heavily use the fact, proven
in [1], that the sequence {fh(1),1, fh(2),2, · · · , fh(n),n} is a regular sequence.
We also give several immediate applications of our main Theorem 3.5. The first is an inductive formula
for the Poincare´ polynomials of regular nilpotent Hessenberg varieties, stated in Corollary 6.1. The Betti
numbers of these varieties had been computed by previous work of the last two authors [16, 19] and a
closed formula for the Poincare´ polynomial, was given in [2,17]. Therefore, our formula is certainly not the
first formula for the Poincare´ polynomial of Hess(N, h), but it reveals the inductive nature of this Poincare´
polynomial. As a second application, we give a set of monomials in the polynomial ring Q[x1, . . . , xn]
such that their images under the quotient map Q[x1, . . . , xn] → Q[x1, . . . , xn]/Ih ∼= H∗(Hess(N, h)) form
a Q-vector space basis of H∗(Hess(N, h)); the result is stated precisely in Theorem 7.1. These monomials
are natural from the point of view of Schubert calculus, and in fact were the primary motivation for this
manuscript. Note that the result of [7] gives a basis for the same ring whose elements are monomials in
the positive roots, whereas the basis given in Theorem 7.1 is formed by monomials in the original variables
xi. Finally, as a third application of our techniques as well as the fact that the cohomology of the full flag
variety surjects ontoH∗(Hess(N, h)), we give an algorithm for deriving a basis for the set of linear relations
satisfied by the images of the Schubert classes inH∗(Hess(N, h)).
Our methods and results suggest many possible avenues of future work. Firstly, as mentioned above,
our monomial basis has natural interpretations in terms of Schubert calculus, and we use this basis to pro-
pose a definition of “Hessenberg Schubert polynomials”, in the context of regular nilpotent Hessenberg
varieties, in Section 9. Secondly, it is known by work of the first two authors and Abe and Masuda that
the cohomology ringH∗(Hess(N, h)) is isomorphic to the Sn-invariant subring of the “dot action” represen-
tation (defined by the fifth author in [20]) on the cohomology ring H∗(Hess(S, h))Sn of the corresponding
regular semisimple Hessenberg variety (here S is diagonalizable, with distinct eigenvalues) [1, Theorem B].
2In this manuscript, unless stated otherwise, we work with singular cohomology with coefficients in Q.
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Thus it is natural to ask whether a filtration which is analogous to ours, and which is compatible with the
dot action, also exists for H∗(Hess(S, h)). Thirdly, on a related note, it would be interesting to see a geo-
metric interpretation of our filtration and the isomorphisms of the graded pieces Ahs/A
h
s+1 with analogous
rings for smaller Hessenberg functions. Fourthly, the polynomials gh(j),j which we introduce are defined
by using the same recursive formula as the fh(j),j , but with a different set of initial values. This suggests
that it may be profitable to study the entire family of polynomials defined by these recursive formulas, with
differing initial values.
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2. PRELIMINARIES
Let n be a positive integer. Throughout, we will use the notation [n] := {1, 2, . . . , n}.
Definition 2.1. AHessenberg function is a function h : [n]→ [n] satisfying the following two conditions
h(i) ≥ i for 1 ≤ i ≤ n, and
h(i+ 1) ≥ h(i) for 1 ≤ i < n.
We frequently write a Hessenberg function by listing its values in sequence, i.e. h = (h(1), h(2), . . . , h(n)).
We now define the objects which are the geometric motivation for this manuscript. Let h : [n] → [n] be
a Hessenberg function and let A be an n × n matrix in gl(n,C). Then the Hessenberg variety Hess(A, h)
associated to h and A is defined to be
Hess(A, h) := {V• ∈ Flag(Cn) | AVi ⊂ Vh(i) for all i = 1, . . . , n} ⊂ Flag(Cn).(2.1)
In particular, by definition Hess(A, h) is a subvariety of Flag(Cn), and if h = (n, n, . . . , n), then it is imme-
diate from (2.1) that Hess(A, h) = Flag(Cn) for any choice of A. Thus the full flag variety Flag(Cn) is itself
a special case of a Hessenberg variety.
Let N denote a regular nilpotent matrix in gl(n,C), i.e., a matrix whose Jordan form consists of exactly
one Jordan block with corresponding eigenvalue equal to 0. Then, for any choice of Hessenberg function h,
we call Hess(N, h) the regular nilpotent Hessenberg variety (associated to h).
We now define the polynomials which are the main focus of this manuscript. For 1 ≤ j ≤ i ≤ n we
define a polynomial
(2.2) fi,j(x1, . . . , xn) :=
j∑
k=1
 i∏
ℓ=j+1
(xk − xℓ)
xk.
Here we take the convention that if j + 1 > i (i.e. we are in the situation i = j) then the product appearing
in the RHS is 1. Thus for any iwith 1 ≤ i ≤ n we have
(2.3) fi,i(x1, . . . , xn) := x1 + x2 + · · ·+ xi.
We also define the polynomials
(2.4) gi,j(x1, . . . , xn) :=
j∑
k=1
 i∏
ℓ=j+1
(xk − xℓ)

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for 1 ≤ j ≤ i ≤ n. In the case when j + 1 > i (i.e. when i = j) we take the same convention as for the fi,j
and we see that for any iwith 1 ≤ i ≤ n we have
(2.5) gi,i(x1, . . . , xn) :=
i∑
k=1
1 = i.
As can be seen from the definitions, the polynomials fi,j and gi,j are intimately related, and we will use this
to our advantage in what follows.
Remark 2.2. It is immediate from the definitions that for 1 ≤ j ≤ i ≤ n, the polynomial fi,j is homogeneous of
degree i − j + 1, and gi,j is homogeneous of degree i− j.
It is useful to visualize both fi,j and gi,j as corresponding to the (i, j)-th matrix entry in an n× nmatrix
as follows:
(2.6)

f1,1 0 · · · · · · 0
f2,1 f2,2 0 · · · 0
f3,1 f3,2 f3,3
. . .
...
...
. . .
fn,1 fn,2 · · · fn,n

and similarly for the gi,j . Visualized in this manner, the equations (2.3) and (2.5) give simple explicit for-
mulas for the entries along the main diagonal, i.e. the (i, i)-th entries. The polynomials fi,j were originally
defined in [1] by the recursive formula (2.7) below. Motivated by this, we have the following lemma.
Lemma 2.3. For (i, j) with 1 ≤ j < i ≤ n we have
(2.7) fi,j = fi−1,j−1 +
(
xj − xi
)
fi−1,j
where we take the convention fi,0 := 0 for any i. We also have
(2.8) gi,j = gi−1,j−1 + (xj − xi)gi−1,j
where again we take the convention that gi,0 = 0 for any i.
Proof. For the recursive formula (2.7) for the f ’s, see [1, Lemma 6.5]. We show the recursive formula (2.8)
for the g’s. First consider the case when j = 1. Then gi−1,j−1 = gi−1,0 = 0, so the statements of the lemma
become
gi,1 = (x1 − xi)gi−1,1.
Since i > j by assumption, we know i ≥ 2. By definition of the gi,j we have
gi,1 =
i∏
ℓ=2
(x1 − xℓ) = (x1 − xi)
(
i−1∏
ℓ=2
(x1 − xℓ)
)
= (x1 − xi) · gi−1,1
as desired, where the product is taken to be equal to 1 if the top index is less than the bottom index.
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Now we consider the case j ≥ 2. We start with the RHS of (2.8) and compute:
gi−1,j−1 + (xj − xi)gi−1,j
=
j−1∑
k=1
i−1∏
ℓ=j
(xk − xℓ)
 + (xj − xi)
 j∑
k=1
 i−1∏
ℓ=j+1
(xk − xℓ)
 by definition
=
j−1∑
k=1
i−1∏
ℓ=j
(xk − xℓ)
 + (xj − xi)
j−1∑
k=1
 i−1∏
ℓ=j+1
(xk − xℓ)
+ (xj − xi)
 i−1∏
ℓ=j+1
(xj − xℓ)

=
j−1∑
k=1
i−1∏
ℓ=j
(xk − xℓ)
 + (xj − xi)
j−1∑
k=1
 i−1∏
ℓ=j+1
(xk − xℓ)
+
 i∏
ℓ=j+1
(xj − xℓ)

=
j−1∑
k=1
 i−1∏
ℓ=j+1
(xk − xℓ)
 · ((xk − xj) + (xj − xi))
 +
 i∏
ℓ=j+1
(xj − xℓ)

=
j−1∑
k=1
 i∏
ℓ=j+1
(xk − xℓ)
+
 i∏
ℓ=j+1
(xj − xℓ)

=
j∑
k=1
 i∏
ℓ=j+1
(xk − xℓ)

= gi,j
so the RHS equals the LHS and we are done. 
Let R := Q[x1, . . . , xn] denote the polynomial ring in variables x1, . . . , xn, and define the ideal Ih associ-
ated with a Hessenberg function h by
(2.9) Ih := 〈fh(1),1, fh(2),2, . . . , fh(n),n〉.
Then the quotient ring R/Ih has the following geometric meaning as shown in [1].
Theorem 2.4. [1, Theorem A] Let n be a positive integer. Let N denote a regular nilpotent matrix in gl(n,C),
h : [n] → [n] a Hessenberg function, and let Hess(N, h) ⊂ Flag(Cn) be the associated regular nilpotent Hessenberg
variety. Then the restriction map
H∗(Flag(Cn))→ H∗(Hess(N, h))
is surjective, and there is an isomorphism of graded Q-algebras
(2.10) H∗(Hess(N, h)) ∼= Q[x1, . . . , xn]/Ih = R/Ih
where Ih is the ideal of R = Q[x1, . . . , xn] defined in (2.9). Here, the isomorphism doubles the grading on the right
hand side, namely deg(xi) = 2 for all 1 ≤ i ≤ n.
Remark 2.5. The cohomology ring H∗(Flag(Cn);Z) has the well-known Borel presentation
(2.11) H∗(Flag(Cn);Z) ∼= Z[x1, . . . , xn]/〈e1, . . . , en〉
where, for each i, the ei denotes the i-th elementary symmetric polynomial. The xi in (2.11) represents the negative of
the first Chern class of the i-th tautological line bundle over Flag(Cn). The xi in (2.10) denotes the image of the xi
in (2.11) under the restriction mapH∗(Flag(Cn))→ H∗(Hess(N, h)).
Next, we define a family of rings which include the cohomology rings appearing in Theorem 2.4 as special
cases. Let h : [n]→ [n] denote a Hessenberg function and let 1 ≤ s ≤ n+ 1. We define
(2.12) Ahs := R/〈gh(1),1, . . . , gh(s−1),s−1, fh(s),s, . . . , fh(n),n〉.
Thus the ring Ahs is obtained by replacing the first s − 1 relations fh(1),1, . . . , fh(s−1),s−1 defining the ideal
Ih with the polynomials gh(1),1, . . . , gh(s−1),s−1 respectively. In particular, it is clear that A
h
1 = R/Ih
∼=
H∗(Hess(N, h)), so these rings generalize the cohomology rings appearing in the above theorem. Note that
Ahn+1 is the zero ring because gh(n),n = gn,n = n is a constant.
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Our arguments will depend heavily on techniques from commutative algebra, stemming from the fact
that the sequences appearing in the definition of Ahs above are regular sequences. We first recall the defini-
tion of a regular sequence from commutative algebra.
Definition 2.6. For a ring S, a sequence f1, . . . , fr ∈ S is called a regular sequence if:
(i) fi is non-zero, and not a zero-divisor, in S/(f1, . . . , fi−1) for i = 1, . . . , r, and
(ii) S/(f1, . . . , fr) 6= 0.
If S is a graded Q-algebra and f1, . . . , fr are positive-degree, homogeneous elements, then it is well-known
(cf. for example [18, Chapter 1, Section 5.6]) that {f1, . . . , fr} is a regular sequence if and only if the set
{f1, . . . , fr} is algebraically independent over Q and S is a free Q[f1, . . . , fr]-module. The following is then
immediate.
Lemma 2.7. Let R = Q[x1, . . . , xn] be a polynomial ring and let g1, . . . , gn ∈ R be a regular sequence of positive-
degree homogeneous polynomials in R. If {g1, . . . , gn} ⊆ R is a regular sequence, then for any σ ∈ Sn a permutation,
the reordering {gσ(1), . . . , gσ(n)} is also a regular sequence.
Proof. As remarked before the statement of the lemma, it is known that if g1, . . . , gn are positive-degree
and homogeneous, then the property of being a regular sequence can be characterized by algebraic inde-
pendence over Q and the freeness of R as a Q[g1, . . . , gn]-module. Both conditions depend only on the set
{g1, . . . , gn} and are independent of their ordering. Hence the statement of the lemma follows. 
The following lemma will be fundamental to our arguments below.
Lemma 2.8. Let R = Q[x1, . . . , xn] be a polynomial ring and let {g1, . . . , gn} ⊂ R be a regular sequence of positive-
degree homogeneous polynomials in R. Assume that gn = g
′
n · g′′n for some positive-degree homogeneous polynomials
g′n, g
′′
n ∈ R. Then, the linear map induced by multiplication by g′′n, i.e., the map
(2.13) × g′′n : R/〈g1, . . . , gn−1, g′n〉 → R/〈g1, . . . , gn−1, gn〉, [f ] 7→ [f · g′′n]
is well-defined and injective. In fact, the above map fits into an exact sequence of R-modules
(2.14) 0→ R/〈g1, . . . , gn−1, g′n〉 → R/〈g1, . . . , gn−1, gn〉 → R/〈g1, . . . , gn−1, gn, g′′n〉 → 0.
Proof. To check well-definedness, it suffices to check that the generators {g1, g2, . . . , g′n} of the ideal on the
LHS of (2.13) go to the ideal generated by {g1, g2, . . . , gn}, and this is clear. For the injectivity, it is useful to
notice that we can describe the map (2.13) also as
×g′′n : (R/〈g1, . . . , gn−1〉) /〈g′n〉 → (R/〈g1, . . . , gn−1〉) /〈gn〉, [f ] 7→ [f · g′′n],
where by slight abuse of notation we also denote by f an element of S := R/〈g1, . . . , gn−1〉. By assumption,
{g1, . . . , gn} is a regular sequence, so the image of gn ∈ R in S is not a zero divisor in S. It follows that
g′n, g
′′
n are also not zero divisors in S. Thus to prove the claim it is enough to show the following: for S a
commutative ring and b not a zero divisor in S, the map
×b : S/〈a〉 → S/〈ab〉
is injective, for any a ∈ S. To see this, suppose f ∈ S and fb ∈ 〈ab〉. We wish to show f ∈ 〈a〉. But if
fb ∈ 〈ab〉 then there exists g ∈ S with fb = gab, so (f − ga)b = 0 in S. Since b is not a zero divisor in S, we
have f − ga = 0 in S, so f ∈ 〈a〉 as desired. To see the exactness of the sequence (2.14), the only substantive
point remaining is exactness in the middle. Note that the image of the map ×g′′n is the (image under the
natural quotient map of the) space
{g′′n · f¯ | f ∈ R}
and the kernel of the projection mapR/〈g1, . . . , gn−1, gn〉 → R/〈g1, . . . , gn−1, gn, g′′n〉 is also the (image under
the natural quotient map of the) space
{g′′n · f¯ | f ∈ R}
so they are equal. 
Finally, we will need the following two facts. The first says that if an element in a regular sequence can
be factored, then we can “take off” one of the factors and still have a regular sequence. This is immediate
from the definition of regular sequences so we omit the proof.
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Lemma 2.9. Let R = Q[x1, . . . , xn] be a polynomial ring and {g1, . . . , gn} ⊂ R a regular sequence. Assume that
gn = g
′
n ·g′′n for some positive-degree homogeneous polynomials g′n, g′′n ∈ R. Then {g1, . . . , gn−1, g′n} is also a regular
sequence.
The second statement is the following well-known characterization of regular sequences phrased in
terms of Hilbert series [18, p.35]. For any positively graded algebra A = ⊕k≥0Ak with finite-dimensional
graded components, we let F (A, t) denote its Hilbert series, defined as
F (A, t) :=
∑
k≥0
dimQ(Ak)t
k.
Proposition 2.10. Let R = Q[x1, . . . , xn] and let {g1, . . . , gn} ∈ R be a set of positive-degree homogeneous polyno-
mials. Then {g1, . . . , gn} is a regular sequence if and only if
F (Q[x1, . . . , xn]/〈g1, . . . , gn〉, t) =
n∏
k=1
(1 + t+ t2 + · · ·+ tdeg(gk)−1)
where deg(gk) is the degree of gk in Q[x1, . . . , xn].
3. STATEMENT OF THE MAIN THEOREM
We now give a precise statement of our main theorem. To do so, we need a bit more notation. Let
h : [n] → [n] be a Hessenberg function. For s such that 1 ≤ s ≤ n, we let rs denote the minimal number m
such that h(m) ≥ s. Namely,
(3.1) rs := min{m | h(m) ≥ s}.
Example 3.1. Let h = (2, 4, 4, 5, 6, 6). Below, we represent the Hessenberg function by drawing a “star” in the box
(i, j) if i ≤ h(j).
h :
⋆ ⋆ ⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆
⋆ ⋆
It is not hard to check that, in this case, we have r1 = 1, r2 = 1, r3 = 2, r4 = 2, r5 = 4 and r6 = 5.
The following is straightforward.
Lemma 3.2. For any Hessenberg function h : [n]→ [n] and any s, 1 ≤ s ≤ n, we have rs ≤ s.
Proof. By definition of Hessenberg functions, we must have h(s) ≥ s, so s is contained in the set appearing
in (3.1). 
Let h(s) be the Hessenberg function obtained from h by removing s-th row and s-th column. We give an
example to illustrate.
Example 3.3. Continuing the above example, let h = (2, 4, 4, 5, 6, 6) and let s = 2. If we delete the 2nd row and 2nd
column, pictorially indicated by the shaded boxes in the figure, then what remains represents the Hessenberg function
h(2) = (1, 3, 4, 5, 5).
h :
⋆ ⋆ ⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆
⋆ ⋆
h(2) :
⋆ ⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆
⋆ ⋆
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We can also describe h(s) : [n− 1]→ [n− 1] explicitly as follows:
(3.2) h(s)(m) =

h(m) if 1 ≤ m ≤ rs − 1,
h(m)− 1 if rs ≤ m ≤ s− 1,
h(m+ 1)− 1 if s ≤ m ≤ n− 1
as the reader may check.
Finally, we define the number p(h) to be the first position at which the diagram of h hits the main diago-
nal. More precisely, we define
(3.3) p(h) := min{m ∈ [n] | h(m) = m}.
Note that any Hessenberg function h satisfies h(n) = n, so the set {m ∈ [n] : h(m) = m} is non-empty and
the integer p(h) is well-defined. As we already noted in (2.5), the polynomial gm,m is a constant polynomial
for any m ∈ [n]. Thus, if h(m) = m, then Ahs for any s > m is the zero ring (since the ideal by which we
quotient includes gm,m, a constant). We need to avoid these degenerate cases in the arguments below.
Remark 3.4. We say that a Hessenberg function is connected if h(i) > i for all 1 ≤ i < n. In this case, p(h) = n.
In many situations, it is natural to restrict attention to connected Hessenberg functions. However, we cannot place
this assumption on our Hessenberg functions because we also need to deal with disconnected (i.e., not connected)
Hessenberg functions in our inductive argument.
We can now state the main theorem.
Theorem 3.5. Let n be a positive integer and h : [n] → [n] a Hessenberg function. For each s, 1 ≤ s ≤ p(h), there
is a well-defined, injective linear map
(3.4) Ahs+1

 ×xs
// Ahs
induced by “multiplication by xs”, giving rise to a filtration
(3.5) 0 

// Ah
p(h)

 ×xp(h)−1
// Ah
p(h)−1

 ×xp(h)−2
// · · ·   ×x2 // Ah2   ×x1 // Ah1 = R/Ih
of the ring R/Ih ∼= H∗(Hess(N, h)). Moreover, for each s with 1 ≤ s ≤ p(h) we have
A
h
s/A
h
s+1
∼= Ah(s)rs
where by slight abuse of notation we denote by Ahs+1 the image of A
h
s+1 in A
h
s under the map ×xs. In particular, if
s = p(h), then we have the isomorphism
A
h
p(h)
∼= Ah(p(h))rp(h) .
The second statement in the theorem above says that the graded pieces of the associated graded ring
corresponding to the filtration (3.5) are isomorphic to analogous rings that are associated to a Hessenberg
function for the integer n−1. In this sense, the graded pieces correspond to “smaller”Hessenberg functions,
allowing us to make inductive arguments. This will be important for both the proof of the above theorem
as well as for the corollaries thereof.
4. PROOF OF MAIN THEOREM, PART 1: A FILTRATION OF R/Ih
In this section, we prove the first statement of Theorem 3.5, namely, that there exists a filtration of the
ring R/Ih as in (3.5). We present the argument as a sequence of lemmas, from which the filtration (3.5)
follows straightforwardly.
Lemma 4.1. Let 1 ≤ j ≤ i ≤ n. Then
fi,j ≡ xj · gi,j mod gi,j−1
in R = Q[x1, . . . , xn]. Equivalently, fi,j − xjgi,j ∈ 〈gi,j−1〉.
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Proof. We take cases. First suppose j = 1. Then by our conventions gi,j−1 = gi,1−1 = gi,0 = 0. Therefore, in
this case we must prove that fi,1 = gi,1 ·x1 (i.e. that the LHS and RHS are actually equal, not just equivalent
modulo some equivalence relation). By definition
fi,1 :=
(
i∏
ℓ=2
(x1 − xℓ)
)
x1 and gi,1 :=
i∏
ℓ=2
(x1 − xℓ)
where the products are viewed to be equal to 1 in the case that i = 1 < 2. It follows immediately that for
any 1 ≤ i ≤ n we have fi,1 = gi,1 · x1 as desired.
Next we consider the case j ≥ 2. In this case we have by definition
gi,j−1 =
j−1∑
k=1
i∏
ℓ=j
(xk − xℓ)
=
j−1∑
k=1
 i∏
ℓ=j+1
(xk − xℓ)
 xk − j−1∑
k=1
 i∏
ℓ=j+1
(xk − xℓ)
xj
(4.1)
where the second equality is obtained by splitting off the factor (xk − xj) in the product formula, and
products are interpreted to be equal to 1 if the top index is smaller than the bottom index. We then have
fi,j =
j∑
k=1
 i∏
ℓ=j+1
(xk − xℓ)
xk
=
j−1∑
k=1
 i∏
ℓ=j+1
(xk − xℓ)
xk +
 i∏
ℓ=j+1
(xj − xℓ)
 xj
≡
j−1∑
k=1
 i∏
ℓ=j+1
(xk − xℓ)
xj +
 i∏
ℓ=j+1
(xj − xℓ)
 xj modulo gi,j−1 by (4.1)
=
j∑
k=1
 i∏
ℓ=j+1
(xk − xℓ)
xj
= xj · gi,j by definition of gi,j
as desired. 
The following lemma is based on the proof of [1, Lemma 4.1].
Lemma 4.2. Let h : [n]→ [n] be a Hessenberg function. For 1 < j ≤ n and h(j − 1) ≤ i ≤ n we have
fi,j−1 ∈ 〈fh(1),1, . . . , fh(j−1),j−1〉,
gi,j−1 ∈ 〈gh(1),1, . . . , gh(j−1),j−1〉.
Proof. We induct on j and i. Note that j is assumed to satisfy 1 < j so the base case is j = 2. In this case we
wish to show that
fi,1 ∈ 〈fh(1),1〉
for h(1) ≤ i ≤ n. If i = h(1), then fi,1 = fh(1),1 so the claim is immediate. Otherwise, the claim follows by
a simple induction on i since we know from Lemma 2.3 that fi,1 = (x1 − xi)fi−1,1. Thus fi,1 ∈ 〈fi−1,1〉 ⊆
〈fi−2,1〉 ⊆ · · · ⊆ 〈fh(1),1〉 as desired. The argument for gi,1 ∈ 〈gh(1),1〉 is similar.
Now suppose that j ≥ 3 and assume by induction that the claim is true for j − 1, i.e., for any i with
h(j − 2) ≤ i ≤ n we know fi,j−2 ∈ 〈fh(1),1, . . . , fh(j−2),j−2〉. We then wish to show the claim for j and
any i with h(j − 1) ≤ i ≤ n. We induct on i. The base case is i = h(j − 1), which is clear. Now assume
h(j − 1) < i ≤ n and assume the claim is known for i− 1. By Lemma 2.3 we have
(4.2) fi,j−1 = fi−1,j−2 + (xj−1 − xi)fi−1,j−1.
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By the inductive hypothesis on the i, we know that fi−1,j−1 ∈ 〈fh(1),1, . . . , fh(j−1),j−1〉. Next observe that
since i > h(j − 1) we know i − 1 ≥ h(j − 1) ≥ h(j − 2). Hence by the inductive hypothesis on j we know
that fi−1,j−2 ∈ 〈fh(1),1, . . . , fh(j−2),j−2〉 ⊆ 〈fh(1),1, . . . , fh(j−1),j−1〉. Hence we conclude from (4.2) that
fi,j−1 ∈ 〈fh(1),1, . . . , fh(j−1),j−1〉
as desired. By Lemma 2.3 the recursive formula for the g’s are the same as for the f ’s, so the proof for the
gi,j−1 is similar. 
Using the above two lemmas, we get the following.
Lemma 4.3. Let 1 ≤ j ≤ n. We have an equality of ideals
〈gh(1),1, . . . , gh(j−1),j−1, fh(j),j , fh(j+1),j+1, . . . , fh(n),n〉 = 〈gh(1),1, . . . , gh(j−1),j−1, xj ·gh(j),j , fh(j+1),j+1, . . . , fh(n),n〉.
Proof. In the case j = 1 it suffices to observe that the definitions of fi,j and gi,j immediately imply that
fh(1),1 = x1 · gh(1),1. This in turn implies that the two ideals are equal. For j > 1 we have
〈gh(1),1, . . . , gh(j−1),j−1, fh(j),j , fh(j+1),j+1, . . . , fh(n),n〉
=〈gh(1),1, . . . , gh(j−1),j−1, gh(j),j−1, fh(j),j , fh(j+1),j+1, . . . , fh(n),n〉 by Lemma 4.2 since h(j) ≥ h(j − 1)
=〈gh(1),1, . . . , gh(j−1),j−1, gh(j),j−1, xj · gh(j),j , fh(j+1),j+1, . . . , fh(n),n〉 by Lemma 4.1
=〈gh(1),1, . . . , gh(j−1),j−1, xj · gh(j),j , fh(j+1),j+1, . . . , fh(n),n〉 by Lemma 4.2
as desired. 
We now recall the following fact.
Lemma 4.4. ( [1, Lemma 6.8]) The polynomials {fh(1),1, fh(2),2, . . . , fh(n),n} form a regular sequence inQ[x1, . . . , xn].
In our arguments below, we consider ideals generated by sequences of polynomials which replace some
of the fh(j),j appearing in the sequence above with gh(j),j ’s, or xj · gh(j),j . The following lemma states that
these still form regular sequences.
Lemma 4.5. Let h : [n]→ [n] be a Hessenberg function. Then
(i) The set {gh(1),1, gh(2),2, . . . , gh(j−1),j−1, xj · gh(j),j , fh(j+1),j+1, . . . , fh(n),n} is a regular sequence for any
integer 1 ≤ j ≤ p(h).
(ii) The set {gh(1),1, gh(2),2, . . . , gh(j−1),j−1, gh(j),j , fh(j+1),j+1, . . . , fh(n),n} is a regular sequence for any inte-
ger 0 ≤ j < p(h). (When j = 0 we interpret the sequence to be {fh(1),1, . . . , fh(n),n}.)
Proof. By Proposition 2.10, if {F1, . . . , Fn} and {G1, . . . , Gn} are two sequences of polynomials with deg(Fi) =
deg(Gi) for all i and
〈F1, . . . , Fn〉 = 〈G1, . . . , Gn〉
and if in addition {F1, . . . , Fn} is a regular sequence, then G1, . . . , Gn is also a regular sequence. Thus by
Lemma 4.3 if (ii) holds for j = k then (i) holds for j = k + 1. Also, from Lemma 2.9 we know that if (i)
holds for j = k then (ii) also holds for j = k. Since the statement (ii) for j = 0 is Lemma 4.4, an induction
argument starting at j = 0 for statement (ii) implies the claims. 
Using the above lemmas, we can now prove the first part of Theorem 3.5, namely, that there is an exact
sequence connecting the rings Ahs for differing values of s. We state this formally as a Proposition below.
Proposition 4.6. Let s be an integer, 1 ≤ s ≤ p(h). Following the notation established above, there is a well-defined
injective linear map
Ahs+1

 ×xs
// Ahs
which fits into an exact sequence
(4.3) 0→ Ahs+1 ×xs−−→ Ahs → Ahs/〈xs〉 → 0.
Thus there exists a filtration
(4.4) 0 

// Ah
p(h)

 ×xp(h)−1
// Ah
p(h)−1

 ×xp(h)−2
// · · ·   ×x2 // Ah2   ×x1 // Ah1 = R/Ih
of the ring R/Ih ∼= H∗(Hess(N, h)).
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Proof. Recall that by definition
A
h
s+1 := R/〈gh(1),1, . . . , gh(s),s, fh(s+1),s+1, . . . , fh(n),n〉
and
A
h
s := R/〈gh(1),1, . . . , gh(s−1),s−1, fh(s),s, . . . , fh(n),n〉.
We know from Lemma 4.3 that
A
h
s = R/〈gh(1),1, · · · , gh(s−1),s−1, xs · gh(s),s, fh(s+1),s+1, · · · , fh(n),n〉.
Moreover, from Lemma 4.5 we know that {gh(1),1, gh(2),2, . . . , gh(s−1),s−1, xs · gh(s),s, fh(s+1),s+1, . . . , fh(n),n}
is a regular sequence. Now by Lemma 2.8 we conclude that the map
R/〈gh(1),1, . . . , gh(s),s, fh(s+1),s+1, . . . , fh(n),n〉 ×xs−−→ R/〈gh(1),1, . . . , gh(s−1),s−1, xs·gh(s),s, fh(s+1),s+1, . . . , fh(n),n〉
which is defined bymultiplication by xs is well-defined and injective. Thus the first statement of the propo-
sition is proved. The exactness of (4.3) is given by the exactness of (2.14). The filtration (4.4) follows imme-
diately by considering the injections in sequence. 
5. PROOF OF MAIN THEOREM, PART 2: THE QUOTIENT RING
Proposition 4.6 of the previous section proves the first part of Theorem 3.5. In this section, we prove the
second half. Specifically, we give a description of the quotient ring Ahs/〈xs〉 as an analogous ring that is
associated to a “smaller” Hessenberg function from [n− 1] to [n − 1]. Before continuing we note that from
the exact sequence (4.3) we know that there exists an isomorphism
A
h
s/A
h
s+1
∼= Ahs/〈xs〉
where by slight abuse of notation we denote by Ahs+1 the image of A
h
s+1 in A
h
s under the map ×xs. We will
therefore use Ahs/A
h
s+1 and A
h
s/〈xs〉 interchangeably in the discussion that follows. We have the following.
Proposition 5.1. Let h be a Hessenberg function and 1 ≤ s ≤ p(h). Then the following ring isomorphism holds
(5.1) Ahs/A
h
s+1
∼= Ah(s)rs
where rs is defined in (3.1). Here, the ring on the RHS is of the form
Q[y1, . . . , yn−1]/〈gh(s)(1),1(y), . . . , gh(s)(rs−1),rs−1(y), fh(s)(rs),rs(y), . . . , fh(s)(n−1),n−1(y)〉
and the isomorphism of (5.1) is realized by sending xm to ym for 1 ≤ m ≤ s− 1 and xm to ym−1 for s+1 ≤ m ≤ n.
In particular, if s = p(h), then we have
A
h
p(h)
∼= Ah(p(h))rp(h) .
Before proving Proposition 5.1, we prove the following lemma, which is a simple consequence of Lem-
mas 4.1 and 4.2.
Lemma 5.2. Let h : [n]→ [n] be a Hessenberg function. Then for 1 ≤ m ≤ n we have
fh(m),m ∈ 〈gh(1),1, . . . , gh(m),m〉.
In particular, we have
〈fh(1),1, fh(2),2, . . . , fh(m),m〉 ⊂ 〈gh(1),1, gh(2),2, . . . , gh(m),m〉
for 1 ≤ m ≤ n.
Proof. From Lemma 4.1 we conclude that
fh(m),m ∈ 〈gh(m),m, gh(m),m−1〉.
Furthermore, since h(m) ≥ h(m − 1) by the definition of Hessenberg functions, from Lemma 4.2 we can
conclude that
gh(m),m−1 ∈ 〈gh(1),1, . . . , gh(m−1),m−1〉.
Putting the above together we obtain that
fh(m),m ∈ 〈gh(1),1, . . . , gh(m−1),m−1, gh(m),m〉
as was to be shown. The second statement follows immediately. 
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We can now prove Proposition 5.1.
Proof of Proposition 5.1. By the exact sequence (4.3), we know that
A
h
s/A
h
s+1
∼= Ahs/〈xs〉.
Note that in the special case s = p(h), the ring Ah
p(h)+1 is the zero ring, so the above statement is equivalent
to Ah
p(h)
∼= Ah
p(h)/〈xp(h)〉, and the claim of the proposition is that Ahp(h) ∼= Ah
(p(h))
rp(h)
. Except for this difference
in the statement of the claim, the argument we give below works for both the special case s = p(h) and for
the other cases when s < p(h).
To prove (5.1), we define an explicit map ϕ : Ahs/〈xs〉 → Ah
(s)
rs
. As stated in the statement of the theorem,
we think of Ah
(s)
rs
as being realized as a quotient of the ring Q[y1, y2, . . . , yn−1] by the ideal
(5.2) 〈gh(s)(1),1(y), . . . , gh(s)(rs−1),rs−1(y), fh(s)(rs),rs(y), . . . , fh(s)(n−1),n−1(y)〉.
We define ϕ(xm) = ym if 1 ≤ m ≤ s − 1 and we define ϕ(xm) = ym−1 if s + 1 ≤ m ≤ n. (Here by slight
abuse of notation we denote by xj and yj their corresponding images in the appropriate quotient rings.)
We define ϕ(xs) = 0. We need to prove that ϕ is a well-defined ring map, and that it is an isomorphism. We
first check well-definedness. To do this, it suffices to check that ϕ takes the defining relations of Ahs/〈xs〉 to
the ideal (5.2). In this context we may view the defining relations of Ahs/〈xs〉 to be the polynomials
gh(1),1, gh(2),2, · · · , gh(s−1),s−1, fh(s),s, · · · , fh(n),n
considered as polynomials in x1, . . . , xn, where we additionally set xs = 0.
We take cases.
Case (i): Suppose that 1 ≤ m ≤ rs − 1. Recall that rs = min{m ∈ [n] | h(m) ≥ s} and from Lemma 3.2 we
have rs ≤ s. Hence 1 ≤ m ≤ rs − 1 ≤ s− 1. Moreover, by definition of rs, if m ≤ rs − 1 then h(m) < s. By
the definition of ϕwe conclude that ϕ(xk) = yk for all 1 ≤ k ≤ h(m). Moreover, by the definition of h(s) we
have h(s)(m) = h(m) in this case. Thus we have
ϕ(gh(m),m(x)) = ϕ
 m∑
k=1
 h(m)∏
ℓ=m+1
(xk − xℓ)
 = m∑
k=1
h(s)(m)∏
ℓ=m+1
(yk − yℓ)
 = gh(s)(m),m(y).
Thus ϕ takes gh(m),m(x) to an element in (5.2) as desired.
Case (ii): Suppose that rs ≤ m ≤ s− 1. Then h(m) ≥ s. As in the above case we may compute
ϕ(gh(m),m(x)) = ϕ
 m∑
k=1
 h(m)∏
ℓ=m+1
(xk − xℓ)

≡
m∑
k=1
( s−1∏
ℓ=m+1
(ϕ(xk)− ϕ(xℓ))
)
ϕ(xk)
 h(m)∏
ℓ=s+1
(ϕ(xk)− ϕ(xℓ))
 since ϕ(xs) = 0
=
m∑
k=1
( s−1∏
ℓ=m+1
(yk − yℓ)
)
yk
 h(m)∏
ℓ=s+1
(yk − yℓ−1)
 by definition of ϕ
=
m∑
k=1
h(m)−1∏
ℓ=m+1
(yk − yℓ)
 yk
= fh(m)−1,m(y)
= fh(s)(m),m(y) by definition of h
(s)
since rs ≤ m ≤ s − 1. Since m ≥ rs by assumption, we know that fh(s)(m),m(y) is an element of (5.2), as
desired.
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Case (iii): Suppose thatm = s. Then we have
ϕ(fh(s),s(x)) = ϕ
 s∑
k=1
 h(s)∏
ℓ=s+1
(xk − xℓ)
 xk

= ϕ
s−1∑
k=1
 h(s)∏
ℓ=s+1
(xk − xℓ)
 xk
 since ϕ(xs) = 0
=
s−1∑
k=1
 h(s)∏
ℓ=s+1
(ϕ(xk)− ϕ(xℓ))
ϕ(xk)
=
s−1∑
k=1
 h(s)∏
ℓ=s+1
(yk − yℓ−1)
 yk by definition of ϕ
=
s−1∑
k=1
h(s)−1∏
ℓ=s
(yk − yℓ)
 yk
= fh(s)−1,s−1(y).
Now note that h(s)(s − 1) = h(s − 1) − 1 by definition of h(s) so h(s) − 1 ≥ h(s − 1) − 1 = h(s)(s − 1).
Therefore by Lemma 4.2 we may conclude ϕ(fh(s),s(x)) = fh(s)−1,s−1(y) ∈ 〈fh(s)(1),1, · · · , fh(s)(s−1),s−1〉.
Applying Lemma 5.2 we can see that
〈fh(s)(1),1, . . . , fh(s)(rs−1),rs−1〉 ⊆ 〈gh(s)(1),1, · · · , gh(s)(rs−1),rs−1〉
where all polynomials are in the y coordinates. Therefore
〈fh(s)(1),1, . . . , fh(s)(rs−1),rs−1〉 ⊆ 〈gh(s)(1),1, · · · , gh(s)(rs−1),rs−1, fh(s)(rs),rs , · · · , fh(s)(n−1),n−1〉
where the RHS is the defining ideal of Ah
(s)
rs
, so ϕ(fh(s),s) also lies in this ideal, as desired.
Case (iv): Suppose that s+ 1 ≤ m ≤ n. (Note that in the special case when s = p(h), this case is vacuous.)
Then
ϕ(fh(m),m(x)) = ϕ
 m∑
k=1
 h(m)∏
ℓ=m+1
(xk − xℓ)
 xk

= ϕ
s−1∑
k=1
 h(m)∏
ℓ=m+1
(xk − xℓ)
 xk
 + ϕ
 m∑
k=s+1
 h(m)∏
ℓ=m+1
(xk − xℓ)
 xk
 since ϕ(xs) = 0
=
s−1∑
k=1
 h(m)∏
ℓ=m+1
(yk − yℓ−1)
 yk + m∑
k=s+1
 h(m)∏
ℓ=m+1
(yk−1 − yℓ−1)
 yk−1 by definition of ϕ
=
m−1∑
k=1
 h(m)∏
ℓ=m+1
(yk − yℓ−1)
 yk
=
m−1∑
k=1
h(m)−1∏
ℓ=m
(yk − yℓ)
 yk
= fh(m)−1,m−1(y)
= fh(s)(m−1),m−1(y) by definition of h
(s) since s ≤ m− 1 ≤ n− 1.
Hence ϕ(fh(m),m(x)) is also contained in (5.2).
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This completes the proof that ϕ is well-defined. In fact, in cases (i), (ii) and (iv) above we have proven
something stronger. Namely, we have shown that
ϕ(gh(m),m(x)) =
{
gh(s)(m),m(y) if 1 ≤ m ≤ rs − 1,
fh(s)(m),m(y) if rs ≤ m ≤ s− 1,
ϕ(fh(m),m(x)) = fh(s)(m−1),m−1(y) if s+ 1 ≤ m ≤ n.
(5.3)
To see that ϕ is an isomorphism, note first that (5.3) sets up an exact correspondence between generators
of (5.2) and generators of the ideal for Ahs . In particular, by taking preimages, it follows straightforwardly
that any element lying in the kernel of ϕ (viewed as a map from Q[x1, . . . , xn] to Ah
(s)
rs
) already lies in the
ideal of relations for Ahs . This shows that ϕ : A
h
s/〈xs〉 → Ah
(s)
rs
is injective. On the other hand, ϕ is clearly
surjective, since its generators y1, . . . , yn−1 all lie in the image of ϕ by construction. This shows that ϕ is an
isomorphism, as desired. 
This completes the proof of Theorem 3.5.
6. AN INDUCTIVE FORMULA FOR POINCARE´ POLYNOMIALS
In the previous two sections, we proved the main result of this manuscript, namely Theorem 3.5. In the
remainder of this paper, we derive several consequences of this result. For what follows, it may be useful
to visualize our main result as a commutative diagram as follows:
(6.1) 0 // Ah
p(h)
×xp(h)−1
//
∼=

Ah
p(h)−1
×xp(h)−2
//

· · · ×x2 // Ah2
×x1
//

Ah1 = R/Ih

Ah
(p(h))
rp(h)
Ah
(p(h)−1)
rp(h)−1
Ah
(2)
r2
Ah
(1)
r1
where the horizontal arrows are inclusions and the vertical arrows are surjections.
From (6.1) it is easily seen that we can express the Hilbert series of R/Ih ∼= H∗(Hess(N, h);Q) inductively
in terms of the Hilbert series of the Ah
(s)
rs
for varying s. Specifically, from Proposition 2.10 and Lemma 4.5
we know that the polynomial
Fhs (t) :=
(
s−1∏
m=1
(1 + t+ t2 + · · ·+ th(m)−m−1)
)
·
(
n∏
m=s
(1 + t+ t2 + · · ·+ th(m)−m)
)
is the Hilbert series F (Ahs , t) of the ring A
h
s . In particular, when s = 1, we have
Fh1 (t) = F (A
h
1 , t) = Poin(Hess(N, h),
√
t)
where the RHS denotes the Poincare´ polynomial of the varietyHess(N, h) in the variable t. (The square root√
t is due to the fact thatHess(N, h) has no odd-degree cohomology.) From the diagram (6.1) and noting that
the multiplication maps shifts the degrees, we immediately obtain the following corollary of Theorem 3.5.
Corollary 6.1. Let h : [n] → [n] be a Hessenberg function. Then
(6.2) Poin(Hess(N, h),
√
t) = tp(h)−1Fh
(p(h))
rp(h)
(t) + tp(h)−2Fh
(p(h)−1)
rp(h)−1
(t) + · · ·+ Fh(1)r1 (t).
Proof. The Poincare´ polynomial ofHess(N, h) is the same as the Poincare´ polynomial of its associated graded
ring corresponding to the filtration (6.1), but each piece of the associated graded ring is isomorphic to
a ring of the form Ah
(k)
rk
, whose Poincare´ polynomial is Fh
(k)
rk
(t). The shift in degrees, reflected by the
multiplication by tk−1, is due to the shift in degrees that occurs in (6.1), since each multiplication by xℓ
increases the degree by 1. 
Remark 6.2. Sommers and the fifth author also gave a similar formula
(6.3) Poin(Hess(N, h),
√
t) =
n∏
m=1
(1 + t+ · · ·+ th(m)−m)
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for the same Poincare´ polynomial [17]. In fact, it is possible to derive our Corollary 6.1 directly from their formula
by some straightforward algebraic manipulations. However, it was our filtration which made apparent (to us) the
inductive nature of this Poincare´ polynomial.
Example 6.3. Let h = (2, 3, 4, 4). Then the diagram of the Hessenberg function is
h = (2, 3, 4, 4) :
⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆
⋆ ⋆
and it is not hard to see that h(1) = (2, 3, 3), h(2) = (1, 3, 3), h(3) = (2, 2, 3) and h(4) = (2, 3, 3). It is also
straightforward to compute that r1 = 1, r2 = 1, r3 = 2 and r4 = 3. We then obtain that
Fh
(1)
r1
(t) = (1 + t)2, Fh
(2)
r2
(t) = (1 + t), Fh
(3)
r3
(t) = 1, Fh
(4)
r4
(t) = 1.
Therefore Corollary 6.1 yields the formula
Poin(Hess(N, (2, 3, 4, 4)),
√
t) = t3 · 1 + t2 · 1 + t · (1 + t) + (1 + t)2
= t2(1 + t) + t(1 + t) + (1 + t)2
=
(
t2 + t+ (1 + t)
)
(1 + t)
=
(
t(1 + t) + (1 + t)
)
(1 + t)
= (1 + t)(1 + t)(1 + t),
which is precisely the formula in (6.3).
7. A MONOMIAL BASIS FOR H∗(Hess(N, h))
From the point of view of commutative algebra, it is a natural question to ask whether there exists
a monomial basis for any ring which is presented explicitly as a quotient ring R/I of a polynomial ring
R = Q[x1, . . . , xn]modulo an ideal I . More precisely, the question is whether there exists a set of monomials
{xα = xα11 xα22 · · ·xαnn }α∈S for some subset S ⊆ Zn≥0 such that the images of these monomials in R/I form
an additive basis. Classical examples of such include the “standard monomial bases” of Gro¨bner theory.
In this section, we use our main theorem to construct a natural monomial basis for H∗(Hess(N, h)) ∼=
R/Ih. In fact, we prove a stronger statement: we construct a monomial basis for any ring of the form A
h
s as
introduced in Section 2. We note that (up to a change in conventions) this monomial basis was conjectured
by Mbirika in [14]. We have the following.
Theorem 7.1. Let n be a positive integer and let h : [n] → [n] be a Hessenberg function. Let s be an integer,
1 ≤ s ≤ p(h). Then the (image under the projection map R→ Ahs of the) following set of monomials{
xi11 · · ·xis−1s−1 xiss · · ·xinn
∣∣∣∣ 0 ≤ im ≤ h(m)−m− 1 if 1 ≤ m ≤ s− 10 ≤ im ≤ h(m)−m if s ≤ m ≤ n
}
is an additive basis for Ahs .
To make the induction argument work, we need the following lemma.
Lemma 7.2. Let h : [n]→ [n] be a Hessenberg function. Let s be an integer with 1 ≤ s ≤ p(h). Then rs ≤ p(h(s)).
Proof. Since by definition p(h(s)) = min{m | h(s)(m) = m}, in order to show the claim of the lemma,
it suffices to show that for 1 ≤ m < rs we have h(s)(m) > m. Note that rs ≤ s by Lemma 3.2, but by
assumption s ≤ p(h), so rs ≤ p(h). Hence ifm < rs we knowm < p(h), which in turn implies h(m) > m (by
definition of p(h)). From the definition of h(s) in (3.2) we have that for 1 ≤ m < rs we have h(s)(m) = h(m).
Thus we can conclude h(s)(m) = h(m) > m form < rs, as desired. 
We can now prove the theorem.
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Proof of Theorem 7.1. We prove Theorem 7.1 by induction on n and decreasing induction on s.
First consider the base case n = 1. In this case, the only possible Hessenberg function is the identity
h(1) = 1 and Ah1 = Q[x]/〈f1,1 = x〉 ∼= Q. A basis is given by xh(1)−1 = x0 = 1 ∈ Q. This proves the base
case.
We proceed to the inductive step. Suppose now that n > 1 and that the claim holds for n − 1, any
Hessenberg function h′ : [n−1]→ [n−1], and any s′ with 1 ≤ s′ ≤ p(h′). We now use a decreasing induction
argument on the index s. Consider the base case s = p(h). In this case we know that Ah
p(h)
∼= Ah(p(h))rp(h) from
Proposition 5.1. Moreover, Ah
(p(h))
rp(h)
is a ring associated to a Hessenberg function on [n − 1]. By Lemma 7.2
we may therefore apply the inductive hypothesis, and the following set of monomials
(7.1)
{
yi11 · · · yin−1n−1
∣∣∣∣ 0 ≤ im ≤ h(p(h))(m)−m− 1 if 1 ≤ m ≤ rp(h) − 10 ≤ im ≤ h(p(h))(m)−m if rp(h) ≤ m ≤ n− 1
}
is an additive basis of Ah
(p(h))
rp(h)
. Recall that the Hessenberg function h(p(h)) is defined as
(7.2) h(p(h))(m) :=

h(m) if 1 ≤ m ≤ rp(h) − 1
h(m)− 1 if rp(h) ≤ m ≤ p(h)− 1
h(m+ 1)− 1 if p(h) ≤ m ≤ n− 1.
From this it follows that, under the isomorphism which sends xm to ym for 1 ≤ m ≤ p(h) − 1 and xm to
ym−1 for p(h)+1 ≤ m ≤ n (and xp(h) goes to 0), the monomials in (7.1) may be identified with the following
set of monomials:{
xi11 · · ·x
ip(h)−1
p(h)−1x
ip(h)+1
p(h)+1 · · ·xinn
∣∣∣∣ 0 ≤ im ≤ h(m)−m− 1 if 1 ≤ m ≤ p(h)− 10 ≤ im ≤ h(m)−m if p(h) + 1 ≤ m ≤ n
}
.
Since h(p(h)) = p(h) by definition of p(h), this is in turn equal to the set{
xi11 · · ·x
ip(h)−1
p(h)−1x
ip(h)
p(h)x
ip(h)+1
p(h)+1 · · ·xinn
∣∣∣∣ 0 ≤ im ≤ h(m)−m− 1 if 1 ≤ m ≤ p(h)− 10 ≤ im ≤ h(m)−m if p(h) ≤ m ≤ n
}
since the condition 0 ≤ ip(h) ≤ h(p(h))−p(h) = 0 implies that xp(h) never appears in these monomials. This
is exactly the set given in the statement of the theorem, so we have proven the base case s = p(h).
Now we assume that s < p(h) and that the claim holds for s+ 1. By the inductive assumption, a basis of
Ahs+1 is given by the monomials
(7.3)
{
xi11 · · ·xinn
∣∣∣∣ 0 ≤ im ≤ h(m)−m− 1 if 1 ≤ m ≤ s0 ≤ im ≤ h(m)−m if s+ 1 ≤ m ≤ n
}
.
On the other hand, we have Ahs/(xs)
∼= Ah(s)rs from Proposition 5.1. Since Ah
(s)
rs
is a ring associated to a
Hessenberg function on [n− 1] and because rs ≤ p(h(s)) by Lemma 7.2, by the inductive assumption on n
we can take as a basis of Ahs/(xs)
∼= Ah(s)rs the monomials{
yi11 · · · yin−1n−1
∣∣∣∣ 0 ≤ im ≤ h(s)(m)−m− 1 if 1 ≤ m ≤ rs − 10 ≤ im ≤ h(s)(m)−m if rs ≤ m ≤ n− 1
}
.
Under the isomorphism ϕ between Ahs/(xs) and A
h(s)
rs
constructed and used in the proof of Proposition 5.1,
the above monomials in the y variables corresponds to the following set of monomials in the x variables
(7.4)
{
xi11 · · ·xis−1s−1 xis+1s+1 · · ·xinn
∣∣∣∣ 0 ≤ im ≤ h(m)−m− 1 if 1 ≤ m ≤ s− 10 ≤ im ≤ h(m)−m if s+ 1 ≤ m ≤ n
}
and from the isomorphism ϕ it follows that (7.4) is an additive basis of Ahs/(xs). Moreover, since the mono-
mials above do not contain xs, it follows that the set (7.4), when viewed as elements in A
h
s , are linearly
independent. From the exact sequence in (4.3) it now follows that a basis of Ahs can be obtained by combin-
ing the sets (7.4) and (7.3), except that the set (7.3) must be multiplied by xs. We conclude that(
(7.3)× xs
) ∪ (7.4)
is an additive basis of Ahs . It is straightforward to see that this set coincides with the set given in the
statement of the theorem, since the set (7.4) gives precisely those monomials which do not contain an xs,
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and the monomials obtained bymultiplication by xs of the elements of (7.3) give precisely those monomials
in which xs appears with an exponent between 1 and h(s)− s. This completes the proof. 
We state the special case when s = 1, for which Ah1 = R/Ih
∼= H∗(Hess(N, h);Q), as a separate corollary.
Corollary 7.3. Let n be a positive integer and let h : [n]→ [n] be a Hessenberg function. Then the (image under the
projection map R→ H∗(Hess(N, h)) ∼= R/Ih of the) following set of monomials
(7.5) {xi11 · · ·xinn | 0 ≤ im ≤ h(m)−m for 1 ≤ m ≤ n}
is an additive basis for H∗(Hess(N, h)).
Remark 7.4. The monomial bases (7.5) arising in Corollary 7.3 do not, in general, come from Gro¨bner theory, as
can be seen by the following example. Let n = 3 and h = (2, 3, 3). In this case, the set of monomials (7.5) is
{1, x1, x2, x1x2}. Suppose for a contradiction that there exists a monomial order< with respect to which the standard
monomials corresponding to init<(Ih) is this set. In order for this to occur it must be the case that init<(f) for any
f ∈ Ih must be divisible by x21, x22, or x3. (Here init<(I) denotes the initial ideal of I with respect to the monomial
order < as in standard Gro¨bner theory.) By definition of the generators of Ih we know that both
(x1−x2)x1 = x21−x1x2 and (x1−x3)x1+(x2−x3)x2+(x1+x2)(x1+x2+x3)−2(x1−x2)x1 = 4x1x2+2x22
are elements of Ih. The initial term of the left element must be x
2
1 and the initial term of the right element must be x
2
2,
which implies that under this monomial order we must have
x21 > x1x2 and x
2
2 > x1x2.
By properties of monomial orders, this in turn implies that x1 > x2 and x2 > x1, which is a contradiction. Therefore,
there cannot exist any such monomial order <.
Example 7.5. Let h = (2, 4, 4, 4). Then the corollary shows that the following set
{1, x1, x2, x3, x1x2, x1x3, x22, x2x3, x1x22, x1x2x3, x22x3, x1x22x3}
is an additive basis of H∗(Hess(N, (2, 4, 4, 4)) ∼= R/Ih.
8. LINEAR RELATIONS ON SCHUBERT CLASSES IN H∗(Hess(N, h))
We now give an algorithm for computing a basis of the set of linear relations on Schubert classes in the
cohomology ring H∗(Hess(N, h)). Recall from Theorem 2.4 that there is a surjective ring homomorphism
H∗(Flag(Cn))→ H∗(Hess(N, h))
induced from the inclusion map Hess(N, h) →֒ Flag(Cn). For the cohomology of the flag variety, there
is a famous additive basis consisting of the Schubert classes {σw}w∈Sn , parametrized by the permuta-
tions w in the symmetric group Sn. Let σw ∈ H∗(Hess(N, h)) denote the image of the Schubert class
σw ∈ H∗(Flag(Cn)) under the projection H∗(Flag(Cn)) → H∗(Hess(N, h)). Given that the projection is
surjective, it is natural to ask whether there exists some natural subset of the Schubert classes which form
an additive basis for H∗(Hess(N, h)). The first and fifth authors were thinking about this problem some
time ago and asked the following question.
Question 8.1. Let n be a positive integer and let h : [n] → [n] be a Hessenberg function. Does the following set of
images of Schubert classes
{σw | w(m) ≤ h(m) for 1 ≤ m ≤ n}
form an additive basis for H∗(Hess(N, h))?
This question has been studied in previous work; as an example, gave an answer to this question for
the special case of the Peterson variety, which is the case when h = (2, 3, 4, · · · , n, n), i.e. h(i) = i + 1 for
1 ≤ i ≤ n− 1 [11, Theorem 4.12]. However, as far as we are aware, the question is still open in the general
case.
Motivated by this, we can also ask a related question: what are the linear relations satisfied by the classes
{σw}w∈Sn? In the remainder of this section, we address this question using techniques similar to those in
the proof of Theorem 7.1.
We need some terminology. Let h, h′ be two Hessenberg functions on [n]. We write h′ ⊆ h if h′(i) ≤ h(i)
for all 1 ≤ i ≤ n. In pictures, this is the situation when the “star” boxes corresponding to h′ are also “star”
boxes corresponding to h (in the sense of Example 3.1).
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Example 8.2. Let h′ = (2, 3, 3, 5, 5) and h = (3, 4, 4, 5, 5). Then it is easy to check h′ ⊆ h. We illustrate this in the
diagram below where the “stars” correspond to the boxes for h′ and the shaded boxes correspond to h. We can then see
that “each star is contained in a shaded box”.
⋆ ⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆
⋆ ⋆
⋆ ⋆
Informally, we think of h′ as being “contained” in h.
It is easy to see that if h′ ⊆ h, then for any matrix A, we have Hess(A, h′) ⊆ Hess(A, h). In the case of
the regular nilpotent Hessenberg variety, the fact thatH∗(Flag(Cn)) surjects onto bothH∗(Hess(N, h′)) and
H∗(Hess(N, h)) implies that the restriction map
(8.1) H∗(Hess(N, h))→ H∗(Hess(N, h′))
is surjective.
We can now give an outline of our argument below. Starting with the largest Hessenberg variety for h0 =
(n, n, . . . , n) which corresponds to the flag variety itself, and for whose cohomology we already know that
there are no linear relations among the Schubert classes, we remove boxes from the Hessenberg diagram of
h0 one at a time, analyzing at each step the kernel of the corresponding restriction map (8.1). Indeed, we
will obtain a basis for the kernel of (8.1) at each step. Putting them together, we can then obtain a basis for
the kernel of the map
H∗(Flag(Cn))→ H∗(Hess(N, h))
for any Hessenberg function h, and thus obtain a basis of the linear relations satisfied by the images of the
Schubert classes.
More precisely, we have the following. As discussed above, in our arguments below we will remove
a single box from a diagram of a Hessenberg function in order to obtain a smaller Hessenberg function.
In order for the resulting diagram to be the diagram of a valid Hessenberg function, we must place some
additional hypotheses. Specifically, let h : [n] → [n] be a Hessenberg function. We will say that the box
(i, j) is a corner of the diagram corresponding to h if h(j) = i and if h(j − 1) < h(j) (the latter condition is
vacuous if j = 1). Note that if box (i, j) is a corner of h, then ri = j; we use this fact several times in the
proof of Proposition 8.8 below.
Example 8.3. Let h = (3, 4, 4, 5, 5). The diagram of h is
⋆ ⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆
⋆ ⋆
and the corners of h are the (3, 1)-th, (4, 2)-th and (5, 4)-th boxes.
Given h : [n]→ [n] a Hessenberg function and a box (i, j)which is a corner of hwith i > j, it is clear that
if we remove the box (i, j) from the diagram of h, we obtain a diagram of a Hessenberg function, which we
denote by h′. We use this terminology in the theorem below.
Theorem 8.4. Let n be a positive integer, n ≥ 2. Let h : [n] → [n] be a Hessenberg function and suppose that the
box (i, j) for i > j is a corner of h. Let h′ : [n] → [n] be the Hessenberg function obtained from h by removing the
box (i, j). Then the kernel of (8.1) has as a basis the following set:
(8.2)
{
xi11 · · ·xij−1j−1 · fi−1,j · xij+1j+1 · · ·xinn | 0 ≤ im ≤ h(m)−m if 1 ≤ m ≤ n,m 6= j
}
.
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The strategy of our proof will be similar to the one used for Theorem 7.1. We first define analogous ring
maps ϕs : A
h
s → Ah
′
s in such a way that the special case s = 1 is exactly the restriction map (8.1). Specifically,
we define
(8.3) ϕs : A
h
s → Ah
′
s
as the ring homomorphisim induced from the identity homomorphism R → R, where it is useful to recall
that
A
h
s = R/〈gh(1),1, · · · , gh(s−1),s−1, fh(s),s, · · · , fh(n),n〉
and
A
h′
s = R/〈gh′(1),1, · · · , gh′(s−1),s−1, fh′(s),s, · · · , fh′(n),n〉.
Before proceeding, we need to show that the ϕs thus defined are well-defined; this is part of the next
Lemma 8.5 below.
Lemma 8.5. The map ϕs in (8.3) is well-defined and surjective.
Proof. First suppose that 1 ≤ j ≤ s − 1. In this case the two ideals in question differ only in the generators
gh(j),j = gi,j and gh′(j),j = gi−1,j . We know from Lemma 4.2 that gi,j ∈ 〈gh′(1),1, · · · , gh′(j−1),j−1, gh′(j),j =
gi−1,j〉 so the ideal 〈gh(1),1, · · · , gi,j , · · · , gh(s−1),s−1, fh(s),s, · · · , fh(n),n〉 is contained in the ideal
〈gh′(1),1, · · · , gi−1,j , · · · , gh′(s−1),s−1, fh′(s),s, · · · , fh′(n),n〉.
This implies that the identity homomorphism R → R induces a ring homomorphism ϕs : Ahs → Ah
′
s as
desired, and since the ideal for h is contained in the ideal for h′, it is surjective.
Now suppose that j ≥ s. In this case, the two ideals differ only in the generators fi,j and fi−1,j . We
know from Lemma 4.2 that fi,j ∈ 〈fh′(1),1, . . . , fh′(j−1),j−1, fh′(j),j = fi−1,j〉 and we know from Lemma 5.2
that 〈fh′(1),1, . . . , fh′(j−1),j−1, fh′(j),j = fi−1,j〉 ⊆ 〈gh′(1),1, · · · , gh′(s−1),s−1, fh′(s),s, . . . , fh′(j),j〉 so by similar
arguments as in the previous case we conclude there is a surjective ring homormophism ϕs as claimed. 
The map ϕs also naturally induces a surjective map on the quotient rings
ϕs : A
h
s/〈xs〉 → Ah
′
s /〈xs〉.
Now recall that both rings Ahs and A
h′
s fit into exact sequences of the form (4.3). We can put these together
with the surjective ring homomorphisms ϕs and ϕs to obtain a larger commutative diagram as follows.
Lemma 8.6. Fix s, 1 ≤ s ≤ n. Then there exists the following commutative diagram
(8.4) 0

0

0

0 // ker(ϕs+1)
×xs
//

ker(ϕs) //

ker(ϕs) //

0
0 // Ahs+1
×xs
//
ϕs+1

Ahs
//
ϕs

Ahs/〈xs〉 //
ϕs

0
0 // Ah
′
s+1
×xs
//

Ah
′
s
//

Ah
′
s /〈xs〉 //

0
0 0 0
where ϕs is induced from ϕs on the corresponding quotient rings. In particular, the sequence
(8.5) 0 // ker(ϕs+1)
×xs
// ker(ϕs) // ker(ϕs) // 0
is exact.
Proof. The diagram (8.4) is clearly commutative since all maps are induced from the identity map R → R
or the multiplication map by xs, and exactness follows from the Snake Lemma. 
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In the proof of Proposition 4.6 we use that (up to a certain equivalence) fi,j may be expressed as a
product xjgi,j and apply Lemma 2.8 to obtain an exact sequence by “peeling off” the factor xj from the
product xjgi,j . However, there is nothing preventing us from “peeling off” the factor gi,j instead, and the
next lemma records what happens when we do so.
Lemma 8.7. Fix ℓ such that 1 ≤ ℓ ≤ p(h). There exists a natural ring surjection Ψℓ : Ahℓ → Ahℓ+1 which fits in an
exact sequence
(8.6) 0 // Ahℓ /〈xℓ〉
×gh(ℓ),ℓ
// Ahℓ
Ψℓ
// Ahℓ+1
// 0.
Moreover, the set of monomials{
xi11 · · ·xiℓ−1ℓ−1 · gh(ℓ),ℓ · xiℓ+1ℓ+1 · · ·xinn |
0 ≤ im ≤ h(m)−m− 1 if 1 ≤ m ≤ ℓ− 1
0 ≤ im ≤ h(m)−m if ℓ+ 1 ≤ m ≤ n
}
is an additive basis for the kernel of Ψℓ.
Proof. If ℓ = p(h), then gh(ℓ).ℓ = gh(p(h)).p(h) = p(h) is a constant. The claim follows from Proposition 4.6.
In what follows, we assume that 1 ≤ ℓ < p(h). First observe that the sum ideal
〈gh(1),1, · · · , gh(ℓ−1),ℓ−1, fh(ℓ),ℓ, · · · , fh(n),n〉+ 〈gh(ℓ),ℓ〉
is equal to the ideal
〈gh(1),1, · · · , gh(ℓ−1),ℓ−1, gh(ℓ),ℓ, fh(ℓ+1),ℓ+1, · · · , fh(n),n〉
by Lemma 5.2. Also, we know that the ideals
〈gh(1),1, · · · , gh(ℓ−1),ℓ−1, fh(ℓ),ℓ, fh(ℓ+1),ℓ+1, · · · , fh(n),n〉
and
〈gh(1),1, · · · , gh(ℓ−1),ℓ−1, xℓ · gh(ℓ),ℓ, fh(ℓ+1),ℓ+1, · · · , fh(n),n〉
are equal by Lemma 4.3. We also know by previous arguments that the sequence of generators in the above
ideal is a regular sequence Lemma 4.5. Applying Lemma 2.8 using gn = xℓ · gh(ℓ),ℓ and g′′n = gh(ℓ),ℓ and
g′n = xℓ yields the desired exact sequence (8.6). In particular, the map Ψℓ is the map which quotients by
gh(ℓ),ℓ.
Now recall from Proposition 5.1 that
A
h
ℓ /〈xℓ〉 ∼= Ah
(ℓ)
rℓ
and from Theorem 7.1 we know that the set of monomials{
yi11 · · · y
irℓ−1
rℓ−1
y
irℓ
rℓ · · · yin−1n−1 |
0 ≤ im ≤ h(ℓ)(m)−m− 1 if 1 ≤ m ≤ rℓ − 1
0 ≤ im ≤ h(ℓ)(m)−m if rℓ ≤ m ≤ n− 1
}
is an additive basis of Ah
(ℓ)
rℓ
. Using the same isomorphism ϕ : Ahℓ /〈xℓ〉 → Ah
(ℓ)
rℓ
as in the proof of Propo-
sition 5.1 together with the definition of h(ℓ) in (3.2), it is straightforward to see that the above monomials
correspond under ϕ to the monomials{
xi11 · · ·xiℓ−1ℓ−1 xiℓ+1ℓ+1 · · ·xinn |
0 ≤ im ≤ h(m)−m− 1 if 1 ≤ m ≤ ℓ− 1
0 ≤ im ≤ h(m)−m if ℓ+ 1 ≤ m ≤ n
}
By the exactness of the sequence (8.6), the image of these basis elements under the map which multiplies
by gh(ℓ),ℓ is the kernel of Ψℓ, so the result follows. 
We now state and prove a proposition which is a generalization of Theorem 8.4. In particular, we can
obtain Theorem 8.4 applying the proposition below to the case s = 1.
Proposition 8.8. Let n be a positive integer, n ≥ 2. Let h : [n]→ [n] be a Hessenberg function and suppose that the
box (i, j) for i > j is a corner of h. Let h′ : [n] → [n] be the Hessenberg function obtained from h by removing the
box (i, j). Let 1 ≤ s ≤ p(h). If j + 1 ≤ s then the set of monomials
(8.7)
{
xi11 · · ·xij−1j−1 · gi−1,j · xij+1j+1 · · ·xis−1s−1 xiss · · ·xinn |
0 ≤ im ≤ h(m)−m− 1 if 1 ≤ m ≤ s− 1,m 6= j
0 ≤ im ≤ h(m)−m if s ≤ m ≤ n
}
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is an additive basis of ker(ϕs) ⊆ Ahs . If s ≤ j, then the set of monomials
(8.8)
{
xi11 · · ·xis−1s−1 xiss · · ·xij−1j−1 · fi−1,j · xij+1j+1 · · ·xinn |
0 ≤ im ≤ h(m)−m− 1 if 1 ≤ m ≤ s− 1
0 ≤ im ≤ h(m)−m if s ≤ m ≤ n,m 6= j
}
is an additive basis of ker(ϕs) ⊆ Ahs .
Proof. We prove the claim by induction on n. At each inductive step (with respect to n) we also use a
decreasing induction on s.
The base case is n = 2. Here the only possible choice of Hessenberg function h to which the statement
of the proposition can be applied is h = (2, 2), where the choice of box to be removed is the (2, 1)-th box.
Thus the Hessenberg function h′, obtained by removing the (2, 1) box from h, is h′ = (1, 2). Here p(h) = 2,
so there are two cases to consider s = 1 and s = 2. The corner being removed is (2, 1), so i = 2 and j = 1.
Suppose s = 1. Then we have
A
h
1 = Q[x1, x2]/〈(x1 − x2)x1, x1 + x2〉 ∼= Q[x1]/〈x21〉
and
A
h′
1 = Q[x1, x2]/〈x1, x1 + x2〉 ∼= Q.
In this case we have s = 1 ≤ j = 1 so the statement of the proposition claims that {f1,1 · xi22 | 0 ≤ i2 ≤
h(2)− 2 = 0} = {f1,1} = {x1} is a basis of the kernel of ϕ1. This can easily be checked since ϕ1 is the map
which sends x1 to 0 and 1 to 1.
Now suppose s = 2. Then
A
h
2 = Q[x1, x2]/〈g2,1, f2,2〉 = Q[x1, x2]/〈x1 − x2, x1 + x2〉 ∼= Q
and
A
h′
2 = Q[x1, x2]/〈g1,1, f2,2〉 ∼= {0}.
Here the map ϕ2 is the map sending 1 to 0. Since j + 1 = 2 ≤ s = 2 we need to check that {g1,1 · xi22 | 0 ≤
i2 ≤ h(2) − 2 = 0} = {1} is a basis of the kernel. This follows immediately from the computation of ϕ2.
This completes the base case of n = 2.
Now assume that the assertion of the proposition holds for n − 1, with any allowable choices of h, box
(i, j) and s. We now prove that the assertion holds for n, using a descending induction on s.
Let h : [n] → [n], the box (i, j) and the Hessenberg function h′ be as in the statement of the proposition.
We will make the induction argument separately for the two cases p(h) > j and p(h) < j. (Note that
p(h) = j cannot occur since we assume h(j) = i > j so h(j) 6= j.)
Case (a): p(h) > j.
In this case, notice that i ≤ p(h) because j < p(h) and Hessenberg functions are non-decreasing by
assumption, so i = h(j) ≤ h(p(h)) = p(h). Thus we have that
1 ≤ j < i ≤ p(h).
The parameter s is required to satisfy 1 ≤ s ≤ p(h), so the base case of the decreasing induction is when
s = p(h). The argument that follows has many cases and is rather long, so we first give a sketch of how the
argument proceeds. By the short exact sequence from Lemma 8.6
(8.9) 0→ ker(ϕs+1) ×xs−−→ ker(ϕs)→ ker(ϕs)→ 0
the union of a basis of ker(ϕs+1)multiplied by xs and a basis of ker(ϕs) is a basis of ker(ϕs). Our arguments
below use this fact together with the induction hypotheses on both n and s applied to ker(ϕs) and ker(ϕs+1)
respectively. We also repeatedly use the identification
(8.10) Ahs/〈xs〉 ∼= Ah
(s)
rs
.
Finally, we use the notation r′s to denote the RHS of (3.1) for the Hessenberg function h
′. It is immediate
from the construction of h′ that rs = r
′
s unless s = i; we use this repeatedly as well. Details of the arguments
differ slightly depending on the case under consideration.
Case (a-1) (base case of descending induction on s): s = p(h).
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From Lemma 8.6 we know there is an exact sequence (8.9). On the other hand, since Ah
p(h)+1 = 0 it
follows that ker(ϕp(h)+1) = 0, so we have ker(ϕp(h)) ∼= ker(ϕp(h)). Next recall that Ahp(h)/〈xp(h)〉 ∼= Ah
(p(h))
rp(h)
by Proposition 5.1 and similarly Ah
′
p(h)/〈xp(h)〉 ∼= Ah
′(p(h))
r′
p(h)
. Now we take cases again.
Case (a-1-(i)): i = s = p(h). In this case we can see that j = ri = rp(h) (since (i, j)must be a corner) and
it follows that h′(p(h)) = h(p(h)) and r′
p(h) = rp(h) + 1 = j + 1. Thus the map ϕp(h) can be viewed as a map
ϕp(h) : A
h(p(h))
j → Ah
(p(h))
j+1
and it is also the same as the homomorphismΨj considered in Lemma 8.7 since j ≤ p(h(p(h))) by Lemma 7.2.
In particular, from Lemma 8.7 we conclude that ker(ϕp(h)) = ker(Ψj) has a basis
(8.11)
{
yi11 · · · yij−1j−1 · gh(p(h))(j),j(y) · yij+1j+1 · · · yin−1n−1 |
0 ≤ im ≤ h(p(h))(m)−m− 1 if 1 ≤ m ≤ j − 1
0 ≤ im ≤ h(p(h))(m)−m if j + 1 ≤ m ≤ n− 1
}
.
The isomorphism Ah
p(h)/〈xp(h)〉 ∼= Ah
(p(h))
rp(h)
of (8.10) identifies ym with xm for 1 ≤ m ≤ p(h)− 1 and ym with
xm+1 for p(h) ≤ m ≤ n − 1. Since j < p(h), we have h(p(h))(j) = i − 1. This means that gh(p(h))(j),j(y) =
gi−1,j(y) is identified with gi−1,j(x). Moreover, from the definition of h
(p(h)) in (7.2), it follows that the
monomials in (8.11) are identified with the monomialsxi11 · · ·xij−1j−1 · gi−1,j(x) · xij+1j+1 · · ·xip(h)−1p(h)−1 · xip(h)+1p(h)+1 · · ·xinn |
0 ≤ im ≤ h(m)−m− 1 if 1 ≤ m ≤ p(h)− 1
andm 6= j
0 ≤ im ≤ h(m)−m if p(h) + 1 ≤ m ≤ n
 .
Recall that s = p(h) in this case, and h(p(h)) = p(h) by definition, so the condition 0 ≤ is ≤ h(s)− s implies
is = 0 and hence xs does not appear in the monomials in the set (8.7) and it can be seen that the monomials
in the equation above are exactly those in (8.7), as desired. This completes the case (a-1-(i)).
Case (a-1-(ii)): i < p(h).
In this case, note first that j < rp(h) since h(j) = i < p(h). Moreover, because h and h
′ differ by a box with
i < p(h) and j < p(h), it follows that r′
p(h) = rp(h) and that (h
′)(p(h)) is the Hessenberg function obtained
by removing the box (i, j) from hp(h). Thus, from the inductive hypothesis on n it follows that the kernel of
the map
ϕp(h) : A
h(p(h))
rp(h)
→ A(h′)(p(h))
r′
p(h)
= A(h
′)(p(h))
rp(h)
has as an additive basis the following set of monomials:yi11 · · · yij−1j−1 · gi−1,j(y) · yij+1j+1 · · · yirp(h)−1rp(h)−1 yirp(h)rp(h) · · · yin−1n−1 |
0 ≤ im ≤ h(p(h))(m)−m− 1 if 1 ≤ m ≤ rp(h) − 1
andm 6= j
0 ≤ im ≤ h(p(h))(m)−m if rp(h) ≤ m ≤ n− 1
 .
Using the same isomorphism Ah
p(h)/〈xp(h)〉 ∼= Ah
(p(h))
rp(h)
of (8.10) as in the case (a-1-(i)) it can be seen that the
above monomials are identified withxi11 · · ·xij−1j−1 · gi−1,j(x) · xij+1j+1 · · ·xip(h)−1p(h)−1 · xip(h)+1p(h)+1 · · ·xinn |
0 ≤ im ≤ h(m)−m− 1 if 1 ≤ m ≤ p(h)− 1
andm 6= j
0 ≤ im ≤ h(m)−m if p(h) + 1 ≤ m ≤ n

which is the set of monomials appearing in (8.7), by an argument similar to the case (a-1-(i)). This completes
case (a-1), the base case of the descending induction on s.
Going forward we assume by induction that the result is known for higher values of s.
Case (a-2): i < s < p(h).
Consider the exact sequence of (8.9). From the assumptions it follows that j < rs ≤ s, r′s = rs and that
(h′)(s) is the Hessenberg function obtained by removing the box (i, j) from h(s). Hence from the inductive
hypothesis on nwe know that the kernel of
ϕs : A
h(s)
rs
→ A(h′)(s)r′s = A
(h′)(s)
rs
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has, as an additive basis, the set of monomialsyi11 · · · yij−1j−1 · gi−1,j(y) · yij+1j+1 · · · yirs−1rs−1 yirsrs · · · yin−1n−1 |
0 ≤ im ≤ h(s)(m)−m− 1 if 1 ≤ m ≤ rs − 1
andm 6= j
0 ≤ im ≤ h(s)(m)−m if rs ≤ m ≤ n− 1
 .
The isomorphism Ahs/〈xs〉 ∼= Ah
(s)
rs
of (8.10) identifies ym with xm for 1 ≤ m ≤ s− 1 and ym with xm+1 for
s ≤ m ≤ n− 1. By similar considerations as in the previous cases, it follows that the above monomials are
identified with the monomials
(8.12)xi11 · · ·xij−1j−1 · gi−1,j(x) · xij+1j+1 · · ·xis−1s−1 · xis+1s+1 · · ·xinn |
0 ≤ im ≤ h(m)−m− 1 if 1 ≤ m ≤ s− 1
andm 6= j
0 ≤ im ≤ h(m)−m if s+ 1 ≤ m ≤ n
 .
Furthermore, by the inductive hypothesis on s we know that ker(ϕs+1) has the following set of monomialsxi11 · · ·xij−1j−1 · gi−1,j(x) · xij+1j+1 · · ·xiss · xis+1s+1 · · ·xinn |
0 ≤ im ≤ h(m)−m− 1 if 1 ≤ m ≤ s
andm 6= j
0 ≤ im ≤ h(m)−m if s+ 1 ≤ m ≤ n

as an additive basis. The map ker(ϕs+1) → ker(ϕs) multiplies these monomials by the variable xs, so the
image of this set in ker(ϕs) is
(8.13)xi11 · · ·xij−1j−1 · gi−1,j(x) · xij+1j+1 · · ·xiss · xis+1s+1 · · ·xinn |
0 ≤ im ≤ h(m)−m− 1 if 1 ≤ m ≤ s− 1
andm 6= j
1 ≤ is ≤ h(s)− s ifm = s
0 ≤ im ≤ h(m)−m if s+ 1 ≤ m ≤ n
 .
By the exactness of the sequence (8.9) we know that the union of (8.13) and (8.12) is an additive basis of
ker(ϕs), and this set coincides with (8.7) as desired.
Case (a-3): s = i.
In this case we have h(s) = (h′)(s) and rs = j and r
′
s = j + 1. From the same exact sequence as in (8.9)
we wish to use the inductive hypotheses to obtain monomial bases for ker(ϕs) and ker(ϕs+1). In this case
an additive basis of the kernel of the map ϕs can be obtained using Lemma 8.7 as in the case (a-1-(i)) and a
basis for the kernel of ϕs+1 can be described by induction on s as in case (a-2) above. A similar argument
using (8.9) yields the result in this case.
Case (a-4): j < s < i.
In this case, it can be seen from the fact that h(j) = i > s and the fact that (i, j) is a corner, that rs ≤ j.
Moreover, (h′)(s) is the Hessenberg function obtained from h(s) by removing the (i− 1, j)-th box (note that
since s < i, the s-th row, which gets removed in h(s), lies above the i-th row). From these considerations we
see that the map
ϕs : A
h(s)
rs
→ A(h′)(s)r′s=rs
has a kernel which can be described by the induction hypothesis on n. Specifically, ker(ϕs) has a basis
consisting of the monomials
(8.14)yi11 · · · yirs−1rs−1 yirsrs · · · yij−1j−1 · f(i−1)−1,j(y) · yij+1j+1 · · · yin−1n−1 |
0 ≤ im ≤ h(s)(m)−m− 1 if 1 ≤ m ≤ rs − 1
0 ≤ im ≤ h(s)(m)−m if rs ≤ m ≤ n− 1
andm 6= j

where the inequality rs ≤ j implies that we use f(i−1)−1,j = fi−2,j instead of gi−2,j in the expressions above.
Here we note that fi−2,j(y) =
∑j
k=1
(∏i−2
ℓ=j+1(yk − yℓ)
)
yk is identified with
j∑
k=1
 s−1∏
ℓ=j+1
(xk − xℓ)
 xk + j∑
k=1
(
i−2∏
ℓ=s
(xk − xℓ+1)
)
xk =
j∑
k=1
 i−1∏
ℓ=j+1,ℓ 6=s
(xk − xℓ)
 xk
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under the same isomorphism as in the cases above. On the other hand, we have
gi−1,j(x) =
j∑
k=1
 i−1∏
ℓ=j+1
(xk − xℓ)
 ≡ j∑
k=1
 i−1∏
ℓ=j+1,ℓ 6=s
(xk − xℓ)
 · xk (modulo xs)
and since Ah
(s)
rs
∼= Ahs/〈xs〉 quotients by xs we conclude that under this isomorphism, the monomials (8.14)
are identified with{
xi11 · · ·xij−1j−1 · gi−1,j(x) · xij+1j+1 · · ·xis−1s−1 xis+1s+1 · · ·xinn |
0 ≤ im ≤ h(m)−m− 1 if 1 ≤ m ≤ s− 1
0 ≤ im ≤ h(m)−m if s+ 1 ≤ m ≤ n
}
.
The kernel of ϕs+1 can be obtained using the descending induction hypothesis on s, and from here the
remainder of the argument is as in the cases above.
Case (a-5): s = j.
In this case, since s = j, the j-th row and column are removed from h to create h(s), which means that
(since h and h′ only differ in the j-th column) h(s) = (h′)(s). Also, since i > j it follows that rs = r
′
s. Thus in
this case we have ker(ϕj) = 0 and we have ker(ϕj+1)
∼= ker(ϕj) via the isomorphism which multiplies by
xj . By our descending induction hypothesis on s, we can take as a basis of ker(ϕj+1) the monomials
{
xi11 · · ·xij−1j−1 · gi−1,j(x) · xij+1j+1 · · ·xinn |
0 ≤ im ≤ h(m)−m− 1 if 1 ≤ m ≤ j − 1
0 ≤ im ≤ h(m)−m if j + 1 ≤ m ≤ n
}
.
We thus obtain a basis of ker(ϕj) by multiplying by xj . However, we also note that fi−1,j ≡ xj · gi−1,j mod-
ulo gi−1,j−1 by Lemma 4.1, and h(j−1) ≤ i−1 since (i, j) is a corner. Thus gi−1,j−1 ∈ 〈gh(1),1, . . . , gh(j−1),j−1〉
by Lemma 4.2 and we conclude fi−1,j = xj · gi−1,j in Ahj . Thus we may replace xj · gi−1,j in the expressions
for the monomials and we obtain that the following monomials
{
xi11 · · ·xij−1j−1 · fi−1,j(x) · xij+1j+1 · · ·xinn |
0 ≤ im ≤ h(m)−m− 1 if 1 ≤ m ≤ j − 1
0 ≤ im ≤ h(m)−m if j + 1 ≤ m ≤ n
}
are a basis for ker(ϕj), as desired.
Case (a-6): 1 ≤ s < j.
By assumption, j < i = h(j) so in this case we have s < j < i. This implies that (h′)(s) is the Hessenberg
function obtained from h(s) by removing the (i− 1, j − 1)-st box, and it also implies that rs = r′s. Moreover,
since rs ≤ s and s < j, we have rs < j. Thus the kernel of ϕs : Ah
(s)
rs
→ A(h′)(s)r′s=rs can be described using the
inductive hypothesis on n and we obtain that the set of monomials
{
yi11 · · · yirs−1rs−1 y
irs
rs · · · yij−2j−2 · fi−2,j−1(y) · yijj · · · yin−1n−1 |
0 ≤ im ≤ h(s)(m)−m− 1 if 1 ≤ m ≤ rs − 1
0 ≤ im ≤ h(s)(m)−m if rs ≤ m ≤ n− 1
}
is a basis of ker(ϕs). Under the identification of ym with xm for 1 ≤ m ≤ s − 1 and ym with xm+1 for
s ≤ m ≤ n− 1 in the isomorphism (8.10) we can compute that
fi−2,j−1(y) =
j−1∑
k=1
i−2∏
ℓ=j
(yk − yℓ)
 yk
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is identified with
s−1∑
k=1
i−2∏
ℓ=j
(xk − xℓ+1)
 xk + j−1∑
k=s
i−2∏
ℓ=j
(xk+1 − xℓ+1)
 xk+1
=
s−1∑
k=1
 i−1∏
ℓ=j+1
(xk − xℓ)
 xk + j−1∑
k=s
 i−1∏
ℓ=j+1
(xk+1 − xℓ)
 xk+1
=
s−1∑
k=1
 i−1∏
ℓ=j+1
(xk − xℓ)
 xk + j∑
k=s+1
 i−1∏
ℓ=j+1
(xk − xℓ)
 xk
≡
j∑
k=1
 i−1∏
ℓ=j+1
(xk − xℓ)
 xk modulo xs
= fi−1,j(x).
Since the ring Ahs/〈xs〉 quotients by xs, this implies that as a basis of ker(ϕs) we may take the monomials{
xi11 · · ·xis−1s−1 xis+1s+1 · · ·xij−1j−1 · fi−1,j(x) · xij+1j+1 · · ·xinn |
0 ≤ im ≤ h(m)−m− 1 if 1 ≤ m ≤ s− 1
0 ≤ im ≤ h(m)−m if s+ 1 ≤ m ≤ n,m 6= j
}
.
The kernel of ϕs+1 has a basis which may be described by the descending hypothesis on s, and the rest of
the argument proceeds in a similar manner to the above cases. This completes the arguments for Case (a).
The argument for Case (b) for p(h) < j also uses a descending induction on s. The argument is similar
to that for the case (a-6), so we omit details (note that for the base case s = p(h), the argument is in fact
simpler than case (a-6) because the kernel of ϕs+1 is 0). 
The main theorem of this section follows immediately as a corollary.
Proof of Theorem 8.4. It suffices to apply Proposition 8.8 to the special case s = 1, since the rings Ah1 and A
h′
1
are isomorphic to H∗(Hess(N, h)) andH∗(Hess(N, h′)) respectively. 
In order to complete the argument that derives the linear relations on the Schubert classes inH∗(Hess(N, h)),
we need a previous result of the second author. Forw ∈ Sn a permutation, we letSw denote the correspond-
ing Schubert polynomial. The following result says that the polynomials fi−1,j in this manuscript can be
written as an alternating sum of Schubert polynomials.
Theorem 8.9. ( [12, Theorem 1.1]) Let i, j be positive integers with 1 ≤ j < i ≤ n. Then
fi−1,j =
i−j∑
k=1
(−1)k−1S
w
(i,j)
k
where w
(i,j)
k is the permutation in Sn defined by
w
(i,j)
k := (si−ksi−k−1 · · · sj)(si−k+1si−k+2 · · · si−1)
and sr denotes the transposition of r and r + 1 for any r with 1 ≤ r ≤ n − 1 and we take the convention that
(si−k+1si−k+2 · · · si−1) = e, where e denotes the identity element, whenever k = 1.
Remark 8.10. The permutation w
(i,j)
k appearing in Theorem 8.9 can also be described in one-line notation as follows:
w
(i,j)
k = 12 · · · j − 1 i− k + 1 j j + 1 · · · î− k ̂i− k + 1 · · · i i− k i+ 1 · · ·n,
where the caret sign ̂ over an integer pmeans that the p is to be omitted. In other words, the permutation w(i,j)k sends
the set [n] \ {j, j + 1, . . . , i} to itself identically, the j-th value w(i,j)k (j) is i− k + 1, the i-th value w(i,j)k (i) is i− k,
and the remaining entries in the one-line notation are arranged in increasing order from the (j + 1)-st position to the
(i− 1)-st position.
Recalling that the Schubert polynomial Sw is identified with the Schubert class σw under the isomor-
phism (2.11), the following is now straightforward.
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Corollary 8.11. Let box (i, j) be a corner of h, and consider the map (8.1). The set of linear equations given by
i−j∑
k=1
(−1)k−1xi11 · · ·xij−1j−1 · σw(i,j)
k
· xij+1j+1 · · ·xinn = 0
as i := (i1, . . . , ij−1, ij+1, . . . , in) ∈ Zn−1≥0 varies over all i such that 0 ≤ im ≤ h(m) −m for all m with 1 ≤ m ≤
n,m 6= j, form a basis for the kernel of (8.1).
Proof. This follows immediately from Theorem 8.9 and Theorem 8.4. 
The next formula is equivalent to Monk’s formula which is well-known on Schubert calculus.
Theorem 8.12 (Monk’s formula [15], see also [9, p.180–181]). Let {σw}w∈Sn be the Schubert classes in the
cohomology of the flag variety. Then we have
xr · σw =
∑
w′
σw′ −
∑
w′′
σw′′
where the first sum is over those w′ obtained from w by interchanging the values of w in positions r and q for those
r < q with w(r) < w(q), and w(i) is not in the interval (w(r), w(q)) for any i in the interval (r, q), and the second
sum is over those w′′ obtained from w by interchanging the values of w in positions r and p for those p < r with
w(p) < w(r), and w(i) is not in the interval (w(p), w(r)) for any i in the interval (p, r).
The above arguments imply that a basis for the set of linear relations on Schubert classes on a given
Hess(N, h) can be obtained by a step-by-step procedure as follows. First, choose a sequence of Hessenberg
functions h0, h1, . . . , hN such that h0 = (n, n, . . . , n) corresponds to the full flag variety, hN = h is the given
Hessenberg function, and hk+1 is obtained from hk by removing a corner box as in the discussion above.
Second, at each step, use Corollary 8.11 and Theorem 8.12 to obtain a basis of the linear relations satisfied
by the Schubert classes σw in H
∗(Hess(N, hk+1)) (but not satisfied in H
∗(Hess(N, hk))). Taking the union of
all such relations obtained at each step, we obtain a basis for the set of linear relations satisfied by Schubert
classes inH∗(Hess(N, h = hN )).
We give a small worked example.
Example 8.13. Let n = 4 and h = (2, 4, 4, 4). In this case, we can obtain h from the Hessenberg function h0 =
(4, 4, 4, 4) for the full flag variety in two steps: first we remove the box (4, 1) to obtain h1 = (3, 4, 4, 4), and second,
we remove the box (3, 1) to obtain h2 = h = (2, 4, 4, 4). We consider both steps in sequence. At the first step, we
have i = 4 and j = 1 and from Theorem 8.9 we conclude that
f3,1 = S4123 −S3142 +S2341
and from Corollary 8.11 we know we obtain 6 linearly independent relations satisfied by Schubert classes in the
cohomologyH∗(Hess(N, h1)) by multiplying the above expression in Schubert classes by the six monomials
{1, x2, x3, x22, x2x3, x22x3}.
Using Theorem 8.12, we obtain all linear relations among the Schubert classes in H∗(Hess(N, h1)) as follows:
σ4123 = σ3142 − σ2341, σ4213 = σ3412 + 2σ3241 − σ2431, σ4132 = σ3241, σ4312 = σ3421, σ4231 = 0, σ4321 = 0.
At the second step, we have i = 3 and j = 1 so by Theorem 8.9 we have
f2,1 = S3124 −S2314
and now again by Corollary 8.11 we obtain another 6 linearly independent relations by multiplying the above ex-
pression by the same six monomials {1, x2, x3, x22, x2x3, x22x3}. Using Theorem 8.12 again, we obtain 6 linearly
independent relations. Finally, the union of these sets of equations give us 12 linearly independent relations which are
satisfied by the (images of the) Schubert classes in H∗(Hess(N, h)) as follows:
σ3124 = σ2314, σ4123 =
1
2
σ2413, σ3214 =
1
2
σ2413, σ3142 =
1
2
σ2413 + σ2341, σ4213 = 0, σ3241 =
1
2
σ2431,
σ4132 =
1
2
σ2431, σ3412 = 0, σ4312 = 0, σ3421 = 0, σ4231 = 0, σ4321 = 0.
In particular, we can answer Question 8.1 in the affirmative for h1 = (3, 4, 4, 4) and h = h2 = (2, 4, 4, 4).
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Remark 8.14. As in Example 8.13, we can answer Question 8.1 in the affirmative for all Hessenberg functions in
the case n = 4.
9. FURTHER DIRECTIONS: A PROPOSAL FOR A DEFINITION OF HESSENBERG SCHUBERT POLYNOMIALS
In this last section, we propose a new research program: the study of Hessenberg Schubert polynomials,
in the setting of regular nilpotent Hessenberg varieties and their cohomology rings. Specifically, we propose
a definition of a “Hessenberg Schubert polynomial”, which generalizes the classical Schubert polynomials
in the special case of Flag(Cn). In this section we specify coefficients in cohomology.
To explain our definition, we need to recall some facts about the classical case (for a reference, see [9]).
First, as mentioned in Remark 2.5 the cohomology ring H∗(Flag(Cn);Z) has the well-known Borel presen-
tation
(9.1) π : Z[x1, . . . , xn] → Z[x1, . . . , xn]/〈e1, . . . , en〉 ∼= H∗(Flag(Cn);Z)
where, for each i, the ei denotes the i-th elementary symmetric polynomial. Second, in the cohomology
of the flag variety, there exists a natural additive basis of Schubert classes {σw}w∈Sn where each σw is the
Poincare´ dual to the (opposite) Schubert variety B−wB =: Ω◦w. Third, classical Schubert calculus concerns
the computation of the structure constants of the Schubert classes in H∗(Flag(Cn);Z), i.e. the cuwv in the
equation
(9.2) σw · σv =
∑
u∈Sn
cuwvσu.
The structure constants cuwv record intersection numbers for Schubert varieties, as studied in classical Schu-
bert calculus. Fourth, there exist certain polynomials Sw ∈ Z[x1, . . . , xn] for w ∈ Sn called the Schubert
polynomials, with many good properties, two of which are that they map to the Schubert classes under
the projection π in (9.1), i.e. π(Sw) = σw for all w ∈ Sn, and in addition, the Schubert polynomials satisfy
a stability property with respect to n. Concretely, under the natural inclusion i : Sn →֒ Sn+1, the Schu-
bert polynomial Sw coincides with the Schubert polynomial Si(w), which allows us to define the Schubert
polynomial Sw for a permutation w ∈ S∞ :=
⋃
n≤1 Sn. It is known that these Schubert polynomials
{Sw | w ∈ S∞} form a basis for Z[x1, x2, . . .] (with infinitely many variables) and the structure constants
for theSw’s match those for the σw’s, i.e.,
Sw ·Sv =
∑
u∈S∞
cuwvSu in Z[x1, x2, · · · ]
where the constants cuwv for w, v, u ∈ Sn are those that appear in (9.2) (but the multiplication now takes
place in Z[x1, x2, · · · ]). These Schubert polynomials can be defined using the well-known divided differ-
ence operators. For these reasons, among others, Schubert polynomials (and their analogues for equivariant
cohomology, K-theory, etc.) are an integral ingredient in the study of Schubert calculus. It thus seems natu-
ral to ask whether there exist analogues of Schubert polynomials in the more general setting of Hessenberg
varieties. Our proposed definition of such polynomials, made precise in Definition 9.1 below, is motivated
by the following fact. Let w ∈ Sn. Then for all I = (i1, . . . , in) ∈ Zn≥0 satisfying 0 ≤ im ≤ n − m for all
1 ≤ m ≤ n there exists a constant awI ∈ Z such that
(9.3) Sw =
∑
I=(i1,...,in)
0≤im≤n−m∀m
awI x
i1
1 x
i2
2 · · ·xinn .
Note that the constants awI are in fact determined by the equality inH
∗(Flag(Cn);Z)
σw =
∑
I=(i1,...,in)
0≤im≤n−m∀m
awI x
i1
1 x
i2
2 · · ·xinn
where now the RHS is interpreted in the quotient ring H∗(Flag(Cn);Z) ∼= Z[x1, . . . , xn]/〈e1, . . . , en〉, since
both the Schubert classes {σw}w∈Sn and the monomials {xi11 · · ·xinn | 0 ≤ im ≤ n − m} form additive
bases of H∗(Flag(Cn);Z). Put another way, the constants awI are the coefficients in the change-of-basis
matrix relating the monomial basis {xi11 · · ·xinn | 0 ≤ im ≤ n − m} to the Schubert basis {σw}w∈Sn . It is
well-known that these coefficients awI are non-negative integers [13, (4.17)].
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The essential idea of our Definition 9.1 is to define Hessenberg Schubert polynomials using the constants
in an analogous change-of-basismatrix for two additive bases ofH∗(Hess(N, h);Q), i.e., to view the equality
in (9.3) as a definition of the Schubert polynomials, with appropriate choices of bases on both the LHS and
RHS. Henceforth we work with Q coefficients for the cohomology rings since our results in the previous
sections hold over Q. One of the additive bases we will use is the set of monomials {xi11 xi22 · · ·xinn | 0 ≤
im ≤ h(m)−m}, shown to be a basis ofH∗(Hess(N, h);Q) in Corollary 7.3 of Section 7. For the appropriate
analogue of the basis of Schubert classes in the Hessenberg setting, we need some results of the fifth author
[19], as we now explain.
Let Ω◦w denote the (opposite) Schubert cell corresponding to w ∈ Sn. In what follows, we take a regular
nilpotent matrix N as the following form
N =

0
1 0
1
. . .
. . .
. . .
1 0
 ,
which is the conjugate of the regular nilpotent matrix in Jordan canonical form by the longest element
w0 ∈ Sn. The fifth author proves in [19] that the intersections
{Hess(N, h) ∩ Ω◦w | w ∈ Sn such that Hess(N, h) ∩ Ω◦w 6= ∅}
form an affine paving of Hess(N, h). This implies in particular that the homology classes corresponding to
their closures
Θhw := [Hess(N, h) ∩ Ω◦w] ∈ H∗(Hess(N, h);Z)
form an additive basis of the homology H∗(Hess(N, h);Z). We now use the fact that, although Hess(N, h)
is in general singular, its cohomology ring H∗(Hess(N, h);Q) with rational coefficients is nevertheless a
Poincare´ duality algebra [1, Proposition 10.6], so it still has non-degeneracy properties similar to the coho-
mology rings of smooth oriented closed manifolds. The fact that H∗(Hess(N, h);Q) is a Poincare´ duality
algebra follows from an algebraic argument, but we can take a geometrically natural generator xh of the
top degree cohomology Htop(Hess(N, h);Q) as follows [7, Section 3]:
(9.4) xh :=
1
|Sh|
n−1∏
j=1
h(j)∏
i=j+1
(xj − xi)
where Sh is the Young subgroup of Sn associated with h defined as follows. Let λi (1 ≤ i ≤ ℓ) be a positive
integerm such that h(m) = mwith λ1 < λ2 < · · · < λℓ = n. Then, Sh is defined to be the product of smaller
symmetric groups Sλ1×Sλ2−λ1×· · ·Sλℓ−λℓ−1 . Then, by the non-degeneracy assumption of Poincare´ duality
algebras, we may define the Poincare´ dual class inH∗(Hess(N, h);Q) of Θhw and thereby obtain
σhw := PD(Θ
h
w) ∈ H∗(Hess(N, h);Q)
where PD denotes the Poincare´ dual with respect to the choice of generator made in (9.4). Specifically, PD
is the isomorphism H2d−2k(Hess(N, h);Q) ∼= H2k(Hess(N, h);Q) via the non-degeneracy of the pairing
H2k(Hess(N, h);Q)×H2d−2k(Hess(N, h);Q)→ H2d(Hess(N, h);Q)
∫
−→
∼=
Q
for 0 ≤ k ≤ d :=∑nj=1(h(j) − j), where the isomorphism ∫ : H2d(Hess(N, h);Q) ∼=−→ Q sends the generator
xh in (9.4) to 1. From the above discussion it then follows that the set
{σhw | w ∈ Sn such that Hess(N, h) ∩Ω◦w 6= ∅}
is an additive basis of H∗(Hess(N, h);Q). We take these to be the appropriate analogues of the Schubert
classes in the classical case. In Section 7 we derived a different basis for H∗(Hess(N, h);Q), consisting of
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monomials. it now follows from basic linear algebra that there exist constants awI ∈ Q for w such that
Hess(N, h) ∩ Ω◦w 6= ∅ and for I = (i1, . . . , in) with 0 ≤ im ≤ h(m)−m for allm such that
(9.5) σhw =
∑
I=(i1,...,in)
0≤im≤h(m)−m∀m
awI x
i1
1 x
i2
2 · · ·xinn
where the equality is interpreted inH∗(Hess(N, h);Q). We can now state our definition.
Definition 9.1. Let h : [n] → [n] be a Hessenberg function. Let w ∈ Sn such that Hess(N, h) ∩ Ω◦w 6= ∅. We
define the Hessenberg Schubert polynomial Shw as
(9.6) Shw :=
∑
I=(i1,...,in)
0≤im≤h(m)−m∀m
awI x
i1
1 x
i2
2 · · ·xinn
where the RHS is considered as an element in Q[x1, . . . , xn] and the constants awI ∈ Q are defined by the
equalities (9.5).
It is clear from the above discussion that Definition 9.1 generalizes the usual Schubert polynomials, i.e.,
Shw = Sw for all w ∈ Sn if h = (n, n, . . . , n).
In light of the above discussion, we believe that these Hessenberg Schubert polynomials are a natural
generalization of the classical Schubert polynomials and should enjoy similar properties as in the classical
case. For instance, we may ask:
• Are the coefficients awI appearing in (9.6) integers and non-negative?
• Do the Shw satisfy “stability” conditions as in the classical case?
Here, the “stability” in the second question is intended in the following sense. LetHn be the set of Hessen-
berg functions h : [n] → [n]. Then, we can consider the natural inclusion j : Hn → Hn+1 so that j(h) is the
Hessenberg function defined by (j(h))(i) = h(i) for 1 ≤ i ≤ n and (j(h))(n + 1) = n+ 1. We also consider
the natural inclusion i : Sn →֒ Sn+1. Then, we may ask: does the Hessenberg Schubert polynomial Shw
coincide with the Hessenberg Schubert polynomial S
j(h)
i(w)?
We intend to explore these and related questions in future work.
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