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Das ifo Institut führt seit seiner Gründung
im Jahre 1949 Unternehmensbefragun-
gen durch. Anfang der siebziger Jahre
wurde auf Basis des ifo Konjunkturtests
das ifo Geschäftsklima als Konjunkturin-
dikator entwickelt. Seither wird das Ge-
schäftsklima für die gewerbliche Wirt-
schaft Deutschlands vom ifo Institut mo-
natlich veröffentlicht. In seiner langen Ge-
schichte war es regelmäßig Gegenstand
von wissenschaftlichen Untersuchun-
gen. Auch das 1960 unter Mitwirkung
von ifo gegründete Centre for Internatio-
nal Research on Economic Tendency
Surveys (CIRET) hat Wissenschaftlern
durch die Organisation von Konferenzen
und der Herausgabe von Zeitschriften
ein Forum geboten, in dem die Metho-
den und Ergebnisse von Konjunkturum-
fragen, wie der des ifo Instituts, regelmä-
ßig diskutiert wurden. Der vorliegende
Beitrag stellt einen kurzen Literaturüber-
blick über die wissenschaftlichen Aufsät-
ze der letzten Jahre dar, die sich mit der
Prognosequalität des ifo Geschäftskli-
mas beschäftigt haben. Diskutiert wer-
den nur die Studien, die in den letzten
Jahren entstanden sind.
Mitarbeiter des ifo Instituts führten und
führen ebenfalls regelmäßig Analysen zu
diesem Thema durch. Die Ergebnisse die-
ser Studien wurden in zahlreichen Bü-
chern, Schnelldienstartikeln und wissen-
schaftlichen Aufsätzen publiziert. Diese
Veröffentlichungen sollen aber nicht im Fo-
kus des vorliegenden Artikels stehen. Na-
mentlich erwähnt sei hier nur eine frühe
Arbeit von Strigel (1985), da er als »Vater
des Geschäftsklimas« bezeichnet werden
kann, sowie ein neues englischsprachi-
ges Handbuch über die ifo Konjunktur-
umfragen von Goldrian (2007).
Konjunkturindikatoren, wie das ifo Ge-
schäftsklima, finden auch in der Öffent-
lichkeit große Aufmerksamkeit und sind
Entscheidungs- und Orientierungshilfe in
vielen Bereichen. Dies stellt an jeden In-
dikator hohe Qualitätsmerkmale. Von ei-
nem geeigneten Frühindikator kann man
verlangen, dass er (vgl. auch Abberger
2006, Fritsche und Stephan 2002 oder
Hinze 2003):
1. möglichst zeitnah vorliegt,
2. nach der Publikation keinen größeren
Revisionen unterliegt, 
3. einen Vorlauf vor der zur beurteilenden
Zielgröße besitzt; d.h. er sollte frühzei-
tig Signale über den kommenden Kon-
junkturverlauf geben, 
4. eine stabile Vorlaufbeziehung besitzt,
so dass relativ sicher abgeschätzt wer-
den kann, wie frühzeitig das Signal des
Indikators erfolgt und
5. ein möglichst deutliches Konjunktur-
signal enthält; d.h. nicht interessieren-
de kurzfristige Schwankungen in der
Zeitreihe sollten das eigentlich interes-
sierende konjunkturelle Signal mög-
lichst wenig überdecken. 
Die ersten beiden Eigenschaften aus die-
sem Katalog werden vom ifo Geschäfts-
klima und den weiteren Ergebnissen der
ifo Konjunkturumfragen offensichtlich er-
füllt. Die Resultate der ifo Konjunkturum-
fragen werden in der letzten Woche ei-
nes betrachteten Monats publiziert und
in der Regel im Nachhinein nicht mehr
revidiert. 
Die letzten drei Eigenschaften sowie un-
terschiedliche Anwendungsmöglichkeiten
sind in verschiedenen wissenschaftlichen
Artikeln untersucht worden. Diese gehen
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insbesondere der Frage nach, ob ein Indikator überhaupt
Gleich- bzw. Vorlauf bzgl. der Konjunktur (gemessen an ei-
ner Referenzreihe) besitzt oder ob er Wendepunkte zuver-
lässig vorhersagen kann. Der am häufigsten untersuchte Ge-
genstand ist, ob mit Hilfe eines Konjunkturindikators eine
quantitative Prognose (meist einer Wachstumsrate) durch-
geführt werden kann.
Der Sachverständigenrat hat in seinem Gutachten
2006/2007 in einer speziellen Untersuchung festgestellt,
dass das ifo Geschäftsklima keine signifikante quantitative
Prognosekraft bzgl. der Wachstumsrate des Bruttoinlands-
produkts besitzt. Dies bedeutet, dass mit Hilfe des ifo-Indi-
kators ein autoregressives Modell als Messlatte nicht signi-
fikant verbessert werden kann. Ein Blick in die wissenschaft-
liche Literatur zeigt jedoch, dass die verwendeten Metho-
den und Referenzreihen sich durchaus unterscheiden. Je
nach Untersuchungsanordnung fällt die Beurteilung eines
Indikators unterschiedlich aus.
Dieser Artikel stellt einen kurzen Überblick über die wissen-
schaftliche Literatur dar, in der das ifo Geschäftsklima oder
seine beiden Komponenten, Lagebeurteilung und Geschäfts-
erwartungen, Gegenstand der Forschung sind. In den Arti-
keln werden meist auch noch andere Indikatoren auf ihre
Eigenschaften untersucht, wir konzentrieren uns jedoch aus-
schließlich auf die ifo-Indikatoren und ihre Eigenschaften. Ein
Vergleich wird jeweils nur zum Referenzmodell gezogen. Für
weitere Informationen sei auf die angegebene Literatur ver-
wiesen.
Da Konjunkturindikatoren generell nicht nur für verschiede-
ne Zwecke eingesetzt werden, wie etwa der Wendepunkt-
prognose, der Richtungsprognose oder der quantitativen
Prognose, sondern sich auch innerhalb der verschiedenen
Zielsetzungen die Vorgehensweisen und die Untersuchungs-
designs erheblich unterscheiden können, versuchen wir im
Folgenden eine grobe Kategorisierung der Ansätze. Abge-
sehen von den grundsätzlichen Prognosezielen, unterschei-
den sich die zur Prognose ausgewählten Referenzzeitreihen
und die zur Prognose eingesetzten Methoden.
Die Referenzreihe
Zunächst dokumentieren wir die Referenzreihe in den jewei-
ligen Artikeln, die den Konjunkturverlauf darstellen soll. Wie
sich noch zeigen wird, sind die Ergebnisse durchaus sen-
sitiv bzgl. der gewählten Referenzreihe und des Schätzzeit-
raumes. Die Ergebnisse in der Tabelle zeigen, dass als Re-
ferenzreihe meist der Index der Industrieproduktion verwen-
det wird und hier insbesondere die Wachstumsrate. Der
Grund dafür ist, dass der Index monatlich erhoben wird
und nahezu alle Indikatoren ebenfalls monatlich veröffent-
licht werden. Darüber hinaus wird das verarbeitende Gewer-
be häufig als der Konjunkturzyklen generierende Bereich an-
gesehen. Wird das Bruttoinlandsprodukt als Referenz ver-
wendet, müssen die Indikatoren auf Quartalsebene aggre-
giert werden. Dies geschieht meisten mit einem Drei-Mo-
natsdurchschnitt. Erst neuere Zeitreihenmodelle wie in Mitt-
nik und Zadrozny (2005) erlauben es, gleichzeitig unter-
schiedliche Frequenzen zu verwenden. 
Es ist wichtig, darauf hinzuweisen, dass sowohl die Verän-
derungsrate zum Vormonat (Vorquartal) als auch die Jahres-
wachstumsrate als Referenz dienen können. Warum eine
bestimmte Wachstumsrate gewählt wurde, wird allerdings
häufig nicht inhaltlich begründet. Neben ökonometrischen
Überlegungen (Aspekt der Einheitswurzel, Phasenverschie-
bung) können auch Fragen der inhaltlichen Interpretation die
Auswahl einer bestimmten Wachstumsrate beeinflussen (vgl.
hierzu Nierhaus 1999). Neben der Bildung von Wachstums-
raten können aus Zeitreihen, aber auch mit anderen Me-
thoden konjunkturelle Komponenten, die dann prognosti-
ziert werden sollen, extrahiert werden. Eine Vorgehenswei-
se ist etwa, die Abweichung von einem zu schätzenden Trend
zu verwenden. Wieder andere Ansätze versuchen, eine mög-
lichst glatte Konjunkturkomponente zu ermitteln, um eine
einfachere Analyse des Zustandes der Konjunktur zu errei-
chen. Ein Beispiel für diese Herangehensweise ist der Indi-
kator EuroCOIN des Centre for Economic Policy Research
(vgl. http:\\www.cepr.org\\data\\eurocoin\).
Alle in der Tabelle aufgeführten Studien verwenden Zeitrei-
hen, die »endgültig« sind, d.h. sie unterliegen keiner Revisi-
on mehr. Die Industrieproduktion und das Bruttoinlandspro-
dukt werden zunächst mit einer Schätzung für den entspre-
chenden Monat und dem Quartal angegeben und unterlie-
gen danach mehreren Revisionen. Ein Datensatz, der aus
einer ersten Schätzung und den darauf folgenden Revisio-
nen besteht, wird als Real-Time-Datensatz bezeichnet (vgl.
Döpke 2004). Ein guter Indikator sollte in der Lage sein,
diese Revisionen vorherzusagen, um zeitnah eine Einschät-
zung über die Entwicklung makroökonomischer Größen zu
liefern. In dem Artikel von Jacobs und Sturm (2005) wird
ein solcher Real-Time-Datensatz für die Industrieproduk-
tion verwendet.
Die Methoden
Neben der verwendeten Referenzreihe spielen die einge-
setzten ökonometrischen Methoden eine Rolle in der Beur-
teilung der Eigenschaften von Indikatoren. Im Folgenden
werden wir diese kurz darstellen. Für weitere Informationen
siehe Hamilton (1994), Nierhaus und Sturm (2005) oder Lüt-
kepohl (2005).
Ob ein Indikator einen grundsätzlichen Erklärungsgehalt
bzgl. einer Referenzreihe besitzt, wird meist mit dem Kon-
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zept der Granger-Kausalität analysiert. Bei diesem Ver-
fahren wird untersucht, ob der Indikator einen signifikan-
ten Erklärungsgehalt bzgl. der Referenzreihe besitzt. Es
ist jedoch wichtig, darauf hinzuweisen, dass Granger-Kau-
salität nicht Kausalität im philosophischen oder logischen
Sinne meint.
Zur Vorhersage von Rezessionen und Aufschwüngen wer-
den meist Probit-Schätzungen und Markov-Switching-Mo-
delle verwendet. Zunächst werden die Wendepunkte einer
Zeitreihe, und somit auch ihre Rezessionsphasen, bestimmt.
Danach wird eine neue Zeitreihe konstruiert. Befindet sich
die Volkswirtschaft in einer Rezession, so wird der Zeitreihe
zu diesem Zeitpunkt der Wert 1 zugeordnet, ansonsten 0.
Probit-Modelle sind in der Lage, solche so genannten binä-
ren Modelle zu schätzen. In diesem Rahmen wird geprüft,
inwieweit der Konjunkturindikator die Rezessionen vorher-
sagen kann. Im Rahmen der Markov-Switching-Modelle wer-
den Wahrscheinlichkeiten berechnet, mit der sich die Volks-
wirtschaft in einer Rezession befindet.
Zur quantitativen Prognose werden entweder univariate oder
multivariate Zeitreihenmodelle verwendet. Das am häufigs-
ten eingesetzte Benchmark-Modell ist der autoregressive
Prozess (AR-Prozess). Hier wird die Zeitreihe durch eigene
verzögerte Werte erklärt. Gute Konjunkturindikatoren ver-
bessern die Prognose dieses Modells, indem verzögerte
Indikatorwerte in das Modell einfließen. Im multivariaten Fall
wird meist ein bivariates vektorautoregressives (VAR-) Mo-
dell geschätzt. Dieses besteht aus zwei Gleichungen, in
denen die zwei Zeitreihen wechselseitig abhängig von ver-
zögerten Werten dargestellt werden. Diese Gleichungen (Vek-
toren) werden dann simultan geschätzt und zur Prognose
verwendet. Der Vorteil dieser Art multivariater Zeitreihen-
modelle ist, dass mögliche Feedback-Reaktionen explizit
modelliert und geschätzt werden können.
Die oben vorgestellten Zeitreihenmodelle zur quantitativen
Prognose sind linearer Natur. In jüngerer Zeit werden je-
doch auch für die quantitative Prognose mehr und mehr
nichtlineare Zeitreihenmodelle, wie z.B. autoregressive Mar-
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Konjunkturelle Referenzreihen und Untersuchungszeiträume 
Artikel Referenzreihe  Zeitraum 
Döpke, Krämer und Langfeldt (1994)  Industrieproduktion, saisonal, arbeitstäglich und um Trend 
bereinigt. 
1966:01–1992:12 
Funke (1997)  Bruttoinlandsprodukt, Quartalswachstumsraten.  1971:IV–1995:IV 
Döpke (1999)  Industrieproduktion, gleitender Durchschnitt von sieben 
Monaten, Ausreißer wurden ersetzt. 
1962:01–1998:12 
Langmantel (1999)  Reales Bruttoinlandsprodukt, jährliche Wachstumsraten.  1965:I–1998:IV 
Breitung und Jagodzinski (2001)  Industrieproduktion, saisonal und arbeitstäglich bereinigt, 
jährliche Wachstumsraten (log Differenzen).  1991:01–2001:06 
Fritsche und Stephan (2002)  Industrieproduktion (ohne Bau), jährliche Wachstumsraten 
(log Differenzen). 
1978:01–1998:12 
Hüfner und Schröder (2002)  Industrieproduktion, saisonbereinigt, jährliche Wachstums-
raten. 
1991:12–2000:12 
Hinze (2003)  Industrieproduktion, Bruttoinlandsprodukt, Vorjahresverän-
derungsraten. 
1992–2002 
Bandholz und Funke (2003)  Reales Bruttoinlandsprodukt, trendbereinigt (Band-Pass-
Filter), Output-Gap. 
1971:I–2002:II 
Benner und Maier (2004)  Industrieproduktion, jährliche Wachstumsraten.  1991:01 2000:12 
1968:01–2000:10 
Schuhmacher und Dreger (2004)  Bruttoinlandsprodukt, jährliche Wachstumsraten (log Diffe-
renzen).  
1978:II–2002:I 
Fritsche und Kouzine (2005)  Industrieproduktion, Originalreihe und gleitender Durch-
schnitt von sieben Monaten, Ausreißer wurden ersetzt  1978:01–1999:12 
Dreger und Schuhmacher (2005)  Industrieproduktion, saisonal nicht bereinigt, jährliche 
Wachstumsraten (log Differenzen).  1992:01–2004:12 
Sachverständigenrat (2005)  Industrieproduktion, Monats- und Jahreswachstumsraten 
(log Differenzen).  1994:01–2005:02 
Mittnik und Zadrozny (2005)  Bruttoinlandsprodukt, erste Differenzen.  1970:I–2003:IV 
Jacobs und Sturm (2005)  Industrieproduktion, Real-Time Datensatz.  1995:12–2003:08 
Nierhaus und Sturm (2005)  Industrieproduktion, saisonal nicht bereinigt, Jahreswachs-
tumsraten (log Differenzen). 
1991:01–2002:12 
Kholodilin und Siliverstovs (2006)  Bruttoinlandsprodukt, annualisierte Jahreswachstumsraten.  1991:II–2004:IV 
Sachverständigenrat (2006)  Bruttoinlandsprodukt, saison- und kalenderbereinigt, Jah-
reswachstumsraten. 
1970:I–2005:IV 
Quelle: Zusammenstellung des ifo Instituts. Forschungsergebnisse
kov-Switching-Modelle, verwendet. Für Deutschland gibt es
noch keine explizite Analyse der Prognosemöglichkeiten die-
ser Modelle. Für eine Anwendung auf den Euroraum siehe
Clavaria et al. (2006).
Die quantitative Prognose von Zeitreihen kann auf zwei Ar-
ten erfolgen. Bei der In-Sample-Prognose wird das Modell
mit allen zur Verfügung stehenden Daten geschätzt, um dann
einzelne Zeitpunkte innerhalb des Samples vorherzusagen.
Bei der Out-of-Sample-Prognose wird das Modell mit Da-
ten bis zu einem bestimmten Zeitpunkt tgeschätzt und dann
eine Prognose über diesen Zeitraum hinaus (außerhalb des
benutzten Samples) berechnet. Die Beurteilung der Quali-
tät von Indikatoren kann sich je nach verwendeter Progno-
seart stark unterscheiden. So kann es sein, dass ein Indi-
kator sehr gute Prognosen bei der In-Sample-Schätzung lie-
fert, jedoch bei der Out-Of-Sample-Prognose sehr schlecht
abschneidet. Aufgrund der größeren Realitätsnähe von Out-
Of-Sample-Prognosen werden diese am häufigsten in der
wissenschaftlichen Literatur verwendet. 
Zur Beurteilung der Prognosequalität eines Modells gibt es
in der Literatur verschiedene Maße. Das am häufigsten ver-
wendete ist die Wurzel aus dem durchschnittlichen qua-
dratischen Prognosefehler (Root mean squared error =
RMSE). Je niedriger dieser ist, desto besser ist die Progno-
se. Da dieses Maß jedoch skalenabhängig ist, setzt man es
meist ins Verhältnis zu einem Referenzmodell (manchmal
auch als »naive Prognose« bezeichnet). Dieses skalenunab-
hängige Maß wird auch als Theil´s U bezeichnet. Ein Wert
von kleiner als 1 bedeutet, dass das Prognosemodell bes-
ser ist als das Referenzmodell. In den neunziger Jahren
sind Tests entwickelt worden, die untersuchen, ob der Un-
terschied der Prognosefehler zwischen zwei Modellen sta-
tistisch signifikant ist. Der am häufigsten verwendete Test
in der Prognoseliteratur ist der Diebold-Mariano-Test.
Die Kohärenz mit der Referenzreihe und der 
konjunkturelle Vorlauf
Bei der Untersuchung von Korrelationskoeffizienten des ifo
Geschäftsklimas im verarbeitenden Gewerbe mit der Refe-
renzreihe (vgl. jeweils die Tabelle) in Döpke, Krämer und Lang-
feldt (1994) weist ifo einen Vorlauf von neun Monaten aus.
Ebenso ist der Test auf Granger-Kausalität signifikant posi-
tiv. Die Autoren führen auch einen statistischen Test durch,
der zeigt, dass der Zusammenhang zwischen den Zeitrei-
hen über den Zeitverlauf konstant ist. Die Methode der Kreuz-
korrelationen wird auch in Breitung und Jagodzinski (2001)
verwendet. Ähnlich wie im Fall der Wendepunkte besitzt das
ifo Geschäftsklima einen Nachlauf von einem Monat und die
Erwartungen einen Vorlauf von zwei Monaten. Der Test auf
Granger-Kausalität fällt ebenfalls positiv aus. Eine Spektral-
analyse in Fritsche und Stephan (2002) zeigt, dass sowohl
das Geschäftsklima als auch die Erwartungen für die In-
dustrie eine hohe Kohärenz mit der Referenzzeitreihe auf-
weist. Darüber hinaus zeigen die Autoren, dass die ifo-Indi-
katoren signifikant Granger-kausal sind und somit einen zu-
sätzlichen Erklärungsgehalt besitzen. Zu den gleichen Er-
gebnissen kommen auch Hüfner und Schröder (2002), Hin-
ze (2003) sowie Dreger und Schumacher (2005).
Langmantel (1999) zeigt mit Hilfe des Konzepts der Gran-
ger-Kausalität, dass das ifo Geschäftsklima einen signifikan-
ten Zusammenhang mit der Jahreswachstumsrate des rea-
len Bruttoinlandsprodukts besitzt. Hinze (2003) zeigt, dass
die ifo Geschäftserwartungen auf Basis des Konzepts der
Kreuzkorrelationen einen effektiven Vorlauf von zwei Quar-
talen aufweisen.
Die Vorhersage von konjunkturellen 
Wendepunkten
Nach Döpke, Krämer und Langfeldt (1994) besitzt das ifo
Geschäftsklima einen durchschnittlichen Vorlauf von
5,33Monaten bei den unteren konjunkturellen Wendepunk-
ten und 5,5 Monate bei den oberen Wendepunkten. Dage-
gen besitzt das ifo Geschäftsklima in Breitung und Jagod-
zinski (2001) einen durchschnittlichen Nachlauf von zwei Mo-
naten und die Geschäftserwartungen einen Vorlauf von zwei
Monaten gegenüber der Jahreswachstumsrate der Indus-
trieproduktion.
Einen anderen Ansatz verfolgt Funke (1997). Mit Hilfe eines
Probit-Modells wird die Fähigkeit des ifo Geschäftsklimas (in
Jahreswachstumsraten) für die Vorhersage von Rezessio-
nen untersucht. Es zeigt sich, dass der Indikator eine Re-
zession im Durchschnitt mit einem Quartal (bezogen auf
die Quartalswachstumsrate des BIP) Vorlauf anzeigt. 
Döpke (1999) erweitert den Ansatz von Funke (1997) um
eine dynamische Komponente. Angewendet auf die Indus-
trieproduktion kommt der Autor zu dem Schluss, dass das
ifo Geschäftsklima und seine Bestandteile sehr schlecht ab-
schneiden und wenn, dann nur für eine sehr kurzfristige Prog-
nose von Rezessionen geeignet sind. Am besten würden
noch die Erwartungen abschneiden.
Fritsche und Kouzine (2005) verwenden neben der Probit-
Analyse auch den Markov-Switching-Ansatz. Die Autoren
kommen zu dem Schluss, dass im Rahmen des Probit-Ver-
fahrens die ifo Erwartungen einen Vorlauf von drei Monaten
aufweisen. Jedoch verwenden die Autoren im Vergleich zu
Döpke (1999) die Zeitreihe der Hersteller von Zwischenpro-
dukten und nicht die Gesamtreihe des verarbeitenden Ge-
werbes. Wird jedoch das dynamische Modell verwendet,
steigt der Vorlauf auf sieben Monate. Diese Ergebnisse wer-
den durch den Markov-Switching-Ansatz bestätigt.
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Bandholz und Funke (2003) verwenden ein dynamisches
Faktormodell, um einen eigenen Konjunkturindikator zu kons-
truieren. Zur Berechnung dieses Index nutzen die Autoren
auch die Zeitreihe der Beurteilung des Fertigwarenbestan-
des im verarbeitenden Gewerbe aus dem ifo Konjunkturtest.
Die Autoren zeigen im Rahmen eines Markov-Switching-An-
satzes, dass dieser Indikator besser in der Lage ist, Rezes-
sionen vorherzusagen, als das ifo Geschäftsklima.
Die quantitative Prognoseeigenschaft
Im Folgenden stellen wir eine Zusammenfassung der Ergeb-
nisse von Out-of-Sample-Prognosen dar. Dabei trennen
wir zwischen Industrieproduktion und Bruttoinlandsprodukt.
Die Reihenfolge der Artikelnennungen bestimmt sich nach
dem Erscheinungsjahr der Veröffentlichungen.
Industrieproduktion
Breitung und Jagodzinski (2001) schätzen ein bivariates VAR-
Modell und vergleichen dieses mit einem univariaten AR(p)-
Prozess. Rekursiv werden von 1999:01 bis 2001:06 30 Ein-
schrittprognosen berechnet. Wird das komplette bivariate
Modell zur Vorhersage benutzt (ohne Restriktionen), so
schneiden sowohl das ifo Geschäftsklima als auch die Er-
wartungskomponente schlechter als das Referenzmodell
ab. Wird jedoch ein reduziertes Modell zur Prognose ver-
wendet, indem die insignifikanten Parameter weggelassen
werden, so sind beide Indikatoren besser als das Referenz-
modell. Auch zeigt die Analyse, dass die Prognosen keine
systematischen Verzerrungen aufweisen. 
Ähnlich gehen auch Fritsche und Stephan (2002) vor. Auch
sie schätzen ein bivariates Modell und vergleichen es mit
einem univariaten AR(p)-Prozess. Für den Zeitraum von
1991:01 bis 1998:12 werden rekursiv drei und sechs Mo-
natsprognosen durchgeführt. Im Durchschnitt liefert das ifo
Geschäftsklima der Investitionsgüterindustrie, des verarbei-
tenden Gewerbes und die Erwartungen des verarbeiten-
den Gewerbes sowie der Hersteller von Zwischenprodukte
eine bessere Vorhersage als das Referenzmodell.
Wie in den beiden vorherigen Studien verwenden auch 
Hüfner und Schröder (2002) ein bivariates VAR-Modell, je-
doch ist die Lag-Struktur in dem Modell über den Zeitab-
lauf konstant. Als Referenzmodell wird hier der so genann-
te Random Walk benutzt, d.h. die Vorhersage ist einfach der
Wert der Vorperiode. Bei der rekursiven Prognose (1994:
01–2000:09) ist der Prognosehorizont jeweils eins, drei,
sechs, neun und zwölf Monate. Nach dem Kriterium Theil´s
U sind die ifo Geschäftserwartungen bis auf den Zwölf-Mo-
natshorizont besser als die naive Prognose. Die Anwendung
des Diebold-Mariono-Tests zeigt jedoch, dass die Unter-
schiede nur für einen Horizont von sechs Monaten signifi-
kant sind.
Benner und Meier (2004) gehen noch einen Schritt weiter
als Hüfner und Schröder (2002). Sie erweitern das bivaria-
te VAR- zu einem Vector-Error-Correction-Modell (vgl. Lüt-
kepohl 2005) und bestimmen die Modellstruktur rekursiv.
Darüber hinaus verwenden sie nur die Informationen, die tat-
sächlich zum Prognosezeitpunkt vorliegen. Dagegen neh-
men Hüfner und Schröder (2002) an, dass die ifo Geschäfts-
erwartungen für den Prognosezeitraum schon bekannt sind
(also die tatsächlichen Werte benutzen). Bei zunächst kons-
tanter Modellstruktur erweisen sich die ifo Geschäftserwar-
tungen schlechter als das autoregressive Referenzmodell
(Prognosezeitraum: 1994:01–2000:0). Wird das Schätzmo-
dell jedoch bei jeder Prognose neu bestimmt, so weisen
die ifo Erwartungen für alle Prognosehorizonte niedrigere
RMSEs aus. Der Unterschied ist aber nach dem Diebold-
Mariano-Test nicht signifikant. Wird der Prognosezeitraum
zu 1996:01–2002:10 variiert, so sind die ifo Erwartungen für
die Prognosehorizonte drei, sechs, neun und zwölf Mona-
te besser. Der Unterschied für den Neun-Monatshorizont
ist auch statistisch signifikant. Hier zeigt sich, dass schon
eine Veränderung des Schätzzeitraumes zu einer unter-
schiedlichen Bewertung der Prognosegüte eines Indikators
führen kann. In einer letzten Variation vergrößern die Auto-
ren den Schätzzeitraum. In der Periode von 1968 bis 2002
sind die ifo Geschäftserwartungen bis auf dem Zwölf-Mo-
natshorizont immer signifikant besser als das autoregressi-
ve Referenzmodell.
Der Sachverständigenrat (2005) prognostiziert in seinem
Gutachten sowohl die Monats- als auch die Jahreswachs-
tumsrate mit Hilfe einer univariaten Gleichung. Im Rahmen
einer konstanten Modellspezifikation schneiden die ifo Er-
wartungen besser als die naive Prognose (AR(p)-Prozess)
für die Jahreswachstumsrate der Industrieproduktion ab.
Jedoch ist dieser Unterschied nach dem Diebold-Mariano-
Test nicht signifikant. Wird die Wachstumsrate zum Vormo-
nat prognostiziert, ergibt sich, dass die ifo Erwartungen für
einen Prognosehorizonten von einem, vier und sechs Mo-
nate signifikant bessere Ergebnisse als das Referenzmo-
dell liefern.
Zu einem anderen Ergebnis kommen Dreger und Schu-
macher (2005). Mit Hilfe eines bivariaten VAR-Modells lie-
fert das ifo Geschäftsklima im Vergleich zu dem autoregres-
siven Referenzmodell nie eine statistisch signifikante bes-
sere Prognose. Leider werden keine RMSEs oder Theil´s U
dargestellt, um festzustellen, ob der Indikator bessere Vor-
hersagen liefert.
Nierhaus und Sturm (2005) zeigen mit Hilfe eines univaria-
ten Modells, dass das ifo Geschäftsklima und seine Bestand-
teile besser als das Referenzmodell prognostizieren. Das
verwendete Modell unterscheidet sich gegenüber den an-
deren dadurch, dass hier auch saisonale Einflüsse model-
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liert werden. Einen statistischen Test auf systematische Un-
terschiede der Prognosen geben die Autoren nicht an.
Den Aspekt von Revisionen der amtlichen Statistik und
deren Vorhersage untersuchen Jacobs und Sturm (2005).
Sie zeigen mit Hilfe eines Real-Time-Datensatzes, dass
die ifo-Zeitreihen zur Beurteilung der Produktion gegen-
über dem Vormonat und die aktuelle Geschäftslage ins-
besondere die erste Revision der Industrieproduktion vor-
herzusagen hilft.
Bruttoinlandsprodukt
Während das Bruttoinlandsprodukt quartalsweise erhoben
wird, wird das ifo Geschäftsklima monatlich veröffentlicht.
Da die Standardzeitreihenmodelle jedoch voraussetzen, dass
die Zeitreihen mit gleicher Frequenz vorliegen, muss eine
Transformation erfolgen. Entweder wird das Bruttoinlands-
produkt auf Monatsebene interpoliert oder der Indikator auf
Quartalsebene aggregiert. Letzteres erfolgt meist über die
Durchschnittsbildung über drei Monate. In der Literatur hat
sich letzteres Verfahren durchgesetzt. Es muss jedoch dar-
auf hingewiesen werden, dass durch die Aggregation Infor-
mationen verloren gehen.
Langmantel (1999) zeigt mit Hilfe eines univariaten Schätz-
modells, dass die jährliche Wachstumsrate des realen Brut-
toinlandsprodukts mit Hilfe des ifo Geschäftsklimas prog-
nostiziert werden kann. Der Autor verwendet jedoch keine
statistischen Maße, um die Prognosequalität zu beurteilen.
Er erklärt verbal, warum bestimmte Abweichungen vom
tatsächlichen Wert eingetreten sind.
Hinze (2003) kommt zu dem Schluss, dass für die Jahre
2001 und 2002 die ifo Geschäftserwartungen keine befrie-
digenden Ergebnisse im Rahmen eines bivariaten VAR-Mo-
dells liefern, obwohl der durchschnittliche relative RMSE bzgl.
des Referenzmodells kleiner als 1 ist.
Schuhmacher und Dreger (2004) verwenden ein univaria-
tes Modell, um die Jahreswachstumsrate des Bruttoinlands-
produkts vorherzusagen. Im Vergleich zu einem AR(p)-Pro-
zess als Referenzmodell besitzt das ifo Geschäftsklima für
einen Prognosehorizont von vier Quartalen eine bessere
Prognosegüte, jedoch erweist sich erneut, dass dieser Un-
terschied nicht statistisch signifikant ist.
Einen komplett anderen Ansatz verfolgen Mittnik und Za-
drozny (2005). Sie verwenden ein neues multivariates Zeit-
reihenmodell, welches erlaubt, Zeitreihen unterschiedlicher
Frequenzen gleichzeitig zu schätzen. Dies hat den Vorteil,
dass die Indikatoren nicht aggregiert werden müssen und
so keine Informationen verloren gehen. Mit Hilfe dieses An-
satzes zeigen Mittnik und Zadrozny (2005), dass das ifo Ge-
schäftsklima und seine Bestandteile erheblich zur Verbes-
serung der Prognose des Bruttoinlandsprodukts beitragen.
Das Prognosemaß Theil´s U ist teilweise weit unter 1. Einen
formalen Test auf systematische Verbesserung führen die
Autoren jedoch nicht durch.
Ein univariates Prognosemodell wird in Kholodilin und
Siliverstovs (2006) zur Prognose der annualisierten Wachs-
tumsrate des BIP eingesetzt. Da sie einen Strukturbruch im
Jahr 2001 in der Zeitreihe feststellen, untersuchen sie so-
wohl die Prognoseleistung vor dem Jahr 2001, für den Zeit-
raum 2001–2004 als auch für den gesamten Zeitraum. Es
zeigt sich, dass das ifo Geschäftsklima und die Erwartun-
gen für den Gesamtzeitraum für einen Prognosehorizont von
ein und zwei Quartalen bessere Prognosen liefert als das
Referenzmodell, was hier der langfristige Durchschnitt der
Wachstumsrate der Bruttoinlandsprodukts ist. Die Analyse
wurde auch mit den ersten Differenzen durchgeführt, und
es zeigt sich, dass diese noch besser sind als die Ursprungs-
zeitreihe. In dem Prognosezeitraum 1998:I bis 2001:I ist
die Vorhersagequalität schlechter als im Bereich 2001:II bis
2004:IV. Die ifo-Indikatoren sind für die verschiedenen Zeit-
räume unter den besten sieben Indikatoren von 58 (inklusi-
ve der ersten Differenzen). Es zeigt sich, dass insbesonde-
re die Differenzen erheblich zur Verbesserung der Progno-
se des BIP beitragen. Einen Test auf Signifikanz der Ergeb-
nisse mit Hilfe des Diebold-Mariano-Tests führen die Auto-
ren nicht durch, da sie der Ansicht sind, dass der Stichpro-
benumfang zu klein ist. 
Das Gutachten des Sachverständigenrates (2006) kommt
mit Hilfe eines univariaten Modells zu dem Schluss, dass das
ifo Geschäftsklima und seine Bestandteile keine signifikant
besseren Prognosen als das autoregressive Referenzmodell
liefern. Die Ergebnisse seien »befriedigend«, da die Theil´s
U für bis zu sechs Quartale kleiner als 1 seien, aber nicht
signifikant sind (Diebold-Mariano-Test). Die Prognosequali-
tät hat zum Ende der Zeitreihen eher abgenommen. Es ist
wichtig, darauf hinzuweisen, dass das Gutachten nur die Er-
gebnisse des ifo Konjunkturtest West verwendet. Ab 1991
beinhaltete die Referenzzeitreihe aber das gesamtdeutsche
Bruttoinlandsprodukt.
Bei der Bewertung der Studien in dieser Kategorie muss
noch beachtet werden, dass – der Diebold-Mariano-Test als
Nullhypothese verwendet – die durchschnittlichen Progno-
sefehler der beiden untersuchten Modelle gleich sind. Wird
diese Hypothese abgelehnt, ist eines der Modelle signifikant
»besser«. Wird die Nullhypothese nicht abgelehnt, ergibt sich
daraus aber noch nicht der Schluss, dass beide Modelle
gleich gut prognostizieren. Dies rührt aus der generellen
Konstruktionsweise solcher Tests her. Der Fehler, dass der
Test die Nullhypothese nicht ablehnt, obwohl sie tatsäch-
lich falsch ist, wird nicht kontrolliert. 
Zu Beginn dieses Abschnitts wurde darauf verwiesen, dass
der unterschiedlichen Messfrequenz der Zeitreihen Rech-
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nung getragen werden muss. Gerade zu diesem Problem-
bereich gibt es neuere Forschungsansätze, so dass hier
in Zukunft ausgereiftere Methoden zum Einsatz kommen
könnten.
ifo-Befragungsergebnisse als Bestandteile 
anderer Indikatoren
Die ifo Konjunkturtestergebnisse werden nicht nur isoliert
untersucht, sondern sind auch Bestandteil von zusammen-
gesetzten Indikatoren. In den Handelsblatt-Indikator geht
der ifo Geschäftsklimaindex für das verarbeitende Gewer-
be mit einem Gewicht von 30% ein. Das ifo Geschäftsklima
ist auch Bestandteil des deutschen Composite Leading In-
dicators der OECD. Letztere wurde u.a. in Kholodilin und Si-
liverstovs (2006) untersucht. 
Die ifo-Indikatoren fließen oftmals in so genannte Faktormo-
delle ein. In diesen werden einzelne Faktoren aus einer Viel-
zahl von Zeitreihen extrahiert, die dann als Konjunkturindi-
katoren verwendet werden. Die ifo-Indikatoren werden in
Faktormodellen u.a. in Schumacher und Dreger (2004),
Schumacher (2005), Schumacher und Breitung (2006) ein-
gesetzt. In Schumacher und Dreger (2004) wird das ifo Ge-
schäftsklima mit dem Faktormodell verglichen. Das Faktor-
modell liefert zwar relativ gesehen bessere Ergebnisse bzgl.
des Referenzmodells als das Geschäftsklima, jedoch ist die-
ser Unterschied nicht statistisch signifikant.
Fazit
Das Einsatzgebiet von Konjunkturindikatoren ist sehr weit
gesteckt. Es gibt zahlreiche Zielsetzungen, denen solche In-
dikatoren dienen sollen. Neben den verschiedenen Zielset-
zungen werden in wissenschaftlichen Untersuchungen aber
auch unterschiedliche Zielgrößen als Referenzzeitreihen und
verschiedene methodische Ansätze verwendet. Aus diesem
Umstand ergibt sich, dass eine Vielzahl von wissenschaft-
lichen Untersuchungen zum ifo Geschäftsklima, als einem
der prominentesten Konjunkturindikatoren in Deutschland,
existiert. Trotz der beachtlichen Anzahl von Studien sind
die methodischen Möglichkeiten aber noch lange nicht aus-
geschöpft. Die Resultate dieser Forschungsarbeiten sind
wichtig, nicht nur für die Prognose an sich, sondern auch
für das Verständnis der Indikatoren. Doch auch wenn das
ifo Geschäftsklima häufig als ein nützlicher Indikator ange-
sehen wird, sollte man sich bei der Verallgemeinerung ein-
zelner Studienergebnisse in Bescheidenheit üben. Denn die
Zielsetzungen, denen die Indikatoren dienen sollen, sind viel-
seitig. Auf der anderen Seite muss sich jede einzelne Un-
tersuchung auf ein relativ enges Studiendesign beschrän-
ken, so dass man aus jeder einzelnen Analyse nicht auf die
generelle »Prognosefähigkeit« der Indikatoren schließen soll-
te. Gerade das wird aber gerne getan, indem man aus den
Ergebnissen einer spezifischen Versuchsanordnung schließt,
welches »der beste«, »der bessere« oder ein »unbrauchba-
rer« Indikator ist. 
Grundsätzlich könnte man versuchen, einen Indikator wie
das ifo Geschäftsklima auf eine bestimmte enge Zielset-
zung hin zu optimieren. Dies könnte etwa dadurch gesche-
hen, dass die Unternehmensmeldung über ein zielgerich-
tetes Gewichtungsschema aggregiert wird, so dass sie
für einen Zweck optimal ist. Auch die Quantifizierung der
dreistufigen kategorialen Unternehmensmeldungen könn-
te zweckgebunden optimiert werden. Gerade die Quanti-
fizierung kategorialer Umfrageergebnisse ist ein großes
eigenständiges Forschungsgebiet. Aus der vorliegenden
Literaturdarstellung soll es aber ausgegrenzt bleiben, da
es ein eigenständiger Bereich ist. Das ifo Institut verwen-
det mit der so genannten Saldenmethode ein einfaches,
aber sehr effektives Quantifizierungsverfahren. Es hat sich,
wie die verwendete Methodik generell, als ein über viele
Anwendungen und Zielsetzungen hinweg nützliches Ver-
fahren bewährt. Zudem besitzt es den Vorteil, dass es ein
luzides Verfahren ist, das auch durch Dritte nachvollzogen
und interpretiert werden kann.
Der vorliegende Überblick über die wissenschaftliche Lite-
ratur zeigt, dass das ifo Geschäftsklima für viele Problem-
felder der Konjunkturanalyse gewinnbringend eingesetzt
werden kann. Diese Vielseitigkeit gepaart mit dem transpa-
renten Konstruktionsprinzip sind sicherlich wesentliche Grün-
de für die Popularität des Geschäftsklimas.
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