Abstract. This paper studies the convergence rate of solutions of the nonlinear Itô -Volterra equation
1. Introduction. The subject of this paper is the exponential asymptotic convergence of solutions of perturbed nonlinear Volterra equations, in which the perturbation is a random contribution which decays over time, or is "damped". We consider perturbations of Itô type (i.e., the solution of the equation is a semimartingale driven by Brownian motion). Sufficient conditions under which solutions of stochastic differential equations or stochastic delay differential equations are exponentially asymptotically stable in either a mean square (or p-th mean) or almost sure sense have been extensively studied. We refer the reader to our earlier work on linear equations [2] for a selection of references on this topic, and also to work on stochastic equations with unbounded delay. For deterministic linear autonomous delay differential equations with bounded delay, it is known that uniform asymptotic stability and exponential asymptotic stability are equivalent. However, for deterministic linear equations with unbounded delay -for instance, for convolution Volterra equations -it is known that the zero solution can be asymptotically stable, or even uniformly asymptotically stable, and yet not be exponentially asymptotically stable. Necessary and sufficient conditions for the exponential asymptotic stability of the linear Volterra equation
x (t) = Ax(t) + t 0 K(t − s)x(s) ds, t ≥ 0 (2) have been established by Murakami [17] , [18] , under a sign condition on the entries of the kernel K. Specifically, he establishes that when the zero solution of (2) is uniformly asymptotically stable, and the entries of K(t) do not change sign on R + , the zero solution is exponentially asymptotically stable if and only if ∞ 0 K(s) e γs ds < ∞, for some γ > 0.
The results of [17] , [18] have been extended by the authors in [2] to deal with the linear Itô-Volterra equation dX(t) = AX(t) + t 0 K(t − s)X(s) ds dt + Σ(t) dW (t), t ≥ 0 (4) where W (t) = (W 1 (t), . . . , W r (t)) is an r-dimensional standard Brownian motion. The principal result of that paper establishes the equivalence of the following statements, when the entries of K(t) do not change sign on R + : (i). The zero solution of (2) is uniformly asymptotically stable, and 
Σ(s)
2 e 2γ 2 s ds < ∞ for γ 1 , γ 2 > 0. (5) (ii). There exists λ > 0 such that for every p > 0 there exists M p = M p (X 0 ) > 0 such that
E[ X(t)
p ] ≤ M p (X 0 )e −λ pt , t ≥ 0, (6) for all solutions of (4). (iii). There exists β 0 > 0 such that lim sup t→∞ 1 t log X(t) ≤ −β 0 a.s. (7) for all solutions of (4) .
Conditions under which exponential stability is not assured, and in which the precise rate of non-exponential decay can be established for the scalar version of (4), were presented in this journal in [1] .
In the present paper, we aim to establish necessary and sufficient conditions for p-th mean and almost sure exponential convergence of solutions of nonlinear convolution Itô-Volterra equations with damped stochastic perturbations of the form dX(t) = f (X(t)) + t 0
K(t − s)g(X(s)) ds + Σ(t) dW (t), t ≥ 0. (8)
The results we obtain in this note are often very similar to those obtained in the linear case, and go through using similar arguments. In other cases, the fact that the solution of (8) cannot be represented in terms of primitive deterministic functions (as is the case for the linear problem (4)), and the non-Gaussianity of the process mean that weaker results are proven, and to obtain these results, one must revisit the problem in the spirit of Murakami's original analysis to proceed.
To prove our results, we make some standard restrictions on the functions appearing in (8) . We suppose f , g : R d → R d are continuous functions satisfying global Lipschitz conditions, that Σ is a d×r continuous and square integrable matrix function, and that K is a d × d continuous and integrable matrix function. As above W (t) = (W 1 (t), . . . , W r (t)) is an r-dimensional standard Brownian motion. In addition, we suppose that f (0) = 0, g(0) = 0. Therefore the unperturbed deterministic equation
has a unique continuous solution on R + ; in particular, if x(0) = 0, x(t) ≡ 0 is the unique solution, called the zero solution. However, the process X(t) = 0 for all t ≥ 0 is not a solution of (8) . By viewing the random contribution in (8) as a perturbation, we may ask whether the equilibrium solution of the unperturbed problem (9) is asymptotically stable in the presence of this perturbation, and determine the conditions under which the solutions are exponentially convergent to the equilibrium solution of the unperturbed problem.
We seek connections between the following four statements concerning (8):
(a) There exists an open ball of initial conditions
for some β 0 > 0, which is independent of X 0 . (b) There exists p ≥ 1, β p > 0 and an open ball of initial conditions
where
2 e 2γ 2 s ds < ∞, for some γ 2 > 0. (13) We establish relationships between (a)-(d). These are of three types; first, conditions which, together with (c), (d), are sufficient to imply (a), (b); second, showing that (d) holds when (c) and either of (a), (b) are true; and third, under a sign condition on the entries of K, we show that (b) implies (c), and (a), (d) imply (c).
As in [2] , our results sharpen slightly the pointwise exponential decay requested on the kernel K and noise perturbation Σ that were presented by Mao in [14] as part of a subset of sufficient conditions which guarantee the exponential convergence of solutions. We do not consider this, in itself, to be a major improvement on earlier results. However, as may be seen from the list of results mentioned above, it is our intention to suggest that the weaker hypotheses (12), (13) on the "memory" and "noise" are synonymous with the exponential decay of solutions of the stochastic integrodifferential equation.
If f is negative definite, in the sense that there exists α > 0 such that x, f (x) ≤ −α x 2 for all x ∈ R d , and α is sufficiently large, we show in Theorem 1 that (c), (d) imply (b). The conditions employed are by no means optimal for the problem; for example, for the scalar problem with f (x) ≡ 0, and negative feedback from the integral term, Liapunov functional techniques provide conditions under which (b) is satisfied (for a related example, see [9] ).
Our aim here, however, is to exhibit the equivalence between groups of the phenomena (a)-(d) for (at least) a subclass of equations of the form (8) . Nonetheless, the proof introduces an alternative line of reasoning using the deterministic comparison principle as opposed to the Liapunov function/functional techniques (see [9] ), or Razumikhin techniques (see [12] ), so we include it here. Independently, Mao and Riedle [15] have worked on Itô-Volterra equations in weighted spaces, and have given similar sufficient conditions for exponential stability.
In Theorem 2, we show that (b), (c), (d) together imply (a). The proof can be achieved in several ways. One way of proceeding is to follow the model of Theorem 4.3.1 in Mao [11] , and related sequels in [13] ; a different proof presented here uses the idea of Lemma 1.3.1 for deterministic equations in Burton [4] , in which the integrability of solutions implies their asymptotic convergence to zero.
The second set of results (Theorems 3 and 4) follow the arguments of Theorems 4.1, 4.2 in [2] , and show that the exponential integrability of Σ follows from either (a), (b) together with (c).
In the final set of results (Theorems 5 and 6), the main technique used to obtain (c) is a Tauberian-type argument, modelled closely on the ideas developed in Murakami [17] , [18] , which exploit the analyticity and existence of the Laplace transform of a function H in the negative real half plane, which agrees with the Laplace transform of K in the positive real half-plane. This enables one to extend the domain of definition ofK into the negative half plane, thereby establishing (c). The existence of a such a function H relies on either (a), (b), and in the almost sure case, also relies upon the almost sure exponential convergence to zero of the random variables
The results of Theorems 1-6 are arranged together in some equivalences in the last section of the paper. Theorem 7 shows that under some restrictions introduced in earlier theorems that (b) is equivalent to (c) and (d), taken together. Theorem 8 gives conditions under which (b) implies (a), (c), and (d). Theorem 9 shows, under some technical restrictions, that any two of (a), (c), (d) implies the third.
The organisation of the note is as follows: definitions, a precise statement of the problem, and supporting theory is contained in Section 2. Theorems 1 and 2 are the topic of Section 3. The converse results relating to the square integrability of Σ are contained in Section 4; those connected with the integrability of K are exposed in Section 5. Section 6 contains the equivalences and summaries collected in Theorems 7-9.
2. Background Material. We first fix some standard notation. Denote by R + the set [0, ∞). As usual, let x ∧ y denote the minimum of x, y ∈ R.
Denote by C(I; J) the space of continuous functions taking the finite dimensional Banach space I onto the finite dimensional Banach space J. 
It further has Frobenius norm, denoted by A F , and defined as follows: if A = (a i,j ), is an d × r matrix, then
We will use one other matrix norm in this paper:
We revisit some of the important properties of Laplace transforms. We denote by C the set of complex numbers, and the real part of s ∈ C by s.
If α ∈ R and ∞ 0 f (t) e −αt dt < ∞, thenf (λ) exists and is continuous in λ for λ ≥ α, and analytic on λ > −α. See for example, Churchill, p.171 [6] , or Widder [19] .
Standard definitions of stability for scalar linear Volterra equations will be referred to in this paper. Consider the scalar equation
with resolvent defined by z(0) = 1, and satisfying
For any t 0 ≥ 0 and φ ∈ C([0, t 0 ]; R), there is a unique real-valued function x(t), which satisfies (15) on [t 0 , ∞) and for which x(t) = φ(t) for t ∈ [0, t 0 ]. We denote such a solution by x(t; t 0 , φ).
We recall the various standard notions of stability of the zero solution of (15) required for our analysis; the reader may refer further to Miller [16] . For φ ∈ C([0, t 0 ]; R d ) we define |φ| t 0 by |φ| t 0 = sup 0≤s≤t 0 φ(s) . The zero solution of (15) is said to be uniformly stable (US), if, for every ε > 0, there exists δ(ε) > 0 such that t 0 ∈ R + and φ ∈ C([0, t 0 ]; R d ) with |φ| t 0 < δ(ε) implies x(t; t 0 , φ) 1 < ε for all t ≥ t 0 . The zero solution is said to be uniformly asymptotically stable (UAS) if it is US and there exists δ > 0 with the following property: for each ε > 0 there exists a T (ε) > 0 such that
The properties of the resolvent z are deeply related to the stability of the zero solution of (15) . It is shown in [16] that the zero solution of (15) is UAS if and only if z ∈ L 1 (R + ). If a > 0, and k(t) ≥ 0 in (15) above, with a > ∞ 0 k(s) ds, Burton and Mahfoud [5] have shown that the zero solution is UAS. Murakami has proved in [18] that if the zero solution of (15) is uniformly asymptotically stable, and there exists γ > 0 such that
then there exists C > 0 and λ > 0 such that the resolvent of (15) satisfies |z(t)| ≤ Ce −λt for all t ≥ 0. In this paper, we study general finite-dimensional nonlinear stochastic integro-differential equations (or Itô-Volterra equations) with stochastic perturbations. The equations studied are of the form
where (W (t)) t≥0 is an r-dimensional Brownian motion on a complete filtered probability space (Ω, F, (F(t)) t≥0 , P), where the filtration is the natural one (17) is the usual shorthand notation for the evolution of a process obeying
Moreover, we assume they satisfy a global Lipschitz condition and f (0) = g(0) = 0. Therefore, there exists
and
In addition, suppose
Under the above hypotheses, there exists a unique continuous solution of (17) . See [3] , or [7] , for instance.
In this paper, E[Z] denotes the expectation of an F-or F(t)-measurable random variable Z viz.,
This immediately enables us to state some regularity properties of the moments of the solution of this equation. The functions
are bounded on compacts, and continuous on R + , respectively. A proof of this can be found in Problem 5.3.15 in [8] , for example.
We reiterate our definitions of p-th mean and a.s. exponential convergence of solutions of (17) (see [2] ). Definition 1. The R d -valued stochastic process (X(t)) t≥0 is p-th mean exponentially convergent, for p > 0, if there exists β p > 0 such that
The definition of a.s. exponential convergence has a similar form: Definition 2. The R d -valued stochastic process (X(t)) t≥0 is almost surely exponentially convergent, if there exists β 0 > 0 such that
This definition is, in turn, equivalent to the following: for every ε > 0, there exists Ω ε ⊂ Ω, with P[Ω ε ] = 1, and an a.s. finite random variable C(ε) > 0 such that for all ω ∈ Ω ε we have
For other technical points of stochastic analysis, we direct the reader to [8] or [11] .
3. Sufficient conditions for exponential convergence of solutions. In this section, we present sufficient conditions under which solutions of (17) converge exponentially fast to zero, in a p-th mean sense (more specifically, in a mean-square sense), or an almost sure sense. Theorem 1. Let f , g, K, Σ satisfy (18)- (21) above. Suppose (12), (13) hold. If there exists α > 0 such that
Proof. Denoting X i (t) = X(t), e i , and using Itô's rule, we obtain
2 ] is bounded on compact sets, we have
for any t, t + h ≥ 0. We now seek a bound on the second term in the drift on the right-hand side of (25). To this end, note that by successively using the linearity of the inner product, the Cauchy-Schwarz inequality, the Banach algebra property of the norm, (19) , the inequality 2|xy| ≤ x 2 + y 2 , and the integrability of K, we obtain the sequence of inequalities:
Using (22), (25), (27), we have for t, t + h ≥ 0
. Noting that t → m(t) is bounded on compact sets, by taking expectations across the last inequality, and using (26), we get
Since t → m(t) is continuous, we obtain
Note that m(0) > 0. Define x(t) for t ≥ 0 by x(0) = m(0), and
By the comparison principle (see Theorem 1.4.1 in [10] , for example), we have
Next, define k(t) = K(t) for t ≥ 0 and define z(t) for t ≥ 0 by z(0) = 1 and
where [18] , there exists λ > 0, and C > 0 such that
By (29), (31), and (32), we have
Define λ = λ ∧ γ 2 , where γ 2 > 0 is given by (13) 
Inserting this bound into (33), and using (30) gives (24), where we identify
To establish almost sure exponential convergence of solutions of (17), it is sufficient to know that (11) , (12), (13) Proof. Choose initial conditions X 0 ∈ I, so that (11) holds for some p ≥ 1. Then, by Liapunov's inequality, there exists β 1 = β p /p > 0, and
Let β 0 < β 1 ∧γ 1 ∧γ 2 , where γ 1 , γ 2 > 0 are defined by (12), (13) . Define
, and Σ ∈ L 2 (R + ). Using (stochastic) integration by parts, the definition of Y and (17), we get
The first term on the right-hand side of (34) is constant, and therefore has almost sure limit as t → ∞. So does the second, since Y ∈ L 1 (R + ), a.s. For the third, notice by (18) 
so the almost sure integrability of Y ensures that the third term tends to a limit almost surely. The fourth term has an almost sure limit, using an identical argument. SinceK * Y ∈ L 1 (R + ) almost surely, and (19) obtains, the bound
gives the existence of an almost sure limit. Regarding the fifth, and final, term on the right-hand side of (34), note thatΣ ∈ L 2 (R + ) implies that each of the entriesΣ i,j is a scalar square integrable function. By the martingale time change theorem, it follows that each of the scalar stochastic processes
has a limit almost surely, as t → ∞, for i = 1, . . . , d, j = 1, . . . , j. Therefore each of the processes
has an almost sure limit as t → ∞, i = 1, . . . , d. But Z i (t) is just the i Since every term on the right-hand side of (34) has an almost sure limit as t → ∞, it follows that
exists, a.s. But, as Y ∈ L 1 (R + ) a.s., it must be that Y * = 0, a.s., or else a contradiction is introduced. Therefore, for X 0 ∈ I, we have 4. Exponential square integrability of Σ. As mentioned earlier, the results in this section give sufficient conditions under which the noise is exponentially square integrable. Specifically, it is shown that if the solution of (17) is exponentially convergent in some sense, and the kernel K is exponentially integrable, then Σ must be exponentially square integrable.
The proof of first result follows that of Theorem 4.1 in [2] very closely. Theorem 3. Let f , g, K, Σ satisfy (18)- (21) above. Suppose (10) and (12) hold. Then (13) is true.
Proof. Let β 0 be defined by (10), γ 1 > 0 by (12) . Let γ 2 be a positive constant satisfying γ 2 < β 0 ∧ γ 1 , and define the process Y (t) = e γ 2 t X(t). By (10), we have
, by (12) . Integration by parts on the process Y , using (17) gives, on rearrangement,
Consider the limit as t → ∞ on the right hand side of (24). By (35), the first and third terms have almost sure limits as t → ∞. The second term is constant, and hence has almost sure limit as t → ∞.
Using the same argument as in Theorem 2 above, we note that
Therefore, both the fourth and fifth terms on the right-hand side of (36) above have almost sure limits, asK and Y are integrable. As all terms on the right-hand side of (36) have an almost sure limit,
exists almost surely. The latter part of the argument of Theorem 4.1 in [2] now applies directly, and (13) is true. 
Choose γ 2 > 0 such that γ 2 < β 1 ∧ γ 1 , where γ 1 > 0 is defined by (12) . Define Y (t) as in Theorem 3 above. Then
DefiningK as in Theorem 3 means thatK ∈ L 1 (R + ). Using the triangle inequality on (36), employing the bounds obtained in (37), (38), and lastly taking expectations yields
Every term on the right hand side of (39) is uniformly bounded on R + ; the first term is bounded as t → E[ Y (t) ] is continuous on R + and has zero limit at infinity; the second term is constant; the third is bounded as
The remainder of the proof follows that of Theorem 4.2 of [2] verbatim.
Exponential Integrability of K.
In this section, we establish conditions under which the kernel K is exponentially integrable, i.e., under which it satisfies (12) . The proofs are of a similar flavour to the converse results established in Murakami [17] , [18] , and use Tauberian-type arguments. As in those papers, we impose the extra restriction that the entries of K do not change sign on R + . Specifically, we show in Theorem 5 that if the solution of (17) is a.s. exponentially convergent, and Σ is exponentially square integrable, then the kernel K is exponentially integrable, under an additional technical constraint (which does not seem very restrictive, but is, admittedly, difficult to check). In Theorem 6, we show that if the solution is exponentially convergent in p-th mean for some p ≥ 1, K is exponentially integrable, under an additional constraint similar to that required to prove Theorem 5.
Before proving our main results, we need to establish two important lemmata. The first abstracts the key ideas of Murakami's converse results, and is needed in both results. The second lemma is required for the proof of Theorem 5 only, and is used to show the a.s. exponential convergence to zero of
when Σ satisfies (13) . Proof. Allowing for some additional, but minor, technical modifications, the proof of this result can be abstracted from the proofs of Theorem 2 in [18] (which gives a detailed proof in the scalar case) and Theorem 2 in [17] (which sketches the extension of the proof of Theorem 2 in [18] to the finite dimensional case).
The proof also requires an a.s. exponential estimate on the convergence rate of the family of random variables
as t → ∞, where σ is a real square integrable function.
where (B(t)) t≥0 is a one-dimensional standard Brownian motion. Proof. Define the process M = {M (t); t ≥ 0} by M (t) = t 0 σ(s) dB(s), t ≥ 0. Then M is a continuous, square integrable martingale with square variation process M given by
Since σ ∈ L 2 (R + ), we have that E M (∞) < ∞, and so there exists M (∞) such that
We write M (∞) = ∞ 0 σ(s) dB(s). Therefore, as we understand the random variable
and M (∞) − M (t) and M (t) are independent random variables, taking expectations gives
We now can see that this expectation decays exponentially, for by (40), with
and therefore
Next, for every t ∈ R + , there exists n = n(t) ∈ N, n ≥ 1 such that n − 1 ≤ t ≤ n. Using the inequality (x + y) 2 ≤ 2(x 2 + y 2 ), we have
Thus by Doob's martingale inequality, and using (41), we obtain
Thus for 0 < ε < γ 2 , Markov's inequality yields
Hence, for every ε ∈ (0, γ 2 ), by the first Borel-Cantelli Lemma, there exists
Thus, by taking limits, lim sup
Letting ε ↓ 0 though the rational numbers yields the required result.
We are now in a position to prove the main results of this section. Theorem 5. Let f , g, K, Σ satisfy (18)- (21) above. Suppose (10), (13) hold, and that the entries of K do not change sign on R + . If there exist d solutions of (17) (X j (t)) t≥0 with initial conditions X j (0) ∈ I for j = 1, . . . , d such that
then (12) is true.
Proof. Let (X j (t)) t≥0 , j = 1, . . . , d be d solutions of (17) arising from the initial conditions X j (0), j = 1, . . . , d, and satisfying (10), (42). Define
From (17) , and (43)-(46) we get
By (10), we haveX(t) → 0 as t → ∞, a.s., andX ∈ L 1 (R + ) a.s.. By (18) , (19) , (44), (45)
s. as t → ∞ (recall we proved the same result in Theorem 2). Therefore, with N (t) = M (∞) − M (t), we can write
by Lemma 2, we have lim sup
for all i = 1, . . . , d, l = 1, . . . , d. Thus, for every ε ∈ (0, γ 2 ) there exist almost surely finite random variables C i,l (ε) > 0 such that
. Then, by (49), (50), we have,
From (10), (43), for every ε ∈ (0, β 0 /2), there exists an almost surely finite random variable C 2 (ε) > 0 such that (18) and (44) now imply
and, using (19), we have
Now consider λ ∈ C with λ > 0. Then
Denote the Laplace transform ofX by χ. (For any other function Y (say), denote its Laplace transform byŶ .) Then by (48), (51), (52), (53), (54) for λ > 0, we get
and since K ∈ L 1 (R + ), we obtain
Inserting (55) and (56) into (57), we get, forN (λ) = Then as (54) implies that λ → (G •X)(λ) is analytic on U , it follows that λ → (G •X)(λ) −1 is analytic on U . Note from (51) that λ →N (λ) is continuous for λ ≥ −γ , and analytic on λ > −γ , where γ ∈ (0, γ 2 − ε). Now choose µ = γ ∧ β > 0. By the above discussion, the function
is well-defined (and analytic) on U = U ∩ {λ : λ > −µ}, so H defined by (59) satisfies (M1) in Lemma 1. Comparing (58), (59), we see that H also satisfies (M2), (M3) of Lemma 1. Therefore the conclusion of Lemma 1 holds, namely (12) , which is the required result.
The result of this Theorem requires an ancillary hypothesis which is unnecessary in the deterministic analysis. It can be shown in for the linear version of (17) that (42) holds if the deterministic problem has a uniformly asymptotically stable zero solution. For the nonlinear problem, however, we have been unable to obtain sufficient conditions under which (42) holds in the finite-dimensional case. On the basis of the linear problem, however, it appears that (42) is not too restrictive.
In the scalar nonlinear case, we can present a condition on g which guarantees that (42) holds.
Lemma 3. Consider the unique strong solution of the Itô-Volterra equation
where f, g ∈ C(R; R) obey (18) , (19) 
, and W is r-dimensional standard Brownian motion. Suppose that g does not change sign on R, and any zeros of g are isolated, (60) and that Σ is not identically zero. Then The proof of this result is presented at the end of this section. An example of a function which obeys (60), as well as a global linear bound and a Lipschitz continuity condition, is g(x) = | sin(x)|. In the deterministic case (when Σ is identically zero) an examination of the proof of Lemma 3 reveals that the condition (60) along with the convergence of the solution to zero, guarantees (61), provided the initial condition is nontrivial. In the unperturbed case, this last stipulation simply guarantees that the solution is nontrivial.
We now turn to the second principal result of this section. Theorem 6. Let f , g, K, Σ satisfy (18)- (21) above. Suppose (11) holds, and the entries of K do not change sign on R + . If there exist d solutions of (17) (X j (t)) t≥0 with initial conditions X j (0) ∈ I for j = 1, . . . , d such that
Proof. The proof follows that of Theorem 5 very closely, so we sketch the main points only. Using the same notation as Theorem 5, we have (47).
s. Therefore, the right-hand side of (47) has an almost sure limit as t → ∞, soX(t) → 0, as t → ∞ a.s.. Hence (48) obtains, as previously. Since Σ ∈ L 2 (R + ), we have E[N (t)] = 0, for all t ≥ 0. Therefore, taking expectations across (48) yields
For convenience, write
By (11) , there exists β 1 > 0 such that
where C 1 , C 2 , C 3 > 0, and (18), (19) 
using the argument of Theorem 5. The remainder of the proof runs exactly along the lines of Theorem 5, and is therefore omitted. The function H needed for Lemma 1 is given by
in this case.
We remark that in the scalar case the condition (60) on g, which ensures that (42) holds, guarantees that (62) holds in the scalar case viz.,
Thus, in the scalar case, the conditions in Lemma 3 suffice to remove the technical condition (62) on the solution.
We close this section with the proof of Lemma 3, deferred from earlier.
Proof. (Lemma 3)
. Define the set Z g = {x ∈ R : g(x) = 0}. Since we wish zero to be a solution of the unperturbed solution it is known that 0 ∈ Z g , so Z g is nonempty. By hypothesis, the members of Z g are isolated.
Introduce the set I 0 = {ω ∈ Ω : X(0, ω) ∈ Z g }. Hereinafter we assume without loss that g(x) ≥ 0 for x ∈ R.
As Σ is nontrivial and deterministic, and the Brownian motions W 1 , W 2 , . . . W r are independent, there exists a standard Brownian motion B and a nonzero function σ such that where σ(t) = and σ ∈ L 2 (R + ). Finally, this means that we may rewrite the Volterra equation as dX(t) = f (X(t)) + t 0 K(t − s)g(X(s)) ds dt + σ(t) dB(t).
To prove the lemma, we consider separately the cases where I 0 is a trivial or a nontrivial set. We consider first the case where P[I 0 ] > 0.
Suppose that A = { ∞ 0 g(X(s)) ds = 0} ∩ I 0 is a set of positive probability. If ω ∈ A then X(t, ω) = X(0, ω) ∈ Z g for all t ≥ 0, as the members of Z g are isolated, and t → X(t, ω) is continuous. On A, as g(X(t)) = 0, and X(t) = X(0), (65) simplifies to 0 = f (X(0))t + t 0 σ(s) dB(s).
By the martingale convergence theorem, lim t→∞ t 0 σ(s) dB(s) exists and is a.s. finite. Therefore, for a.a. ω ∈ A we have that lim t→∞ f (X(0, ω))t exists and is finite, so f (X(0, ω)) = 0 for a.a. ω ∈ A. Thus on a nontrivial subset of A we have Thus ω ∈ A implies X(0, ω) ∈ Z g and ∞ 0 g(X(s, ω)) ds = 0. But, as the members of Z g are isolated, there exists a positive, random time T (ω) = inf{t > 0 : X(t, ω) ∈ Z g }, so that g(X(t, ω)) > 0 for 0 ≤ t < T (ω). As g is nonnegative 6. Connections between (10)- (13) . We now use Theorems 1-6 above to draw equivalences between the statements (10)-(13) for the problem (17) . Where necessary, we use the technical restrictions (22), (23), (42), (62), and the sign condition on the kernel K required for the proof of Theorems 5, 6 (viz., that each entry of K does not change sign on R + ). The sharpest connection between the statements (a)-(d) echoes Theorem 5.2 in [2] . Under appropriate additional technical conditions, exponential convergence of solutions of (17) in p-th mean (for some p ≥ 1) is equivalent
