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For magnetic materials containing many lattice imperfections (e.g., nanocrystalline magnets), the
relativistic Dzyaloshinski-Moriya (DM) interaction may result in nonuniform spin textures due to
the lack of inversion symmetry at interfaces. Within the framework of the continuum theory of
micromagnetics, we explore the impact of the DM interaction on the elastic magnetic small-angle
neutron scattering (SANS) cross section of bulk ferromagnets. It is shown that the DM interaction
gives rise to a polarization-dependent asymmetric term in the spin-flip SANS cross section. Analysis
of this feature may provide a means to determine the DM constant.
I. INTRODUCTION
The Dzyaloshinski-Moriya (DM) interaction1,2 has re-
cently become anew the focus of an intense worldwide
research effort in condensed-matter physics. This interac-
tion is due to relativistic spin-orbit coupling, and in low-
symmetry crystal structures lacking inversion symmetry
it gives rise to antisymmetric magnetic interactions. Par-
ticularly well investigated classes of materials are ultra-
thin film nanostructures and noncentrosymmetric B20
transition-metal compounds (e.g., MnSi, Fe1−xCoxSi, or
FeGe), where the DM interaction plays an important role
for the formation of various kinds of inhomogeneous spin
structures such as long-wavelength spirals, vortex states,
and skyrmion textures (see, e.g., Refs. 3–20 and refer-
ences therein).
However, already in 1963, Arrott21 pointed out that
even in a high-symmetry lattice, where the antisymmet-
ric DM term would normally vanish, this interaction is
present in the vicinity of any lattice defect. Arrott ar-
gued that in antiferromagnetic crystals the DM interac-
tion results in parasitic ferromagnetism, whereas in ferro-
magnets it gives rise to local antiferromagnetism (in this
way reducing the spontaneous magnetization). Hence,
based on these considerations, one may expect that the
DM interaction substantially influences the magnetic mi-
crostructure of polycrystalline materials with a large de-
fect density. In a sense, microstructural defects act as a
source of additional local chiral interactions, similar to
the above mentioned (intrinsic) DM interactions in non-
centrosymmetric crystals.
One class of materials, where defects play a decisive
role, are nanocrystalline magnets, which are character-
ized by an extremely large interface-to-volume ratio; note
that the volume fraction of internal interfaces (e.g., grain
boundaries) scales as L−1, where L ∼ 10− 20 nm repre-
sents the average crystallite size. This implies that a
significant amount of atoms (∼ 10 − 20 vol.%) in such
magnets are localized in the near-vicinity of interfaces,
where inversion symmetry is likely to be broken. Con-
sequently, the magnetic properties of a polycrystalline
magnet may be substantially influenced by the DM term
once its average grain size “goes nano”.
Thus, the DM interaction might reveal itself in mag-
nets with many crystalline imperfections. Let us now
address the question of how to measure an ensuing “ef-
fect”. Traditionally, the influence of lattice defects on the
magnetization of bulk magnetic materials is studied by
analyzing the high-field branch of a hysteresis curve (see,
e.g., the classic studies by Brown and Kronmu¨ller).22–24
However, this approach suffers from the disadvantages
that it provides only integral (and no spatially-resolved)
information and that the result of such an analysis may
depend on the range of applied-field values over which the
magnetization data are analyzed. As we will see below,
neutron scattering and, in particular, polarized small-
angle neutron scattering (SANS)25–31 provides a unique
means to investigate the relevance of the defect-induced
DM interaction on a microscopic scale and inside the bulk
of inhomogeneous magnets.
The central subject of this paper is the impact of
the DM interaction on the elastic magnetic SANS cross
sections of lattice-defect-rich bulk ferromagnets. We
would like to particularly emphasize that our interest
is not directed towards the study of the skyrmion lat-
tice, which is typically investigated by means of neu-
tron diffraction at small scattering angles,10 but to the
microstructural-defect-induced impact of the DM inter-
action on the diffuse magnetic neutron scattering at small
momentum transfers (q ∼= 0). We take advantage of
our recently developed micromagnetic SANS theory,32–35
which considers magnetic small-angle scattering due to
spatially fluctuating saturation magnetization and mag-
netic anisotropy fields. In addition to the standard mag-
netic energy contributions such as magnetostatics, mag-
netic anisotropy, and exchange (see below), we now con-
sider also a phenomenological DM energy term3–5
EDM =
D
M2s
∫
V
M · (∇×M) dV, (1)
where D (in units of J/m2) denotes an effective DM con-
stant taking on positive or negative values depending on
the material; M is the magnetization vector field, subject
to the constraint |M| = Ms, where Ms is the saturation
2magnetization. It is also worth emphasizing that, de-
pending on the crystallographic symmetry, the energy of
the DM interactions can be written as a combination of
different so-called Lifshitz invariants,4
L
(k)
ij = Mi
∂Mj
∂k
−Mj
∂Mi
∂k
, (2)
where the i, j, k are suitable combinations of the Carte-
sian coordinates x, y, z. The particular expression Eq. (1)
with
L = M · (∇×M) = L(x)zy + L
(y)
xz + L
(z)
yx (3)
describes systems having cubic symmetry (e.g., MnSi and
other B20 compounds). As is shown below, inclusion of
Eq. (1) into the micromagnetic energy functional results
in a polarization-dependent contribution to the spin-flip
SANS cross section. We note that such an asymmetry has
also been reported for the spin-wave spectra of magnetic
thin films.36
II. MICROMAGNETIC THEORY
The static equations of micromagnetics for the bulk
can be conveniently written as22–24
M(r)×Heff(r) = 0. (4)
Equations (4) express the fact that at static equilibrium
the torque on the magnetization M(r) due to an effec-
tive magnetic fieldHeff(r) vanishes everywhere inside the
material. The effective field is defined as the functional
derivative of the ferromagnet’s total energy-density func-
tional ǫ with respect to the magnetization,
Heff = −
1
µ0
δǫ
δM
= H0 +Hd +Hp +Hex +HDM ; (5)
it is composed of a uniform applied magnetic field H0,
the magnetostatic field Hd(r), the magnetic anisotropy
field Hp(r), the exchange field Hex = l
2
M∆M, and of
the field HDM = −lD∇ × M, which is due to the
DM interaction; ∆ is the Laplace operator and ∇ =
∂/∂x ex + ∂/∂y ey + ∂/∂z ez is the gradient operator,
where the unit vectors along the Cartesian laboratory
axes are, respectively, denoted with ex, ey, and ez (µ0:
vacuum permeability). The micromagnetic length scales
lM =
√
2A
µ0M2s
(6)
and
lD =
2D
µ0M2s
(7)
are, respectively, related to the magnetostatic and to the
DM interaction. In the present work, the values for the
TABLE I. Magnetic and structural parameters used for dis-
playing the Fourier components and the SANS cross sections.
µ0Ms (T) 1.0
A (pJ/m) 10
D (mJ/m2) 2
Hp/∆M 1
R (nm) 8
DM constant D and for the exchange-stiffness constant
A are assumed to be uniform throughout the material
(in contrast to the local saturation magnetization, see
below). Using the materials parameters of Table I, one
finds lM ∼= lD ∼= 5nm.
In our analysis, we assume the material to be nearly
saturated by a strong applied magnetic field H0 ‖ ez,
and we express the magnetization as
M(r) = {Mx(r),My(r),Ms(r)} , (8)
where Mx ≪ Ms and My ≪ Ms (small-misalignment
approximation). The local saturation magnetization is
assumed to be a function of the position r = {x, y, z}
inside the material:33,37
Ms(r) =Ms[1 + Im(r)], (9)
where Im is an inhomogeneity function, small in magni-
tude, which describes the local variation of Ms. The
spatial average of Im vanishes, 〈Im(r)〉 = 0, so that
〈Ms(r)〉 = Ms is the saturation magnetization (which
can be measured with a magnetometer). Note that due
to the constraint |M| = Ms, there are only two indepen-
dent components of M. By defining the Fourier trans-
form F˜ (q) of a continuous function F (r) as
F˜ (q) =
1
(2π)3/2
∫
V
F (r) exp(−iqr) dV, (10)
where i2 = −1 and q = {qx, qy, qz} is the wavevector, one
can write for the magnetization Fourier coefficient M˜(q)
up to the first order in I˜m
M˜(q) =
{
M˜x(q), M˜y(q),Ms[δ(q) + I˜m(q)]
}
, (11)
where δ(q) is the Dirac’s Delta function.
The remaining fields in the balance-of-torques Eq. (4)
also have convenient analytical representations in terms
of their Fourier transforms. The magnetostatic field
Hd(r) can be written as the sum of the demagnetizing
field Hsd(r) due to surface charges and of the magneto-
static field Hbd(r) which is related to volume charges, i.e.,
Hd(r) = H
s
d(r)+H
b
d(r). In the high-field limit (when the
magnetization is close to saturation) and for samples with
an ellipsoidal shape with H0 directed along a principal
axis of the ellipsoid, one may approximate the demagne-
tizing field due to the surface charges by the uniform field
3Hsd = −NdMsez, where 0 < Nd < 1 denotes the corre-
sponding demagnetizing factor. The field Hsd = −NdMs
can then be combined with the applied magnetic field H0
to yield the internal magnetic field Hi = H0−NdMs [i.e.,
the q = 0 Fourier component of Hd(r)].
23 At q 6= 0, the
Fourier component H˜bd(q) of H
b
d(r) is found from basic
magnetostatics (∇ ·B = 0; ∇×Hd = 0):
38
H˜bd(q) = −
q[q · M˜(q)]
q2
, (12)
so that the total H˜d(q) is
H˜d(q) = Hiδ(q)ez −
q[q · M˜(q)]
q2
. (13)
The magnetic anisotropy field Hp(r), with its Fourier
transform
H˜p(q) =
{
H˜p,x(q), H˜p,y(q), 0
}
, (14)
is a source of spin disorder, since it increases the mag-
nitude of the transversal Fourier components (see be-
low). The field Hp(r) contains the information about the
sample’s microstructure (e.g., crystallite size, inhomo-
geneous lattice strain, crystallographic texture).39 Note
that no assumption is made about the particular form
of the magnetic anisotropy (magnetocrystalline and/or
magnetoelastic). We also remind the reader that due to
|M| = Ms, there are only two independent components
of Hp(r). The Fourier representations of the exchange
field Hex and of the DM field HDM read, respectively,
H˜ex(q) = −l
2
Mq
2
{
M˜x, M˜y,MsI˜m
}
, (15)
and
H˜DM (q) = −ilD
{
qyMsI˜m − qzM˜y,
qzM˜x − qxMsI˜m, qxM˜y − qyM˜x
}
. (16)
In case of a weak spatial dependency of A and D [with
fluctuations of the order of the saturation-magnetization
fluctuation Im(r)] the quantities lM and lD must be un-
derstood as spatial averages of the corresponding (now
position-dependent) expressions (6)−(7). In this situ-
ation, the first-order expansion of the Brown’s equa-
tions (4) (see below) is still valid and contains no ad-
ditional terms.33
By using Eqs. (13)−(16) in the balance of torque equa-
tion and by neglecting terms of higher than linear order
in M˜x, M˜y, and I˜m (including terms such as M˜xI˜m and
H˜p,xI˜m), we obtain, in Fourier space, and for a general
orientation of the wavevector q = {qx, qy, qz}, the follow-
ing set of linear equations for M˜x and M˜y:
23
M˜x
(
1 + p
q2x
q2
)
+ M˜y
(
p
qxqy
q2
− ip lDqz
)
= K1, (17)
M˜y
(
1 + p
q2y
q2
)
+ M˜x
(
p
qxqy
q2
+ ip lDqz
)
= K2, (18)
where
K1 = p
(
H˜p,x −MsI˜m
[
qxqz
q2
+ ilDqy
])
, (19)
and
K2 = p
(
H˜p,y −MsI˜m
[
qyqz
q2
− ilDqx
])
. (20)
The dimensionless function
p(q,Hi) =
Ms
Heff(q,Hi)
(21)
depends on the effective magnetic field
Heff =
(
1 + l2Hq
2
)
Hi, (22)
and
lH(Hi) =
√
2A
µ0MsHi
(23)
denotes the micromagnetic exchange length of the field,
which is a measure for the size of inhomogeneously mag-
netized regions around microstructural lattice defects.
The present approach is of the first order in the ampli-
tude of the inhomogeneity function I˜m, which entails the
neglect of complicated convolution products. We refer to
Ref. 33 for a micromagnetic SANS theory which is up to
the second order in I˜m.
The solutions of Eqs. (17) and (18) are:
M˜x =
p
(
H˜p,x
[
1 + p
q2
y
q2
]
−MsI˜m
qxqz
q2
[
1 + p l2Dq
2
]
− H˜p,yp
qxqy
q2 − i
[
MsI˜m(1 + p)lDqy − H˜p,yp lDqz
])
1 + p
q2
x
+q2
y
q2 − p
2l2Dq
2
z
, (24)
4M˜y =
p
(
H˜p,y
[
1 + p
q2
x
q2
]
−MsI˜m
qyqz
q2
[
1 + p l2Dq
2
]
− H˜p,xp
qxqy
q2 + i
[
MsI˜m(1 + p)lDqx − H˜p,xp lDqz
])
1 + p
q2
x
+q2
y
q2 − p
2l2Dq
2
z
, (25)
FIG. 1. Sketch of the (a) perpendicular and (b) parallel
scattering geometry. The applied-field direction H0 defines
in both cases the ez-direction of a Cartesian laboratory co-
ordinate system. The angle θ specifies the orientation of
the scattering vector q on the two-dimensional detector: (a)
q ∼= {0, qy , qz} = q {0, sin θ, cos θ} and (b) q ∼= {qx, qy , 0} =
q {cos θ, sin θ, 0}.
Besides computing the magnetic SANS cross section (see
below), the above results for the transversal Fourier
components [Eqs. (24) and (25)] can also be used
for obtaining the autocorrelation function of the spin-
misalignment34 and the approach-to-saturation law;24 in
this way one can investigate the impact of the DM inter-
action on the high-field magnetization.
III. CONNECTING MICROMAGNETICS AND
SANS: AVERAGES OF THE MAGNETIZATION
FOURIER COMPONENTS
Regarding SANS experiments, two scattering geome-
tries are commonly of relevance: the perpendicular scat-
tering geometry, which has the wavevector k0 of the in-
coming neutron beam perpendicular to the applied mag-
netic field H0 ‖ ez, and the parallel geometry, where
k0 ‖ H0 (see Fig. 1). Furthermore, since SANS probes
only correlations in the plane perpendicular to the inci-
dent beam, the scattering or momentum-transfer vectors
for these two geometries reduce to:
q ∼= {0, qy, qz} = q {0, sin θ, cos θ} (k0 ⊥ H0), (26)
and
q ∼= {qx, qy, 0} = q {cos θ, sin θ, 0} (k0 ‖ H0). (27)
For qx = 0 (k0 ⊥ H0), Eqs. (24) and (25) reduce to
M˜x =
p
(
H˜p,x
[
1 + p
q2
y
q2
]
− i
[
MsI˜m(1 + p)lDqy − H˜p,yp lDqz
])
1 + p
q2
y
q2 − p
2l2Dq
2
z
, (28)
M˜y =
p
(
H˜p,y −MsI˜m
qyqz
q2
[
1 + p l2Dq
2
]
− iH˜p,xp lDqz
)
1 + p
q2
y
q2 − p
2l2Dq
2
z
, (29)
whereas for qz = 0 (k0 ‖ H0), we find
M˜x =
p
(
H˜p,x
[
1 + p
q2
y
q2
]
− H˜p,yp
qxqy
q2 − iMsI˜m(1 + p)lDqy
)
1 + p
, (30)
M˜y =
p
(
H˜p,y
[
1 + p
q2
x
q2
]
− H˜p,xp
qxqy
q2 + iMsI˜m(1 + p)lDqx
)
1 + p
. (31)
Several comments are in place: (i) We note that both
Fourier components M˜x(q) and M˜y(q) are complex func-
tions, which (at q 6= 0) depend explicitly on the longitu-
5dinal magnetization Fourier coefficient
M˜z(q) = MsI˜m(q). (32)
Since M˜z ∝ ∆M ,
37 this term models inhomogeneities
in the magnetic microstructure that are due to jumps
∆M in the magnetization at internal interfaces (e.g.,
particle-matrix boundaries). Furthermore, the magnetic
anisotropy field Fourier component H˜p and M˜z both
exhibit a tendency to increase the amplitudes of the
transversal Fourier coefficients and are, thus, the sources
of spin disorder in the system (this is best seen by in-
specting the averaged squared functions Eqs. (34)−(39)
below). (ii) Terms in M˜x and M˜y such as q
2
y/q
2 or
qxqy/q
2 are due to the long-range magnetodipolar in-
teraction [compare to the above expression for H˜d(q)].
These contributions (in combination with terms related
to the DM interaction) give rise to an angular anisotropy
already in the Fourier components (see Figs. 2 and 3);
this anisotropy (θ-dependence, see below) adds on top of
the anisotropy that is related to the trigonometric func-
tions originating from the dipolar neutron-magnetic in-
teraction. (iii) The denominator of M˜x and M˜y has (for
k0 ⊥ H0) a singularity for 1+pq
2
y/q
2 = p2l2Dq
2
z , which be-
comes particularly noticeable at small fields and for small
q along the horizontal direction (θ = 0) where qy = 0.
For large q or large Hi, the effective magnetic field takes
on large values,40 so that p ≪ 1 and the term p2l2Dq
2
z is
much smaller than 1+ pq2y/q
2. However, we remind that
the present theory is valid in the approach-to-saturation
regime when the sample consists of a single magnetic do-
main and one considers small deviations of magnetic mo-
ments (due to spatially varying Hp, Ms, and due to the
DM interaction) relative to the applied field direction.
(iv) Note the symmetry of the equations in the paral-
lel geometry, which is absent in the perpendicular case.
Without the DM interaction (lD = 0), Eqs. (28)−(31)
reduce to Eqs. (42)−(45) in Ref. 41.
Since the magnetic SANS cross sections depend on the
magnetization Fourier coefficients (see below), it is neces-
sary to compute appropriate averages of functions such as
|M˜x|
2, |M˜y|
2, −(M˜yM˜
∗
z+M˜
∗
y M˜z), or−(M˜xM˜
∗
y+M˜
∗
xM˜y),
where the asterisks “ ∗ ” mark the complex-conjugated
quantity (see Ref. 41 for a compilation of the various un-
polarized and spin-polarized SANS cross sections). For
this purpose, we assume that M˜z = MsI˜m is real-valued
(M˜z = M˜
∗
z ) and isotropic [M˜z = M˜z(q)], and that the
Fourier coefficient H˜p(q) of the magnetic anisotropy field
Hp(r) is isotropically distributed in the plane perpendic-
ular to H0, i.e.,
H˜p(q) =
{
H˜p,x, H˜p,y, 0
}
=
{
H˜p cosβ, H˜p sinβ, 0
}
,
(33)
where the angle β specifies the orientation of H˜p; in other
words, we assume that the vector H˜p(q) takes on all ori-
entations (angles β) with equal probability. This allows
us to average |M˜x(q, θ,Hi, β)|
2, etc. over the angle β, ac-
cording to
(2π)−1
∫ 2pi
0
(...)dβ.
The results for the perpendicular scattering geometry (k0 ⊥ H0) are:
|M˜x|
2 =
p2
2
H˜2p
([
1 + p sin2 θ
]2
+ p2l2Dq
2 cos2 θ
)
+ 2M˜2z (1 + p)
2l2Dq
2 sin2 θ(
1 + p sin2 θ − p2l2Dq
2 cos2 θ
)2 , (34)
|M˜y|
2 =
p2
2
H˜2p
(
1 + p2l2Dq
2 cos2 θ
)
+ 2M˜2z
(
1 + p l2Dq
2
)2
sin2 θ cos2 θ(
1 + p sin2 θ − p2l2Dq
2 cos2 θ
)2 , (35)
− (M˜yM˜
∗
z + M˜
∗
y M˜z) =
2M˜2z p
(
1 + p l2Dq
2
)
sin θ cos θ
1 + p sin2 θ − p2l2Dq
2 cos2 θ
. (36)
The results for the parallel scattering geometry (k0 ‖ H0) are:
|M˜x|
2 =
p2
2
H˜2p
(
1 + p(2 + p) sin2 θ
)
+ 2M˜2z (1 + p)
2l2Dq
2 sin2 θ
(1 + p)
2 , (37)
|M˜y|
2 =
p2
2
H˜2p
(
1 + p(2 + p) cos2 θ
)
+ 2M˜2z (1 + p)
2l2Dq
2 cos2 θ
(1 + p)2
, (38)
6− (M˜xM˜
∗
y + M˜
∗
xM˜y) = p
2
(
H˜2pp(2 + p) + 2M˜
2
z (1 + p)
2l2Dq
2
)
sin θ cos θ
(1 + p)
2 . (39)
For graphically displaying the Fourier components and
SANS cross sections, we employ the sphere form factor
for both H˜2p and M˜
2
z (Ref. 34):
H˜2p (q) =
H2p
(8π)3
P (q), (40)
M˜2z (q) =
(∆M)2
(8π)3
P (q), (41)
P (q) = 9V 2p
j21(qR)
(qR)2
; (42)
Vp =
4pi
3 R
3 and j1(x) denotes the spherical Bessel func-
tion of first order. We also note that the characteristic
structure sizes of H˜2p and M˜
2
z need not to be identical;
these are related, respectively, to the spatial extent of
regions with uniform magnetic anisotropy field and satu-
ration magnetization. A corresponding distribution func-
tion characterizing H˜2p and M˜
2
z can also be included (see
Fig. 5 below). Under the above assumptions, the func-
tions H˜2p (q) and M˜
2
z (q) differ only by constant prefactors,
i.e., the magnitude Hp of the mean magnetic anisotropy
field and the jump ∆M of the magnitude of the mag-
netization at internal interfaces. In addition to Hp and
∆M , we note that the Fourier components depend on
the applied magnetic field Hi, the magnetic interactions
(A, Ms, D), and on the magnitude q and orientation θ of
the scattering vector. The averaged Fourier coefficients,
Eqs. (34)−(39), need only to be multiplied by the cor-
responding trigonometric functions and summed up in
order to obtain the magnetic SANS cross section.
Figures 2 and 3 visualize, respectively, for k0 ⊥ H0
and k0 ‖ H0 the angular anisotropy of the Fourier coeffi-
cients on a two-dimensional detector; Table I lists the
materials and structural parameters used. It is seen
that all Fourier coefficients are highly anisotropic, e.g.,
|M˜x|
2 for k0 ⊥ H0 changes with increasing field from
horizontally to vertically elongated. These anisotropies
are clearly a consequence of the magnetodipolar interac-
tion and of terms such as l2Dq
2 cos2 θ related to the DM
interaction. Note that both cross terms (CT ) change
sign at the borders between quadrants [Figs. 2(g)−2(i)
and Figs. 3(g)−3(i)]. However, on multiplication with
sin θ cos θ (in order to arrive at the corresponding con-
tribution to the cross section, compare Eq. (43) below)
these terms become positive definite (at least for not too
small q and Hi).
FIG. 2. Contour plots of the Fourier components of the
magnetization at selected applied magnetic fields (k0 ⊥
H0). |M˜x|
2 (upper row), |M˜y |
2 (middle row), and CT =
−(M˜yM˜
∗
z + M˜
∗
y M˜z) (lower row) [Eqs. (34)−(36)]. H0 ‖ ez is
horizontal in the plane. Hi values (in T) from left to right
column: 0.5; 1.5; 10.0. All data were normalized to unity by
the respective maximum value.
IV. MAGNETIC SANS CROSS SECTIONS
Although the averages of the magnetization Fourier
components for k0 ‖ H0 are highly anisotropic
(Fig. 3), the ensuing magnetic SANS cross sections are
isotropic (θ-independent) for statistically isotropic ma-
terials. Therefore, we discuss for the remainder of this
paper only the (unpolarized and spin-polarized) SANS
cross sections for the perpendicular scattering geometry.
A. Unpolarized SANS (k0 ⊥ H0)
For k0 ⊥ H0, the elastic unpolarized SANS cross sec-
tion dΣ/dΩ at scattering vector q can be written as:41
dΣ
dΩ
(q) =
8π3
V
(
|N˜ |2 + b2H |M˜x|
2 + b2H |M˜y|
2 cos2 θ
+b2H |M˜z|
2 sin2 θ − b2H(M˜yM˜
∗
z + M˜
∗
y M˜z) sin θ cos θ
)
;
(43)
|q| = q = (4π/λ) sinψ, where ψ is half the scattering
angle and λ is the wavelength of the incident radiation,
7FIG. 3. Same as Fig. 2, but for k0 ‖ H0. |M˜x|
2 (upper row),
|M˜y |
2 (middle row), and CT = −(M˜xM˜
∗
y + M˜
∗
xM˜y) (lower
row) [Eqs. (37)−(39)].
V is the scattering volume, bH = 2.91 × 10
8A−1m−1
relates the atomic magnetic moment to the Bohr mag-
neton, N˜(q) and M˜x,y,z(q) denote, respectively, the
Fourier coefficients of the nuclear scattering-length den-
sity and of the Cartesian components of the magnetiza-
tion M(r), and θ represents the angle between H0 and
q ∼= q {0, sin θ, cos θ} (see Fig. 1); the atomic magnetic
form factor (in the expression for bH) is approximated to
unity since we are dealing with forward scattering.
Equation (43) can be separated into the nuclear and
magnetic SANS cross section at saturation, the so-called
residual SANS cross section dΣres/dΩ, and into the spin-
misalignment SANS cross section dΣM/dΩ, i.e.,
dΣ
dΩ
(q) =
dΣres
dΩ
(q) +
dΣM
dΩ
(q), (44)
where
dΣres
dΩ
(q) =
8π3
V
(
|N˜ |2 + b2H |M˜s|
2 sin2 θ
)
(45)
and
dΣM
dΩ
(q) =
8π3
V
b2H
(
|M˜x|
2 + |M˜y|
2 cos2 θ
−(M˜yM˜
∗
z + M˜
∗
y M˜z) sin θ cos θ
)
. (46)
The residual SANS cross section contains the nuclear
scattering and the magnetic SANS due to nanoscale
spatial variations of the saturation magnetization (∝
|M˜s(q)|
2) [compare Eqs. (9 and (11)], whereas the spin-
misalignment SANS cross section contains the magnetic
SANS due to spatial variations in the orientation and
FIG. 4. Contour plots of dΣM/dΩ at selected applied mag-
netic fields [Eq. (46)] (k0 ⊥ H0). Hi values (in T) from left
to right: 0.4; 0.8; 4.2. All data were normalized to unity by
the respective maximum value.
FIG. 5. Azimuthally-averaged dΣM/dΩ at µ0Hi = 0.8T with
and without the DM term (see inset) (log-log scale) (k0 ⊥
H0). Both dΣM/dΩ have been convoluted with the same
Gaussian distribution function (R = 8nm; σ = 0.7) for both
H˜2p and M˜
2
z .
magnitude of the magnetization. Note that in writing
down Eq. (46) we have made the approximation that
|M˜s|
2 ∼= |M˜z|
2, which may be justified in the approach-
to-saturation regime.
The spin-misalignment SANS cross section dΣM/dΩ
is shown in Fig. 4. With increasing field, dΣM/dΩ
changes its angular anisotropy from an elliptically-
distorted pattern with maxima along the horizontal
direction [Fig. 4(a)] to a clover-leaf-type anisotropy
[Fig. 4(b) and 4(c)]. Figure 5 displays the (over 2π)
azimuthally-averaged dΣM/dΩ at µ0Hi = 0.8T with and
without the DM term. Since the DM interaction intro-
duces nonuniformity into the spin structure, the spin-
misalignment scattering cross section is larger when this
term is included.
B. Spin-flip SANS (k0 ⊥ H0)
Assuming a perfect neutron optics and neglecting nu-
clear spin-incoherent SANS, the spin-flip SANS cross sec-
8tion of a bulk ferromagnet can be written as:42,43
dΣ±∓
dΩ
(q) =
8π3
V
b2H
(
|M˜x|
2 + |M˜y|
2 cos4 θ
+|M˜z|
2 sin2 θ cos2 θ
−(M˜yM˜
∗
z + M˜
∗
y M˜z) sin θ cos
3 θ ∓ iχ(q)
)
, (47)
where
χ(q) =
(
M˜xM˜
∗
y − M˜
∗
xM˜y
)
cos2 θ
−
(
M˜xM˜
∗
z − M˜
∗
xM˜z
)
sin θ cos θ. (48)
We remind the reader that M˜z is assumed to be real-
valued and isotropic. The first superscript (e.g., “+”)
that is attached to dΣ/dΩ in Eq. (47) refers to the spin
state of the incident neutrons, whereas the second one
(e.g., “−”) specifies the spin state of the scattered neu-
trons. Obviously, χ = 0 when M˜x,y,z are real-valued
(lD = 0). Inserting the expressions for the Fourier co-
efficients [Eqs. (28) and (29)] and averaging over the di-
rection of the magnetic anisotropy field yields for the
difference cross section −2iχ(q) = dΣ
+−
dΩ −
dΣ−+
dΩ :
− 2iχ(q) =
2H˜2pp
3
(
2 + p sin2 θ
)
lDq cos
3 θ + 4M˜2z p(1 + p)
2lDq sin
2 θ cos θ(
1 + p sin2 θ − p2l2Dq
2 cos2 θ
)2 . (49)
Using the magnetic and structural parameters of Table I
as well as the sphere form factor for both the anisotropy-
field Fourier coefficient H˜2p (qR) and for the longitudinal
magnetization Fourier coefficient M˜2z (qR), the quantity
−2iχ(q) is plotted in Fig. 6.
At small fields, the asymmetry of the pattern is such
that two extrema parallel and antiparallel to the field
axis are observed [Fig. 6(a) and 6(b)], whereas at larger
fields additional maxima and minima appear approxi-
mately along the detector diagonals [Fig. 6(c) and 6(d)].
The azimuthally-averaged function −2iχ(q,H) is shown
in Fig. 7 as a function of the applied magnetic field Hi
for a fixed value of the DM constant D [Fig. 7(a)] and
as a function of D for a fixed Hi-value [Fig. 7(b)]. The
strong field dependency of −2iχ(q,H) may be employed
in order to experimentally determine the DM constant.
For statistically isotropic systems (e.g., polycrystalline
magnetic materials), the predicted effect may not be ob-
servable due to the random orientation of the interfaces
(grain boundaries) and the ensuing random orientation
of the DM vectors. Therefore, one strategy to observe
the polarization dependence of the spin-flip SANS cross
section might be experiments on heavily deformed (cold-
worked) magnets possessing a texture axis44 or on field-
cooled nanocrystalline rare-earth magnets.45 For the lat-
ter, nanocrystallinity is required in order to guarantee
a high defect (interface) density, whereas field cooling
from the paramagnetic state at room temperature to a
low-temperature ferromagnetic state may orient the DM
vectors on the interfaces.
V. CONCLUSION
Within the framework of the continuum theory of mi-
cromagnetics, we have investigated the influence of the
Dzyaloshinski-Moriya (DM) interaction on the elastic
magnetic small-angle neutron scattering (SANS) cross
section of bulk ferromagnets. Due to the complex char-
acter of the magnetization Fourier components, a polar-
ization dependence of the spin-flip SANS cross section
is predicted [Eq. (49)]. This effect may be experimen-
tally studied on (field-cooled) nanocrystalline rare-earth
magnets or on heavily cold-worked magnetic materials,
which may provide a means to further scrutinize the DM
interaction.
ACKNOWLEDGEMENTS
We thank the National Research Fund of Luxembourg
for financial support (Project No. INTER/DFG/12/07).
∗ andreas.michels@uni.lu
† metlov@fti.dn.ua
1 I. Dzyaloshinsky, J. Phys. Chem. Solids 4, 241 (1958)
2 T. Moriya, Phys. Rev. 120, 91 (1960)
3 A. N. Bogdanov and D. A. Yablonskii, Sov. Phys. JETP
68, 101 (1989)
4 A. Bogdanov and A. Hubert, J. Magn. Magn. Mater. 138,
255 (1994)
9FIG. 6. Contour plots of the spin-flip difference cross section −2iχ(q) [Eq. (49)] at selected applied magnetic fields (k0 ⊥ H0).
Hi values (in T) from left to right: 0.3; 0.6; 1.0; 3.5. All data were normalized to unity by the respective maximum value.
FIG. 7. Azimuthal average of the spin-flip difference cross
section, −2iχ(q,H) = −2i
∫ pi/2
0
χ(q,H, θ)dθ, at (a) selected
applied magnetic fields and constant D = 2.0mJ/m2, and
(b) for constant field µ0Hi = 0.8T but varying DM constant
D (k0 ⊥ H0). The field (in T) in (a) increases from top to
bottom: 0.5; 0.6; 0.8; 2.0. The DM constant (in mJ/m2) in
(b) increases from bottom to top: 1.5; 2.0; 2.5.
5 A. N. Bogdanov, U. K. Ro¨ssler, and C. Pfleiderer, Physica
B 359-361, 1162 (2005)
6 U. K. Ro¨ssler, A. N. Bogdanov, and C. Pfleiderer, Nature
442, 797 (2006)
7 B. Binz, A. Vishwanath, and V. Aji, Phys. Rev. Lett. 96,
207202 (2006)
8 M. Bode, M. Heide, K. von Bergmann, P. Ferriani,
S. Heinze, G. Bihlmayer, A. Kubetzka, O. Pietzsch,
S. Blu¨gel, and R. Wiesendanger, Nature 447, 190 (2007)
9 Y. Yamasaki, H. Sagayama, T. Goto, M. Matsuura, K. Hi-
rota, T. Arima, and Y. Tokura, Phys. Rev. Lett. 98, 147204
(2007)
10 S. Mu¨hlbauer, B. Binz, F. Jonietz, C. Pfleiderer, A. Rosch,
A. Neubauer, R. Georgii, and P. Bo¨ni, Science 323, 915
(2009)
11 C. Pfleiderer, T. Adams, A. Bauer, W. Biberacher, B. Binz,
F. Birkelbach, P. Bo¨ni, C. Franz, R. Georgii, M. Janoschek,
F. Jonietz, T. Keller, R. Ritz, S. Mu¨hlbauer, W. Mu¨nzer,
A. Neubauer, B. Pedersen, and A. Rosch, J. Phys.: Con-
dens. Matter 22, 164207 (2010)
12 S. Heinze, K. von Bergmann, M. Menzel, J. Brede, A. Ku-
betzka, R. Wiesendanger, G. Bihlmayer, and S. Blu¨gel,
Nat. Phys. 7, 713 (2011)
13 N. Kanazawa, J.-H. Kim, D. S. Inosov, J. S. White,
N. Egetenmeyer, J. L. Gavilano, S. Ishiwata, Y. Onose,
T. Arima, B. Keimer, and Y. Tokura, Phys. Rev. B 86,
134425 (2012)
14 P. Milde, D. Ko¨hler, J. Seidel, L. M. Eng, A. Bauer,
A. Chacon, J. Kindervater, S. Mu¨hlbauer, C. Pfleiderer,
S. Buhrandt, C. Schu¨tte, and A. Rosch, Science 340, 1076
(2013)
15 A. Fert, V. Cros, and J. Sampaio, Nature Nanotechnology
8, 152 (2013)
16 S. Rohart and A. Thiaville, Phys. Rev. B 88, 184422 (2013)
17 M. Kostylev, J. Appl. Phys. 115, 233902 (2014)
18 M. N. Wilson, A. B. Butenko, A. N. Bogdanov, and T. L.
Monchesky, Phys. Rev. B 89, 094411 (2014)
19 N. Romming, A. Kubetzka, C. Hanneken, K. von
Bergmann, and R. Wiesendanger, Phys. Rev. Lett. 114,
177203 (2015)
20 F. N. Rybakov, A. B. Borisov, S. Blu¨gel, and N. S. Kiselev,
Phys. Rev. Lett. 115, 117201 (2015)
21 A. Arrott, J. Appl. Phys. 34, 1108 (1963)
22 W. F. Brown Jr., Micromagnetics (Interscience Publishers,
New York, 1963)
23 A. Aharoni, Introduction to the Theory of Ferromagnetism,
2nd ed. (Clarendon Press, Oxford, 1996)
24 H. Kronmu¨ller and M. Fa¨hnle, Micromagnetism and the
Microstructure of Ferromagnetic Solids (Cambridge Uni-
versity Press, Cambridge, 2003)
25 R. M. Moon, T. Riste, and W. C. Koehler, Phys. Rev. 181,
920 (1969)
26 D. Honecker, A. Ferdinand, F. Do¨brich, C. D. De-
whurst, A. Wiedenmann, C. Go´mez-Polo, K. Suzuki, and
A. Michels, Eur. Phys. J. B 76, 209 (2010)
27 B. G. Ueland, J. W. Lynn, M. Laver, Y. J. Choi, and S.-W.
Cheong, Phys. Rev. Lett. 104, 147204 (2010)
28 M. Laver, C. Mudivarthi, J. R. Cullen, A. B. Flatau, W.-
C. Chen, S. M. Watson, and M. Wuttig, Phys. Rev. Lett.
105, 027202 (2010)
29 A. Michels, D. Honecker, F. Do¨brich, C. D. Dewhurst,
K. Suzuki, and A. Heinemann, Phys. Rev. B 85, 184417
(2012)
30 K. L. Krycka, J. A. Borchers, R. A. Booth, Y. Ijiri,
K. Hasz, J. J. Rhyne, and S. A. Majetich, Phys. Rev. Lett.
113, 147203 (2014)
31 N. Niketic, B. van den Brandt, W. Th. Wenckebach,
J. Kohlbrecher, and P. Hautle, J. Appl. Cryst. 48, 1514
(2015)
32 D. Honecker and A. Michels, Phys. Rev. B 87, 224426
(2013)
33 K. L. Metlov and A. Michels, Phys. Rev. B 91, 054404
(2015)
10
34 D. Mettus and A. Michels, J. Appl. Cryst. 48, 1437 (2015)
35 K. L. Metlov and A. Michels, Sci. Rep. 6, 25055 (2016)
36 D. Corte´s-Ortun˜o and P. Landeros, J. Phys.: Condens.
Matter 25, 156001 (2013)
37 E. Schlo¨mann, J. Appl. Phys. 38, 5027 (1967)
38 C. Herring and C. Kittel, Phys. Rev. 81, 869 (1951)
39 J. Weissmu¨ller, A. Michels, J. G. Barker, A. Wiedenmann,
U. Erb, and R. D. Shull, Phys. Rev. B 63, 214414 (2001)
40 A. Michels and J. Weissmu¨ller, Rep. Prog. Phys. 71,
066501 (2008)
41 A. Michels, J. Phys.: Condens. Matter 26, 383201 (2014)
42 S. V. Maleev, V. G. Bar’yakhtar, and R. A. Suris, Sov.
Phys. Solid State 4, 2533 (1963)
43 M. Blume, Phys. Rev. 130, 1670 (1963)
44 V. Fedorov, A. Gukasov, V. Kozlov, S. Maleyev,
V. Plakhty, and I. Zobkalo, Physics Letters A 224, 372
(1997)
45 S. V. Grigoriev, Y. O. Chetverikov, D. Lott, and
A. Schreyer, Phys. Rev. Lett. 100, 197203 (2008)
