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ON SOME CONJECTURES OF SAMUELS AND FEIGE
ROLAND PAULIN
Abstract. Let µ1 ≥ . . . ≥ µn > 0 and µ1 + · · · + µn = 1. Let X1, . . . ,Xn
be independent non-negative random variables with EX1 = . . . = EXn = 1,
and let Z =
∑
n
i=1
µiXi. Let M = max1≤i≤n µi = µ1, and let δ > 0 and
T = 1 + δ. Both Samuels and Feige formulated conjectures bounding the
probability P (Z < T ) from above. We prove that Samuels’ conjecture implies
a conjecture of Feige.
1. Introduction
Let n ∈ Z≥1, µ1 ≥ . . . ≥ µn > 0 and µ1 + · · · + µn = 1. Let X1, . . . , Xn be
independent non-negative random variables with EX1 = . . . = EXn = 1, and let
Z =
∑n
i=1 µiXi. Let M = max1≤i≤n µi = µ1, and let δ > 0 and T = 1 + δ.
Feige [1], [2] proves a weaker version of the following conjecture, with the constant
1
13 in place of
1
e
.
Conjecture 1.1.
P (Z < T ) ≥ min
(
δ
δ +M
,
1
e
)
.
We can have equality here sometimes. If M = max1≤i≤n µi = µ1, and X2 =
. . . = Xn = 1, and P (X1 =
δ+M
M
) = M
δ+M and P (X1 = 0) =
δ
δ+M , then P (Z <
T ) = δ
δ+M . If M = µ1 = . . . = µn =
1
n
, and P (Xi = n(1 + δ)) =
1
n(1+δ) and
P (Xi = 0) = 1 −
1
n(1+δ) for every i ∈ {1, . . . , n}, then P (Z < T ) = (1 −
1
n(1+δ) )
n.
Taking n → ∞ shows that the conjecture is not true for any constant bigger than
1
e
.
Samuels [3] has a related conjecture.
Conjecture 1.2.
P (Z < T ) ≥ min
1≤i≤n
i∏
j=1
(
1−
µj
T −
∑n
k=i+1 µk
)
.
Here we can have equality for all µ1 ≥ . . . ≥ µn > 0: Let i ∈ {1, . . . , n}, let
Xj = 1 for every j > i, and if j ≤ i, then let P (Xj = 0) = 1 −
µj
T−
∑
n
k=i+1
µk
and
P
(
Xj =
T−
∑
n
k=i+1
µk
µj
)
=
µj
T−
∑
n
k=i+1
µk
. Then P (Z < T ) =
∏i
j=1(1−
µj
T−
∑
n
k=i+1
µk
).
The goal of this paper is to prove the following theorem.
Theorem 1.1. Conjecture 1.2 implies Conjecture 1.1.
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2. Proof of the theorem
Let
Φ: [0, 1]× (0,∞)→ R, (µ, ρ) 7→
{
1
µ
log
(
1− µ1+ρ
)
if µ ∈ (0, 1],
− 11+ρ if µ = 0.
During the proof we will use several lemmas related to the function Φ, these are
collected together in the last section.
We assume that Conjecture 1.2 holds. Let σi =
∑i
k=1 µk for every i ∈ {1, . . . , n}.
Then
P (Z < T ) ≥ min
1≤i≤n
i∏
j=1
(
1−
µj
σi + δ
)
.
for every i ∈ {1, . . . , n}. Take an i which minimizes the right hand side. Note that
Φ
(
µj
σi
, δ
σi
)
= σi
µj
log
(
1−
µj
σi+δ
)
for every j ∈ {1, . . . , i}. So
logP (Z < 1 + δ) ≥
i∑
j=1
log
(
1−
µj
σi + δ
)
=
i∑
j=1
µj
σi
Φ
(
µj
σi
,
δ
σi
)
.
Since
∑i
j=1
µj
σi
= 1, and Φ
(
µj
σi
, δ
σi
)
≥ Φ
(
M
σi
, δ
σi
)
by Lemma 3.2, we obtain
logP (Z < 1 + δ) ≥ Φ
(
M
σi
,
δ
σi
)
.
We have M = µ1 ≤ σi ≤
∑n
j=1 µj = 1, so
M
σi
∈ [M, 1], hence
logP (Z < 1 + δ) ≥ min
σ∈[M,1]
Φ
(
M
σ
,
δ
σ
)
= min
t∈[M,1]
Φ
(
t,
δ
M
t
)
= min
(
Φ
(
1,
δ
M
)
,Φ(M, δ)
)
by Lemma 3.4. So
P (Z < 1 + δ) ≥ min
(
δ
δ +M
,
(
1−
M
1 + δ
) 1
M
)
≥ min
(
δ
δ +M
,
1
e
)
,
where the second inequality follows from Lemma 3.3. So Conjecture 1.2 indeed
implies Conjecture 1.1.
3. A few lemmas related to the function Φ
The following simple inequality will be used in the proof of Lemma 3.3.
Lemma 3.1. If t ∈ [0, 1], then 1− t
1+ t
e−1
≥ e−t.
Proof. We need to show 1 − e−t ≥ t
1+ t
e−1
, or equivalently (1 + t
e−1 )(1 − e
−t) ≥ t.
Let f : R→ R, t 7→ (1 + t
e−1 )(1− e
−t)− t. Then f is a smooth function, f(0) = 0,
f ′(t) = 1
e−1e
−t((e − 2)(1 − et) + t) and f ′′(t) = 1
e−1e
−t(3 − e − t). So f is convex
in the interval [0, 3− e], and concave in the interval [3− e, 1]. Moreover f ′(0) = 0,
so f is monotone increasing in the interval [0, 3 − e], hence f(t) ≥ f(0) = 0 for
t ∈ [0, 3 − e], so in particular f(3 − e) ≥ 0. Since f is concave in the interval
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[3−e, 1], and f(3−e) ≥ 0 and f(1) = 0, we get that f(t) ≥ 0 for every t ∈ [3−e, 1].
So indeed f(t) ≥ 0 for every t ∈ [0, 1]. 
The following lemma states that Φ is strictly decreasing in its first variable.
Lemma 3.2. If ρ ∈ (0,∞), λ, µ ∈ [0, 1] and λ < µ, then Φ(µ, ρ) < Φ(λ, ρ).
Proof. Let
ϕ : [0, 1)→ R, s 7→ −
∑
k≥0
sk
k + 1
=
{
log(1−s)
s
if s ∈ (0, 1)
−1 if s = 0.
The series expansion clearly shows that ϕ is strictly decreasing in [0, 1). Thus
Φ(µ, ρ) =
1
1 + ρ
ϕ
(
µ
1 + ρ
)
<
1
1 + ρ
ϕ
(
λ
1 + ρ
)
= Φ(λ, ρ).

The following lemma gives a lower bound for Φ, which is used at end of the proof
of Theorem 1.1.
Lemma 3.3. If µ ∈ [0, 1] and ρ ∈ (0,∞), then
Φ(µ, ρ) ≥ log
(
min
(
ρ
µ+ ρ
,
1
e
))
.
Proof. If µ = 0, then Φ(µ, ρ) = − 11+ρ > −1 = log
1
e
. If µ = 1, then Φ(µ, ρ) =
log ρ1+ρ = log
ρ
µ+ρ . Now fix a µ ∈ (0, 1). Note that Φ is smooth in (0, 1)× (0,∞).
Let ∂1Φ and ∂2Φ denote the partial derivatives of Φ with respect to the first and
second variable. We have (∂2Φ)(µ, ρ) =
1
(1+ρ)(1+ρ−µ) > 0.
First suppose that ρ ∈ [ µ
e−1 ,∞). Then
ρ
µ+ρ ≥
1
e
, so we need to show that
Φ(µ, ρ) ≥ −1. Since ρ 7→ Φ(µ, ρ) is monotone increasing in [ µ
e−1 ,∞), we have
Φ(µ, ρ) ≥ Φ(µ, µ
e−1 ) =
1
µ
log
(
1− µ1+ µ
e−1
)
≥ −1 by Lemma 3.1.
Now suppose that ρ ∈ (0, µ
e−1 ]. Then
ρ
µ+ρ ≤
1
e
, so we need to show that
Φ(µ, ρ) ≥ log ρ
µ+ρ . Let g : (0,∞) → R, ρ 7→ Φ(µ, ρ) − log
ρ
µ+ρ . Then g
′(ρ) =
− (1−µ)((1+ρ)µ−ρ
2)
ρ(1+ρ)(1+ρ−µ)(µ+ρ) . We have ρ ≤
µ
e−1 < µ, so (1+ρ)µ−ρ
2 > (1+ρ)ρ−ρ2 = ρ > 0,
hence g′(ρ) < 0 for every ρ ∈ (0, µ
e−1 ]. So g(ρ) ≥ g(
µ
e−1 ) = Φ(µ,
µ
e−1 ) + 1 ≥ 0 by
the previous paragraph. 
The following lemma states a property of the function Φ which is essential for
the proof of Theorem 1.1.
Lemma 3.4. If α ∈ (0,∞), then hα : [0, 1]→ R, t 7→ Φ(t, αt) is a concave function.
Proof. The continuity of Φ in [0, 1] × (0,∞), and the smoothness of Φ in (0, 1) ×
(0,∞) implies the continuity of hα in [0, 1], and the smoothness of hα in (0, 1).
So it is enough to prove that h′′α(t) ≤ 0 for every t ∈ (0, 1). Let t ∈ (0, 1), then
hα(t) =
1
t
log
(
1− t1+αt
)
. One can check that
η(t) := t3h′′α(t) =
t(2 + (6α− 3)t+ 4(α2 − α)t2)
(1− t+ αt)2(1 + αt)2
+ 2 log
(
1−
t
1 + αt
)
.
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It is enough to show that η(t) < 0 for every t ∈ (0, 1). Taking the derivative, we
obtain
η′(t) = −
t2(1 + 3(1− 2α+ 2(α− α2)t)2)
2(1− t+ αt)3(1 + αt)3
.
Clearly η′(t) < 0. So η is strictly decreasing in the interval (0, 1), hence η(t) <
lims→0 η(s) = 0 for every t ∈ (0, 1). 
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