In the paper, we propose a robust real-time visual odometry in dynamic environments via rigid-motion model updated by scene flow. The proposed algorithm consists of spatial motion segmentation and temporal motion tracking. The spatial segmentation first generates several motion hypotheses by using a grid-based scene flow and clusters the extracted motion hypotheses, separating objects that move independently of one another. Further, we use a dual-mode motion model to consistently distinguish between the static and dynamic parts in the temporal motion tracking stage. Finally, the proposed algorithm estimates the pose of a camera by taking advantage of the region classified as static parts. In order to evaluate the performance of visual odometry under the existence of dynamic rigid objects, we use self-collected dataset containing RGB-D images and motion capture data for ground-truth. We compare our algorithm with state-of-the-art visual odometry algorithms. The validation results suggest that the proposed algorithm can estimate the pose of a camera robustly and accurately in dynamic environments.
I. INTRODUCTION
Visual odometry is a fundamental process of recognizing the pose of the camera itself using video input [1] , [2] . Although various visual odometry algorithms already show satisfactory performances in well-conditioned environments and well-defined datasets such as TUM [3] and KITTI [4] , most of them assume that the world the camera is looking at is stationary, thus making it possible to estimate the pose of the camera by virtue of the motion of the images taken. However, most real environments involve dynamic situations such as residential roads, crowded places, other robots for cooperation. Although some visual odometry algorithms [5] which utilize the principle of RANSAC can regard pixels whose motion is disparate as outliers, they have a limit that non-stationary objects should occupy small areas in the image plane. Thus, they cannot be employed to estimate the motion of a camera in dynamic environments including large non-stationary objects.
In this paper, we aim for a real-time robust visual odometry by separating stationary parts from the image via motion model update. However, the existing motion segmentation algorithms have expensive computation loads [6] or constraints on the shape [7] or the number [8] of objects. Here, we design a fast motion segmentation algorithm with an adequate performance applicable for real-time visual odometry algorithm. Sangil In order to differentiate between non-stationary parts and stationary background, we utilize scene flow vectors which are distributed uniformly in the image. Particularly, we choose grid-based scene flow to take advantage of both dense and sparse methods; a dense flow that calculates temporary motions for all pixels provides a high resolution, meanwhile, a sparse flow that calculates temporary motions for distinctive features has a lighter computational load. Then, motion segmentation is performed to differentiate between non-stationary parts and stationary background with grid-based temporary motions, and the pose of a camera is estimated using static parts.
Overall, our algorithm can estimate the ego-motion robustly and accurately in highly dynamic environments while separating non-stationary parts from an image with no prior information such as the shape [7] , the number of dynamic objects [8] , or the movement of objects [9] . Fig. 1 shows the performance of the proposed algorithm on the dataset collected from a multirotor flight. Moreover, the proposed algorithm shows significantly low runtime of average 19 ms at VGA resolution, thus it can be applied to real-time tasks.
A. Related Work
Most existing visual odometry algorithms [10] - [14] assume stationary environments. However, in real applications, there are often a number of non-stationary objects such as vehicles. To deal with such environments, some research has attempted to improve robustness against dynamic situations. Such efforts can be categorized into two types: dichotomous and model-based.
The first type of research has tried to exclude a region which has a different motion from the major movement in a similar way to RANSAC as mentioned above. A. Dib et al. [5] utilizes RANSAC for direct visual odometry in dynamic environments. They minimize photometric shift over six random patches in an image, unlike the naïve direct visual odometry whose optimization process covers the whole image. In [15] , they first categorize patches by depth value and subtract a category which has a quite different motion from a majority movement of the camera by comparing standard deviation of motion vectors, including or excluding that category. They still assume that the stationary background occupies a large area on the image so that the camera movement is estimated via the background.
The second type of research has exploited statistical models to classify motions belonging to independent objects. BaMVO [9] estimates background by choosing pixels whose depth does not change unusually. It is effective in situations where a dynamic object such as a pedestrian moves in parallel with the principal axis of a camera. However, the performance can degenerate when the dynamic object moves perpendicular to the principal axis while reducing the depth transition. Joint-VO-SF [16] formulates a minimization problem with 3D points from RGB-D images. They estimate camera pose and scene flow accurately, but the average runtime is 80 ms on an i7 multi-core CPU at QVGA resolution, which is slightly slow for real-time implementation with current onboard computers. StaticFusion [17] is the enhanced version of Joint-VO-SF. It adds dense 3D modeling of only the static parts of the environment and reduces the overall drift though frame-to-model alignment.
Among the motion segmentation methods, H. Jung et al. [8] propose randomized voting to extract independent motions using epi-polar constraints with the average computational time of 300ms per frame. However, the number of moving objects should be known. In [18] , MCD5.8ms has an advantage in that it detects a moving object using a dualmode model with a low computational load while showing the execution time per frame of 5.8 ms. Since they calculate the homography using naïve visual odometry, however, the performance can deteriorate when a moving object occupies more than half of an image.
B. Contributions
In this paper, we focus on the environment where there are rigid moving objects. Furthermore, we propose a dichotomytype algorithm to prevent the pose estimates from being polluted due to pixels with vague states between static and dynamic.
Our main contributions can be summarized as follows: 1) We propose a real-time robust visual odometry algorithm in dynamic environments. It estimates the motion of both stationary and non-stationary parts robustly. 2) We design a dual-mode motion model for rigid motion segmentation. It distinguishes between the background and moving objects with no prior information.
II. BACKGROUND A. Rigid Transformation
The proposed algorithm is based upon the property that 3D motions of 3D points belonging to the same rigid object spatially have the same rigid motion temporally. We calculate the motion, H, by the least-squares rigid transformation [19] . Moreover, for the evaluation of the motion, we can define the rigid transformation error as below:
n ] ∈ R 4×n is a 3D point set, andx (l) * = [x, y, z, 1] T ∈ R 4×1 is a 3D point in the l-th frame represented by homogeneous coordinates.
B. Advanced Grid-based Scene Flow
In order to extract a 3D motion of pixels, we utilize Lucas-Kanade optical flow. For expanding the dimension of optical flow, we use depth changes from the adjacent depth images to obtain depth-directional flow. However, since there can be invalid depth pixels, we improve the quality of depth values through preprocessing. We fill pixels whose depth value is invalid with similar value in the vicinity in case of narrow holes and eliminate pixels whose depth value is abnormally high or low. Afterward, we interpolate the depth of tracked points.
III. MOTION SPATIAL SEGMENTATION
In the motion spatial segmentation procedure, we first fetch a total of n grid-based scene flow vectors, V i , with grid cell size, w grid , and derive segments through their motions. In the procedure, the number of points m and heuristic threshold th inlier are used for generating motion hypothesis. To be specific, m number of points are used to generate motion hypothesis, and the threshold value is used to decide whether motions of the m points belong to the same movement. The motion spatial segmentation procedure is divided into three steps: motion hypothesis search, refinement, and clustering. Especially, the searching and the refining processes are executed iteratively until a total of h max hypotheses are found or the mean of entropies S is decreased enough and saturated. Fig. 3 describes the motion spatial segmentation process.
A. Motion Hypothesis Search
In the search process, a point is randomly selected by weighting with entropy, S, whose i-th value is defined as follows:
where Ei = Ei(H1,X (j) ,X (k) ), . . . , Ei(H hmax ,X (j) ,X (k) ) . (3)
In the above equations, E i (·) is the i-th element in the output of the E (·) function defined in Eq. (1). Also, λ and δ are parameters for defining the characteristic of the entropy.
As will be discussed in more detail in the following section, the entropy measures how well the hypothesis is generated in the corresponding pixels. A pixel with the high entropy tends to belong to an inappropriate motion hypothesis, which results in a high probability to be chosen, consequently improving the convergence rate. Then we select (m−1)-points randomly near the chosen 1-point. Finally, the rigid motion hypothesis H ∈ R 4×4 can be estimated from the selected m-points [19] .
B. Motion Hypothesis Refinement and Clustering
Motion hypothesis refinement aims to calculate precise rigid transformation and find multiple regions with the same rigid motion. We first calculate rigid transformation error using Eq. (1) for all of the n grid-based scene flow vectors. This process is designed to consider the cases where a part of a rigid object could appear in multiple regions on an image at the same time, in which case, we regard the multiple regions as belonging to the same object. Then we re-estimate a refined motion hypothesis using the increased N -points. For more details, please refer to [20] .
In order to find distinct motions from the motion hypothesis set H, we use the existing clustering algorithm, in particular, density-based spatial clustering of applications with noise (DBSCAN), since DBSCAN does not require the number of clusters and is robust to noise. In the process, hypotheses are refined as the algorithm reorganizes h max hypotheses into g distinct motions, which is represented by vector G ∈ N n×1 whose elements are distributed from 1 to g in an natural number. Thus, a G (k) is the segmentation results of the k-th frame at the motion spatial segmentation stage.
IV. MOTION SEGMENT TRACKING
In addition to distinguishing objects which move independently from one another in a frame, we propose a motion segment tracking algorithm to update the region of dynamic objects persistently. Since the above motion spatial segmentation algorithm runs in a similar way as the naïve segmentation technique based on two frames, it has no idea which is which at different times. Thus, we propose the motion segment tracking algorithm following the motion spatial segmentation. The following subsection provides a segment matching algorithm and a probabilistic approach based on the dual-mode simple Gaussian model [18] .
A. Segment Matching
The segment matching algorithm calculates a kind of correlation coefficient and finds corresponding segment pairŝ P between different frames. The correlation coefficient and segment pairs, P (k,l) , between the current k-th and the previous l-th frames are defined as follows:
is the number of grid-based points belonging to the i-th segment in the k-th frame, and N (k,l) i,j is the number of grid-based points belonging to both the i-th and j-th segments in the k-th and l-th frames, respectively. Also, the corresponding segment pairs,P (k) , whose correlation score is the maximum, is defined as follows:
where l m is l m = argmax l (score (k,l) ),
a score between the (k, l)-th frames is
and g is the number of distinct motions. And then, we rearrange G toĜ throughP (k) as follows:
so that we track the object that appeared previously or add a new segment on the unmatched pairs of the current frame. From now, we will call the value ofĜ as a label in the following paragraphs, while we have called the value of G as a segment.
B. Dual-mode Motion Model
Since the RGB-D camera has a limited depth range, it may fail to calculate scene flow vectors in some grid cells. Thus, we use a discrete statistical model which has a probability vector and an age as properties in order to track the static and dynamic parts in the image sequences persistently under the assumption that the static and dynamic elements do not appear or disappear abruptly on a frame by frame. The i-th element of the probability vector means the likelihood of corresponding pixel belonging to the i-th label. As shown in the right dashed box of Fig. 2 , the algorithm first compensates the model through the previously estimated ego-motion to update it with the measurement corresponding to the identical 3D point. Then, we update the probability vector and age of the model based on certain criteria. Finally, labels can be selected as indices which indicate the maximum value in the probability vector. In this paper, each of n grid cells has two models, i.e. apparent and candidate models. The apparent model indicates the estimated label currently, and the candidate model implies a hidden label which can appear later in the apparent model. The candidate model is designed to recognize again an object as static parts when the moving object stops.
1) Model Update: We denote the probability vector of a grid cell i as P (k) i ∈ R nobj×1 in the k-th frame, and the age of the grid cell in the k-th frame as α (k) i , where n obj = 15 is the designated maximum number of identified objects in a frame. Then, the probability vector and age are updated as follows:
whereǦ (k) ∈ R nobj×1 is a binary-valued vector whoseĜ Contrary to [18] which measures pixel intensity to update models, we take a temporarily matched label, which is a result of segment matching, as measurements. However, our measurements might be incorrect, if scene flow may too fast to find an appropriate match and the properly-matched pair could not be found. Thus, we make some modification for the update of both models. The probability vector, A P , and age, A α, of the apparent model are updated as follows:
, otherwise and the probability vector, C P , and age , C α, of the candidate model are updated as follows:
Also, the candidate and apparent models are swapped if the age of the candidate model reaches the maximum age, α max , or is larger than that of the corresponding apparent model. Because we treat a foreground object as a static element when the object stops. Thus, after the previously moving object stops, the corresponding apparent model is not updated whereas the candidate model is updated. Consequently, the age of only the candidate model increases and both models will be swapped with each other when the age of the candidate model becomes saturated or larger than that of the apparent model. A label which is the output of the motion segment tracking is obtained from the probability vector of the apparent model with several criteria. The label is updated when the corresponding apparent model is initialized or updated. By doing so, we prevent the algorithm from prejudging the label of an unobserved or unmeasured grid cell while maintaining the previous label of the grid cell. Finally, the label is obtained from the indices that represent the maximum value in the probability vector of the apparent model.
2) Compensate Model: In the previous section, we use the probability vector for updating and determining the label of a grid cell. These processes for the motion model assume that each grid cell represents a fixed point in the world coordinate consistently. However, in the case of a non-stationary camera, the result of the segment matching following the spatial segmentation cannot be used directly for updating the apparent and candidate model. In order to update the motion model, therefore, we compensate the model by warping.
Since each model has simple parameters such as probability vector and age, we use area-weighted interpolation. The current model is proportionally compensated with scene flow vectors in Section II-B. For grid cells that have valid scene flow vectors, these motion models are compensated individually on the two-dimensional image plane. We denote the set of grid cells overlapping with the current grid cell i in the (k + 1)-th frame as A (k+1) i , weights for interpolation as ω j , and the region of overlap between the current grid cell i and the previous corresponding grid cell as R j where j is the index of element in A (k+1) i . Then, the compensated probability vector and age are obtained as follows:
where ω j are set to be proportional to R j and normalized to
At the end of the algorithm, we calculate the motion of static background consisting of grids which are identified as stationary by the spatial and temporal motion segmentation. The inverse motion of the background corresponds to the pose of camera, and it is computed by DVO [11] approaches.
V. EVALUATION RESULTS
This section is divided into three parts: analysis of parameters, description of the dataset, and quantitative evaluation of the odometry. In the validation, we used RGB-D images of 640×480 pixels. Our algorithm is run on an Intel i7-7500U CPU at 2.7 GHz and Ubuntu 16.04 LTS.
A. Parameters Analysis
Here, we discuss the value of parameters introduced in the paper. These parameters are obtained from indoor environments including our dataset. Therefore, they need to be tuned for a new environment including outdoor environments. Fig. 4 shows variations of the performance and computational loads according to parameters (from left): grid spacing, i.e. size of grid cell w grid , the maximum number of motion hypothesis h max , rigid transformation error threshold in motion hypothesis generation th inlier , the saturated age of motion model α max . In each plot, one parameter varies while others remain the designated values given in the last paragraph of this subsection. As w grid increases, the spatial density of the scene flow reduces, thus the computation time decreases reciprocally and Relative Pose Error (RPE) increases slightly. Therefore, this is advantageous in the presence of a small dynamic object. Also, if we choose a small value of h max , it is difficult to extract all meaningful motions due to few tries in motion hypothesis searching, whereas a large value of h max can produce an erroneous label with a high computational load. Thus, if there are a lot of dynamic objects, it is recommended that the value of h max be not small. th inlier is related to hypothesis searching; a low threshold makes the algorithm to extract motion hypothesis strictly. A small value of α max is vulnerable to erroneous label, whereas a high value makes the algorithm too insensitive not to notice that the previously moving object has stopped.
From the above boxplot analysis, the parameters were set to: w grid = 16, h max = 20, th inlier = 3 × 10 −5 , α max = 5, which are well-tuned values for our indoor dataset. The parameters are kept the same over the dataset for consistency.
Rest of the parameters are set as follows:
• The number of points and the searching radius in Section III-A are set to m = 7 and r search = 2 pixels. • The characteristic parameters and the minimum threshold of search weighting in Section III-B are set to λ = 10 3 and δ = 10 −2 , heuristically. • DBSCAN parameters are set to p min = 1, = 0.005.
B. Dataset
To the best of our knowledge, there is no well-known RGB-D dataset captured in a situation where a rigid moving object appears. TUM dataset [3] contains moving people but human body is not a rigid object and KITTI [4] does not provide depth images. Therefore, in order to evaluate the proposed algorithm, we collected a dataset using ASUS Xtion RGB-D camera and Vicon motion capture system for ground truth (Fig. 5 ). Each sequence is composed of 16-bit depth images and 8-bit color images with a size of 640×480. There are two kinds of sequences depending on whether they are captured from the static or non-stationary camera as shown in Table I . In the case of sequences using the static camera, we regard the origin of the world coordinate as the true position of the camera. On the other hand, for the nonstationary camera, we validate the performance of our visual odometry algorithm with Vicon measurements. The detailed description and download link of the dataset are available online at: http://sangillee.com/ pages/icsl-de-dataset
C. Visual Odometry
For the quantitative comparison between the proposed algorithm and the current state-of-the-art visual odometry algorithms, we use RPE with a one second drift as proposed in [3] since RPE is well-suited for evaluating the drift of visual odometry. Open-source algorithms were executed with default settings. Table I and Table II show the evaluation results for each sequence in our dataset and TUM dataset, respectively. The algorithm with the best result in each sequence is shown in bold, and the algorithm with an error greater than 0.1 m/s is in red. The proposed algorithm is compared with a well-known or state-of-the-art visual odometry algorithms such as DVO [11] , ORB-VO [13] , BaMVO [9] , Joint-VO-SF [16] , and StaticFusion [17] . Particularly, BaMVO, Joint-VO-SF, and StaticFusion were designed to be robust in dynamic environments likewise ours. In order to verify the performance as visual odometry, we evaluate a modified ORB-SLAM2, which is unable to detect and correct loop closure. We refer to this modified ORB-SLAM2 as ORB-VO.
On the one-object-static sequence, algorithms show outstanding performance except for DVO. Because DVO is a direct dense method, it performs optimization across all pixels, thereby its performance is seriously influenced by dynamic elements. Next, when there appear two moving objects, the performance of our algorithm, BaMVO, and Joint-VO-SF is superior to the other algorithms. The performance of BaMVO is degraded when the object moves perpendicular to the principal axis in the uav-flight-static, uav-flight-circular sequences. ORB-VO tends to track features of a dynamic object when the object is observed for a long time in the fast-object sequence even if there are a lot of features on static backgrounds. Besides, Joint-VO-SF and Static-Fusion fail optimization sometimes and does not perform well on some sequences. On the other hands, our algorithm shows a balanced and sufficient performance over all tested sequences. In the static environment sequences of TUM dataset, ORB-VO shows reliable performance superior to the other algorithms. Since the dynamic environment sequences of TUM dataset include the non-rigid human body, the proposed algorithm does not have an advantage over the existing algorithms, but it does not have a bad performance either. Please see the distribution of red texts for validating the reliability of the proposed algorithm.
Moreover, since the motion segmentation and the estimation parts of our algorithm are not strongly coupled with each other, it is possible to incorporate the proposed motion segmentation into the existing visual odometry algorithms in order to improve their robustness in dynamic environments. As shown in Table III , we validate the combination of ORB-VO and our motion segmentation. We can see that the proposed motion segmentation enhances the odometry performance compared with the original version. The leading-pioneer sequence contains only a small amount of valid depth for the entire time, so the feature points are not extracted enough causing failure. One way to improve the performance in this case is to convert from the grid-base to the dense method, and the accurate dense optical flow must be preceded first.
D. Runtime Comparison
The median runtimes of the compared algorithms are: They are evaluated with 1 C++ implementation on a laptop computer as described in the first paragraph of Section V or 2 Matlab on a desktop computer (Intel i5-3770 at 3.4 GHz). Also, we make algorithms fetch RGB-D images of the same VGA size for fair comparison.
VI. CONCLUSIONS
In this paper, we proposed a real-time robust visual odometry algorithm via rigid motion segmentation using gridbased scene flow. The proposed algorithm is considerably more robust and accurate than the state-of-the-art visual odometry algorithms. For robustness, the proposed spatial motion segmentation uses scene flow to generate and search distinct motions with no prior information such as the shape or number of objects. Besides, temporal segmentation initializes and updates a dual-mode motion model of the grid cell so that our algorithm differentiates stationary background and dynamic objects robustly. Finally, the ego-motion is estimated by the use of scene flow vector fields belonging to the stationary background. An additional benefit of the proposed algorithm is that it can be combined with the existing visual odometry algorithms to improve their robustness in dynamic environments. Furthermore, the proposed approach can estimate the motion of moving objects unlike the other existing algorithms, so it can be employed as a part of an efficient dynamic obstacle avoidance algorithm for an autonomous robot by using the kinematic information of moving objects. 
