Abstract. We derive a criterium for the almost sure finiteness of perpetual integrals ∞ 0 f (ξs) ds for a class of functions f including all continuous functions and for general one-dimensional Lévy processes (ξs) s≥0 that drifts to plus infinity. This generalizes previous work of Döring and Kyprianou, who considered Lévy processes having a local time, leaving the general case as an open problem. It turns out, that the criterium in the general situation simplifies significantly in the situation, where the process has a local time, but we also demonstrate that in general our criterium can not be reduced. This answers an open problem posed in [4] .
Introduction
Let ξ = {ξ s } s≥0 be a Lévy process, that is ξ is almost surely right-continuous stochastic process in R, which possesses stationary and independent increments. In this paper we are interested in the finiteness of functionals of transient Lévy processes, which escape to infinity, that is lim s→∞ ξ s = ∞. We provide a characterization of the almost sure finiteness of additive functionals of ξ, which are of the form
Questions of this type are of course a classical topic, which has been studied intensively for several classes of stochastic processes. For classes of diffusion processes and in particular for Brownian motion results characterizing finiteness of perpetual integrals are well known and there exists a huge number of papers related to this problem. Therefore, we will only mention those approaches, which are most relevant for the present work. We will mainly rely on ideas of Charles Batty which have been developed in [1] for transient Brownian motion. Batty's methods are up to several non-trivial modifications, adaptions and some new ingredients, which are necessary because of the discontinuity of the processes under consideration, our main tools. We want to emphasize that Batty is mainly interested in a different purely analytic question related to Schrödinger operators. In the sequel we briefly sketch his results as these connections to spectral and potential theory do not seem to be well-known in the probability community. Let us consider Brownian motion (B t ) t≥0 in R d for d ≥ 3 and denote let H := − In order to emphasize further connections to mathematical disciplines closely tied with probability we will sketch another approach to the problem above. It is possible to look at the problem from a more potential theoretic perspective by observing that the almost sure finiteness of the additive functional (1) implies that the function h defined by
f (ξs) ds defines a non-trivial, non-negative and bounded function. If we denote by L the generator of the Lévy-process (ξ t ) t≥0 then at least formally the function h is harmonic for the operator L − f . This connection has been successfully exploited in the context of Brownian motion in [9] .
The case of a transient Lévy process instead of a Brownian motion does not seem to be fully understood until now and this note aims to contribute further insights. Motivated by previous work of Döring and Kyprianou covering the case of transient Lévy processes with finite mean possessing a local time we will show how Batty's ideas lead to a characterization of the almost sure finiteness without the assumption of existence of a local time. It is worth mentioning that these ideas are applicable in the context of processes with jumps since key stopping times related to additive functionals are announceable and therefore the process is almost surely continuous at these random moments.
Notation and Main Results
In order to fix the notation we recall that (ξ t ) t≥0 denotes a one-dimensional Lévy process which drifts towards plus infinity. We have already pointed out, that the questions have close connections to spectral and in particular to potential theory and it is therefore not surprising that notions from potential theory play a crucial role. Recall that the potential measure U (dx) of a transient Lévy process, defined as
is a non-negative measure, which is finite on compact sets. The measure U can be interpreted as the expected occupation time measure.
Following Batty [1] we introduce the following class of transient/recurrent sets. This class will be an essential ingredient in our characterization of the almost sure finiteness of perpetual integrals.
Definition 2.1. Let E be a Borel subset of R and let x ∈ R. The event R \ E is said to be P x -recurrent for the Lévy process if
and is called P x -transient if
Observe that the set {∃τ ≥ 0 : ξ s ∈ E ∀s ≥ τ } belongs to the tail sigma algebra of the Lévy process and therefore using [8, Chapter 8, Exercise 10] it has probability zero or one. The main insight leading to Definition 2.1 is that the behaviour of the function f on a P
x -transient set R \ E should not matter too much as far as the P x -almost sure finiteness of the perpetual integral ∞ 0 f (ξ s ) ds is concerned. Our main goal is to prove the following theorem which provides an analytic characterization for finiteness of functionals of Lévy processes. The proof will be given in Section 4 below. In the subsequent Section 3 we will first compare our result with previous characterizations, which have been obtained for restricted classes of Lévy-processes.
+ be a non-negative, continuous or ultimately nonincreasing function and ξ = {ξ s } s≥0 be a Lévy process such that lim s→∞ ξ s = ∞. Let x ∈ R. Then the following characterization is in place:
Otherwise, if the right-hand integral is finite for some such E, then
Observe that Theorem 2.1 perfectly fits to the intuition that the behaviour of the function f on a suitable class of negligible sets -in our case transient setsshould not contribute in the integral test. If the event R \ E is P-transient then there is a finite (random) time τ such that after τ the path ξ does not visit R \ E anymore and the behaviour of f on R \ E can not be relevant for the finiteness of the perpetual integral.
Remark 2.1. In fact our result is valid for a much larger class of functions. The proofs are only dependent on the assumption that f can be approximated pointwise from below on a set L ⊆ R such that P (x + ξ s ∈ L c ) = 0, for all s > 0, x ∈ R, by a non-decreasing sequence of non-negative functions {f n } n≥1 , which are of the type 
see [6] .
Connections to previous results
In this section we will clarify the relationship between our main result and those contained in the previous literature closest to our setting. More precisely, we will show, how previous results can be recovered from Theorem 2.1. Furthermore, we give an example demonstrating, that in general the integral test provided by Theorem 2.1 can not be reduced to the integral test presented in [4] for a restricted class of transient Lévy-processes. This answers a question posed in [4] .
Relations to [4] : An illustrative example is the case discussed in [4] . For convenience we recall the formulation of the main result of [4] . For this we assume that ξ is a Lévy process with µ = E [ξ 1 ] ∈ (0, ∞) and that ξ possesses a local time, see [2, Chapter V] for more information on the existence of local time of Lévy processes. Furthermore, we exclude the case of compound Poisson processes. Then, Döring and Kyprianou are able to prove the following interesting result:
First we want to stress that (8) obviously can not be true in the case of compound Poisson processes and therefore was excluded in (8) . If e.g. the process lives on a grid αN with α > 0, then the non-negative continuous function f (x) := 1 + sin 3π 2 + 2πx α will provide an easy counterexample. The Lebesgue measure is obviously the wrong measure in this situation. In order to see the connection to Theorem 2.1 in this situation we first observe that the potential measure U (dx) is absolutely continuous with bounded density u, see [ 
Let us now denote by
the overshoot of the process. Since µ ∈ (0, ∞) it is known that in distribution lim x→∞ O x = O with O being a proper random variable with support in [0, ∞), see [3, Lemma 3] . Moreover, either O has an atom at zero and/or there is an interval (0, a) on which it has non-increasing positive density, see again [3, Lemma 3, ρ 2 in their notation]. Therefore,
Clearly, when P (O = 0) > 0 then A > 0. The latter is also true if P (O = 0) = 0. Indeed, note that first, the density of O is strictly positive and non-increasing on (0, a), and moreover from [2, Chapter I, Proposition 12 and Proposition 11] we get that u(−x) is excessive and therefore lower semi-continuous. Second, U ([−a, 0]) > 0 implies the existence of y 0 ∈ (0, a) such that h = u(−y 0 ) > 0 and from the lower semi-continuity u(−y) > h/2 on y ∈ (y 0 − η, y 0 + η) for some η > 0. Finally, we can choose η small enough that (y 0 − η, y 0 + η) ⊂ (0, a), which in turn gives from the Portmanteau's theorem that
Thus, A > 0 and thus we can choose b > 0 such that
Then we can show that the structure of the P x -transient sets is very simple. We have that for any x ∈ R, a set E ⊆ R is P x -transient if and only if there exists a finite K such that E ∩ (K, ∞) = ∅. This can be demonstrated in the following way. Let E = (x n ) n≥1 be any increasing sequence of positive numbers that converges to infinity. Choose, i 1 such that x i1 > b. Then, from (9) we have that P (σ xi 1 < ∞) > ǫ. Depending on the position of ξ σ x i 1 there is a random index i 2 such that x i2 > ξ σ x i 1 + b and hence from the Markov property it holds that P (σ xi 2 < ∞) > ǫ. Continuing this ad infinitum we see that ξ visits not in a finite amount of time the set E infinitely often with probability one. Henceforth, E is not P-transient. The same argument shows that it is not P x -transient for any x ∈ R. Therefore, any transient set is bounded away from plus infinity. The criterion of Theorem 2.1 henceforth boils down to ∞ 0 f (x + y)u(y)dy < ∞ but since above A > 0 and from (9) u is bounded in the supremum norm, we see that this is equivalent to the condition in [4, Theorem 1] , that is ∞ 0 f (y)dy < ∞. We emphasize that in this particular case thanks to Remark 4.3 the requirement of the first item of Lemma 4.6 is always satisfied, that is for every q ∈ [0, 1) there is a(q) > 0 such that for a ≥ a(q) the set
see (17) for its definition, is closed. This is in fact valid for any locally integrable, non-negative function f and therefore our Theorem 2.1 is valid for any such f . When 0 is regular for itself, see [2, Chapter II] for the definition, then u is continuous everywhere and one can take a limit in (10). Thus, this special case is easier to deal with.
In [4] the authors speculate that the finiteness of ∞ 0 f (y)dy might be necessary and sufficient for the almost sure finiteness of corresponding additive functional
even without the assumption of ξ having a local time. We provide an example when it is not the case. Take ξ to be an increasing Lévy process with no drift and jumps of infinite activity and size at most 1. Thus, ξ has a finite mean and it does not possess a local time. Then, as above, in distribution lim x→∞ O x = lim x→∞ ξ σ x − x = O but O has no mass at zero since the process does not creep up in this case, see [2, Chapter III, Theorem 5] . Therefore, there is a sequence of numbers (x n ) n≥1 increasing to infinity and a sequence of positive numbers {ǫ n } n≥1 decreasing to zero such that, for any n ≥ 1,
Then, we construct the sequence of open non-intersecting intervals ((α n , β n )) n≥1 in the following way. We take α 1 = x 1 , β 1 = x 1 +ǫ 1 . Next, we set α 2 = α 1 +1+x 2 , β 2 = α 2 + ǫ 2 . The reason for this choice comes from the fact that the overshoots of ξ are at most of size 1 since the jumps of the process are at most of size 1. Thus, we ensure that ξ σ α 1 ≤ α 1 + 1 and α 2 − ξ σ α 1 ≥ x 2 . We do this recursively by setting
Clearly, using successively the Markov property we arrive at
Therefore, R\E is P 0 -transient. We take non-negative continuous functions f n , n ≥ 1, each supported in (α n , β n ) respectively and such that Relations to [5] : Let E [ξ 1 ] ∈ (0, ∞) and f be ultimately decreasing. Then Erickson and Maller [5] have easily shown that
From the Blackwell's theorem, see [2, Chapter I, Theorem 21], and the property of f , it is easily seen that
This can be seen assuming without loss of generality that f is decreasing on [0, ∞) in the following way: first note that
and thus from the local integrability of
Hence from Theorem 2.1 we deduct that
Assume that Then, clearly for any q ∈ (0, 1) there is a q > 0 such that
Lemma 4.5 then shows that E
We therefore arrive at contradiction. Thus, we recover the criterion by Erickson and Maller.
Proof of Theorem 2.1
Throughout the proofs we use f to denote a non-negative, locally integrable function and we shall specify additional conditions if needed. We also use the notation (12)
We will drop the index x altogether when x = 0. According to [4, Lemma 5] we first recall that ∀x ∈ R : P(I x < ∞) ∈ {0, 1}. Observe that I x ∞ = I x according to (12). We further use the notation I A for the indicator function of a set A. We start with the obvious lemma, for which we do not provide a proof.
Lemma 4.1. Let f be a non-negative, locally integrable function. For every x ∈ R the integral I x t is a continuous function of t for every realization of the underlying Lévy process ξ.
We recall the following definition of announceable stopping times (see e.g. Exercise 5.3 in [2] ) as they play a key role in our study. 14) and we have the following result. Proof. First we note that since I x t is a continuous function in t for every realization of the Lévy process ξ and the process itself is a.s. continuous at the (announceable) stopping times T x a , see Lemma 4.2, then for every n ∈ N on {T x an < ∞} almost surely x + ξ T x an ∈ supp(f ). Clearly, for a > 0, we have that
which ultimately leads to the stated inequality.
For any a > 0, x ∈ R, we now introduce the functions
and the sets
where q ∈ [0, 1] and R + = [0, ∞). For the remaining parts of the proof of Theorem 2.1 it will be essential that for q ∈ [0, 1) and for a > 0 the sets L a (q) are closed. Here further properties of the function f seem to be required. Our next result provides sufficient conditions for the set L a (q) to be closed.
Lemma 4.4. Suppose the locally integrable and non-negative function f can be approximated on a Borel set L ⊆ R such that
by non-decreasing, non-negative simple functions defined on disjoint open measurable sets. Then the sets L a (q) and L + a (q) (q ∈ [0, 1)) are closed. Proof. In the subsequent proof we will add an additional superscript f to our notation in order to make the dependence on properties of f explicit.
Let us first assume that f = I (α,β) , α < β and let
be a sequence in L f a (q) converging to x 0 . Applying Fatou's lemma we get that lim inf
From the definition of L f a (q), see (17), this leads to q ≥ lim inf
is closed. In the second step assume that f is a simple non-negative function of the form ,βi) , where we assume that the sets {(α i , β i )} n i=1 are mutually disjoint. Then the very same argument is applicable and thus L f a (q) is again closed. Finally, let f be any non-negative, locally integrable function that can be approximated pointwise with a non-decreasing sequence of such simple functions {f n } ∞ n=1
as above. We prove that
and therefore the set L f a (q) is closed. Since we approximate f with a non-decreasing sequence of functions it is clear that I
x,fn ≤ I x,f for any n ≥ 1 and therefore
L fn a (q). Hence, for every n ∈ N it holds that P(I x,fn > a) ≤ q.
Define the sets A n = {I x,fn > a}.
Due to the property of the approximating sequence {f n } n≥1 the sequence of sets {A n } n≥1 is increasing. Also, we have that almost surely
since by assumption
Therefore, we conclude I x,f = I x,f IL almost surely and thus using the monotone convergence theorem we finally arrive at
Summarizing we have shown, that under the assumptions above the sets
This settles the claim of this lemma.
Corollary 4.1. Assume that f is continuous or alternatively non-increasing on its support which is supposed to be an interval of the form
Proof. We first note that the continuous functions fall into domain of Lemma 4.4. However, in this case there is a more direct argument since from Fatou's lemma lim inf i→∞ I xi,f ≥ I x,f provided lim inf i→∞ x i = x. Also, the ultimately nonincreasing functions are captured by Lemma 4.4. Let f be non-increasing on [l, ∞). With these K, C we prove that for every q ∈ (0, 1) there is a q > 0 such that, for all a ≥ a q ,
Let us sketch the proof. We note that
where σ x = inf {s ≥ 0 :
Observe that the local integrability of f and the zero-one law, see [4, Lemma 5] , imply that I = ∞ almost surely is equivalent to I x = ∞ almost surely for any x ∈ R. We note that when x ≥ K we have that
In the case I = ∞ almost surely we see that L a (q) ∩ [K, ∞) = ∅ for any a > 0 and q < 1. So assume that I < ∞ almost surely. Relation (19) then implies that for any a > 0 and any x ≥ 0
and when
where recall that C = u(0)/ inf x≥0 u(x) > 0. Since lim a→∞ P (I > a) = 0 for every q ∈ (0, 1) we can choose a q such that
which proves that for every a ≥ a q we have that L 
We will distinguish the following two cases. First, let x ∈ L a (q). In this case we have that G a (x) = P(I x > a) ≤ q < 1 and using the 0 − 1 law of [2, Lemma 5] we can conclude that I
x < ∞ almost surely. Moreover, almost surely
and thus
Now let us consider the second case, i.e. the case x ∈ L c a (q). We define the stopping time
a (q)} and distinguish the two separate cases for ρ x . First, let us work on the event that ρ x = ∞. Then on this event we have (f I La(q) )(x + ξ s ) = 0 for all s large enough as ξ is transient and therefore we conclude that on {ρ
Second, let us assume that ρ x < ∞. Then on this event we have that
. From the definition of ρ x and the closedness of L + a (q) we can conclude that
From the first case of the proof it holds that P ∞ 0 (f I La(q) )(x + ξ s ) ds < ∞ = 1.
Therefore from Lemma 4.3 applied with t = ∞ we conclude that
However,
,a,∞ = inf
This concludes the proof of the lemma, when L + a (q) is not the empty set. In case it is the whole integral is trivially 0 and therefore the expectation of it is also zero.
Recall Definition 2.1. Since for every continuous function f or any f that can be approximated as in Remark 2.1, we know that L a (q), L Set H n = inf s≥0 {x + ξ s ∈ K n }. Since M is not P
x -transient for ξ we get that M must be visited by x + ξ almost surely in a finite amount of time and therefore lim n→∞ P
x (H n < ∞) = 1. Then the Markov property at H n and K n ⊆ M yield the following sequence of inequalities P(I x > a) ≥ E 1 {Hn<∞} E 1 {I x+ξ Hn >a} ≥ P x (H n < ∞) inf y∈Kn P(I y > a) ≥ q P(H n < ∞).
If we let n → ∞ we arrive at
Now if L + a (q) is closed for some q > 0 and a sequence a j , j ≥ 1, such that lim j→∞ a j = ∞ then P(I x = ∞) ≥ q > 0 and from the zero-one law for I x we conclude P(I x = ∞) = 1. Otherwise, if L + a (q) along the pairs {(q j , a j )} such that lim j→∞ q j = 1 and lim j→∞ a j = ∞ taking limit in (20) we directly see that P(I x > ∞) = 1. This concludes the claim.
We are now in a position to finish the proof of Theorem 2.1
Proof of Theorem 2.1. Lemma 4.6 already gives a necessary condition for the almost sure finiteness of the random variable I x . Observe, that under the conditions of Theorem 2.1 we know from Corollary 4.1 as well as Remark 4.5 that the first condition of Lemma 4.6 is satisfied.
Let us now instead assume that ∞ 0 f (x + ξ s ) ds = ∞ almost surely.
In order to derive a contradiction let us assume that there is a measurable set E is such R \ E is P x -transient and E f (x + y)U (dy) < ∞.
Then, these properties imply that ∞ 0 (f I E ) (x + ξ s ) ds = ∞ since the process spends only finite amount of time in R \ E. This contradicts the fact that
Therefore, we conclude that does not exists a set E with the above properties.
