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beobachtenden	 SoC	 direkt,	 sondern	 aus	 einer	 parallel	 mitlaufenden	 Emulation	 gewonnen.	 Die	
Bandbreite	 der	 für	 die	 Synchronisation	 der	 Emulation	 erforderlichen	Daten	 ist	 in	 vielen	 Fällen	
































































































































































































































































































































































































































































































































































Annual	worldwide	software	development	costs	(2012):		 	 	 		 1250	Mrd.	$	
davon:	


































































































































































































































































































 Eine	 initiale	 Spezifikation	 sah	keine	 langfristige	Verwendung	des	Entwicklungsproduktes	
vor.	Klassisches	Beispiel	ist	das	Jahr‐2000‐Problem.		
 In	einem	modularen	Programm	oder	Komponenten	kann	ein	ungewolltes	Verhalten	auftre‐




















































































































































































































  ... 
  horizontal_veloc_sensor: float; 
  ... 
  horizontal_veloc_bias: integer; 
  ... 
begin 
  declare 
    pragma suppress(numeric_error, horizontal_veloc_bias); 
  begin 
    ... 
    horizontal_veloc_bias := integer(horizontal_veloc_sensor); 
    ... 
  exception 
    ... 



























































Heisenbugs	 treten	oft	 in	Zusammenhang	mit	der	 Instrumentierung	von	Software	auf	 (siehe	Ab‐
schnitt	4.1).	Wenn	die	 Instrumentierung	 für	die	 finale	Version	der	Software	aus	Kostengründen	



































































































































Die	Schnittstellen	 zwischen	Software‐Komponenten	 (Software/Software‐Integrationstest)	 sowie	
zwischen	Hardware‐	und	Software‐Komponenten	(Hardware/Software‐Integrationstest)	und	de‐
ren	gegenseitiges	Zusammenspiel	wird	mit	dem	Integrationstest	getestet.	[14]	beinhaltet	eine	aus‐







gerufen.	 Benötigte,	 aber	 nicht	 verfügbare	 Programmteile	 oder	 Hardwarekomponenten	 werden	
durch	dummies	ersetzt.		








































Der	Hardware/Software‐Integrationstest	 prüft	 das	 Zusammenspiel	 zwischen	 Hardware	 und	


















































































































































































































































































































Taskwechsel  	  (H)
Funktionen	      	  (H)
Basic	Blocks  	  (H)
Instruktionen		  	  (H)
Sprünge	  	  (H)
Datenzugriffe	(CPU)	     	  (H)
Datenzugriffe	(Peripherie)	      	  (H)
CPU‐Register    	  (H)
Cache	  	  (H)
Abarbeitung  	  (H)
Zyklusgenauigkeit	  	  (H)
Bussystem	    	  (H)
Umgebungsbedingungen	   	  (H)
Ereignisse	     	  (H)




























	 Vollständig Full	Path	Coverage C2a
	 Boundary‐Interior	 Boundary‐Interior	Path	Coverage C2b


































	 1a	 Anweisungsüberdeckungstest ++	 ++	 + +
1b	 Zweigüberdeckungstest +	 ++	 ++ ++
1c	 MC/DC	
(Modifizierter	Bedingungs‐/Entscheidungsüberdeckungstest)	







































































































































































if (x)  
{ if (z)  
  { do something(); 
  } 
} 
else  
{ if (y)  
  { if (z)  
    { do something(); 
    } 






if ((x || y) && z) 






























Testfall	 a	 b	 c	 (a||b)&&c 
0	 1	 x	 1	 2 1	
1	 0	 1	 1	 1	
2	 1	 x	 1	 0 1	
3	 0	 0	 x	 7 0	
4	 1	 x	 0	 6 0	
5	 0	 1	 0	 0	
6	 1	 x	 0	 4 0	
























vorgeschrieben	 (Modified	condition/decision	coverage	MC/DC).	Dieser	Test	 stellt	 einen	Kompro‐
miss	dar	zwischen	einem	möglichst	umfassenden	Test	der	Logik	von	zusammengesetzten	Entschei‐
dungen	und	einem	vertretbaren	Testaufwand.	Bei	dem	modifizierten	Bedingungs‐/	Entscheidungs‐














	 Atomare	Bedingung	 Komplexe	Bedingung Komplementäre	
Testfälle	
Testfall	 a	 b	 c	 a	||	b (a	||	b)	&&	c a b	 c	
T0	 1	 1	 1	 1 1 	 T4	
T1	 0	 1	 1	 1 1 T3	 T5	
T2	 1	 0	 1	 1 1 T3 	 T6	
T3	 0	 0	 1	 0 0 T2 T1	 	
T4	 1	 1	 0	 1 0 	 T0	
T5	 0	 1	 0	 1 0 	 T1	
T6	 1	 0	 0	 1 0 	 T2	
T7	 0	 0	 0	 0 0 	 	























































while ((a || b) && c)
{


















Testfall	 	 	 	
0	 	 	 	 2
1	 	 	 	
2	 	 	 	 0
3	 	 	 	 7
4	 	 	 	 6
5	 	 	 	
6	 	 	 	 4




























	 Atomare	Bedingung	 Komplexe	Bedingung Fehlerhafte	Implementierung	
Testfall	 a	 b	 c	 (a && b || c) (a && b xor c) 
0	 1	 1	 1	 1 0	(!)	
1	 0	 1	 1	 1 1	
2	 1	 0	 1	 1 1	
3	 0	 0	 1	 1 1	
4	 1	 1	 0	 1 1	
5	 0	 1	 0	 0 0	
6	 1	 0	 0	 0 0	















ten	die	Definition	einer	Variablen	x	stattfindet	(z.B.	int x = 0;),	wird	dieser	Knoten	mit	def(x)	
markiert.	Wird	in	einem	Knoten	eine	Variable	y	zur	Berechnung	einer	Zuweisung	(z.B.	x = y++;)	
verwendet,	so	wird	der	Knoten	mit	einer	Werteberechnung	c-use(y)	markiert.	Wird	in	einem	













































































































































































Funktionen	 	 	 	
Basic	Blocks	/		
Instruktionen		





















(Peripherie)	 	 	 	 	 	 	 	 	 	

AR	





























































terschiedliche	 Speicherstrukturen,	 Cache	 und	 Bussysteme.	 In	 den	Modellen	müssen	 eventuelle	














































































































































































mindestens	 drei	 Menschen	 das	 Leben	 und	 führte	 zu	 schweren	 Verletzungen	 weiterer	 Men‐









































































































































































































	 Taskwechsel	   	
Instruktionen		   	
Datenzugriffe	(CPU)	   	
Datenzugriffe	(Peripherie)  	
Zyklusgenauigkeit	   	
Ereignisse   	








































































































































































































































LOAD	 extern	 extern 113	 7
intern	 intern 15,5	 3
STORE	 extern	 extern 98,1	 6










































































































































Besonders	 beim	Hardware/Software‐Integrationstest	müssen	 die	 von	 außen	 zugänglichen	 Ein‐







































































































































































































































































spielsweise	der	Freescale	QorIQ	T4240	 [74]	Trace‐Daten	mit	bis	zu	 ca.	20	Gbps	über	4	 serielle	
Hochgeschwindigkeitsschnittstellen	 ausgeben.	 Trotz	 dieser	 hohen	 Bandbreiten	 tritt	 an	 dieser	



















































































































Eine	 umfassende	 Beobachtbarkeit	 von	 MPSoCs	 ist	 sehr	 wichtig,	 da	 durch	 die	 Komplexität	 der	

















































































































































































































Falls	 dieser	 Nachweis	 nicht	 möglich	 ist,	 müssen	 wirksame	
Maßnahmen	zur	Vermeidung	von	Ausfällen	des	sicherheitsre‐
levanten	 Systems	 aufgrund	 von	 Fehlern	 des	 Entwicklungs‐
werkzeugs	implementiert	werden.	
	 	 



















ein	 Entwicklungsschritt	 der	 resultierenden	 Software	weggelassen	 oder	 vereinfacht	
werden	kann		







Nachweis	der	 	Qualität	 eines	Entwicklungswerkzeugs.	 So	werden	beispielsweise	 für	einen	nach	





Software	Level	 1 2	 3
A	 TQL‐1	 TQL‐4	 TQL‐5
B	 TQL‐2	 TQL‐4	 TQL‐5
C	 TQL‐3	 TQL‐5	 TQL‐5



















des	 Entwicklungsprozesses	 keine	 systematischen	Maßnahmen	 zur	 Software‐Qualitätssicherung	
















	 Tool	Confidence	Level	 TCL2 TCL3	








++ ++ ++ + ++	 ++	 +	 +
1b	 Evaluierung	des	Entwicklungsprozesses	
des	Werkzeuges	
++ ++ ++ + ++	 ++	 +	 +
1c	 Validierung	des	Werkzeuges + + + ++	 +	 +	 ++	 ++
1d	 Entwicklung	des	Werkzeuges	
gemäß	Sicherheitsstandard	

































































































































































bitrierung	 aufgrund	 unterschiedlicher	 Zeiten	 zwischen	 Buszugriffen,	 zusätzliche	 Last	 auf	 Peri‐
pherieeinheiten	wie	Timer	und	serielle	Schnittstellen)	berücksichtigt	werden.	Größtenteils	führt	














































































 char inst[15]; 
void foo() 
{ 
  bool found=false; 
  for (int i=0; (i<100) && (!found); ++i) 
void foo() 
{ 
   bool found=false; 
   for (int i=0;((i<100)?inst[0]=1:inst[1]=1,0) 
&& 
     ((!found)?inst[2]=1:inst[3]=1,0); ++i)  
 
  { 
    if (i==50) break; 
   { 
     if ((i==50?inst[4]=1:inst[5]=1,0))        
     { inst[6]=1; break; 
     } 
    if (i==20) found=true;      if ((i==20?inst[7]=1:inst[8]=1,0))    
     { inst[9]=1; found=true; 
     } 
    if (i==30) found=true;      if ((i==30?inst[10]=1:inst[11]=1,0))  
     { inst[12]=1; found=true; 
     } 
     inst[13]=1; 
  } 
  printf("foo\n"); 
   } 
   printf("foo\n"); 






















































































 zyklusgenaue	 Beobachtung	 der	 Ausführung	 von	 basic	 blocks	 oder	 	 Instruktionen		
(Die	CPU	kann	nicht	die	Anzahl	der	Takte	für	die	Abarbeitung		einer	bestimmten	Instruk‐
tion	bestimmen,	da	diese	Messung	durch	die	Ausführung	des	Instrumentierungs‐Codes	
beeinflusst	 wird	 und	 außerdem	 ein	 Vielfaches	 an	 zusätzlicher	 Rechenzeit	 benötigen	
würde)	



































Die	Beeinflussung	des	Programmablaufs	 in	 einem	SoC	 im	Gegensatz	 zu	 einem	Programmablauf	
ohne	Instrumentierung	ist	abhängig	von	den	jeweiligen	Beobachtungsaufgaben.	Eine	geringe	Be‐





Da	 die	 Software‐Instrumentierung	 als	 Teil	 der	 Anwendung	 ausgeführt	wird,	 ist	 keine	 spezielle	












































































































































geführt	 wurden.	 Mittels	 spezieller	 Sockel	 wurden	 dann	 die	 eigentlichen	 I/O‐Pins	mittels	 eines	
„Probe	Cables“	mit	dem	Zielsystem	verbunden.	Der	Bond‐Out	Chip	ersetzte	damit	den	zu	beobach‐
tenden	SoC	(Abbildung	4‐3).			

































































































































































































































































































Nein 4 8 12	
Instruktionen	 Nein 1,2 ‐ 1,2	
Instruktionen		
und	Daten	
Ja 8 8 16	
Instruktionen	 Ja 6 ‐ 6	
PFTv1	 Instruktionen	 Nein 0,3 ‐ 0,3	
Instruktionen	 Ja 	














Fertigungstechnologie	 auch	 entsprechende	 serielle	 Schnittstellen	 zur	 Ausgabe	 der	 Trace‐Daten	
(meist	Aurora)	implementiert	werden.	Zukünftig	ist	es	geplant,	zunehmend	Trace‐Daten	auch	über	
schnelle	 Standard‐Schnittstellen	 (z.B.	PCIe,	GBit‐Ethernet)	 auszugeben.	 Ist	die	 Implementierung	
schneller	serieller	Schnittstellen	technologisch	nicht	möglich,	werden	die	Trace‐Daten	meist	über	
eine	parallele	Schnittstelle	ausgegeben.	


































periodische	 Synchronisations‐Nachrichten	 übertragen,	 welche	 die	 absolute	 Instruktionsadresse	
beinhalten.	Diese	Adressen	können	mit	den	zuvor	rekonstruierten	Adressen	verglichen	werden,	









































































Prozessor‐Profil	 Applikation Real‐Time Mikrocontroller












Ja Nein Ja Ja	(via	DWT)	
Daten‐Trace	
(Werte)	
Nein Nein Ja Ja	(via	DWT)	
Instruktionstrace	 Ja	 Ja Ja Ja	
Zyklusgenauer	Instruktionstrace	 Nein Ja Ja Nein	
Tabelle	4‐5:	Profile	der	ARM	Cortex	Prozessoren	
4.2.7 Nexus	
Als	 Ergebnis	 von	 Standardisierungsbemühungen	 für	 Debug‐	 und	 Trace‐Schnittstellen	 für	 SoCs	














































Merkmal	 1 2 3 4	
Watchpoint	Trace	 R R R R	
Ownership	Trace	 R R R	




Timestamps	 o o o	



































































































































































































































































































































einflussung	 nicht	 zulässt.	 Die	 Implementierung	 dieses	 Filters	 erlaubt	 die	 Beibehaltung	 der	 ur‐
sprünglichen	Einstufung	der	Werkzeugqualifizierung.	
Neben	der	Möglichkeit,	mit	sehr	geringer	Latenz	auf	Ereignisse	im	SoC	reagieren	zu	können,	erlaubt	














































duzierung	 des	 mittleren	 Bandbreitenbedarfs,	 lösen	 das	 Problem	 der	 Bandbreitenspitzen	 aber	
nicht.	Weitere	substantielle	Verbesserungen	der	Komprimierung	bei	dem	Prinzip	der	„embedded	
















































dem	 Emulator	 notwendig.	 Dadurch	 ergibt	 sich	 eine	 Abhängigkeit	 des	 Zeitverhaltens	 der	 Pro‐








rektionaler	 Kommunikation	 und	 erlaubt	 damit	 die	 Unabhängigkeit	 des	 Zeitverhaltens	 der	 Pro‐



























































































die	 zur	vollständigen	Beobachtung	eines	MPSoCs	via	 einer	 „embedded	Trace“‐Lösung	benötigte	
Bandbreite	(Abbildung	5‐6).	Hinzu	kommt	noch	eine	erweiterte	Beobachtbarkeit	der	Vorgänge	im	
SoC,	die	deutlich	über	die	Möglichkeiten	von	Trace‐	Nachrichten	aus	„embedded	Trace“‐Lösungen	






























































Bei	 der	 vorgestellten	 Implementierungsvariante	wird	neben	der	CPU	noch	der	 zugehörige	Pro‐
grammspeicher	sowie	ggfs.	Programm‐	und	Datencaches	in	die	Emulation	einbezogen.		



































































































































(IL_WIDTH	+	IN_WIDTH)		 	 	 =	1		
CTRL_WIDTH	 	 	 	 =	1	
DATA_WIDTH		 	 	 	 =	16	
























































































































einzelnen	Takte	 aber	 in	 festem	Bezug	zueinander	 stehen.	Dies	kann	beispielsweise	dadurch	er‐























































































































































































Für	 die	 Synchronisation	 von	 einem	 SoC	 und	 der	 Emulation	 muss	 der	 SoC	 eine	 entsprechende	






































































































































































16 / 256 Bit 
Trace-Port






















































































im	 Bereich	 der	 Kommunikation	 liegt	 und	 die	 mehrere	 schnelle	 Kommunikationsschnittstellen	
































































cher	 ausgelesen	 und	 an	 den	 PC	 übermittelt	 werden.	 Weiterhin	 kann	 die	 Adresse	 für	 einen	
Breakpoint	gesetzt	sowie	das	System	gestoppt	werden.		
Wenn	die	Emulation	eine	Übereinstimmung	der	aktuell	ausgeführten	Programmadresse	mit	der	






























































































tenzugriff	 dargestellt.	 Die	 Signale	 des	 beobachteten	 CoreAHBLite	 und	 des	 CoreAPB	 (Abbildung	
5‐26)	sind	in	Tabelle	5‐5	erläutert,	wobei	die	mit	(*)	gekennzeichneten	Signale	in	Abbildung	5‐27	
nicht	 mit	 dargestellt	 sind.	 Als	 Parameter	 wird	 „S“	 (Anzahl	 der	 Slave‐Interfaces,	 hier:	 2)	 sowie	
„M“	(Anzahl	der	Master‐Interfaces,	hier:	1)	verwendet.		




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































 On‐Chip‐Debug‐Unterstützung	 (via	 busmasterfähigem	 UART	 und	 einer	 Debug‐Support‐
Einheit	)		(ahbuart0, dsu0)	




 AHB	 und	 APB	 Bussystem,	 verbunden	 via	 einer	 AHB/APB	 Bus	 Bridge	 (ahbctrl0, 
apbctrl0)	























Signal	 Richtung	 Breite Beschreibung
CLKM	 S	‐>	E	 1	 System‐Takt
RESET	 S	‐>	E	 1	 System‐Reset
HRDATA[31:0]	 S	‐>	E	 32	 Auf	dem	AHB	Bus	gelesene	Daten	
HREADY	 S	‐>	E	 1	 AHB	Bus	HREADY‐Signal
HRESP[1:0]	 S	‐>	E	 2	 AHB	Bus	HRESP‐Signal
IRQI_IRL	 S	‐>	E	 12	 Interrupt‐Level	der	3	CPUs	
(4	Signale	pro	CPU)	
IRQI_RST	 S	‐>	E	 3	 Power‐Down	Modus	der 3	CPUs
(1	Signal	pro	CPU)	
HASH_ADR	 S	‐>	E	 1	 Prüfsumme	für	Adressen
HASH_DATA	 S	‐>	E	 2	 Prüfsumme	für	Daten
Summe	 55	
Tabelle	5‐6:	SPARC	V8	MPSoC:	für	die	hidICE‐Synchronisation	erforderliche	Signale	
Signal	 Richtung	 Breite Beschreibung
DSU_BREAK_OUT	 S	‐>	E		 1 Haltesignal	für	die	DSU	der	Emulation	
AHBUART_RXD_OUT	 S	‐>	E	 1 Eingangssignal	für	den	AHB‐UART	der	Emulation
AHBUART_TXD	 S	‐>	E	 1 Ausgangssignal	der	AHB‐UARTs	
DSU_BREAK_IN	 E	‐>	S	 1 Externes	 Haltesignal	 für	 die	 DSU	 des	 SoCs	
(für	den	Fall	einer	Integritätsverletzung)	































































































































































































































































































































































































































Vergleich	von	Hash‐Werten	 sowohl	 vom	zu	beobachtenden	System	als	 auch	von	der	Emulation	
kann	sichergestellt	werden,	dass	die	Emulation	ein	exaktes	Abbild	der	Vorgänge	im	Zielsystem	lie‐
fert.	 Da	 die	 Ausgabe	 der	 Synchronisationsinformationen	 über	 eine	 unidirektionale	 Schnittstelle	
keinen	Einfluss	auf	den	Programmablauf	des	Zielsystems	hat,	ergibt	sich	eine	„ideale“	Beobach‐
tunglösung.	Weiterhin	 kann	 auch	 die	 Auswahl	 der	 für	 die	 weitere	 Verarbeitung	 auszugebenen	
Trace‐Daten	situationsspezifisch	geändert	werden,	ohne	dass	es	hier	zu	einer	Beeinflussung	des	
Zielsystems	kommen	kann.		











































































































































































































Synchronisationsinformationen	 mit	 einer	 vergleichsweise	 geringen	 Fläche	 Chipfläche	 aus.	 Bei	
komplexeren	SoCs	mit	mehreren	busmasterfähigen	Peripherieeinheiten	sowie	unterschiedlichen	





werden	 können.	 Eine	 entsprechende	 hidICE‐	 Implementierung	 erfordert	 hier	 den	 größten	Auf‐
wand,	da	individuell	ein	optimaler	Weg	zur	Ausgabe	der	Synchronisations‐Informationen	und	zur	
Bereitstellung	der	Emulation	gefunden	werden	muss.	Dazu	kommt	eventuell	ein	zusätzlicher		Auf‐
wand	 zur	 Synchronisation	 unterschiedlicher	 Clock‐Domains	 sowie	 von	 busmasterfähigen	 Peri‐
pherieeinheiten.	Besonders	unangenehm	ist	an	dieser	Stelle,	dass	auch	fertige	und	bereits	erprobte	
IPs	eventuell	geändert	werden	müssen,	um	die	Synchronisation	zu	gewährleisten.	


















































Taskwechsel	 + + ++ ++	 ++
Funktionen	 + + ++ ++	 ++
Basic	Blocks	 ‐‐ + ++ ++	 ++
Instruktionen		 ‐‐ + ++ ++	 ++
Sprünge	 ‐‐ + ++ ++	 ++
Datenzugriffe		
(CPU)	
‐ + + +	 ++
Datenzugriffe		
(Peripherie)	
‐‐ ‐‐ o o	 ++
CPU‐Register	 ‐‐ o o o	 ++
Cache ‐‐ o o o	 ++
Abarbeitung	 ‐‐ ‐‐ ++ ++	 ++
Zyklusgenauig‐
keit	
‐‐ ‐‐ + +	 ++
Bussystem	 ‐‐ ‐‐ + +	 ++
Umgebungs‐
bedingungen	
o o + +	 ++
Ereignisse	 o	 ‐‐ + +	 ++
Beobachtung	von	MPSoCs	 o ‐‐ o o	 ++
Echtzeitfähigkeit		 ++ na + +	 ++




+ + ‐ +	 ++
Beeinflussung	des	SoCs	 ‐ ++ ++ ++	 ++
Port		
Ersetzung		
Ausgang	 ‐‐ na ‐‐ +	 ++
Eingang	 ‐‐ na ‐‐ +	 ‐‐
Beobachtbarkeit	 von	 SoCs	
aus	der	Serienproduktion	
++ ++ + +	 ++
Beobachtbarkeit	 in	 „rea‐
ler“	Umgebung	
++ ‐‐ + +	 +






































DO‐330	 Krit.	1 Krit.	2 Krit.	2 Krit.	2	 Krit.	2







‐‐ ++ o o	 +
Implementie‐
rungsaufwand	
++ ++ + +	 ‐
Entwicklungs‐
werkzeuge	
+ + o o	 o
Energiekosten	 ‐‐ ++ + +	 +
Universalität	 ++ ++ + +	 ‐


















































































































Funktionale	Tests	 Komponententest ++ ++ o o	 ++
SW/SW		
Integrationstest	
+ ‐ o o	 ++
Ressourcentest o ‐‐ ‐ +	 ++
HW/SW		
Integrationstest	
o ‐‐ o +	 ++





+ + ++ ++	 ++
Anweisungs‐über‐
deckung	
‐ + ++ ++	 ++
Zweig‐	
überdeckung	
‐ + ++ ++	 ++
MC/DC	 ‐ + + +	 ++
Daten‐	
Überdeckung	
‐ ‐‐ ‐ +	 ++
Debuggen	 Einfaches			
Debuggen	
‐ ‐ + +	 ++
Omniscientes
Debuggen	
‐‐ ‐‐ o +	 ++
Runtime		
Verification		
‐‐ ‐‐ o +	 ++
Lokale	Variable ‐‐ ‐‐ ‐ o	 ++
CPU‐Last,	WCET‐Messung	 ‐ ‐‐ + ++	 ++
Parallelitätsfehler	 ‐ ‐‐ ‐ +	 ++
Speicherlayout	 ‐ ‐‐ + ++	 ++
Optimierung	des	Energieverbrauchs ‐ ‐‐ + ++	 ++






















































































































mit	 Zeitstempeln	 versehenen	 Ereignis‐Nachrichten,	 die	 an	 nachfolgenden	 Verarbeitungsstufen	
weitergegeben	 werden.	 Die	 allgemeine	 Verfügbarkeit	 einer	 solchen	 Lösung	 vorwegnehmend	
wurde	dieser	Ansatz	in	die	vergleichenden	Betrachtungen	in	Tabelle	6‐1	und	Tabelle	6‐2	bereits	
mit	aufgenommen	(Embedded	Trace	mit	Online‐Auswertung).	























ausgeführter	 Instruktionen	 sind	 verschiedene	Überdeckungsanalysen	 sowie	 die	 Ermittlung	 von	
Profiling‐Informationen.		
	
Zusammenfassend	lässt	sich	sagen,	dass	das	Thema	der	Beobachtung	von	SoCs	sowie	der	effizien‐
ten	Auswertung	der	erfassten	Informationen	ein	wichtiger	Faktor	zur	Verbesserung	der	Effizienz	
und	Zuverlässigkeit	von	eingebetteten	Systemen	ist.	Dabei	sind	bei	weitem	noch	nicht	alle	vorstell‐
baren	technischen	Mittel	ausgeschöpft	‐	es	ist	zu	erwarten,	dass	die	Bedeutung	dieses	Arbeitsge‐
bietes	in	den	kommenden	Jahren	stark	steigen	wird.		
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