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Abstract
The core of this article is a general theorem with a large number of
specializations. Given a manifold N and a finite number of one-parameter
groups of point transformations on N with generators Y,X(1), · · · , X(d), we
obtain, via functional integration over spaces of pointed paths on N (paths
with one fixed point), a one-parameter group of functional operators acting
on tensor or spinor fields on N . The generator of this group is a quadratic
form in the Lie derivatives LX(α) in the X(α)-direction plus a term linear in
LY .
The basic functional integral is over L2,1 paths x : T → N (continuous
paths with square integrable first derivative). Although the integrator is in-
variant under time translation, the integral is powerful enough to be used for
systems which are not time translation invariant. We give seven non trivial
applications of the basic formula, and we compute its semiclassical expansion.
The methods of proof are rigorous and combine Albeverio Høegh-Krohn
oscillatory integrals with Elworthy’s parametrization of paths in a curved
space. Unlike other approaches we solve Schro¨dinger type equations directly,
1
rather than solving first diffusion equations and then using analytic continu-
ation.
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I - Introduction
We have studied many applications of functional integration looking for
its substantifique moelle1 . Little by little, several ideas have taken shape
concerning the domains of integration, the integrators, and the integrands.
1. The domain of integration is a function space.
Working with an infinite-dimensional space is easier than working with
the limit for large n of the product of n copies of a finite-dimensional space.
For example, a space of pointed paths (paths with one fixed point) is con-
tractible even when the paths take their values in a non contractible space.
Over the years the advantages – often the necessity – of working with spaces
of paths rather than with the discretized version of the paths have become
increasingly apparent:
– Semiclassical approximations, even in the presence of caustics, are ob-
tained by expanding a functional on the space of paths around a dominating
contribution [1,2].
– If the paths take their values in a multiply-connected space the topology
of the space of paths plays a central role [3].
– A change of variable of integration, regarded as a map on the domain of
integration gives, in two lines, the Cameron-Martin formula [4] obtained from
discretized paths via a lengthy derivation, and generalizes its applications [5].
– Computing functional determinants using properties of linear maps on
Banach spaces is simpler than computing limits of finite-dimensional deter-
minants [6].
– A major progress in the definition and computation of functional inte-
grals was achieved by Elworthy [7] when he parametrized the space of paths
on a Riemannian manifold M , with fixed initial point a, by the space of paths
on TaM starting at the origin of TaM .
The importance of the domain of integration, noted in the above exam-
ples, is even more striking in the formulation presented here. A key point is a
generalization of Elworthy’s idea. Consider a finite-dimensional manifold N ,
and denote by T some finite time interval. Here we parametrize a space Px0N
of pointed paths x : T→ N by a space P0Rd of pointed paths z : T→ Rd. A
general construction for maps
P0Rd → Px0N by z 7→ x
1 F. Rabelais. Literally “bone marrow as a producer of substance” in
Gargantua, Prologue de l’auteur.
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is given in Section II by solving suitable first-order differential equations, not
by constructing stochastic processes. It is stated in terms of vector fields Y ,
X(1), · · · , X(d) on N . By specializing N and the vector fields, one basic func-
tional integral yields, with rigor and no Ansatz, a great variety of functional
integrals which are solutions of complex problems. A number of them are
presented in Section IV.
In general, to define the domain of integration, one needs to specify:
– the analytic nature of the paths2 (continuous, L2, L2,1, · · ·);
– the domains of the paths and their ranges;
– the behaviour of the paths at the boundaries of their domains.
2. Integrators cannot be expected to be universal.
The naive approach to the definition of an integral in an infinite number
of variables is to take a limit d = ∞ in a d-dimensional integral. Because of
scaling problems this procedure is well known to abort. For instance, if we
wish to evaluate (for a > 0) the integral
I∞ :=
∫
R∞
d∞x exp
(
−π
a
|x|2
)
, (I.1)
where |x|2 :=
∞∑
α=1
(xα)
2
, we may first evaluate the corresponding integral
Id :=
∫
Rd
dx exp
(
−π
a
|x|2
)
(I.2)
for finite d and then set d =∞. Since Id = ad/2 we get
I∞ =

0 if 0 < a < 1
1 if a = 1
∞ if 1 < a
(I.3)
and this fails to be continuous in the parameter a, as should be reasonably
desired.
A way out of this difficulty is to introduce, for each value of the scaling
parameter a > 0, an integrator Dax in the d-dimensional space Rd, namely
Dax = a−d/2dx1 · · ·dxd (I.4)
2 A path z : T → Rd is said to be L2,1 if ∫
T
dt |z˙(t)|2 < ∞ where z˙(t) =
dz(t)/dt.
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and to remark that it is characterized by the following integration formula∫
Rd
Dax · exp
(
−π
a
|x|2 − 2πi 〈x′, x〉
)
= exp
(−πa|x′|2) . (I.5)
Here x′ runs over the space Rd dual to R
d and the scalar product is given3 by
〈x′, x〉 = x′αxα.
This formula is dimension-independent and hence suitable for the gener-
alization from Rd to a (real) Banach space X. Let X′ be its dual and consider
two continuous quadratic forms Q on X and W on X′. Assume that Q and
W are inverse to each other in the following sense. There exist continuous
linear maps
D : X→ X′ , G : X′ → X
such that4 
DG = GD = 1l
〈Dx, y〉 = 〈Dy, x〉
Q(x) = 〈Dx, x〉 , W (x′) = 〈x′, Gx′〉 .
(I.6)
Here 〈x′, x〉 denotes the duality between X (elements x) and its dual X′
(elements x′).
Then we define the integrator Ds,Qx (also denoted Dx for simplicity) by
the following requirement∫
X
Ds,Qx · exp
(
−π
s
Q(x)− 2πi 〈x′, x〉
)
= exp(−πsW (x′)) . (I.7)
Here x′ runs over X′ and there are two cases:
i) s = 1 and Q is positive definite, namely Q(x) > 0 for x 6= 0;
ii) s = i and there is no restriction on Q except it be real.
Introduction of the parameter s enables us to treat in a unified way the dif-
fusion and the Schro¨dinger equations5. We can introduce a suitable space
3 Here and in the rest of this paper we use the Einstein summation con-
vention over repeated indices.
4 In standard applications, D is a differential operator and G the corre-
sponding Green operator, taking into account the boundary conditions of the
domain of D.
5 It is not true, as is still often stated, that the case s = i has no mathe-
matical foundation. See for example references [8, 9, 10, 11].
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F(X) of functionals on X integrable by Ds,Q and a norm on F(X), and then
compute integrals of the type
I =
∫
X
Ds,Qx · F (x) (I.8)
for F in F(X). In both cases, s = 1 and s = i, we shall call Ds,Qx a Gaussian
integrator.
Gaussian integrators have the following properties:
D(x+ x0) = Dx, x0 a fixed element of X (I.9)
D(Lx) = |DetL| · Dx, L : X→ X (I.10)
where L is in a suitable class of linear changes of variables of integration,
including the obvious case where Q(Lx) = Q(x) and |DetL| = 1 (cf. formula
(A.140) in Appendix A).
Gaussian integrators are not the only possible integrators. In reference
[11] we have developed an axiomatic for functional integrals on a Banach space
Φ expressed in terms of integrators DΘ,Z defined by∫
Φ
DΘ,Zϕ ·Θ(ϕ, J) = Z(J) (I.11)
for ϕ in Φ, J in the dual Φ′ of Φ, where Θ and Z are two given continuous
bounded functionals
Θ : Φ× Φ′ → C , Z : Φ′ → C.
In quantum field theory, we interpret ϕ as a field and J as a source, Z(J) is
then the Schwinger generating functional for the n-point functions.
3. Integrands and integrators.
Splitting the quantity inside the integral sign into “integrator” and “in-
tegrand” belongs to the art of integration, but rules of thumb apply:
– When the functional integral has its origin in physics try not to break
up the action into, say, kinetic and potential contributions. On the other
hand, do not hesitate to work with a potential which is a functional of a path
rather than a function of its value (e.g. in equation (III.1), V is a functional
of z, not a function of z(t)).
– Look for a possible change of variable of integration; this may suggest
a practical choice for the integrand.
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– Gaussian integrators have a wealth of simple, powerful properties; look
for exponentials of quadratic forms, this suggests a practical choice for the
integrator.
4. A basic functional integral.
The core of this article is a theorem which provides the mathematical
underpinning for a great variety of functional integrals. It consists of two
parts: the definition of a functional integral, and the partial differential equa-
tion satisfied by the value of the functional integral, as a function of a set of
parameters. Given a manifold N consider the L2,1 paths over a finite time
interval T with values in N , x : T → N , and with a fixed point x0 ∈ N ; for
instance, if T = [ta, tb], the fixed point can be either x(ta) or x(tb). Given
d + 1 vector fields Y and X(α) on N , define a map P from a space P0Rd of
L2,1 paths into a space Px0N of L2,1 paths,
P : P0Rd → Px0N,
by P (z) = x, where{
dx(t, z) = X(α)(x(t, z))dz
α + Y (x(t, z))dt
x(t0, z) = x0.
(I.12)
Here t0 and x0 are fixed, with t0 in T and x0 in N , and the paths z : T→ Rd
satisfy z(t0) = 0. In general, the vector fields do not commute, that is:[
X(α), X(β)
] 6= 0 , [Y,X(α)] 6= 0 ;
therefore the solution of (I.12) is of the form
x(t, z) = x0 · Σ(t, z) (I.13)
where x is a function of x0 and t, and a functional of z. Here Σ(t, z)
is a transformation in N , depending on t and z as stated. Only when[
X(α), X(β)
]
=
[
Y,X(α)
]
= 0 can one express Σ(t, z) as a function of t and
z(t).
In Appendix C the familiar theorems of differential equations are ex-
tended to cover the properties of (I.12).
Given (I.12) one can express an integral over Px0N as an integral over
P0Rd, which is an integral that one can manipulate and compute. The partial
differential equation satisfied by the integral on Px0N is expressed in terms
of Lie derivatives along the vector fields Y and X(α). Conversely, given a
parabolic partial differential equation, one can construct in many cases the
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path integral representation of its solutions (see for instance in Section IV,
the lift of a covariant Laplacian at a point of a Riemannian manifold in terms
of Lie derivatives at a point of its frame bundle [13]).
The basic equations are given in the first paragraph of Section II, followed
by a summary of notations used throughout the paper.
5. Examples.
In Section III we compute semiclassical approximations of the basic func-
tional integral (II.1), and in Section IV we specialize the basic integral by
making particular choices of the manifold N . We treat in detail the following
examples:
– N = Rd, in cartesian or polar coordinates.
– N is a frame bundle O(M) over a Riemannian manifold M . We give
the explicit functional integral representing the solution Ψ of the Schro¨dinger
equation on M , with initial wave function φ.
– N is a multiply-connected space.
– N is a U(1)-bundle; the basic integral solves the Schro¨dinger equation
for a particle in an electromagnetic field.
– N is a symplectic manifold; coherent-state transitions can be obtained
from the basic integral.
We conclude this section by an analysis of the Bohm-Aharonov effect, where
all the previous techniques are brought to bear.
6. Techniques.
In the course of computing our basic functional integral in various situa-
tions, we have used the properties of linear changes6 of variable of integration
and properties of functional determinants; they are given in two appendices.
The transformation Σ in formula (I.13) is related to the Cartan development
map; the properties of this map are discussed in the third appendix.
6 Linear changes of variable of integration in an infinite-dimensional space
are sufficiently powerful and varied for the purposes of this paper. In a later
publication we shall present nonlinear changes, simplifying and generalizing
earlier works such as [12].
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II - A general theorem
The primary goal of this section is to define functional integrals over L2,1
pointed paths (paths with a fixed point) taking their values in a manifold N ,
by reducing them to functional integrals over paths taking their values in a
flat space Rd. The main definition is given as follows
(UTφ) (x0) :=
∫
Z0
Ds,Q0z · exp
(
−π
s
Q0(z)
)
φ (x0 · Σ(T, z)) . (II.1)
All the notations are given in paragraph 1. The previous integral, being also
denoted Ψ(T, x0), is a solution of the generalized Schro¨dinger equation
∂Ψ
∂T
=
s
4π
hαβLX(α)LX(β)Ψ+ LYΨ (II.2)
with initial condition Ψ(0, x0) = φ (x0).
We give also a general construction of time-ordered products in the form
of a functional integral generalizing equation (II.1), namely
(
UFT φ
)
(x0) =
∫
Z0J
Ds,Q0z · exp
(
−π
s
Q0(z)
)
F (T, z)φ (x0 · Σ(T, z)) . (II.3)
In paragraph 2, we construct the simplest functional integral of type (II.1) and
prove that it satisfies equation (II.2). In paragraph 3, we study the general
case.
1. The setup, and a summary of notations.
1.1. A manifold and vector fields.
– A finite-dimensional manifold N .
– One-parameter groups acting on N , denoted σ(α)(r); here α takes the
values 0, 1, 2, · · · , d and r is a real parameter; the transform of a point x in N
under σ(α)(r) is denoted by x · σ(α)(r), and
σ(α)(r) ◦ σ(α)(s) = σ(α)(r + s) . (II.4)
– The generator of
{
σ(α)(r)
}
is the vector field X(α) in N such that
d
dr
(
x · σ(α)(r)
)
= X(α)
(
x · σ(α)(r)
)
(II.5)
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and in particular
X(α)(x) =
d
dr
(
x · σ(α)(r)
)∣∣∣∣
r=0
(II.6)
for any point x in N . We do not assume that the vector fields X(α) commute,
hence
[
X(α), X(β)
] 6= 0 in general. We often write Y for X(0) emphasizing its
special role.
– LX denotes the Lie derivative w.r.t. the vector field X .
1.2. Pointed paths on the flat space Rd.
– T is a time interval of length T , hence
T = [ta, tb] , T = tb − ta . (II.7)
– t0 is a chosen element of T; the standard choices are t0 = ta or t0 = tb.
– Z0 (or Z0,T if we need to specify T) consists of the real vector-valued
functions z =
(
z1, · · · , zd) whose components t 7→ zα(t) are continuous func-
tions with square-integrable derivatives z˙α. We assume the normalization
zα(t0) = 0.
– Z′0 is the space dual to Z0. Its elements are interpreted as vector-
valued distributions z′ = (z′1, · · · , z′d), each component being the derivative of
an L2-function. The duality is given by
〈z′, z〉 =
∫
TJ
dt z′α(t)z
α(t) (II.8)
(summation over α and integration over t).
– s is a parameter equal to 1 or i; its square root
√
s is normalized as
follows
√
s =
{
1 if s = 1
epii/4 if s = i .
(II.9)
– h = (hαβ) is a constant invertible symmetric real matrix of size d× d.
We denote by
(
hαβ
)
the inverse matrix and we assume that h is positive
definite in case s is equal to 1. By a suitable linear change of coordinates, we
may take h into a diagonal form
h = diag(1, · · · , 1,−1, · · · ,−1) (II.10)
with p elements +1, q elements −1 and p+ q = d. Hence p = d, q = 0 in the
case s = 1.
– We introduce a quadratic form Q0 on Z0 as follows
Q0(z) =
∫
TJ
dt hαβ z˙
α(t)z˙β(t) . (II.11)
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The corresponding kernel is given by
Dαβ(u, r) =
1
2
δ2Q0(z)
δzα(u)δzβ(r)
, (II.12)
hence the representation
Q0(z) =
∫
T
du
∫
TJ
drDαβ(u, r) z
α(u) zβ(r) . (II.13)
– On Z′0 we consider a quadratic form W0, with kernel G
αβ(u, r). As
above, we have the relations
Gαβ(u, r) =
1
2
δ2W0(z
′)
δz′α(u)δz
′
β(r)
, (II.14)
W0(z
′) =
∫
T
du
∫
TJ
dr Gαβ(u, r) z′α(u)z
′
β(r) . (II.15)
– We assume that the quadratic forms Q0 on Z0 andW0 on Z
′
0 are inverse
to each other in the sense of relation (I.6). In terms of kernels, this is expressed
as follows ∫
TJ
dtDαβ (s1, t)G
βγ (t, s2) = δ
γ
α δ (s1 − s2) . (II.16)
Here are explicit formulas for the kernels:
Dαβ(u, r) =
∫
TJ
dt hαβ δ
′(t− u)δ′(t− r) = −hαβ δ′′(u− r) , (II.17)
that is D : Z0 → Z′0 is the differential operator with matrix
(
−hαβ d2dt2
)
.
Hence, Gαβ(u, r) is the corresponding Green’s function taking into account
the boundary condition zα(t0) = 0, that is
Gαβ(u, r) =

hαβ inf (u− t0, r − t0) for u ≥ t0, r ≥ t0,
hαβ inf (t0 − u, t0 − r) for u ≤ t0, r ≤ t0,
0 otherwise.
(II.18)
Remark. We shall refrain from integrating by parts in formulas like (II.11) in
order not to have to make explicit statements about boundary conditions.
1.3. Functional integrals on P0Rd.
– The space of paths Z0 shall also be denoted by P0Rd to remind us of the
flat space Rd where the paths lie and of the fixed point 0 (origin in Rd) of the
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paths z. We shall consider a variety of pairs (Q,W ) consisting of a quadratic
form Q on a space Z and a quadratic form W on its dual Z′ satisfying the
analogues of relations (II.12), (II.14) and (II.16).
– For such a pair (Q,W ) we have a translation invariant integrator Ds,Qz
on Z characterized by∫
ZJ
Ds,Qz · exp
(
−π
s
Q(z)− 2πi 〈z′, z〉
)
= exp(−πsW (z′)) (II.19)
for z′ in Z′. The normalizations are chosen so that Gaussian integrators and
Fourier transforms do not include powers of π depending on the dimension of
their domain of definition.
We also write
Dωs,Q(z) = Ds,Qz · exp
(
−π
s
Q(z)
)
(II.20)
and refer to both Ds,Q and Dωs,Q as “Gaussian integrators”. When working
with the basic pair (Q0,W0) we simply write Ds and Dωs. In the context of an
application where s has been chosen once for all, we omit it in the notations.
1.4. Functional integrals on Px0N .
– We fix a point x0 in N and consider continuous paths x : T→ N with
the fixed point x(t0) = x0 and square-integrable velocity
7. The set of all such
paths is denoted by Px0N .
– The time interval T being given, consider an element z of Z0. As we
shall see in Appendix C, the differential equation{
dx(t) = X(α)(x(t))dz
α(t) + Y (x(t))dt
x(t0) = x0
(II.21)
admits a unique solution x(·) in Px0N .
– The previous construction defines a parametrization P of the space
Px0N of pointed paths on N by the space P0Rd of pointed paths in Rd,
namely
P : P0Rd → Px0N
by taking z into x. If necessary we shall denote by x(t, z) the solution of the
differential equation (II.21) for given z in P0Rd. Hence x(t, z) is a function of
t and a functional of z.
7 More precisely, for every smooth function f in C∞(N), we assume that
the continuous function t 7→ f(x(t)) on T is the primitive of a function in
L2(T).
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– Assume now that T = [0, T ] and t0 = 0. With the previous definitions,
define Σ(T, z) as the transformation taking a point x0 in N into the point
x(T, z).
– Take a good8 function φ on N . Define a functional φ˜ on Z0 by
φ˜(z) = φ (x0 · Σ(T, z)) . (II.22)
It is integrable under the integrator Dωs on Z0. By integrating we get
I(φ, T, x0) =
∫
Z0
Dωs(z)φ˜(z)
=
∫
Z0
Dsz · exp
(
−π
s
Q0(z)
)
· φ (x0 ·Σ(T, z)) .
(II.23)
We could replace Q0 by another quadratic form on Z0.
– The functional operator UT associates to the function φ on N the
function x0 7→ I(φ, T, x0) on N .
1.5. Variational techniques.
A frequently used technique consists in introducing one-parameter vari-
ations in the space of paths, or in the space of functionals on the space of
paths. We work in particular with the following variations.
(i) Fix a time interval T = [ta, tb] and consider the space PRd of paths
x : T → Rd, say of class9 C1. Assuming an action functional S : PRd → R
(for instance, the time integral of a Lagrangian L(x, x˙, t)), the critical points
of S will form a 2d-dimensional manifold U2d, the so-called space of (classical)
motions, denoted by xcl. We can parametrize them by a set of parameters
µ =
(
µ1, · · · , µ2d); for a given k between 1 and 2d, the derivative ∂xcl(µ)/∂µk
defines a variation through classical paths, and we get 2d of them.
(ii) If t0 is a given epoch in T, the pointed paths are defined by the
condition x(t0) = 0. They form the space P0Rd. In paragraph III.1 we shall
use a one-parameter family of pointed paths x(λ) in P0Rd (for λ running over
[0, 1]).
(iii) Introducing d independent boundary conditions at ta, and similarly
at tb, we define the subspace Pa,bRd of PRd. In paragraph B.2, we consider
a one-parameter family of paths x(λ) in Pa,bRd, with λ in [0, 1], such that
x(0) belongs to U2d ∩ Pa,bRd. The presence and nature of the caustics is
conveniently analyzed in terms of this intersection.
(iv) In paragraph III.2 we consider a one-parameter family of action func-
tionals S(ν) defined on a space P0Rd of pointed paths.
8 Any function in C∞(N) with compact support will do.
9 That is, continuous with continuous first-order derivatives.
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2. The one-dimensional case.
We begin by the simple case d = 1. Here X = X(1) is a vector field on
N generating the one-parameter group of transformation σ(r) on N . Hence
σ(r) obeys the differential equation
d(x0 · σ(r)) = X(x0 · σ(r)) dr (II.24)
for a fixed x0 in N . We set Y = 0 and consider the time interval T = [0, T ].
The differential equation (II.21) reads now as{
dx(t) = X(x(t)) · dz(t)
x(0) = x0 .
(II.25)
Substituting r = z(t) in (II.24) we see that the solution to the previous
equation is given by x(t) = x0 · σ(z(t)). Hence the transformation Σ(T, z)
is simply σ(z(T )).
The path space Z0 consists of the L
2,1 functions z : [0, T ]→ R such that
z(0) = 0. It is endowed with the quadratic form
Q0(z) =
∫ T
0
dt z˙(t)2 . (II.26)
The corresponding integrator is, for simplicity, denoted by Dsz, hence our
basic path integral specializes to
Ψ(T, x) =
∫
Z0
Dsz · exp
(
−π
s
∫ T
0
dt z˙(t)2
)
φ(x · σ(z(T ))) . (II.27)
Our goal is to show that we have solved the differential equation
∂
∂T
Ψ(T, x) =
s
4π
L2XΨ(T, x) . (II.28)
Fix a point x in N and define a function of a real variable h(r) =
φ(x · σ(r)). From the group property σ(r1) ◦ σ(r2) = σ(r1 + r2), we get
φ(x · σ(r) · σ(z(T ))) = h(r + z(T )) . (II.29)
Then define
H(T, r) :=
∫
Z0
Dsz · e−piQ0(z)/sh(r + z(T )) . (II.30)
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Since the integrand h(r+ z(T )) depends on the path z through z(T ), a linear
change of variable z 7→ z(T ) transforms immediately this functional integral
over Z0 into an ordinary integral over R (see formula (A.38) in Appendix A).
It is easier to use directly the properties of Fourier transforms of Gaussian
integrators underpinning (A.38). Denoting by ĥ the Fourier transform of h,
we obtain
h(r + z(T )) =
∫
R
dρ ĥ(ρ) e2piiρ(r+z(T )) . (II.31)
Therefore, after changing the order of integration, we get
H(T, r) =
∫
R
dρ ĥ(ρ) e2piiρr
∫
Z0
Dsz · exp
(
−π
s
Q0(z) + 2πiρz(T )
)
. (II.32)
By the definition (II.19) and the duality ρz(T ) = 〈ρδT , z〉, we get∫
Z0
Dsz · exp
(
−π
s
Q0(z) + 2πiρz(T )
)
= exp(−πsW0(ρδT )) . (II.33)
By (II.15) and (II.18) we obtain
W0(ρδT ) = ρ
2G(T, T ) = ρ2T . (II.34)
Collecting equations (II.32) to (II.34) we conclude
H(T, r) =
∫
R
dρ ĥ(ρ)e2piiρr−pisρ
2T (II.35)
and by derivation under this integral sign, we conclude
∂H
∂T
=
s
4π
∂2H
∂r2
. (II.36)
The vector field X is the generator of the one-parameter group of trans-
formations σ(r). Hence, for every integer m ≥ 0, we get(
∂
∂r
)m
h(r + z(T )) = (LmXφ) (x · σ(r + z(T ))). (II.37)
By differentiating under the integral sign in formula (II.30), we deduce(
∂
∂r
)m
H(T, r) =
∫
Z0
Dsz · exp
(
−π
s
Q0(z)
)
LmXφ(x · σ(r + z(T ))) . (II.38)
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Using definition (II.27), we get therefore(
∂
∂r
)m
H(T, r)
∣∣∣∣
r=0
= LmXΨ(T, x) (II.39)
by applying m times the differential operator LX acting on functions of x. In
particular, for m = 0, we get
H(T, r)|r=0 = Ψ(T, x) (II.40)
and both sides can be derivated with respect to T , giving
∂
∂T
H(T, r)
∣∣∣∣
r=0
=
∂
∂T
Ψ(T, x). (II.41)
Setting r = 0 in the relation
∂H
∂T
=
s
4π
∂2
∂r2
H and using relation (II.39) for
m = 2, and relation (II.41), we conclude the proof of the differential equation
∂
∂T
Ψ(T, x) =
s
4π
L2XΨ(T, x).
Remark. The previous proof can be recast in the following symbolical way
[5]. We begin with a consequence of equations (II.33) and (II.34), namely∫
Z0
Dsz · exp
(
−π
s
Q0(z)
)
exp(2πiρz(T )) = exp(−πsρ2T ) , (II.42)
one of many characterizations of our integrator Dsz. Make the formal substi-
tution
ρ =
1
2πi
LX ,
and get∫
Z0
Dsz · exp
(
−π
s
Q0(z)
)
exp(z(T )LX) = exp
(
sT
4π
L2X
)
. (II.43)
Apply this operator identity to the function φ(x) and notice that the operator
exp(rLX) transforms φ(x) into φ(x · σ(r)). Hence we get∫
Z0
Dsz · exp
(
−π
s
Q0(z)
)
φ(x · σ(z(T )) =
(
exp
sT
4π
L2X
)
φ(x) (II.44)
that is
Ψ(T, x) = exp
(
sT
4π
L2X
)
φ(x). (II.45)
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This integrated form is equivalent to the differential equation (II.28) together
with the initial condition
Ψ(0, x) = φ(x) . (II.46)
3. The general case.
3.1. The group property.
The functional operator UT defined by formula (II.1) satisfies the group
property
UT ◦ UT ′ = UT+T ′ (II.47)
for T > 0, T ′ > 0. The proof rests on three facts.
a) Group property for the point-transformations Σ(T, z):
The relevant function space Z0,T consists of the paths z : [0, T ] → Rd
with L2 derivative. For z in Z0,T and z
′ in Z0,T ′ , we define a new path z× z′
by the rule
(z × z′)(t) =
{
z(t) for 0 ≤ t ≤ T
z(T ) + z′(t− T ) for T ≤ t ≤ T + T ′ .
(II.48)
It is obvious that z × z′ is an element of Z0,T+T ′ . Furthermore, the map
(z, z′) 7→ z × z′ is an isomorphism of Z0,T × Z0,T ′ onto Z0,T+T ′ and, by the
uniqueness of the solution of the differential equation (II.21), we obtain
x0 ·Σ(T + T ′, z × z′) = x0 · Σ(T, z) ·Σ(T ′, z′) (II.49)
(see also formula (C.23) in Appendix C).
b) Quadratic forms:
We denote by Q0,T the basic quadratic form on Z0,T given by equation
(II.11), namely:
Q0,T (z) =
∫ T
0
dt hαβ z˙
α(t)z˙β(t) . (II.50)
Using similar definitions for Q0,T ′ and Q0,T+T ′ , one obtains immediately
Q0,T+T ′(z × z′) = Q0,T (z) +Q0,T ′(z′) (II.51)
and by exponentiating
exp
(
−π
s
Q0,T+T ′(z × z′)
)
= exp
(
−π
s
Q0,T (z)
)
exp
(
−π
s
Q0,T ′(z
′)
)
. (II.52)
We can identify Z0,T+T ′ to Z0,T × Z0,T ′ . This identification entails an
identification of the dual space Z′0,T+T ′ to the product space Z
′
0,T × Z′0,T ′ .
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We use the notations ζ for elements of Z0,T , ζ
′ in Z0,T ′ and denote by ζ × ζ ′
the corresponding element in Z′0,T+T ′ . Using simple algebra, one derives the
identity
W0,T+T ′(ζ × ζ ′) =W0,T (ζ) +W0,T ′(ζ ′) (II.53)
from (II.51). Here W0,T denotes the quadratic form on Z
′
0,T inverse to Q0,T ,
etc.
c) Integrators:
The following form of Fubini’s theorem holds∫
Z0,T+T ′
Dsu · F (u) =
∫
Z0,T
Dsz
∫
Z0,T ′
Dsz′ · F (z × z′) . (II.54)
According to the general method explained in Appendix A, it is enough to
check this formula for a function of the form
F (z × z′) = exp(−2πi(〈ζ, z〉+ 〈ζ ′, z′〉)) . (II.55)
But then our contention follows from the characterization (II.19) of the inte-
grator, and the relations (II.51) and (II.53).
We combine this formula with equation (II.52) and obtain another form
of Fubini’s theorem∫
Z0,T+T ′
Dωs(u)G(u) =
∫
Z0,T
Dωs(z)
∫
Z0,T ′
Dωs(z′)G(z × z′) . (II.56)
We conclude the proof of equation (II.47). Indeed
(UT (UT ′φ)) (x0) =
∫
Z0,T
Dωs(z) (UT ′φ) (x0 · Σ(T, z))
=
∫
Z0,T
Dωs(z)
∫
Z0,T ′
Dωs(z′)φ(x0 ·Σ(T, z) · Σ(T ′, z′))
=
∫
Z0,T
Dωs(z)
∫
Z0,T ′
Dωs(z′)φ(x0 ·Σ(T + T ′, z × z′))
=
∫
Z0,T+T ′
Dωs(u)φ(x0 · Σ(T + T ′, u))
= (UT+T ′φ) (x0) .
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3.2. The differential equation.
¿From the group property (II.47) it follows that we need to establish the
partial differential equation (II.2) at the time T = 0, and that the general
case will follow. That is, we want to prove
(UTφ) (x0) = φ(x0)+T
( s
4π
hαβLX(α)LX(β)φ(x0) + LY φ(x0)
)
+o(T ) . (II.57)
This relation implies also the initial condition
lim
T=0
(UTφ)(x0) = φ(x0) . (II.58)
For the proof, we rely on the scaling properties of paths as described in
paragraph A.3.6. For z in Z0,1 we define the scaled path zT in Z0,T by
zT (t) = T
1/2z(t/T ) . (II.59)
By scaling the differential equation (II.21), we get
dx(t/T ) = T 1/2X(α)(x(t/T ))dz
α
T (t) + TY (x(t/T ))d(t/T ) . (II.60)
Hence the transformation Σ(T, zT ) in N defined using the vector fields X(α)
and Y is the same as the transformation Σ(1, z) using the vector fields T 1/2X(α)
and TY . Moreover we can transfer the path integration from the variable
space Z0,T to the fixed space Z0,1, that is
(UTφ)(x0) =
∫
Z0,1
Dωs(z)φ(x0 ·Σ(T, zT )) . (II.61)
We use then a limited expansion of φ around φ(x0), namely
φ(x0 · Σ(T, zT )) = φ(x0) + T 1/2LX(α)φ(x0)zα(1)
+
T
2
LX(α)LX(β)φ(x0)zα(1)zβ(1)
+ TLY φ(x0) +O
(
T 3/2
)
.
(II.62)
Recall the integration formulas∫
Z0,1
Dωs(z) zα(1) = 0 (II.63)
and ∫
Z0,1
Dωs(z) zα(1)zβ(1) = shαβ/2π . (II.64)
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Collecting equations (II.61) to (II.64), we conclude the proof of (II.57).
The previous calculation can be extended to give the complete Taylor
expansion of (UTφ) (x0) around T = 0. Since the vector fields X(α) and Y
do not commute, we have to use a time-ordered exponential to express the
solution of the differential equation (II.21).
3.3. About the construction of Σ(T, z).
For simplicity, assume Y = 0 and hαβ = δαβ . Consider again a path
z : [0, T ] → Rd of class L2,1 with z(0) = 0. For each t in [0, T ], denote by
z1(t), · · · , zd(t) the components of the vector z(t) and define the transforma-
tion s(z(t)) on N by
x0 · s(z(t)) = x0 · σ(1)(z1(t)) · . . . · σ(d)(zd(t)) . (II.65)
Here
{
σ(α)(r)
}
denotes the one-parameter group of transformations in N with
generator X(α). In general, the vector fields X(α) do not commute, hence the
transformations s(z(t)) do not form a group. In the general case, we can use
a multistep method to solve the differential equation (II.21), hence
x0 ·Σ(T, z) = lim
n=∞
x0 ·s(z(T/n))·s(z(2T/n)−z(T/n))·. . .·s(z(T )−z(T−T/n)) .
(II.66)
Putting this into the integral (II.1), we obtain after some calculations the
following variant of the Lie, Trotter, Kato, Nelson formula
UTφ = lim
n=∞
(
U
(1)
T/n · · ·U (d)T/n
)n
φ . (II.67)
Here U
(α)
T for α in {1, · · · , d} corresponds to the one-dimensional case studied
in paragraph II.2, hence
U
(α)
T = exp
(
sT
4π
L2X(α)
)
. (II.68)
These relations are in agreement with
UT = exp
(
sT
4π
∑
α
L2X(α)
)
. (II.69)
4. Some generalizations.
4.1. Including a potential.
Consider the Schro¨dinger equation with potential
∂Ψ
∂t
=
s
4π
hαβ LX(α)LX(β)Ψ+ VΨ . (II.70)
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A path integral solution is obtained as follows
Ψ(T, x0) =
∫
Z0,T
Dsz ·exp
(
−π
s
Q0(z) +
∫
T
dt V (x0 · Σ(t, z))
)
φ(x0 · Σ(T, z)) .
(II.71)
The proof can be obtained by a slight generalization of the arguments pre-
sented in paragraph II.3. We can also use the following trick: we add one
variable Θ, considering the manifold N ×R. The vector fields X(α) in N give
vector fields, also denoted by Xα, in N × R, which have a zero component
on the factor R. Moreover Y = V (x)∂/∂Θ. The function Ψ(T, x) satisfies
the equation (II.70) if, and only if, the function Ψ(T, x) expΘ satisfies the
equation (II.2) on N × R. The differential system (II.21) is now written as{
dx = X(α)(x)dz
α
dΘ = V (x)dt .
(II.72)
Hence the transformation Σ(T, z) takes (x0,Θ0) into(
x0 · Σ(T, z), Θ0 +
∫
T
dt V (x0 ·Σ(t, z))
)
,
hence
φ((x0, 0) · Σ(T, z)) = φ(x0 · Σ(T, z)) exp
(∫
T
dt V (x0 ·Σ(t, z))
)
. (II.73)
Equation (II.71) follows easily from these remarks. Notice that the exponent
in this formula does not have a simple dynamical interpretation in general –
but see our illustrations in section IV.
4.2. Time-ordered product.
Suppose that F is a suitable functional on the space Z0,T . We generalize
equation (II.1) as follows
(
UFT φ
)
(x0) =
∫
Z0,T
Dωs(z)F (z)φ(x0 ·Σ(T, z)) . (II.74)
By imitating the proof of (II.47), we get
UGT+T ′ = U
F
T U
F ′
T ′ (II.75)
for functionals F on Z0,T and F
′ on Z0,T ′ , where the functional G on Z0,T+T ′
is defined by
G(z × z′) = F (z)F ′(z′) . (II.76)
21
III - Semiclassical Expansions
We shall compute the semiclassical approximation of the expression in the
basic equation (II.1). The scalar potential V is included via coupled equations
rather than via an additional variable, so that the equations will take readily
their familiar forms; i.e. we compute the wave function:
Ψ(tb, xb) =
∫
Z
Ds,Q0z · exp
(
−π
s
Q0(z)
)
.
exp
(
1
sh¯
∫ tb
ta
dt V (xb ·Σ(t, z))
)
· φ (xb · Σ(ta, z)) .
(III.1)
For ready use of our results in quantum physics, we compute Ψ(tb, xb). There-
fore in the general set up, we set t0 = tb, x0 = xb, hence Z is the space Zb
of paths vanishing at tb and x(tb, z) = xb. In paragraph 3, we give the corre-
sponding results for Ψ(tb, xa).
We choose an initial wave function given by
φ(x) = exp
(
− 1
sh¯
S0(x)
)
· T (x), (III.2)
where T is a smooth function on N with compact support, and S0 is an
arbitrary, but reasonable function on N .
The initial wave function given by (III.2) generalizes plane waves on
Rd, but is, obviously, not a momentum eigenstate. We can nevertheless
call the semiclassical expansion of Ψ(tb, xb) with this initial wave function
a “momentum-to-position transition amplitude” for three reasons:
(i) In the limit h = 0, assuming s = i, the current density corresponding
to the initial wave function φ is
lim
h=0
h¯
2i
(φ∗∇φ− (∇φ)∗φ) = |T |2 p , where p(x) = ∇S0(x) . (III.3)
Consequently, Ψ(tb, xb) is the amplitude corresponding to the transition from
momentum ∇S0(x) to position xb.
(ii) We shall expand (III.1) around a “classical path” zcl characterized
by initial momentum and final position.
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(iii) The leading terms (henceforth labeled WKB) of semiclassical ap-
proximations combine as if they were transitions between eigenstates, e.g.〈
position
∣∣ position〉
WKB
=
∫
d momentum
〈
position
∣∣ momentum〉
WKB〈
momentum
∣∣ position〉
WKB
[see reference 15, §7 in the Appendix].
Another useful initial wave function is
φ(x) = δxa(x) . (III.4)
The corresponding expression ψ(tb, xb) gives a position-to-position transition
amplitude. In general, this case is more complicated than the previous one,
because now the initial wave function restricts the domain of integration Z.
Moreover the paths z ∈ Z such that x(ta, z) = xa do not usually have a
common origin. Even at the very best, when N = Rd, and z (ta) ≃ xa − xb,
one needs to be careful because the domain of integration, say Za,b ⊂ Z, is not
a vector space but an affine space. Therefore, we shall compute position-to-
position transitions in section IV where we specialize the basic equation (III.1).
We shall treat in detail the case N = Rd and give the necessary indications
and references when N = O(M), a frame bundle over a Riemannian space
Md.
Semiclassical expansions are best analyzed in the broader context of
spaces of paths with no requirement on their boundary values. For instance
let PRd be a space of paths z with no requirement on z (ta), nor z (tb), and let
Pa,bRd be the subspace of PRd with d requirements at ta and d requirements
at tb. Let {S(ν, z)}ν be a one-parameter family of actions, and let U2d(ν)
be the 2d-dimensional space of motions made of the critical points of S(ν, z).
A classical paths zcl ∈ Pa,bRd for the action S(ν, z) is at the intersection of
Pa,bRd with U2d(ν). If the intersection is transversal, no Jacobi field of zcl is
in the tangent space to Pa,bRd. In this paper we assume that such is the case.
Otherwise there are caustics and we refer the reader to the literature [e.g. 2].
1. General strategy.
We introduce a Lagrangian
L(t, z) =
1
2
hαβ z˙
α(t)z˙β(t)− V (x(t, z)) (III.5)
where as usual x(t, z) is the solution of the differential equation (II.21) with
boundary condition x(tb, z) = xb. It is a function of z˙(t) and a functional of
z. From this Lagrangian we deduce the action functional
S(z) =
∫
TJ
dt L(t, z) + S0(x(ta, z)) (III.6)
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on the space Zb = P0Rd of paths z obeying the boundary condition z(tb) = 0.
Let zcl in Zb be a critical point of the action functional S.
As it is customary in the calculus of variations, we take a one-parameter
variation
z(λ) = zcl + λζ (III.7)
with ζ in Zb and the equation
d
dλ
S(z(λ))
∣∣∣∣
λ=0
= 0 (III.8)
has to be satisfied for all ζ. That yields, after integrating by parts, a functional
differential equation for zcl(ta).
Under the affine change of variable from z to ζ given by (III.7), we obtain
Q0(z) = Q0(zcl + λζ) = Q0(zcl) + 2λQ0(zcl, ζ) + λ
2Q0(ζ) (III.9)
and
Ds,Q0z = Ds,λ2Q0ζ. (III.10)
The expansion of x(·, z(λ)) around x(·, zcl) reads
P (zcl + λζ) = P (zcl) + λP
′ (zcl) · ζ + 1
2
λ2P ′′ (zcl) · ζζ +O(λ3). (III.11)
Here P ′ (zcl) and P
′′ (zcl) are the first and the second derivative mappings of
P at zcl, where P : Zb → PxbN takes z into x(·, z). We abbreviate x(t, zcl) to
xcl(t). They are of the form
(P ′ (zcl) · ζ)α (t) = −
∫ tb
t
ds
δxαcl(t)
δzβcl(s)
ζβ(s)
= −
∫ tb
t
ds kαβ(t, s) ζ
β(s) =: ξβ(t)
(III.12)
(P ′′ (zcl) · ζζ)α (t) = −
∫ tb
t
ds
(
−
∫ tb
t
du
)
δ2xαcl(t)
δzβcl(s)δz
γ
cl(u)
ζβ(s)ζγ(u)
=
∫ tb
t
ds
∫ tb
t
du kαβγ(t, s, u)ζ
β(s)ζγ(u). (III.13)
We could obtain the short time propagator by expanding the quantity
φ (xb · Σ(t, z)) in equation (III.1) around φ (xb) with xb ∈ N . Here, we shall
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expand φ (xb · Σ(t, z)) around φ (xb · Σ(t, zcl)) with zcl ∈ Zb. When we choose
for zcl a critical point of the action, we obtain the WKB approximation.
These are two different expansions, and in general, the short time propagator
is different from the WKB approximation [14]. But in some simple cases, they
are equal [1].
Remark. A simple and powerful argument of Stephen A. Fulling clarifies
this issue: The Schro¨dinger operator exp(−itH/h¯) can be written in terms
of dimensionless terms tHh¯ = −12A∆+ BV , where A = h¯tm and B = λth¯ with
λ a coupling constant. There are 4 different possible expansions of physical
interest:
– expansion in B, equivalently expansion in λ;
– expansion in A, equivalently expansion in m−1;
– expansion in A ·B, equivalently expansion in t;
– expansion in A/B, equivalently expansion in h¯.
2. Momentum-to-position transitions.
In this paragraph we take s = i and write Ds,Q0 simply as DQ0 . We
expand the integrand in (III.1) by taking z in the form zcl + ζ where zcl is a
critical point of the action functional S, with boundary condition zcl (tb) = 0.
The initial wave function is given by (III.2).
The terms independent of ζ combine to make the action function
S(tb, xb) = 12Q0(zcl)−
∫ tb
ta
dt V (xcl(t)) + S0(xcl(ta)) (III.14)
where xcl(t) is by definition x (t, zcl.). The terms linear in ζ∫
T
dt
(
hαβ z˙
α
cl(t)z˙
β
cl(t)−∇αV (xcl(t)) (P ′ (zcl) · ζ)
α
(t)
)
+∇α S0 (xcl(ta)) (P ′ (zcl) · ζ)α (ta)
(III.15)
vanish since zcl is a critical point of S such that zcl(tb) = 0. The quadratic
terms can be written in the form (Q0 +Q) (ζ). Thanks to the equations
(A.127) and (A.132), the corresponding integration is:∫
Z
DQ0ζ · exp
(
−π
s
(Q0 +Q) (ζ)
)
= Det (Q0/(Q0 +Q))
1/2
. (III.16)
Thus the dominating term of the semiclassical expansion of Ψ(tb, xb) is:
ΨWKB (tb, xb) = exp
(
i
h¯
S(tb, xb)
)
·Det (Q0/(Q0 +Q))1/2 · T (xcl(ta)) .
(III.17)
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We proceed to calculate Det(Q0/Qν), with Qν = Q0 + νQ, in the case
ν = 1. Physical arguments as well as previous calculations (see [6] and the
appendix of [15]) suggest that Det(Q0/Q1) is equal to detK
α
β (tb, ta), where
the Jacobi matrix Kαβ (tb, ta) is defined by:
Kαβ (tb, ta) =
∂zαcl(tb)
∂zβcl(ta)
. (III.18)
Therefore we shall construct a one-parameter family of actions S(ν, z) and a
one-parameter family of Jacobian matrices:
Kαβ (ν; tb, ta) :=
∂zαcl (ν; tb)
∂zβcl (ν; ta)
. (III.19)
We shall show that:
det
(
K(ν; tb, ta) ·K(0; tb, ta)−1
)
=: c(ν) (III.20)
satisfies the same boundary condition as Det (Q0/Qν), namely
c(0) = Det (Q0/Q0) = 1, (III.21)
and the same differential equation as Det (Q0/Qν), namely,
d
dν
ℓn Det (Qν/Q0) = Tr
(
Q−1ν
d
dν
Qν
)
= Tr
(
Q−1ν Q
)
(III.22)
(See equation (A.124) in Appendix A).
2.1. Differential equation satisfied by c(ν).
We choose the family S(ν, z) such that its second variation evaluated at
zcl be
S′′ (ν, zcl) · ζζ = Q0(ζ) + νQ(ζ) =: Qν(ζ) . (III.23)
It follows from its definition (III.18) that the β-column Kβ (ν; t, ta) of the
Jacobi matrix K(ν; t, ta) is the following Jacobi field along the classical path
zcl(ν, t) of the system governed by the action S(ν, z)
QνK(β)(ν; t, ta) = 0 (III.24)
Kα(β)(ν; ta, ta) = δ
α
β . (III.25)
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Relation (III.24) encodes a functional differential equation for K and an im-
plicit equation for dK(ν; t, ta) /dt at t = ta. It also gives, after differentiating
w.r.t. ν
Qν
d
dν
K(ν) = −QK(ν) (III.26)
which can be solved with the retarded Green’s function Gretν of Qν , namely:
d
dν
K(ν; t, ta) = −
∫
T
Gretν (t, s)Q(s)K(ν; s, ta) ds . (III.27)
The retarded Green’s function can be expressed in terms of Jacobi fields,
namely:
Gretν (t, s) = θ(t− s)J(ν; t, s) (III.28)
where θ is the step function, equal to 1 for t > s and 0 for t < s; more-
over J(ν; t, s) is a Jacobi matrix, i.e. each column is a Jacobi field. The
α-component of the β-Jacobi field J (β) (ν; t, ta) is
Jα(β) (ν; t, ta) =
∂zαcl(ν, t)
∂pcl,β (ν, ta)
(III.29)
where pcl(ν, t) := δS(ν, z)/δzcl(ν, t), here pcl,α(ν, t) = hαβ z˙βcl(ν, t).
¿From (III.20), we get the equation for c(ν):
d
dν
Jℓn c(ν) = tr
(
N(ν; ta, tb)
d
dν
JK(ν; tb, ta)
)
(III.30)
where the matrix N is the inverse of K
N(ν; ta, tb)K(ν; tb, ta) = 1l. (III.31)
Using (III.27) and (III.28), we obtain the sought-for differential equation:
d
dν
Jℓn c(ν) = − tr
(∫
TJ
ds J(ν; tb, s)Q(s)K(ν; s, ta)N(ν; ta, tb)
)
. (III.32)
Within focal distance of zcl (ν; ta), the d Jacobi fields K(β)(ν) and the d
Jacobi fields J (β)(ν) are linearly independent, and c(ν) is defined. It gives the
rate at which the flow of classical paths {zcl(ν)} diverges or converges.
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2.2. Comparison between the two differential equations (III.32) and (III.22).
We shall express Q−1ν in terms of Jacobi fields, as this is always possible
within focal distance of zcl (ta). The unique inverse Gν of Qν satisfies the
equation
QνGν = 1l (III.33)
with
Gν(tb, s) = 0 (III.34)
by virtue of (A.40) together with the specialization used in (A.62) when ap-
plied to the space Zb of paths vanishing at tb. Therefore (see formula (B.26)
in Appendix B)
Gν(t, s) = θ(s− t)K(ν; t, ta)N(ν; ta, tb)J(ν; tb, s)
− θ(t− s)J(ν; t, tb) N˜(ν; tb, ta) K˜(ν; ta, s)
(III.35)
where K˜ is the transpose of K, and N˜ is K˜’s inverse.
Substituting Q−1ν = Gν in (III.22) gives:
d
dν
JℓnDet(Qν/Q0) = tr
(∫
T
dtK(ν; t, ta)N(ν; ta, tb)J(ν; tb, t)Q(t)
)
.
(III.36)
Comparison with (III.32) shows that
ℓnDet (Qν/Q0) = −ℓn c(ν) (III.37)
i.e.10
Det (Q0/Qν) = det
(
K(ν; tb, ta) ·K(0; tb, ta)−1
)
. (III.38)
Here K(0; t, ta) satisfies
Q0K(0; t, ta) = 0 (III.39)
K(0; ta, ta) = 1l (III.40)
where
Q0(z) = −
∫
T
dt hαβ z¨
α(t)zβ(t)− hαβ z˙α(ta) zβ(ta) .
10 The credit for the technique used in deriving (III.38) is due to B. Nelson
and B. Sheeks [6]. It is made simpler and more general here by not integrating
Qν by parts. The first calculation giving the ratio of functional determinants
in terms of finite determinants can be found in [16, 5].
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Hence we have
d2
dt2
K(0; t, ta) = 0 ,
d
dt
K(0; t, ta)
∣∣∣∣
t=ta
= 0 (III.41)
therefore
Kαβ (0; t, ta) = δ
α
β . (III.42)
Inserting Det(Q0/Qν) = detK
α
β (tb, ta) into (III.17) we obtain:
ΨWKB (tb, xb) =
(
det
α,β
∂zαcl (tb)
∂zβcl (ta)
)1/2
· exp
(
i
h¯
S(tb, xb)
)
· T (xcl(ta)) . (III.43)
If zcl (tb) is conjugate to zcl (ta), in the sense of caustic theory, one needs [2]
to include terms in ζ of order higher than 2 in the calculation of Ψ.
2.3. End of calculation.
Equation (III.43) is not the end of the calculation; ΨWKB must be ex-
pressed in terms of xcl : T → N , where
xcl(t) = x(t, zcl) = xb · Σ (t, zcl) (III.44)
but not in terms of zcl : T→ Rd. Two techniques present themselves: we know
the evolution equation satisfied by the wave function Ψ on N , therefore we
can construct an action on N and find its critical points. But we do not need
to find xcl corresponding to zcl, we only need the expression corresponding to
the prefactor of (III.43). This can be obtained by a simpler technique.
Recall the parametrization P : P0Rd → PxbN given by P (z) = x. Corre-
sponding to the action functional S on P0Rd we get a functional S on PxbN
such that S = S ◦ P , i.e. S(x) = S(z). Making the substitution z = zcl + ζ
and expanding up to second order terms in ζ, we get
S(xcl) = S(zcl) (III.45)
S
′
(xcl) · δxcl
δzcl
= S′(zcl) (III.46)
S
′′
(xcl) · δxcl
δzcl
δxcl
δzcl
= S′′(zcl) . (III.47)
In the beginning of this paragraph we calculated the expansion of S(zcl + ζ)
up to second order and obtained the expression
S′′(zcl) · ζζ = Q0(ζ) +Q(ζ) = Q1(ζ) (III.48)
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for the second order variation. We also know that the infinite-dimensional
determinant Det(Q0/Q1) is equal to the determinant of the Jacobi matrix
∂zcl (tb) /∂zcl (ta).
Similarly we write
S
′′
(xcl) · δxcl
δzcl
ζ
δxcl
δzcl
ζ = Q0(ζ) +Q(ζ) (III.49)
and identify Q0 as follows. Let
S0(z) :=
1
2
Q0(z) (III.50)
and
S0(x(z)) := S0(z) (III.51)
then
Q0(ζ) := S
′′
0 (xcl) ·
δxcl
δzcl
ζ
δxcl
δzcl
ζ (III.52)
det
∂xcl (tb)
∂xcl (ta)
= Det
(
Q0/
(
Q0 +Q
))
= Det(Q0/(Q0 +Q)) . (III.53)
Therefore
det
∂xcl (tb)
∂xcl (ta)
= det
∂zcl (tb)
∂zcl (ta)
. (III.54)
In conclusion, we obtain the sought-for semiclassical expansion
ΨWKB (tb, xb) = det
(
∂xcl (tb)
∂xcl (ta)
)1/2
· exp
(
i
h¯
S (tb, xb)
)
· T (xcl(ta)) . (III.55)
According to equation (III.46), the path xcl in N is a critical point for the
action functional S : PxbN → R. By construction, we have
S
′
(x(·, z)) = S′(z) . (III.56)
Using equation (III.5) and (III.6) this can be made more explicit as follows
S(x) =
1
2
∫
T
dt hαβ z˙
α(t)z˙β(t)−
∫
T
V (x(t))dt+ S0(x(ta)) . (III.57)
In our general setup , the first integral remains somewhat implicit, but can
be used for practical calculations in the applications given in section IV.
The prefactor in (III.55) also gives the volume expansion or contraction of
a congruence of classical paths originating in the neighborhood of S0(xcl(ta))
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with momentum ∇S0(m), m ∈ N . This determinant depends both on the
choice of the initial wave function and the dynamics of the system.
Set dωa the volume element on N at xcl(ta) and dωb = det
(
∂xαcl(tb)
∂xβ
cl
(ta)
)
dωa;
then
lim
h=0
∫
CtbΩ
|Ψ(tb, xb)|2 dωb =
∫
Ω
|φ (xa)|2 dωa
where Ct belongs to the group of transformations generated by the classical
flow (see details in [5 p. 299]).
3. Diffusion problems.
In a diffusion problem, one is interested in computing the functional
integral
Ψ(tb, xa) =
∫
Z
Ds,Q0z exp
(
−π
s
Q0(z)
)
·
exp
(
1
sh¯
∫ tb
ta
dt V (xa · Σ(t, z))
)
· φ (xa ·Σ(tb, z))
(III.58)
where Z denotes now the space of paths z vanishing at t = ta. If we choose φ
to be of the form (III.2), namely
φ (xa · Σ(tb, z)) = φ (x(tb, z)) = exp
(
− 1
sh¯
S0 (x(tb, z))
)
T (x(tb, z)) (III.59)
then computing (III.58), with s = i, can be said to be computing the prob-
ability amplitude of a transition from a position xa to a momentum of the
form
p (xb) = ∇S0 (xb) (III.60)
for the end point xb = x(tb, z) of the path x.
With φ given by (III.59), one obviously expects the WKB approximation
of (III.58) to be
ΨWKB (tb, xa) = det
(
∂xαcl (ta)
∂xβcl (tb)
)1/2
exp
(
i
h¯
S(tb, xa)
)
· T (xcl(tb)) . (III.61)
Nevertheless, it is gratifying to derive (III.61) by the method followed in
paragraph 2. The only necessary changes are described as follows:
c(ν) = det
(
K(ν; ta, tb) ·K(0; ta, tb)−1
)
(III.20bis)
Gadνν (t, s) = θ(t− s)J(ν; s, t) = −θ(s− t)J(ν; t, s) (III.28bis)
Gν(t, s) = θ(s− t)J(ν; t, ta) N˜(ν; ta, tb) K˜(ν; tb, s)
− θ(t− s)K(ν; t, tb)N(ν; tb, ta) J(ν; ta, s)
(III.35bis)
(see formula (B.27) in Appendix B).
31
IV - Illustrations
The specializations presented in this section illustrate and develop the
general formulas derived in sections II and III. They differ by the choice of
the manifold N and of the initial wave function φ. We treat the case of scalar
wave functions, but the case of a tensor field is easily accommodated by using
the Lie derivative of tensor fields.
We are basically interested in the Schro¨dinger equation. So the reader
should substitute i to s in the formulas. Moreover, we want to evaluate the
value of the wave function Ψ at the final time tb, and final position xb. This
dictates the choice of the space Zb of paths, determined by z(tb) = 0.
1. Point-to-point transitions in a flat space.
The basic manifold N is the euclidean space Rd of dimension d, in carte-
sian coordinates (see paragraph IV.2 for other coordinates). For a vector x,
with coordinates x1, · · · , xd, we set its length to be |x| =
(∑d
α=1(x
α)2
)1/2
as
usual. We consider a particle of mass m moving in the field of a potential V .
The Lagrangian and action are given as usual by
L(x, x˙) =
m
2
|x˙|2 − V (x), (IV.1)
S(x(·)) =
∫
T
dt L(x(t), x˙(t)) . (IV.2)
In classical mechanics, we solve the equations of motion with suitable
boundary conditions:
m
··
xcl = −∇V (xcl) (IV.3)
xcl(ta) = xa , xcl(tb) = xb , (IV.4)
where xa, xb are points in R
d. In quantum mechanics, we want to solve the
Schro¨dinger equation
ih¯
∂Ψ
∂t
= − h¯
2
2m
∆Ψ+ VΨ (IV.5)
with initial condition
Ψ(ta, x) = φ(x) . (IV.6)
The point-to-point transition amplitudes are given by〈
tb, xb
∣∣ ta, xa〉 = Ψ(tb, xb) , (IV.7)
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where φ(x) is a delta function δ(x− xa).
The original claim of Feynman was that we can solve the Schro¨dinger
equation by the following path integral
Ψ(tb, xb) =
∫
Pb
Dx · eiS(x)/h¯ · φ(x(ta)) , (IV.8)
where Pb is the space of all paths x : T → Rd with endpoint at xb, namely
x(tb) = xb. The questionable part was the rigorous definition of the integrator
Dx.
To fit within our general framework, we consider translations acting on
Rd, namely
x · σ(α)(r) =
(
x1, · · · , xα−1, xα + λr, xα+1, · · · , xd) . (IV.9)
The corresponding Lie derivative is given by
LX(α)f = λ
∂f
∂xα
(IV.10)
and the parameter λ is chosen equal to (h/m)
1
2 . The general differential
equation dx = X(α)(x) · dzα reduces to dxα = λdzα (for α in {1, · · · , d}).
Hence the solution
x(t, z) = xb + λz(t) (IV.11)
describes the parametrization of the space Pb of paths x with x(tb) = xb by
the space Zb of paths z with z(tb) = 0. Accordingly, we obtain for the action
− 1
sh¯
S(x(·, z)) = −π
s
∫
T
dt |z˙(t)|2 + 1
sh¯
∫
T
dt V (x(t, z)) . (IV.12)
Substituting z for the integration variable x in equation (IV.8), we obtain the
path integral (remember that s = i in quantum mechanics)
Ψ(tb, xb) =
∫
Zb
Dz · exp
(
− 1
sh¯
S(x(·, z))
)
· φ(x(ta, z)) . (IV.13)
¿From our general results in section II, the function Ψ is a solution of the
differential equation
∂Ψ
∂t
=
s
4π
∑
α
L2X(α)Ψ+
1
sh¯
VΨ , (IV.14)
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that is
sh¯
∂Ψ
∂t
=
s2h¯2
2m
∆Ψ+ VΨ . (IV.15)
For s = i, this is the sought-for Schro¨dinger equation. The integrator Dz in
the space Zb is invariant under translations and is normalized by
11
∫
Zb
Dz · exp
(
−π
s
∫
T
dt |z˙(t)|2
)
= 1 . (IV.16)
We derive now the semiclassical approximation12. We use the initial wave
function φ(x) = δ (x− xa) and reparametrize the paths around the classical
path xcl, that is
x(t, ζ) = xcl(t) + λζ(t) , (IV.17)
with ζ in Zb. Since the integrator in Zb is invariant under translations, and
xcl(ta) = xa, we transform equation (IV.13) into
Ψ(tb, xb) =
∫
Zb
Dζ · exp
(
− 1
sh¯
S(xcl + λζ)
)
δ(λζ(ta)) . (IV.18)
In expanding S(xcl + λζ) in powers of λ, there is no term linear in λ, since
xcl is a critical point of the action functional S and because ζ(ta) = ζ(tb) = 0.
Hence we obtain
− 1
sh¯
S(xcl + λζ) = − 1
sh¯
S(xcl)− π
s
∫
T
dt |ζ˙(t)|2 (IV.19)
+
π
ms
∫
T
dt∇α∇βV (xcl(t)) ζα(t)ζβ(t) +O(h¯1/2) .
The action S(xcl) corresponding to the classical path xcl with endpoints
xcl(ta) = xa, xcl(tb) = xb is nothing else than the classical action function
S(tb, xb; ta, xa).
11 The scaling factor λ = (h/m)1/2 has been chosen in such a way that no
physical constant enters in this normalization. With the notations of para-
graph A.3.6, we have the dimensional equations
[zα] = T 1/2 , [t] = T .
12 Since λ = (h/m)1/2, the semiclassical expansion will proceed according
to the powers of h1/2.
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Omitting terms of order h¯1/2, we obtain the WKB approximation
ΨWKB(tb, xb) to Ψ(tb, xb). Using formulas (IV.18) and (IV.19), we derive
ΨWKB(tb, xb) = exp
(
− 1
sh¯
S(tb, xb; ta, xa)
)
· I , (IV.20)
with the integral
I =
∫
Zb
Dζ · exp
(
−π
s
Q1(ζ)
)
δ(λζ(ta)) . (IV.21)
Besides the quadratic form
Q0(ζ) =
∫
T
dt |ζ˙(t)|2 (IV.22)
corresponding to the free particle, we need the quadratic form
QV (ζ) = − 1
m
∫
T
dt hαβ(t) ζ
α(t)ζβ(t) (IV.23)
with hαβ(t) = ∇α∇βV (xcl(t)). In (IV.21), we use the quadratic form Q1 =
Q0 +QV .
The easiest method to calculate the functional integral I consists of the
following steps.
a) Changing the integrator: according to formulas (A.126), (A.132) and
(A.134) in Appendix A, we obtain I = I1I2 where
I1 = |Det(Q0/Q1)|1/2 s−Ind(Q1) , (IV.24)
I2 =
∫
Zb
Ds,Q1ζ · exp
(
−π
s
Q1(ζ)
)
δ(λζ(ta)) . (IV.25)
Here Ind(Q1) is the number of negative directions for the quadratic form Q1.
b) Restricting the domain of integration: to treat the δ factor in I2, we
use the linear change of variables ζ 7→ ζ(ta) from Zb to Rd. By a method
similar to the one used in paragraph A.3.8, we obtain
I2 = (det sW1(δta))
−1/2
λ−d , (IV.26)
where W1 is the quadratic form on Z
′
b inverse to Q1. Using the Green’s
function G given by equation (B.26), we evaluate the matrixW1(δta) as follows
W1(δta) = G(ta, ta) = N(ta, tb)J(tb, ta) . (IV.27)
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c) Reducing a functional determinant to a finite determinant: using the
same strategy as in paragraph III.2 we obtain
Det(Q0/Q1) = det
(
K(1; tb, ta)
−1
K(0; tb, ta)
)
. (IV.28)
Here K(ν; t, ta) is the Jacobi field defined by
QνK(ν; t, ta) = 0 , K(ν; ta, ta) = 1l (IV.29)
for ν equal to 0 or 1.
Finally, collecting the previous equations (IV.20) to (IV.29) and using
equations (B.11), (B.12), (B.7), (B.8), (B.19) and (III.42), we obtain the
WKB approximation to the point-to-point transition amplitudeJ (in the case
s = i):
〈
tb, xb
∣∣ ta, xa〉WKB = c h−d/2 ∣∣∣det ∂2S/∂xαa · ∂xβb ∣∣∣1/2 eiS/h¯ . (IV.30)
Here S = S(tb, xb; ta, xa) is the classical action function and the phase factor
c is epii(p−q)/4 where p (q) is the number of positive (negative) eigenvalues of
the van Vleck-Morette matrix
(
∂2S/∂xαa · ∂xβb
)
1≤α≤d
1≤β≤d
.
For the higher-order terms in the semiclassical approximation, whether
xcl is or is not a degenerate critical point of the action, we refer the reader to
the literature [5] or the references at the end of Appendix B. The reader can
easily transfer these old results using the simpler and more general formalism
of this paper.
2. Polar coordinates.13
Our basic integral is formulated in terms of a transformation Σ(t, z) on
a manifold N , in a form valid for an arbitrary system of coordinates. Before
considering the case of a general Riemannian manifold in paragraph IV.3, we
consider polar coordinates in a plane. The case of cylindrical coordinates in
R
3 is very similar.
“Path integrals in polar coordinates”, the 1964 paper by S.F. Edwards
and Y.V. Gulyaev [17] has been, and still is, at the origin of many investi-
gations. To the best of our knowledge, all the papers on the subject deal
with the discretized version of the path integral, and propose various path
integral prescriptions when the discretized values of the paths are expressed
in coordinates other than cartesian.
13 Contributed by John La Chapelle.
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The basic manifold is N = R2\{0} with coordinates x1 and x2. We also
consider the manifold N˜ =]0,+∞[×R with coordinates r, θ (sole restriction
r > 0) and the covering map Π : N˜ → N taking (r, θ) into (x1, x2) with
x1 = r cos θ , x2 = r sin θ . (IV.31)
Two points of N˜ map onto the same point of N if, and only if, their θ-
coordinates differ by an integral multiple of 2π.
Let ∆ = ∂
2
(∂x1)2 +
∂2
(∂x2)2 be the Laplacian in cartesian coordinates. We
know how to solve the Schro¨dinger equation
∂Ψ
∂t
=
s
4π
∆Ψ (IV.32)
by means of the path integral
Ψ(tb, xb) =
∫
Zb
Dz · e−piQ0(z)/sφ(x(ta, z)) (IV.33)
provided that x(t, z) is a solution of the differential system
dx1 = dz1 , dx2 = dz2 (IV.34)
with boundary condition x(tb, z) = xb. To solve the Schro¨dinger equation
in polar coordinates, we need only to transform the system (IV.34) in polar
coordinates with the help of the transformation equations (IV.31). Hence
dr = cos θ · dz1 + sin θ · dz2 = X1(1)dz1 +X1(2)dz2
dθ = −sin θr · dz1 + cos θr · dz2 = X2(1)dz1 +X2(2)dz2 .
(IV.35)
The vector fields X(1) and X(2) can be read off from the above equations:
LX(1) = cos θ ·
∂
∂r
− sin θ
r
· ∂
∂θ
, (IV.36)
LX(2) = sin θ ·
∂
∂r
+
cos θ
r
· ∂
∂θ
. (IV.37)
Hence, if (r(t, z), θ(t, z)) is the solution of the differential system (IV.35) such
that r(tb, z) = rb, θ(tb, z) = θb, the path integral
Ψ(tb, rb, θb) :=
∫
Zb
Dz · e−piQ0(z)/sφ(r(ta, z), θ(ta, z)) (IV.38)
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solves the Schro¨dinger equation (IV.32). As expected, the operator
∆ = L2X(1) + L2X(2) =
∂2
∂r2
+
1
r2
∂2
∂θ2
+
1
r
∂
∂r
is the Laplacian on R2\{0} in polar coordinates.
We want to evaluate the point-to-point transition amplitudes in polar
coordinates, denoted by
〈
tb, rb, θb
∣∣ ta, ra, θa〉. To obtain them, it suffices to
put φ(r, θ) = δ(r−ra)δ(θ−θa) in equation (IV.38). Solving the system (IV.35)
is easy by reverting to cartesian coordinates, hence{
r(t, z) cos θ(t, z) = rb cos θb + z
1(t)
r(t, z) sin θ(t, z) = rb sin θb + z
2(t) .
(IV.39)
For given x1, x2, the equations (IV.31) in r, θ have infinitely many solutions,
and we derive easily
δ(r cos θ − ra cos θa) δ(r sin θ − ra sin θa) = 1
ra
∑
n∈Z
δ(r − ra) δ(θ − θa − 2nπ) .
(IV.40)
Substituting r(t, z) to r and θ(t, z) to θ and taking into account equations
(IV.39), we obtain the path integral representation
1
ra
∑
n∈Z
〈
tb, rb, θb
∣∣ ta, ra, θa + 2nπ〉 = I . (IV.41)
Here we use the definitions
φ1(u) = δ
(
rb cos θb − ra cos θa − u1
)
δ
(
rb sin θb − ra sin θa − u2
)
(IV.42)
for u =
(
u1, u2
)
in R2, and
I =
∫
Zb
Dz · e−piQ0(z)/sφ1(z(ta)) . (IV.43)
This integral is nothing else than a point-to-point transition amplitude in
cartesian coordinates. We give now a derivation of the well-known formula
for this amplitude, by relying on our methods.
The integrand in equation (IV.43) depends only on z1(ta), z
2(ta), hence
as explained in paragraph A.2.2, we introduce the linear map L : Zb → R2
mapping z into z(ta). The image of the integrator Dz · e−piQ0(z)/s on Zb is
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a Gaussian integrator on R2; we need only the value of the corresponding
covariance matrix
Wαβ =
∫
Zb
Dz · e−piQ0(z)/s zα(ta)zβ(ta) . (IV.44)
According to formulas (A.57) and (A.62), we obtain
Wαβ =
s
2π
Gαβb (ta, ta) =
s
2π
δαβ(tb − ta) . (IV.45)
According to formulas (A.27) and (A.32), we transform the integral (IV.43)
into
I = (s (tb − ta))−1
∫
R
du1
∫
R
du2 exp
(
−π
s
|u|2
tb − ta
)
φ1(u) . (IV.46)
The function φ1(u) is a δ-factor and the final result is
I = (s (tb − ta))−1 exp
(
−π
s
r2a + r
2
b
tb − ta
)
exp
(
2π
s
rarb cos(θb − θa)
tb − ta
)
= (s (tb − ta))−1 exp
(
−π
s
|xb − xa|2
tb − ta
)
.
(IV.47)
¿From the equations (IV.41) and (IV.47) we cannot derive directly the
point-to-point transition amplitudes in polar coordinates. We defer to para-
graph IV.7 a further discussion of this point.
3. Frame bundles over Riemannian manifolds.14
We consider a Riemannian (or pseudo-Riemannian) manifold M of di-
mension d, with metric g, and the orthonormal frame bundle N = O(M)
over M , with projection π : O(M) → M . We want to choose vector fields
X(1), · · · , X(d) on O(M) such that the equation on the bundle O(M)
∂
∂tb
Ψ(tb, ρb) =
s
4π
hαβX(α)X(β)Ψ(tb, ρb) , (IV.48)
14 For a discussion of functional integrals when paths take their values in a
Riemannian space, see [5], [14] and [18].
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where ρb belongs to O(M) and the first-order differential operators are given
by X(α) = X
λ
(α)(ρb)
∂
∂ρλ
b
, gives by projection an equation on the base space M ,
namely:
∂
∂tb
ψ(tb, xb) =
s
4π
gλµDλDµψ(tb, xb)
=
s
4π
∆ψ(tb, xb) .
(IV.49)
Here Dλ is the covariant derivative defined by the Riemannian connection,
and Ψ = ψ ◦ π; moreover ∆ is the Laplace-Beltrami operator on M .
It has been shown in [13] that the covariant Laplacian ∆ at a point xb
of M can be lifted to a sum of products of Lie derivatives hαβX(α)X(β) at
the frame ρb in O(M); the integral curves of the set of vector fields
{
X(α)
}
starting from ρb at time tb are the horizontal lifts of a set of geodesics at
xb, tangent to the basis {eα} of TxbM corresponding to the frame ρb. The
constant matrix (hαβ) has been chosen with the same signature as the metric
g on M , and g(eα, eβ) = hαβ .
An explicit construction of
{
X(α)
}
goes as follows. Let ρ(t) be the hori-
zontal lift of a path x(t) in M defined by the Riemannian connection map15
σ : O(M)→ L(TM, TO(M)); it satisfies the differential equation
ρ˙(t) = σ(ρ(t)) · x˙(t) , ρ(tb) = ρb . (IV.50)
If we put ρ(t) = (x(t), u(t)) and ρb = (xb, ub), a solution ρ(t) of the previous
equation corresponds to the frame u(t) obtained by parallel transport of ub,
along the path x from xb to x(t). The frame u(t) is also an admissible map
u(t) : Rd → Tx(t)M
i.e. u(t) maps a d-tuple into a vector whose components in u(t) are the
chosen d-tuple; equivalently
(
u(t)−1x˙(t)
)α
is the α-coordinate of x˙(t) in the
u(t) frame. Set
z˙(t) := u(t)−1x˙(t) = z˙α(t)eα , (IV.51)
where {eα} denotes the canonical basis of the model space Rd. Then we can
express (IV.50) in the canonical form (II.21)
ρ˙(t) = X(α)(ρ(t)) z˙
α(t) , ρ(tb) = ρb (IV.52)
where X(α) is defined by
X(α)(ρ) = σ(ρ) · eα = (σ(ρ) ◦ u) · eα . (IV.53)
15 More explicitly, for a given frame ρ at a point x of M , σ(ρ) is a linear
map from TxM to TρO(M), mapping u into σ(ρ) · u for u in TxM .
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Here x is a point of M and ρ = (x, u) a frame, where u : Rd → TxM is an
admissible map.
If z˙(t) = eα, i.e. z˙
β(t) = δβα, the coordinates of x˙(t) are constant in
the frame u(t) parallel transported along x(t). Therefore x(t) is the geodesic
defined by
x(tb) = xb , x˙(tb) = eα . (IV.54)
With z˙(t) = eα, equation (IV.52) reads
ρ˙(α)(t) = X(α)
(
ρ(β)(t)
)
δβα = X(α)
(
ρ(α)(t)
)
.
The horizontal lift ρ(α)(t) of the geodesic (IV.54) is, as desired, the integral
curve of X(α) going through ρb at time tb. With X(α) defined by (IV.53), ρ
can be expressed in terms of the Cartan development map
(π ◦ ρ)(t) = x(t) = (Dev z)(t) . (IV.55)
The Cartan development is a bijection from a space of pointed paths (paths
with a fixed end point) on TxbM (identified to R
d via the frame ρb) into a
space of pointed paths on M – or vice versa. Here
Dev : P0TxbM → PxbM by z 7→ x . (IV.56)
The path x is said to be the development of z, if x˙(t) parallel transported
along x from x(t) to xb is equal to z˙(t) trivially transported to the origin of
TxbM , for every t ∈ T.
The path integral solution of (IV.48) is
Ψ(tb, ρb) =
∫
ZbJ
Dz · exp
(
−π
s
Q0(z)
)
Φ(ρ(ta, z)) (IV.57)
with ρ(t, z) solution of (IV.52). The path integral solution of (IV.49) is
ψ(tb, xb) =
∫
ZbJ
Dz · exp
(
−π
s
Q0(z)
)
φ((Dev z)(ta)) . (IV.58)
If a scalar potential is desired in (IV.48) or (IV.49), one can proceed along
either of the methods outlined in paragraph II.4.
The semiclassical approximation [5] of Ψ, with or without scalar po-
tential, is considerably more complicated to compute than the semiclassical
approximation of Ψ given in section III. For an initial wave function φ of type
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(III.2) the blue-print given in Section III.2 is complete. If one wishes to com-
pute the point-to-point propagator on a Riemannian space M , one chooses
the initial wave function on M to be
φ(x) = δxa(x) . (IV.59)
The detailed calculation can be found in reference [5, pp. 309-311]. The devel-
opment map cannot parametrize spaces of paths with two fixed points16 but
(IV.59) with (Dev z)(ta) substituted to x restricts the domain of integration
appropriately.
The following remarks simplify the calculations.
Remark 1. According to the formulas∫
T
dt hαβ z˙
α(t)z˙β(t) =
∫
T
dt gµν(x(t))x˙
µ(t)x˙ν(t)
=
∫
T
dt gµν(x(t))ρ˙
µ(t)ρ˙ν(t) ,
(IV.60)
development map and horizontal lift preserve lengths and angles.
Remark 2. If z develops into a classical paths xcl, the determinant of the
derivative mapping Dev′(z) is unity. For the proof see, for instance, reference
[5], p. 308.
4. A multiply connected manifold.
The domain of integration, a space of pointed paths PxN , is the union
of disjoint sets made of paths in different homotopy classes. We recall in
paragraphs a) and b) earlier calculations of propagators on multiply connected
spaces. Then, in paragraph c), we explain how these methods fit into our
general framework.
a) It was shown [3] in 1971 that, for a system with a multiply connected
configuration space N , the propagator K is a linear combination of propaga-
tors K(α) ∣∣KA∣∣ =
∣∣∣∣∣∣
∑
gα∈pi1(N)
χA(gα)K(α)
∣∣∣∣∣∣ . (IV.61)
Each K(α) is obtained by summing over paths in the same homotopy class, say
α; the set
{
χA(gα
}
α
forms a representation, labeled A, of the fundamental
16 For instance, two geodesics on S2 intersect at two antipodal points; they
are the developments of two halflines with one common origin.
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group π1(N). Since a homotopy class cannot be identified uniquely with an
element of π1(N), the propagator is defined modulo an overall phase factor.
There are as many propagators KA as there are inequivalent representations
of π1(N).
The proof of (IV.61) uses two facts:
i) the superposition principle of quantum propagators implies the linear
combination of partial propagators;
ii) the fundamental group based at a point is isomorphic to the funda-
mental group based at another point, but not canonically so. Therefore the
pairing
(
gα, K(α)
)
is done by choosing an homotopy mesh (choosing a point
for the fundamental group, and pairing one group element with one homotopy
class), then requiring that the result be independent of the homotopy mesh.
b) Later on [14, see also 18, p. 65] the same result (worked out for a
different example) was obtained from stochastic processes on fibre bundles.
The basic steps are as follows17.
i) A universal covering N˜ is a principal G-bundle with projection
Π : N˜ → N , where N = N˜/G and G is a discrete group of automorphisms of
N˜ isomorphic to the fundamental group of N . For example, N = S1 = R/Z
and N˜ = R is a Z-principal bundle over S1.
ii) The wave function for a system with configuration space N is a sec-
tion of a bundle weakly associated to N˜ . i.e. a bundle whose typical fibre is
associated to a not necessarily faithful representation of G, hence to a repre-
sentation of a group homomorphic to G, says G0. For example if N = S
1,
a vector bundle over S1 with structure group U(1) is weakly associated to a
Z-principal bundle over S1 by a homomorphism hα of Z into U(1) mapping n
into einα.
iii) There is a unique connection on N˜ : the horizontal lift x˜ of a pointed
path x with fixed point x˜(t0) = x˜0 is uniquely defined by the lift x˜0 of x0.
This unique connection defines the parallel transport of the wave function
φ(x(t)) back to x0.
Consider for instance the case where N˜ = R, N = S1 and Π(x) = eix.
Take for φ a section of a U(1)-bundle defined by the homomorphism hα as
above. Let x(t) be a map into S1, lifted to a map x˜0(t) into R in such a way
that x(t) = eix˜0(t). The other liftings are given by
x˜k(t) = x˜0(t) + 2πk (IV.62)
17 We refer the reader to paragraph IV.7 for an explicit example where we
use this strategy.
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for k in Z. The parallel transport of φ(x˜k(t)) to x0 is given by the formulas
τ tt0φ(x˜k(t)) = h˜α(x˜0)h˜α(x˜k(t))
−1
φ(x(t)) (IV.63)
and
h˜α(x˜k(t))
−1
= h˜α(x˜0(t))
−1
hα(k)
−1 = e−ikαh˜α(x˜0(t)) . (IV.64)
The map h˜α is the bundle map from the Z-bundle R over S
1 to the U(1)-
bundle corresponding to the map hα : Z→ U(1).
iv) Summing the wave function τ tt0φ(x˜k(t)) over all k’s gives the solution
Ψ(t, x0) of a parabolic equation with initial value Ψ(t0, x0) = φ(x0).
In both computations outlined above, one chooses a representation of the
fundamental group,
{
χA(gα)
}
, or the homomorphism h : G→ G0.
c) We specialize our basic formula (II.1)
Ψ(tb, xb) =
∫
Zb
Dz · e−piQ0(z)/sφ(xb · Σ(ta, z)) (IV.65)
to the case where N is multiply-connected. To calculate the point-to-point
transition amplitudes, we select φ(x) of the form δxa(x) with a δ-factor cen-
tered at a point xa of N . Denote the evaluation map taking z into xb ·Σ(ta, z)
by ε : Zb → N . Since Zb is contractible, we can lift ε to a map ε˜ : Zb → N˜
into the universal covering N˜ of N and hence ε = Π ◦ ε˜. In the path integral
(IV.65), the domain of integration is restricted by the δ-factor δxa(x) to the
inverse image ε−1(xa). It consists of paths such that xb · Σ(ta, z) = xa and
splits as the union of domains ZΓ = ε˜
−1(x˜Γ) where x˜Γ runs over the various
points of N˜ mapping to xa by Π. The labels Γ correspond to the various ho-
motopy classes of paths x : T → N such that x(ta) = xa, x(tb) = xb. Hence
the integral (IV.65) splits into a sum of integrals over the various subdomains
Ψ(tb, xb) =
∑
Γ
∫
ZΓ
Dz · e−piQ0(z)/sδxa(xb · Σ(ta, z)) . (IV.66)
This equation is the justification of the heuristic idea used in (IV.61)
that the building blocks of K are the propagators K(α) obtained by summing
over paths in the same homotopy class. To explain the coefficients χA(gα)
we can proceed as follows: using the previous notations N˜ , Π, G, consider
a homomorphism χA of G into U(1). The corresponding wave functions are
functions φ˜ on N˜ such that φ˜(x˜g) = χA(g)φ˜(x˜) for g in G and x˜ in N˜ . We
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denote by Σ˜(t, z) the lifting of Σ(t, z) to N˜ and generalize equation (IV. 65)
by
Ψ˜(tb, x˜b) =
∫
Zb
Dz · e−piQ0(z)/sφ˜
(
x˜b · Σ˜(t, z)
)
. (IV.67)
The function Ψ˜ will satisfy the same transformation property as φ˜ and when
φ˜ is a δ-factor, we can split the integration domain into subdomains ZΓ as
above. We recover then the results derived in paragraphs IV 4a and b.
5. Gauge fields.
We begin with the case of an abelian gauge group. In physical terms,
we consider a particle of mass m and electric charge e moving under the
influence of a magnetic potential A, with components Aα(x) at the point x.
We consider generally a d-dimensional space Rd in cartesian coordinates xα
(α ∈ {1, · · · , d}) and metric |x|2 = δαβxαxβ . The classical Lagrangian is given
by
L(x, x˙) =
m
2
|x˙|2 + eAα(x)x˙α , (IV.68)
hence the action functional
S(x) =
∫
T
dt L(x, x˙) =
m
2
∫
T
|dx|2
dt
+ e
∫
T
Aαdx
α . (IV.69)
The equation of motion can be derived from this Lagrangian, and can be put
into the Hamiltonian form with the following definitions
pα = mx˙
α + eAα , H = |p− eA|2 /2m. (IV.70)
The corresponding Schro¨dinger equation is obtained in the standard way by
replacing pα by the operator
h¯
i
∂
∂xα in the definition of H, and reads as
ih¯
∂ψ
∂t
=
1
2m
∑
α
(
h¯
i
∂
∂xα
− eAα(x)
)2
ψ . (IV.71)
Our goal in this paragraph is to fit the well-known path integral solution of
this equation into our general framework.
It has long been recognized [19] that it is desirable to treat ψ as a section
of a complex line bundle (here over Rd) associated to a principal U(1)-bundle
via the canonical representation of U(1) acting on C by multiplication. We
describe the main steps of this construction.
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5.1. The invariant formalism.
The base space is M = Rd. The gauge group G is the set U(1) of complex
numbers of modulus one g = eiΘ. We consider a principal bundle P , with G
acting from the right via (p, g) 7→ p · g, and projection Π : P →M .
The connection is a differential form ω on P with the transformation
rule
ω(p · g) = ω(p) + g−1dg . (IV.72)
With the angular coordinate Θ such that g = eiΘ, one obtains g−1dg = idΘ
for the invariant differential form on U(1), hence the Lie algebra g of U(1)
is naturally identified with the set of pure imaginary numbers, and ω is pure
imaginary.
For any path x : T→ M and any point pb in P with Π(pb) = x(tb), the
horizontal lifting is a curve ξ : T→ P satisfying the following conditions:
Πξ(t) = x(t) , ξ(tb) = pb (IV.73)〈
ωξ(t), ξ˙(t)
〉
= 0 , (IV.74)
where ωξ(t) is the value of ω at the point ξ(t) of P , that is a linear form on
the tangent space Tξ(t)P .
Let L be the associated line bundle. For any point x in M , a point p of
P with Π(p) = x corresponds to an admissible map p̂ : C → Lx where Lx is
the fiber of L above the point x. If ψ is a section of L over M , its value at
point x is an element ψ(x) of Lx, hence p̂
−1(ψ(x)) is a complex number Ψ(p).
In this way (see e.g. [20], vol. I, p. 404), we identify the section ψ of L to a
function Ψ : P → C with the transformation rule
Ψ(p · g) = g−1 ·Ψ(p) (IV.75)
for p in P and g in G.
5.2. Fixing the gauge.
A fixing of the gauge corresponds to a section s :M → P of the principal
bundle. When s is chosen, we may identify P with M ×G in such a way that
p = s(x) ·g in P correspond to (x, g) inM ×G. A section ψ of the line bundle
L corresponds now to a wave function, that is to a complex-valued function on
M and the corresponding function Ψ onM×G is given by Ψ(x, g) = g−1ψ(x)
and conversely ψ(x) = Ψ(x, 1), or intrinsically ψ = Ψ ◦ s.
The differential form ω on P gives by pull-back via s : M → P a purely
imaginary differential form on M , to be written as − ieh¯A to fit with standard
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physical dimensions. Hence the differential form A on M can be written
as Aα(x)dx
α and the functions Aα(x) are the components of the magnetic
potential. On M ×G the differential form ω is given by
ω = g−1dg − ie
h¯
A = i
(
dΘ− e
h¯
Aαdx
α
)
(IV.76)
(for g = eiΘ).
Let x : T→M be a path. The horizontal lifting ξ of x is now described
by ξ(t) =
(
x(t), eiΘ(t)
)
and since ω induces a zero form on the image ξ(T) ⊂
M ×G, we obtain the differential equation
Θ˙ =
e
h¯
Aα(x(t))x˙
α(t) (IV.77)
(see e.g. [18, pp. 64-65]).
Changing the gauge corresponds to choosing another section s1 :M → P .
There exists then a function R : M → R such that s1(x) = s(x) · e−ieR(x)/h¯.
In the new gauge, the section of the line bundle L corresponds to a new wave
function
ψ1(x) = e
ieR(x)/h¯ψ(x) (IV.78)
and the new components of the magnetic potential are given by
A1α(x) = Aα(x) +
∂R(x)
∂xα
. (IV.79)
5.3. Path integrals.
We revert to the notations in paragraph IV.1. The constant λ is again
(h/m)1/2 and we parametrize the paths x with x(tb) = xb by
x(t, z) = xb + λz(t) (IV.80)
where z runs over the space Zb. The horizontal lift of the previous path is
given by
ξ(t, z) =
(
x(t, z), eiΘ(t,z)
)
. (IV.81)
Taking into account the differential equation (IV.77), we obtain the following
differential system{
dxα(t) = λdzα(t) for α in {1, · · · , d}
dΘ(t) = eλh¯ Aα(x(t))dz
α(t) .
(IV.82)
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This system has the canonical form (II.21) where the vector fieldsX(1), · · · , X(d),
Y are given by
LX(α) = λ
(
∂
∂xα
+
e
h¯
Aα(x)
∂
∂Θ
)
, Y = 0 . (IV.83)
Notice that for Ψ(x,Θ) = e−iΘψ(x), we have
LX(α)Ψ(x,Θ) = e−iΘ · λDαψ(x) (IV.84)
with the differential operator (see e.g. [20, p. 405]):
Dα =
∂
∂xα
− ie
h¯
Aα(x) . (IV.85)
Our general partial differential equation
∂Ψ
∂t
=
s
4π
∑
α
L2X(α)Ψ (IV.86)
translates now as
∂ψ
∂t
=
s
4π
h
m
∑
α
D2αψ (IV.87)
for the ψ-compoment of Ψ. For s = i, this equation coincides with the
Schro¨dinger equation (IV.71).
Feynman path integral solution to this equation reads as follows:
ψ(tb, xb) =
∫
Pb
Dx · eiS(x)/h¯φ(x(ta)) (IV.88)
where the action S(x) is given by equation (IV.69). Parametrizing the paths x
in Pb by the paths z in Zb (see equation (IV. 80)), we can rewrite the previous
path integral as18
ψ(tb, xb) =
∫
Zb
Dz · epiiQ0(z) exp
(
ie
h¯
∫
T
Aα(x(t, z))dx
α(t, z)
)
φ(x(ta, z)) .
(IV.89)
18 We give the formula in the oscillatory case s = i. The reader is invited
to work out the formulas for the case s = 1. The definition of Q0(z) is given
in equation (IV.22).
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Replacing ψ(x) by Ψ(x,Θ) = e−iΘψ(x) and similarly φ(x) by Φ(x,Θ) =
e−iΘφ(x), we can absorb the phase factor and obtain
Ψ(tb, xb,Θb) =
∫
Zb
Dz · epiiQ0(z)Φ((xb,Θb) · Σ(ta, z)) . (IV.90)
The transformation Σ(t, z) of the bundle space M × G takes (xb,Θb)
into (xb + λz(t), Θb − eλh¯
∫ tb
t
Aα (xb + λz(t)) dz
α(t)) and corresponds to the
integration of the differential system (IV.82).
5.4. Various generalizations.
a) It is easy to incorporate an electric potential V . The complete action
functional is now
S(x) =
m
2
∫
T
|dx|2
dt
+ e
∫
T
Aαdx
α − V dt . (IV.91)
Feynman solution (IV.88) is still valid and can be made explicit as
ψ(tb, xb) =
∫
Zb
Dz · epiiQ0(z) exp
(
ie
h¯
∫
T
Aαdx
α − V dt
)
φ(x(ta, z)) (IV.92)
where the line integral
∫
T
Aαdx
α − V dt is calculated along the path x(·, z).
The Schro¨dinger equation reads as follows:
ih¯
∂ψ
∂t
=
1
2m
∑
α
(
h¯
i
∂
∂xα
− eAα(x)
)2
ψ + eV ψ . (IV.93)
b) A non-abelian gauge group is for instance G = U(N); a more general
compact gauge group can always be realized as a closed subgroup of some
unitary group U(N). We mention a few of the required changes. The Lie
algebra g is the set of matrices of the form iE where E is an N -by-N hermitian
matrix. The connection form ω on the principal bundle P takes its values in
g and the transformation rule is now
ω(p · g) = g−1ω(p)g + g−1dg (IV.94)
where ω(p), g, dg are N -by-N matrices and the products are given by matrix
multiplication.
For the associated vector bundle L, we consider the natural action of
U(N) on the complex vector space CN . Hence a section ψ of L corresponds
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to a function Ψ : P → CN such that Ψ(p · g) = g−1 ·Ψ(p) for p in P and g in
G = U(N).
In a given gauge the form ω is given by ω(x, g) = g−1dg− ieh¯A(x), where
A(x) = Aα(x)dx
α is a hermitian N -by-N matrix of differential forms on M .
A gauge transformation is given by the formulas
ψ1(x) = U(x)
−1ψ(x) (IV.95)
A1α(x) = U(x)
−1Aα(x)U(x) +
ih¯
e
U(x)−1
∂
∂xα
U(x), (IV.96)
where U(x) is a unitary matrix depending on the point x of M .
The horizontal lift of a path x : T →M is of the form ξ(t) = (x(t), U(t))
where the unitary matrix U(t) satisfies the differential equation
U˙(t) =
ie
h¯
U(t) ·Aα(x(t))x˙α(t) . (IV.97)
We can solve this equation in the standard way using time-ordered exponen-
tials T exp.
The Schro¨dinger equation is still written in the form (IV.87), but Dα
is now a matrix of differential operators, namely ∂∂xα · 1l − ieh¯Aα(x) where
Aα(x) is an N -by-N hermitian matrix. In the path integral (IV.89) replace
the exponential factor by
T exp
(
ieλ
h¯
∫ tb
ta
Aα(xb + λz(t)) dz
α(t)
)
. (IV.98)
c) We could consider gauge groups over a curved manifold and combine
the results of paragraph IV.3 with those of the present paragraph.
6. A symplectic manifold.19
Let N be a symplectic manifold M of dimension d = 2n. The mani-
fold M represents the classical phase space of a physical system – usually
the cotangent bundle T ∗Q of a configuration space Q but not necessarily.
Paths in M have n initial and n final boundary conditions. These boundary
conditions are consistent with the requirement of quantum uncertainty, and
they imply a choice of polarization20. Hence, it is possible to cover M with a
19 Contributed by John LaChapelle.
20 Roughly speaking, a polarization is a foliation of M whose leaves are
Lagrangian submanifolds of dimension n.
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family of open subsets {Ui} such that each Ui is diffeomorphic to a product
of two transverse Lagrangian submanifolds Li ×L′i. For simplicity consider a
symplectic manifold which admits global transverse Lagrangian submanifolds
L and L′, and identify M with L × L′. Set x(t) in the form (xL(t), xL′(t))
with xL(t) in L and xL′(t) in L
′, in such a way that xL(tb) = xb and that
xL′(ta) = xa.
We require the group generated by the transformations Σ(T, z) to be a
subgroup of the group of symplectomorphisms which leave the polarization
invariant. This implies that the set
{
X(α)
}
is of the form
{
X(a), X(a′)
}
such
that X(a)(xL′(t)) = 0, X(a′)(xL(t)) = 0, and
[
X(a), X(a′)
]
= 0. Here a ∈
{1, · · · , k}, a′ ∈ {k + 1, · · · , d}, and k is a fixed integer between 1 and d,
possibly, but not necessarily, equal to d/2. Consequently, a path satisfies the
differential equations{
dxL(t) = X(a)(xL(t)) dz
a + Y (xL(t)) dt
dxL′(t) = X(a′)(xL′(t)) dz
a′ + Y (xL′(t)) dt ,
(IV.99)
and the general formula (II.1) becomes
(Utb,taφ)(xb, xa) :=
∫
ZL
∫
ZL′
DzLDzL′ · e−piQ0(zL,zL′)/s
×φ(xb · Σ(ta, zL) , xa · Σ(tb, zL′)) ,
(IV.100)
where now hαβ =
(
hab 0
0 ha
′b′
)
. Here ZL is the space of paths zL : T→ Rk
such that zL(tb) = 0, and ZL′ is the space of paths zL′ : T→ Rd−k such that
zL′(ta) = 0. Each functional integral separately satisfies a partial differential
equation: 
∂ΨL
∂ta
= s4πh
abLX(a)LX(b)ΨL + LYΨL
∂ΨL′
∂tb
= s4πh
a′b′LX(a′)LX(b′)ΨL′ + LYΨL′ ,
(IV.101)
where ΨL := Ψ|L and ΨL′ := Ψ|L′ .
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6.1. The case of a cotangent bundle.
Choosing an initial function φ is choosing a transition amplitude. We
consider the case whereM is the cotangent bundle of a flat configuration space
Q, hence M = Q × P where Q and P are finite-dimensional vector spaces
in duality. In order to define position-to-position transition amplitudes, we
choose the initial function of the form φ(q, p) = δ(q − qa). Equation (IV.100)
yields
K(qb, tb; qa, ta) =
∫
ZQ
∫
ZP
DzQDzP · exp
(
−π
s
Q0(zQ, zP )
)
h(zQ, zP )
(IV.102)
where the integrand is given by
h(zQ, zP ) = δ(qb · Σ(ta, zQ)− qa) . (IV.103)
In order for the transition amplitudes to be consistent with the initial
wave function, we require lim
ta→tb
K(qb, tb; qa, ta) to be equal to δ(qb − qa). But
the integrand h(zQ, zP ) tends to δ(qb · Σ(tb, zQ)− qa) = δ(qb − qa) when ta
tends to tb, a limit independent of zQ, zP . Hence, provided we can interchange
limit and integration, we get
lim
ta→tb
K(qb, tb; qa, ta) =
∫
ZQ
∫
ZP
DzQDzP · exp
(
−π
s
Q0(zQ, zP )
)
δ(qb − qa) .
Hence this is equal to δ(qb − qa) by the normalization of our integrator.
We handle the other cases in a similar way.
a) Momentum-to-position amplitude K(qb, tb; pa, ta): use the initial func-
tion h−n/2eiqb·p/h¯ and the integrand
h−n/2 exp
(
i
h¯
qb · (pa · Σ(tb, zP ))
)
. (IV.104a)
b) Position-to-momentum amplitude K(pa, ta; qb, tb): use the initial func-
tion h−n/2e−iq·pa/h¯ and the integrand
h−n/2 exp
(
− i
h¯
(qb · Σ(ta, zQ)) · pa
)
. (IV.104b)
c) Momentum-to-momentum amplitude K(pb, tb; pa, ta): use the initial
function δ(p− pb) and the integrand
δ(pa ·Σ(tb, zP )− pb) . (IV.104c)
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It follows easily from these definitions that
K(pb, tb; pa, ta) = h−n/2
∫
Q
dqb e
−iqb·pb/h¯K(qb, tb; pa, ta) (IV.105)
K(qb, tb; qa, ta) = h−n/2
∫
P
dpb e
iqb·pb/h¯K(pb, tb; qa, ta) . (IV.106)
6.2. Coherent states.
More general transition amplitudes, which cannot be interpreted as posi-
tion-to-momentum transitions, are possible by choosing more complicated
initial wave functions, different polarizations, and/or by having non-trivial
phase spaces. For instance, coherent state transitions can be calculated –
given a suitable characterization of coherent states.
Choose a Ka¨hler polarization on a non-trivial symplectic manifold, so
that M is a Ka¨hler manifold M of complex dimension n. It is convenient
(though not necessary) to take the phase space to be the product manifold
M × M with coordinates (ζ, z) and complex dimension 2n. Following the
work of Berezin [21] and Bar-Moshe and Marinov [22], we use generalized
coherent state wave functions φζ′(ζ) = expK(ζ, ζ
′
) where K(ζ, ζ
′
) is the
Ka¨hler potential. Consider the function φ : M ×M → C given by φ(ζ, ζ′) =
eK(ζ,ζa) and take zM : T→ Cn such that zM (tb) = 0 and zM : T→ Cn such
that zM (ta) = 0. Then
K(ζb, tb; ζa, ta) := ∫
ZM
∫
Z
M
DzM DzM · e−piQ0(zM ,zM)/seK(ζb·Σ(ta,zM ),ζa)
are generalized coherent state transition amplitudes. Note thatK(ζb, tb; ζa, ta)
= K(ζb, tb; ζa, ta), and lim
ta→tb
K(ζb, tb; ζa, ta) = expK(ζb, ζa) provided the
limit can be taken inside the integral.
7. A simple model of the Bohm-Aharonov effect.
We illustrate on an elementary example various techniques expounded in
this section. Our basic manifold N is the euclidean plane R2 with the origin
removed. As in paragraph IV.2, we denote the cartesian coordinates by x1, x2.
The universal covering of N is the set N˜ of pairs of real numbers r, θ with
r > 0, and the covering map Π : N˜ → N is described by equation (IV.31),
namely x1 = r cos θ, x2 = r sin θ.
We introduce a magnetic potential A with components
A1 = − Fx
2
2π |x|2 , A2 =
Fx1
2π |x|2 . (IV.107)
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The magnetic field has one component B perpendicular to our plane, given
by
B =
∂A1
∂x2
− ∂A2
∂x1
, (IV.108)
and an obvious calculation gives B = 0 outside of the origin. But the circu-
lation
∮
A1dx
1 +A2dx
2 on any loop around the origin is equal to F , hence
B = Fδ(x) . (IV.109)
Physically, we have a wire perpendicular to the plane through its origin, car-
rying a magnetic flux equal to F .
Denote by m the mass and by e the electric charge of a particle. For a
path x : T → N , with components x1(t), x2(t) at time t, the action is given
by
S(x) = S0(x) + SM (x) , (IV.110)
with the kinetic action
S0(x) =
m
2
∫
T
|dx|2
dt
(IV.111)
and the magnetic action
SM (x) =
eF
2π
∫
T
x1dx2 − x2dx1
(x1)2 + (x2)2
. (IV.112)
We fix a point xb in N , and denote byXb the set of paths x : T→ N for which
the kinetic action S0(x) is finite (that is the L
2,1 paths) with the boundary
condition x(tb) = xb. On Xb, we denote by Dx the translation-invariant
integrator normalized by∫
Xb
Dx · exp
(
i
h¯
S0(x)
)
= 1 . (IV.113)
The free position-to-position transition amplitudes are defined by
〈
tb, xb
∣∣ ta, xa〉0 = ∫
Xb
Dx · exp
(
i
h¯
S0(x)
)
δ(x(ta)− xa) . (IV.114)
According to the calculation made at the end of paragraph IV.2, we get21
〈
tb, xb
∣∣ ta, xa〉0 = −mih(tb − ta) exp
(
i
h¯
S0(xcl)
)
, (IV.115)
21 We express our formulas directly in terms of the path x, and have no
need for the scaling x = λz introduced earlier.
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where xcl is the classical path of a free particle, namely:
xcl(t) =
xa(tb − t) + xb(t− ta)
tb − ta . (IV.116)
Hence, we obtain explicitely
S0(xcl) =
m
2
|xb − xa|2
tb − ta , (IV.117)
that is, the WKB approximation (IV.30) is exact in our case.
We consider now the transition amplitudes in the given magnetic poten-
tial:
〈
tb, xb
∣∣ ta, xa〉F = ∫
Xb
Dx · exp
(
i
h¯
S(x)
)
δ(x(ta)− xa) . (IV.118)
According to (IV.87), we consider the Schro¨dinger equation
∂ψF
∂t
=
ih¯
2m
(
D21 +D
2
2
)
ψF (IV.119)
with the differential operators Dα =
∂
∂xα
− ie
h¯
Aα. Explicitly, we obtain
∂ψF
∂t
=
ih¯
2m
LψF , (IV.120)
with
L =
(
∂
∂x1
)2
+
(
∂
∂x2
)2
− 2ci|x|2
(
x1
∂
∂x2
− x2 ∂
∂x1
)
− c
2
|x|2 . (IV.121)
The constant c is equal to eF/h; it is dimensionless. The solution to the
equation (IV.119) is given by
ψF (tb, xb) =
∫
N
dxa
〈
tb, xb
∣∣ ta, xa〉F ψF (ta, xa) , (IV.122)
a formula equivalent to our more familiar one
ψF (tb, xb) =
∫
Xb
Dx · exp
(
i
h¯
S(x)
)
φ(x(ta)) (IV.123)
if we take into account the initial wave function φ(x) = ψF (ta, x) at time ta.
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We lift now everything to the universal covering N˜ . By means of the
formulas (IV.31), the wave function is now a function ψ˜F (t, r, θ) with the
restriction
ψ˜F (t, r, θ + 2π) = ψ˜F (t, r, θ) (IV.124)
that is, a function on T × N˜ invariant under the group Z acting on N˜ by
(r, θ) · n = (r, θ + 2πn). The Schro¨dinger equation (IV.120) keeps its form
with L changed into the new operator
L˜ =
∂2
∂r2
+
1
r2
∂2
∂θ2
+
1
r
∂
∂r
− 2ci
r2
∂
∂θ
− c
2
r2
. (IV.125)
This operator can be written as L˜ = eciθ∆e−ciθ where ∆ is the Laplacian in
polar coordinates, namely:
∆ =
∂2
∂r2
+
1
r2
∂2
∂θ2
+
1
r
∂
∂r
. (IV.126)
Hence the new wave function
ψ˜0(t, r, θ) = e
−ciθψ˜F (t, r, θ) (IV.127)
satisfies the equation
∂ψ˜0
∂t
=
ih¯
2m
∆ψ˜0 , (IV.128)
that is the Schro¨dinger equation for a free particle, written in polar coor-
dinates. As we shall see in a moment, equation (IV.127) expresses a gauge
transformation which apparently removes the magnetic potential. But the
periodicity condition (IV.124) transforms into
ψ˜0(t, r, θ + 2π) = e
−2piicψ˜0(t, r, θ) , (IV.129)
hence the wave function ψ˜0 on N˜ is not the lifting of a function ψ0 on N .
Rather, the linear representation n 7→ e2piinc of the group Z into U(1) defines
a line bundle on N = R2\{0} and ψ˜0 corresponds to a section ψ of this
line bundle. Otherwise stated, despite the fact that the magnetic field B =
∂A1/∂x
2−∂A2/∂x1 is identically zero on N , there is no single-valued function
R on N such that Aα = −∂R/∂xα: the space N is multiply connected.
To explain gauge transformations, let us introduce the principal bundles
P = N × U(1) and P˜ = N˜ × U(1). According to the general formulas the
connection form ωF on P is given by
ωF = i
(
dΘ− e
h¯
A
)
= i
(
dΘ− cx
1dx2 − x2dx1
(x1)
2
+ (x2)
2
)
, (IV.130)
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where Θ is the angular coordinate on U(1) (taken modulo 2π). When there
is no magnetic field, it reduces to ω0 = idΘ. We cannot transform ωF into
ω0 by a gauge transformation, but if we lift these differential forms to N˜ , we
obtain
ω˜F = i(dΘ− cdθ) , ω˜0 = idΘ . (IV.131)
The transformation U˜ of P˜ into P˜ taking (r, θ,Θ) into (r, θ,Θ + cθ) is an
automorphism of U(1)-bundle, and U˜∗ω˜F = ω˜0, but U˜ is not the lifting of an
automorphism U of P , except when c is an integer.
To the wave function ψF (x) on N we associate the function
ΨF (x,Θ) = e
−iΘψF (x) (IV.132)
on P . The Schro¨dinger equation (IV.119) translates into our standard form
∂ΨF
∂t
=
i
4π
hαβLXF
(α)
LXF
(β)
ΨF (IV.133)
provided we take hαβ equal to mδαβ/h, with the vector fields
LXF
(1)
= ∂
∂x1
− cx2|x|2
∂
∂Θ
LXF
(2)
= ∂
∂x2
+ cx
1
|x|2
∂
∂Θ
.
(IV.134)
We lift now everything to P˜ , so ψF lifts to ψ˜F , ΨF to Ψ˜F and the lifted vector
fields are given by22
L
X˜F
(1)
= cos θ · ∂
∂r
− sin θr ·
(
∂
∂θ
+ c ∂
∂Θ
)
L
X˜F
(2)
= sin θ · ∂
∂r
+ cos θr ·
(
∂
∂θ
+ c ∂
∂Θ
)
.
(IV.135)
The Schro¨dinger equation (IV.133) remains the same with ΨF replaced by
Ψ˜F and X
F
(α) by X˜
F
(α).
We describe the effect of the gauge transformation U˜ given by U˜(r, θ,Θ) =
(r, θ,Θ + cθ). We noticed that U˜∗ω˜F is equal to ω˜0, and similarly, we get
Ψ˜F ◦ U˜ = Ψ˜0 where Ψ˜0 is defined by analogy to Ψ˜F , namely
Ψ˜0(r, θ,Θ) = e
−iΘψ˜0(r, θ) . (IV.136)
22 For F = 0, they reduce to the vector fields given in equations (IV.36)
and (IV.37).
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Dually, U˜ transforms the vector field X˜0(α) into X˜
F
(α) for α = 1 or 2. Hence
Ψ˜F is a solution of the Schro¨dinger equation (IV.133) if, and only if, Ψ˜0 is a
solution of the corresponding equation for F = 0.
We conclude this paragraph by a discussion of path integrals. We parame-
trize paths in Xb by paths in Zb, using the correspondence
x(t) = xb + z(t) . (IV.137)
Fix rb and θb in such a way that
xb = (rb cos θb, rb sin θb) . (IV.138)
Then x can be lifted in a unique way to a path x˜ : T → N˜ of the form
x˜(t) = (r(t), θ(t)) such that x˜(tb) = (rb, θb), that is r(tb) = rb and θ(tb) = θb.
The initial point xa = x(ta) is lifted to x˜(ta) = (ra, θa) where r(ta) = ra,
θ(ta) = θa. Moreover, the magnetic action of the original path is given by
SM (x)/h¯ = c · (θb − θa) . (IV.139)
Consider the space Xa,b of paths x : T→ N such that x(ta) = xa, x(tb) = xb.
Then two such paths are in the same homotopy class if, and only if, the lifted
paths in N˜ correspond to the same determination of the angular coordinate θa
of xa. An equivalent condition is that they have the same magnetic action.
Using the connection of the principal bundle P˜ over N˜ , we can define the
horizontal lifting of x˜; it is the unique path of the form y(t) = (r(t), θ(t),Θ(t))
on which ω˜F induces a zero form, that is Θ(t) − cθ(t) is a constant in time.
For the phase factors, we get
eiΘ(tb) = eiΘ(ta)eiSM (x)/h¯ . (IV.140)
Moreover, the horizontal lifting is a solution of our standard differential equa-
tion dy = X(α)(y) · dzα.
¿From all this, it follows that the transition amplitudes as defined in the
Feynman way (IV.118) agree with our standard expression (see for instance
(IV.38)). The result obtained in paragraph IV.2 (see formulas (IV.41) and
(IV.47)) can be restated as〈
tb, xb
∣∣ ta, xa〉0 = 1ra ∑
n∈Z
〈
tb, rb, θb
∣∣ ta, ra, θa + 2nπ〉 . (IV.141)
A similar reasoning yields a more general formula:〈
tb, xb
∣∣ ta, xa〉F = 1ra ∑
n∈Z
eic(θb−θa−2npi)
〈
tb, rb, θb
∣∣ ta, ra, θa + 2nπ〉 .
(IV.142)
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We can invert this formula23 and obtain
〈
tb, rb, θb
∣∣ ta, ra, θa〉 = ra ∫ 1
0
dc e−ic(θb−θa)
〈
tb, xb
∣∣ ta, xa〉hc/e . (IV.143)
Hence, from the knowledge of the transition amplitude
〈
tb, xb
∣∣ ta, xa〉F as
a function of the magnetic flux F , we can infer the value of the transition
amplitudes in polar coordinates.
23 Notice that the transition probabilities are functions of F which admit a
period h/e, a well-known physical effect.
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JAppendix A
Functional integration
In this appendix, we develop the basic properties of our integrators. In
the oscillating case (s = i), our theory is, up to some inessential changes in
notation, the same as the one expounded by Albeverio and Høegh-Krohn in
[9]. The introduction of a parameter s equal to 1 or i enables us to treat in
a unified way the oscillating integrators of Fresnel type epiiQ(x)Dx and the
Gaussian integrators of type e−piQ(x)Dx (with Q(x) > 0 for x 6= 0 in the
latter case). We content ourselves by giving here the basic formulas and the
computational tools. In the Gaussian case, we would have to justify these
formal manipulations, since, as it is well-known, the L2,1 functions are a set
of measure 0 for the Wiener measure, and we are considering functions on
this set of measure 0. Our claims can be fully vindicated, but we defer the
complete justification to another publication.
1. Gaussian integrators.
1.1. The setup.
We denote by X a real, separable, Banach space, by X′ its dual and by
〈x′, x〉 (or sometimes 〈x′, x〉
X
) the duality between X and X′. We suppose
given a continuous linear map D : X→ X′ with the following properties:
– (symmetry) 〈Dx, y〉 = 〈Dy, x〉 for x, y in X;
– (invertibility) there exists a continuous linear map G : X′ → X inverse
of D, that is DG = 1l and GD = 1l.
Out of these data one constructs two quadratic forms, Q on X and W on X′,
by the rules
Q(x) = 〈Dx, x〉 , W (x′) = 〈x′, Gx′〉 . (A.1)
They are related to each other as follows:
Q(x) =W (Dx) , W (x′) = Q(Gx′) (A.2)
for x in X and x′ in X′.
We denote by s a parameter equal to 1 or i. The function e−pisW on X′
is continuous. It is bounded in the following cases:
– s = i;
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– s = 1 and W (x′) > 0 for x′ 6= 0 in X′. Equivalently, by (A.2), s = 1
and Q(x) > 0 for x 6= 0 in X.
1.2. The oscillatory case (s = i).
The integrator Dx is characterized by the following integration formula:∫
X
Dx · exp(πiQ(x)− 2πi 〈x′, x〉) = exp(−πiW (x′)) (A.3)
for every x′ in X′. This relation should be interpreted as follows.
Since the metric space X′ is complete and separable, we know the no-
tion of a complex bounded Borel measure25 µ on X′. The Fourier-Stieltjes
transform Fµ of µ is given the customary definition:
(Fµ) (x) =
∫
X′
dµ(x′) e−2pii〈x′,x〉. (A.4)
It is a continuous bounded function on X.
We denote by26 F(X) the set of functions on X of the form Φµ = epiiQ ·
Fµ, where µ runs over the measures onX′. Since the map µ 7→ Fµ is injective,
F(X) is a Banach space, the norm of the function Φµ being taken equal to the
total variation27 Var(µ) of µ. On this Banach space, one defines a continuous
linear form, denoted as an integral, by∫
X
Dx · Φµ(x) =
∫
X′
dµ(x′) e−piiW (x
′). (A.5)
Hence by definition, we have∫
X
Dx
∫
X′
dµ(x′) exp(πiQ(x)− 2πi 〈x′, x〉) =
∫
X′
dµ(x′) exp(−πiW (x′)) .
(A.6)
25 That is: a σ-additive functional from the σ-algebra of Borel subsets of
X′ into the complex numbers (see [23] for instance). We use a simplified
terminology by refering to µ as a “measure” on X′.
26 The initial F stands for Fresnel or Feynman according to the worshipping
habits of the reader.
27 According to the standard definition, this is the l.u.b. of the set of num-
bers
p∑
i=1
|µ(Ai)| where (A1, · · · , Ap) runs over the set of all partitions of X′
into a finite number of Borel subsets.
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Formally, this is the equation obtained by integrating equation (A.3) w.r.t.
dµ(x′) and then interchanging the integrations:∫
X′
dµ(x′)
∫
X
Dx =
∫
X
Dx
∫
X′
dµ(x′) .
The space F(X) of Feynman-integrable functionals on X is invariant
under translations by elements of X, and so is the integral, namely:∫
X
Dx · F (x) =
∫
X
Dx · F (x+ x0) (A.7)
or, in shorthand notation, Dx = D(x+ x0), for any fixed element x0 of X.
According to equations (A.1) and (A.2), formula (A.3) can be rewritten
as ∫
X
Dx · epiiQ(x−Gx′) = 1. (A.8)
Hence assuming the invariance under translations of the integral, the normal-
ization of Dx is achieved by ∫
X
Dx · epiiQ(x) = 1. (A.9)
1.3. The positive case (s = 1).
Henceforth, we assume that s = 1 and that Q is positive-definite (that is
Q(x) > 0 for x 6= 0 in X). We take as basic integration formula∫
X
Dx · exp(−πQ(x)− 2πi 〈x′, x〉) = exp(−πW (x′)) . (A.10)
We can interpret this relation as above. The conclusion is the integration
formula∫
X
Dx
∫
X′
dµ(x′) exp(−πQ(x)− 2πi 〈x′, x〉) =
∫
X′
dµ(x′) exp(−πW (x′)) .
(A.11)
But the space F(X) is no longer invariant under translations. To restore this
invariance, we have to replace Fourier-Stieltjes transforms by Laplace-Stieltjes
transforms. For that purpose, we have to consider the complex dual space
X′
C
consisting of the continuous real-linear maps x′ : X→ C and measures µ
on X′
C
. We leave the details to a forthcoming publication.
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Formulas (A.3) and (A.10) are obtained as the specializations of formula
(I.7) for s = i and s = 1 respectively.
2. Linear changes of variables.
2.1. The case of Lebesgue integrals.
Let Y be another real, separable, Banach space, and let L : X → Y be
a Borel-measurable map. If ωX is a measure on X, its image under L is the
measure ωY on Y defined by ωY(B) = ωX
(
L−1(B)
)
for any Borel subset B
of Y. In functional terms, this definition is tantamount to
∫
X
dωX(x) g(L(x)) =
∫
Y
dωY(y) g(y) (A.12)
for any bounded (or non-negative) Borel-measurable function g on Y.
Assume now that L is linear and continuous. We consider the transpose
L˜ of L, that is the map L˜ : Y′ → X′ such that
〈L˜y′, x〉X = 〈y′, Lx〉Y (A.13)
for x in X and y′ in Y′. The measures ωX on X and ωY on Y being as
above, introduce their Fourier-Stieltjes transforms FωX and FωY respec-
tively. Hence FωX is a bounded continuous function on X′, and similarly for
FωY on Y′. By definition, we have
FωX(x′) =
∫
X
dωX(x) exp(−2πi 〈x′, x〉X) (A.14)
FωY(y′) =
∫
Y
dωY(y) exp(−2πi 〈y′, y〉Y) . (A.15)
By specializing g(y) = exp(−2πi 〈y′, y〉
Y
) into formula (A.12) and taking
into account formulas (A.13) to (A.15), we get FωY(y′) = FωX(L˜y′) for every
y′ in Y′. Hence the composition formula:
FωY = FωX ◦ L˜ . (A.16)
[The figure can be found in the Journal of Mathematical Physics 36 p. 2284]
The case of a translation is similar. Assume now that x0 is a given
vector in X and denote by T the translation taking x into x+ x0 in X. If ω
is any measure on X and ωx0 its image under the translation T , a suitable
specialization of formula (A.12) gives the Fourier transform of ωx0 , namely
(Fωx0) (x′) = exp(−2πi 〈x′, x0〉) · Fω(x′) . (A.17)
2.2. Infinite-dimensional integrators.
We go back to the setup of paragraph A.1.1. We denote by Dx the
integrator characterized by∫
X
Dx · exp
(
−π
s
Q(x)
)
· exp(−2πi 〈x′, x〉) = exp(−πsW (x′)) . (A.18)
Formally, this means that the integrator Dω defined by
Dω(x) = exp
(
−π
s
Q(x)
)
· Dx (A.19)
has a Fourier transform equal to exp(−πsW ), namely:∫
X
Dω(x) exp(−2πi 〈x′, x〉) = exp (−πsW (x′)) . (A.20)
This can be interpreted as follows: the integrator Dω is a continuous linear
form on the Banach space of Fourier-Stieltjes transforms Fµ, given by∫
X
Dω(x)Fµ(x) =
∫
X′
dµ(x′) exp (−πsW (x′)) . (A.21)
This is another form of the Parseval relation.
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We proceed to study the image of the integrator Dω under a linear map.
We use the following notations:
– QX is a quadratic form on X, with inverse WX on X
′;
– QY is a quadratic form on Y, with inverse WY on Y
′;
– L is a continuous linear map from X into Y.
We assume that L is surjective, hence L˜ is injective, and that the quadratic
forms WX and WY are related by
WY =WX ◦ L˜ . (A.22)
Consider now the integrators28
DωX(x) = exp
(
−π
s
QX(x)
)
· Dx (A.23)
DωY(y) = exp
(
−π
s
QY(y)
)
· Dy . (A.24)
The Fourier transforms are given respectively by
FωX = exp(−πsWX) , FωY = exp(−πsWY) (A.25)
and according to formula (A.22), we obtain
FωY = FωX ◦ L˜ . (A.26)
This is the same as formula (A.16), hence ωY is the image of ωX under the
linear mapping L. Explicitly stated, we obtain the integration formula:∫
X
Dx · exp
(
−π
s
QX(x)
)
· g(Lx) =
∫
Y
Dy · exp
(
−π
s
QY(y)
)
· g(y) . (A.27)
This holds if g is a Fourier-Stieltjes transform Fν for some measure ν on Y′.
The relationship between the quadratic forms QX on X and QY on Y is
expressed by the relation (A.22) between their inverses. Let DX : X→ X′ be
the continuous linear map such that QX(x) = 〈DXx, x〉X and 〈DXx1, x2〉X =
〈DXx2, x1〉X, and define similarly DY. Between the inverses GX of DX and
GY of DY there holds the relation:
GY = L ◦GX ◦ L˜ . (A.28)
28 In the space X, the integrator Dx depends on QX and s, and should be
written more explicitly as Ds,QXx. Similarly for Dy in space Y.
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We mention a few particular cases:
– if L is invertible, with inverse L−1, then QY = QX ◦ L−1;
– if QX is positive-definite, then QY(y) is the infimum of QX over the
set of elements x in X such that Lx = y;
– for any given y in Y the equation
DXx =
(
L˜ ◦DY
)
(y) (A.29)
has a unique solution x = x(y) in X and we obtain
QY(y) = QX(x(y)) . (A.30)
3. Examples and applications.
3.1. The finite-dimensional case.
We record here the basic formulas. Assume that X is of finite dimension
d; after choosing a linear frame, we represent a vector x by a column matrix
(xα) where α ∈ {1, · · · , d}. The elements ofX′ are represented by row matrices
and the duality is given by 〈x′, x〉 = x′αxα (Einstein’s summation convention).
The volume element is given by dx = dx1 · · ·dxd.
The quadratic formsQ andW correspond to symmetric matrices, namely:
Q(x) = hαβx
αxβ , W (x′) = hαβx′αx
′
β (A.31)
with hαβh
βγ = δγα. The integrators are given by
Dx = |det hαβ |1/2 dx1 · · ·dxd (A.32)
Dω(x) = exp(−πhαβxαxβ) · Dx (A.33)
when s = 1 and the matrix (hαβ) is positive-definite. In the oscillating case,
we have to multiply Dx by epii(q−p)/4 where the symmetric matrix (hαβ) has
p positive and q negative eigenvalues.
The quadratic form W gives the covariance. More precisely, one obtains∫
X
Dω(x) 〈x′, x〉2 = s
2π
W (x′) (A.34)
hence ∫
X
Dω(x)xαxβ = s
2π
hαβ . (A.35)
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3.2. Image under a linear form.
Let x′ in the dual X′ of X. By specializing the results of paragraph A.2.2
to the linear map L : x 7→ 〈x′, x〉 from X into R, we obtain the following
result. We identify R with its dual, hence L˜ takes a number λ to λx′ in X′.
With QX equal to Q, hence WX to W , we obtain
WR(λ) = λ
2W (x′), (A.36)
hence
QR(u) = u
2/W (x′). (A.37)
¿From formula (A.27), we deduce the following integration formula:∫
X
Dx · e−piQ(x)/sg (〈x′, x〉) = C
∫
R
du e−piu
2/sW (x′)g(u) (A.38)
where the normalization constant C is 1/(sW (x′))1/2 (principal branch of the
square root). More explicitly:
– for s = 1, hence W (x′) > 0, then C = 1√
W (x′)
;
– for s = i, and W (x′) > 0, then C = e
−pii/4√
W (x′)
;
– for s = i, and W (x′) < 0, then C = e
pii/4√
|W (x′)| .
If we take in particular g(u) = u2, we get∫
X
Dx · e−piQ(x)/s 〈x′, x〉2 = s
2π
W (x′) . (A.39)
By polarization, we obtain the more general formula∫
X
Dx · e−piQ(x)/s 〈x′, x〉 〈y′, x〉 = s
2π
〈x′, Gy′〉 (A.40)
for x′ and y′ in X′, thus giving the covariance of our integrator.
Remark. In the application IV.1 to point-to-point transitions, we need to
restrict the domain of integration (see also paragraph A.3.8). This can be
achieved by inserting a delta function δ (〈x′0, x〉) and then using equation
(A.38): we restrict the domain of integration from the space X to the hyper-
plane X0 with equation 〈x′0, x〉 = 0.
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In general, any integral of the form∫
X
Dx · e−piQ(x)/sf(〈x′1, x〉 , · · · , 〈x′n, x〉)
with fixed elements x′1, · · · , x′n in X′ can be reduced to an n-dimensional inte-
gral. For instance, combining formulas (A.38) and (A.40), the Green’s func-
tion Ga,b(t, u) on Za,b given by formulas (A.58) and (B.28), can be evaluated
using an integral∫
Zb
Dbz · exp
(
−π
s
∫
T
dt z(t)2
)
δ(z(ta)) z(t)z(u)
and reducing it to a 3-dimensional integral.
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3.3. Space of paths of finite action.
The time interval T = [ta, tb] being given, we denote by L
2,1 (or more
accurately L2,1(T)) the space of real-valued functions z(·) on T with square-
integrable derivative z˙(·) and we define the quadratic form Q0 on L2,1 by
Q0(z) =
∫
T
dt z˙(t)2 . (A.41)
The definition of L2,1 can be rephrased as follows: the function z belongs to
L2,1 if and only if there exists a function z˙ in L2(T) such that
z(t′)− z(t) =
∫ t′
t
du z˙(u) (A.42)
whenever t, t′ are epochs in T such that t < t′. The function z˙ is then defined
up to a null set; indeed by Lebesgue’s derivation theorem, one gets
z˙(t) =lim
τ=0
(z(t+ τ)− z(t)) /τ (A.43)
for almost all t in T. By Cauchy-Schwarz inequality, one deduces from (A.42)
the inequality
|z(t′)− z(t)|2 ≤ Q0(z) · |t′ − t| (A.44)
for t, t′ in T. Hence any function z in L2,1 satisfies a Lipschitz condition of
order 1/2, and a fortiori it is a continuous function.
The quantity Q0(z) in equation (A.41) can be calculated using a dis-
cretization of time. Consider a subdivision T of the time interval T by epochs
ta ≤ t0 < t1 < . . . < tN−1 < tN ≤ tb .
Set ∆ti = ti− ti−1 for 0 ≤ i ≤ N +1 with the convention t−1 = ta, tN+1 = tb
and denote by δ(T ) the largest among the increments ∆ti, that is the mesh
of the subdivision T . For any function z : T→ R set
zi = z(ti) , ∆zi = zi − zi−1 (A.45)
for 0 ≤ i ≤ N + 1. The quadratic variation of z w.r.t. the subdivision T is
defined as
QT (z) =
N∑
i=1
(∆zi)
2
/∆ti . (A.46)
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Then the function z belongs to L2,1 if and only if the set of quadratic variations
QT (z) is bounded when T runs over all subdivisions of T. Then
Q0(z) = l. u
T
.b. QT (z) . (A.47)
More precisely, for any sequence of subdivisions T (n) (for n ∈ N) whose mesh
δ(T (n)) tends to 0, one gets
Q0(z) = lim
n=∞
QT (n)(z) . (A.48)
It is therefore justified to write Q0(z) in the form
∫
T
(dz)2
dt
.
3.4. Green’s functions.
Fix an element t0 in T and denote by Z0 the space of functions z in L
2,1
such that z(t0) = 0. This is a (real) Hilbert space, with scalar product
〈
z1
∣∣ z2〉 = ∫
T
dt z˙1(t)z˙2(t), (A.49)
hence Q0(z) is equal to
〈
z
∣∣ z〉. ¿From (A.44), one deduces the inequality
|z(t)|2 ≤ |t− t0| ·
〈
z
∣∣ z〉 , (A.50)
and therefore there is an element δt in the dual Z
′
0 of Z0 such that z(t) = 〈δt, z〉
(that is: δt is a Dirac “function” centered at t). According to the general
theory, one introduces a linear continuous and invertible map G0 : Z
′
0 → Z0
corresponding to the quadratic form Q0 on Z0. The Green’s function is defined
as follows:
G0(t, u) = 〈δt, G0δu〉 . (A.51)
That is, the function t 7→ G0(t, u) belongs to Z0 and is equal to G0δu. By
definition, one gets
z(u) = 〈G0δu, z〉 (A.52)
for every z in Z. More explicitly, these conditions on G0(t, u) can be expressed
as follows: 
G0(t0, u) = 0∫
T
dt
∂
∂t
G0(t, u)
∂
∂t
z(t) = z(u).
(A.53)
(A.54)
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The unique solution to these equations is given by
G0(t, u) =

inf (t− t0, u− t0) for t ≥ t0, u ≥ t0,
inf (t0 − t, t0 − u) for t ≤ t0, u ≤ t0,
0 otherwise .
(A.55)
We consider some special cases:
– space Za of functions z in L
2,1 with z(ta) = 0;
– space Zb of functions z in L
2,1 with z(tb) = 0;
– space Za,b = Za ∩ Zb with boundary conditions z(ta) = z(tb) = 0.
The corresponding Green’s functions are as follows:
Ga(t, u) = θ(t− u) (u− ta) + θ(u− t) (t− ta) (A.56)
Gb(t, u) = θ(t− u) (tb − t) + θ(u− t) (tb − u) (A.57)
Ga,b(t, u) = θ(t− u) (t− tb) (tb − ta)−1 (ta − u)
− θ(u− t) (t− ta) (ta − tb)−1 (tb − u) . (A.58)
Remark. Equation (A.58) can be obtained by integrating∫
Zb
Dω(z) δ(z(ta)) z(t) z(u) .
3.5. Vector-valued functions.
As in paragraph II.1.1, we consider vector functions z =
(
z1, · · · , zd)
with components in L2,1. We introduce a real symmetric matrix (hαβ) with
an inverse denoted by
(
hαβ
)
. The basic quadratic form is given by
Q0(z) =
∫
T
dt hαβ z˙
α(t) z˙β(t) . (A.59)
The auxiliary condition z(t0) = 0 defines the space Z0. Similarly, the spaces
Za, Zb and Za,b are described by the respective boundary conditions:
– z(ta) = 0 for Za;
– z(tb) = 0 for Zb;
– z(ta) = z(tb) = 0 for Za,b.
In each case, the linear form δαt taking z into z
α(t) belongs to the dual of the
corresponding of paths, and the Green’s function is characterized by
Gαβ0 (t, u) =
〈
δαt , G0δ
β
u
〉
. (A.60)
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Explicitly, we obtain
Gαβ0 (t, u) = h
αβG0(t, u) (A.61)
where the Green’s function G0 refers to the boundary condition of the relevant
space of paths (see formulas (A.55) to (A.58)). The Green’s function can also
be obtained from formula (A.40) by specialization:∫
Z
Dz · e−piQ0(z)/s zα(t) zβ(u) = s
2π
Gαβ0 (t, u) . (A.62)
Here Dz stands for Ds,Q0z.
Remark. In general, the Green’s functions G satisfying a second-order differ-
ential equation DG = 1l are uniquely determined by d conditions at t = ta
and d conditions at t = tb. These conditions are obvious from equation (A.62)
for the space Za,b, namely G
αβ(t, u) = 0 if t (or u) is one of the end points
ta, tb.
In the case of the space Za, the boundary conditions are
G|t=ta = 0 , ∂G/∂t|t=tb = 0 .
According to equation (A.62), these conditions can be expressed as∫
Za
Dω(z) · zα(ta)zβ(u) = 0,∫
Za
Dω(z) · z˙α(tb)zβ(u) = 0 .
The interpretation is as follows: any path z in Za satisfies z
α(ta) = 0; the
time derivative z˙α(tb) at tb is totally unspecified, nevertheless it vanishes in a
statistical sense being uncorrelated to the position and velocity at any other
time.
On the space Z′0 dual to Z0, we have defined the quadratic form W0
inverse to Q0. The Greens’s function can be expressed as follows:
Gαβ0 (t, u) =
1
2
[
W0
(
δαt + δ
β
u
)−W0(δαt )−W0(δβu)] . (A.63)
Conversely, given an element z′ of Z′ represented by
〈z′, z〉 =
∫
TJ
dt z′α(t)z
α(t), (A.64)
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the quadratic form is given by
W0(z
′) =
∫
TJ
dt
∫
TJ
dt duGαβ0 (t, u)z
′
α(t) z
′
β(u) . (A.65)
3.6. Scaling the paths.
Here is a concise dimensional analysis of our quantities.
Conventions : L (T ) stands for the dimension of length (time) and [X ] for
the dimensional content of a quantity X .
Since Q0(z) appears in e
−piQ0(z)/s, it has to be a pure number, hence we
can use formula (A.59) to deduce [hαβ ] = L−2T . From formulas (A.55) to
(A.58) we infer the dimension of G0(t, u) to be T . ¿From (A.62) we infer that[
Gαβ0
]
= L2, hence [hαβ] = L2T −1 from (A.61). This is in accordance with
the matrix relation hαβh
βγ = δ γα . Notice also that for a particle of mass m
in a flat space, we have
hαβ = mδαβ/h , h
αβ = hδαβ/m (A.66)
(where h is the Planck constant and δαβ the Kronecker delta), and that the
dimension of h/m is L2T −1. We summarize our findings :
TABLE 1
Quantity zα t hαβ G0(t, u) G
αβ
0 (t, u) h
αβ
Dimension L T L−2T T L2 L2T −1
We can confirm these results by scaling our paths. Let Λ > 0 be a
numerical constant, and denote by Λz the path with components Λzα(t) at
time t. The basic integrator being written as Dω(z) = e−piQ0(z)/sDz, we scale
it into an integrator DωΛ(z) according to the formula∫
Z0
DωΛ(z)F (z) =
∫
Z0
Dω(z)F (Λz) . (A.67)
By suitably specializing F (z), we obtain the new Green’s function:∫
Z
DωΛ(z) zα(t)zβ(u) = Λ2Gαβ0 (t, u) , (A.68)
in accordance with
[
Gαβ0
]
= L2. Similarly any n-point function scales as Ln.
The map taking z into Λz is a linear map from Z0 to Z0. By the general
74
theory in paragraph A.2.2, DωΛ is another Gaussian integrator. From the
formulas (A.65) and (A.68), it corresponds to the quadratic form Λ2W0(z
′)
on Z′0, with an inverse quadratic form on Z0 given by
Λ−2Q0(z) =
∫
T
dtΛ−2 · hαβ z˙α(t)z˙β(t) . (A.69)
This relation confirms [hαβ ] = L−2. A similar analysis applies to the scaling
of time.
We can rewrite formula (A.67) in the following form:∫
Z0
DΛz · e−piΛ−2Q0(z)/sH(Λ−1z) = ∫
Z0
Dz · e−piQ0(z)/sH(z) , (A.70)
with a new integrator DΛz which is invariant under translations. It is justified
to summarize the previous formula by DΛz = D (Λ−1z), hence DωΛ(z) =
Dω(Λ−1z) according to formula (A.67). In the standard heuristic derivations,
one writes Dz in the form C ·∏t,α dzα(t). According to our normalization∫
Z0
Dz · e−piQ0(z)/s = 1, (A.71)
we should write
Dz =
∏
t,α
dzα(t)∫ ∏
t,α
dzα(t) · exp (−πQ0(z)/s)
, (A.72)
and similarly
DΛz =
∏
t,α
dzα(t)∫ ∏
t,α
dzα(t) · exp (−πQ0 (Λ−1z) /s) . (A.73)
Replacing z by Λ−1z amounts to replacing dzα(t) by Λ−1dzα(t), hence the
volume element
∏
t,α dz
α(t) is multiplied by Λ−N where N is the (infinite)
number of degrees of freedom t, α. If we calculate D (Λ−1z) in accordance
with (A.72), both numerator and denominator acquire a factor Λ−N which
drops out, and the correct formula DΛz = D (Λ−1z) is obtained from the
heuristic formulas (A.72) and (A.73).
75
The heuristic constant Λ−N is equal to ∞, 1 or 0 according to the three
cases 0 < Λ < 1, Λ = 1, Λ > 1. This is reflected in the rigorous theory by the
following fact : for Λ 6= 1 no functional F (z), except the constant 0, is such
that both F (z) and F (Λz) can be simultaneously integrated w.r.t. Dz In a
finite-dimensional space RN , the volume element dx1 · · ·dxN is the only one,
up to a multiplicative constant, which is invariant under translations. In our
infinite-dimensional setup there exist many translation-invariant integrators,
but they act in different functional sectors.
3.7. White noise representations.
We consider now the Hilbert space L2(T) (or L2) consisting of the square-
integrable functions ξ : T→ R, with the standard quadratic form
H(ξ) =
∫
T
dt ξ(t)2 . (A.74)
As usual we identify L2(T) with its own dual by means of the following scalar
product
〈ξ′, ξ〉 =
∫
T
dt ξ′(t)ξ(t) . (A.75)
Let us denote for a while the space L2(T) by H. Under our general conven-
tions, both D : H → H′ and G : H′ → H are identity operators, hence the
quadratic form H is its own inverse. The corresponding covariance is given
by the kernel of the identity operator, namely δ(t − u). Hence denoting by
Dξ the basic integrator, we get from equation (A.40):∫
L2(T)
Dξ · exp
(
−π
s
∫
T
dt ξ(t)2
)
ξ(t)ξ(u) =
s
2π
δ(t− u) . (A.76)
Let L2,10 (T) (or L
2,1
0 ) be the subspace of functions z in L
2,1(T) such that
z(t0) = 0. The spaces L
2(T) and L2,10 (T) are isomorphic under a correspon-
dance ξ ↔ z where ξ = z˙ and conversely z(t) = ∫ t
t0
dt′ ξ(t′). This can be
expressed by the formulas
z(t) =
∫
T
dt′Θ(t′, t)ξ(t′) , (A.77)
Θ(t′, t) =

1 for t0 ≤ t′ ≤ t,
−1 for t ≤ t′ ≤ t0,
0 otherwise.
(A.78)
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The following transformation rule holds for functional integrals:∫
L2,10
Dz · e−piQ0(z)/sF (z) =
∫
L2
Dξ · e−piH(ξ)/sΦ(ξ) , (A.79)
where Φ(ξ) is equal to F (z) if ξ corresponds to z by (A.77). The covariance
in L2,10 is obtained by specializing F (z) to z(t)z(u) in (A.79). Using (A.76),
we obtain
G0(t, u) =
∫
T
dt′Θ(t′, t)Θ(t′, u) (A.80)
in agreement with formula (A.55).
To make contact with the heuristic definitions, we introduce the “coor-
dinates” Xt = ξ(t)
√
dt for the function ξ, hence
H(ξ) =
∑
t
X2t , Dξ =
∏
t
(
dXt/
√
s
)
. (A.81)
We urge the reader to substantiate these claims by resorting to a subdivision
T of the time interval T, like in paragraph A.3.3.
LetX be any closed vector subspace of L2(T), and let Π be the orthogonal
projector from L2(T) onto X, represented as an integral operator with kernel
Π(t, u). The quadratic form HX on X is obtained by restriction of H, namely:
HX(ξ) =
∫
T
dt ξ(t)2 (A.82)
for ξ in X. Denote by DXξ the corresponding integrator on X. Then the
covariance is expressed as follows:∫
X
DXξ · exp
(
−π
s
∫
T
dt ξ(t)2
)
· ξ(t)ξ(u) = s
2π
Π(t, u) . (A.83)
For instance, if we denote by L20(T) the subspace of L
2(T) defined by the
condition
∫
T
dt ξ(t) = 0, the orthogonal projector is given by
(Πξ)(u) = ξ(u)− 1
tb − ta
∫
T
dt ξ(t), (A.84)
hence
Π(t, u) = δ(t− u)− 1
tb − ta . (A.85)
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The map ξ 7→ z where z(t) = ∫ t
ta
dt′ ξ(t′) takes isomorphically the space L20(T)
onto the space denoted by Za,b in paragraph A.3.4. It follows that the Green’s
function Ga,b corresponding to the space Za,b is given by
Ga,b(t, u) =
∫ t
ta
dv
∫ u
ta
dv′Π(v, v′) . (A.86)
Using (A.85), we obtain easily (A.58).
Explicit formulas for transformations, mapping a given quadratic form on
L2(T) into any given quadratic form on L2,1(T), can be found in [5, p. 274].
The reader is urged to extend the results of this paragraph to vector-valued
functions.
3.8. Fixing the endpoints.
We denote by Daz, Dbz and Da,bz respectively the integrators on the
spaces Za, Zb and Za,b (see paragraph A.3.5.). These integrators are related
by the following formula:∫
Za
Daz · e−piQ0(z)/sF (z)δ(z(tb)) = C−1
∫
Za,b
Da,b z · e−piQ0(z)/sF (z) , (A.87)
where the constant C is given by
C =
(
det sGα,βa (tb, tb)
)1/2
=
(
det shαβ
)1/2
(tb − ta)d/2 .
(A.88)
A similar formula (where the roles of ta and tb are exchanged) can be found
in [5, pp. 284, 357].
We give a new derivation of this formula to illustrate our methods. We
simplify the notations by putting Dωa(z) equal to Daz ·e−piQ0(z)/s, and defin-
ing Dωa,b(z) similarly. According to our general strategy, we need only to
prove formula (A.87) in the special case
F (z) = e−2pii〈z′,z〉 (A.89)
where z′ is an element of Z′a. That is, we have to establish the following
equality: ∫
Za
Dωa(z) · e−2pii〈z
′,z〉δ(z(tb)) = C−1e−pisWa,b(z
′) , (A.90)
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where Wa,b is the quadratic form on Z
′
a,b inverse of the restriction of Q0 to
the subspace Za,b of Za.
To prove (A.90), we use the well-known formula
δ(x) =
∫
R
e−2piiux du . (A.91)
We shall consider in detail the scalar case d = 1 and leave the general case to
the reader. The left-hand side L of (A.90) can be rewritten as
L =
∫
R
du
∫
Za
Dωa(z) exp (−2πi 〈z′ + uδtb , z〉) , (A.92)
hence
L =
∫
R
du exp (−πsWa (z′ + uδtb)) (A.93)
by (A.18). We develop now the exponent
Wa (z
′ + uδtb) = u
2Ga(tb, tb) + 2u
∫
T
dt z′(t)Ga(tb, t) +Wa(z
′) (A.94)
and use the integration formula∫
R
du e−pis(au
2+2bu+c) =
1√
as
exp
(−πs (c− b2/a)) (A.95)
to obtain
L =
1√
sGa(tb, tb)
· (A.96)
exp
(
−πs
(
Wa(z
′)−Ga(tb, tb)−1
∫
T
dt
∫
T
du z′(t)z′(u)Ga(tb, t)Ga(tb, u)
))
.
This can be transformed in the desired right-hand side of (A.90) with C =√
sGa(tb, tb) provided we establish the following identity:
Ga,b(t, u) = Ga(t, u)−Ga(t, tb)Ga(tb, tb)−1Ga(tb, u) . (A.97)
We leave it as an exercice (see formulas (A.56) and (A.58)).
We can prove a more general formula by a similar reasoning. We fix
points za and zb and consider L
2,1 paths z(·) with z(ta) = za. We obtain the
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affine space za + Za, and transport to it the integrator Daz. Then, with a
suitable constant Ca,b one gets∫
za+Za
Daz · e−piQ0(z)/sF (z)δ (z(tb)− zb)
= C−1a,b
∫
Za,b
Da,bζ · e−piQ0(ζ)/sF (zcl + ζ) . (A.98)
Here zcl is the affine-linear map zcl(t) = λt + µ with endpoints z(ta) = za,
z(tb) = zb, and the path ζ in Za,b, that is ζ(ta) = ζ(tb) = 0, is a quantum
fluctuation.
4. Infinite-dimensional determinants.
For this section, we refer the reader to [24], [25, chapter 5] and [26].
4.1. The case of operators.
We return to our Banach space X. We assume that there exists on
X an invertible29 positive-definite quadratic form H (for instance H(z) =∑
α
∫
T
dt z˙α(t)2 on the space Z0). We use the norm defined on X by ‖x‖ =
H(x)1/2, and derive from it the dual norm ‖x′‖ on X′ as usual.
According to Grothendieck, an operator T in X is called nuclear if it
admits a representation in the form
Tx =
∑
n≥0
〈x′n, x〉 · xn (A.99)
with elements xn inX and x
′
n inX
′ such that
∑
n≥0 ‖xn‖·‖x′n‖ be finite. The
g.l.b. of all such sums
∑
n ‖xn‖ · ‖x′n‖ is called the nuclear norm of T , to be
denoted by ‖T‖1. The nuclear operators in X form a Banach space, denoted
by L1(X), with norm ‖·‖1. On L1(X), there exists a continuous linear form,
the trace, such that
Tr(T ) =
∑
n≥0
〈x′n, xn〉 (A.100)
29 A positive-definite continuous quadratic form is not necessarily invert-
ible. For instance, let X be the space ℓ2 of sequences (x1, x2, · · ·) of real num-
bers with
∑∞
n=1 (xn)
2
<∞ and define the norm by ‖x‖2 =∑∞n=1 (xn)2. We
can identifyX with its dualX′, the scalar product being given by
∑∞
n=1 x
′
nxn.
The quadratic form Q(x) =
∑∞
n=1 (xn/n)
2
corresponds to the map D : X→
X′ taking (x1, x2, · · ·) into (x1/1, x2/2, · · ·). The inverse of D does not exist
as a map from ℓ2 into ℓ2 since the sequence 1, 2, 3, ... is unbounded.
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for an operator T given by (A.99).
We introduce a power series in λ, namely:
∑
p≥0
σp(T )λ
p := exp
(
λTr(T )− λ
2
2
Tr(T 2) +
λ3
3
Tr(T 3)− · · ·
)
. (A.101)
By using Hadamard’s inequality about determinants, we obtain the basic es-
timate:
|σp(T )| ≤ pp/2 ‖T‖p1 /p! . (A.102)
It follows that the power series
∑
p≥0 σp(T )λ
p has an infinite radius of con-
vergence. We can therefore define the determinant as follows:
Det(1 + T ) :=
∑
p≥0
σp(T ) (A.103)
for any nuclear operator T . By homogeneity, we obtain more generally
Det(1 + λT ) =
∑
p≥0
σp(T )λ
p . (A.104)
The fundamental property of determinants is, as expected, the multiplicative
rule:
Det (U1 ◦ U2) = Det (U1) Det (U2) , (A.105)
where Ui is of the form 1 + Ti, with Ti nuclear (for i = 1, 2). From this, and
the relation σ1(T ) = Tr(T ), we get a variation formula (for U − 1 and δU
nuclear):
Det(U + δU)
Det(U)
= 1 + Tr
(
U−1 · δU)+O (‖δU‖21) . (A.106)
Otherwise stated, if U(ν) is an operator of the form 1 + T (ν), where T (ν)
is nuclear, depending smoothly on the parameter ν, we get the derivation
formula:
d
dν
ℓnDet(U(ν)) = Tr
(
U(ν)−1
d
dν
U(ν)
)
. (A.107)
Remark. For any other norm ‖·‖1 defining the topology of X, we have an
estimate
C−1 ‖x‖ ≤ ‖x‖1 ≤ C ‖x‖ , (A.108)
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with a finite numerical constant C > 0. It follows easily that the previous
definitions are independent of the choice of the particular norm ‖x‖ = H(x)1/2
in X.
4.2. Explicit formulas.
Introduce a basis (en)n≥1 of X orthonormal for the quadratic form H,
hence H(
∑
n tnen) =
∑
n t
2
n. An operator T in X has a matrix (tmn) such
that
Ten =
∑
m
em · tmn . (A.109)
Assume that T is nuclear. Then the series
∑
n tnn of diagonal terms in
the matrix converges absolutely and the trace Tr(T ) is equal to
∑
n tnn, as it
should be. Furthermore σp(T ) is the sum of the series made of the principal
minors of order p:
σp(T ) =
∑
i1<···<ip
det
(
tiα,iβ
)
1≤α≤p
1≤β≤p
. (A.110)
For the operator U = 1+T , with the matrix with elements umn = δmn+ tmn,
we obtain the determinant as a limit of finite-size determinants:
Det(U) = lim
N=∞
det (umn) 1≤m≤N
1≤n≤N
. (A.111)
As a special case, suppose that the basic vectors en are eigenvectors for
T , namely
Ten = λnen . (A.112)
Then we get
Tr(T ) =
∑
n
λn , Det(1 + T ) =
∏
n
(1 + λn)
where both the series and the infinite product converge absolutely.
The nuclear norm ‖T‖1 can also be computed as follows: there exists
an orthonormal basis (en) such that the vectors Ten are mutually orthogonal
(for the quadratic form H) and then ‖T‖1 =
∑
n ‖Ten‖.
Remark. Let T be a continuous linear operator in X. Assume that the series
of diagonal terms
∑
n tnn converges absolutely for every orthonormal basis.
Then T is nuclear. When T is symmetric and positive, it is enough to assume
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that this statement holds for one given orthonormal basis, and then it holds
for all. There are counterexamples when T is not symmetric and positive.
4.3. The case of quadratic forms.
Contrary to a widespread misbelief, there is no such thing like the de-
terminant of a quadratic form. Consider for instance a quadratic form Q on
some finite-dimensional space with coordinates x1, · · · , xd, namely
Q(x) = hαβx
αxβ . (A.113)
If we introduce a new system of coordinates x1, · · · , xd such that xα = uαλxλ,
then we obtain
Q(x) = hλµx
λxµ (A.114)
with a new matrix
hλµ = u
α
λu
β
µhαβ . (A.115)
The determinants D = det (hαβ) and D = det
(
hλµ
)
are connected by the
scaling relation:
D = D · (det(uαλ))2 . (A.116)
Hence, what makes sense is the ratio of determinants
det
(
h
(1)
αβ
)
/ det
(
h
(0)
αβ
)
(A.117)
associated to two quadratic forms
Q0(x) = h
(0)
αβx
αxβ , Q1(x) = h
(1)
αβx
αxβ (A.118)
on the same space. We shall denote it by det(Q1/Q0).
To obtain an intrinsic definition, let us consider two continuous quadratic
forms Q0 and Q1 on a Banach space X and assume that Q0 is invertible. We
associate to Q0 and Q1 two continuous linear maps Di : X→ X′ such that
〈Dix1, x2〉 = 〈Dix2, x1〉 , Qi(x) = 〈Dix, x〉 , (A.119)
for x, x1 and x2 in X. By assumption, D0 is invertible, hence there exists a
unique continuous operator U in X such that D1 = D0 ◦U . We denote U by30
Q1/Q0. In case the determinant of U is defined, namely when U−1 is nuclear,
we denote it by Det (Q1/Q0). Of course, when X is finite-dimensional, this
definition agrees with the previous one and
Det (Q1/Q0) = det (Q1/Q0) (A.120)
30 A better notation should perhaps be Q0\Q1.
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in this case.
A procedure to calculate this determinant is as follows. Let V be a finite-
dimensional subspace of X. By restricting Q0 and Q1 to V we obtain two
quadratic forms Q0,V and Q1,V on V . Assume now that V runs through an
increasing sequence of subspaces, whose union is dense in X, and that Q0,V
be invertible for every V . Then
Det (Q1/Q0) =lim
V
det (Q1,V /Q0,V ) . (A.121)
4.4. A pencil of quadratic forms.
Here are our assumptions:
– there exists an invertible positive-definite quadratic form on X;
– Q0 and Q1 are continuous quadratic forms on X;
– Q0 is invertible;
– if we set Q = Q1 −Q0, the operator T = Q/Q0 on X is nuclear.
The last condition is an intrinsic property of the quadratic form Q,
namely the existence of a representation like
Q(x) =
∑
n≥1
αn 〈x′n, x〉2 , (A.122)
where the series
∑
n αn converges absolutely, and the sequence of numbers
(〈x′n, x〉)n≥1 is bounded for every vector x in X. We express this property by
saying that the quadratic form Q is nuclear.
We say that λ is an eigenvalue of a quadratic form Q′ w.r.t. Q0 if it is
an eigenvalue of the operator Q′/Q0. This is tantamount to saying that the
quadratic form Q′ − λQ0 is not invertible.
We interpolate between the quadratic forms Q0 and Q1 = Q0 + Q by
putting Qν = Q0+ νQ where ν is a real or complex parameter. The determi-
nant
∆(ν) = Det(Qν/Q0) (A.123)
is defined, being equal to Det(1 + νT ). This is an entire function of the
complex variable ν, hence it vanishes for a discrete set of values of ν (possibly
empty). Furthermore, λ is an eigenvalue of Q w.r.t. Q0 if and only if the
quadratic form Q−1/λ is non invertible, that is if and only if ∆(−1/λ) = 0.
As a consequence, the function of real variable ν 7→ ∆(ν) has, at most,
a finite number of zeroes ν(1), · · · , ν(p) in the interval [0, 1] with 0 < ν(1) <
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· · · < ν(p) ≤ 1. According to the relation (A.107), between two such zeroes,
the following differential equation holds:
d
dν
ℓnDet(Qν/Q0) = Tr(Q/Qν) (A.124)
where Qν = Q0 + νQ.
4.5. Some integration formulas.
With the previous notations, consider any ν in [0, 1] distinct from ν(1), · · · ,
ν(p). Hence the quadratic formQν onX is invertible, with an inverse quadratic
form Wν on X
′. There exists an integrator Dν x on X characterized by the
formula∫
X
Dνx · exp
(
−π
s
Qν(x)− 2πi 〈x′, x〉
)
= exp (−πsWν(x′)) . (A.125)
Our claim is that Dν x is proportional to D0x, namely that there exists
a constant I(ν) such that Dν x = I(ν)D0x. More explicitly, we assert the
formula ∫
X
Dνx · F (x) = I(ν)
∫
X
D0x · F (x) , (A.126)
and that a functional F (·) on X is Feynman-integrable for Dνx if and only
if it is Feynman-integrable for D0x. The constant I(ν) can be obtained by
putting F (x) = exp
(−pi
s
Qν(x)
)
into equation (A.126), hence
I(ν)−1 =
∫
X
D0x · exp
(
−π
s
(Q0(x) + νQ(x))
)
. (A.127)
First case s = 1:
According to our conventions, the quadratic formsQ0 andQ1 are positive-
definite and invertible. Since the quadratic form Q = Q1 −Q0 is nuclear, it
follows from the spectral theory that Q0 and Q can be simultaneously diago-
nalized. Hence there exists a basis (en)n≥1 for X such that
Q0
(
∞∑
n=1
tnen
)
=
∞∑
n=1
(tn)
2
(A.128)
Q
(
∞∑
n=1
tnen
)
=
∞∑
n=1
λn (tn)
2
(A.129)
with real constants λn such that
∑∞
n=1 |λn| < ∞. Since Q1 = Q0 + Q is
positive-definite, we have 1 + λn > 0, hence
Qν
(
∞∑
n=1
tnen
)
=
∞∑
n=1
((1− ν) + ν(1 + λn)) · (tn)2 (A.130)
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is again positive-definite and invertible for ν in [0, 1]. Hence the determinant
of Qν/Q0 is defined and
Det(Qν/Q0) =
∞∏
n=1
(1 + νλn) > 0 . (A.131)
The main result is given by the following formula:
I(ν) = Det(Qν/Q0)
1
2 . (A.132)
The proof is obtained without difficulty using equations (A.127) to (A.131)
and the approximation formula:∫
X
D0x · F (x) = lim
N=∞
∫
RN
dN t F (t1e1 + · · ·+ tNen) . (A.133)
Second case s = i:
Here the basic formula is given by
I(ν) = |Det (Qν/Q0)|1/2 iInd(Qν/Q0) (A.134)
where the index Ind (Qν/Q0) is the number of negative eigenvalues of Qν w.r.t.
Q0. To simplify the statements, we shall assume that Q0 is positive-definite.
When ν runs over the interval [0, 1], this index remains constant except when
ν is crossing a singular value ν(k), where it experiences a jump. Hence the
index Ind (Qν/Q0) is a sum of local contributions from the exceptional values
ν(1), · · · , ν(p), a phenomenon reminiscent of caustics.
The easiest proof of formula (A.134) is obtained by following a strategy
initiated by Nelson and Sheeks in [6]. It works in both cases s = 1 and s = i.
Starting from equation (A.127), we obtain by derivation
d
dν
I(ν)−1 =
∫
X
D0x · exp
(
−π
s
(Q0(x) + νQ(x))
)(
−π
s
Q(x)
)
= I(ν)−1
∫
X
Dνx · exp
(
−π
s
Qν(x)
)(
−π
s
Q(x)
)
,
(A.135)
that is
d
dν
ℓn I(ν) =
π
s
∫
X
Dων(x)Q(x) . (A.136)
Expanding Q(x), according to formula (A.122) and using formula (A.39) for
the covariance, we obtain
d
dν
ℓn I(ν) =
π
s
·
∞∑
n=1
αn · s
2π
Wν(x
′
n) (A.137)
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which can be transformed easily into
d
dν
ℓn I(ν) =
1
2
Tr (Q/Qν) . (A.138)
According to equation (A.124), we conclude
d
dν
ℓn I(ν) =
1
2
d
dν
ℓn Det (Qν/Q0) . (A.139)
It remains to study the shift in phase when ν goes through an exceptional
value ν(k).
Remark. To simplify matters, assume again that Q0 is positive-definite. Let L
be an invertible operator in X, of the form 1+T where T is nuclear. Putting
Q1 = Q0 ◦ L, it can be shown that the quadratic form Q = Q1 − Q0 is
nuclear and that Det (Q1/Q0) is equal to Det(L)
2. The quadratic from Q1 is
positive-definite, hence Ind (Q1/Q0) = 0. ¿From our main formulas (A.132)
and (A.134), we derive
Ds,Q0(Lx) = |Det(L)| · Ds,Q0x . (A.140)
Coming back to the general situation, where Qν = Q0 + νQ, the reader
will find in [5, p. 277-279] examples of operators L(ν) such that Qν = Q0 ◦
L(ν). In such a case, we obtain Dνx = |DetL(ν)| · D0x.
Let us summarize the main results obtained in this paragraph:
Let Q0 and Q1 be continuous quadratic forms on the Banach space X.
We assume that Q0 and Q1 are invertible and that Q1 −Q0 is nuclear.
(A) Assuming that both Q0 and Q1 be positive-definite, we obtain∫
X
DQ0x · e−piQ1(x) = Det(Q1/Q0)−1/2 . (A.141)
(B) For the the oscillatory integral, we obtain∫
X
Di,Q0x · epiiQ1(x) = |Det(Q1/Q0)|−1/2 i−Ind(Q1/Q0) (A.142)
where the index Ind(Q1/Q0) counts the number of negative eigenvalues of Q1
w.r.t. Q0.
Equations (A.141) and (A.142) justify the basic formula (A.126)∫
X
Dνx · F (x) = I(ν)
∫
X
D0x · F (x)
with I(ν) given by (A.132) or (A.134).
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JAppendix B
Functional determinants of Jacobi operators
Many functional determinants of Jacobi operators have been computed
in works on semiclassical expansions. They are conveniently expressed in
terms of finite-dimensional determinants of Jacobi matrices. We give here
the backbone of the method, and applications to Jacobi operators along a
classical path xcl characterized by d initial conditions (position or momentum
at ta) and d final conditions (position or momentum at tb). Details, proofs,
applications and generalizations of the equations presented here are scattered
in the literature and we give a few selected references at the end of this
appendix. A general presentation on the properties of Jacobi operators will
be found in the Ph.D dissertation of John La Chapelle [University of Texas
(Austin) Ph. D. expected in 1995].
1. Jacobi fields and Jacobi matrices.
A Jacobi field is a vector field along a classical path obtained by variation
through classical paths. A d× d Jacobi matrix is built up from Jacobi fields;
each column consists of the components of a Jacobi field. We give explicit
constructions when the action functional is S(x) =
∫
T
dt L(x(t), x˙(t)).
Let {xcl(µ)} be a 2d-parameter family of classical paths (critical paths of
the functional S) with values in a manifold Md
xcl(µ) : T→Md , T = [0, T ] .
We introduce the notations
xcl(t;µ) := (xcl(µ))(t) (B.1)
x˙cl(t;µ) := ∂xcl(t;µ)/∂t (B.2)
x′cl,α(t;µ) := ∂xcl(t;µ)/∂µ
α. (B.3)
We choose µ = (µ1, · · · , µ2d) to stand for 2d initial conditions that characterize
the classical path xcl(µ), assumed to be unique for the time being; namely,
S′(xcl(µ)) = 0 (B.4)
has a unique solution for a given set µ of parameters.
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By varying successively the 2d initial conditions, one obtains 2d Jacobi
fields {∂xcl/∂µα} for α ∈ {1, · · · , 2d}. It is easy to show that
S′′(xcl(µ)) · ∂xcl
∂µα
= 0 . (B.5)
We assume for the time being that the quadratic form S′′(xcl(µ)) · ξξ is not
degenerate for variations ξ which respect the boundary conditions specified
by µ. Therefore the 2d Jacobi fields are linearly independent.
There are several convenient basis for the 2d-dimensional space of Jacobi
fields. Choose as initial condition
µ = (xa, pa) (B.6a)
where
xa := x(ta) (B.6b)
pa := ∂L/∂x˙(t)|t=ta . (B.6c)
The corresponding Jacobi fields are
j•β(t) = ∂x•cl (t; xa, pa) /∂pa,β (B.7)
k•β(t) = ∂x
•
cl (t; xa, pa) /∂x
β
a . (B.8)
Having introduced pa as one of the initial conditions, the reader suspects that
we shall also use31
k˜•
β(t) = ∂pcl,• (t; xa, pa) /∂pa,β (B.9)
ℓ•β(t) = ∂pcl,• (t; xa, pa) /∂x
β
a . (B.10)
Let the Jacobi matrices J,K, K˜, L be made of the Jacobi fields j, k, k˜, ℓ re-
spectively
Jαβ(t, ta) = j
αβ(t) (B.11)
Kαβ(t, ta) = k
α
β(t) (B.12)
K˜α
β(t, ta) = k˜α
β(t) (B.13)
Lαβ(t, ta) = ℓαβ(t) . (B.14)
The 2d × 2d matrix constructed from the four d × d blocks J,K, K˜, L is a
solution of the equation defined by the Jacobi operator in phase space. The
31 The classical momentum pcl,• (t; xa, pa) is obtained by evaluating ∂L/∂x˙(t)
at the point x(t) = xcl (t; xa, pa).
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properties of the Jacobi matrices are numerous. We note only their properties
at t = ta, which can be read off from their definitions :
J(ta, ta) = 0 , L(ta, ta) = 0 (B.15)
K(ta, ta) = 1l , K˜(ta, ta) = 1l . (B.16)
The matrices K and K˜ are indeed the transposed of each other
K˜α
β(t, ta) = K
β
α(ta, t). (B.17)
Let M,N, N˜, P be the matrix inverses of J,K, K˜, L respectively. Hence we
have
Jαβ(t, ta)Mβγ(ta, t) = δ
α
γ (B.18)
and three similar equations expressed in condensed form as follows
KN = 1l, K˜N˜ = 1l, LP = 1l . (B.19)
The matrices M,N, N˜, P are the hessians of the corresponding action func-
tions (Van Vleck matrices):
Mβα(tb, ta) =
∂2S
∂xβcl(tb)∂x
α
cl(ta)
, (B.20)
and similarlyN and P are the hessians of S(xcl(tb), pcl(ta)) and S(pcl(tb), pcl(ta))
respectively.
2. Jacobi operators and their Greens’s functions.
The Green’s functions of the Jacobi operators in phase space can be
expressed in terms of the Jacobi matrices J,K, K˜, L; they include the Green’s
functions of the Jacobi operators in configuration space. For the sake of
brevity, but at the cost of elegance, we consider here only the Green’s functions
of the Jacobi operators in configuration space.
In the previous paragraph, Jacobi fields were obtained by variation
through classical paths. In this paragraph, we consider a one-parameter family
of paths x(λ) satisfying d fixed boundary conditions at ta and d fixed boundary
conditions at tb, referred in brief as “a” and “b”. The corresponding path
space is denoted by Pa,bM , hence
x(λ) ∈ Pa,bM ⊂ PM . (B.21)
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We assume that for λ = 0, the path xcl = x(0) is the unique critical point of
the action functional S restricted to Pa,bM . We set
x˙(λ, t) := ∂x(λ, t)/∂t , x′(λ, t) := ∂x(λ, t)/∂λ , x′(0, t) = ξ(t).
The second variation of the action functional gives the Jacobi operator at xcl:
S′′(xcl) · ξξ := d
2
dλ2
S(x(λ))|λ=0
=
∫
T
dt
(
L1α,1βξ
α(t) + L2α,1β ξ˙
α(t)
)
ξβ(t)
+
∫
T
dt
(
L1α,2βξ
α(t) + L2α,2β ξ˙
α(t)
)
ξ˙β(t)
(B.22)
where L2α,2β is ∂
2L/∂x˙α(t)∂x˙β(t) evaluated at xcl, etc...
If we integrate (B.22) by parts, we obtain the Jacobi operator in its
differential garb (second order differential operator on the space of vector
fields ξ along xcl together with boundary terms at ta and tb). It is often
simpler to work with the quadratic form S′′(xcl) · ξξ as written in (B.22). We
call functional Jacobi operator the kernel corresponding to the quadratic form
S′′(xcl) · ξξ, namely:
1
2
δ2S′′(xcl) · ξξ
δξα(s)δξβ(t)
=: Jαβ(xcl, s, t) . (B.23)
Its inverse will be called its Green’s function G•• (xcl, t, u), namely∫
T
dtJαβ(xcl, s, t)Gβγ(xcl, t, u) = δγαδ(s− u) . (B.24)
Provided the quadratic form S′′(xcl) · ξξ is non degenerate, the functional
Jacobi operator has a unique inverse. We say S′′(xcl) is non degenerate if for
any ξ 6= 0 in TxclPa,bM there exists η in this vector space with
S′′(xcl) · ξη 6= 0 . (B.25)
This equation says that there are no (nonzero) Jacobi field in the tangent
space TxclPa,bM to the space of paths with boundary conditions a and b.
We list below the Green’s functions of Jacobi operators at classical paths
with different boundary conditions. A more abstract formula could encode
all cases. Explicit formulas may be more useful for applications.
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i) The classical path is characterized by pcl(ta) = pa, xcl(tb) = xb
G(t, s) = θ(s− t)K(t, ta)N(ta, tb)J(tb, s)
− θ(t− s)J(t, tb)N˜(tb, ta)K˜(ta, s) .
(B.26)
ii) The classical path is characterized by xcl(ta) = xa, pcl(tb) = pb
G(t, s) = θ(s− t)J(t, ta)N˜(ta, tb)K˜(tb, s)
− θ(t− s)K(t, tb)N(tb, ta)J(ta, s) .
(B.27)
iii) The classical path is characterized by xcl(ta) = xa, xcl(tb) = xb
G(t, s) = θ(s− t)J(t, ta)M(ta, tb)J(tb, s)
− θ(t− s)J(t, tb)M(tb, ta)J(ta, s) .
(B.28)
iv) The classical path is characterized by pcl(ta) = pa, pcl(tb) = pb
G(t, s) = θ(s− t)K(t, ta)P (ta, tb)K˜(tb, s)
− θ(t− s)K(t, tb)P˜ (tb, ta)K˜(ta, s) .
(B.29)
3. Semiclassical expansions.
We have given examples of WKB approximations in two cases:
i) The classical path of reference is characterized by initial momentum,
final position (paragraph III.2).
ii) The classical path is characterized by initial position, final position
(paragraph IV.1).
Two other cases are often needed:
iii) The classical path is characterized by initial position and final mo-
mentum. The transposition from case i) is straightforward.
iv) The classical path is characterized by initial momentum and final
momentum. The critical points of the action functional are degenerate when
the classical system is constrained by a conservation law. We refer the reader
to the reference [15] for this case.
The computation of semiclassical expansions along the lines of paragraphs
III.2 and IV.1, but with general action functionals S, brings in a second
variation
S′′(xcl) · ξξ = Q0(ξ) +Q(ξ) (B.30)
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where
Q0(ξ) =
∫
T
dt L2α,2β ξ˙
α(t)ξ˙β(t) . (B.31)
Provided the Legendre matrix
L2α,2β(xcl(t), x˙cl(t)) = ∂
2L/∂x˙αcl∂x˙
β
cl (B.32)
is invertible, the Gaussian integrator defined by the quadratic form(B.30) can
be handled by the same techniques as the Gaussian integrator defined by the
quadratic form ∫
T
dt hαβ ξ˙
α(t)ξ˙β(t) . (B.33)
The contribution of the second variation S′′(xcl) · ξξ to the semiclassical
expansion of Ψ(tb, xb) is∫
Ds,Q0ξ exp
(
−π
s
(Q0(ξ) +Q(ξ)
)
= Det (Q0/(Q0 +Q))
1/2
. (B.34)
Then one uses the Green’s functions (B.26-29) to identify the ratio of Jacobi
matrices whose determinant is equal to Det(Q0/(Q0 + Q)). The results are
identical to the results obtained by discretizing the functional determinants,
and reported in [16].
4. References for Appendix B.
The most complete summary, to date, of Jacobi fields in phase space,
including degenerate critical points of the action, can be found in Appendix
A of
- C. DeWitt-Morette “Feynman path integrals” Acta Physica Austriaca,
Suppl. XXVI, 101-170 (1984).
For the proofs of the results presented in the present paper, and for
properties of Jacobi matrices used in the present paper, see [2, 5, 15, 16] and
- C. DeWitt-Morette and T.-R. Zhang “Feynman-Kac formula in phase
space with application to coherent state transitions” Phys. Rev. D 28, 2517-
2525 (1983).
More on degenerate critical points can be found in
- C. DeWitt-Morette, B. Nelson and T.-R. Zhang “Caustic problems in
quantum mechanics with applications to scattering theory” Phys. Rev. D
28, 2526-2546 (1983).
- C. DeWitt-Morette and B.L. Nelson “Glories and other degenerate
points of the action” Phys. Rev. D 29, 1663-1668 (1984).
A short introduction to the Hamiltonian techniques underlying the above
results can be found in
- P. Cartier “Some fundamental techniques in the theory of integrable
systems” in Lectures on Integrable Systems (O. Babelon, P. Cartier and Y.
Kosmann-Schwarzbach edit.), World Scientific, Singapore (1994).
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JAppendix C
A new class of ordinary differential equations
The purpose of this Appendix is to extend to the L2,1 case the famil-
iar theorems about the existence and uniqueness of solutions of differential
equations, and to describe the parametrization of paths in a curved space by
means of paths in a flat space.
1. Solutions of differential equations: the classical case.
We shall follow the usual strategy, as described in any standard text-
book, for instance Bourbaki [27]. More precisely, consider a domain Ω in the
Euclidean space Rn and a vector field in Ω associating to every epoch t in the
time interval T = [ta, tb] and to every point x in Ω a velocity vector v(t, x)
in Rn. We assume that v(t, x) is a continuous function of t and x. The two
basic remarks are as follows:
a) any trajectory of the vector field v can be prolongated as long as it does
not reach the boundary of Ω;
b)J by the mean value theorem, if the absolute velocity |v| is bounded by
a constant V along a given trajectory leading from xa at time ta to xb at time
tb, then the mean velocity
|xb−xa|
tb−ta
is bounded by V .
¿From these remarks follows the following existence theorem (Peano):
Assume that Ω is a closed ball centered at xa of radius L, and that
|v(t, x)| < L/T (C.1)
holds uniformly for t in T and x in Ω, where T = tb − ta is the length of T.
Then there exists a solution x : T→ Ω of the differential equation x˙ = v(t, x)
with the initial condition x(ta) = xa.
For the proof, we construct first an approximate solution by the Euler
method. We select epochs t1, · · · , tN−1 such that ta < t1 < · · · < tN−1 < tb
and set t0 = ta , tN = tb. Then we define inductively points x0, x1, · · · , xN in
Ω by x0 = xa and
xi = xi−1 + (ti − ti−1) v(ti−1, xi−1) (C.2)
for 1 ≤ i ≤ N ; the estimate (C.1) guarantees that the points x0, x1, · · · , xN are
in Ω. We then interpolate linearly in each subinterval [ti−1, ti], and generate a
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function xT : T → Ω depending on the subdivision T = (t0 < t1 < · · · < tN )
of T. By the mean value theorem and the estimate (C.1) we obtain
|xT (t)− xT (t′)| ≤ V |t− t′| (C.3)
for t, t′ in T, where V = L/T . We then use Ascoli’s theorem: it asserts the
existence of a sequence of subdivisions T (n) of T, whose mesh ∆(n) tends to
0, such that xT (n)(t) tends to a limit x(t) uniformly for t in T. Then, one
shows that xT (n) satisfies an approximate integral equation∣∣∣∣xT (n)(t)− xa − ∫ t
ta
ds v(s, x(s))
∣∣∣∣ ≤ εn , (C.4)
where lim
n=∞
εn = 0. By uniform convergence, the limit function x(·) satisfies
the integral equation
x(t) = xa +
∫ t
ta
ds v(s, x(s)) , (C.5)
fully equivalent to the differential equation{
x˙(t) = v(t, x(t))
x(ta) = xa .
(C.6)
Both the uniqueness of a solution to the previous equation and the
continuous dependence of the unique solution on the initial position xa are es-
tablished by an analysis of the stability of trajectories. Suppose given another
trajectory y : T→ Ω with initial position ya = y(ta); such a trajectory exists
if ya is sufficiently close to xa. Hence we have the integral relation
y(t) = ya +
∫ t
ta
ds v(s, y(s)) . (C.7)
Furthermore, assume that the velocity field satisfies a Lipschitz condition:
|v(t, x)− v(t, x′)| ≤ k |x− x′| (C.8)
for x, x′ in Ω and t in T, with a fixed constant k > 0. Denote by δ(t) the
distance between x(t) and y(t). From (C.5), (C.7) and (C.8) one derives
|δ(t)− δ(ta)| ≤ k
∫ t
ta
ds δ(s) . (C.9)
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By using an iteration procedure reminiscent of Picard’s method, one derives
the following estimate:
δ(t) ≤ δ(ta)ek(t−ta) (C.10)
(“Gronwall’s lemma”). If xa = ya, then δ(ta) = 0, hence δ(t) = 0 for all t and
x(t) = y(t): uniqueness. Furthermore if δ(ta) = |ya − xa| tends to 0, then
y(t) tends uniformly to x(t) for t in the finite interval T.
The results obtained so far are local. To get a global existence theorem,
assume that N is a compact manifold, of dimension n, and that X is a time-
dependent vector field on N , namely X(t, x) belongs to TxN for t in T, and x
in N . Assume furthermore that X(t, x) is continuous in t, x, with continuous
first derivatives in x. Choose a point xa in N and a coordinate system around
xa. Then X is expressed in this coordinate system by a function v : T×Ω→
Rn, where Ω is a closed ball centered at xa, with radius L. Since a continuous
function is bounded on any compact set, there exists a constant τ > 0 such
that |v(t, x)| ≤ L/2τ uniformly for t in T and x in Ω. ¿From the local
existence theorem, it follows that for any point x0 in the open ball centered
at xa with radius L/2, and any t0 in T, there exists a unique trajectory
x : [t0, t0 + τ ] → N such that x(t0) = x0. By compacity of N , we can
cover N by a finite number of such balls. Defining σ as the minimum of the
life-times τ , we conclude that the existence and uniqueness of a trajectory
x : [t0, t0 + σ]→ N with x(t0) = x0 hold for every point x0 in N .
Consider now the time interval T = [ta, tb] and subdivide it into subinter-
vals [ti, ti+1] of lengths ≤ σ (for i in {0, 1, · · · , N}) where t0 = ta, tN+1 = tb.
So given any point xa in N , there exists a trajectory x0(t) (for t0 ≤ t ≤ t1)
such that x0(t0) = xa. Set x1 = x0(t1) and consider the trajectory x1(t) (for
t1 ≤ t ≤ t2) with initial point x1. By repeating this procedure, we construct
step by step the required trajectory x : T→ N such that x(ta) = xa.
Proceeding backwards rather than forwards, we conclude that given any
point xb in N , there exists a unique solution x(t) = x(t; xb) of the differential
equation x˙(t) = X(t, x(t)) with final position x(tb) = xb. For fixed t, we
define the transformation Σ(t) in N taking xb to x(t; xb), hence
x(t; xb) = xb · Σ(t) . (C.11)
2. Solutions of differential equations: the L2,1 case.
We sketch the necessary modifications. A more detailed account will
appear elsewhere.
Consider an L2,1 path x : T→ Ω; its action is defined by
A =
∫
T
|dx|2
dt
. (C.12)
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The mean value theorem is replaced by the following estimate
|xb − xa|2
tb − ta ≤ A , (C.13)
which follows easily from Cauchy-Schwarz inequality.
We make the following assumptions about the velocity field v(t, x).
(A) The function v(t, x) is jointly-measurable in (t, x), and continuous
in x for a given t, and furthermore there exists a numerical L2 function
V : T→ [0,+∞[ such that
|v(t, x)| ≤ V (t) (C.14)
holds for x in Ω and t in T.
(B) Denoting by A the action
∫
T
dt V (t)2, the radius L of the ball Ω
centered at xa, and the length T of the time interval T obey the estimate
A < L2/T . (C.15)
Under these conditions, one proves an existence theorem for the differ-
ential equation (C.6) with an L2,1 solution x : T → Ω. As a first step, one
replaces Euler’s approximation (C.2) by the following approximate solution
xT (t) = xT (ti−1) +
∫ t
ti
ds v(s, xT (ti−1)) (C.16)
for t in the subinterval [ti−1, ti]. The inequalities (C.13) to (C.15) guarantee
that this trajectory xT (t) remains in the closed ball Ω. Furthermore, the
velocity x˙T (t) of this trajectory satisfies the estimate |x˙T (t)| ≤ V (t) for t in
T, and by (C.13), we obtain the estimate
|xT (t)− xT (t′)|2 ≤ A |t− t′| . (C.17)
We can then invoke Ascoli’s theorem, and find a sequence of approximate
solutions xT (n) converging uniformly on T towards an L
2,1 function x. Each
approximation xT (n) satisfies an approximate integral equation, and in the
limit the integral equation (C.5) is obtained using Lebesgue’s dominated con-
vergence.
For the uniqueness, we need a Lipschitz condition of the type
|v(t, x)− v(t, x′)| ≤ k(t) |x− x′| (C.18)
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where the integral
∫
T
dt k(t)2 is finite. We use again a variant of Gronwall’s
lemma.
The global results are obtained for a compact manifold N by the reason-
ings used at the end of paragraph C.1. Only minor modifications are needed.
3. Parametrization of paths.
We consider a manifold N and d vector fields X(1), · · · , X(d) on N . We
assume that they are of class C1 and linearly independent at each point of
N . For x in N denote by Hx the vector subspace of TxN generated by
X(1)(x), · · · , X(d)(x). The collection of these vector spaces is a subbundle32 H
of the tangent bundle TN to N . We consider also a real symmetric invertible
matrix (hαβ) of size d× d, and define a field of quadratic forms hx on Hx by
hx
(
X(α)(x), X(β)(x)
)
= hαβ . (C.19)
Fix a point xb in N . We denote by PHxbN the set of L2,1 paths x : T→ N
which satisfy the following conditions:
(A) The endpoint x(tb) is equal to xb.
(B) For each epoch t in T, the velocity vector x˙(t) lies in the subspace
Hx(t) of Tx(t)N .
We define the action of such a path by
A(x) =
∫
T
dt hx(t)(x˙(t), x˙(t)) . (C.20)
Since the vectors X(α)(x(t)) (for 1 ≤ α ≤ d) form a basis of Hx(t), and
from the hypothesis that the path x is of class L2,1, we infer that there exist
functions z˙α in L
2(T) such that
x˙(t) = X(α)(x(t))z˙
α(t) . (C.21)
Furthermore, the function z˙α is the derivative of a function zα in L2,1(T)
normalized by zα(tb) = 0. The vector function z =
(
z1, · · · zd) is an element
of the space denoted by Zb in paragraph A.3.8. This construction associates
to a path x in PHxbN a path z in Zb with conservation of action:
A(x) = Q0(z) , (C.22)
where as usual Q0(z) is equal to
∫
T
dt hαβ z˙
α(t)z˙β(t).
Assume now that N is compact. By using the theory of L2,1 differential
equations sketched in paragraph C.2, it can be shown that we can invert the
32 The letter H stands for “horizontal”.
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transformation x 7→ z. Given any z in Zb, the differential equation (C.21) has
a unique solution x in PHxbN , and we obtain a parametrization
P : Zb → PHxbN
of a space of paths in a curved space N by a space of paths in a flat space Rd.
For z in Zb, we denote by x(t, z) the solution of the differential equation (C.21)
with endpoint x(tb, z) = xb. We can also introduce a global transformation
Σ(t, z) : N → N taking xb into x(t, z). If necessary, we include tb in the
notation and denote this transformation by Σ(T; z) or Σ(tb, ta; z) in the case
t = ta. The chain rule
Σ(tb, ta; zbaJ) = Σ(tb, tc; zbc) ·Σ(tc, ta; zca) (C.23)
is a consequence of the uniqueness of the solution of the differential equation
(C.21). Here zba is z, tc is an intermediate epoch, and the paths zbc : [tc, tb]→
Rd and zca : [ta, tc]→ Rd are given by
zbc(t) = z(t) , zca(t) = z(t)− z(tc) . (C.24)
Remark. The more general differential equation
x˙(t) = X(α)(x(t))z˙
α(t) + Y (x(t)) (C.25)
can be handled in a similar way. In this case, we replace PHxbN by the spacePH,Yxb N of L2,1 paths x : T→ N such that x(tb) = xb and x˙(t)− Y (t) belong
to Hx(t) for every t in T.
These constructions are related to the Cartan development map. Take for
M a compact Riemannian manifold, and let N be the corresponding bundle
of orthonormal frames; it is a compact manifold. Fix xb in M , and a frame
ρb = (xb, ub) at xb. Then, by the Riemannian connection, there is defined a
“horizontal” subspace THρbN of the tangent space TρbN , and the projection
Π : N → M induces an identification of THρbN with TxbM . Since ub defines
an orthonormal basis of TxbM , we obtain a basis X(1)(ρb), · · · , X(d)(ρb) of
THρbN . This construction is valid for every point in N , hence we define vector
fields X(1), · · · , X(d) on N . By using the previous construction, we get a
parametrization
P : Zb → PHρbN .
But the paths in PHρbN are nothing else than the horizontal liftings of the L2,1
paths inM . More precisely denote by PxbM the set of L2,1 paths x : T→M ,
such that x(tb) = xb. Then, the projection Π : N → M induces a mapping
x˜ 7→ Π ◦ x˜ of PHρbN into PxbM , and this map is a bijection. To conclude, we
get a diagram
Zb → PHρbN → PxbM
and by composition a parametrization of PxbM by Zb. This is the Cartan
development map for L2,1 paths. The standard theory works for C1 paths.
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Figure captions
Figure A.1: “Linear change of variables”
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