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Abstract
We study two generalizations of the asymmetric simple exclusion process with two types of particles.
Particles of type 1 can jump over particles of type 2, while particles of type 2 can only influence the jump
rates of particles of type 1. We prove that the processes are self–dual and explicitly write the duality
function. As an application, an expression for the r–th moment of the exponentiated current is written
in terms of r–particle evolution.
The construction and proofs of duality are accomplished using symmetry of the quantum groups
Uq(gl3) and Uq(sp4), with each node in the Dynkin diagram corresponding to a particle type, and the
number of edges corresponding to the jump rates.
1 Introduction
The asymmetric simple exclusion process (ASEP) is a widely studied model in mathematics and physics.
Particles occupy a one–dimensional lattice, with at most one particle at each site. The particles jump to
neighboring sites asymmetrically, meaning that particles will drift to either the right of the left. If the
particle jumps to an occupied site, the jump is blocked.
In [3],[10] and [19], there is additionally a second–class particle. This particle jumps according to the
same rule as ASEP. However, if a first–class particle attempts to jump to a site occupied by a second–class
particle, the particles switch positions. If a second–class particle attempts to jump to a site occupied
by a first–class particle, the jump is blocked. Observe that the second–class particles do not affect the
first–class particles, or in other words, the projection to the first–class particles is Markov.
This paper will introduce so-called “semi–second–class” particles. These are particles which can not
jump over the first–class particles; however, their presence can influence the jump rates of adjacent first–
class particles. Thus, the projection to first–class–particles is not Markov. These particles will also be
called “type 1” and “type 2” particles.
Two particular sets of values for the jump rates will be studied in detail. In these two cases, we will
show that the processes are self–dual and explicitly write the duality function. The duality is proved
using symmetry of the rank two quantum groups Uq(gl3) and Uq(sp4). The use of algebra symmetries
to prove duality has a well–established history (e.g. [17],[18],[4],[14]). The proofs in this work follow the
method laid out in [9]. Recent work [7],[11] has also developed proofs for duality using more “direct”
(that is, without algebra) methods. It has also been previously known that ASEP with second–class
particles is integrable (e.g. [1]) and satisfies Uq(gl3) symmetry [2], but the explicit representations had
not been constructed. Similar models have also been shown to be integrable (e.g. [8],[12]).
The remainder of this paper is organized as follows: section 2 gives an explicit description of the
processes, states the duality results as well as an application, and state the quantum group symmetry.
Section 3 reviews the background on quantum groups and constructs a central element necessary for the
proof. Section 4 finishes the proofs for the Uq(sp4) case, and section 5 finishes the proofs for the Uq(gl3)
case.
During the writing of this paper, another paper [5] was posted to arXiv with similar results. That
paper studies the process arising from Uq(gl3) symmetry and finds a duality function similar to the one
presented here. The approach is different in that it uses the Perk–Schultz quantum spin chain [16] to
1
construct the representations, rather than explicitly constructing a central element. That paper also
explicitly constructs all invariant measures and proves an interesting sum rule for the duality functions,
neither of which are addressed here.
Acknowledgments. The author would like to thank Alexei Borodin and Ivan Corwin for helpful
conversations. The author was partially supported by a National Science Foundation Graduate Research
Fellowship.
2 Overview
2.1 Description
Consider a one–dimensional lattice. Each lattice site has three possible states: either empty, occupied
by a first–class particle, or occupied by a semi–second–class particle. Describe a particle configuration
by ξ = {ξi} where ξi ∈ {0, 1, 2} for each lattice site i, corresponding to an empty site, occupation by a
first-class particle, and occupation by a semi–second–class particle, respectively.
Each particle has two independent exponential clocks, one for left jumps and one for right jumps.
The rate of the left clock depends on the state of the site to the left of the particle, and the rate of the
right clock depends on the state of the site to the right of the particle. Let L(i, j) denote the rate of the
left clock of the i–th class particle when the site to the left has state j, and similarly denote R(i, j).
The particles interact according to the following rules: If a first–class particle attempts to jump to a
site occupied by a semi–second–class particle, then the particles switch positions. If a semi–second–class
particle attempts to jump to a site occupied by a first–class particle, the jump is blocked. This implies
that
L(2, 1) = R(2, 1) = 0.
If a first–class particle attempts to jump to a site occupied by another first–class particle, then the jump
is blocked. The same holds for the semi–second–class particle. This means that
L(1, 1) = L(2, 2) = R(2, 2) = R(1, 1) = 0.
This leaves six remaining jump rates, L(1, 0), R(1, 0), L(2, 0), R(2, 0), L(1, 2), R(1, 2). Observe that if
L(1, 0) = L(1, 2), R(1, 0) = R(1, 2),
then the first class particles evolve independently of the semi–second–class particles. In other words,
the behavior of the first–class particles is Markov. In this case, the semi–second–class particles have
been described in the literature as second–class particles (see e.g. [18, 19]). In general, however, the
semi–second–class particles still affect the jump rates of the first–class particles, even if they can not
jump over them. Also observe that if the six jump rates are all multiplied by the same positive constant,
then this corresponds to rescaling the time, and hence has no effect on the interaction of the particles.
In this paper, we will consider two particular sets of values for the jump rates. The first is when
L(1, 0) = L(2, 0) = L(1, 2) = 1, R(1, 0) = R(2, 0) = R(1, 2) = q−2.
This is called spin 1/2 type A2 ASEP, or ASEP with second–class particles. Here, the asymmetry pa-
rameter is q for all particles. The second set of values for the jump rates is when
L(1, 0) = L(2, 0) = 1, L(1, 2) = a, R(1, 0) = R(2, 0) = q−2, R(1, 2) = aq−4,
where a solves (q−4 + q6)a = q2(q2 + q−2)2. This is called spin 1/2 type C2 ASEP . In other words,
the asymmetry parameter is q for particles of type 1 and 2, and q2 when particles of type 1 and type 2
interact. The reasons for the names will become clear later in the paper.
2.2 Duality results
Let us review the definition of duality.
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Definition 2.1. Suppose that X(t) and Y (t) are Markov processes on state spaces X and Y respectively.
Given a function D on X × Y , let SD ⊆ X × Y be the set of all (x, y) such that
Ex[D(x(t), y)] = Ey [D(x, y(t))],
where on the left hand side, the process x(t) starts at x(0) = x, and on the right hand side, the process
y(t) starts at y(0) = y. If SD = X ×Y , then we say that X(t) and Y (t) are dual with respect to D(x, y).
If furthermore, X(t) and Y (t) are the same process, then we say that X(t) is self–dual.
In order to write the explicit formula for the duality functions, define
NLi (η) =
i−1∑
j=1
1{ηj 6=0}, N˜
L
i (η) =
i−1∑
j=1
1{ηj=1},
NRi (η) =
L∑
j=i+1
1{ηj 6=0}, N˜
R
i (η) =
L∑
j=i+1
1{ηj=1}.
Theorem 2.2. In the A2 case, if ξ is the particle configuration with particles of type 1 at n1, . . . , nr and
particles of type 2 at m1, . . . ,mr′ , then the function D(·, ·) defined by
D(η, ξ) =
r∏
s=1
1{ηns=1}q
2N˜Rns
(η)+2ns
r′∏
s′=1
1{ηm
s′
6=0}q
2NRm
s′
(η)+2ms′
is a self–duality function.
This function is similar to Proposition 2 of [14] or (3.12) of [18]. Indeed, if ξ only contains type 2
particles, one recovers the self–duality function for the projection of type A2 ASEP to the number of
particles, which is still ASEP. If ξ only contains type 1 particles, one recovers the self–duality function
for the projection of type A2 ASEP to the type 1 particles, which is again still ASEP.
In the C2 case, we give two duality functions:
Theorem 2.3. (1) In the C2 case, the function
D(η, ξ) =
L∏
i=1
(
1{ξi=ηi=1}q
2(i−1) + 1{ξi=ηi=2}q
2(i−1+NLi (η)+N
L
i (ξ)) + 1{ξi=1,ηi=2}q
2(NLi (η)+i−1+2N
L
i (ξ)−N˜
L
i (ξ))
)
is a self–duality function.
(2) In the C2 case, there is a function D such that
SD = {0, 1, 2}
L × {0, 1}L.
Explicitly, if for n1 < . . . < nr, the particle configuration ξ
(n1,...,nr) is defined by
ξ
(n1,...,nr)
i =
{
1, i ∈ {n1, . . . , nr}
0, i /∈ {n1, . . . , nr}
then
D(η, ξ(n1,...,nr)) =
r∏
s=1
1{ηns 6=0}q
2NRns (η)+2ns
Remark. Theorem 2.3(2) can also be stated as “spin 1/2 type C2 ASEP is dual to usual ASEP with
respect to D.” Also observe that the function D(·, ·) only detects the number, not the type, of particles.
The projection of type A2 and C2 ASEP to particle occupation is simply the usual ASEP, and the
duality function matches that from [18]. The interest lies in that D(·, ·) can be constructed from the
representation theory of Uq(sp4), which will be seen below.
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2.3 Construction
In [9], there is a general description of how to construct particle systems from quantum groups, as well
as finding self–duality functions for these particle systems. Let us review the idea in several steps.
The first step is to consider the quantum group Uq(g) for some finite–dimensional simple Lie algebra
g. Find an explicit central element C ∈ Uq(n−)Uq(h)Uq(n+).
Next, consider a finite–dimensional irreducible representation V of Uq(g) with a basis v1, . . . , vd con-
sisting of weight space vectors. If v1 denotes the highest weight vector and vd denotes the lowest weight
vector, then compute the value of a for which ∆(C)(v1⊗v1) = av1⊗v1. Now compute the d×d matrix of
A := ∆(C−a) acting on V ⊗V with respect to the basis {vi⊗ vj , 1 ≤ i, j ≤ d}. Observe that since C−a
is still central. Assume that this matrix has non–positive diagonal entries, and non–negative off–diagonal
entries (this will not always be true).
Now consider the operator on V ⊗L defined by
L−1∑
i=1
1⊗i−1 ⊗ A⊗ 1⊗L−i−1.
Suppose that we have a vector g ∈ V ⊗L such that A(L)g = 0. It is possible to find such a vector by
applying elements of Uq(n+) to the lowest weight vector vd⊗· · ·⊗vd (in physics language, this is applying
creation operators to the vacuum state). Write g in terms of the canonical basis∑
1≤i1,...,iL≤d
g(i1, . . . , iL)vi1 ⊗ · · · ⊗ viL
Assume that g(i1, . . . , iL) is always positive and define G to the diagonal operator on V
⊗L defined by
G(vi1 ⊗ · · · ⊗ viL ) = g(i1, . . . , iL)vi1 ⊗ · · · ⊗ viL .
By the assumptions on A, the matrix L = G−1A(L)G is the generator of a continuous–time Markov chain
on the state space {1, . . . , d}L.
Finally, if A(L) is self–adjoint on V ⊗L and S is an operator that commutes with A, thenD = G−1SG−1
is a self–duality function for the particle system generated by L.
This paper will consider the situation in which g = sp4 or gl3 and V is the fundamental representation.
The precise statements are as follows:
Theorem 2.4. There exists a central element C ∈ Uq(gl3) and an operator G on V
⊗L such that for
A(L) :=
L−1∑
i=1
1⊗i−1 ⊗∆(C)⊗ 1⊗L−i−1,
G−1A(L)G is the generator of spin 1/2 type A2 ASEP on the lattice {1, . . . , L} with domain wall boundary
conditions.
The self–duality function D(·, ·) in Theorem 2.2 is of the form G−1SG−1 for a symmetry S of A(L).
In the following theorem, the notation for A(L) and A˜(L) are the same.
Theorem 2.5. There exists a central element C ∈ Uq(sp4) and operators Gǫ on V
⊗L such that the limit
limǫ→0 G
−1
ǫ A
(L)Gǫ is the generator of spin 1/2 type C2 ASEP on the lattice {1, . . . , L} with domain wall
boundary conditions.
The functions in Theorem 2.3 are of the form G−1SG−1 for a symmetry S of A(L).
3 Central Element
The first step is to find a suitable central element in Uq(g). This will be done with the quantum Harish–
Chandra isomorphism. In principle, one could directly check that the resulting element is central using
only the commutation relations, but the whole proof is presented here in order to make the construction
less mysterious and more applicable for other Lie algebras.
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Given a simple Lie algebra g of rank n, the quantum group Uq(g) is the Hopf algebra generated by
{ei, fi, ki}, 1 ≤ i ≤ n with relations
[ei, fj ] = δij
ki − k
−1
i
qi − q
−1
i
, [ki, kj ] = 0
[ei, ej ] = [fi, fj ] = 0, i 6= j + 1,
kiej = q
(αi,αj)ejki kifj = q
−(αi,αj)fjki
−aij∑
r=0
(
−aij
r
)
q
eri eje
−aij−r
i = 0
where
qi = q
(αi,αi)/2(
n
m
)
q
=
(n)q!
(m)q!(n−m)q!
, (n)q! =
n∏
k=1
(k)q, (n)q =
qn − q−n
q − q−1
and
aij =
2(αi, αj)
(αi, αi)
is the Cartan matrix. (Recall that (αi, αi) = 2 for short roots and 4 for long roots.) The co–product is
∆(ei) = ei ⊗ 1 + ki ⊗ ei ∆(fi) = 1⊗ fi + fi ⊗ k
−1
i
and the antipode is
S(ei) = −k
−1
i ei S(fi) = −fiki, S(ki) = k
−1
i ,
We will also use Greek letter subscripts kα to denote the ki, when it is notationally more convenient to
do so, and kα+β denotes kαkβ.
Letting b± denote the Borel subalgebras, there is a pairing (see Proposition 6.12 of [15]) on Uq(b−)×
Uq(b+) defined by
〈kα, kβ〉 = q
−(α,β)g , 〈fi, ej〉 =
−δij
qi − q
−1
i
, 〈ki, ej〉 = 〈fi, kj〉 = 〈1, ei, 〉 = 〈fj , 1〉 = 0, 〈1, 1〉 = 1
〈y, x · x′〉 = 〈∆(y), x′ ⊗ x〉, 〈y · y′, x〉 = 〈y ⊗ y′,∆(x)〉
where (·, ·)g is an invariant, non–degenerate invariant symmetric bilinear form on h∗. Furthermore,
according to Lemma 6.16 of [15],
(ω(x), ω(y)) = (y, x) = (τ (y), τ (x)) (1)
where ω is the automorphism and τ is the antiautomorphism defined by
ω(ei) = fi, ω(fi) = ei, ω(ki) = k
−1
i
τ (ei) = ei, τ (fi) = fi, τ (ki) = k
−1
i
Let V be the fundamental representation of g and let {vµ} be a basis of V such that vµ ∈ V [µ], the
µ–weight space of V . For any µ ≥ λ such that V [µ] and V [λ] are nonzero, let eµλ and fλµ be elements
of U+ and U− respectively such that eµλvλ = vµ and fλµvµ = vλ, Let ρ be half the sum of the positive
roots of g, and recall that (2ρ, α) = (α, α) for the simple roots α.
Lemma 3.1. If q is not a root of unity and 2µ is in the root lattice of g for all weights µ of V , then the
element ∑
µ≥λ
q(µ−λ,µ)q−(2ρ,µ)e∗µλk−λ−µf
∗
λµ (2)
is central in Uq(g), where the star
∗ denotes the dual element under 〈, ·, ·〉.
Proof. By following the construction of the Harish–Chandra isomorphism in [15], one sees that∑
µ≥λ
q(ν,µ)q−(2ρ,λ)q−(2ρ,ν)e∗µλkνk−2λ−2νf
∗
λµ, ν := µ− λ
is central, which simplifies to (2).
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3.1 sp4
Recall that sp2n is the rank n Lie algebra consisting of 2n× 2n matrix of the form{(
A B
C D
)
: A = −DT , B = BT , C = CT
}
Letting Eij denote the matrix with a 1 at the (i, j)-entry and zeroes elsewhere, define
ei = Ei,i+1 − En+i+1,n+i, fi = Ei+1,i − En+i,n+i+1
hi = Eii − Ei+1,i+1 − En+i,n+i + En+i+1,n+i+1
en = En,2n, fn = E2n,n hn = En,n − E2n,2n
The simple roots and fundamental weights are
αi = ǫi − ǫi+1, 1 ≤ i ≤ n− 1
αn = 2ǫn,
ωi = ǫ1 + ǫ2 + · · ·+ ǫn, 1 ≤ i ≤ n
where ǫi(M) = Mii. We have that (αi, αi) = 2 for 1 ≤ i ≤ n − 1 and (αn, αn) = 4. We have that
(αn−1, αn) = −2. When n = 2, the Cartan matrix of sp4 is simply(
2 −2
−1 2
)
The Dynkin diagram of sp4 is of type C2, hence the notation. To make notation clearer, k(1,−1) denotes
k1 and k(0,2) denotes k2.
Let V be the fundamental representation of sp4. It has a basis v1, v2, v4, v3 which are in the weight
spaces ǫ1, ǫ2,−ǫ2,−ǫ1. It is immediate that the condition of lemma 3.1 holds. Index these and order
them by 1 ≥ 2 ≥ 2¯ ≥ 1¯. We have that
1
f1−→ 2
f2−→ 2¯
f1−→ 1¯.
Here, the sum of the positive roots is
2ρ = 4ǫ1 + 2ǫ2
So that
(−2ρ, µ) =


−4, µ = 1
−2, µ = 2
2, µ = 2¯
4, µ = 1¯
(3)
In order to write the central element, the dual elements need to be calculated:
Lemma 3.2. The dual elements are:
(e1)
∗ = −(q − q−1)f1, (f1)
∗ = −(q − q−1)e1
(e2)
∗ = −(q2 − q−2)f2, (f2)
∗ = −(q2 − q−2)e2
(e1e2)
∗ = (q − q−1)(q2f1f2 − f2f1), (f1f2)
∗ = (q − q−1)(q2e1e2 − e2e1)
(e2e1)
∗ = (q − q−1)(q2f2f1 − f1f2), (f2f1)
∗ = (q − q−1)(q2e2e1 − e1e2)
(e1e2e1)
∗ = (q − q−1)(qf1f1f2 − (q
−1 + q3)f1f2f1 + qf2f1f1)
(e2e1e1)
∗ =
q − q−1
q + q−1
(
f1(q
2f2f1 − f1f2)− (q
2f2f1 − f1f2)f1
)
(e1e1e2)
∗ =
q − q−1
q + q−1
(q2f1f2 − f2f1)f1 − f1(q
2f1f2 − f2f1)
(f1f2f1)
∗ = (q − q−1)(qe1e1e2 − (q
−1 + q3)e1e2e1 + qe2e1e1)
(f2f1f1)
∗ =
q − q−1
q + q−1
(
e1(q
2e2e1 − e1e2)− (q
2e2e1 − e1e2)e1
)
(f1f1f2)
∗ =
q − q−1
q + q−1
(
q2e1e2 − e2e1)e1 − e1(q
2e1e2 − e2e1
)
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Proof. The first two lines follow immediately from the definition of the pairing. For the next two lines,
we have that
〈f1f2, e1e2〉 = 〈f2 ⊗ f1k
−1
2 , e2 ⊗ e1〉
= 〈f2, e2〉〈f1 ⊗ k
−1
2 , e1 ⊗ 1〉
= (q2 − q−2)−1(q − q−1)−1
By (1),
〈f2f1, e2e1〉 = (q
2 − q−2)−1(q − q−1)−1.
Furthermore,
〈f1f2, e2e1〉 = 〈f1 ⊗ f2, k2e1 ⊗ e2〉
= 〈f1 ⊗ k
−1
1 , e1 ⊗ k2〉〈f2, e2〉
= q−2(q2 − q−2)−1(q − q−1)−1
and
〈f2f1, e1e2〉 = 〈f2 ⊗ f1, k1e2 ⊗ e1〉
= 〈f2 ⊗ k
−1
2 , e2 ⊗ k1〉〈f1, e1〉
= q−2(q2 − q−2)−1(q − q−1)−1
This proves lines three and four.
Now for the remainder of the lemma. We have that
〈(e1e2)
∗f1, e1e2e1〉 = 〈(e1e2)
∗ ⊗ f1, e1e2k1 ⊗ e1〉
= 〈∆((e1e2)
∗), k1 ⊗ e1e2〉〈e1, f1〉
= 〈k1k2 ⊗ (e1e2)
∗, k1 ⊗ e1e2〉〈e1, f1〉
= −(q − q−1)−1
and also
〈f1(e1e2)
∗, e1e2e1〉 = 〈f1 ⊗ (e1e2)
∗, k1k2e1 ⊗ e1e2〉
= 〈f1, k1k2e1〉
= 〈f1, e1〉〈k
−1
1 , k1k2〉
= −(q − q−1)−1
and additionally
〈(e1e2)
∗f1, e2e1e1〉 = 0
because e1e2 is not possible as a left tensor factor. Continuing,
〈(e1e2)
∗f1, e1e1e2〉 = 〈(e1e2)
∗ ⊗ f1, e1k1e2 ⊗ e1 + k1e1e2 ⊗ e1〉
= (1 + q−2)〈(e1e2)
∗ ⊗ f1, k1e1e2 ⊗ e1〉
= −(1 + q−2)(q − q−1)−1
and
〈f1(e1e2)
∗, e1e1e2〉 = 〈f1 ⊗ (e1e2)
∗, e1k1k2 ⊗ e1e2 + k1e1k2 ⊗ e1e2〉
= (1 + q2)〈f1 ⊗ (e1e2)
∗, e1k1k2 ⊗ e1e2〉
= −(1 + q2)(q − q−1)−1
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So we see that
〈(e1e2)
∗f1 − f1(e1e2)
∗, e1e2e1〉 = 0
〈(e1e2)
∗f1 − f1(e1e2)
∗, e1e1e2〉 = (q
2 − q−2)(q − q−1)−1 = q + q−1
〈(e1e2)
∗f1 − f1(e1e2)
∗, e2e1e1〉 = 0
and that
〈(e1e2)
∗f1 − q
−2f1(e1e2)
∗, e1e2e1〉 = (−1 + q
−2)/(q − q−1) = −q−1
〈(e1e2)
∗f1 − q
−2f1(e1e2)
∗, e1e1e2〉 = 0
〈(e1e2)
∗f1 − q
−2f1(e1e2)
∗, e2e1e1〉 = 0
Furthermore,
〈(e2e1)
∗f1, e1e2e1〉 = 〈(e2e1)
∗ ⊗ f1, k1e2e1 ⊗ e1〉
= −(q − q−1)−1
and that
〈f1(e2e1)
∗, e2e1e1〉 = 〈f1 ⊗ (e2e1)
∗, k2k1e1 ⊗ e2e1 + k2e1k1 ⊗ e2e1〉
= (1 + q−2)〈f1 ⊗ (e2e1)
∗, k2k1e1 ⊗ e2e1〉
= −(1 + q−2)(q − q−1)−1
and
〈(e2e1)
∗f1, e2e1e1〉 = 〈(e2e1)
∗ ⊗ f1, e2e1 ⊗ k2k1e1 + e2e1 ⊗ k2e1k1〉
= (1 + q2)〈(e2e1)
∗ ⊗ f1, e2e1 ⊗ k2k1e1〉
= −(1 + q2)(q − q−1)−1
So so that
〈(e2e1)
∗f1 − f1(e2e1)
∗, e1e2e1〉 = 0
〈(e2e1)
∗f1 − f1(e2e1)
∗, e1e1e2〉 = 0
〈(e2e1)
∗f1 − f1(e2e1)
∗, e2e1e1〉 = (q
−2 − q2)(q − q−1)−1 = −(q + q−1)
So that
(e1e2e1)
∗ = (q − q−1)(q−1f1(e2e1)
∗ − q(e2e1)
∗f1)
= (q − q−1)
(
q−1f1(q
2f1f2 − f2f1)− q(q
2f1f2 − f2f1)f1
)
= (q − q−1)(qf1f1f2 − (q
−1 + q3)f1f2f1 + qf2f1f1)
(e2e1e1)
∗ =
q − q−1
q + q−1
(
f1(q
2f1f2 − f2f1)− (q
2f1f2 − f2f1)f1
)
(e1e1e2)
∗ =
q − q−1
q + q−1
(
(q2f1f2 − f2f1)f1 − f1(q
2f1f2 − f2f1)
)
which is lines five through seven. Lines eight through ten follow from (1).
Proposition 3.3. If q is not a root of unity, the element
q−4k(−2,0) + q
−2k(0,−2) + q
2k(0,2) + q
4k(2,0)
+ q−3(q − q−1)2f1k(−1,−1)e1 + q
−3(e1e2)
∗k(−1,1)(f2f1)
∗ + (q2 + q−2)f2e2
+ q−2(e1e2e1)
∗(f1f2f1)
∗ + q−1(e2e1)
∗k(1,−1)(f1f2)
∗ + q3(q − q−1)2f1k(1,1)e1
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= q−4k(−2,0) + q
−2k(0,−2) + q
4k(2,0) + q
2k(0,2)
+ (q − q−1)2q−3f1k(−1,−1)e1 + (q − q
−1)2q3f1k(1,1)e1 + (q
2 − q−2)2f2e2
+ (q − q−1)2(q−1(qf1f2 − q
−1f2f1)k(−1,1)(qe2e1 − q
−1e1e2) + q(qf2f1 − q
−1f1f2)k(1,−1)(qe1e2 − q
−1e2e1))
+ (q − q−1)2
(
f1f1f2 − (q
−2 + q2)f1f2f1 + f2f1f1
) (
e1e1e2 − (q
−2 + q2)e1e2e1 + e2e1e1
)
is central in Uq(sp4).
Proof. Use (2) and (3). The terms with µ = λ yield
q−4k(−2,0) + q
−2k(0,−2) + q
2k(0,2) + q
4k(2,0)
Furthermore, µ = 1 > 2 = λ yields
q−3(q − q−1)2f1k(−1,−1)e1
and µ = 1,2 > 2¯ = λ yields
q−3(e1e2)
∗k(−1,1)(f2f1)
∗ + (q2 + q−2)f2e2
and µ = 1,2, 2¯ > 1¯ = λ yields
q−2(e1e2e1)
∗(f1f2f1)
∗ + q−1(e2e1)
∗k(1,−1)(f1f2)
∗ + q3(q − q−1)2f1k(1,1)e1
One can check (with some calculation) that this element acts as q−6+ q−2+ q2+ q6 times the identity
on V , which is consistent with the Harish–Chandra isomorphism.
3.2 gl3
Recall that sln is the rank n− 1 Lie algebra consisting of all traceless n× n matrices. Set
ei = Ei,i+1, fi = Ei+1,i, hi = Eii − Ei+1,i+1
The simple roots and fundamental weights are
αi = ǫi − ǫi+1, 1 ≤ i ≤ n− 1,
ωi = ǫ1 + . . .+ ǫn, 1 ≤ i ≤ n,
where ǫi(M) =Mii. When n = 3 the Cartan matrix is(
2 −1
−1 2
)
and the Dynkin diagram is A2. Denote k1, k2 ∈ Uq(sl3) by k(1,−1,0) and k(0,1,−1) respectively.
The Lie algebra gl3 is the central extension of sl3 by the 3 × 3 identiy matrix. In terms of quantum
groups, this corresponds to a central extension by the element k(1,1,1)
It was shown in [13] that the following element is central:
C := (q − q−1)−2q−2
(
− (q−2 + 1 + q6) + q−2k(2,0,0) + k(0,2,0) + q
2k(0,0,2)
+ (q − q−1)2(q−1k(1,1,0)e1f1 + qk(0,1,1)e2f2 + qk(1,0,1)(e1e2 − q
−1e2e1)(f2f1 − q
−1f1f2))
)
(4)
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4 Type C2 ASEP
4.1 Notation
Because different authors use slightly different notation, it is necessary to first establish notation for this
paper. The highest weight vector of the fundamental representation V is denoted v1, and the lowest
weight vector is denoted v3 (it is essentially a coincidence that v3 is the lowest weight vector in both
the A2, C2 cases). The lowest weight vector corresponds to an empty site, and the highest weight vector
corresponds to a completely full site. In the A2 case, this means that v3 is an empty site, v2 is a particle
of type 1 and v1 is a particle of type 2. In the C2 case, this means that v3 is an empty site, v4 is a
particle of type 1, v2 is a particle of type 2 and v1 is a site occupied by both a particle of type 1 and 2.
The vacuum vector Ω = v⊗L3 corresponds to L lattice sites all completely empty.
There are two creation operators e1, e2. In the A2 case, the operator e2 creates a particle of type 2
and the operator e1 replaces a particle of type 2 with a particle of type 1. The annihilation operator
f1 replaces a particle of type 1 with a particle of type 2, and f2 annihilates a particle of type 2. In the
C2, case the operator e1 creates a particle of type 1 and e2 replaces a particle of type 1 with a particle
of type 2, and similarly for f1, f2. In a sense, e1, f1 are more accurately called “replacement” operators
instead of creation and annihilation operators. In the C2 case, v1 corresponds to a site with both a type
1 and a type 2 particle.
Under this identification, the generator L of a Markov process Xt on the state space {0, 1, 2}
L can be
identified as a linear operator on V ⊗L. An initial condition can be expressed as a vector A0 ∈ V
⊗L by
A0 :=
∑
v
P(X0 = v)
Here, and below, the summation
∑
v is over pure tensors of the form vi1 ⊗ · · · ⊗ viL . A random variable
O on {0, 1, 2}L can be identified with a diagonal operator on V ⊗L via v 7→ O(v)v. The same letter O
will refer to both the random variable and the operator.
The inner product 〈·, ·〉 on V ⊗L is defined by
〈vi1 ⊗ · · · ⊗ viL , vj1 ⊗ · · · ⊗ vjL 〉 = δi1=j1,...,iL=jL
This is essentially the usual bra–ket notation. The expectation of a random variable O at time t of a
Markov process with generator L and initial condition A0 can be computed as∑
w
〈w,OetLA0〉.
4.2 Construction
Let C be the central element in Proposition 3.3 and let A be the operator on V ⊗ V defined by
q−2(q2 + q−2)−2(q − q−1)−2∆
(
C − (q−8 + q−2 + q2 + q8)
)
.
Note that V ⊗V has the decomposition into nine different weight spaces (whereW (a, b) refers the aǫ1+bǫ2
weight space of the representation W )
V ⊗ V = (V ⊗ V )[2, 0]⊕ (V ⊗ V )[1, 1]⊕ (V ⊗ V )[0, 2]⊕ (V ⊗ V )[1,−1]⊕ (V ⊗ V )[0, 0]
= (V ⊗ V )[−1, 1]⊕ (V ⊗ V )[0,−2]⊕ (V ⊗ V )[−1,−1]⊕ (V ⊗ V )[−2, 0]
which have dimensions 1, 2, 1, 2, 4, 2, 1, 2, 1 respectively. Order the basis elements of V ⊗ V as
v1 ⊗ v1, v2 ⊗ v1, v1 ⊗ v2, v2 ⊗ v2, v4 ⊗ v1, v1 ⊗ v4, v2 ⊗ v4, v4 ⊗ v2, v3 ⊗ v1, v1 ⊗ v3,
v3 ⊗ v2, v2 ⊗ v3, v4 ⊗ v4, v3 ⊗ v4, v4 ⊗ v3, v3 ⊗ v3. (5)
This ordering preserves the ordering of the weight spaces.
As explained in Section 2.3, the operator A needs to be conjugated with a diagonal operator corre-
sponding to an eigenvector of A with eigenvalue 0.
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Lemma 4.1. The following are linearly independent eigenvectors of A with eigenvalue 0:
v3 ⊗ v3 ∈ (V ⊗ V )[2, 0]
e1(v3 ⊗ v3) ∈ (V ⊗ V )[1, 1]
e21(v3 ⊗ v3) ∈ (V ⊗ V )[0, 2]
e2e1(v3 ⊗ v3) ∈ (V ⊗ V )[1,−1]
e2e
2
1(v3 ⊗ v3) ∈ (V ⊗ V )[0, 0]
e1e2e1(v3 ⊗ v3) ∈ (V ⊗ V )[0, 0]
e21e2e1(v3 ⊗ v3) ∈ (V ⊗ V )[−1, 1]
(e2e1)
2(v3 ⊗ v3) ∈ (V ⊗ V )[0,−2]
e1(e2e1)
2(v3 ⊗ v3) ∈ (V ⊗ V )[−1,−1]
e21(e2e1)
2(v3 ⊗ v3) ∈ (V ⊗ V )[−2, 0]
So the 0–eigenspace of A is at least 10–dimensional.
Proof. This follows because C(v3⊗v3) = (q
−8+q−2+q2+q8)v3⊗v3 and A commutes with Uq(sp4). Note
that e2e
2
1 and e1e2e1 produce linearly independent eigenvectors because the latter has v1 ⊗ v3, v3 ⊗ v1
terms and the former does not.
Because C ∈ Uq(sp4)[0], it follows that A must preserve each summand in the weight space decom-
position, so A decomposes into a block matrix with 9 blocks. By Lemma 4.1, for the 1–dimensional
weight spaces with weights (2, 0), (0, 2), (−2, 0), (0,−2), the corresponding block matrices are 1× 1 zero
matrices. Therefore A has five non–zero blocks corresponding to (1, 1), (1,−1), (0, 0), (−1, 1), (−1,−1),
with sizes 2, 2, 4, 2, 2 respectively. Write this decomposition as
A = q−2(q2 + q−2)−2
(
A(1,1) + A(1,−1) + A(0,0) +A(−1,1) + A(−1,−1)
)
Lemma 4.2. As matrices with respect to the ordered basis in (5),
A(0,0) =


−q2(q2 + q−2)2 (q2 + q−2)2 −q−3 + q−1 + 2q3 −2q−1 − q3 + q5
(q2 + q−2)2 −q−2(q2 + q−2)2 q−5 − q−3 − 2q 2q−3 + q − q3
−q−3 + q−1 + 2q3 q−5 − q−3 − 2q −q−4 + q−2 − 1− 2q4 − q6 (q2 + q−2)2
−2q−1 − q3 + q5 2q−3 + q − q3 (q2 + q−2)2 −q−6 − 2q−4 − 1 + q2 − q4


A(1,1) = A(1,−1) = A(−1,1) = A(−1,−1) =
(
−(q−4 + q6) (q−5 + q5)
(q−5 + q5) −(q−6 + q4)
)
Proof. By the definition of the co–product, the matrices for the generators can be written explicitly. For
1 ≤ i, j ≤ 16, let Eij denote the matrix with a 1 in the (i, j)–entry and 0 elsewhere. Then
e1 = E12 + qE13 + q
−1E24 + E34 + qE67 + E68 +E59 + qE5,10 + q
−1E9,11
+ E10,11 + E7,12 + q
−1E8,12 + qE13,14 + E13,15 +E14,16 + q
−1E15,16
f1 = q
−1E21 +E31 + E42 + qE43 + q
−1E95 + E10,5 +E76 + q
−1E86 + qE12,7
+ E12,8 + E11,9 + qE11,10 +E14,13 + q
−1E15,13 + qE16,14 + E16,15
e2 = E2,5 + E3,6 + q
2E4,8 + E4,10 + E8,13 + q
−2E10,13 +E12,14 + E11,15
f2 = E5,2 + E6,3 + E8,4 + q
−2E10,4 + q
2E13,8 + E13,10 +E15,11 + E14,12
k(a,b) = diag
(
q2a, qa+b, qa+b, q2b, qa−b, qa−b, 1, 1, 1, 1, qb−a, qb−a, q−2b, q−a−b, q−a−b, q−2a
)
Using Proposition 3.3 and explicit multiplication of 16× 16 matrices yields the result.
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Define the operator A(L) on V ⊗L by
A(L) =
L−1∑
i=1
1
⊗i−1 ⊗ A⊗ 1⊗L−1−i
Lemma 4.3. For any u ∈ Uq(sp4),
[A(L),∆(L)(u)] = 0.
Proof. It suffices to prove this for u = ei, fi, ki. Since ∆
(L)(ki) = k
⊗L
i and
[1⊗i−1, k⊗i−1i ] = [A, ki ⊗ ki] = [1
⊗L−1−i, k⊗L−i−1i ] = 0,
this shows it for u = ki. Now we have that
∆(L)(e) =
L−1∑
j=1
k⊗j−1 ⊗∆(e)⊗ 1⊗L−1−j
and that [
k⊗j−1 ⊗∆(e)⊗ 1⊗L−1−j ,
L−1∑
i=1
1
⊗i−1 ⊗ A⊗ 1⊗L−1−i
]
=
[
k⊗j−1 ⊗∆(e)⊗ 1⊗L−1−j , 1⊗j−2 ⊗A⊗ 1⊗L−1−(j−1) + 1⊗j ⊗ A⊗ 1⊗L−1−(j+1)
]
because for all other j terms we can apply
[1⊗ 1, k ⊗ k] = [∆(e), 1⊗ 1] = [∆(e), A] = [k ⊗ k,A] = 0.
This then equals[
k⊗j ⊗ e⊗ 1⊗L−1−j + k⊗j−1 ⊗ e⊗ 1⊗L−j , 1⊗j−2 ⊗ A⊗ 1⊗L−1−(j−1) + 1⊗j ⊗A⊗ 1⊗L−1−(j+1)
]
= k⊗j ⊗ [e ⊗ 1, A]⊗ 1L−2−j + k⊗j−2 ⊗ [k ⊗ e,A]⊗ 1⊗L−j
Summing over j yields
L−2∑
j=0
k⊗j ⊗ [e⊗ 1, A]⊗ 1L−2−j +
L∑
j=2
k⊗j−2 ⊗ [k ⊗ e,A]⊗ 1⊗L−j =
L−2∑
j=0
k⊗j ⊗ [∆(e), A]⊗ 1L−2−j = 0.
The argument for f is similar.
In Lemma 4.2, there is no value of q for which the off-diagonal entries of A(0,0) are all non–negative,
since the second row is −q2 times the first row. This would indicate a “negative probability” of transi-
tioning to a state with both a type 1 and a type 2 particle occupying a site. To get around this issue,
we conjugate with a Gǫ such that as ǫ→ 0, these “negative probabilities” converge to 0.
Give V ⊗L the standard basis B := {vi1 ⊗ · · ·⊗ viL : i1, . . . , iL ∈ {1, 2, 3, 4}}. Partition B into B1 ∪B2,
where
B1 := {vi1 ⊗ · · · ⊗ viL : i1, . . . , iL ∈ {2, 3, 4}}
Note that |B1| = 3
L and |B2| = 4
L − 3L.
Define the sets
E1 = {e
j
2e
k
1 : 1 ≤ j ≤ k ≤ L}
E2 = {e
i
1e
j
2e
k
1 : 1 ≤ i ≤ j ≤ k ≤ L}
Let Ω be the vacuum vector v⊗L3 . We then have that
e(Ω) ∈ span(B1) for all f ∈ E1, e(Ω) /∈ span(B1) for all f ∈ E2
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Let gǫ ∈ V
⊗L be a vector in the kernel of A(L), and for x ∈ B, define gǫ(x) to be the coefficient of x
in gǫ. Suppose it satisfies
gǫ(x) > 0 for all x ∈ B, lim
ǫ→0
gǫ(y) = 0 for y ∈ B2, lim
ǫ→0
gǫ(x) > 0 for x ∈ B1, (6)
Let Gǫ be the diagonal matrix on V
⊗L with entries Gǫ(x, x) = gǫ(x). Let Lǫ be
Lǫ = G
−1
ǫ A
(L)Gǫ. (7)
For a matrix S that commutes with A(L), let Dǫ = G
−1
ǫ SG
−1
ǫ . In the ǫ→ 0 limit, the subscript will be
dropped. The idea for this construction of D comes from Proposition 2.1 of [9].
Proposition 4.4. If x ∈ span(B1), then
lim
ǫ→0
〈y,LǫDǫ(x)〉 = lim
ǫ→0
〈y,DǫL
∗
ǫ (x)〉 for all y ∈ span(B1)
(and this limit is finite).
Proof. Since A(L) is symmetric,
LǫDǫ = G
−1
ǫ A
(L)SG−1ǫ = G
−1
ǫ SG
−1
ǫ GǫA
(L)G−1ǫ = DǫL
∗
ǫ
so it remains to check that the limit is finite. But by (6), the limit can only be infinite if x or y is not in
the span of B1.
In order to find an explicit gǫ satisfying (6), introduce some notation first.
Definition 4.5. The q–analog of the exponential function is
expq(x) :=
∞∑
n=1
xn
{n}q !
where
{n}q :=
1− qn
1− q
.
The following is Proposition 5.1 from [9].
Proposition 4.6. Let {gi, ki : 1 ≤ i ≤ L} be operators such that kigi = rgiki. Define
k(i) := k1 · · · ki, g
(L) :=
L∑
i=1
k(i−1)gi, h
(i) := k−1i · · · k
−1
L , gˆ
(L) :=
L∑
i=1
gih
(i+1).
Then
expr(g
(L)) = expr(g1) · expr(k
(1)g2) · · · · · expr(k
(L−1)gL)
expr(gˆ
(L)) = expr(g1h
(2)) · · · · · expr(gL−1h
(L)) expr(gL)
In this paper, the proposition will be applied with
gi = 1
⊗i−1 ⊗ e⊗ 1⊗L−i
ki = 1
⊗i−1 ⊗ k ⊗ 1⊗L−i
where e, k can be either e1, k1 or e2, k2. Note that the L–fold co–product ∆
(L)e is of the form g(L) in the
proposition.
Now let
gǫ :=
(
expq4
(
∆(L)e2
)
· expq2
(
∆(L)e1
)
+ ǫ
∑
e∈E2
∆(L)e
)
(v3 ⊗ · · · ⊗ v3) (8)
It is immediate from the definitions that (6) holds. The fact that gǫ is in the kernel of A
(L) follows from
Lemma 4.3. The first statement in Theorem 2.5 can now be proved.
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Theorem 4.7. The restriction of L to B1 is the generator of spin 1/2 type C2 ASEP on {1, . . . , L} with
domain wall boundary conditions.
Proof. We will use the lemma:
Lemma 4.8. The generator of the generalized two particle type ASEP on {1, . . . , L} with domain wall
boundary conditions is of the form
L−1∑
i=1
1⊗i−1 ⊗H ⊗ 1L−i−1
where the matrix of H with respect to the basis (0, 0), (0, 1), (1, 0), (1, 1), (2, 1), (1, 2), (2, 2), (0, 2), (2, 0) is

0 0 0 0 0 0 0 0 0
0 −L(1, 0) L(1, 0) 0 0 0 0 0 0
0 R(1, 0) −R(1, 0) 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 −L(1, 2) L(1, 2) 0 0 0
0 0 0 0 R(1, 2) −R(1, 2) 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −L(2, 0) L(2, 0)
0 0 0 0 0 0 0 R(2, 0) −R(2, 0)


Proof. Since the particles in two particle type ASEP only jump at most one site, and all the jump bond
rates are the same, the generator can be written in that form. The matrix entries can be found from the
definition of a generator of a Markov process.
To finish the proof of the theorem, it remains to show that G−1A(L)G matches the expression in the
lemma. From Proposition 4.6, G can be written in the form
G(v) = g1(v) · · · gL(v)v, for v = vi1 ⊗ · · · ⊗ viL
where gj(vi1 ⊗ · · · ⊗ viL ) only depends on the values of i1, . . . , ij irrespective of order. In other words, gj
only depends on the cardinalities of the sets {k : 1 ≤ k ≤ j, ik = 0}, {k : 1 ≤ k ≤ j, ik = 1}. Thus,
G−1A(L)G(v) =
L∑
i=1
1⊗i−1 ⊗H ⊗ 1L−i−1(v)
where H = B−1AB for some diagonal matrix B.
Since g is in the kernel of A(L), each row of H must sum to 0. Conjugating by a diagonal matrix does
not change the diagonal entries, so Lemma 4.2 shows that H has the necessary form.
4.3 Duality
We first prove an equivalent definition of duality.
Lemma 4.9. Suppose that L is the generator of the Markov process X(t) on state space X. Let D be a
function on X ×X viewed as an operator in the sense of the formal sum
D(y) =
∑
x∈X
D(x, y)x.
If Z, Y are subsets of X such that for all (z, y) ∈ Z × Y
〈z,LD(y)〉 = 〈z,DL∗(y)〉
then Z × Y ⊆ SD.
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Proof. By definition
etLD(y) =
∑
x
etL (D(x, y)x)
=
∑
x,z
D(x, y)etL(z, x)z
=
∑
x,z
Pt(z → x)D(x, y)z
and
DetL
∗
(y) =
∑
x
D
(
etL(y, x)x
)
=
∑
z,x
D(z, x)etL(y, x)z
=
∑
z,x
Pt(y → x)D(z, x)z
By the assumptions of the lemma this implies that for all z ∈ Z and y ∈ Y ,∑
x
Pt(z → x)D(x, y) =
∑
x
Pt(y → x)D(z, x) (9)
which is equivalent to saying that for all z ∈ Z, y ∈ Y ,
Ez[D(X(t), y)] = Ey [D(z,X(t))],
which means exactly that (z, y) ∈ SD.
By Proposition 4.4, D can be used to obtain a suitable duality function. The difficulty lies in the
simple fact: in the equation (9), ignoring the summation over states x with sites containing both a
particle of type 1 and a particle of type 2 will not always leave the sum unchanged. However, certain
duality functions will still work:
Lemma 4.10. Suppose y, z are such that
D(x, y) = D(z, x) = 0 for all x /∈ span(B1)
Then (z, y) ∈ SD.
Proof. With the assumptions of the lemma, the summation over x ∈ span(B1) in (9) is 0, as needed.
Now it remains to find proper duality functions D satisfying Lemma 4.10. There are two natural
choices. The first is to consider
S := expq4
(
∆(L)e2
)
· expq2
(
∆(L)e1
)
and set Dǫ = G
−1
ǫ SG
−1
ǫ , with D = limǫ→0Dǫ. The idea behind this choice is as follows. In order for
Lemma 4.10 to hold, the symmetry S should not create a site with both a type 1 and a type 2 particle.
Since e1 creates a particle of type 1 and e2 replaces a particle of type 1 with a particle of type 2, this
holds as long as ξ does not contain any particles of type 2.
Below, recall that
v3 ∈ V (−1, 0), v4 ∈ V (0,−1), v2 ∈ V (0, 1)
Proposition 4.11. If ξi = 0, 1 for all i, then
S(η, ξ) =
L∏
i=1
1{ξi≤ηi}q
1{ξi=0,ηi 6=0}
∑i−1
j=1
(1{ξj=1}
−1{ξj=0}
)
(q−2)
1{ηi=2}
∑i−1
j=1
(1{ξj=0,ηj 6=0}
+1{ξj=1}
)
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Proof. Use Proposition 4.6. Since e21 and e
2
2 act as 0 on V , it is equivalent to consider
(1 + e2 ⊗ 1
L−1)(1 + k2 ⊗ e2 ⊗ 1
L−2) . . . (1 + (k2)
⊗(L−1) ⊗ e2)
(1 + e1 ⊗ 1
L−1)(1 + k1 ⊗ e1 ⊗ 1
L−2) . . . (1 + (k1)
⊗(L−1) ⊗ e1).
First, move the e2 terms from left to right to get
(1 + e2 ⊗ 1
L−1)(1 + e1 ⊗ 1
L−1)(1 + k2 ⊗ e2 ⊗ 1
L−2)(1 + k1 ⊗ e1 ⊗ 1
L−2)
. . . (1 + (k2)
⊗(L−1) ⊗ e2)(1 + (k1)
⊗(L−1) ⊗ e1).
Due to the commutation relation k2e1 = q
−2e1k2, this produces the term
L∏
i=1
(q−2)
1{ηi=2}
∑i−1
j=1
1{ξj=0,ηj 6=0}
Next, applications of the e1 terms to ξ yield
L∏
i=1
q
1{ξi=0,ηi 6=0}
∑i−1
j=1
(1{ξj=1}
−1{ξj=0}
)
.
And then the applications of the e2 yields
L∏
i=1
(q−2)
1{ηi=2}
∑i−1
j=1
1{ξj=1}
and combining all three lines gives the result.
Recall
NRk (η) = |{j > i : ηj 6= 0}|
NLk (η) = |{i < j : ηj 6= 0}| .
For n1 < . . . < nr, let ξ
(n1,...,nr) be the state where ξns = 1 and all other ξi = 0. As before, Ω is the
vacuum vector. Proposition 4.11 immediately implies:
Corollary 4.12. We have
G(η) := S(η,Ω) =
L∏
i=1
q1{ηi 6=0}(1−i)(q−2)1{ηi=2}N
L
i (η)
G(ξ(n1,...,nr)) =
r∏
s=1
q1−ns
And
S(η, ξ(n1,...,nr)) =
r∏
s=0
1{ηns 6=0}(q
−2)1{ηs=2}N
L
ns
(η)
ns+1−1∏
i=ns+1
q1{ηi 6=0}(2s−i+1)(q−2)1{ηi=2}N
L
ns
(η)
= 1{ηn1 ,...,ηnr 6=0}
L∏
i=1
(q−2)1{ηi=2}N
L
ns
(η) ×
r∏
s=0
ns+1−1∏
i=ns+1
q1{ηi 6=0}(2s−i+1)
Theorem 2.3(1) can now be proved. Suppose that ηi = 2 exactly when i ∈ {m1, . . . ,ml} (and possibly
1 elsewhere). Then
S(η, ξ(n1,...,nr)) = 1{ηn1 ,...,ηnr 6=0}
l∏
k=1
q
−2NLmk
(η)
×
r∏
s=0
ns+1−1∏
i=ns+1
q1{ηi 6=0}(2s−i+1)
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so that
D(η, ξ(n1,...,nr)) =
1
G(η)
1{ηn1 ,...,ηnr 6=0}
l∏
k=1
q
−2NLmk
(η)
×
r∏
s=0
qns−1
ns+1−1∏
i=ns+1
q1{ηi 6=0}(2s−i+1)
= 1{ηn1 ,...,ηnr 6=0}
L∏
i=1
q1{ηi 6=0}(i−1) ×
r∏
s=0
qns−1
ns+1−1∏
i=ns+1
q1{ηi 6=0}(2s−i+1)
= 1{ηn1 ,...,ηnr 6=0}
r∏
s=0
q2(ns−1)
ns+1−1∏
i=ns+1
q1{ηi 6=0}(2s)
= 1{ηn1 ,...,ηnr 6=0}
r∏
s=1
q2(ns−1)q2(N
R
ns
(η)−(r−s))
= q−2r−(r−1)r
r∏
s=1
1{ηns 6=0}q
2ns+2N
R
ns
(η)
which is Theorem 2.3(2).
Now consider the case when
S = expq4
(
∆(L)e2
)
.
In this case, any ξ will work.
Lemma 4.13.
S(η, ξ) =
L∏
i=1
(
1{ξi=ηi} + 1{ξi=1,ηi=2}(q
2)
∑i−1
j=1
1{ξj=2}
−1{ξj=1}
)
Proof. The applications of the e2 only occur when ξi = 1, ηi = 2, and the lemma follows because k(0,2)
maps v3 to v3, v4 to q
−2v4 and v2 to q
2v2.
Since
G(η) =
L∏
i=1
q1{ηi 6=0}(1−i)(q−2)1{ηi=2}N
L
i (η)
we have
D(η, ξ) =
L∏
i=1
(
1{ξi=ηi=1}q
2(i−1) + 1{ξi=ηi=2}q
2(i−1+NLi (η)+N
L
i (ξ)) + 1{ξi=1,ηi=2}(q
2)
NLi (η)+i−1+
∑i−1
j=1
(1{ξj=2}
−1{ξj=1}
)
)
which simplifies to the expression in Theorem 2.3(1).
5 Type A2 ASEP
Let C be the central element of Uq(gl3) from (4).
Lemma 5.1. With respect to the basis v1⊗v1, v2⊗v2, v3⊗v3, v2⊗v1, v1⊗v2, v3⊗v1, v1⊗v3, v3⊗v2, v2⊗v3,
the matrix of ∆(C) on V ⊗ V is

0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 −q2 q 0 0 0 0
0 0 0 q −1 0 0 0 0
0 0 0 0 0 −q2 q 0 0
0 0 0 0 0 q −1 0 0
0 0 0 0 0 0 0 −q2 q
0 0 0 0 0 0 0 q −1


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Proof. By computation:
e1 = q
−1E42 +E52 + E14 + qE15 + E68 + E79
f1 = q
−1E41 +E51 + E24 + qE25 + E86 + E97
k(a,b,c) = diag
(
q2a, q2b, q2c, qa+b, qa+b, qa+c, qa+c, qb+c, qb+c
)
e2 = q
−1E83 +E93 + E46 + E57 + E28 + qE29
f2 = q
−1E82 +E92 + E64 + E75 + E38 + qE39
The symmetry in this case is
S := expq2
(
∆(L)e2
)
· expq2
(
∆(L)e1
)
Proposition 5.2.
S(η, ξ) =
L∏
i=1
q
1{ξi=0,ηi 6=0}
∑i−1
j=1
(1ξj=1
−1ξj=0
)
(q−1)
1{ηi=2,ξi 6=2}
∑i−1
j=1
(1{ξj=0,ηj 6=0}
+1{ξj=1}
−1{ξj=2}
)
implying that
G(η) := S(η,Ω) =
L∏
i=1
q1{ηi 6=0}(1−i)(q−1)
1{ηi=2}
∑i−1
j=1
1{ηj 6=0}
Proof. The argument is identical to that of Proposition 4.11.
Therefore we see that
Theorem 5.3. The operator
L := G−1A(L)G
is the generator of spin 1/2 type A2 ASEP on {1, . . . , L} with domain wall boundary conditions.
The function
D := G−1SG−1
is a self–duality function explicitly given by the expression given in Theorem 2.2.
Proof. The first statement follows from an argument similar to that of Theorem 4.7. The second state-
ment is a direct computation using Proposition 5.2.
By Proposition 5.2,
D(η, ξ) =
L∏
i=1
q
1{ξi=0,ηi 6=0}
∑i−1
j=1
(1{ξj=1}
−1{ξj=0}
)
(q−1)
1{ηi=2,ξi 6=2}
∑i−1
j=1
(1{ξj=0,ηj 6=0}
+1{ξj=1}
−1{ξj=2}
)
× q1{ηi 6=0}(i−1)q
1{ηi=2}
∑i−1
j=1
1{ηj 6=0}q1{ξi 6=0}(i−1)q
1{ξi=2}
∑i−1
j=1
1{ξj 6=0}
which equals
∏L
i=1 f(ηi, ξi) where f(·, ·) equals
1, if ξi = 0, ηi = 0
q
∑i−1
j=1
(
1{ξj=1}
−1{ξj=0}
)
· qi−1, if ξi = 0, ηi = 2
q
∑i−1
j=1
(
1{ξj=1}
−1{ξj=0}
)
· q
−
∑i−1
j=1
(1{ξj=0,ηj 6=0}
+1{ξj=1}
−1{ξj=2}
)
· qi−1+N
L
i (η), if ξi = 0, ηi = 1
q2(i−1), if ξi = 2, ηi = 2
q
−
∑i−1
j=1
(1{ξj=0,ηj 6=0}
+1{ξj=1}
−1{ξj=2}
)+2(i−1)+NLi (η), if ξi = 2, ηi = 1
q2(i−1)+N
L
i (ξ)+N
L
i (η), if ξi = 1, ηi = 1
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If there are s2 type 2 particles and s type 1 particles in ξ to the left of i, then this becomes
1, if ξi = 0, ηi = 0
qs2−(i−1−s2−s) · qi−1 = q2s2+s, if ξi = 0, ηi = 2
qs2−(i−1−s2−s) · q2r · qi−1 = q2s2+3s, if ξi = 0, ηi = 1
q2(i−1), if ξi = 2, ηi = 2
q2s+2(i−1), if ξi = 2, ηi = 1
q2(i−1)+s+s2+N
L
i (η), if ξi = 1, ηi = 1
The q2s term in the fifth line and qs+s2 in the sixth line result in a contribution from the configuration
of ξ. If ξ has a total of r type 1 particles all to the left of r′ type 2 particles, then the contribution is
q(r−1)r/2+r
′r, which is constant with respect to the dynamics of ξ. Each time a type 1 particle jumps to
the right of a type 2 particle, the contribution is unchanged, and hence remains a constant.
Let ξ denote the particle configuration with particles of type 1 at n1, . . . , nr and particles of type 2
at m1, . . . ,mr′ . The sixth line yields
r∏
s=1
qN
L
ns
(η) =
L∏
i=1
q1{ηi 6=0}·N˜
R
i (ξ) =
r∏
s=0
qr−s
ns+1−1∏
i=ns+1
q1{ηi 6=0}·(r−s) = const
r∏
s=0
ns+1−1∏
i=ns+1
q1{ηi 6=0}·(r−s)
This combines with the qs and q3s in the second and third lines to contribute
r∏
s=0
ns+1−1∏
i=ns+1
q1{ηi 6=0}·(r−s)qs·1{ηi 6=0}q2s·1{ηi=1} = const
r∏
s=1
q
2s
(
N˜Lns+1
(η)−N˜Lns (η)−1
)
Similarly, the 2s2 contributes
r′∏
s′=1
ms′+1−1∏
i=ms′+1
q2s
′·1{ηi 6=0} = const
r′∏
s′=1
q
2s′
(
NLm
s′+1
(η)−NLm
s′
(η)−1
)
Combining the terms yields
D(η, ξ) = const
r∏
s=1
1{ηns=1}q
2N˜Rns
(η)+2ns
r′∏
s′=1
1{ηm
s′
6=0}q
2NRm
s′
(η)+2ms′ ,
which proves Theorem 2.2.
We remark that Theorem 2.2 provides a formula for the r+ r′ moments of the exponentiated current
of type A2 ASEP at distinct points. By following the argument in [14], it should be possible to write the
moments at any points in terms of k–particle evolution for k ≤ r + r′, but this is not pursued here.
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