In this paper, a new competition strategy for learning vector quantization is proposed. The simple competitive strategy used for learning vector quantization moves the winning prototype which is the closest to the newly given data pattern. We propose a new learning strategy based on k-nearest neighbor prototypes as the winning prototypes. The selection of several prototypes as the winning prototypes guarantees that the updating process occurs more frequently. The design is illustrated with the aid of numeric examples that provide a detailed insight into the performance of the proposed learning strategy.
Introduction
Vector quantization is a very important technique for image compression [1, 2] . Recent developments in neural network architecture resulted in learning vector quantization (LVQ) algorithms [3] [4] [5] [6] [7] .
Learning vector quantization is the name used for unsupervised learning algorithms associated with competitive neural networks whose weight vectors represent the code vectors. Based on 'winner-take-all' competing strategy, T. Kohonen's [3, 4] gave a learning vector quantization algorithm, named self-organizing feature map (SOFM) whose performance was greatly affected by the initial prototypes.
The simple competitive learning strategy limits the learning opportunity of the prototypes which are almost near to the given data pattern though they are not the nearest prototype to the given data pattern.
In this paper, to lessen the limitation of learning opportunity of the prototypes, we modify the selection method to choose the winning prototype. In simple competitive strategy, the nearest prototype to the given data pattern is selected as the winning prototype.
In case of the proposed competitive strategy, the k-nearest neighbor prototypes [8] [9] [10] are selected as the winners of the competition. Each prototype is assigned its own priority (i.e. weighting value). Each prototype participates the learning or updating process according to its priority.
To evaluate the proposed model for classification problem, we made several experiments using 2-dimensional synthetic datasets and various machine learning datasets.
Learning Vector Quantization Algorithms
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Fuzzy K-Nearest Neighbors Approach
The key assumption behind the kNN approach is that the closest instances to the query point have similar target values one could predict for the query. The neighborhood is defined by the k-nearest neighbors of query point q where the closeness is articulated through some distance function. Quite commonly, the distance can be treated as the Euclidean one or its generalized weighted version. The set of indexes for the selected neighborhood comes in the form A={j: j x is one of the k nearest instances to query q}    (4) After defining the neighborhood of query point q , we determine the target value at this query. The expressions commonly encountered in classification problems read as follows
Here, ( ) t x denotes the known target value of pattern x , while ( )t q stands for the estimated target value at the query point q .
In the case of function approximation, the fuzzy k-nearest neighbor predicts the target value by using a weighted average applied to points located in a varying neighborhood [8] . After obtaining the neighbors of the given query point q , we calculate the similarity between the nearest neighbor and the query point q . The similarity between these two points reads
,
Here, { } L i stands for the ith element of the set L defined as in (1),
x is an instance among the neighborhood of query point q , and p is the fuzzification coefficient. We note that
Fuzzy Learning Vector Quantization Algorithm
As shown in section II, the learning vector quantization algorithms are based on the simple competitive learning. In other words, learning vector quantization is based on the winner-take-all strategy. In this paper, we modify and expand learning vector quantization using the concept of k-nearest neighbors and fuzzy set theory.
For the conventional learning vector quantization with the simple competitive learning, there is only one winning prototype which is the nearest prototype to the given data point. However, it is possible for this strategy not to use the information perfectly. Although there is the opportunity to learn the other prototypes which are not winner under the simple competitive strategy, the prototypes except the winning prototype are not learned. To overcome the above mentioned problem, we modify (2) into (7) using fuzzy k-nearest neighbor approach. 2 1
Here, L is the set of indexes for the k nearest prototypes to the given data point and k means the predefined number of the nearest neighbor prototypes. For (7), the number of prototypes which can be learned is "k" not 1. The modification of the loss function results in the modification of updating rule of the prototypes. The conventional updating rule is defined as (8)
Here, ( ) Label x and ( ) i Label v mean the class label of the given data point x and the prototype i v respectively.
The modified updating rule is defined as (9) . Figure 1 and 2 show the updating process of the conventional learning vector quantization based on the simple competitive learning and the updating process of the proposed learning vector quantization respectively. 
Simulation Studies
We perform experiments in order to evaluate and quantify the effectiveness of the proposed fuzzy learning vector quantization classifier. The proposed classification method is experimented making use of a series of numeric data such as some synthetic datasets and several machine learning datasets (http://www.ics.uci.edu/~mlearn/MLRepository.html). In the assessment of the performance of the classifiers, we use the error rate of the classifier. In the simulations, K-fold crossvalidation has been applied to evaluate the classification result. The whole data set is divided into K blocks using K-1 blocks as a training set, and the remaining block as test set. Here the number of blocks is set to 5. We investigate and report the results of each simulation in terms of the mean and the standard deviation of the performance index.
The classification performance of classifiers is quantified in terms of the Error Rate being expressed as
We consider some predefined values of the parameters whose values are summarized in Table 1 . The choice of these particular numeric values has been motivated by the need to come up with a possibility to investigate of the performance of the model in a fairly comprehensive range of scenarios. 
Synthetic Datasets
The two-dimensional synthetic examples are suitable for illustrating the boundary area and understanding the characteristic of the proposed prototype generating technique. We use some normally distributed data set composed of subgroups described by their mean vector and covariance matrix as shown in Figure 3 . 
Each sub-group consists of 200 data.
Fuzzy Learning Vector Quantization based on Fuzzy k-Nearest Neighbor Prototypes Fig. 3 . Two-class synthetic dataset based on a mixture of Gaussian distributions Table 2 summarizes the classification performance (%) of the Nearest Neighbor (NN) classifier with the generated prototypes. From the comparative analysis we can say that the proposed learning strategy shows the better performance than the generic learning strategy does. 
Machine Learning Datasets
In what follows, we make several experiments with some machine learning data sets concerning classification problems which are provided at the machine learning repository (http://www.ics.uci.edu/~mlearn/MLRepository.html). Table 3 summarizes the pertinent details of the data such as the number of features and number of patterns. Table 4 summarizes the classification performance (%) of the proposed classifier vis-à-vis the generic LVQ classifier for 5 data sets, respectively.
The comparative analysis demonstrates that the proposed learning strategy is better than LVQ classifier with the simple competitive learning strategy in terms of the classification performance. Especially, for Balance data set, the NN classifier with the proposed learning strategy is very superior to the LVQ classifier with simple competitive learning strategy. 
Conclusion
In this paper, we proposed the new learning vector quantization technique using the fuzzy k-nearest neighbors approach. The conventional learning vector quantization method is based on the simple competitive learning which chooses the only one winning prototype. The remainders of prototypes except the winning prototype are not updated. In the proposed technique, the number of winning prototypes is more than 1 and the winning prototypes are selected by k-nearest neighbor prototypes to the given data pattern. The weighting values are assigned to the selected k-nearest neighbor prototypes according to the distance between the prototype and the given data pattern. The bigger the weighting value is, the smaller the distance between the prototype and the given data pattern. The weighting values are applied to the updating rule of the prototypes. To evaluate the proposed model for classification problem, we made several experiments using 2-dimensional synthetic datasets and various machine learning datasets. From the experiments, we can see that the proposed fuzzy learning vector quantization can improve the classification performance.
