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Abstract 
A condition is provided which ensures that a class of (0, 1)-matrices with given row and 
column sum vectors must contain an asymmetric matrix. 
1. Introduction 
Let R=(rl,r2 ..... rm) and S=(S1,S 2. . . . .  Sn) be vectors of nonnegative integral 
entries which satisfy r 1 + r2 +- . .  + r,, = sl + s2 +-"  + s,. Let A (R, S) denote the set of all 
m ×n (0,1)-matrices whose ith row sum is rl and whose jth column sum is s i. 
(Conditions to ensure A(R,S)¢O are well known [2,6].) We will call an n×n 
(0, 1)-matrix A asymmetric if at least one of A u and A~ is 0 for 1 <~i,j<~n, iv~j; and 
A ,=0 for 1 <~i<~n. A is symmetric if Aii=A~i for 1 <~i,j<.n. In order for the class 
A(R, S) to contain a symmetric matrix it is necessary and sufficient hat the class be 
nonempty and R =S [1, p. 112]. A similar question is whether there is a tournament 
matrix with given score vector. Again, necessary and sufficient conditions for existence 
have been found [1, p. 107; 4]. 
We will provide a condition which ensures that the class A(R,S) contains an 
asymmetric matrix. To prove that our condition is sufficient we will employ methods 
used by Lovasz [5] and later used by Brualdi and Ross [-3]. These methods are 
capable of further adaptation. 
2. The main result 
Theorem 1. Let k, n be integers with l<~k<~n-1. Let R=(rl,r2 ..... r,) and 
S =(sl ,  s2 ..... s,) be n-tuples of nonnegative integers atisfying 
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r i+sie{k,k-1} 
for all 1 <<, i <~ n. Let A(R,S) ~:O. Then there exists A e A(R,S) such that A is asymmetric. 
Proof. We will phrase our discussion in terms of directed graphs rather than matrices. 
Let M be an n x n (0, 1)-matrix. Let DG(M)  denote the directed graph on the vertex set 
V= {vl, v2 . . . . .  v,} with a directed arc from vi to vj if and only if M/j = 1. An arc from vl 
to vi is called a loop. If DG (M) has an arc from vi to vj (i C j)  and an arc from v~ to vi, we 
say that vl and v~ are joined by a symmetric arc. A symmetric arc in DG(M)  
corresponds to a pair of symmetric l's in M. If i:~j and there is no directed arc from vl 
to vj or from vj to vi, then vi and vj are nonadjacent (vi is adjacent o itself whether or 
not there is a loop at vl). 
We make the following definitions for vie V: 
(1) id (vi)=the number of arcs coming into vi (loops contribute one). 
(2) od(vi)= the number of arcs going out from vi (loops contribute one). 
(3) s(vi)=-the number of symmetric arcs incident with vl. 
(4) s (M)=the  number of symmetric arcs in DG(M).  
(5) l(vl)=the number of loops at vi. 
(6) I (M)=the number of loops in DG(M).  
(7) md(Vl)=the number of vertices, other than vi, to which vi is nonadjacent. 
Note that I(vl)=0 or 1, for vi~ V. We have the following relationship for all v/e V: 
md (vi) = (n - 1) + (s(vi) + 2l(vi))- (id(vl) + od (vi)). (1) 
We now assume that A(R,S) satisfies the hypothesis of Theorem 1 and that 
MsA(R,  S). We also assume that M is chosen to have the property that s(M)+ 2I(M) 
is as small as possible among all members of A(R,S). We will show that 
s(M)+21(M)=O. From the equation s(M)+21(M)=O it follows that s(M)=I(M)=O 
and hence that M is asymmetric. 
Since MeA(R,  S), we have for i=  1, 2 .. . . .  n: 
id (vi) + od (vi) e {k, k - 1 }. (2) 
Let Vmax = {Vi~ V[ md(vl) ~> md(vj) for all vjs V}. We now show that a vertex in Vm,x is 
incident with no loop or symmetric arc. 
Step 1: Assume vis Vmax is incident with a symmetric arc, say vlw. It follows from (1) 
and (2) that md(vl)~> 1 and md(w)>~ 1. Let {xl,x2 ..... x t}c  V be the set of vertices 
nonadjacent to vi and let y be nonadjacent to w. First assume y~{xl, x2 .. . . .  xt}. If xj 
and y are joined by a directed arc (in either direction) or a symmetric arc we replace 
arcs in DG(M)  as indicated in Fig. 1. The degrees of vertices are unchanged so that the 
corresponding matrix remains in A(R, S), yet s(M)+ 2I(M) is decreased by one. This 
contradicts our choice of M. Therefore y is nonadjacent to xl, x2 ..... xt and w. Thus 
md(y)>~t+ 1, contradicting the assumption that vie Vmax and md(vi)= t. 
Assume, on the other hand, that y=xle{xa,x2 . . . . .  xt}. Arguing as before we con- 
clude that y is nonadjacent to x2, Xa .. . . .  xt, w, vi. Thus md(y)/> t + 1 contradicting the 
assumption that vie Vmax. 
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In either case we reach a contradiction so we may conclude that if vi~ Vmax then vl is 
not incident with a symmetric arc, i.e., s(v~)=0. 
Step 2: Assume that v~Vmax is incident with a loop. It follows from (1) that 
md(vi)~> 1. Let {x l ,xz  . . . . .  x,} c Vbe the set of vertices nonadjacent to v~. Suppose x, 
is joined to xv by a directed arc or a symmetric arc. As shown in Fig. 2, a replacement 
of arcs in DG(M)  will leave vertex degrees unchanged yet decrease s(M)+21(M). 
Once again, this contradicts our choice of M. We conclude that elements of the set 
{xl ,x2 . . . . .  x,} must be mutually nonadjacent in DG(M) .  
Note that each xj is nonadjacent to x~ ... .  , xj_ 1, x j+ x .. . .  , x, and vi. Thus md(xj)  = t, 
xj~Vma x and, by step 1, s (x j )=0 for 1 <~j<~t. 
From (1), (2) and the equations l(vl)= 1 and s(vi)=O we calculate that 
md(v i )e{n-k+ l , n -k+2}.  (3) 
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Since md(xj)=md(Vl) for 1 <<.j<~t we have 
(n -  1) + (0 + 2/(x j ) ) -  [k or k -  1] = In -  k + 1 or n -  k + 2], 
21(xj)+[-k or -k+ 1]=I -k+2 or -k+3] .  (4) 
Since / (x j )=0 leads to a contradiction, we have /(xj)= 1 for 1 <<.j<~t. As shown in 
Fig. 3 we may replace loops on vl, x~,xz .... ,xt to decrease s(M)+21(M) without 
changing vertex degrees. This contradicts our choice of M. We conclude that if 
/)i G Vma x then/pl is not incident with a loop. 
Step 3: We will show that s(v)+21(v)=O for all ~pc V. The results of steps 1 and 
2 show that s(/p)+21(/p)=O for all/pc Vmax. Thus for all vc Vm,x we have 
md(/p) c {n - k - 1, n - k}. (5) 
Using (1) and the definition of Vmax we obtain 
(n -  1)+(s(/p)+21(v))- [k or k -  1] < [n -k -  1 or n-k ]  (6) 
for all/pc V \  Vmax- Thus 
(s(/p) + 21@)) + [- -  k or - k + 1] < [ -  k or - k + 1]. (7) 
It follows from (7) that s(v)+2l(v)=O and hence that s(/p)=0 and I(v)=0 for all 
vc V\  Vmax. Thus s(m)+21(m)=o. 
Since DG(M)  contains no loops or symmetric arcs we conclude that McA(R, S) is 
asymmetric. 
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