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Abstract
Counterfactual post-hoc interpretability ap-
proaches have been proven to be useful tools
to generate explanations for the predictions
of a trained blackbox classifier. However, the
assumptions they make about the data and
the classifier make them unreliable in many
contexts. In this paper, we discuss three desirable
properties and approaches to quantify them:
proximity, connectedness and stability. In
addition, we illustrate that there is a risk for
post-hoc counterfactual approaches to not satisfy
these properties.
1. Introduction
Among the soaring number of methods proposed to gen-
erate explanations for classifiers, post-hoc interpretability
aproaches (Guidotti et al., 2018b) have been the subject of
debates recently in the community (Rudin, 2018). By gener-
ating explanations for the predictions of a trained predictive
model without using any knowledge about it whatsoever
(i.e. treating it as a blackbox), these systems are inherently
flexible enough to be used in any situation (model, task...)
by any user, which makes them popular today in various
industries. However, their main downside is that, under
these assumptions, there is no guarantee that the built ex-
planations are faithful to the original data that were used to
train the model.
This question especially applies to counterfactual example
approaches (e.g. Martens & Provost (2014); Wachter et al.
(2018); Guidotti et al. (2018a); Russell (2019) that, based
on counterfactual reasoning (see e.g. Bottou et al. (2013)),
aim at answering the question: given a trained classifier
and an observation, how is its prediction altered when the
observation changes? In the context of classification, they
identify the minimal perturbation required to change the
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predicted class of a given observation: a user is thus able to
understand what features locally impact the prediction and
therefore how it can be changed. Among interpretability
methods, counterfactual examples have been shown to be
useful solutions (Wachter et al., 2018) that can be easily
understood and thus directly facilitate a user’s decisions.
However, without any knowledge on ground-truth data nor
on the classifier, counterfactual examples in the post-hoc
paradigm are vulnerable to issues raised by the robustness
and complexity of the classifier (such as overfitting or ex-
cessive generalization), leading to explanations that are not
satisfying in the context of interpretability.
This work proposes a discussion over three properties that
we argue a counterfactual example should satisfy to design
useful explanations: proximity, connectedness and stability.
This paper aims to motivate these properties and discuss
approaches to quantify them. In addition, we illustrate that,
in the post-hoc context, there is a risk for counterfactual
example approaches of generating explanations that do not
respect these criteria, leading to misleading or useless ex-
planations.
In Section 2 of this paper, a brief overview of counterfactual
approaches is presented with a focus on the post-hoc context.
Sections 3, 4 and 5 are devoted to presenting and motivating
these three properties. Finally, a discussion is proposed in
Section 6.
2. Background
2.1. Counterfactual Examples
Instead of simply identifying important features (for
the model) like most interpretability approaches (e.g.
SHAP (Lundberg & Lee, 2017)), counterfactual example
approaches aim at finding the minimal perturbation required
to alter a given prediction. A counterfactual explanation
is thus a specific data instance, close to the observation
whose prediction is being explained, but predicted to belong
to a different class. This form of explanation provides a
user with tangible explanations that are directly understand-
able and actionable as it answers a natural question raised
by explanations: ”Would changing a certain factor have
changed the decision?” (Doshi-Velez et al., 2018). This
can be opposed to feature importance vectors, which are
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arguably harder to use and to understand for a non-expert
user (Wachter et al., 2018). Several formalizations of the
counterfactual problem can be found in the literature, de-
pending on the formulation of the minimization problem
and on the used distance metric. For instance, GS (Laugel
et al., 2018a) (resp. Guidotti et al. (2018a)) look for the L2
(resp. L0)-closest instance of an other class, while HCLS
from Lash et al. (2017) aims to find the instance with the
highest probability of belonging to another class within a
certain maximum distance. Another example is the problem
in Wachter et al. (2018) (and its adaptation to the post-hoc
context by MC Grath et al. (2018)), formulated as a trade-off
between the L1 closest instance and a specific classification
score target.
2.2. Studies of Post-hoc Interpretability Approaches
However, the post-hoc paradigm, and in particular the need
for post-hoc approaches to use instances that were not used
to train the model to build their explanations, raises ques-
tions about their relevance and usefulness. Troublesome
issues have been in the context of non-conterfactual ap-
proaches: for instance, it has been noticed (Baehrens et al.,
2010) that modeling the decision function of a black-box
classifier with a surrogate model trained on generated in-
stances can result in explanation vectors that point in the
wrong directions in some areas of the feature space in triv-
ial problems. The stability of post-hoc explainer systems
has been criticized as well, showing that some of these ap-
proaches are locally not stable enough (Alvarez Melis &
Jaakkola, 2018) or on the contrary too stable and thus not
locally accurate enough (Laugel et al., 2018b).
In line with some of these previous works, we discuss
desiderata we believe a counterfactual explanation should
satisfy. These three properties are defined in the three fol-
lowing sections.
Notations In the rest of the paper, we note f : X → Y a
classifier trained on the dataset X . Let x be an instance
of X whose prediction f(x) we want to interpret with the
counterfactual explainer E. E(x) denotes a counterfactual
example and as such belongs to X and satisfies, by construc-
tion, f(x) 6= f(E(x)). Let d denote a distance function
considered by the approach E (e.g. L0 for Guidotti et al.
(2018a)). Additionally, we denote X l the set of instances
of X correctly predicted to belong to class l ∈ Y .
3. Proximity
3.1. Presentation
Notion The most intuitive desiderata for a counterfactual
explanation is that it should provide a user with plausible
means of actions to alter a prediction: for instance, telling a
customer asking for a credit that his/her credit is rejected be-
cause he/she needs to earn a negative amount of money does
not make any sense. We define this notion of plausibility
using a distance and argue that a counterfactual should be
close to an instance from ground-truth data from the same
class in order to be useful to a user: the explanation E(x) is
plausible because it looks like existing ground-truth knowl-
edge.
Proposition of Criterion We thus propose to evaluate
the distance between E(x) and its closest neighbor a0
from X correctly predicted to belong to the same class:
a0 ∈ Xf(E(x)): having at least one instance should be
enough to guarantee plausibility. In order to have a relative
metric, we propose to compare this distance to the distance
between between a0 and its closest neighbor fromXf(E(x)):
in order to be plausible, E(x) should be approximately at
the same distance from its closest neighbor than the latter is
from the rest of the data.
Formally, a0 = argmin
xi∈Xf(E(x))
d(E(x), xi) and we propose to
consider:
P (E(x)) =
d(E(x), a0)
min
xi∈Xf(E(x))
d(a0, xi)
Note that this corresponds to the Local Outlier Factor
score (Breunig et al., 2000), used for outlier detection, with
k = 1. Indeed, the goal is to identify if a generated coun-
terfactual example E(x) is outlying with regard to ground-
truth instances of the same class to ensure it is not an excep-
tion and can therefore be understood by the user.
3.2. Illustrative Examples
For the purpose of giving insights about the criterion P , a
2D version of the iris dataset is considered. A classifier
(SVM classifier with RBF kernel and default scikit-learn
parameters), is trained on 70% of the data (80% accuracy
on the rest of the dataset). Figure 1 shows examples of
what the intuition behind the proximity criterion as well as
issues that can arise in the post-hoc context for a specific
instance x (yellow). The training instances and the learned
decision boundaries of f are represented by the colored
(light blue, blue and red) instances and areas. Two post-hoc
counterfactual approaches, HCLS (Lash et al., 2017) and
GS (Laugel et al., 2018a), are used to generate counterfac-
tual explanations to instances from the test dataset. In this
case, the counterfactual generated by GS (orange instance)
is located at a reasonable distance from training instances
classified similarly: P (E(x)) = 0.82. However, the expla-
nation generated using HCLS (green instance) is located
far away from the training instances of its class: in this
case, P (E(x)) = 12.98. Calculating this value for HCLS
for all instances of the test set shows that while most in-
stances (86.7%) have a proximity score between 0 and 3.0,
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Figure 1. Illustration of the intuition behind the Proximity metric
for two counterfactual explanations generated using HCLS (green
instance) and GS (orange instance), for a random instance (yellow)
of the iris dataset.
other have extremely high proximity scores (approx. 14).
This confirms that in some cases, post-hoc counterfactual
approach do indeed generate instances that cannot be asso-
ciated to ground-truth data through distance.
4. Connectedness
4.1. Presentation
Notion Another notion of ground-truth justification aims
at favoring explanations that result of previous knowledge
and ones that would not be a consequence of an artifact of
the classifier. Artifacts can be created in particular because
of a lack of robustness of the model f , leading to question-
able ”improvisations” in regions it has no information about
(no training data). Although not harmful in the context of
prediction (a desirable property of a classifier remains its
ability to generalize to new observations), having an expla-
nation caused by an artifact that cannot be associated to any
existing knowledge by a human user may be undesirable in
the context of interpretability.
We propose to define this relation between an explanation
and some existing knowledge (ground-truth data used to
train the blackbox model) using the topological notion of
path. In order to be more easily understood and employed
by a user, we argue that the counterfactual instance should
be continuously connected to an observation from the same
class. This property is thus complementary to the Proximity
one, as two instances can be close but not linked by a con-
tinuous path. To adapt this notion to a blackbox classifier,
we approximate this continuous notion with -chainability
(with  > 0) between two instances e and a, meaning a
finite sequence e0, e1, ... eN ∈ X exists such that e0 = e,
Figure 2. Illustration of the intuition behind the notion of Connect-
edness.
eN = a and ∀i < N, d(ei, ei+1) < . This leads to the
following definition:
Definition 1 (-connectedness) An instance e ∈ X is -
connected to an instance a ∈ X if f(e) = f(a) and if there
exists an -chain (ei)i<N ∈ XN between e and a such that
∀n < N, f(ei) = f(e).
Following this definition, an explanation E(x) should be
-connected to some ground-truth instance. The idea behind
this connectedness notion is to identify the instances from
the training data that are being predicted to belong to the
same class for similar reasons. An illustration of the notion
of connectedness is shown in Figure 2 in two dimensions
for a binary classifier (black decision border): two counter-
factual explanations are generated (orange instances) for an
instance x (blue). One of them, E(x) lies in a classification
region that does not contain any training instance, while the
other, E′(x), can be connected with the region to a ∈ X .
This notion is further studied in (Laugel et al., 2019)
The connectedness of classification regions has been studied
in the contest of deep neural networks for image classifi-
cation (e.g. Fawzi et al. (2018)), but not in the context of
interpretability.
Proposition of Criterion We thus propose to assess the
connectedness of an explanation E(x) using a binary con-
nected score C, defined as: C(E(x)) = 1 if E(x) is -
connected to an instance from Xf(E(x)), else C(E(x)) = 0.
The value of the parameter  is of course crucial: it needs to
be as small as possible to ensure that the notion is precise
enough.
Although assessing this criterion seems complex, it can be
noted that its definition resembles the ones used in DB-
SCAN (Ester et al., 1996) clustering algorithm: saying
that E(x) is -connected to a0 is equivalent to saying E(x)
and a0 both belong to the same DBSCAN cluster with pa-
rameters  and minPts = 2.
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Figure 3. Illustration of the intuition behind the Connectedness cri-
terion for two counterfactual explanations generated using HCLS
(green) and GS (orange), for a random instance of the iris dataset
(yellow).
4.2. Illustrative Examples
The same context as in Section 3 is considered: a classifier
and two post-hoc counterfactual approaches are used on an
instance of a 2D version of the iris dataset. This time, a
SVM classifier with a regularization hyperparameter delib-
erately chosen with a high value (c = 50) is used (accuracy
on test data is 0.73). As illustrated in Figure 3, this strong
imposed regularization forces the classifier to create clas-
sification regions that do not contain any training instance
(two small red regions). In this context, when used for an
instance x located nearby (yellow), both HCLS and and GS
return counterfactual explanations E(x) that are located in
this region. Therefore, they cannot be -connected to an
instance from Xf(E(x)) and thus both lead to C(E(x)) = 0.
Calculating this score for all the instances of this trivial
problem shows that 17.8% of the counterfactual examples
generated with E(x) are not connected to ground-truth data.
This shows that post-hoc approaches are vulnerable to the
risk of generating non-connected counterfactual explana-
tions.
5. Stability
Another criterion, mentioned in Section 2 and sometimes
studied for explanations is their stability, sometimes also
called robustness (Alvarez Melis & Jaakkola, 2018). The
idea behind stability is that to be correctly usable, an ex-
planation should be coherent locally, i.e. that its neighbors
should have similar explanations. The metrics proposed
by Alvarez Melis & Jaakkola (2018) to measure stability is:
L¯X(x) = argmax
xj∈X∩B(x,)
||E(x)− E(xj)||2
||x− xj ||2
Figure 4. Illustration of the intuition behind the Stability notion for
three instances a, b and c.
with B(x, ) the hyperball of center x and radius . While
the issue of stability has been observed in some contexts
(e.g. Smilkov et al. (2017) try to smooth gradient-based
explanations of deep neural networks by averaging them
locally), it still needs refining. This complex notion does not
seem indeed to be sufficiently defined, as it is not clear when
an observed variation in explanations is the consequence of
a lack of robustness of the explainer or of normal variation
in the data and in the decision boundary. We illustrate these
issues in Figure 4 in a schematic 2-dimensional illustration.
Instances a, b and c are close to each other but have very
different explanations, which may be an issue since it can
lead to a lack of trust in the explainer if he/she does not un-
derstand these differences. E(a) and E(b) are thus different
seemingly because they are close to different classification
borders. Another example is instances a and c, which have
different explanations because of a seemingly lack of robust-
ness of the the classifier, not the explainer. Therefore, a high
stability value does not appear to be a consequence of the
lack of robustness of the explainer system, but rather a mere
information of a variation in the local decision boundary
of f .
On the contrary, an exlainer system giving the same ex-
planation, no matter how wrong it is, for every instance
of X would achieve perfect stability with respect to the
metric L¯X . Stability is thus linked to the notion of local-
ity of explanations, studied in Laugel et al. (2018b). This
leads to the question of what stability would be expected of
counterfactual explanations, which are by design as local
as possible. Therefore, while the notion of stability is intu-
itively important to engender trust to the user, it still lacks a
proper definition.
6. Conclusion
In this work we propose the proximity, connectedness and
stability as desirable properties to characterize a counterfac-
tual explanation. While other criteria can be proposed to
assess correctly the quality of a counterfactual explanation
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(e.g. d(x, E(x)) is by definition the main quality metric for
counterfactuals), they embody reasonable properties a user
is probably looking for when using an explainer system.
Furthermore, the other goal of this paper is to highlight that
these criteria cannot be properly taken into account in a
post-hoc context, leading to potential interpretability issues
overall. While this is still on-going work and the proposed
metrics need more refining, qualitative results show that
they seem to correctly capture the proposed notions.
A natural follow-up question is how to generate counterfac-
tual explanations that satisfy these criteria in the post-hoc
context. While no answer can be given with the current form
of notions and further research is necessary, it seems that
in the mean time, using the training instances, although not
always possible in the post-hoc context, remains necessary.
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