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Abstract
We study the Wigner–Poisson problem in a bounded spatial domain, with non-homogeneous and
time-dependent “inflow” boundary conditions. This system is a quantum model of charge transport
in a semiconductor device coupled with reservoirs, in presence of a self-consistent potential and of
an external one. We state a local-in-time well-posedness result for the problem. The main difficulty
is proving in the three-dimensional case that the non-linear potential term is a Lipschitz perturbation
of the “affine” streaming operator, in an appropriately weighted L2-space.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
We are interested in the following version of the Wigner–Poisson (W–P) system with
unknown functions w : (x, v, t) ∈ Ωx × R3v × [0,∞) → w(x, v, t) ∈ C and V : (x, t) ∈
Ωx × [0,∞) → V (x, t) ∈ C:[
∂
∂t
+ v·∇x −Θ
[
Ve(t)+ V (t)
]]
w(x, v, t) = 0, (x, v) ∈ Ωx × R3v, t  0,
(1.1a)
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∫
R3v
w(x, v, t) dv, x ∈ Ωx, t  0. (1.1b)
In Eqs. (1.1), Ωx is an open, convex and bounded subset of R3x , and Ve(x, t) ∈ Ωx ×
[0,∞) → Ve(x, t) ∈ R is a given time-dependent “external” potential. Actually, we shall
prove that w (and then V ) is real-valued for all times t  0 if the initial datum is real-
valued.
The operator Θ[φ] in Eq. (1.1a) is a pseudo-differential operator, [1], formally defined,
for all φ = φ(y), y ∈ R3, by
(
Θ[φ]w)(x, v) = i
(2π)3
∫
R
3
ξ×R3v′
δφ(x, ξ)w(x, v′)ei(v−v′)·ξ dξ dv′, (1.2a)
δφ(x, ξ) :=
[
φ
(
x + ξ
2
)
− φ
(
x − ξ
2
)]
, (x, ξ) ∈ Ωx × R3ξ . (1.2b)
In Eqs. (1.1), (1.2) the physical constants are equal to 1.
We consider equations in system (1.1) together with the following boundary conditions
(b.c.)
w(s, v, t) = γ (s, v, t), (s, v) ∈ ∂Ωx × R3v, v · n(s) > 0, t  0, (1.3a)
V (x, t) = 0, x ∈ ∂Ωx, t  0, (1.3b)
and initial condition
w(x, v,0) = w0(x, v), (x, v) ∈ Ωx × R3v. (1.4)
In Eqs. (1.3), n(s) is the normal unit vector to the boundary ∂Ωx (which is assumed to be
regular enough) at s ∈ ∂Ωx and γ is the prescribed time-dependent inflow.
By definition (1.2), the function Ve and the solution V of the Poisson problem (1.1b)–
(1.3b), have to be defined in the whole R3x. Then, we will consider the extension of Ve
whose values outside Ωx are zero, and an appropriate extension of the function V, V˜ such
that V˜ ≡ V on Ωx , V˜ ≡ 0 outside the set Σ, where Σ is any open, bounded subset of R3x ,
Ωx ⊂ Σ . Equations (1.1a), (1.1b) are non-linearly coupled in the unknown function w,
through the “potential” V˜ .
The version of the W–P problem we study is a kinetic model of charge transport in a
semiconductor device coupled with external contacts (see [2–6]). Accordingly, the Wigner
(quasi-)distribution function in the phase space [7], w, is defined in the bounded subset Ωx
of the physical space R3, which represents the active region of the device, and w satisfies
the time-dependent inflow b.c. (1.3a). In the present case, the evolution of the particles
ensemble is governed by the action of potentials of different origin: Ve(t) is an external
one (standing for applied potentials, heterostructures, e.g.) and V (t) is a mean-field self-
consistent one, thus it satisfies the Poisson equation with the particle density
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∫
Rnv
w(x, v) dv, x ∈ Ωx
(cf. [8], e.g.) on the right-hand side. Hence, the evolution in time of the function w is
described by the version (1.1a) of the Wigner equation, which is the quantum equivalent of
classical Liouville equation (see [6,9]), non-linearly coupled through the potential V with
the Poisson equation (1.1b).
By the choice of the time-dependent inflow b.c., the system we model belongs to the
class of the open quantum systems, i.e., that interact with the environment in a non-
reversible way (cf. [3,10]). As a consequence, the equivalence either with the Schrödinger–
Poisson system, or with the Von Neumann one (cf. [11,12]) is broken; thus, it cannot be
exploited to state the well-posedness result (similarly to Refs. [5,13,14], e.g.).
Hence, a direct analysis is necessary: we shall introduce as a functional setting a
weighted L2-space (cf. [5,13,14]), chosen appropriately with respect to the physical di-
mension of the setting. Therefore, the density function ρ on the right-hand side of (1.1b)
will be well defined.
However, because of the type of b.c., the use of the semigroup generation property of the
streaming operator is more delicate than in [13,14] (about the one-dimensional, spatially
bounded case with periodic b.c. and with homogeneous b.c., respectively). Accordingly, we
shall proceed as in [5], where we dealt with the one-dimensional W–P problem with the
same b.c.; namely, we will associate to the “affine” problem a linear one with a streaming
operator and an additional source term.
Nevertheless, in the one-dimensional case, the non-linear term proved to be a Lip-
schitz perturbation of the linear evolution equation, due to the regularity of the self-
consistent potential; on the contrary, this does not hold in higher dimensions. Thus, for
the three-dimensional case, we will state an ad hoc result, that relies on the properties
of the self-consistent potential combined with those of the state functions (cf. Proposi-
tion 2.8).
The structure of the present work is the following: in Section 2 we introduce the func-
tional setting and give some preliminary results relative to the density function ρ, the
pseudo-differential operator Θ[Ve] and the streaming operator v · ∇x, which are driven
by the n-dimensional analysis of the linearized problem in [5]. Section 2.1 is devoted
to the study of the (weak formulation of the) three-dimensional Poisson problem with
homogeneous Dirichlet b.c. After having proved Proposition 2.8, we can recognize in
the three-dimensional W–P problem the same structure of the one-dimensional problem
in [5], then the solution can be obtained again by a fixed point argument (cf. [15, Theo-
rem 6.1.4]).
However, we cannot recover a priori estimates as in the one-dimensional case: this fact
depends precisely on the modified estimate we use in order to deal with the self-consistent
potential in the three-dimensional case. Moreover, the use of the physical conservation
laws is impossible, since the expressions for the physical quantities in terms of the Wigner
function are derived from the correspondence with the Schrödinger (as well as the density
matrices) framework, that does not hold in the bounded spatial domain case. Thus, it can
be proved only a local-in-time result.
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Let us introduce the Hilbert space X of the C-valued functions, defined on Ωx × R3v ,
with square summable modulus with respect to the Lebesgue measure in Ωx × R3v with
weight (1 + |v|2)2; in symbols:
X := L2(Ωx × R3v, (1 + |v|2)2 dx dv;C),
with the scalar product
〈u,w〉X :=
( ∫
R3v
∫
Ωx
u(x, v)w(x, v)
(
1 + |v|2)2 dx dv)1/2.
In our calculations we shall use the following equivalent norm:
‖u‖2
X˜
:= ‖u‖22 +
3∑
i=1
∥∥v2i u∥∥22. (2.1)
Let us observe that
u ∈ X ⇔ (x, η) →Fvu(x, η) ∈ L2
(
Ωx,W
2,2(
R
3
η
))
, (2.2)
where we indicate with Fvu the Fourier transform of the function u with respect to the
second group of variables v.
The following proposition motivates our choice of the space X for the analysis.
Lemma 2.1. Let u ∈ X and ρ(x) := ∫
R3v
u(x, v) dv, for all x ∈ Ωx . Then
‖ρ‖L2(Ωx,dx)  C‖u‖X, (2.3)
with C := π .
Proof. This lemma is the 3-dimensional version of Proposition 2.1 in [5] where the density
function ρ is defined on a subset of Rnx, for all n ∈ N. However, the estimate follows
directly by applying Hölder inequality:
‖ρ‖2
L2(Ωx,dx)
=
∫
Ωx
∣∣∣∣ ∫
R3v
u(x, v) dv
∣∣∣∣2 dx  ∫
Ωx
( ∫
R3v
∣∣u(x, v)∣∣1 + |v|2
1 + |v|2 dv
)2
dx

∫
Ωx
∫
R3v
∣∣u(x, v)∣∣2(1 + |v|2)2 dv dx ∫
R3v
1
(1 + |v|2)2 dv = π
2‖u‖2X. 
Remark 2.2. The choice of the space X as the state space for our analysis is not optimal,
in the sense that we could obtain an estimate analogous to Eq. (2.3) even under de-
creased regularity assumption on the function Fvu. Precisely, we could assume u ∈ Xk :=
L2(Ωx × R3v, (1 + |v|2)k dx dv;C), with 3/2 < k < 2 (cf. [5, Proposition 2.1]). However,
even in the space Xk , we would obtain a local-in-time well-posedness result for the W–P
problem; on the contrary, the calculations on Proposition 2.8 would become more compli-
cated since they would involve derivatives of fractional order.
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The Poisson problem for the self-consistent potential V is
∆xV (x) = ρ(x) =
∫
R3v
w(x, v) dv, x ∈ Ωx, (2.4a)
V (x) = 0, x ∈ ∂Ωx; (2.4b)
in this subsection we can neglect the time variable, since it plays just the role of a parameter.
According to Lemma 2.1, for all w ∈ X, the function ρ in the right-hand side of
Eq. (2.4a) is well defined and belongs to L2(Ωx). Then we can introduce a weak version
of the problem (2.4),
3∑
i=1
∫
Ωx
∂xi V ∂xiψ dx =
∫
Ωx
ρψ dx, ∀ψ ∈ W 1,20 (Ωx), (2.5)
where the derivatives are in a weak sense. The most relevant facts about its solution V are
collected in the following proposition (cf. Riesz Theorem and Hilbert Regularity Theorem,
e.g., [16, Theorem 6.3.4]).
Proposition 2.3. For all ρ ∈ L2(Ωx), there exists a unique V ∈ W 1,20 (Ωx), which satisfies
Eq. (2.5) and ‖V ‖W 1,2(Ωx)  d‖ρ‖L2(Ωx), with d depending only on diam(Ωx). Moreover,
if ∂Ωx ∈ C2, then V ∈ W 2,2(Ωx) and
‖V ‖W 2,2(Ωx)  d˜‖ρ‖L2(Ωx), (2.6)
with d˜ depending only on Ωx, and ∆xV (x) = ρ(x) a.e. x ∈ Ωx .
By the definition of the pseudo-differential operator (cf. Eq. (1.2)), the self-consistent
potential has to be appropriately extended outside Ωx . However, we can state the following
result:
Corollary 2.4. Let w ∈ X and V be the solution of problem (2.5). Let Σ be any open and
bounded subset of R3x, such that Ωx ⊂ Σ . There exists a function P [w] ∈ W 2,2(R3x), such
that P [w](x) = V (x) a.e. x ∈ Ωx and P [w](x) = 0 for all x ∈ R3x \Σ . Moreover,∥∥P [w]∥∥
W 2,2(R3x)
D‖V ‖W 2,2(Ωx).
Proof. By Lemma 2.1 the function ρ ∈ L2(Ωx), then, by Proposition 2.3, the solution
V ∈ W 1,20 (Ωx) ∩ W 2,2(Ωx), and we get the result by applying an extension theorem (cf.,
e.g., [16, Theorem 5.4.1]). 
By the previous discussion and Lemma 2.1, one can define a map, which we call again
P for simplicity, whose properties are collected in next corollary.
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P: X → W 2,2(R3x),
w → Pw := P [w],
where the function P [w] is the extension (in the sense of Corollary 2.4) of the solution of
problem (2.4), is linear and bounded, and the following estimate holds:
‖Pw‖W 2,2(R3x)  CD‖w‖X, ∀w ∈ X. (2.7)
The constants C,D in estimate (2.7) are the same as in Lemma 2.1 and Corollary 2.4.
2.2. The pseudo-differential operator
The discussion of the previous sections enables us to give a less formal definition of the
pseudo-differential operator; we will show indeed that this operator is well defined from
the space X to itself under appropriate regularity assumptions on the potentials, and we
will also point out the role it plays on the Wigner–Poisson problem.
For what the given external potential Ve is concerned, if we call again Ve the exten-
sion whose values are zero outside the bounded spatial domain Ωx , then we can state the
following result.
Proposition 2.6. If Ve ∈ W 2,∞(R3x), then the map u → Θ[Ve]u is linear and bounded from
X to itself and there exists B > 0 such that∥∥Θ[Ve]u∥∥X  B‖Ve‖W 2,∞(R3x)‖u‖X, ∀u ∈ X. (2.8)
Proof. Cf. proof of Proposition 2.3 in [5]. 
Remark 2.7. Let Ve : [0,∞) → W 2,∞(R3x) represent a time-dependent potential, then the
family of operators {Θ[Ve](t) := Θ[Ve(t)], t  0} constitutes a time-dependent bounded
perturbation, by estimate (2.8).
The previous result is the three-dimensional version of Proposition 2.3 in [5] concerning
the n-dimensional Wigner–Poisson problem; in particular, in the one-dimensional case, it
is sufficient to assume V ∈ W 1,∞(Rx) to get the result. Since in the one-dimensional case
the self-consistent potential belongs to W 1,∞, the pseudo-differential operator containing
it is bounded, by Proposition 2.3 in [5].
On the contrary, on the present three-dimensional case, for all w ∈ X, the self-consistent
potential Pw belongs to W 2,2(R3x) (cf. Corollary 2.5), thus it does not satisfy the assump-
tion of Proposition 2.6. However, the same conclusion as in Proposition 2.6 holds also
under weaker hypotheses, as we shall prove in next proposition by exploiting Sobolev Em-
bedding Theorem (cf., e.g., [16]).
Proposition 2.8. If V ∈ W 2,2(R3x), then the map u → Θ[V ]u is bounded from X to itself
and there exists B > 0 such that∥∥Θ[V ]u∥∥
X
 B‖V ‖W 2,2(R3x)‖u‖X, ∀u ∈ X. (2.9)
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Θ[Pw], for all w ∈ X (cf. Corollary 2.5), the well-posedness result follows by using ex-
actly the same arguments of the one-dimensional case; thus, Proposition 2.8 is the key
point of the present work. The new idea in it consists in exploiting the “regularity” of the
state functions to which the pseudo-differential operator is applied, instead of the essential
boundedness of the potential and its derivatives (as in [5,14]), in order to get an estimate
of the same type of (2.8).
Proof. Let u ∈ X and V ∈ W 2,2(R3x).
Let us denote by Fv. the Fourier transform with respect to the variable v,
Fvu(x, η) := (2π)−3
∫
R3v
u(x, v)e−iη·v dv,
then
Fv
(
Θ[V ]u)(x, η) = iδφ(x, η)Fvu(x, η),
and, by using the equivalent norm (2.1) and then Plancherel theorem, we can write
∥∥Θ[V ]u∥∥2
X˜
= ∥∥Θ[V ]u∥∥22 + 3∑
i=1
∥∥v2i Θ[V ]u∥∥22
= (2π)6
(
‖δVFvu‖22 +
3∑
i=1
∥∥∂2ηi (δVFvu)∥∥22
)
.
Since
∂jηi δV (x, η) =
{(
1
2
)j
∂
j
i V
(
x + η
2
)
−
(
−1
2
)j
∂
j
i V
(
x − η
2
)}
,
for all i = 1,2,3, j ∈ N ∪ {0}, then, by the Leibniz rule and the Minkowski inequality,∥∥∂2i (δVFvu)∥∥2  14∥∥δ(∂2ηi V )Fvu∥∥2 + ∥∥δV ∂2ηi (Fvu)∥∥2
+
( ∫
R6
∣∣∣∣∂iV(x + η2
)
+ ∂iV
(
x − η
2
)∣∣∣∣2|∂ηiFvu|2 dx dη)1/2.
For all functions f ∈ W 2,2(R3), there exist two constants C1, C2 > 0, independent of f ,
such that
‖f ‖∞  C1‖f ‖W 2,2, (2.10)
‖∂if ‖4  C2‖∂if ‖W 1,2, (2.11)
by Sobolev Embedding Theorems. Then, if we apply estimate (2.10) to the function V , we
get
‖δVFvu‖2  2‖V ‖∞‖u‖2  2C1‖V ‖W 2,2‖u‖2, (2.12a)∥∥δV ∂2η (Fvu)∥∥  2‖V ‖∞∥∥∂2η (Fvu)∥∥  2C1‖V ‖W 2,2∥∥v2u∥∥ (2.12b)i 2 i 2 i 2
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Ωx
dx
∥∥Fvu(x, . )∥∥2∞ ∫
R3
∣∣δ(∂2i V )(x, η)∣∣2 dη
 24C21
∥∥∂2i V ∥∥22 ∫
Ωx
dx
∥∥Fvu(x, . )∥∥2W 2,2
= 24C21‖V ‖2W 2,2‖u‖2X. (2.13)
Moreover, we can estimate the remaining addendum as follows:( ∫
R6
∣∣∣∣∂iV(x + η2
)
+ ∂iV
(
x − η
2
)∣∣∣∣2|∂ηiFvu|2 dx dη)1/2
 24‖∂iV ‖4
( ∫
Ωx
∥∥∂ηiFvu(x, . )∥∥24 dx)1/2
 24C2‖∂iV ‖W 1,2
( ∫
Ωx
∥∥∂ηiFvu(x, . )∥∥2W 1,2 dx)1/2
= 24C2‖V ‖W 2,2‖u‖X, (2.14)
where the first inequality is obtained by applying Minkowski and Hölder inequalities in
the variable η, and the second one by using estimate (2.11) both for the functions V and
Fvu(x, . ).
Hence, by collecting pieces, we get the result. 
Remark 2.10. Observe that, on the right-hand side of estimates (2.13) and (2.14), un-
like in estimate (2.12), there are the entire norms of both the functions u and V in the
spaces X and W 2,2, respectively. This technical point is the reason why we cannot recover
a priori estimates for the solution w of the three-dimensional W–P system analogously
to the one-dimensional case (cf. [5, Theorem 6.6]): roughly speaking, in the estimate
for ‖Θ[Pw]w‖X , we need to exploit twice the regularity of the function Fvw (cf. esti-
mate (2.7)).
Finally, by Corollary 2.5 and Proposition 2.8, the operator F is well defined on X, where
F: X → X,
w → Θ[Pw]w; (2.15)
by estimates (2.9) and (2.7), the operator depends quadratically on the function w ∈ X.
Actually, it can be proved analogously to Lemma 5.1 in [5] the following result:
Corollary 2.11. The operator F defined by (2.15) satisfies the following properties:
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Lipschitz constant is L(R) = 2BCDR,
(2) F is Frechét-differentiable on every w ∈ X and its Frechét-derivative Lw at w depends
linearly on w and is such that
‖Lwu‖X  2BCD‖w‖X‖u‖X,
for all w and u in X, where the constants B,C,D are the same as in estimates (2.9)
and (2.7).
2.3. The streaming operator
In this subsection we shall make more precise what we mean by boundary conditions.
The following definitions are the 3-dimensional versions of those ones in Section 2 in [5].
Let us consider first the free-streaming operator defined by
Tmaxu := −v · ∇xu
on the maximal domain
D(Tmax) := {u ∈ X | v · ∇xu ∈ X}.
We shall take into account the b.c. (1.3a) by defining a suitable subdomain of D(Tmax).
Therefore, let us introduce the “inflow trace-space”
Y in := L2(Φ in, v · n(s)(1 + |v|2)2 ds dv;R), (2.16)
where
Φ in := {(s, v) ∈ ∂Ωx × R3v ∣∣ v · n(s) > 0}. (2.17)
Any function belonging toD(Tmax) has a well-defined trace u|Φ in on Φ in, such that u|Φ in ∈
Y in (see [17]). Then, once given a function t → γ (t), with γ (t) ∈ Y in, for all t  0, we can
define the following time-dependent affine operator:
Tγ (t)u := −v · ∇xu, (2.18a)
∀u ∈D(Tγ (t)) :=
{
u ∈D(Tmax)
∣∣ u|Φ in = γ (t)}. (2.18b)
In the case γ ≡ 0, the operator T0 is linear and represents streaming with null inflow.
The sets D(Tγ (t)) are called D(T0)-affine subspaces of X, i.e., for all t  0 and u1, u2 ∈
D(Tγ (t)), we have u1 − u2 ∈D(T0).
Moreover, the operators Tγ (t) are called T0-affine operators, i.e., for all t  0 and
u1, u2 ∈ D(Tγ (t)), we have Tγ (t)u1 − Tγ (t)u2 = T0(u1 − u2). In this case we say that
{Tγ (t) | t  0} is a T0-affine family (see [18,19]).
From the previous discussion, we can give the following
Definition 2.12. Given the function t → γ (t), with γ (t) ∈ Y in for all t  0, we call a
representation of D(Tγ (t)), a function p : [0,+∞) → X such that
p(t) ∈D(Tγ (t)), ∀t  0. (2.19)
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D(Tγ (t)) = p(t)+D(T0), ∀t  0; (2.20)
then, for any given function w : [0,+∞) → D(Tγ (t)), a function u : [0,+∞) → D(T0)
exists such that
w(t) = u(t)+ p(t), ∀t  0.
Therefore, in the next section we shall associate to the affine evolution equation for the
unknown w, containing the operators Tγ (t), a linear evolution equation for the unknown
function u, with the operator T0 and an additional source term depending on p(t).
3. Local in time well-posedness
In this section we shall present the local-in-time existence and uniqueness result relative
to the three-dimensional Wigner–Poisson problem (1.1). Actually, the preliminary results
and the definitions of Section 2 allow us to exploit the ideas and the techniques used in
the one-dimensional case, then we shall simply outline the procedure, which is explained
in detail in Ref. [5] (as well as in [20]), and state the three-dimensional version of the
propositions in Sections 5, 6 of that work.
3.1. The affine semi-linear problem
Let us reformulate the three-dimensional Wigner–Poisson problem (1.1) with condi-
tions (1.3a), (1.3b), in terms of the operators introduced in Section 2:
d
dt
w(t) = Tγ (t)w(t)+Θ[Ve](t)w(t)+ F
(
w(t)
)
, t  0, (3.1a)
w(t = 0) = w0 ∈ X, (3.1b)
with the time-dependent boundary datum γ : [0,∞) → Y in, the affine streaming operator
Tγ (t) defined by Eqs. (2.18), the pseudo-differential operators Θ[Ve](t) := Θ[Ve(t)] char-
acterised for all t  0 by Proposition 2.6, and the non-linear operator F (cf. Corollary 2.11).
Our aim is to prove existence and uniqueness of a function w ∈ C1([0, T );X) which
satisfies Eqs. (3.1) and such that w(t) ∈D(Tγ (t)) for all t ∈ [0, T ), with T ∞. Then, if
we choose a representation p(t) for the family of affine domains {D(Tγ (t)) | t  0}, by the
decomposition (2.20) we can introduce the following associated problem
d
dt
u(t) = T0u(t)+Θ[Ve](t)u(t)+ F
(
(u+ p)(t))+Qp(t), t  0, (3.2a)
u(t = 0) = w0 − p(0) =: u0, (3.2b)
with the function
Qp(t) := Tγ (t)p(t)+Θ
[
Ve(t)
]
p(t)− p′(t), ∀t  0,
and with the unknown function u ∈ C1([0, T );X), such that u(t) ∈ D(T0), for all t ∈
[0, T ). The associated problem contains the linear streaming operator with null inflow T0,
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ator F and the source term Qp . First, we will handle this problem in order to recover the
solution of problem (3.1).
3.2. Local in time solution of the associated problem
After the following definitions, problem (3.2) will prove to be a Lipschitz perturbation
of a linear evolution problem.
Definition 3.1. Let p : [0,+∞) → X be a representation of the T0-affine domains
{D(Tγ (t)) | t  0}. We say that p is regular if p ∈ C1([0,+∞);X) and the function
t → Tγ (t)p(t) is C([0,+∞);X). We say that p is strongly regular if p ∈ C2([0,+∞);X)
and t → Tγ (t)p(t) is C1([0,+∞);X).
Remark 3.2. By the previous definition follows that, if p is a regular representation and
Ve ∈ C([0,∞);W 2,∞(R3x)), then Qp ∈ C([0,+∞);X). Moreover, if p is a strongly regu-
lar representation and Ve ∈ C1([0,∞);W 2,∞(R3x)), then Qp ∈ C1([0,+∞);X).
Let us make precise what we mean by mild solution of the associated problem, before
stating the existence result:
Definition 3.3. Let p : [0,∞) → X be a regular representation of D(Tγ (t)), let Ve ∈
C([0,∞);W 2,∞(R3x)), and let u0 ∈ X. A continuous solution u : [0,∞) → X of the in-
tegral equation
u(t) = etT0u0 +
t∫
0
e(t−s)T0
[
Θ
[
Ve(s)
]
u(s)+ F((u+ p)(s))]ds
+
t∫
0
e(t−s)T0Qp(s) ds, ∀t  0,
is called mild solution of problem (3.2).
Remark 3.4. Under the assumptions of Definition 3.3, by Remark 3.2 and the preliminary
results of the previous section, the map
G : [0,∞)×X → X,
G(t, u) := Θ[Ve(t)]u+ F(u+ p(t))+Qp(t)
is well defined for all t  0 and u ∈ X, is continuous in t and locally Lipschitz continuous
in u, uniformly for bounded t-intervals (cf. [5, Lemma 5.3]).
Hence, the announced result.
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finition 3.3, there exists a unique mild solution of the associated problem (3.2)
d
dt
u(t) = T0u(t)+G
(
t, u(t)
)
, t  0,
u(t = 0) = u0,
on a maximal time interval [0, tmax), with 0 < tmax ∞.
Moreover, if Ve belongs to C1([0,∞);W 2,∞(R3)), p : [0,∞) → X is a strongly regular
representation and u0 belongs to D(T0), then u is the unique solution of the problem (3.2)
in the same time interval.
In addition, if both u0 and p(t), for all t  0, are real-valued, the same will hold for
u(t), for all t  0.
Proof. Under the assumptions of the proposition, we can apply Theorem 6.1.4 in [15] (cf.
Remark 3.4) and get the first statement in the proposition. The second one can be proved
by using Theorem 6.1.5, thanks to the increased regularity assumptions (cf. the proof of
Proposition 5.4 in [5] for more details). The last assertion simply follows by the fixed point
procedure (cf. [5, Corollary 5.5]). 
3.3. Local in time solution of the original problem
In this section we shall obtain the solution of problem (3.1) from the solution of the
associated problem (3.2), by exploiting the definition of representation.
Proposition 3.6. Let p : [0,+∞) → X be a strongly regular representation of D(Tγ (t))
and let 0 < T +∞. Then, u : [0, T ) → X is a solution of the associated problem (3.2) in
[0, T ) if and only if w(t) = u(t)+p(t) is a solution of the original problem (3.1) in [0, T ).
(Cf. Proposition 6.2 in Ref. [20].) Therefore, the following corollary holds.
Corollary 3.7 (Local solution of the original problem). Let γ (t) be such that D(Tγ (t))
has a strongly regular and real-valued representation p(t) for t ∈ [0,+∞). Let w0 be-
long to D(Tγ (0)) and be real-valued. Let Ve belong to C1([0,∞);W 2,∞(R3)). Then,
the problem (3.1) has a real-valued solution in a maximal time interval [0, tmax), with
0 < tmax +∞.
By the formulation of the corollary, it can be inferred a certain arbitrariness in the choice
of the representation p, however it can be stated the p-independence of the solution of
problem (3.1) (see the discussion in Section 6 in [5] and Propositions 6.4 and 6.5). More-
over, in the Appendix of Ref. [5] we show, under certain assumptions on the datum γ , an
example of a representation p which satisfies the assumptions in the corollary above.
We remark that a lower bound for the maximal time interval tmax can be found in
Lemma 5.1 in [20].
In [5], when dealing with the one-dimensional case, we proved that tmax = ∞ by
recovering a priori estimates for ‖w(t)‖2,‖vw(t)‖2 for all times. In the present three-
dimensional case, we do not succeed in repeating the same strategy because of the kind of
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in Proposition 2.8 (cf. Remark 2.10).
Once more, we observe that the equivalence with the Schrödinger formulation (as well
as the density matrices one) is broken by the boundedness of the spatial domain chosen in
our analysis. Thus, we are still working on results assuring the existence of the solution for
t on the whole R+.
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