We study the regularity of the solution to a fully nonlinear version of the thin obstacle problem. In particular we prove that the solution is C 1,α for some small α > 0. This extends a result of Luis Caffarelli of 1979. Our proof relies on new estimates up to the boundary for fully nonlinear equations with Neumann boundary data, developed recently by the authors.
Introduction
We can think of the Signorini problem, also known as the thin obstacle problem, as an equation describing the shape of an elastic membrane that is being pushed from below by a very thin object (of co-dimension 1).
We are given a domain D in R n+1 with an n-dimensional surface S inside, we have a Dirichlet type boundary value g and an obstacle function ϕ : S → R. In the classical Signorini problem we have a function u solving the following free boundary problem:
on ∂D, u(X) ≥ ϕ(X) for X on S, u(X) = 0 in D \ S and also for those points x ∈ S where u(x) > φ(x), u(X) ≤ 0 in D (i.e. u is superharmonic) .
The solution u of this problem is a Lipschitz function and in general it will present a jump in its normal derivative when crossing the surface S. However, u is more regular on each side of S and up to the surface. In 1979, Luis Caffarelli proved that u ∈ C 1,α on S, for some small positive α [5] . It was only recently that the optimal regularity C 1,1/2 was obtained by Athanasopoulos and Caffarelli [2] . For simplicity, it is assumed that D = B 1 and S = {y = 0} (we call y = x n+1 ). The problem can be reduced to the symmetric case which can be stated as follows in terms of the Neumann boundary condition:
on ∂B + 1 , (1.1)
3) ∂ n u(x, 0) = 0 for u(x, 0) > φ(x), (1.4) ∂ n u(x, 0) ≤ 0 for x ∈ B * 1 .
(1.5)
A natural generalization of this problem is to consider a fully nonlinear elliptic equation F (D 2 u) = 0 instead of the Laplacian in (1.2) . This is the problem we study in this paper. Recently the classical Signorini problem has been studied by one of the authors using a different approach, where the thin obstacle problem can be considered as an obstacle problem for the fractional Laplacian. Using this approach, it was proved that the solution u ∈ C 1,α for every α < s in [11] . The regularity of the free boundary for the Signorini problem was also studied very recently, first in [1] for the case ϕ = 0 and then in [4] for general obstacles ϕ. The aim of this paper is to extend Caffarelli's result [5] to fully nonlinear equations. We will obtain a C 1,α estimate for a small α that will typically not be optimal. We believe that this reflects the nondivergence character of the C 1,α estimates for the Signorini problem, in contrast to the optimal C 1,1/2 estimates that are based on a more variational idea (a monotonicity formula in [2] ).
First of all, let us clarify the notation and state the problem in our nonlinear case. We write X = (x, y) ∈ R n+1 for x ∈ R n and y ∈ R. The unit ball in R n+1 is called B 1 . Let B + 1 = {(x, y) ∈ B 1 : y > 0}, and B * 1 = {x ∈ R n : (x, 0) ∈ B 1 }. Let ϕ : B * 1 → R be a smooth function such that ϕ(x) < 0 for any x ∈ ∂B * 1 . We consider the following Signorini problem for a fully nonlinear equation:
where F is a convex uniformly elliptic equation with ellipticity constants 0 < λ < Λ. We will also assume F (0) = 0 in order to keep the computations as clean as possible, however we must point out this restriction is not essential. Notice that (1.6) holds in the classical sense because F is convex. The boundary condition (1.7) has to be considered in the viscosity sense, although after the main result in this paper is established it turns out that it holds in the classical sense as well.
Given continuous boundary data u(X) = g(X) for X ∈ ∂B + 1 , there exists a viscosity solution for problem (1.6)-(1.7). We will prove that for such solution u ∈ C 1,α (B + 1 ) for a small universal constant α > 0. The solution u of (1.6)-(1.7) can be obtained by a Perron's type method as the minimum supersolution v to the problem
The focus in this paper is not on the existence and uniqueness of solutions (which anyway follows by the standard techniques in viscosity solutions theory [7] ). We concentrate in the regularity of the solutions.
We call ∆ * = {x ∈ B *
and Ω = Ω * × {0}. When we write ∂B + r , we mean (∂B r ) + = ∂B r ∩ {y > 0} and not ∂(B
r . Now, let v be a solution of the equation
There is a strip B * 1 \ B * 1−ρ , for ρ small enough, where v > ϕ. Therefore we can be sure that also u > ϕ on that strip.
Our main result is the following. Theorem 1.1. If F is a convex function in the space of symmetric matrices, F (0) = 0 and F defines a uniformly elliptic equation, the (viscosity) solution u to the problem (1.6)-(1.7), is in the class C 1,α (B + 1/2 ) for some α depending on dimension, the C 2 norm of ϕ, u L ∞ , and ρ (defined above).
The proof is based primarily on [5] , replacing the classical estimates on the boundary for the Neumann problem with the estimates that the authors recently developed in [10] . There are a few interesting subtleties due to the nonlinearity of the problem. The proof of Lemma 3.1 is different from [5] and it shows clearly why the hypothesis of F to be convex matters. Lemma 3.5 is not an issue in [5] , but it requires some care in our case because we have the condition u y ≤ 0 on {y = 0} a priori only in the viscosity sense. In Lemma 3.5 we also have a different situation compared to the linear case, since for the Laplace equation the lemma would be a trivial consequence of the fact that the harmonic measure is nonsingular.
The Signorini problem models the shape of an elastic membrane lying on top of a very thin obstacle. It is also used to model the saline concentration on one side of a semipermeable membrane or in optimal control of temperature across a surface. All these applications are explained in [8] .
2 Penalized problem.
As it was said, a solution of the nonlinear Signorini problem can be obtained by a standard Perron's type argument as the minimum supersolution
Alternatively, we can construct a solution by a penalization argument. Let k > 0 and let u (k) be the solution of the following problem
The existence of a solution to such equation can be obtained by a Perron's method as it is common for viscosity solutions ( [9] , [7] or [3] ). Notice that u (k) (x, 0) > ϕ(x) for all x ∈ B * 1 \B * 1−ρ , where ρ is the width of the strip defined in the introduction.
We will show that that u (k) is bounded independently of k and also is the boundary condition u (k) y (x, 0). Using that we will find a uniform C α estimate that will allow to pass uniformly to the limit as k → ∞.
The usefulness of the penalized problem for us is mainly because we can easily show that its solution u (k) is C 1,α up to the boundary, and therefore a classical solution of the problem (1.10)-(1.11). In this way we can prove estimates for the solution u of (1.6)-(1.7) by proving them for the penalized solution u (k) and letting k → ∞. We are able to do most of the work without using the penalized problem, however it comes handy for a couple of proofs: Lemma 3.1 and Lemma 3.2.
The form of the penalized problem is inspired by the model of semi-permeable walls with finite thickness taken from [8] , and thus it is also interesting in itself.
The first lemma is almost obvious.
Lemma 2.1. Let u (k) be the solution of the penalized problem as it was defined above. Then,
independently of k.
Proof. Since u (k)
y (x, 0) ≤ 0, then by maximum principle (comparing with the constant function, assuming F (0) = 0) we have that
On the other hand, the supremum of u (k) (X), if it is larger than the supremum of u, it must be achieved at one point on B *
y (x, 0) < 0. But these points are exactly those where u < ϕ. Therefore
Proof. Let us say the maximum value for
+ is attained at the point (x 0 , 0). At that point ϕ − u (k) must attain its maximum on B * 1 because of (2.5). The idea of this proof is to continue ϕ to the interior of B + 1 in order to make it into a test function in the viscosity sense for the equation (2.5).
Let b be a function that satisfies the following conditions
Such function b can be computed explicitly and it is the barrier function that is used for the classical proof of Hopf Lemma. The important thing is that B is Lipschitz up to the boundary and |b y (0)| is bounded depending only on u L ∞ , ϕ C 1,1 , λ, Λ, and δ. This barrier b can be given explicitly by the formula
where X 0 = (0, . . . , 0, −y 0 ), and C and κ are constats chosen suitably. Now, given the point we consider the function Φ(x) := u(x 0 , 0)−ϕ(x 0 )+ϕ(x)+b(X −(x 0 , 0)). By construction we will have
for X ∈ ∂B δ by (2.9) the ellipticity of the equation.
But then (2.5) (in the viscosity sense) means that Φ y (x 0 , 0) ≤ −k(ϕ(x 0 )−u(x 0 , 0)). However, Φ y (x 0 , 0) = b y (0), which is bounded, and therefore −k(ϕ(x 0 ) − u(x 0 , 0)) must remain bounded independently of k. Proof. We have to show that the functions u (k) are equicontinuous, in that case by Arzela-Ascoli they form a compact set in C 0 (B 1 ). Since every subsequential limit must clearly be a solution of (1.6)-(1.7) in the viscosity sense, the uniqueness of the solution of (1.6)-(1.
which is in the extremal Pucci class S(λ, Λ, B 1 ) (see [6] ). Then by Proposition 4.14 in [6] , there is a modulus of contiguity for u (k) in B 1 \ B 1−δ depending on the ellipticity of the equation and the modulus of continuity of the Dirichlet boundary condition of u on ∂B 1 .
Taking the maximum of both modulus of continuity, we have a modulus of continuity for u Proof. This is a consequence of the interior C 1,α estimates for fully nonlinear elliptic equations [6] . Proof. We know that u
is bounded on B *
1 . By Theorem 8.1 in [10] we have that u (k) ∈ C α (B 1−δ/2 ). But then we plug the estimate on the right hand side of (1.11) and we apply Theorem 8.2 in [10] to obtain that u (k) ∈ C 1,α (B 1−δ ).
Pointwise estimates.
A key step in order to show further regularity in thin obstacle problems, is to prove the concavity character of the solution in the y direction. This is the content of the next lemma: 
we have u > ϕ, and then u y = 0. Since F is convex and uniformly elliptic, we can apply the C 2,α estimates up to the boundary from [10] to conclude that u is C 2,α in
Thus, there is a constant C such that
The key observation is that v(X) = u(X+hτ )+u(X−hτ ) 2 + Ch 2 is a supersolution of
since F is convex. Moreover, if we choose C > ϕ C 2 , then
Then v is a supersolution of (1.8) and (1.9) that is above φ, and then v ≥ u by the very definition of u. Therefore
for any X ∈ B + 1−d/2 , which shows (a). Now, using that F is uniformly elliptic with constants λ and Λ, (b) follows from (a). From the fact that semiconvex functions are Lipschitz, we have that (a) implies that v τ is bounded in B + 1/2 for any tangential unit vector τ = (τ * , 0). Now we only need to find an upper bound for u y .
Notice that the proof of this Lemma applies also to the functions u (k) , for any k > 0. In Lemma 2.2 we showed u Lemma (3.1) tell us that v y − Cy is bounded and monotone in y, as in [5] we can then define
In the open set Ω * we know that u is locally C 2,α by the estimates of [10] , so inside that set σ(x) = u y (x, 0) = 0 in the classical sense.
The boundary condition (1.9) clearly suggests that σ(x) ≤ 0 for any x ∈ B * 1 . However, since (1.9) is given only in the viscosity sense, the following lemma is not trivial. Let V be the continuous function such that
By comparison principle V ≥ v. The function V is continuous up to the boundary. For any X we have the upper bound u
y (X) converges to u y (X). Therefore u y (X) ≤ V (X). We conclude lim
In the interior of ∆ * , u = ϕ that is a smooth function. So we can apply the C 1,α estimates for the Dirichlet problem up to the boundary [10] . Then σ(x) = u y (x) holds in the classical sense and it is a smooth function. Moreover if x 1 , x 2 ∈ ∆ * and |x 1 − x 2 | ≤ min(dist(x i , Ω * )), then we can use the C 1,1/2 estimates up to the boundary since u = ϕ on ∆ * and ϕ ∈ C 1,1/2 (see for example the preliminaries of [10] and the proofs in the appendix). We get that |σ(
On Ω * , u y = 0 also holds in the classical sense and we have σ ≡ 0. The problem is to show that σ ∈ C 1,α around the free boundary ∂∆ * = ∂Ω * .
Lemma 3.3. Let κ be a positive constants such that κ > sup |ϕ τ τ |. If x 0 / ∈ ∆ * and h x0 denotes the function
Proof. Consider function w 1 = u − h x0 . By the definition of h x0 we have w 1 (x 0 , 0) ≥ 0 and w 1 ∈ S(λ, Λ). Notice also that ∂ y h x0 (x, 0) = 0, then ∂ y w 1 (x, 0) = 0 for x / ∈ ∆ * . Therefore if we apply the maximum principle on Θ \ ∆ we get
On the other hand on {u = ϕ} we have h x0 > ϕ since κ > sup |ϕ τ τ |, therefore
for any Θ which contains the fixed point (x 0 , 0). Using Lemma 3.3 we are able to prove that close to the free boundary there are large regions there −σ grows at most linearly. This is an analog to Lemma 3 in [5] , and the proof follows the same lines once we have Lemmas 3.1, 3.2 and 3.3 , we include it here for completeness.
Lemma 3.4. Let x 0 ∈ Ω * and S γ = {x : σ(x) > −γ}. Then for suitable positive constants C,C and any sufficiently small γ > 0, there exists a ball B Cγ (x) such that
Proof. Let us choose Θ := B C1γ (x 0 ) × (−C 2 γ, C 2 γ) in Lemma 3.3 with C 1 C 2 . We consider two cases depending on where the nonnegative maximum of u − h x0 is achieved.
Suppose that the sup(u − h x0 ) is attained at the point (x 1 , y 1 ) where
For any x 2 satisfying |x 2 − x 1 | < C 4 γ and (x 2 − x 1 ) · ∇ x (u − ϕ)(x 1 , y 1 ) ≥ 0, (where we are considering the extension ϕ(x, y) = ϕ(x)) we will show x 2 ∈ S γ . We use Lemma 3.1 with
if C 2 was small. This gives a contradiction and finishes the proof for the first case. Suppose now that the sup(u − h x0 ) is attained at the point (x 1 , C 2 γ) where
for C 5 = κn Λ λ As before for any x 2 satisfying |x 2 − x 1 | < C 6 (C 2 γ) and (
On the other hand if σ(x 2 ) < −γ then (u − ϕ)(x 2 , 0) = 0 and
choosing C 2 even smaller we arrive at a contradiction and finish the proof.
In order to make an iterative argument to prove the main result, we will first need the following lemma about solutions to the Pucci equations. Proof. For eachx ∈ B * 1−δ we define the function bx as the solution to the following problem:
Notice that bx is Lipschitz on the boundary of the domain B * Suppose ε(δ) = 0, then there is a sequencex j ∈ B * 1−δ and
We can extract a subsequence so thatx j →x ∞ and X j → X ∞ . Moreover, since bx are equicontinuous in B 1 independently ofx (see [6] Proposition 4.14), we can extract the subsequence in a way that bx j converges uniformly to a function b ∞ that must necessarily agree with bx ∞ . Therefore bx ∞ (X ∞ ) = 0. But this is a contradiction since
Next we pass from Lemma 3.4 to a pointwise estimate using the Harnack-type Lemma 3.5. We do this by a very standard iterative argument. The proof goes in the same way as in [5] . We include it for completeness. Lemma 3.6. Let x 0 be a point in Ω * , then there exists an α, 0 < α < 1, such that σ(x) ≥ −C |x − x 0 | α for some constant C > 0.
Proof. Recall that σ(x) = lim y→0 + u y (x, y). We know since Lemma 3.1 that u y is bounded in B 1/2 . We also know that σ ≤ 0 (Lemma 3.2), and that u yy ≤ C (Lemma 3.1), which implies that u y ≤ Cy for any y > 0. We will show by induction that
for µ small enough and apply Lemma 3.4 and Lemma 3.5 recalling that σ(x) = lim y→0 + u y (x, y). Choose γ θ so that the right-hand side is larger than −(1 − Proof. Since σ = 0 in Ω * and there are C α estimates in the interior of ∆ * , it is only necessary to study how σ behaves when it approximates the points in ∂∆ * . This is achieved as a consequence of Lemma 3.6 together with the fact that σ ≤ 0.
We are now ready to prove the main theorem.
Proof of Theorem 1.1. Our main theorem follows from Corollary 3.7 by applying Theorem 8.2 in [10] as long as we can determine that indeed u y (x, 0) = σ(x) in the viscosity sense (and a posteriori also in the classical sense). This is fairly simple, but it is worth to prove it since the definition of σ was not directly related to the definition of the Neumann condition in the viscosity sense.
The function σ is continuous by Corollary 3.7, therefore considering such condition in the viscosity sense now makes sense. All we have to notice is that for each fixed x 0 , u(x 0 , y) is C 1 as a function of y up to y = 0 and ∂ y u(x 0 , 0) = σ(x 0 ). Therefore any smooth test function η touching u from above at X 0 = (x 0 , 0) must have η y (x 0 , 0) ≥ σ(x 0 ), and thus u y (x 0 , 0) ≥ 0 holds in the viscosity sense. Similarly we have u y (x 0 , 0) ≤ 0. Thus u y (x, 0) = σ(x) in the viscosity sense and that finishes our proof.
