We study estimates of the form M 0~ι (jM 0 (u) 
hold, then (1.3) will imply (1.4). Inequality (1.6) is precisely of the form (1.1) if we take q = a k p and dμ = Vξ dv. This method was used by the author in [23, 24] . If instead of (1.5), f(x, t) satisfied (1.7) \f{x,t)\<Σv k {x)M k {t)
where the Mj(t) are convex functions, we would need inequalities of the form
(1.8) (Jή <cM k { I \(l-AΓu(x)\?dv(x)
This is a special case of the inequality we consider in this paper.
There are several approaches one can apply to prove such inequalities. We have chosen the capacity method as described in [1, 2, 8, 14, 15, 16] . It is quite clear that other methods can be applied as well.
Expressions of the form p u (u,M) = IM{u)dv appear in the study of Orlicz spaces (cf. [13] ). Some of the techniques used in the study of such spaces are useful in dealing with the problems outlined here. The functions Mo(t), M(t) considered by us are not required to have all of the properties of iV-functions as described in [13] . Now we describe some of the results of the paper. First we find sufficient conditions for is a norm. This is convenient in some situations. For instance, if dμ k = Vg dx and each satisfies (1.12), it is clear that dμ = (£) V k ) q dx will also satisfy it. On the other hand, it is not so clear that the same is true of (1.11). Moreover, (1.12) implies (1.1) even when q < /?, but (1.11) does not.
All of the inequalities mentioned have counterparts when one replaces (1 -Δ) by -Δ. We give sufficient conditions for the inequality 
This holds for non-increasing f{t) provided 1 < p <q. We define When M(t) = t p with 1 < p < oo, it is well known that (e) holds for the case dv = rfx (cf., e.g., [26]). For other cases necessary and sufficient conditions can be found in [17, 19] .
In stating our hypotheses we shall make use of the operator It is well known that [2] and Kerman-Sawyer [10, 11] for the case dv -dx, p > 1. The latter result requires (2.9) to hold only for the sets e which are dyadic cubes.
Inequality (2.6) is rather difficult to verify in practice, since Cη is essentially the supremum of a ratio over all subsets e of R n . For practical purposes it is much better to give a single expression which requires a single calculation. This is given by 
POTENTIAL ESTIMATES IN ORLICZ SPACES 387
Proof.
when a satisfies (2.11). This gives (2.10). 
ForwGC°°(R w ), let

N t = N t [u)
= {x e R n : \u(x)\ > t}.
Set
We shall prove provided Jι m v > t on e. Thus by (2.6)
Hence
This implies that
by (a) 
The capacity inequality.
In proving Theorem 3.1 we shall make use of some elementary lemmas. We shall make use of the following function for r < s GsAx) = G s -r{x),
\x\ > 1.
Our need for these functors stems from the fact that Proof. Inequality (4.6) is obvious. To prove (4.7) note that for t > tj, (4.6) gives
Fj(t) = tj < t.
In the interval // = [f/_i, tj], Fj(t) < tj < Cgίy-l < C S t.
Since Fj(t) = 0 for t < ί, _ 1} we see that (4.7) holds for k = 0 with 
Proof. We have
Js,rf = c G s , r (x -y)f(y) dy I I G SJ {x -y) dy.
Thus by Jensen's inequality (cf., e.g., [13] ) This gives the lemma. D Lemma 4.8 is similar to an inequality of Hedberg [9] (cf. also [20] ). 
j=-oo
Here we made use of (4.4), (4.6) and (a) of §2. Note that The proof that (5.2) implies (2.15) is similar to the proof of (2.2) and is omitted.
