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2-CATEGORIES OF SYMMETRIC BIMODULES
AND THEIR 2-REPRESENTATIONS
VOLODYMYR MAZORCHUK, VANESSA MIEMIETZ AND XIAOTING ZHANG
Abstract. In this article we analyze the structure of 2-categories of symmet-
ric projective bimodules over a finite dimensional algebra with respect to the
action of a finite abelian group. We determine under which condition the re-
sulting 2-category is fiat (in the sense of [MM1]) and classify simple transitive
2-representations of this 2-category (under some mild technical assumption). We
also study several classes of examples in detail.
1. Introduction and description of the results
In the last 20 years, many exciting breakthroughs in representation theory, see e.g.
[Kh, CR, BS, EW, Wi], have originated from the idea of categorification. This has
inspired the subject of 2-representation theory which studies 2-categories with suitable
finiteness conditions. An appropriate 2-analogue of a finite dimensional algebra was
defined in [MM1] and called finitary 2-category. Various aspects of the structure and
2-representation theory of finitary and, more specifically, fiat 2-categories have been
studied in [MM1, MM2, MM3, MM4, MM5, MM6, MMMT, MMMZ, ChMa, ChMi],
see also references therein. In particular, [MM5] introduces the notion of simple tran-
sitive 2-representation which is an appropriate categorification of the concept of an
irreducible representation. A natural and interesting problem is the classification of
simple transitive 2-representations for various classes of 2-categories, see [Ma].
One interesting example of a fiat 2-category is the 2-category of Soergel bimodules
associated to the coinvariant algebra of a finite Coxeter system, see [So1, So2, EW].
For these 2-categories, simple transitive 2-representations have been classified in several
special cases including type A, the dihedral types and some small classical types, see
[MM5, KMMZ, MT, MMMZ]. The article [MMMZ] develops a reduction technique
that reduces the classification problem to smaller 2-categories which, in practice, are
often given by “symmetric bimodules” as defined in a special case in [KMMZ].
Inspired by this, in the present article we formalize the concept of symmetric bimod-
ules and study the resulting 2-categories of projective symmetric bimodules and their
2-representations. We show that these 2-categories are weakly fiat provided that the
underlying algebra is self-injective and fiat if the underlying algebra is weakly symmetric,
mirroring the situation for the 2-category of all projective bimodules from [MM1, Sub-
section 7.3] and [MM6, Subsection 2.8]. Using [MMMZ], we reduce the classification
of simple transitive 2-representations in the weakly symmetric case to the classification
of module categories over the 2-category Rep(G) from [Os].
One of the main results of [MM3] classifies a class of “simple” 2-categories with a
particularly nice combinatorial structure. Here we study one of the smallest families of
2-categories which do not fit into the setup of [MM3]. We show that these can always
be realized inside a 2-category of symmetric bimodules.
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The paper is organized as follows. In Section 2 we collect the necessary preliminaries.
In Section 3 we introduce symmetric bimodules and study their structure and simple
transitive 2-representations. The latter are classified in Theorem 17. In Section 4 we
study 2-categories with one object which, apart from the identity 1-morphism, have
precisely two indecomposable 1-morphisms up to isomorphism and these two form a
biadjoint pair and their own left/right/two-sided cell. In Theorem 25 we realize such
2-categories as 2-subcategories of certain symmetric bimodules.
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2. Preliminaries
2.1. Setup. We work over an algebraically closed field k.
2.2. Finitary 2-categories. A k-linear category is called finitary if it is small and equiv-
alent to the category of finitely generated projective modules over some finite dimen-
sional associative k-algebra.
We call a 2-category C finitary (over k) if it has finitely many objects, each mor-
phism category C(i, j) is a finitary k-linear category, all compositions are (bi)additive
and k-linear and all identity 1-morphisms are indecomposable (cf. [MM1, Subsec-
tion 2.2]).
We say that C is weakly fiat if it is finitary and has a weak antiautomorphism ( )⋆ of
finite order and adjunction morphisms, see [MM6, Subsection 2.5]. If ( )⋆ is involutive,
we say that C is fiat, see [MM1, Subsection 2.4].
2.3. 2-representations. Let C be a finitary 2-category. A finitary 2-representation of
C is a 2-functor from C to the 2-category Af
k
whose
• objects are finitary k-linear categories;
• 1-morphisms are additive k-linear functors;
• 2-morphisms are natural transformations of functors.
Such 2-representations form a 2-category denoted C -afmod, see [MM3, Subsection 2.3].
Similarly we define an abelian 2-representation of C as a 2-functor from C to the
2-category whose
• objects are categories equivalent to categories of finitely generated modules
over finite dimensional k-algebras;
• 1-morphisms are right exact k-linear functors;
• 2-morphisms are natural transformations of functors.
Such 2-representations form a 2-category denoted C -mod, see [MM3, Subsection 2.3].
Following [MM2, Subsection 4.2], we denote by · the abelianization 2-functor from
C -afmod to C -mod.
2-CATEGORIES OF SYMMETRIC BIMODULES AND THEIR 2-REPRESENTATIONS 3
A finitary 2-representation M is called simple transitive provided that
∐
i∈C
M(i) has no
non-trivial C-invariant ideals, see [MM5, Subsection 3.5].
2.4. Cells and cell 2-representations. Given two indecomposable 1-morphisms F and
G in C , we define F ≥L G if F is isomorphic to a direct summand of H ◦G, for some
1-morphism H. This produces the left preorder ≥L, of which the equivalence classes
are called left cells. Similarly one obtains the right preorder ≥R and the corresponding
right cells, and the two-sided preorder ≥J and the corresponding two-sided cells.
For each simple transitive 2-representation M, there is a unique two-sided cell which
is maximal, with respect to ≥J , among those two-sided cells whose 1-morphisms are
not annihilated by M. This two-sided cell is called the apex of M, see [ChMa, Subsec-
tion 3.2].
If J is a two-sided cell of C , we say that C is J -simple if any non-zero 2-ideal of C
contains the identity 2-morphisms of all 1-morphisms in J .
Each left cell of a fiat 2-category contains a so-called Duflo involution, see [MM1,
Subsection 4.5].
For a left cell L in C , there exists i ∈ C such that all 1-morphisms in L starts at i.
Denote by NL the 2-subrepresentation of Pi which is defined as for each j ∈ C the
category NL(j) is the additive closure of Pi(j) consisting of all 1-morphisms F with
F ≥L L. From [MM5, Lemma 3], we know that the 2-representation NL contains a
unique maximal ideal which does not contain any idF for F ∈ L, denoted IL. The
quotient CL := NL/IL is called the cell 2-representation associated to L.
3. Symmetric bimodules and their simple transitive 2-representations
3.1. Symmetric bimodules. Let A be a finite dimensional, unital, associative k-
algebra. We assume that A is basic and that {e1, e2, . . . , ek} is a complete set of
pairwise orthogonal primitive idempotents in A.
Let G be a finite abelian subgroup of the group of automorphisms of A. Assume that
char(k) does not divide |G|. The action of G on A induces an action of G on the
category of A-A-bimodules via M 7→ ϕMϕ , where the action of A on ϕMϕ is given
by
a ·m · b := ϕ(a)mϕ(b), for all a, b ∈ A and m ∈M.
We will write ϕfϕ for the translate of a morphism f under the action of ϕ ∈ G.
Let X denote the category whose objects are A-A-bimodules and morphisms between
A-A-bimodules M and N are defined by
HomX (M,N) :=
⊕
ϕ∈G
HomA-A(M,
ϕNϕ).
An element f ∈ HomX (M,N) is thus represented by a tuple (fϕ)ϕ∈G, where the com-
ponent fϕ is in HomA-A(M,
ϕNϕ). For any f ∈ HomX (M,N) and g ∈ HomX (N,K),
considering
HomA-A(N,
ψKψ)⊗HomA-A(M,
ϕNϕ) → HomA-A(M,
ϕψKϕψ )
gψ ⊗ fϕ 7→
ϕ(gψ)
ϕ ◦ fϕ,
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where we use ϕψ = ψϕ on the right hand side, the composition g◦f is given by
(1)
HomX (N,K)⊗HomX (M,N) → HomX (M,K)
(gψ)ψ∈G ⊗ (fϕ)ϕ∈G 7→
( ∑
ϕ∈G
ϕ(gσϕ -1)
ϕ ◦ fϕ
)
σ∈G
.
This composition can be depicted by the diagram
M
(fϕ)ϕ∈G //
⊕
ϕ∈G
ϕNϕ
(ϕ(gσϕ -1 )
ϕ)ϕ,σ∈G
//
⊕
σ∈G
σKσ .
We refer to [CiMa] for details.
We denote by X˜ the idempotent completion of X , i.e. an object of X˜ is given by a
pair (M, e) where M is an A-A-bimodule and e is an idempotent in EndX (M). For
an A-A-bimodule M , set
GM := {ϕ ∈ G |M ∼=
ϕMϕ}
which is a subgroup of G.
Remark 1. As we will often encounter and use in this article, computation of homo-
morphism in X˜ using homomorphisms in X requires care. Given M and M ′ in X and
idempotents e and e′ in EndX (M) and EndX (M
′), respectively, in the computation of
HomX˜ ((M, e), (M
′, e′)) using HomX (M,M
′) it is very important to make sure that
the elements from HomX (M,M
′) one works with do belong to e′ ◦HomX (M,M
′)◦ e.
This is usually achieved by pre- and postcomposing the elements one works with e and
e′, respectively. Moreover, for any element f in HomX˜ ((M, e), (M
′, e′)), we have
(2) f ◦ id(M,e) = f = id(M ′,e′) ◦ f ,
where, in fact, id(M,e) = e and id(M ′,e′) = e
′.
As usual, we denote by Gˆ the Pontryagin dual of G whose elements are all group
homomorphisms from G to k∗ with respect to point-wise multiplication. As G is finite
and abelian, the group Gˆ is (non-canonically) isomorphic to G and Gˆ is canonically
isomorphic to the group of isomorphism classes of simple G-modules with respect to
taking tensor products.
The group algebra k[G] is commutative and semi-simple and admits a unique decompo-
sition into a product of |G| copies of k. Let {πχ, χ ∈ Gˆ} be the corresponding primitive
idempotents. Each πχ has the form
1
|G|
∑
α∈G
χ(α)α and hence defines an idempotent
π˜χ in EndX (A) given by the tuple
(
χ(α)
|G|
α
)
α∈G
.
For an arbitrary subgroup H of G, we have a natural surjection Gˆ → Hˆ given by
restriction. For ζ ∈ Gˆ and χ ∈ Hˆ , we define χζ ∈ Hˆ via χζ(α) := χ(α)ζ(α), for
α ∈ H .
Lemma 2.
(i) Let M be an indecomposable A-A-bimodule. Then there is an isomorphism of
algebras
EndX (M)/Rad(EndX (M)) ∼= k[GM ]/Rad(k[GM ]) ∼= k[GM ].
(ii) Indecomposable objects of X˜ are of the form Mεχ := (M, εχ), where M is an
indecomposable A-A-bimodule and χ ∈ GˆM . Here, for α ∈ G, the α-component
of εχ is
χ(α)
|GM |
α, if α ∈ GM , and zero otherwise.
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Proof. Note that, for α ∈ G, if αMα is not isomorphic to M , then the α-component
of any endomorphism of M belongs to the radical of EndX (M). Therefore Claim (i)
follows from (1). Claim (ii) follows from (1) and the definitions. 
The category of all A-A-bimodules has a natural monoidal structure given by the tensor
product over A. We define a tensor product on X by
• M ⊗X N :=
⊕
ϕ∈G
(
M ⊗A
ϕNϕ
)
, for any A-A-bimodules M and N ,
• f ⊗X g :=
(
fα ⊗
γ(gβγ -1)
γ
)
α,β,γ∈G
, where
fα ⊗
γ(gβγ -1)
γ :M ⊗A
γNγ → α(M ′)α ⊗A
β(N ′)β ,
for any A-A-bimodules M , M ′, N and N ′ and morphisms
f = (fα)α∈G ∈ HomX (M,M
′), g = (gβ)β∈G ∈ HomX (N,N
′).
The asymmetry of the above definition is only notational as the following lemma
shows.
Lemma 3. In the category X , there is an isomorphism⊕
ϕ∈G
(
M ⊗A
ϕNϕ
)
∼=
⊕
ϕ∈G
(
ϕ -1Mϕ
-1
⊗A N
)
.
Proof. We first note that the map m ⊗ n 7→ m ⊗ n gives rise to an isomorphism of
A-A-bimodules from M ⊗A
ϕN to Mϕ
-1
⊗A N . Thus we have an isomorphism
(3) ϕ
-1
Mϕ
-1
⊗A N ∼=
ϕ -1 (M ⊗A
ϕNϕ)
ϕ -1
of A-A-bimodules. We hence have an isomorphism
ϕ -1Mϕ
-1
⊗A N
(fψ)ψ∈G // M ⊗A ϕNϕ
where fϕ -1 is given by (3) and the remaining components are zero. 
Remark 4. Under the isomorphism provided by Lemma 3, the morphism f ⊗X g in
HomX (M ⊗X N,M
′ ⊗X N
′) has components of the form
γ(fαγ -1)
γ ⊗ gβ :
γMγ ⊗A N →
α(M ′)α ⊗A
β(N ′)β .
Lemma 5.
(i) The operation ⊗X is bifunctorial.
(ii) If e and f are idempotents in X , then so is e ⊗X f . Hence ⊗X extends to a
bifunctor ⊗X˜ : X˜ × X˜ → X˜ given by (M, e)⊗X˜ (N, f) = (M ⊗X N, e⊗X f).
Proof. Let M , N , K, L, X and Y be objects in X . Let f : M → K, g : N → L,
h : K → X and l : L → Y be morphisms in X with their only non-zero components
being fα, gγϕ -1 , hβα -1 and lδγ -1 , respectively. Consider the diagram
M
fα

⊗A
ϕNϕ
ϕ(gγϕ -1)
ϕ

αKα
α(hβα -1 )
α

⊗A
γLγ
γ(lδγ -1 )
γ

βXβ ⊗A
δY δ.
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Bifunctoriality of ⊗A yields
(4)(
α(hβα -1)
α ◦ fα
)
⊗
(
γ(lδγ -1)
γ ◦ ϕ(gγϕ -1)
ϕ
)
=
(
α(hβα -1)
α ⊗ γ(lδγ -1)
γ
)
◦
(
fα ⊗
ϕ(gγϕ -1)
ϕ
)
.
The left hand side and the right hand side of (4) coincide with
(h ◦ f)β ⊗
ϕ(l ◦ g)ϕ
δϕ -1
and α(h⊗ l)αβα -1 ◦ (f ⊗ g)α,
respectively. As these are the only non-zero components in (h ◦ f) ⊗X (l ◦ g) and
(h⊗X l) ◦ (f ⊗X g), respectively, and have the same source and target, we obtain
(5) (h ◦ f)⊗X (l ◦ g) = (h⊗X l) ◦ (f ⊗X g)
in this case. The general case of equality (5) follows by linearity, implying Claim (i).
Claim (ii) follows from equality (5). 
Proposition 6. For any χ, ζ ∈ Gˆ, we have
(6) (A, π˜χ)⊗X˜ (A, π˜ζ)
∼= (A, π˜χζ).
Proof. We start by constructing a morphism f from the right hand side of (6) to the
left hand side, which is defined as follows:
f := (fσ,τ )σ,τ∈G : A→
⊕
σ,τ∈G
σAσ ⊗A
τAτ
where fσ,τ is given by
(7) 1 7→
1
|G|2
χ(σ)ζ(τ)(1 ⊗ 1) ∈ σAσ ⊗A
τAτ .
Consider the diagram
A
π˜χζ //
(fσ,τ )σ,τ∈G

⊕
β∈G
βAβ
(
β(fαβ -1,δβ -1)
β
αβ -1,δβ -1∈G
)
β∈G
⊕
σ,τ∈G
σAσ ⊗A
τAτ
(σ(π˜χ⊗X π˜ζ)
σ)σ∈G //
⊕
α,δ∈G
αAα ⊗A
δAδ.
By definition, the τσ -1, ασ -1, δσ -1-component of π˜χ ⊗X π˜ζ is multiplication by the
scalar
(8)
1
|G|2
χ(ασ -1)ζ(δτ -1) =
1
|G|2
χ(α)χ(σ -1)ζ(δ)ζ(τ -1).
Now we compute the components of the two compositions (π˜χ⊗X π˜ζ)◦f (corresponding
to the path going down and then right) and f ◦ π˜χζ (corresponding to the path going
right and then down) in our diagram which end up in a specific αAα⊗A
δAδ. One way
around, using (7) and (8), we obtain that 1 is sent to
1
|G|4
∑
σ,τ∈G
χ(σ)χ(α)χ(σ -1)ζ(τ)ζ(δ)ζ(τ -1)(1 ⊗ 1) = |G|
2
|G|4χ(α)ζ(δ)(1 ⊗ 1)
= 1|G|2χ(α)ζ(δ)(1 ⊗ 1).
The other way around, using (7) we obtain that 1 is sent to
1
|G|3
∑
β∈G
χζ(β)χ(αβ -1)ζ(δβ -1)(1 ⊗ 1) = 1|G|2χ(α)ζ(δ)(1 ⊗ 1).
Hence the diagram commutes and, moreover, (2) is satisfied. Thus f represents a
morphism from the right hand side of (6) to the left hand side.
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We proceed by constructing a morphism g from the left hand side of (6) to the right
hand side. Consider the diagram⊕
α∈G
(A⊗A
αAα)
π˜χ⊗X π˜ζ //
1
|G|
(
χ(β)ζ(βα -1)
)
α,β∈G

⊕
γ,δ∈G
γAγ ⊗A
δAδ
1
|G|
(
γ(χ(σγ -1)ζ(σδ -1))γ
δγ -1,σγ -1∈G
)
γ∈G
⊕
β∈G
βAβ
(β π˜β
χζ
)β∈G
//
⊕
σ∈G
σAσ
whose vertical part defines g. For fixed α, σ ∈ G, going one way around, using (8) we
obtain ∑
γ,δ∈G
1
|G|3
χ(γ)ζ(δα -1)χ(σγ -1)ζ(σδ -1) =
1
|G|
χ(σ)ζ(σα -1).
The other way around yields
1
|G|2
∑
β∈G
χ(β)ζ(βα -1)χζ(σβ -1) =
1
|G|
χ(σ)ζ(σα -1)
which implies that the diagram commutes and, moreover, g◦(π˜χ⊗X π˜ζ) = π˜χζ ◦g = g.
Now we claim that both compositions f ◦ g and g ◦ f are the identities, i.e. of the
respective idempotents. The ϕ-component of the composition g ◦ f sends 1 to
1
|G|3
∑
σ,τ∈G
χ(σ)ζ(τ)χ(ϕσ -1)ζ(ϕτ -1) =
1
|G|
χζ(ϕ).
The α, σ, τ -component of the composition f ◦ g sends 1⊗ 1 to
1
|G|3
∑
β∈G
χ(β)ζ(βα -1)χ(σβ -1)ζ(τβ -1)(1 ⊗ 1) =
1
|G|2
χ(σ)ζ(τα -1)(1⊗ 1).
The claim follows. 
Proposition 7. Let i, j ∈ {1, 2, . . . , k} and M = Aei ⊗k ejA. Let further χ ∈ GˆM
and ζ ∈ Gˆ. Then
(9) (M, εχ)⊗X˜ (A, π˜ζ)
∼= (M, εχζ).
Proof. We follow the proof of Proposition 6. We start by constructing a morphism f
from the right hand side of (9) to the left hand side. Consider the morphism
f := (fσ,τ )σ,τ∈G : M →
⊕
σ,τ∈G
σMσ ⊗A
τAτ
where fσ,τ is given by
ei ⊗ ej 7→
1
|GM ||G|
χ(σ)ζ(τ)(σ(ei)⊗ σ(ej)⊗ 1) ∈
σMσ ⊗A
τAτ .
if σ ∈ GM and zero otherwise. Consider the diagram
M
εχζ //
(fσ,τ )σ,τ∈G

⊕
β∈G
βMβ
(β(fαβ -1,δβ -1)
β
αβ -1,δβ -1∈G
)β∈G
⊕
σ,τ∈G
σMσ ⊗A
τAτ
(σ(εχ⊗X π˜ζ)
σ)σ∈G //
⊕
α,δ∈G
αMα ⊗A
δAδ.
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By definition, the τσ -1, ασ -1, δσ -1-component of εχ ⊗X π˜ζ sends ei ⊗ ej ⊗ 1 to
1
|GM ||G|
χ(α)χ(σ -1)ζ(δ)ζ(τ -1)(ασ -1(ei)⊗ ασ
-1(ej)⊗ 1)
if ασ -1 ∈ GM and zero otherwise. Now, going to the right and then down, the α, δ-
component of the composition f ◦ εχζ sends ei ⊗ ej to
1
|GM ||G|
χ(α)ζ(δ)(α(ei)⊗ α(ej)⊗ 1),
if α is inGM , and zero otherwise. Going down and then to the right, the α, δ-component
of (εχ ⊗X π˜ζ) ◦ f gives the same result, which also equals fα,δ.
To construct a morphism g from the left hand side of (9) to the right hand side,
consider the diagram⊕
α∈G
(M ⊗A
αAα)
εχ⊗X π˜ζ //
(gβ,α)α,β∈G

⊕
γ,δ∈G
γMγ ⊗A
δAδ
(
γ(gσγ -1,δγ -1)
γ
δγ -1,σγ -1∈G
)
δ∈G
⊕
β∈G
βMβ
(βεβ
χζ
)β∈G
//
⊕
σ∈G
σMσ.
where gβ,α sends ei⊗ej⊗1 ∈M⊗A
αAα to 1|GM |χ(β)ζ(βα
-1)(β(ei)⊗β(ej)) ∈
βMβ ,
if β ∈ GM , and to zero otherwise.
For fixed α, σ ∈ G, going one way around we obtain the map which sends ei ⊗ ej ⊗ 1
to
1
|GM |
χ(σ)ζ(σα -1)(σ(ei)⊗ σ(ej)),
if σ ∈ GM , and to zero otherwise, which coincides with gσ,α. The other way around
gives the same result.
Checking that both compositions f ◦ g and g ◦ f are the respective idempotents is
similar to the proof of Proposition 6. 
3.2. Tensoring symmetric bimodules with A-modules.
Proposition 8.
(i) There is a bifunctor ⊗(r) : mod-A×X → mod-A defined by
(V,M) 7→ V ⊗(r) M :=
⊕
ϕ∈G
V ⊗A
ϕMϕ
(f, g) 7→ f ⊗(r) g :=
(
f ⊗ ϕ(gαϕ -1)
ϕ
)
ϕ,α∈G
.
(ii) There is a bifunctor ⊗(l) : X ×A-mod→ A-mod defined by
(M,V ) 7→ M ⊗(l) V :=
⊕
ϕ∈G
ϕMϕ ⊗A V
(g, f) 7→ g ⊗(l) f :=
(
ϕ(gαϕ -1)
ϕ ⊗ f
)
α,ϕ∈G
.
Proof. We note that we use Lemma 3 for the formulation of Claim (ii). The proof of
both claims is similar to the proof of Lemma 5(i). 
Proposition 9.
(i) The bifunctor ⊗(r) induces a bifunctor mod-A × X˜ → mod-A (which we will
denote by the same symbol abusing notation).
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(ii) The bifunctor ⊗(l) induces a bifunctor X˜ × A-mod → A-mod (which we will
denote by the same symbol abusing notation).
Proof. Let (M, e) ∈ X˜ . Then, for any V ∈ mod-A, the endomorphism idV ⊗
(r) e is an
idempotent endomorphism of V ⊗(r)M , so we can define V ⊗(r) (M, e) as the image
of this idempotent. It is easy to check that this does the job for Claim (i). Claim (ii)
is similar. 
3.3. The 2-category GA of projective symmetric bimodules. Assume that we are
in the setup of Subsection 3.1. Let
A = A1 ×A2 × · · · ×An
be the (unique up to permutation of factors) decomposition of A into a direct product
of indecomposable algebras. Assume that the action of each ϕ ∈ G preserves each Ai.
Also assume that none of Ai is simple. We also consider the algebra B := A×k.
For each i ∈ {1, 2, . . . , n}, fix a small category Ci equivalent to Ai-proj. Define the
2-category GA to have
• objects 1, 2, . . . , n, where we identify i with Ci;
• 1-morphisms are endofunctors of C :=
∐
i
Ci isomorphic to functors X ⊗
(l)
−,
where X is in the additive closure of
(
A⊕ (A⊗k A), idA⊕(A⊗kA)
)
inside X˜ ;
• 2-morphisms are given by morphisms between X and X ′ in X˜ ;
• horizontal composition is just composition of functors;
• vertical composition is inherited from X˜ ;
• the identity 1-morphism in GA(i, i) is isomorphic to (Ai, π˜1Gˆ)⊗
(l)
−.
Note that the restriction on char(k) as not dividing the order of G is necessary to
have identity 1-morphisms. Observe further that A ⊕ (A ⊗k A) is invariant, up to
isomorphism, under the functor M 7→ ϕMϕ, for any ϕ ∈ G. The fact that this defines
a 2-category is justified by Proposition 7, showing that (Ai, π˜1Gˆ) ⊗
(l)
− is indeed an
identity, and the following lemma.
Lemma 10. Let X and Y be in the additive closure of
(
A⊕ (A⊗k A), idA⊕(A⊗kA)
)
inside X˜ . Then there is an isomorphism
(X ⊗(l) −) ◦ (Y ⊗
(l)
−) ∼= (X ⊗X˜ Y )⊗
(l)
−
of endofunctors of C.
Proof. First we assume that X and Y are in X . Then, for any P ∈ C, we have
(X ⊗X Y )⊗
(l) P =

⊕
ϕ∈G
X ⊗A
ϕY ϕ

⊗(l) P = ⊕
ϕ,ψ∈G
ψ(X ⊗A
ϕY ϕ)ψ ⊗A P
and
X ⊗(l) (Y ⊗(l) P ) = X ⊗(l)

⊕
ϕ∈G
ϕY ϕ ⊗A P

 = ⊕
ϕ,ψ∈G
ψXψ ⊗A
ϕY ϕ ⊗A P.
Choosing an isomorphism⊕
ϕ,ψ∈G
ψ(X ⊗A
ϕY ϕ)ψ ∼=
⊕
ϕ,ψ∈G
ψXψ ⊗A
ϕY ϕ
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of A-A-bimodules yields the desired isomorphism of functors.
Now, let e and f be idempotents in EndX (X) and EndX (Y ), respectively. Consider
(e⊗X f)⊗
(l) idP =
(
γ(eαγ -1)
γ ⊗ fβ
)
α,β,γ∈G
⊗(l) idP
=
(
δ
(
γ(eαγ -1)
γ ⊗ fβ
)δ
βδ -1
⊗ idP
)
α,β,γ,δ∈G
=
(
γδ(eαγ -1)
γδ ⊗ δ(fβδ -1)
δ ⊗ idP
)
α,β,γ,δ∈G
and
e⊗(l) (f ⊗(l) idP ) = e⊗
(l)
(
ψ(fϕψ -1)
ψ ⊗ idP
)
ϕ,ψ∈G
=
(
τ (eστ -1)
τ ⊗ ψ(fϕψ -1)
ψ ⊗ idP
)
σ,τ,ϕ,ψ∈G
,
we see that
(e ⊗X f)⊗
(l) idP = e⊗
(l) (f ⊗(l) idP )
and hence the isomorphism in the previous paragraph descends to the summands (X, e)
and (Y, f). 
The 2-category GB is defined similarly. To distinguish the underlying categories of
bimodules, we use the notation Y and Y˜ for the corresponding categories of symmetric
B-B-bimodules.
3.4. Two-sided cells in GA. We recall the notation introduced just before Lemma 2.
Proposition 11. The 2-category GA has n+ 1 two-sided cells, namely
(a) for i = 1, 2, . . . , n, the two-sided cell Ji consisting of |G| elements (1i, π˜ϕ), where
ϕ ∈ G,
(b) the two-sided cell J0 consisting of all isomorphism classes of indecomposable 1-
morphisms in the additive closure of (A⊗k A, idA⊗kA) inside X˜ .
Proof. Since tensor products in which one of the factors is a projective bimodule never
contain a copy of the regular bimodule as a direct summand, the existence of two-
sided cells as claimed in Part (a) follows from Proposition 6. To complete the proof
of the proposition, it remains to show that all isomorphism classes of indecomposable
1-morphisms in the additive closure of (A⊗k A, idA⊗kA) inside X˜ belong to the same
two-sided cell. Ignoring idempotents in X , the claim follows directly from [MM5,
Subsection 5.1]. In full generality, the statement is then proved using Proposition 7. 
3.5. Adjunctions. In this subsection, we study adjunctions in the 2-category GA under
the assumption that A is self-injective. We assume that A is basic and that there is a
fixed complete G-invariant set E of primitive idempotents. We denote by ν the bijection
on E which is induced by the Nakayama automorphism of A given by
Homk(eA, k) ∼= Aν(e), for e ∈ E.
For a primitive idempotent e ∈ A, we denote by εe the idempotent in EndY(Ae) or
EndY(eA) corresponding to the trivial character of GAν(e) = GAe = GeA =: Ge. We
denote by m the multiplication map in B.
Proposition 12. We have adjunctions
(a) ((Ae, εe), (eA, εe)) in Y˜;
(b) ((eA, εe), (Aν(e), εν(e))) in Y˜ .
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Proof. We first define the counit
ǫ : (Ae ⊗Y eA, εe ⊗Y εe)→ (A, π˜1Gˆ ).
This is defined by the vertical part of the diagram
⊕
ϕ
Ae⊗k
ϕeAϕ
1
|Ge|2
(α⊗βϕ -1)α,βϕ -1∈Ge //
1
|Ge|
(γ◦m)γ,ϕ∈G

⊕
α,β
αAeα ⊗k
βeAβ
1
|Ge|
(δ◦m◦(α⊗α) -1)δ,α,β∈G
⊕
γ
γAγ
1
|G|
(δγ -1)δ,γ∈G
//
⊕
δ
δAδ
where here and in the rest of the proof all elements indexing direct sums run through
G, and the notation (α ⊗ βϕ -1)α,βϕ -1∈Ge should be read as the (α, β, ϕ)-component
of the map being defined as zero if the conditions α, βϕ -1 ∈ Ge are not satisfied.
To check that the vertical arrows define a morphism (Ae⊗Y eA, εe⊗Y εe)→ (A, π˜1Gˆ),
we need to verify that the diagram commutes and the result coincides with the original
map, namely, satisfying (2). We consider the (δ, ϕ)-component of both compositions.
First going to the right and then down, e⊗ ϕ(e) is mapped to
1
|Ge|3
∑
α∈Ge,β∈ϕGe
δ(eα -1β(e)) =
{
1
|Ge|
δ(e), if ϕ ∈ Ge,
0, otherwise.
The other way around, e⊗ ϕ(e) is sent to
1
|Ge||G|
∑
γ∈G
δ(eϕ(e)) =
{
1
|Ge|
δ(e), if ϕ ∈ Ge,
0, otherwise,
which coincides with the image of 1|Ge| (δ ◦m)δ,ϕ∈G on e ⊗ ϕ(e). So our counit ǫ is,
indeed, well-defined.
We now define the unit
η : (k, π˜1Gˆ)→ (eA⊗Y Ae, εe ⊗Y εe)
by the vertical part of the diagram
k
1
|G|
(ϕ)ϕ∈G
//
(ηδ,α1 )δα -1∈Ge

⊕
ϕ
ϕkϕ
(ηβ,γϕ )βγ -1∈Ge,ϕ∈G
⊕
δ,α
δeAδ ⊗A
αAeα
1
|Ge|2
(βδ -1⊗γα -1)βδ -1,γα -1∈Ge //
⊕
β,γ
βeAβ ⊗A
γAeγ
where
(10) ηβ,γϕ (ϕ(1)) =
{
1
|Ge|
β(e)⊗ γ(e), if βγ -1 ∈ Ge,
0, otherwise.
We again check that this defines a morphism (k, π˜1Gˆ) → (eA ⊗Y Ae, εe ⊗Y εe) by
verifying (2). Computing the (β, γ)-component of the path first going to the right and
then down, we see that
1 7→
{
1
|Ge|
β(e)⊗ γ(e), if βγ -1 ∈ Ge,
0, otherwise,
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that is, (ηβ,γ1 )βγ -1∈Ge . The other way around,
1 7→
∑
δ∈βGe,α∈γGe
1
|Ge|3
β(e)⊗ γ(e) =
{
1
|Ge|
β(e)⊗ γ(e), if βγ -1 ∈ Ge,
0, otherwise.
Note that the condition δα -1 ∈ Ge is automatically satisfied for βγ
-1 ∈ Ge and
δ ∈ βGe, α ∈ γGe. Thus our unit η is well-defined as well.
Now we need to check the adjunction axioms. Denoting (Ae, εe) by F and (eA, εe) by
G, we first verify
F→ F1j → FGF→ 1iF→ F
is the identity, for appropriate i and j. To this end, consider the commutative diagram
Ae
1
|Ge|
(ι)ι∈Ge //
1
|Ge||G|
(κ⊗ϕ(1))κ∈Ge,ϕ∈G

⊕
ι
ι
Ae
ι
1
|Ge||G|
(αι -1⊗ψ(1))
αι -1∈Ge,ψ∈G
⊕
κ,ϕ
κ
Ae
κ ⊗k
ϕ
k
ϕ
1
|Ge||G|
(ακ -1⊗ψϕ -1)
ακ -1∈Ge,ψ,ϕ∈G //
1
|Ge|
(βκ -1⊗ηγ,δϕ )βκ -1,γδ -1∈Ge,ϕ∈G

⊕
α,ψ
α
Ae
α ⊗k
ψ
k
ψ
1
|Ge|
(λα -1⊗η
µ,υ
ψ
)
λα -1,µυ -1∈Ge,ψ∈G
⊕
β,γ,δ
β
Ae
β ⊗k
γ
eA
γ ⊗A
δ
Ae
δ
1
|Ge|3
(λβ -1⊗µγ -1⊗υδ -1)
//
1
|Ge|2
(
(ξβ -1◦m)⊗θδ -1
)
θδ -1∈Ge,ξ,β,γ∈G

⊕
λ,µ,υ
λ
Ae
λ ⊗k
µ
eA
µ ⊗A
υ
Ae
υ
1
|Ge|2
(
(σλ -1◦m)⊗τυ -1
)
τυ -1∈Ge,σ,λ,µ∈G
⊕
ξ,θ
ξ
A
ξ ⊗A
θ
Ae
θ
1
|Ge||G|
(σξ -1⊗τθ -1)
τθ -1∈Ge,σ,ξ∈G //
1
|Ge||G|
(
m◦(ρξ -1⊗ρθ -1)
)
ρθ -1∈Ge,ξ∈G

⊕
σ,τ
σ
A
σ ⊗A
τ
Ae
τ
1
|Ge||G|
(
m◦(ωσ -1⊗ωτ -1)
)
ωτ -1∈Ge,σ∈G
⊕
ρ
ρ
Ae
ρ
1
|Ge|
(ωρ -1)
ωρ -1∈Ge //
⊕
ω
ω
Ae
ω
where in the third horizontal arrow the conditions are λβ -1, µγ -1, υδ -1 ∈ Ge.
We want the ρ-component of the composition on the left hand side of the diagram
to be given by 1|Ge|ρ, if ρ ∈ Ge, and by zero otherwise. To see this, first notice that
multiplication m in the third map will give something non-zero only if βγ -1 ∈ Ge.
Taking into account all conditions specified in the diagram, this forces κ, β, γ, δ, θ, ρ ∈
Ge in order for the ρ-component to be non-zero. Each choice of κ, β, γ, δ, θ ∈ Ge
and ϕ, ξ ∈ G yields a summand 1|G|2|Ge|6 ρ in the composition (recall the factor
1
|Ge|
in
(10)). Summing over all these possibilities hence produces the desired result.
The fact that the composition
G→ 1jG→ GFG→ G1i → G
is the identity follows as above by flipping all tensor factors and replacing Ae by eA in
appropriate places. This proves part (a).
Assume that E = {e1, e2, . . . , ek}. For any 1 ≤ i ≤ k, we choose a Jordan-Ho¨lder
series of each Aei by
Aei = Xi,0 ) Xi,1 ) Xi,2 ) · · · ) Xi,mi ) Xi,mi+1 = 0.
As our algebra A is basic, each k-spaceXi,j/Xi,j+1, where 0 ≤ j ≤ mi, is of dimension
one. For each i, we fix some basis Ei := {ei, xi,j : 1 ≤ j ≤ mi} of Aei such that
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we have xi,j ∈ Xi,j \Xi,j+1, for every j. Then A :=
k⋃
i=1
Ei ⊃ E is a basis of A. Let
t : A→ k be the unique linear map such that, for all a ∈ A, we have
t(a) =
{
1, a = xi,mi , for some i;
0, otherwise.
For a ∈ A, we denote by a∗ the unique element in A which satisfies
t(ba∗) =
{
1, b = a;
0, b ∈ A \ {a}.
We now define the unit
η˜ : (A, π˜1Gˆ )→ (Aν(e) ⊗Y eA, εν(e) ⊗Y εe)
by the vertical part of the diagram
A
1
|G|
(ϕ)ϕ∈G
//
(η˜α,β1 )αβ -1∈Ge

⊕
ϕ
ϕAϕ
(η˜γ,δϕ )γδ -1∈Ge,ϕ∈G
⊕
α,β
αAν(e)α ⊗k
βeAβ
1
|Ge|2
(γα -1⊗δβ -1)γα -1,δβ -1∈Ge //
⊕
γ,δ
γAν(e)γ ⊗k
δeAδ
where
(11) η˜γ,δϕ (ϕ(1)) =


1
|Ge|
∑
a∈A
γ(a∗ν(e))⊗ δ(ea), if γδ -1 ∈ Ge;
0, otherwise.
Going right and then down, summing over ϕ ∈ G cancels the scalar 1|G| and hence the
image of 1 in the (γ, δ)-component is given by the right hand side of (11) and equals
the (γ, δ)-component of (η˜γ,δ1 (1))γδ -1∈Ge, which implies the first equality of (2). Going
down and then right, to obtain a non-zero contribution, we need αβ -1, γα -1, δβ -1 ∈ Ge,
which yields δγ -1 ∈ Ge. Summing over all such choices of α and β, the image of 1 in
the (γ, δ)-component is again given by the right hand side of (11), implying the second
equality of (2). Hence η˜ is well-defined.
Now we define the counit
ǫ˜ : (eA⊗Y Aν(e), εe ⊗Y εν(e))→ (k, π˜1Gˆ)
by the vertical part of the diagram
⊕
ϕ
eA⊗A
ϕAν(e)ϕ
1
|Ge|2
(ρ⊗ψϕ -1)ρ,ψϕ -1∈Ge //
1
|Ge|
(α◦t◦m)α,ϕ∈G

⊕
ρ,ψ
ρeAρ ⊗k
ψAν(e)ψ
1
|Ge|
(β◦t◦m◦(ρ⊗ρ) -1)β,ψ,ρ∈G
⊕
α
αkα
1
|G|
(βα -1)α,β∈G
//
⊕
β
βkβ .
Consider the (β, ϕ)-component of both compositions. First going down and then to
the right, the first map is zero, for ϕ 6∈ Ge, as t(eAf) = 0 unless f = ν(e). If ϕ ∈ Ge,
then each α contributes 1|G||Ge|β ◦ t ◦m. Hence the resulting map is
1
|Ge|
β ◦ t ◦m and
the second equality of (2) is satisfied. The right vertical map is zero unless ψρ -1 ∈ Ge
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which, together with the conditions on the upper horizontal map, forces ϕ, ρ, ψ ∈ Ge.
Summing over the choices for ρ and ψ, we obtain the same resulting map and thus the
diagram commutes, in which case the first equality of (2) holds. Hence ǫ˜ is well-defined.
We now verify the adjunction axioms. Denoting (eA, εe) by F˜ and (Aν(e), εν(e)) by
G˜, we need to show that
F˜→ F˜1i → F˜G˜F˜→ 1jF˜→ F˜
is the identity. To this end, we assemble our maps in a large commutative diagram as
in part (a) and compute the left hand side. This is given by the composition
eA
1
|G||Ge|
(δ⊗ϕ(1))δ∈Ge,ϕ∈G
//
⊕
δ,ϕ
δeAδ ⊗A
ϕAϕ
1
|Ge|
(αδ -1⊗η˜β,γϕ )αδ -1,βγ -1∈Ge,ϕ∈G
⊕
ξ,θ
ξkξ ⊗k
θeAθ
1
|Ge||G|
(
m◦(ωξ -1⊗ωθ -1)
)
ωθ -1∈Ge,ξ∈G

⊕
α,β,γ
αeAα ⊗A
βAν(e)β ⊗k
γeAγ
1
|Ge|2
(
(ξ◦t◦m◦(α⊗α) -1)⊗θγ -1
)
oo
⊕
ω
ωeAω
where in the third map the conditions are θγ -1 ∈ Ge and α, β, ξ ∈ G. However, the
third map is zero unless αβ -1 ∈ Ge (for the same reason involving t as used above),
which, together with the other conditions in the diagram, shows that we have a non-
zero contribution to the ω-component only if δ, α, β, γ, θ, ω ∈ Ge. For ω ∈ Ge, the
contribution of a fixed choice of δ, ϕ, α, β, γ, ξ, θ to the image of e is
1
|G|2|Ge|6
ω
(∑
a∈A
t(eβα -1(a∗ν(e)))ea
)
.
Observing that, by our choice of A, we have
t(eβα -1(a∗ν(e))) =
{
1, if a = e;
0, otherwise,
and summing over all choices of δ, ϕ, α, β, γ, ξ, θ, we obtain that the image of e is
1
|Ge|
ω(e), as desired.
Now we verify the other axiom. The composition
G˜→ 1iG˜→ G˜F˜G˜→ G˜1j → G˜
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is given by the diagram, which consists of the left hand side of a large commutative
diagram as in part (a),
Aν(e)
1
|G||Ge|
(α(1)⊗ϕ)α∈G,ϕ∈Ge
//
⊕
α,ϕ
αAα ⊗A
ϕAν(e)ϕ
1
|Ge|
(η˜δ,βα ⊗γϕ
-1)δβ -1,γϕ -1∈Ge,α∈G
⊕
ξ,θ
θAν(e)θ ⊗k
ξkξ
1
|Ge||G|
(
m◦(ωθ -1⊗ωξ -1)
)
ωθ -1∈Ge,ξ∈G

⊕
δ,β,γ
δAν(e)δ ⊗k
βeAβ ⊗A
γAν(e)γ
1
|Ge|2
(
θδ -1⊗(ξ◦t◦m◦(β⊗β) -1)
)
oo
⊕
ω
ωAν(e)ω
where in the third map the conditions are θδ -1 ∈ Ge and β, γ, ξ ∈ G. Note that
the third map is zero unless βγ -1 ∈ Ge. Taking into account all conditions in the
diagram, this shows that we have a non-zero contribution to the ω-component only if
ϕ, γ, β, δ, θ, ω ∈ Ge. For ω ∈ Ge, the contribution of a fixed choice of α, ϕ, γ, β, δ, θ, ξ
to the image of ν(e) is
1
|G|2|Ge|6
ω
(∑
a∈A
a∗ν(e)t(eaβ -1γ(ν(e)))
)
.
By our choice of A, we have
t(eaβ -1γ(ν(e))) =
{
1, if a∗ = ν(e);
0, otherwise.
Summing over all choices of α, ϕ, γ, β, δ, θ, ξ, we obtain that the image of ν(e) is
1
|Ge|
ω(ν(e)), as desired. This completes the proof. 
We now consider tensor products of indecomposable projective symmetric B-B-bimo-
dules with simple quotients of projective A-k-bimodules. To this end, we extend our
notation to Gfe := GAf⊗keA(= Ge∩Gf ), for e, f ∈ E, and denote the simple quotient
of (Ae, εe) by (Le, εe). As each ϕ ∈ G is an automorphism of A, we have the induced
action of ϕ on {(Le, εe) : e ∈ E} which maps each vector space Le to the vector space
Lϕ(e).
Lemma 13. In Y˜ , there is an isomorphism
(Af ⊗k eA, εfe)⊗Y˜ (Le, εe)
∼= (Af,
1
|Gfe|
(γ)γ∈Gfe)
∼=
⊕
ξ
(Af, εξ)
where ξ runs over all characters appearing in the induction of the trivial Gfe-module
to Gf .
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Proof. We first construct an isomorphism between (Af ⊗k eA, εfe) ⊗Y˜ (Le, εe) and
(Af, 1|Gfe| (γ)γ∈Gfe). In one direction, the morphism g is given by the diagram
Af
1
|Gfe|
(γ)γ∈Gfe
//
1
|Gfe||Ge|
(ψ⊗ψ(e)⊗ϕ(l))ψ∈Gfe,ϕ∈Ge

⊕
γ
γ
Af
γ
1
|Gfe||Ge|
(αγ -1⊗α(e)⊗β(l))
αγ -1∈Gfe,β∈Ge
⊕
ϕ,ψ
ψ
Af ⊗k eA
ψ ⊗A
ϕ(Le)
ϕ
1
|Gfe||Ge|
(αψ -1⊗αψ -1⊗βϕ -1)
//
⊕
α,β
α
Af ⊗k eA
α ⊗A
β(Le)
β
where the lower horizontal map is indexed by αψ -1 ∈ Gfe, βϕ
-1 ∈ Ge, and l denotes
the canonical generator of the one-dimensional module Le (the image of e in Le). To
see that the diagram commutes, first notice that the (α, β)-component of the object
in the lower right-hand corner is nonzero if and only if αβ -1 ∈ Ge. If this is the case,
then the (α, β)-component of the map going first to the right and then down is given
by
f 7→
{
1
|Gfe||Ge|
α(f)⊗ α(e)⊗ β(l), if α ∈ Gfe,
0, otherwise.
First going down and then to the right, we notice that ϕ ∈ Ge, ψ ∈ Gfe forces
β ∈ Ge, α ∈ Gfe, so we obtain the same result, which verifies (2).
A morphism h in the other direction is given by
⊕
ϕ
Af ⊗k eA⊗A
ϕ(Le)
ϕ
1
|Gfe||Ge|
(α⊗α⊗βϕ -1)
α∈Gfe,βϕ
-1∈Ge //
1
|Gfe|
(δ⊗m)δ∈Gfe,ϕ∈G

⊕
α,β
α
Af ⊗k eA
α ⊗A
β(Le)
β
1
|Gfe|
(γα -1⊗m◦(α⊗α) -1)
γα -1∈Gfe,β∈G
⊕
δ
Af
δ
1
|Gfe|
(γδ -1)
γδ -1∈Gfe //
⊕
γ
γ
Af
γ
A nonzero contribution to the (γ, ϕ)-component, when going first down and then to the
right can only happen for ϕ ∈ Ge and γ ∈ Gfe, in which case the generator f⊗e⊗ϕ(l)
(as an A-k-bimodule) gets sent to 1|Gfe|γ(f). Similarly, going first to the right and
then down, a nonzero contribution only occurs for αβ -1 ∈ Ge, which, together with
the conditions in the diagram, again forces β, ϕ ∈ Ge, α, γ ∈ Gfe. Hence, summing
over such α and β, we obtain the same result which verifies (2).
To check that both compositions of g and h are the respective identities (that is, the
correct idempotents), it suffices to consider the compositions of the left hand side of
the diagrams.
Starting with g ◦ h and considering⊕
ϕ
Af ⊗k eA⊗A
ϕ(Le)
ϕ →
⊕
δ
δAf δ →
⊕
α,β
αAf ⊗k eA
α ⊗A
β(Le)
β ,
the (α, β, ϕ)-component of the composition is zero unless ϕ, β ∈ Ge, α ∈ Gfe, in which
case the generator f ⊗ e⊗ ϕ(l) is mapped to 1|Gfe||Ge|α(f)⊗ α(e)⊗ β(l), as desired.
For h ◦ g, we consider
Af →
⊕
ϕ,ψ
ψAf ⊗k eA
ψ ⊗A
ϕ(Le)
ϕ →
⊕
γ
γAfγ
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and verify that, in the γ-component, f is indeed sent to 1|Gfe|γ(f), if γ ∈ Gfe, and
zero otherwise, as claimed.
Hence we have an isomorphism (Af ⊗k eA, εfe) ⊗Y˜ (Le, εe)
∼= (Af, 1|Gfe| (γ)γ∈Gfe),
as stated.
Now notice that
1
|Gfe|
∑
γ∈Gfe
γ is a trivial idempotent on Gfe. When viewed as an
idempotent of the larger group Gf , it decomposes into precisely the (multiplicity-free)
sum of those idempotents affording characters ξ of Gf which appear in the induction
of the trivial character from Gfe to Gf . This proves the proposition. 
Proposition 14. We have adjunctions ((Af ⊗k eA, εfe), (Aν(e) ⊗k fA, εν(e)f )), for
idempotents e, f ∈ A.
Proof. From the defining action of GB on B-mod we have that (Af ⊗k eA, εfe) is left
adjoint to (Aν(e) ⊗k fA, εχ), for some χ ∈ Gˆν(e)f . We thus have an isomorphism of
nonzero spaces of homomorphisms,
HomY˜((Af,
1
|Gfe|
(β)β∈Gfe), (Lf , εf ))
∼= HomY˜ ((Af ⊗k eA, εfe)⊗Y˜ (Le, εe), (Lf , εf ))
∼= HomY˜ ((Le, εe), (Aν(e)⊗k fA, εχ)⊗Y˜ (Lf , εf )),
where the first isomorphism follows from Lemma 13.
By (the opposite of) Proposition 7, noting that Gfe = Gν(e)f and Gν(e) = Ge, there
are isomorphisms
(Aν(e) ⊗k fA, εχ)⊗Y˜ (Lf , εf ))
∼= (A, π˜χ)⊗Y˜ (Aν(e)⊗k fA, εν(e)f )⊗Y˜ (Lf , εf)
∼= (A, π˜χ)⊗Y˜ (Aν(e),
1
|Gfe|
(γ)γ∈Gfe)
∼= (Aν(e),
1
|Gfe|
(χ(γ)γ)γ∈Gfe),
yielding the isomorphism
HomY˜((Af,
1
|Gfe|
(β)β∈Gfe), (Lf , εf))
∼= HomY˜((Le, εe), (Aν(e),
1
|Gfe|
(χ(γ)γ)γ∈Gfe)).
Denote the left hand side by U and the right hand side by V .
Now we claim that dimk U = 1. By (2), for any morphism g ∈ U , we have
(12) id(Lf ,εf ) ◦ g = g = g ◦ id(Af, 1|Gfe| (β)β∈Gfe )
.
Assume that g = (kαα)α∈Gf , where kα ∈ k, and consider the diagram
Af
1
|Gfe|
(β)β∈Gfe
//
(kαα)α∈Gf

⊕
β
βAfβ
(kγβ -1γβ
-1)γβ -1∈Gf
⊕
α
α(Lf )
α
1
|Gf |
(γα -1)γα -1∈Gf //
⊕
γ
γ(Lf)
γ .
The morphism id(Lf ,εf ) ◦ g is exactly the path going down and then right, taking into
account the fact that α ∈ Gf forces γ ∈ Gf , and the γ-component of this morphism
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is given by
f 7→


1
|Gf |
( ∑
α∈Gf
kα
)
γ(f), if γ ∈ Gf ;
0, otherwise.
The first equality of (12) shows that 1|Gf |
∑
α∈Gf
kα = kγ , for all γ ∈ Gf , and hence
kγ = kγ′ for all γ, γ
′ ∈ Gf . Then we obtain g = (kα)α∈Gf , where k ∈ k, and the first
equality is automatically satisfied. Going right and then down and using the fact that
β ∈ Gfe, γβ
-1 ∈ Gf implies γ ∈ Gf , the second equality of (12) is easily verified. The
claim follows.
As U ∼= V , we have dimk V = 1. Using (2), for any morphism h ∈ V , we have
(13) id(Aν(e), 1
|Gfe|
(χ(γ)γ)γ∈Gfe )
◦ h = h = h ◦ id(Le,εe).
Assume that h = (lαα)α∈Ge , where lα ∈ k, and consider the diagram
Le
1
|Ge|
(β)β∈Ge
//
(lαα)α∈Ge

⊕
β
β(Le)
β
(lδβ -1δβ
-1)δβ -1∈Ge
⊕
α
αAν(e)α
1
|Gfe|
(χ(δα -1)δα -1)δα -1∈Gfe //
⊕
δ
δAν(e)δ .
The morphism h ◦ id(Le,εe) coincides with the path going to the right and then down.
Note that β ∈ Ge, δβ
-1 ∈ Ge forces δ ∈ Ge. Then the δ-component of this composition
is given by
e 7→


1
|Ge|
( ∑
β∈Ge
lδβ -1
)
δ(e), if δ ∈ Ge;
0, otherwise.
By re-indexing, the second equality of (13) shows that, for all δ ∈ Ge, we have
1
|Ge|
∑
σ∈Ge
lσ = lδ, and thus lδ = lδ′ , for all δ, δ
′ ∈ Ge. Therefore we have h = (lα)α∈Ge ,
where l ∈ k, and the second equality holds. Due to dimk V = 1, the first equality of
(13) should also hold for any l ∈ k∗. Going down and then to the right, the δ-component
of id(Aν(e), 1
|Gfe|
(χ(γ)γ)γ∈Gfe )
◦ h is zero unless δ ∈ Ge, in which case e is sent to
1
|Gfe|
( ∑
α∈δGfe
χ(δα -1)
)
lδ(e) =
1
|Gfe|
( ∑
ϕ∈Gfe
χ(ϕ)
)
lδ(e).
The first equality implies that 1|Gfe|
( ∑
ϕ∈Gfe
χ(ϕ)
)
= 1. By multiplying any χ(γ), where
γ ∈ Gfe, to both side of the latter, we obtain
χ(γ) =
1
|Gfe|
( ∑
ϕ∈Gfe
χ(γϕ)
)
=
1
|Gfe|
( ∑
ψ∈Gfe
χ(ψ)
)
= 1.
Therefore χ = εν(e)f and the proof is complete. 
Proposition 15. In GB, we have adjunctions ((Ai, π˜χ), (Ai, π˜χ -1)), for each χ ∈ Gˆ
and i = 1, . . . , n. Similarly, we have adjunction ((k, π˜χ), (k, π˜χ -1)), for each χ ∈ Gˆ.
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Proof. By Proposition 6, we have
(Ai, π˜χ)⊗Y˜ (Ai, π˜χ -1)
∼= (Ai, π˜1Gˆ)
∼= (Ai, π˜χ -1)⊗Y˜ (Ai, π˜χ)
and similarly for k. Both unit and counit are then just identities and the claim is
immediate. 
Proposition 16. If A is self-injective, then the 2-categories GA and GB are weakly
fiat. If A is weakly symmetric, then both GA and GB are fiat.
Proof. Assume A is self-injective. Proposition 7 shows that any indecomposable 1-
morphism can be written as a product of those treated in Propositions 12, 14 and 15.
This implies that GA and GB are weakly fiat. If A is weakly symmetric, then ν is
the identity, and all adjunctions given in Propositions 12, 14 and 15 become (weakly)
involutive, proving fiatness. 
3.6. Simple transitive 2-representations of GA. Now we can formulate our first main
result. We assume that A is weakly symmetric, basic and there is a fixed complete G-
invariant set E of primitive idempotents, so that GA and GB are fiat.
Theorem 17. Under the above assumptions, for every two-sided cell J in GA, there
is a natural bijection between equivalence classes of simple transitive 2-representations
of GA with apex J and pairs (K,ω), where K is a subgroup of G and ω ∈ H
2(K, k∗).
Proof. For J = Ji, where i = 1, 2, . . . , n, Proposition 6 shows that the J -simple
quotient of GA is biequivalent to the 2-category Rep(G) from [Os]. Therefore the
statement follows from [Os, Theorem 2].
For J = J0, consider B = A × k. Then we can realize GA as a both 1- and 2-full
subcategory of GB in the obvious way. Let j denote the object corresponding to the
additional factor k. Let H1 be the H-class in GB containing the identity 1-morphism
on k. By Proposition 6, H1 contains |G| many 1-morphisms, moreover, H1 is contained
in J
(B)
0 , the two-sided cell of projective bimodules in GB. Note that the 1- and 2-full
2-subcategory AH1 of GB with object j is biequivalent to the 2-category Rep(G) as
above. Hence, by [Os, Theorem 2], there is a natural bijection between equivalence
classes of simple transitive 2-representations of AH1 with apex H1 and pairs (K,ω)
as in the theorem. By [MMMZ, Theorem 15], there is a bijection between equivalence
classes of simple transitive 2-representations of AH1 and equivalence classes of simple
transitive 2-representations of GB with apex J
(B)
0 .
Let H2 be any self-dual H-class in GA contained in J0. Notice that this is also a
self-dual H-class in GB contained in J
(B)
0 . Let AH2 be the corresponding 1- and
2-full 2-subcategory of GA (and of GB), cf. [MMMZ, Subsection 4.2]. By [MMMZ,
Theorem 15], there is a bijection between equivalence classes of simple transitive 2-
representations of AH2 and equivalence classes of simple transitive 2-representations
of GB with apex J
(B)
0 , and also of GA with apex J0. The claim follows. 
To prove Theorem 17, one could alternatively use [MMMT, Corollary 12].
Remark 18. An analogue of Theorem 17 is also true in the weakly fiat case, that is
when A is just self-injective but not necessarily weakly symmetric. However, the proof
requires an adjustment of the results of [MMMZ, Theorem 15] to the case when instead
of one diagonal H-cell one considers a diagonal block which is stable under ⋆. One
could carefully go through the proof [MMMZ, Theorem 15] and check that everything
works.
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3.7. A class of examples. Fix a positive integer n > 1 and let A be the quotient of
the path algebra of the cyclic quiver
1
α1
uu❦❦❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
2
α2 // 3
α3 // . . .
αn−1 // n
αn
jj❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚
modulo the ideal generated by all paths of length n. Now we let G be the cyclic group
of order n whose generator ϕ acts on A by sending ei to ei+1 and αi to αi+1 (where
we compute indices modulo n).
For i = 1, 2, . . . , n, we denote by Fi the indecomposable 1-morphism in GA correspond-
ing to tensoring with Ae1 ⊗k eiA (we omit the idempotents since the action of G is
free). Then (Fi,Fn+1−i) is an adjoint pair (and, indeed, biadjoint), for each i. Hence
GA is fiat.
Note that every subgroup of G is cyclic and H2(Z/kZ, k∗) ∼= k∗/(k∗)k ∼= {e} since
k is algebraically closed. Therefore, simple transitive 2-representations of GA are in
bijection with divisors of n. For d|n, the algebra underlying the simple transitive 2-
representations of GA corresponding to d is the algebra A
〈ϕ
n
d 〉 with the obvious action
of GA.
4. Two-element H-cells with no self-adjoint elements
4.1. Basic combinatorics.
Proposition 19. Let C be a fiat 2-category such that
• C has one object i;
• C has two two-sided cells, each of which is also a right cell and a left cell, one
being {1i} and the other one given by {F,G} with F 6∼= G;
• F⋆ ∼= G.
Then there exists n ∈ Z>0 such that
(14) FF ∼= FG ∼= GF ∼= GG ∼= (F⊕G)⊕n.
Proof. We have
FF ∼= F⊕a1 ⊕G⊕a2 , FG ∼= F⊕b1 ⊕G⊕b2 ,
GF ∼= F⊕c1 ⊕G⊕c2 , GG ∼= F⊕d1 ⊕G⊕d2 ,
for some a1, a2, b1, b2, c1, c2, d1, d2 ∈ Z≥0.
From F⋆ ∼= G, we see that (FG)⋆ ∼= FG and (GF)⋆ ∼= GF. This implies b1 = b2 =: b
and c1 = c2 =: c. Furthermore, (FF)
⋆ ∼= GG, which implies a1 = d2 =: x and
a2 = d1 =: y.
As G is in the same left cell as F, we obtain y + c > 0 and y + b > 0.
Case 1: y = 0. In this case we have c, b > 0 by the above, and
FF ∼= F⊕x, FG ∼= F⊕b ⊕G⊕b, GF ∼= F⊕c ⊕G⊕c, GG ∼= G⊕x.
We use this to compute both sides of the isomorphism (FG)G ∼= F(GG). This yields
b2 = xb (by comparing the coefficients as F) and b2 + xb = xb (by comparing the
coefficients as G). Hence b = 0, a contradiction. Therefore this case cannot occur.
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Case 2: y > 0. In this case we have
FF ∼= F⊕x ⊕G⊕y, FG ∼= F⊕b ⊕G⊕b, GF ∼= F⊕c ⊕G⊕c, GG ∼= F⊕y ⊕G⊕x.
We use this to compute both sides of the isomorphism (FG)F ∼= F(GF), and obtain
xc = xb (by comparing the coefficients as F) and yc = yb (by comparing the coefficients
as G). As y > 0, we have c = b.
Finally, we compute both sides of the isomorphism (FG)G ∼= F(GG). This implies
b2 + by = xy + bx (by comparing the coefficients as F) and b2 + bx = y2 + bx (by
comparing the coefficients as G). As y > 0 and b ≥ 0, from the second equation we
deduce b = y. Using y > 0 and b = y, the first equation yields b = x. The claim
follows. 
4.2. The algebra of the cell 2-representation. Let C be a fiat 2-category as in
Proposition 19. Consider the cell 2-representation CH of C , where H = {F,G}. De-
note by A its underlying basic algebra with a fixed decomposition 1A = eF+ eG of the
identity into primitive orthogonal idempotents. Let PF and PG denote the correspond-
ing indecomposable projective A-modules and LF and LG their respective simple tops.
Note that fiatness of C implies self-injectivity of A (cf. [KMMZ, Theorem 2]).
From (14) we obtain that the matrix describing the action of both F and G in the cell
2-representation (in the basis of indecomposable projective modules) is
(15)
(
n n
n n
)
.
By [MM5, Lemma 10], the same matrix describes the action of both F and G in the
abelianization of the cell 2-representation in the basis of simple modules. Without loss
of generality, assume that G is the Duflo involution of the left cell H. In the cell
2-representation, we then have GLG ∼= PG and FLG ∼= PF. This, together with the
description of the matrix of the action in (15), shows that
(16) [PG : LF] = [PF : LF] = [PG : LG] = [PF : LG] = n.
Therefore, the Cartan matrix of A is given by (15).
As the bimodules X and Y , representing F and G, respectively, are projective, see
[KMMZ, Theorem 2] and [MM5, Lemma 13] for details, we deduce that AeF ⊗k eGA
appears as a direct summand of X and AeG ⊗k eGA appears as a direct summand of
Y . Due to G⋆ ∼= F, and
0 6= HomCH(GLG, LG)
∼= HomCH(LG,FLG)
∼= HomCH(LG, PF),
the algebra A is not weakly symmetric. Furthermore, we have
0 = HomA(PG, LF) ∼= HomA(GLG, LF) ∼= HomA(LG,FLF),
so FLF is a direct sum of copies of PG. Comparing the Cartan matrix of A with the
matrix of the action of F in the basis of simples (both given by (15)), we see that
FLF ∼= PG. Similarly we deduce GLF ∼= PF. Hence, we have
(17) X ∼= AeF ⊗k eGA⊕AeG ⊗k eFA and Y ∼= AeF ⊗k eFA⊕AeG ⊗k eGA.
4.3. Functors isomorphic to the identity endomorphism of 2-representations. In
this subsection, we will formulate a general result for arbitrary finitary 2-category C .
This result will be needed for Subsection 4.5. For simplicity, we assume that C has only
one object i. Let M be a finitary 2-representation of C . Let (IdM, η) : M→M be the
identity endomorphism M. Here η is given by the family {ηF, F ∈ C(i, i)} of natural
transformations where each ηF is the identity natural transformation of M(F).
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Lemma 20. Let Φ : M(i) → M(i) be a functor isomorphic to the identity functor
IdM(i). Then there exists a family of natural isomorphisms {ζF, F ∈ C(i, i)} =: ζ
such that (Φ, ζ) is an endomorphism of the 2-representation M.
Proof. Note that Φ ∼= IdM(i) as a functor. Let θ : IdM(i) → Φ be a fixed natural
isomorphism and set ν := θ -1. For any 1-morphisms F,G and 2-morphism α : F→ G,
consider the diagram
(18) Φ ◦M(F)
ν◦hidM(F) //
idΦ◦hM(α)

M(F)
idM(F)◦hθ //
M(α)

M(F) ◦ Φ
M(α)◦hidΦ

Φ ◦M(G)
ν◦hidM(G) //M(G)
idM(G)◦hθ //M(G) ◦ Φ.
Here in the middle column we use the fact that, for any 1-morphism H, we have
IdM(i) ◦h M(H) = M(H) = M(H) ◦h IdM(i).
Diagram (18) commutes thanks to the interchange law, indeed, both paths in the left
square are equal to ν◦hM(α) and both paths in the right square are equal toM(α)◦hθ.
For each 1-morphism F, define
ζF : = (idM(F) ◦h θ) ◦v (ν ◦h idM(F)) : Φ ◦M(F)→M(F) ◦ Φ.(19)
Now we claim that (Φ, ζ) is an endomorphism of the 2-representation M. Commuta-
tivity of (18) gives (M(α) ◦h idΦ) ◦v ζF = ζG ◦v (idΦ ◦h M(α)). We are hence left to
check the equality
(20) ζF◦G = (idM(F) ◦h ζG) ◦v (ζF ◦h idM(G)).
Here, by definition, we have
idM(F) ◦h ζG = (idM(F) ◦h idM(G) ◦h θ) ◦v (idM(F) ◦h ν ◦h idM(G))
= (idM(F◦G) ◦h θ) ◦v (idM(F) ◦h ν ◦h idM(G))
and
ζF ◦h idM(G) = (idM(F) ◦h θ ◦h idM(G)) ◦v (ν ◦h idM(F) ◦h idM(G))
= (idM(F) ◦h θ ◦h idM(G)) ◦v (ν ◦h idM(F◦G)).
Now (20) follows from the fact that νθ = IdM(i). The proof is complete. 
Remark 21.
(i) The natural isomorphism θ : IdM(i) → Φ defines a modification from (IdM, η)
to (Φ, ζ) whose inverse is given by ν : Φ→ IdM(i). Indeed, for any 1-morphisms
F,G and any 2-morphism α : F→ G, we have
(M(α) ◦h θ) ◦v ηF = M(α) ◦h θ
= (idM(G) ◦h θ) ◦v (M(α) ◦h IdM(i))
= (idM(G) ◦h θ) ◦v (IdM(i) ◦h M(α))
= (idM(G) ◦h θ) ◦v (ν ◦h idM(G)) ◦v (θ ◦h M(α))
= ζG ◦v (θ ◦h M(α)),
(ii) Any invertible modification θ from (IdM, η) to some (Φ, ζ) ∈ EndC -afmod(M)
defines a natural isomorphism from IdM(i) to Φ. Moreover, from the fact that
(M(idF) ◦h θ) ◦v ηF = ζF ◦v (θ ◦h M(idF)), it follows that each ζF is uniquely
defined by (19) with ν := θ -1.
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4.4. Inductive limit construction for 2-representations. Assume that we are in the
same setup as in Subsection 4.3. For any finitary 2-representation M of C , we denote
by M
pr
the 2-subrepresentation of M with the action of C restricted to the category
M
pr
(i) consisting of projective objects in M(i). There exists a strict 2-natural trans-
formation Υ: M → M
pr
given by sending an object X to the diagram 0 → X with
the obvious assignment on morphisms. Similarly to [MaMa, Subsection 5.8], we have
a direct system
(21) M→M
pr
→ (M
pr
)
pr
→ · · · ,
where each arrow is given by Υ with M replaced by the starting point corresponding to
this arrow. We denote by M−→ the inductive limit of (21). This is a 2-representation of C
and the natural embedding of M into M
−→
is an equivalence. Let L be a left cell of C and
CL := NL/IL the corresponding cell 2-representation. By Yoneda Lemma, see [MM2,
Lemma 9], for any object X in M(i) there exists a strict 2-natural transformation
ΛX : Pi → M which sends 1i to X and, moreover, any morphism f : X → Y in
M(i) extends to a modification θf : ΛX → ΛY . If IL annihilates X , then ΛX induces
a strict 2-natural transformation Λ′X from CL to M. Indeed, we have the following
commutative diagram
NL

 Ξ //
Π

Pi
ΛX //M.
CL
Λ′X
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
If IL also annihilates Y , then ΛY gives rise to a strict 2-natural transformation Λ
′
Y from
CL to M such that ΛY Ξ = Λ
′
YΠ. Due to surjectivity of Π, the modification θf ◦h idΞ
from ΛXΞ = Λ
′
XΠ to ΛY Ξ = Λ
′
YΠ induces a modification θ
′
f from Λ
′
X to Λ
′
Y in
HomC -afmod(CL,M). By functoriality of the abelianization, via the limiting construc-
tion (21) we thus obtain two 2-natural transformations Λ′X−→
,Λ′Y−→
∈ HomC -afmod(CL
−→
,M
−→
)
and the modification θ′−→ : Λ
′
X−→
→ Λ′Y−→
.
4.5. Symmetries of the cell 2-representation.
Lemma 22. The annihilators in C of LF and LG coincide.
Proof. Since G is the Duflo involution in H, it follows from [MM2, Subsection 6.5] that
the annihilator of LF is contained in the annihilator of LG (as the latter is a certain
unique maximal left ideal by [MM2, Proposition 21]). Furthermore, the evaluation
at LG, inside the abelianized cell 2-representation, of HomC (H1,H2) is full for all
H1,H2 ∈ {F,G} by [MM2, Subsection 6.5].
Hence, if the annihilator of LF were strictly contained in the annihilator of LG, the
dimension of the endomorphism space (in the cell 2-representation) of (F ⊕ G)LF
would be strictly bigger than the dimension of the endomorphism space of (F⊕G)LG.
However, from Subsection 4.2 we know that (F ⊕ G)LF ∼= (F ⊕ G)LG. The claim
follows. 
On the one hand, by [MM2, Lemma 9], sending 1i to LF extends to a strict 2-natural
transformation Φ: Pi → CH. By Lemma 22, we know that ΦΞ factors through
CH and obtain a strict 2-natural transformation Φ
′ from CH to CH. Note that Φ
sends both F and G to projective objects in CH(i). Therefore Φ
′ is also a strict
24 V. MAZORCHUK, V. MIEMIETZ AND X. ZHANG
2-natural transformation from CH to CH
pr
and we have the following commutative
diagram:
(22) NL

 Ξ //
ΦΞ
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
Π

Pi
Φ // CH
Φ′ // (CH
pr
)
CH
pr
*


77♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦
(CH
pr
)
pr
)
	
66♥♥♥♥♥♥♥♥♥♥♥♥♥
CH
Φ′
77♣♣♣♣♣♣♣♣♣♣♣♣♣ Φ˜
99
Φ′
BB
Φ˜
@@
Applying the procedure in Subsection 4.4 to Φ′ : CH → CH
pr
, we obtain a strict 2-
natural transformation Φ′−→ in EndC -afmod(CH−−→
) which swaps the isomorphism classes of
indecomposable projectives.
On the other hand, sending 1i to LG extends to a strict 2-natural transformation
Ψ: Pi → CH, and the latter induces a strict 2-natural transformation Ψ
′ from CH
to CH (which factors through CH
pr
). For Ψ, we have similar diagram as (22). Note
that Ψ′Ψ(1i) = LG and Φ′(LF) ∼= LG. For a fixed isomorphism α : LG → Φ′(LF), by
Subsection 4.4 there exists an invertible modification ϑ from Ψ˜ = Ψ′Ψ′ to Φ˜ = Φ′Φ′
(here both equalities are in HomC -afmod(CH, (CH
pr
)
pr
). Note that the limiting con-
struction (21) applied to Ψ˜ gives a functor isomorphic to IdCH
−−→
. Using Subsections 4.3
and 4.4, we thus get an invertible modification ϑ−→ from IdCH−−→
to (Φ′−→)
2. Following
[MaMa, Lemma 18] and the proof of [MaMa, Proposition 19], we obtain that
(a) for any υ ∈ HomC -afmod(IdCH
−−→
, (Φ′−→)
2), we have id(Φ′
−→
)2 ◦h υ = υ ◦h id(Φ′
−→
)2 ;
(b) there exists an invertible modification υ ∈ HomC -afmod(IdCH
−−→
, (Φ′−→)
2) such that we
have either idΦ′
−→
◦h υ = υ ◦h idΦ′
−→
or idΦ′
−→
◦h υ = −υ ◦h idΦ′
−→
.
Note that (Φ′
−→
)2 preserves the isomorphism classes of projectives and hence defines an
auto-equivalence of CH
−−→
which is isomorphic to the identity. Therefore Φ′−→ induces an
automorphism ϕ of A and such that ϕ2, corresponding to (Φ′−→)
2, is an inner automor-
phism of A, cf. [Zi, Lemma 1.10.9]. Assume that the inner automorphism ϕ2 is of the
form x 7→ axa -1, where x ∈ A, for some fixed invertible element a ∈ A. Similarly to
the paragraph before [KMMZ, Proposition 39], there exists an element b ∈ A which is
a polynomial in a -1 and such that b2 = a -1. Let σ be the inner automorphism of A
given by x 7→ bxb -1, for x ∈ A.
Lemma 23. We have (σϕ)4 = idA.
Proof. The obvious fact that ϕ and ϕ2 commute is equivalent to the requirement that
t := ϕ(a -1)a belongs to the center of A. We have
ϕ(t) = ϕ2(a -1)ϕ(a) = aa -1a -1ϕ(a) = a -1ϕ(a) = t -1.
Therefore ϕ2(t) = t = aϕ(a -1)aa -1 = aϕ(a -1), which implies that ϕ(a -1) and a
commute. Consequently, ϕ(a -1) and a -1 commute. This implies that any polynomial
in ϕ(a -1) commutes with any polynomial in a -1. Therefore ϕ(b) and b commute and
thus ϕ(b -1) and b commute as well. Hence the elements a, a -1, b, b -1, ϕ(a), ϕ(a -1),
ϕ(b), ϕ(b -1) all commute.
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A direct computation shows that the action of (σϕ)4 on A is given by conjugation with
bϕ(b)aba−1ϕ(a)ϕ(b)ϕ(a -1)a2.
Using commutativity of the factors, this reduces to aϕ(a -1) which is central. The claim
follows. 
The functor of twisting A-modules by σ is isomorphic to the identity functor as σ
is inner. By Lemma 20, the functor of twisting by σ gives rise to an endomorphism
Σ of CH
−−→
which preserves the isomorphism classes of projectives. Then the 2-natural
transformation Ω := ΣΦ′−→ ∈ EndC -afmod(CH−−→
) induces an automorphism on A given by
σϕ. We denote this automorphism by ι.
Example 24. Let A be the quotient of the path algebra of the quiver
1
α
%%
2
β
ee
modulo the relations αβ = βα = 0. Let ϕ be the automorphism of A defined by
ϕ(e1) = e2, ϕ(e2) = e1, ϕ(α) = −β and ϕ(β) = α. Then ϕ
4 = idA but ϕ
2 6= idA. In
fact, ϕ2 is conjugation by a = e1 − e2. Note that the element ϕ(a
-1)a = −e1 − e2 is
central. This example shows Φ′−→ does not necessarily correspond to an automorphism
of order 2.
4.6. Connection to GA. Set G to be the cyclic group generated by ι (note that
|G| = 2 or |G| = 4) and consider the fiat 2-category GA, where A is the underlying
algebra of CH. Let HA denote the full and faithful 2-subcategory of GA generated
by (A, π˜1Gˆ ) and 1-morphisms in the two-sided cell J0, referring to Subsection 3.3 and
Subsection 3.4 for notation.
Theorem 25. If C is H-simple, then C is biequivalent to a 2-subcategory of HA.
Proof. As mentioned above, CH
−−→
is equivalent to the cell 2-representation CH. As C
is H-simple, the 2-representation CH
−−→
gives a faithful 2-functor from C to CA. Note
that the 1-morphisms F and G are represented, respectively, by X,Y in (16) under the
2-functor CH
−−→
. Assume that the family of natural isomorphisms
η := {ηH : Ω ◦CH
−−→
(H)→ CH
−−→
(H) ◦ Ω, H ∈ C(i, i)}
is the data associated to the 2-natural transformation Ω ∈ EndC -afmod(CH
−−→
) constructed
above. Thus, for any 2-morphism α : H→ K in C , we have
(CH
−−→
(α) ◦h Ω) ◦v ηH = ηK ◦v (Ω ◦h CH
−−→
(α)).
Due to the fact that Ω swaps the isomorphism classes of projectives in CH
−−→
(i), all A-A-
bimodule homomorphisms corresponding to non-zero 2-morphisms in C are symmetric
in the way which makes sense. 
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