We consider the existence of nontrivial solutions u ∈ H 1 0 (Ω) of a Dirichlet problem with equation
The problem (P ) has a semilinear elliptic equation with critical nonlinearity, due to the presence of the term |u| p−2 u |x| s . When the problem does not involve this term, Garcia-Azorero-Peral-Primo [14] obtained a pair of positive solutions, under the condition of 0 ≤ µ <μ; see also Abdellaoui-Colorado-Peral [2] , where a similar problem with a class of more general operators was considered. The problem (P ) without the term |u| p−2 u |x| s , when f ≡ 0 and λ |x| 2 u has the form λ |x| 2 u r , where 1 < r < N +2 N −2 ; was studied recently by Davila-Peral [11] . In this case, they proved that the existence of solutions u > 0 in Ω depends on the geometry of the domain, specifically: using Pohozaev's identity, proved that there are no energy solutions, when the domain is star-shaped, but via a perturbation argument, they proved that the problem has solutions in dumbbell domains.
There exist in the literature some results about problems with double singularity, which generally involve the critical Sobolev-Hardy exponent with 0 ≤ s < 2. When 0 ≤ µ <μ − 4, f (x) ≡ 1 and q = 2, Chen [8] proved that for any λ > 0, the problem (P ) possesses a nontrivial solution with critical level in the range of 0, 
< q < 2 * , Kang-Peng [17] proved that the problem (P ) has a positive solution in H 1 0 (Ω) when 0 ≤ µ <μ. He-Zou [15] proved using the same condition on µ, the existence of infinitely many solutions for a suitable positive number λ, when the term λf (x)|u| q−2 u has the form λf (x, u), where f (x, 0) ≡ 0 and f (x, u) is a lower order perturbation of u p−1 , in the sense that
Problems of the same type as (P ) have been a central theme in the past several years. We refer the interested readers to [1, 3, 4, 12, 13] for similar equations with Dirichlet boundary condition and Chabrowski [6] for a similar equation with Neumann boundary condition.
The starting point of the present paper is the result by Bouchekif-Matallah [3] , in which they proved: if 0 ≤ µ <μ − 1, 1 < q < 2, 0 ≤ s < 2 and f (x) ≡ 1, then there is Λ > 0 such that (P ) has at least two positive solutions in H 1 0 (Ω) for λ ∈ (0, Λ). In this paper, we denote
where |Ω| is the measure of Ω, and S ≡ S µ,s is the minimization problem defined by
Here we consider the following condition on the real function f :
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Then we prove
< q < 2, 0 ≤ s < 2 and hypothesis (H f ) holds, then (P ) has at least two positive solutions and at least one pair of sign changing solutions in H 1 0 (Ω) for λ ∈ (0, Λ * ).
Remark 1.2. We remark that we need 0 ≤ µ <μ − 4, because we are dealing with a problem involving the critical nonlinear term |x| −s |u(x)|
4−2s
N −2 u(x). This term in conjunction with the term λ |x| 2 u leads to a double singularity at zero. For this reason, we consider the equation defined in Ω\{0}, but still we assume 0 ∈ Ω.
Since (P ) is variational in nature, we use variational methods to solve it. Define the
We say that u ∈ H 1 0 (Ω) is a solution of (P ) if for any φ ∈ H 1 0 (Ω),
Theorem 1.1 is obtained by studying several minimization problems. Motivated by Tarantello [20] , we define
and consider the following subsets of M,
Moreover for λ ∈ (0, Λ * ), denote
In the case of f ≡ 1, Bouchekif-Matallah [3] have proved that
and c 0,f and c 1,f achieve their minimum at v 0 and v 1 , respectively, i.e. c 0,f = J f (v 0 ) and c 1,f = J f (v 1 ). Moreover, v 0 and v 1 are positive solutions of (P ) in the case of f ≡ 1. The purpose here is to prove that, under the assumptions of the present paper, (P ) not only has two positive solutions, but also possesses an additional pair of sign changing solutions. Since our assumption (H f ) covers the case of f ≡ 1, our result extends those in Bouchekif-Matallah [3] , even in the case of f ≡ 1. Our strategy is as follows. We first point out that under the assumptions of the present paper, one can use the same type of argument as in [3] to get two positive solutions w 0 and w 1 of (P ), which solve the minimization problems c 0,f and c 1,f , respectively. Then we define two subsets of M − as
where u + = max{0, u}, u − = max{0, −u} and u = u + − u − . Set also
and c 2 .
We will prove that c 2 is achieved by some w 2 ∈ M − * which is a sign changing solution of (P ). Since (P ) is odd with respect to u, we have that −w 2 is also a sign changing solution of (P ).
In order to solve the minimization problem c 2 .
, we combine some ideas originated from Tarantello [20] and the methods recently developed in [9, 16] . We emphasize that, since we are facing the singular term µ |x| 2 u and a critical nonlinearity, we need to use the exact local behavior for the solutions of (P ) obtained in [7, 8] to estimate the energy, which is essential in the process of getting sign changing solution. We also point out that similar techniques have been used in Chen-Rocha [9] to study
where the existence of four nontrivial solutions was proved and at least one of them is a sign changing solution under some further conditions on µ, α and g. In ChenRocha [9] , the combination of the terms g(x) and λ|x| α−2 u(x) plays an important role. The plan of this paper is as follows. In Section 2, we give some preliminaries. In Section 3, we prove Theorem 1.1.
Notations. In what follows, Ω · dx is just denoted by · and we use . = to emphasize a new definition. For u ∈ H 1 0 (Ω) we use the norm u 2 µ .
= Ω |∇u| 2 − µ |x| 2 |u| 2 ; B(x, R) denotes a ball in R N with center at x and radius R; different positive constants may be denoted by the same letters C, (1) is an infinitesimal value; → denotes strong convergence and denotes weak convergence.
Preliminaries
From Catrina-Wang [5] and Chou-Chu [10] , we have that S (see (1.1)) is achieved by a family of functions with parameters ε > 0,
where A = √μ and B = √μ − µ. Moreover, there holds
To proceed, we need some local behavior for the positive solutions of (P ). We point out that Smets [19] has essentially proved that for any positive solution u of (P) with s = 0, there holds u ∈ L r (Ω) for any r <
. However from [7, 8] , we have the following refined result.
is a positive solution of (P ), then there holds
for some positive constants K 1 , K 2 and sufficiently small ρ > 0.
. Using Proposition 2.1, we have the following integral estimates which will play an essential role in what follows.
is a positive solution of (P ), then for ε small enough, there holds
, (2.5)
and
Proof. For the proofs of (2.4) and (2.5), see Chen [8] . Now we use Proposition 2.1 to estimate |w| q−1 u ε . From Proposition 2.1 and Remark 3.7, we get that
The proofs of |u ε | q−1 |w| and (2.7) are similar. We omit the details.
and hypothesis (H f ) holds, for any u ∈ H 1 0 (Ω) and u ≡ 0, there exist unique values
Proof. The proof is similar to [20] . From the expression of J f , we have that
Direct computations can show that φ(t) achieves its maximum at the point
and φ (t) > 0 if t < t max and φ (t) < 0 if t > t max . Moreover,
Using the definition of S, we have by direct calculations that
Now for λ ∈ (0, Λ * ), we obtain by Hölder's inequality and the definition of S that
It follows that there are
Equivalently, we have
(Ω) and J f (u n ) → c but u n does not converge strongly to u in H 1 0 (Ω). Then the following holds: Proof. Keep the expression of J f (u) in mind. Recalling that u n u, we have f (x)|u n − u| q → 0 as n → ∞. We may assume that
Since u n does not converge strongly to u in H 1 0 (Ω), we have a = 0. Set
as n → +∞. We consider three situations: (I) Suppose u ≡ 0 and t + (u) ≤ 1. We use the same notations as in the proof of Lemma 2.3. For this u and
we have that φ (t) < 0 for t > t max . Therefore φ(1) ≤ φ(t + (u)). From φ(t + (u)) = λ f (x)|u| q and
we obtain that r (1) ≤ 0. Since u n ∈ M − for any n ∈ N, we have that θ (1) = 0. Thus β (1) ≥ 0 and hence a 2 − b p ≥ 0. Hence β(t + (u)) > 0 and
(II) Suppose u = 0 and t + (u) > 1. Firstly, from t + (u) > 1 we claim that b = 0. Indeed if b = 0, then on the one hand, from the proof of Lemma 2.3, we know that r (t) < 0 for t > t + (u) or t ∈ (0, t − (u)), r (t) > 0 for t ∈ (t − (u), t + (u)) and r (t) > 0 for t ∈ (0, t − (u)). On the other hand from θ (1) = 0 and θ (1) ≤ 0, we have that r (1) = −a 2 < 0 and r (1) ≤ −a 2 < 0, which contradicts to t + (u) > 1. Thus we prove that b = 0. Denote t * . = (a 2 /b p ) 1 p−2 . We know that β attains its maximum at t * and β (t) > 0 for 0 < t < t * and β (t) < 0 for t > t * . Therefore we obtain from Sb 2 ≤ a 2 that
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Next, we will show that t * ≤ t + (u). Suppose this is not the case, i.e., 1 < t + (u) < t * . As 0 > θ (t) = r (t) + β (t) for all t > 1, we have r (t) ≤ −β (t) < 0 for t ∈ (1, t * ), which contradicts 1 < t + (u) < t * and r (t + (u)) = 0. We have shown that t * ≤ t + (u).
Hence we obtain
This implies that (II) holds.
(III) Suppose u ≡ 0. Since u n ∈ M − ⊂ M, we have that
Using the fact that S
The proof is complete.
Proof of Theorem 1.1
We are now in position to prove Theorem 1.1. For that, we divide the proof into two parts: existence of positive solutions and sign changing solutions.
Existence of two positive solutions
We will prove the existence of two nontrivial positive solutions for the problem (P ), following closely the ideas in Bouchekif-Matallah [3] , where they have f ≡ 1. The first solution is obtained using the concentration-compactness method introduced by P. L. Lions [18] and the second solution by contradiction, applying the Mountain Pass theorem.
The following result implies that J f can achieves its minimum c 0,f at w 0 , i.e. c 0,f = J f (w 0 ). Lemma 3.1. If there exits a constant C ≡ C(N, Ω, q, s), such that, for all sequences
then there exists a subsequence strongly convergent in H 1 0 (Ω).
Proof. From the assumptions (3.1) and (3.2), we have that (u n ) n∈N is bounded.
Going if necessary to a subsequence, we may assume that
From the concentration-compactness lemma of Lions and the Sobolev-Hardy inequality, we get a subsequence still denoted by (u n ) n∈N such that:
where J is at most countable.
We assume that there exists some j ∈ J such that µ j = 0. Let ε > 0 and Ψ be a cut-off function centered at x j with
and |∇Ψ| ≤ 4 ε . Then we get 
Using (2.8), we obtain
So there exists a constant C := C(N, Ω, q, s) such that
for all t ≥ 0. If we assume that µ j = 0 for some j ∈ J, then
which contradicts our assumption (3.1). Consequently u n → σ in H 1 0 (Ω), as n goes to +∞.
We consider w 0 as before and we define w 1 = w 0 + v with v > 0 in Ω\{0}. For v, we have
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Let us define
To prove the existence of a second solution, we need the following results and we recall the definition of Palais-Smale condition. Proof. The proof is similar to that of Lemma 5.1 of Chen [7] . Definition 3.3. Let c ∈ R. Let E be a Banach space and let I ∈ C 1 (E, R). We say that I satisfies the (P S) c -condition, if any sequence (u n ) n∈N in E, satisfying I(u n ) → c and I (u n ) E * → 0, has a convergent subsequence. We say that I satisfies the (P S)-conditions if I satisfies the (P S) c condition for every c ∈ R.
Next, we prove thatJ f satisfies the (P S) c -condition for c in a subset of R. Proof. Let (v n ) n∈N be a sequence in H 1 0 (Ω), such that
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From the assumptions, we have σ = 0. On the other hand, from the definition of J f , we get
Since w 0 is a solution and v n ∈ H 1 0 (Ω), we have
Then substituting (3.7), (3.8) into (3.6) and using Ghoussoub-Yuan's relation:
we have
Hence, J f (v n ), w 0 + v n → 0 as n → ∞ and we can assume that
If d = 0, by using the fact that S(
which contradicts the assumption c < We consider
with 0 ≤ Ψ (x) ≤ 1, Ψ (x) = 1 for |x| ≤ ρ, Ψ (x) = 0 for |x| ≥ 2ρ, ρ is chosen as in Proposition 2.1 and Ψ (x) ∈ C ∞ 0 (Ω).
Lemma 3.5. We have Proposition 3.6. Under the assumptions of the present paper, the minima c 0,f and c 1,f are achieved by w 0 and w 1 respectively. Moreover, w 0 and w 1 are positive solutions of (P ).
Proof. From Lemma 3.1, we know that the functional J f achieves its minimun c 0,f at w 0 i.e, c 0,f = J f (w 0 ). Now, from Lemma 3.2 we know that v = 0 is a local minimizer ofJ f , then there exists a sufficiently small positive number ρ such that 
So by applying the Mountain Pass Theorem wheneverc > 0 and the GhoussoubPreiss version wheneverc = 0. We obtain a nontrivial critical point v ofJ f . Hence, using the definition ofJ f , we have that
Remark 3.7. We point out here that the positive solutions w 0 ,
Existence of sign changing solution
We begin with a useful lemma. Proof. In the first place, we prove that M − * = ∅. To see this it suffices to prove that there are r 0 and τ 0 such that
where w 1 is a positive solution of (P ) with J f (w 1 ) = c 1,f . Denote
Then from Proposition 2.1, τ 1 and τ 2 are finite. For any given τ ∈ (τ 1 , τ 2 ), we obtain from Lemma 2.3 that there are positive values r + (τ ) and r − (τ ) such that
Note that r + (τ ) is continuous with respect to τ and satisfies
Similarly, r − (τ ) is continuous with respect to τ , lim τ →τ 1 + r − (τ ) = +∞ and lim
The continuity of r ± (τ ) implies that there is τ 0 ∈ (τ 1 , τ 2 ) such that
Therefore M − * = ∅. In the second place, we estimate c 2 . From the previous proof, we only need to estimate J f (ru ε − tw 1 ) for r ≥ 0 and t ∈ R. By the structure of J f , we find there is R 1 > 0 large such that J f (ru ε − tw 1 ) ≤ c 1 for all r 2 + t 2 ≥ R 2 1 . Thus it suffices to estimate J f (ru ε − tw 1 ) for all r 2 + t 2 ≤ R 2 1 . Recalling an elementary inequality
we have from Proposition 2.2 and the assumption on q that
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Writing ϕ(r) .
Here we have used the assumption on q and the integral estimates in Proposition 2.2 to compare the error order of ε. Thus we can say that, for ε > 0 sufficiently small, max r>0, t∈R
Proposition 3.9. Let 0 ≤ µ <μ − 4 (necessarily N > 6),
λ ∈ (0, Λ * ). Then there is a w 2 ∈ M − * such that J f (w 2 ) = c 2 and w 2 is a sign changing solution of (P ).
Proof. In the first step, we will prove that there is Similarly, we have that u − n µ is bounded with respect to n ∈ N. Going if necessary to a subsequence, we may assume that u + We will prove that only cases (i) and (iv) hold. For example, in the case (ii) and (v), we have that t + (u + )u + − t + (−u − )u − ∈ M − * and hence
which is a contradiction. In the case (iii) and (vi), we have that t − (u + )u + − t − (−u − )u − ∈ M + and hence 
which contradicts Lemma 3.8. In the cases (ii) and (vi), we have that t + (u + )u + − t − (−u − )u − ∈ M − and hence
which again contradicts Lemma 3.8. In the cases (i) and (v), we have u + −t + (−u − )u − ∈ M − * and hence c 2 ≤ J f (u
