We propose an Adaptive MPC framework for uncertain linear systems to achieve robust satisfaction of state and input constraints. The uncertainty in the system is assumed additive, state dependent, and globally Lipschitz with a known Lipschitz constant. We use a non-parametric technique for online identification of the system uncertainty by approximating its graph via envelopes defined by quadratic constraints. At any given time, by solving a set of convex optimization problems, the MPC controller guarantees robust constraint satisfaction for the closed loop system for all possible values of system uncertainty modeled by the envelope. The uncertainty envelope is refined with data using Set Membership Methods. We highlight the efficacy of the proposed framework via a detailed numerical example.
I. INTRODUCTION
System modeling and identification has been an integral part of statistics and data sciences [1] , [2] . In recent times, as data-driven decision making and control becomes ubiquitous [3] , [4] , such system identification methods are being integrated with control algorithms for control of uncertain dynamical systems. In computer science community, data driven reinforcement learning algorithms [5] , [6] have been extensively utilized for policy and value function learning of uncertain systems. In control theory, if the actual model of a system is unknown, adaptive control [7] , [8] strategies have been applied for simultaneous system identification and control. In such classical adaptive control methods, primarily unconstrained systems are considered, and model parameters are learned from data in terms of point estimates, while proving stability of the system.
The concept of online model learning and adaptation has been extended to control design for systems under constraints as well. In [9] , linear time invariant system dynamics matrices and the confidence intervals are learned using Ordinary Least Squares regression and imposed constraints are robustly satisfied using System Level Synthesis [10] . Lowering the conservatism of such an approach, the field of Adaptive MPC has gained attention in recent times [11] - [15] . In the aforementioned Adaptive MPC frameworks, Set Membership Method based approaches are used to obtain the sets containing all possible realizations of model uncertainty. These sets are then modified as more data becomes available. However, the model uncertainty learned is not considered as a function of system states. Work such as [16] - [18] extend the Adaptive MPC framework to systems with state dependent uncertainties, where set based bounds of the uncertainty These authors contributed equally to this work. is adapted using Gaussian Process (GP) regression. However, due to probabilistic nature of GP regression based estimates, there is no closed loop constraint satisfaction guarantees in such methods. To the best of our knowledge, there has not been a unifying framework for robust MPC design in presence of state dependent system model uncertainty.
In this paper, we propose a novel approach to designing a robust Adaptive MPC algorithm for linear systems subject to state and input constraints, in presence of state dependent system uncertainty. The uncertainty is assumed globally Lipschitz, with a known Lipschitz constant. We utilize a non-parametric recursive system identification strategy [19] , which identifies the graph of the uncertainty from data using its Lipschitz property. The identification is successively refined with recorded data. Our main contributions are:
• We provide set based bounds containing all possible realizations of the system uncertainty, using its Lipschitz property. This in contrast to the probabilistic nature of bounds in [16] - [18] , due to the use of GP regression. Our uncertainty set bounds are modified successively with set intersections upon gathering new data. • Utilizing the above bounds on system uncertainty, we synthesize a robust Adaptive MPC controller by solving convex optimization problems, satisfying imposed state and input constraints. We prove its recursive feasibility, extending feasibility guarantees of [11] , [13] , [15] in presence of state dependent uncertainty. We further demonstrate the validity and efficacy of the proposed approach through a detailed numerical simulation.
The paper is organized as follows: Section II formulates the robust optimization problem to be solved for the uncertain system, along with the system model and constraints. Section III contains the recursive system uncertainty adaptation framework. The tractable robust Adaptive MPC is posed in Section IV. We present numerical results in Section V.
II. PROBLEM FORMULATION

A. System Model
The system is given by:
where x t ∈ R n is the state at time t, u t ∈ R m is the input, A and B are known system matrices of appropriate dimensions, and d(x t ) constitutes un-modelled dynamics, that is, the system uncertainty, which is L d Lipschitz in its convex and closed domain dom(d) with a known L d .
B. Constraints
The system dynamics are subject to polytopic state and input constraints of the form:
where we assume X ⊆ dom(d).
C. Robust Optimization Problem
Our goal is to design a controller that solves the following infinite horizon optimal control problem with constraints (2) min u0,u1(·),... t≥0x
,
where D(x t ) is a state dependent compact set where the uncertainty d(x t ) is guaranteed to lie, andd(x t ) denotes the certainty equivalent (nominal) estimate of uncertainty at any pointx t along the nominal trajectory. Matrices Q, R 0 are weight matrices. We point out that, as system (1) is uncertain, the optimal control problem (3) consists of finding input policies
We wish to approximate solutions to optimization problem (3) by solving the following finite time constrained optimal control problem at each time t, in a receding horizon fashion:
where x k|t is the predicted state after applying the predicted policy [u t|t (x t|t ), . . . , u k−1|t (x k−1|t )] for k = {t+1, . . . , t+ N } to system (1), X N is the terminal set and P N 0 is the terminal cost. In the following sections, we address the three crucial challenges associated to finding solutions of (4):
i) Learning and updating the uncertainty bounds D(·) with data to obtain a nonempty X N . ii) Obtaining tractable parametrization of input policy u(·)
to avoid searching over infinite dimensional function spaces, and iii) Ensuring robust satisfaction of (2) for all times, if tractable reformulation of (4) is feasible once.
III. UNCERTAINTY LEARNING AND ADAPTATION
At every time instant t, we assume that we have access to measurements d(x i ) for all i = {0, 1, . . . , t − 1}, that is, the realizations of the uncertainty function.
A. Successive Graph Approximation
Definition 1 (Graph): The graph of a function f : R n → R n is defined as the set
We use quadratic constraints (QCs) as our main tool to approximate the graph of a function. A definition appropriate for our purposes is presented below.
Definition 2 (QC Satisfaction): A set A ⊂ R 2n is said to satisfy the quadratic constraint specified by symmetric matrix
The following proposition uses a QC to characterise a coarse approximation of the graph of an L d −Lipschitz function.
In
Definition 3 (Envelope): An envelope of a function f :
is an envelope containing the graph of L d −Lipschitz function d(·) for all times t ≥ 0, after collecting measurements (x i , d(x i )) for any i = 0, 1, . . . , t − 1.
obtained under dynamics (1), we have
Proof: See [19, Lemma 1].
B. Uncertainty Estimation at a Given State
We wish to obtain a set where the possible realizations of d(x t ) can lie, which we denote by D(x t ), for any x t ∈ X . Using the collected tuple (x i , d(x i )) from any time instant i < t, we can obtain a set based estimate of the range of possible values of d(x t ), called the sampled range set as,
for any i < t. As we successively collect (x i , d(x i )) for i = {0, 1, . . . , t − 1}, the set of possible values of d(x t ) is obtained and refined with intersection operations as
with the guarantee d(x t ) ∈ D(x t ) at any given time t ≥ 0. We further note that the set D(x t ) is convex, as it is an intersection of convex sets [19] . Proposition 2: Consider a specific statex, at time instants t 1 and t 2 , with t 1 < t 2 . Denote them byx t1 andx t2 respectively. Then we have D(x t2 ) ⊆ D(x t2 ).
Proof: See Appendix.
IV. ROBUST ADAPTIVE MPC FORMULATION
The main challenges addressed in this section are:
1) Generalizing (6) to obtain set based uncertainty bounds along the prediction horizon of the MPC problem (4), 2) Posing a tractable robust optimization problem to solve (4) with feasibility guarantees. 
A. Uncertainty Sets Along the MPC Horizon
with state constraints X defined in (2a). Given any state x t , an s-procedure based approach to obtain an ellipsoidal outer approximation to D(x t ), denoted by
We then successively obtain ellipsoidal outer approximations for uncertainty sets D(X k|t ), that is,
(7a) ∀k = t + 1, t + 2, . . . , t + N,
Let sets E d (X k|t ) for any k = {t, t + 1, . . . , t + N } be parametrized as
, and the center p d k|t ∈ R n and shape matrix q d k|t ∈ S n ++ are decision variables. We consider parametrizations of sets X k|t as
Center p x k|t ∈ R n and shape matrix q x k|t ∈ S n ++ can be successively chosen satisfying (7a), with p x t|t = x t and q x t|t = diag(∞, . . . , ∞) ∈ S n ++ , if sets E d (X k|t ) are found.
Proposition 3: Using s-procedure, E d (X k|t ) is obtained if the following holds true for some scalars
(10) Proof: See Appendix. We reformulate the feasibility problem (10) as a Semidefinite Program (SDP) in the Appendix. After finding E d (X k|t ) using (10), to efficiently compute (7a), we use polyhedral outer approximations P d (X k|t ) ⊇ E d (X k|t ) instead of E d (X k|t ), given by
Remark 1: Consider the state x k|t for prediction step k at time t in (4). From Proposition 3 we know that
d(x k|t ) ∈ D(X k|t ). As a consequence, P d (X k|t ) P d (X k|t−1 ) is possible. Hence, for ensuring recursive feasibility of solved MPC problem (detailed in Theorem 1), we impose constraints in (4) robustly for all d(x k|t ) satisfying
B. Control Policy Parametrization
We restrict ourselves to the affine disturbance feedback parametrization [20] , [21] for control synthesis in (4) . For all k ∈ {t, · · · , t + N − 1} over the MPC horizon (of length N ), the control policy is given as:
where M k|t are the planned feedback gains at time t and v k|t are the auxiliary inputs. Let us define d(
Then the sequence of predicted inputs from (13) can be compactly written as
C. Terminal Conditions
We use state feedback to construct terminal set X N , which is the maximal robust positive invariant set [22] obtained with a state feedback controller u = Kx, dynamics (1) and constraints (2) . This set has the properties
∀x ∈ X N , ∀d(x) ∈ P d (X ).
(14)
Fixed point iteration algorithms to numerically compute (14) can be found in [23] , [24] .
D. Tractable MPC Problem
The tractable MPC optimization problem at time t is given by:
x t+N |t ∈ X N , d(x N |t ) ∈ P d (X ),
where x k|t is the predicted state after applying the predicted policy [u t|t (x t|t ), . . . , u k−1|t (x k−1|t )] for k = {t+1, . . . , t+ N } to system (1), and the control invariant [25] terminal set is X N . The parameters {p d k|t , q d k|t } for k = {t, t + 1, . . . , t + N }, that is, uncertainty containment ellipses in (15) , are computed before solving (15) at each time t, by finding solutions of (10). Nominal uncertainty estimated k|t is chosen as the Chebyshev center (i.e, center of the largest volume 2 ball in a set) of P d (X k|t ). After solving (15) at time t, in closed loop we apply
to system (1) and then resolve (15) at t + 1. Remark 2: Terminal set X N might be empty initially, due to conservatism resulting from a large volume of the set P d (X ). As more data is collected and the graph of d(·) is refined as in (5)-(6), E d (X ), and so P d (X ) is refined with new data by solving (10) (for only k = t + N , if data collected until instant t) with an updated Q d L (·). This eventually results in a nonempty X N . Once (15) is feasible with this X N , during the control process one may further update and enlarge X N to lower conservatism of (15) . Apply exploration inputs u j to (1) . Collect (x j , d(x j )) at j + 1. Set j = j + 1;
3:
Solve (10) with k = j + N to get P d (X ). Compute X N from (14); 4: end while end exploration set j max ≡ t = 0.
begin control process (online) 5: while during control for t ≥ 0 do 6:
Obtain P d (X k|t ) for k = {t, t + 1, . . . , t + N − 1} from feasibility of (10); 7: if larger X N desired then Update P d (X ) from (10) (with k = t + N ). Update X N from (14); 8: end if 9:
Solve (15) and apply MPC control (16) to (1); 10: end while Theorem 1: Let optimization problem (15) be feasible at time t = 0. Assume the state dependent uncertainty d(·) bounds along the horizon are obtained using (10), (7) , and (11) . Then, (15) remains feasible at all times t ≥ 0, if the state x t is obtained by applying the closed loop MPC control law (16) to system (1) .
Proof: Let the optimization problem (15) be feasible at time t. Let us denote the corresponding optimal input policies as [π t|t (·), π t+1|t (·), · · · , π t+N −1|t (·)]. Assume the MPC controller π t|t (·) is applied to (1) in closed loop and E d (X k|t+1 ) for k = {t+1, t+2, . . . , t+N +1} are obtained according to (10) , (11) and (7) . Consider a candidate policy sequence at the next time instant as: Π t+1 (·) = [π t+1|t (·), . . . , π t+N −1|t (·), Kx t+N |t+1 ]. (17) From (12) and Proposition 2 we conclude that the policy sequence [π t+1|t (·), π t+2|t (·), · · · , π t+N −1|t (·)] is an (N −1) step feasible policy sequence at t + 1 (excluding terminal condition), since at previous time t, it robustly satisfied all stage constraints in (15) . With this feasible policy sequence, x t+N |t+1 ∈ X N . From (14) we conclude that (17) ensures x t+N +1|t+1 ∈ X N . This concludes the proof.
V. NUMERICAL EXAMPLE
In this section we demonstrate both the aspects of exploration and robust control of our robust Adaptive MPC, highlighted in Algorithm 1. We wish to compute feasible solutions to the following infinite horizon control problem min u0,u1(·),... t≥0x
with initial state x S = [−1, 2] , where A = 1.2 1.5 0 1.3 and B = [0, 1] . Algorithm 1 is implemented with a control horizon of N = 3, and the feedback gain K in (14) is chosen to be the optimal LQR gain for system x + = (A + BK)x with Q = 10I 2 and R = 2.
A. Exploration for Uncertainty Learning
We initialize P d (X ) = R n , resulting in an empty terminal set X N in (15) . In this section, we present the ability of Algorithm 1 to explore the state-space with randomly generated inputs u j ∼ N (0, 1), in order to eventually obtain a nonempty X N for starting the control process. Let the time indices during exploration phase be denoted by j. Fig. 1 shows the sets E d (x) at four fixed points x = {[−1, 2] , [1, 1] , [−1, 1] , [−2, −1] } as data is collected until instant j. This can be obtained from feasibility of (10) (with k = j). As j increases, E d (x) for each x is contained in the successive intersections of ellipsoids, from (6) . The intersection shrinks for all points, as claimed in Proposition 2. This is seen in Fig. 1 , which indicates improved information of D(x) with added data, for all x ∈ X . At j max = 30, a nonempty X N is obtained, shown in Fig. 2 . 
B. Robust Constraint Satisfaction
We then begin the control process and set t = 0. If the MPC problem (15) is feasible for parameters defined in (18) , it ensures robust satisfaction of constraints in (18) for all times t > 0. This is highlighted with a realized trajectory in Fig. 3 . Furthermore, the terminal set is recomputed and improved at a t > 0 with (14) , having refined P d (X ) estimation from (10) (with k = t + N ). The set grows, as seen in Fig. 2 , resulting in lesser conservatism of (15). 
VI. CONCLUSIONS
We proposed an Adaptive MPC framework to achieve robust satisfaction of state and input constraints for uncertain linear systems. The system uncertainty is assumed state dependent and globally Lipschitz. An envelope containing the uncertainty range is constructed with Quadratic Constraints (QCs), and is refined with data as the system explores the state-space. Upon collection of sufficient data, the system is able to solve a robust MPC problem for all times from a given initial state. The algorithm further reduces its conservatism by incorporating online model adaptation during control.
