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ABSTRAKT 
Tato práce se zabývá shrnutím auditu optických systémů v rámci všech vrstev referenčního 
modelu ISO/OSI. Úvod práce se zaměřuje na zkoumání problematiky managementu řízení 
sítí, popisu modelu ISO/OSI a vysvětlení termínů QoS a SLA. Posléze dojde k popisu přenosu 
na optickém vlákně. Jsou rozebrány charakteristiky vlnovodu a jednotlivých prvků optického 
komunikačního systému s přihlédnutím na jeho spolehlivý chod a správu. Popsány jsou 
některé hlavní typy optických sítí. Další část obsahuje popis metod využívaných k auditu, 
hlouběji jsou rozebrány metody pro měření fyzické, spojové a síťové vrstvy referenčního 
modelu. Práce též obsahuje částečný rozbor auditu fyzické vrstvy vybraného úseku optické 
trasy Brněnské akademické sítě. Ze všech popsaných metod pro kontrolu sítí je na závěr 
sestaven závěrečný protokol pro audit optické sítě s vybranými limitními hodnotami.  
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ABSTRACT 
This work deals with summary of optical system audit in the terms of all layer of the reference 
model ISO/OSI. Introduction of the work focuses on exploring issues of management 
networks control, the description of ISO/OSI model and explanation of the terms QoS and 
SLAs.  The description of the optical fiber transmission follows after that.  The characteristics 
of the waveguide and optical communication system components with regard to its reliable 
operation and management are analyzed. Some major types of optical networks are described. 
Following section contains a description of methods used in the audit, further the methods for 
measuring physical, connection and network layer of the reference model are discussed more 
thoroughly. The work also contains a partial analysis of the audit of the physical layer of the 
selected section of the Brno academic network optical line. Of all these methods for networks 
control the final audit report for the optical network with selected limits is compiled as  
a conclusion of the work. 
KEY WORDS 
audit, optical network, optical fibre, dispersion, attenuation, OTDR, RFC 2544, BER, ITU-T 
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ÚVOD 
Optické přenosové systémy tvoří velkou část současných komunikačních technologií. Trh 
neustále vyţaduje nové a rychlejší sluţby o vyšších přenosových rychlostech. Aby v prudkém 
rozvoji nových technologií nedocházelo k zásadním chybám, je třeba zavádět přísné kontrolní 
postupy. Jednou z hlavních metod pro dohled nad správnou funkcí zmíněných technologií je 
audit. Tento termín reprezentuje úřední přezkoumání procesu či systému za účelem zjištění, 
jestli výsledky průzkumu, tedy zjištěné reálné vlastnosti zkoumaného systému, mají stejný 
charakter, který je uváděn například firmou, výrobcem nebo poskytovatelem systému. Pro 
audit v současnosti platí ve většině zemí pevně daná pravidla určovaná doporučeními 
a normami, která je při měřeních nutno respektovat. Výstupem kaţdého provedeného auditu 
je pak auditorská zpráva.  
Hlavní myšlenkou je pohlíţet na audit jako na soubor všech vhodných dostupných metod 
pro kompletní analýzu systému, nikoliv řešit verifikaci sítě nebo jejího úseku po částech. 
Výsledky neúplného auditu nemohou být brány za zcela plnohodnotné. 
Pro pochopení způsobu testování je zapotřebí znát základní problematiku optického 
přenosu informace. Je třeba pochopit přenosové vlastnosti vlákna a od něj se odvíjející 
charakteristiky celého komunikačního systému. Je také vhodné nastudovat primární fyzické 
prvky sítě za účelem obeznámení se s moţnostmi, které současné technologie pro optický 
přenos nabízí. Systémy s optickými vlákny se patrně nejvíce odlišují od metalických sítí 
fyzickou vrstvou, je tedy vhodné věnovat jejím testům při rozboru větší pozornost.  
Výstupem práce by měl být soupis analyzovaných metod potřebných pro verifikaci 
optického systému. Tímto je vytvořen návrh šablony pro kompletní závěrečný protokol auditu 
systémů s optickými vlákny podloţený příslušnými normami a doporučeními.  
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1 SEZNÁMENÍ S PROBLEMATIKOU 
Optoelektronika je jiţ nedílnou součástí světa kolem nás. V podstatě kaţdý současný 
telekomunikační a informační systém nebo jeho část pouţívá pro přenos datových jednotek 
optické vlákno. Kvalitativní vlastnosti tohoto systému v mnohém převyšují metalické sítě. 
Navzdory vyšším pořizovacím nákladům je postupem času pomalu nahrazují. Optické vlákno 
je vyráběno z křemene, jedná se tedy o skleněné vlákno, nebo takzvané POF (Plastic Optical 
Fiber) vlákno z plastu s jádrem o průměru 0,5 mm či více a zvýšeným útlumem, jenţ 
v současné době omezuje jeho rozsáhlejší aplikaci a to především při přenosech na větší 
vzdálenosti. První pokusy o přenos informace na optickém kabelu o vysokém útlumu  
20 dB . km
-1
 se datují k roku 1970. V roce 1980 jiţ došlo k začlenění těchto rozvodů do 
stávajících přenosových systémů a díky neustálému sniţování útlumu pak začala masovější 
integrace do systému telekomunikací. Od roku 1990 byly v provozu sítě o délkách v řádu 
desítek kilometrů s útlumem 0,5 dB . km-1. V dnešních systémech se hladina útlumu pohybuje 
pod hodnotou 0,2 dB . km
-1
, která díky uţití vlnového multiplexu umoţní přenos  
přes 1 Tbit . s-1.  
Tyto efektivní přenosové systémy vynikají především velkou šířkou přenosového pásma, 
výrazně rychlejší přenosovou rychlostí oproti metalickým sítím, větší kapacitou kanálu, dále 
pak vykazují vysokou odolnost proti rušivým vlivům na vedení, také spolehlivostí, ať uţ se 
jedná o spolehlivost přenosovou či mechanickou. Výhodou je také úplné galvanické oddělení 
vstupu a výstupu, při přenosu nevzniká parazitní elektromagnetické pole jako u metalických 
sítí. Optický vlnovod je téţ moţno jen velmi těţce odposlouchávat. Má ale také některé 
podobné negativní vlastnosti jako metalické sítě, jako je odraz na vstupu. Základní znázornění 
optického přenosového systému je na obr. 1.1. 
 
Obr 1.1: Základní znázornění přenosového optického systému 
Samotné optické vlákno je prakticky dielektrikum o průřezu ve tvaru kruhu s prostředím 
vhodným pro šíření vlnění, jako je světlo a infračervené záření. Vlákno vyuţívá rozdílných 
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indexů lomu svého jádra a pláště, díky němuţ je umoţněn přenos vlnění po vnitřní ose 
válcového vlnovodu. Index lomu jádra musí být vţdy vyšší neţ u pláště. Vlákna rozlišujeme 
dle konstrukce na jednovidová s menším průměrem jádra a mnohovidová s širším jádrem. 
Optické záření se dělí na několik pásem, na tři ultrafialové (100 nm aţ 280 nm, 280 nm aţ 
315 nm a 315 nm aţ 380 nm), světelnou oblast (380 nm aţ 780nm) a tři infračervené (780 nm 
aţ 1,4μm, 1,4 μm aţ 3 μm a 3 μm aţ 1 mm). Optické přenosové soustavy jsou navrhovány 
a konstruovány pro přenos informace prostřednictvím záření o vlnové délce mezi 0,5 μm aţ  
1,6 μm, přičemţ nejefektivnější je pásmo 1,3 μm aţ 1,6 μm. V této oblasti infračerveného 
záření existují také vyuţitelné silné zdroje a detektory. Informace k této kapitole byly čerpány 
z [1] a [2]. 
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2 MANAGEMENT SPRÁVY A ŘÍZENÍ SÍTÍ 
S kontrolou optických systémů úzce souvisí celková forma managementu provozu a řízení 
sítě nebo jinak řečeno je v něm obsaţena. Vzorem pro popis naší problematiky můţe být 
analogická struktura popisující management řízení sluţeb, jenţ je obsaţena v normě ČSN 
ISO/BSC 20000-1 [3]. Obrázek 2.1 vyobrazuje celkový profil managementu řízení sítě, který 
mimo jiné znázorňuje i pro nás podstatný proces začlenění kontrol, monitoringu 
a proměřování sítí. 
 
Obr. 2.1: Management řízení sítí 
Nejprve dojde ke komplexnímu plánování celého managementu řízení sítě. Ten je pak 
přímo aplikován na systém a kvůli kontrole, jestli systém funguje podle očekávání, jsou 
zapojeny monitorovací techniky rozšířené o pravidelný audit. Tímto je zákazníkovi zaručena 
odpovídající funkce systému, za kterou platí. Plánování celého managementu, jeho přímá 
aplikace a posléze kontrola je neustále zdokonalována. Na management jsou totiţ vyvíjeny 
poţadavky ze strany zákazníků, byznysu a mnoha dalších. Výsledkem managementu je 
kupříkladu spokojenost zákazníků a umoţnění rozšíření sortimentu sluţeb.  
2.1 Metodologie 
Samotná metodologie představuje systém metod, způsobů, popisů a analýz nejrůznějších  
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jevů a slouţí tak managementu v oblasti kontroly a zlepšování. Její součástí je i plánování, 
uskutečnění a poté reprezentace výsledků výzkumů. Lze ji popsat jako proces o několika 
fázích, přičemţ v prvním bodě stanovíme, jaký problém budeme zkoumat a za jakých 
podmínek. To zahrnuje podrobnou studii problematiky. Poté proběhne průzkum a široký 
rozbor metod aplikovatelných na danou problematiku. Z nich se pak vybírá ta nejvhodnější 
varianta nebo jejich kombinace pro dosaţení kvalitních výsledků. Takto popsanému profilu 
odpovídá také osnova mé práce, ve které je upřesněno, co se měří, na čem se měří, jakým 
způsobem či metodou a případně jak přesné budou výsledky. 
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3 LEGISLATIVA A NĚKTERÉ NORMY 
S rostoucí poptávkou po síťových sluţbách samozřejmě roste i pravděpodobnost výskytu 
chyby. Tato chyba můţe být jak záměrná tak i nezáměrná, ovšem zákazník před nimi musí být 
chráněn. Z tohoto důvodu je zapotřebí stanovit nutné zákony a právní normy, některé z nich 
jsou vybrány a stručně popsány v této kapitole.  
Zákon č. 365/2000 sb., o informačních systémech veřejné správy  
Tento zákon stanoví určitá práva a povinnosti osob, které souvisejí s vytvářením, uţíváním, 
provozem a rozvojem informačních systémů veřejné správy. Informace z [4]. 
Zákon č. 480/2004 Sb., o některých službách informační společnosti 
Zákon upravující v souladu s právem Evropských společenství odpovědnost a práva 
a povinnosti osob, které poskytují sluţby informační společnosti a šíří obchodní sdělení. 
Informace z [5]. 
Zákon č. 101/2000 Sb., o ochraně osobních údajů a o změně některých zákonů  
K naplnění práva kaţdého na ochranu před neoprávněným zasahováním do soukromí 
upravuje práva a povinnosti při zpracování osobních údajů a stanoví podmínky, za nichţ se 
uskutečňuje předání osobních údajů do jiných států. Informace z [6]. 
Zákon č. 227/2000 Sb., o elektronickém podpisu 
Pojednává o pouţívání elektronického podpisu, elektronické značky, poskytování 
certifikačních sluţeb a souvisejících sluţeb poskytovateli usazenými na území České 
republiky, kontrolu povinností stanovených tímto zákonem a sankce za porušení povinností 
stanovených tímto zákonem. [7] 
Norma ISO/IEC 27004 Information technology − Security techniques – Information 
security management – Measurement 
Jedná se doporučení jak pouţívat měření při hodnocení efektivity zavedeného informačního 
systému. Obsahuje aplikovatelné postupy měření IT systému a jeho bezpečnosti [8]. Je třeba 
také zmínit normy ISO/IEC 27000 – Overview and vocabulary a ISO/IEC 27001 – 
Requirements, na které zmiňovaná norma navazuje. 
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4 REFERENČNÍ MODEL ISO/OSI 
Jedná se o univerzální model zachycující celou problematiku komunikace k propojení všech 
typů sítí. Je vzorem pro počítačově řízený přenos dat. Základ spočívá v roztřídění problémů 
komunikace do sedmi základních oblastí zvaných vrstvy tím způsobem, aby byl tok informací 
přes jejich rozhraní co nejmenší. Vrstvy mezi sebou komunikují pomocí protokolu přes SAP 
(Service Acces Point) a platí, ţe niţší vrstva vţdy oprostí vrstvu nad sebou od určité 
problematiky. Konkurencí ke zmiňovanému modelu je struktura TCP/IP, v níţ jsou vrstvy 
redukovány na pouhé čtyři (aplikační, transportní, síťová, vrstva síťového rozhraní). 
Referenční model ISO/OSI je vyobrazen na obr. 4.1.  
 
Obr. 4.1: Referenční model ISO/OSI 
4.1 Popis jednotlivých částí modelu 
a) Aplikace – Jedná se o koncové uţivatelské procesy v modelu OSI. Najdeme je 
kdekoliv v síti, jejich úkolem je umoţnění uţivatelsky srozumitelné komunikace mezi 
člověkem a systémem. 
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b) Aplikační vrstva – Jejím úkolem je zpřístupnit aplikacím komunikační systém, čímţ je 
umoţněna jejich komunikace. Vyuţívá následující sluţby a protokoly: FTP, TFTP, 
SSH, DHCP,  DNS, POP3, Telnet. 
c) Prezentační vrstva – Transformuje data do tvaru uţívaného aplikacemi (šifrování, 
komprimování, převod kódů abeced). Jelikoţ se formát dat na komunikujících 
stanicích můţe lišit, je potřeba provádět před přenosem překlad do vybraného 
standardního formátu. Tato vrstva je oproštěna od významu dat, zajímá ji pouze jejich 
struktura. 
d) Relační vrstva – Synchronizuje komunikaci s párovou entitou systému, se kterým je 
zaváděn dialog, a řídí výměnu dat mezi nimi. 
e) Transportní vrstva – Zajišťuje přenos mezi koncovými uzly sítě v kvalitě poţadované 
vyššími vrstvami. Pouţívá protokoly TCP a UDP. 
f) Síťová vrstva – Hlavním úkolem je směrování a rozpoznávání chyb. Díky znalosti sítě 
nebo její části dokáţe najít hledaného partnera. Nejznámějším protokolem třetí vrstvy 
je IP. 
g) Spojová vrstva – Zajišťuje vytvoření, zrušení a udrţení spojení mezi komunikujícími 
jednotkami. Proud bitů je zde kódováním formován do rámců zajišťujících 
spolehlivější přenos. Vyuţívány jsou například protokoly BSC (Binary Synchronous 
Communications) a HDLC (High level Data Link Control procedure). 
h) Fyzická vrstva – Zajištění přenosu proudu bitů médiem. K tomu zapotřebí provézt 
modulaci a zpětnou demodulaci toku dat. Jedničky a nuly jsou interpretovány 
úrovněmi přenosového signálu.  
Informace pocházejí z [9]. 
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5 NĚKTERÉ DŮLEŢITÉ POJMY 
5.1 QoS (Quality of Services) 
V současnosti skrze velké poţadavky uţivatele na sluţby poskytované komunikačním 
systémem velmi závisí na časových charakteristikách přenosu dat touto sítí. Nejvíce 
problematické jsou samozřejmě interaktivní sluţby pro přenos hlasu a videa. Uţivatel 
poţaduje určitou definovanou úroveň kvality sluţby, například obraz v daném rozlišení 
a s určitým zaručeným počtem obrázků za jednotku času. Toto je umoţněno právě díky 
mapování QoS počítačových sítí podle doporučení ITU-T I.350. Nejvýznamnějšími 
parametry, kterými je síť při výběru charakterizována, jsou ztrátovost, průchodnost, zpoţdění 
a kolísání zpoţdění. QoS se prakticky stará o to, aby sluţba se stanovenou prioritou či 
zvýšenými poţadavky na kvalitu nebyla omezována jinou sluţbou s menší důleţitostí. S QoS 
úzce souvisí takzvané sluţby diffserv (Rozlišované sluţby), které oprošťují směrovače  
o povinnost ukládat informace o síti tím, ţe paket vstupující do sítě je označen značkou, která 
určí, s jakou prioritou bude s paketem zacházeno například ve vstupních frontách směrovače. 
QoS dle zmíněného doporučení ITU-T I.350 lze rozdělit do dvou částí. Těmi jsou kvalita 
sluţeb a výkonnost sítě. První z nich se zaměřuje na posouzení kvality distribuované sluţby 
z pohledu uţivatele, druhá pak z pohledu poskytovatele. Uţivatel nepotřebuje znát 
výkonnostní charakteristiky sítě, pouze hodnotí vlastnosti a efektivitu sluţby na určitém 
úseku, oproti tomu provozovatel je nucen hodnotit vlastnosti prvků, zabývat se vývojem, 
provozem a údrţbou celé sítě. 
QoS je zapisována do matice 3x3 s odlišnými specifikacemi pro kaţdý typ sítě. Ve 
sloupcích jsou komunikační fáze (spojení, přenos, ukončení spojení), v řádcích pak příslušná 
hodnotící kritéria (rychlost, přesnost a spolehlivost). 
Pro širší ověření kvality telefonních systémů byl vyvinut protokol VTQoS (Voice 
Transmition Quality of Service) obsahující například klasifikaci podle osobního vjemu 
posluchače. VTQoS má tu výhodu, ţe shrnuje všechny hodnotící prvky telefonního přenosu 
do jednoho parametru. Informace z [10] a [11]. 
5.2 SLA (Service Level Agreement) 
Jedná se o pevné vymezení limitních hodnot všech jednotlivých sluţeb poskytovaných 
provozovatelem. Jsou definovány jejich parametry (QoS), způsob testování, informování 
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zákazníka o výsledku testu a případné změny cen sluţeb při nedodrţení stanovených kritérií. 
Provozovatel či dodavatel je obvykle měsíčně nebo na vyţádání povinen předkládat 
vyhodnocení SLA na základě dat získaných z vlastních dohledových systémů (monitoringu či 
auditu) nebo z informací o chybách hlášených a konzultovaných se zákazníkem. Je třeba si 
uvědomit, ţe primárním cílem SLA není stanovení penalizací pro dodavatele, nýbrţ 
preventivně se vyhýbat kolizím při dodávce sluţeb. Informace z [12] a [13]. 
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6 NĚKTERÉ SOUČASNÉ SYSTÉMY PRO DATOVÝ 
PŘENOS NA OPTICKÉ SÍTI 
V současnosti je k dispozici mnoho systémů, ze kterých je moţno při realizaci optické sítě 
vybírat podle mnohých parametrů. Těmito parametry mohou být například rozsah sítě, 
přenosová kapacita, cena pouţitých prvků, úroveň obtíţnosti realizace v místních podmínkách 
nebo bezpečnost sítě, která se na fyzické vrstvě přímo odráţí od mnoţství a typu pouţitých 
prvků. Systémů pro přenos dat přes optické vlákno existuje velké mnoţství, v této práci je 
vybráno pouze několik. 
6.1 Ethernet 
Nejrozšířenější technologie telekomunikačních sítí typu LAN (Local Area Network) a dnes  
i MAN (Metropolitan Area Network), která díky nízkým zřizovacím nákladům  
a jednoduchosti vytlačila jiné systémy jako například ATM. Blíţe specifikován je normou 
ISO/IEC 8802-3 v [14]. Existuje několik běţně vyuţívaných typů Ethernetu uzpůsobených 
pro optické systémy:  
a) Ethernet – Pro přenosy dat po optickém vlákně rychlostí 10 Mbit . s-1 na větší 
vzdálenost je vyuţit systém pod označením 10Base-F.  
b) Fast Ethernet – Rychlost přenosu je 100 Mbit . s-1 pomocí dvou optických vláken. 
Jedná se o označení 100Base-FX, definován je standardem IEEE 802.3u. 
c) Gigabit Ethernet – Pro optická vlákna je tento systém s rychlostí 1000 Mbit . s-1 
definován v IEEE 802.3z. Vyuţíván je duplexní provoz. Existují dva typy: 
 1000Base-LX pro jednovidová vlákna na delší vzdálenosti 
 1000Base-SX pro mnohavidová vlákna na kratší úseky 
d) Ten Gigabit Ethernet – Pro plně duplexní přenosy dat rychlostí 10 Gbit . s-1. Blíţe byl 
specifikován v IEEE 802.3 a opět existuje víc typů: 
 10GBASE-SR (MM vlákno do 300 m)  
 10GBASE-SW (MM vlákno do 300 m)  
 10GBASE-LR (SM vlákno do 10 km)  
 10GBASE-LW (SM vlákno do 10 km)  
 10GBASE-LX4 (SM vlákno do 10 km) 
 10GBASE-ER (SM vlákno do 40 km)  
 10GBASE-EW (SM vlákno do 40 km) 
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Ethernet vyuţívá pro přenos informací tzv. ethernetové rámce, které jsou specifikovány  
v IEEE 802.2, IEEE 802.3, Ethernet II a Ethernet SNAP. Ethernet je zaloţen na přístupové 
technologii CSMA/CD (Carrier Sense with Multiple Acces and Collision Detection). Vyuţívá 
se topologie sběrnice, kdy kaţdý uţivatel má přístup k celé síti, ovšem vysílat můţe v daný 
okamţik pouze jeden. Vysílání probíhá všesměrově, data, která nejsou danému příjemci 
určena, budou zahozena. Vysílání na médium je předcházeno poslechem, zda je linka 
obsazená. Pokud ne, spustí se datový přenos. Dojde-li k souběţnému pokusu o vysílání na 
volné médium, vzniká tzv. kolize. Ta je vyřešena opětovným zasláním poškozených dat. 
Interval, ve kterém by mohlo dojít ke skryté kolizi, se nazývá kolizní okénko. Jeho délka je 
vţdy kratší, neţ délka nejkratšího odvysílaného rámce, čímţ se skryté kolize eliminují. 
Nevýhodou Ethernetu je narůstající počet kolizí s větším mnoţstvím uzlů v síti. Informace  
z [9], [15] a [16]. 
6.2 Systémy xWDM 
V současnosti je jedním z nejrozšířenějších systémů multiplexu CWDM (Coarse Wavelenght 
Division Multiplexing) a DWDM (Dense Wavelenght Division Multiple-xing). DWDM 
neboli hustý vlnový multiplex zajišťuje maximální vyuţití přenosového systému tím, ţe 
minimalizujeme odstupy mezi jednotlivými kanály. Odtud slovo hustý. V současnosti je 
uţíváno 128 aţ 160 kanálů a jejich počet bude nadále prudce zvyšován. Dosah všech kanálů 
s různými vlnovými délkami je však různý a proto při pouţití tohoto způsobu osazujeme 
nejprve nejvýhodnější kanály s nejlepšími vlastnostmi pro přenos. Celý systém je totiţ 
omezen kanálem s nejmenším dosahem. Velké poţadavky jsou kladeny na úzkopásmové LD 
vysílače a také na přijímače, u kterých je zapotřebí úzkopásmových interferenčních filtrů. 
Systém je velmi ţádaný, díky široké kapacitě vedení bývá nasazovaný jako páteřní síť. Je 
vysoce efektivní, čemuţ odpovídá cena. Ve svých zapojeních tento systém vyuţívá například 
zařízení Wave Star OLS 806 zapojené povětšinou v kruhové topologii, jenţ je schopno 
vyuţívat aţ 16 vlnových délek najednou s dosahem 120 km bez nutnosti zesilování. Samotný 
rozsah sítě je moţno rozšiřovat zapojením optických zesilovačů. Běţné je také zapojení typu 
Point-to-Point. CWDM, neboli hrubý vlnový multiplex, pracuje na stejném principu jako 
DWDM, ale nároky na něj nejsou tak vysoké. Nepoţaduje takovou přesnost, jelikoţ vyuţívá 
většího odstupu všech osmnácti nebo dvanácti vyuţívaných kanálů (počet kanálů podle 
pouţitého vlákna). Výhodou systému je jeho cena, menší nároky na jednotlivé prvky systému, 
jako například LD vysílače. Hrubý multiplex pracuje na kompatibilních klasických vlnových 
délkách 1310 nm a 1550 nm. Systém je pouţívám v metropolitních sítích MAN (Metropolitan 
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Area Network) a řeší problém poslední míle. Zapojován je často do kruhových topologií 
vyuţívajících Gigabit Ethernet s dosahem aţ 80 km. Systémy s hrubým i širokým 
multiplexem jsou neustále monitorovány pomocí MLS a ARTFS pro kompletní dohled nad 
fyzickými parametry sítě doplněné pravidelným auditem všech vrstev ISO/OSI. Informace  
z [1] a [17]. 
6.3 SDH a PDH 
Sítě s vysokým počtem komunikačních kanálů s různými úrovněmi signálů je nutno nějakým 
způsobem propojit. Právě k tomu slouţí digitální přenosové systémy PDH (Plesiochronous 
Digital Hierarchy) a SDH (Synchronous Digital Hierarchy) zaloţené na multiplexu. Mimo to 
jsou určeny pro vysokorychlostní přenos dat. 
PDH systém dle ITU-T G.702 [18] má tu vlastnost, ţe při multiplexování přenášené 
signály niţšího řádu (např. 2 Mbit . s-1) nemají určen časový vztah k signálu vyššího řádu 
(např. 8 Mbit . s-1). Není zde tedy synchronizace mezi signály vyššího a čtyřmi 
multiplexovanými signály niţšího řádu. Vstupní signály (niţšího řádu) jsou opakovaně 
asynchronně sdruţovány za sebe po jednom bitu do výstupného signálu. Tímto je znemoţněn 
multiplex do dalších vyšších kanálů. Nevýhodou PDH je potřeba zpětného demultiplexu 
postupně po jednom řádu pro získání poţadovaného signálu. Toto je velmi nepřesná a 
neekonomická metoda, jelikoţ data se pohybují přes mnoho uzlů a muldexů. Výsledkem 
průchodu dat s kolísavou rychlostí je značná chybovost přenosu, která se řeší přidáváním bitů, 
tzv. vycpáváním. První kanál 2 Mbit . s-1 je nazván E1, druhý E2 a celá hierarchie pracuje na 
násobcích 4 E1S, tedy násobcích prvního přítoku. Jednotlivé rychlosti pro další vyšší skupiny 
po čtyřech kanálech pak jsou E2 se čtyřmi E1 s 2 Mbit . s-1, E3 se čtyřmi E2 s 34 Mbit . s-1,E4 
se čtyřmi E3 o rychlosti 140 Mbit . s-1a E5 se čtyřmi E4 s rychlostí 565 Mbit . s-1. 
SDH jsou flexibilní systémy s doporučením ITU-T vyuţívající vkládání signálů niţších 
řádů po bytech do signálů vyšších řádů. Díky tomu lze dosáhnout na signál niţšího řádu bez 
nutnosti zpětného demultiplexu. Oproti PDH je vyuţita synchronizace při skládání signálů 
niţšího řádu. Je také umoţněna mnohonásobně vyšší rychlost přenosu dat s větší 
spolehlivostí. I v tomto systému jsou pouţity násobky E1 základního kanálu. Existují tři 
důleţitá doporučení a to ITU-T G.707, ITU-T G.708 a ITU-T G.709 pro rychlosti, rozhraní  
a strukturu synchronního multiplexu. V moderních systémech SDH poţadujících i podporu 
LAN je vyuţíván speciální muldex WaveStar ADM 4/1 pro signály STM-1 a STM-4. Jde  
o univerzální systém sestavovaný dle potřeb dané sítě z pěti zásuvných jednotek STM a jedné 
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dohledové. Rychlosti jednotlivých STM jsou uvedeny v tab. 6.1. Vyuţíván je v topologii 
kruh, ale lze jej aplikovat i jako rozbočovač. Na vlnové délce 1300 nm se středním dosahem 
podle G.957 S-1.1 je na maximálním útlumu 18 dB dán rozsah 40 km a s dlouhým dosahem 
dle G.957 L-1.1 pak na útlumu od 3 do 28 dB je dán rozsah aţ 70 km. Na vyšší vlnové délce 
1550 nm je dosah navýšen aţ na 110 km s útlumem 3 aţ 28 dB.  
Tab. 6.1: Vyjádření rychlostí pro jednotlivé synchronizační transportní moduly 
Transportní modul Rychlost 
STM -0   52 Mbit . s-1 
STM -1 155 Mbit . s-1 
STM -4 622 Mbit . s-1 
STM -16 2.5 Mbit . s-1 
STM -64  10 Mbit . s-1 
STM -256 40 Mbit . s-1 
  
S nárůstem četnosti výskytu těchto dvou typů sítí samozřejmě vyvstala potřeba jejich 
kontroly. K tomu byly navrhnuty nové typy analyzátorů, které splňují potřeby kontroly sítí 
různých rychlostí a jsou doplněny o moţnosti sluţeb vyšším vrstvám. SDH/PDH analyzátory 
obsahují funkce pro detekci řádu STM a funkce pro verifikaci rychlostí a výkonu v reálném 
čase souběţně pro více kanálů. Informace z [1], [7], [19] a [20]. 
6.4 Lokální optické sítě 
LON (Local Optical Network) je obdobou klasické sítě LAN (Local Area Network) a také její 
pouţití tomu odpovídá. Je aplikována ve školách, firmách, v armádě nebo případně 
v nemocnicích a státních budovách. Oproti metalickému vedení má ovšem všechny výše 
uvedené výhody přenosu na optickém vláknu. Pro přenos v LON síti není třeba vyuţívat SM 
vlákno, jelikoţ se přenos realizuje na velmi krátké vzdálenosti, rovněţ dvojice přijímač  
a vysílač postačí LED a PIN. S narůstajícími poţadavky na přenosové rychlosti se ovšem 
zvyšuje i potřeba pořízení kvalitního vlákna. Síť pouţívá kruhovou nebo hvězdicovou 
topologii a přenosové rychlosti na těchto sítích jsou 10 Mbit . s-1, 100 Mbit . s-1 a vyšší. 
Pořizovací cena systému je vyšší neţ u klasické metalické sítě, proto LON aplikujeme pouze 
v případech potřeby vyšších datových přenosů. Pro transfery pod 10 Mbit . s-1 je běţné 
vyuţívat metalické vedení. [1] 
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6.5 Optická přístupová síť 
Tyto systémy slouţí k přímému propojení páteřní sítě a uţivatele. Rozlišujeme více typů a to 
například: 
a) PON (Passiv Optical Network) nebo také PTMP (Point To MultiPoint)je síť vyuţívající 
pouze pasivních prvků jako jsou vazební členy a splittery, které rozdělují signály putující sít í 
k uţivateli. Síť je velice výhodná neboť pasivní prvky nepotřebují zvláštní napájení. Je 
schopna propojit aţ 32 uţivatelů na vzdálenost obvykle 10 km. Typickým ukončovacím 
zařízením této sítě je cenově dostupný duplexní Alloptic Home Gateway 300, disponující 
čtyřmi Ethernet porty, přičemţ kaţdý můţe být pouţit pro připojení zařízení switch. 
b) AON (Active Optical Network) neboli PTP (Point To Point) je obdobou PON, ovšem 
pouţívá aktivní prvky převzaté ze sítě Ethernet, jako je switch, namísto pasivních splitterů  
a vazebních členů. PTP je nazývána z toho důvodu, ţe propojuje účastníka s daným uzlem 
napřímo vyhrazením jednoho kanálu. Tento pracuje v duplexním reţimu, tedy pro oba směry 
komunikace za uţití FDM (FrequencyDivision Multiplex) nebo WDM (WavelenghtDivision 
Multiplex). Díky zařízení switch není omezena kapacita uţivatelů jako je tomu u PON sítě. 
Počet uţivatelů je dán počtem těchto zařízení.  
c) EPON (EthernetPassivOptical Network) je přístupovou sítí vyuţívající rychlosti  
1244 Mbit . s
-1
, která umoţní uţivateli přístup ke sluţbě Ethernet, čímţ dojde ke snadnějšímu 
propojení dalších lokálních sítí. Pro přenos je vyuţíván Ethernet rámec s délkou 2 ms a rozsah 
sítě je definován dle pouţitého standardu. Např. 1000 Base-PX20 pro vzdálenost 20 km nebo 
1000 Base-PX10 do 10 km. 
d) GPON (Gigabit PassivOptical Network) je optickou přístupovou sítí vyuţívající pro 
datový přenos klasických buněk ATM nebo rámců GEM (GeponEncapsulationMethod). 
Přenosový interval pro ATM i GEM má délku 125 μs. Přenosové rychlosti jsou stejné jako  
u EPON a vyšší. Informace z [1] a [ 21]. 
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7 AUDIT OPTICKÉ SÍTĚ Z POHLEDU JEDNOTLIVÝCH 
VRSTEV ISO/OSI 
V této části budou rozebrány metody kontroly výše popsaných vrstev referenčního modelu 
ISO/OSI od nejvyšší po nejniţší. Z toho důvodu, ţe se jedná konkrétně o audit sítě optické, 
rozvádím více vrstvu fyzickou, kterou se tyto systémy odlišují od metalických nejvíce. 
7.1 Fyzická vrstva 
7.1.1 Měřené veličiny fyzické vrstvy optické sítě 
Je patrné uţ z úvodu, ţe jedním z hlavních parametrů přenosu za pomoci optického kabelu je 
veličina zvaná útlum. Ten je způsobován především absorpcí prostředí, ve kterém světelný 
paprsek putuje, vyzařováním ze samotného vlákna a rozptylem vlnění. Ztráty absorpcí lze 
definovat jako proces pohlcení energie fotonu danou látkou, jako je například atom 
s valenčními elektrony přecházejícími mezi dvěma hladinami. Takto absorbovaná energie je 
znovu vyzářena nebo je proměněna na kinetickou energii, tedy energii tepelnou. Ztráty 
vyzařováním probíhají na rozhraní dvou dielektrik s jinými vlastnostmi, tedy jádra a pláště, 
kdy zlomek energie z jádra proniká přes toto rozhraní ven. Ztráty rozptylem způsobují, ţe 
vlnění přímo se šířící daným prostředím, v našem případě dielektrickým jádrem, je 
odchylováno z přímého směru z důvodů přítomnosti drobných poruch tohoto prostředí. Není-
li například zachována homogenita indexu lomu u jádra a pláště. Jedná-li se o poruchy, které 
mají výrazně menší velikost, neţ je vlnová délka daného vlnění, nazýváme tyto vzniklé chyby 
Rayleighovými ztrátami. 
Mimo útlum se setkáváme také s poruchou zvanou disperze, která představuje hlavní 
sloţku příčin zkreslení přenášeného signálu, zejména u MM (Multi Mode) vláken. 
Materiálová disperze vzniká z důvodů rozdílných rychlostí paprsků, s jinými vlnovými 
délkami, putujících vlnovodem. Vlnová disperze je způsobena tím, ţe světlo v jádře zasahuje 
do pláště. Kombinací materiálové a vlnové disperze vzniká disperze chromatická neboli CD 
(Chromatic Dispersion). Polarizační vidová disperze neboli PMD (Polarisation Mode 
Dispersion) je náhodným jevem, který vzniká kvůli rozdílným indexům lomu jádra a pláště. 
PMD představuje zásadní problém, zatím neexistuje účinný způsob její eliminace. Před 
případnými prudkými nárůsty hladin PMD se lze bránit pouze výběrem kvalitního vlákna, 
u nějţ výrobce garantuje jistou hodnotu jejího maxima. U vícevidových optických vlnovodů 
existuje téţ takzvaná vidová disperze, zapříčiněná rozdílnou rychlostí jednotlivých vidů. Tyto 
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poruchy se řadí k nejdůleţitějším hodnotícím faktorům optického sytému, protoţe určuji jeho 
šířku pásma a tedy i přímo přenosovou rychlost. 
Dalšími poruchami způsobujícími ztráty mohou být samozřejmě i výrobní nedostatky jako 
narušení kontinuální geometrie, tedy šířky jádra a pláště, dále různé trhliny, nečistoty nebo 
mikroohyby a makroohyby narušující osu optického vlnovodu. Informace z [1]. 
7.1.2 Současné metody a zařízení pro audit fyzické vrstvy optických sítí – 
OTDR, OLTS, CD, PMD a další 
V této části jsou popsány metody pro měření veličin popsaných v předchozí kapitole. Tyto 
testy jsou pak vyuţity pro audit nebo monitoring. Ten můţe být pro samotný audit velice 
podstatný, protoţe jeho zpracované výsledky pomáhají odhalit nedostatky vedení a rovněţ být 
podnětem pro zahájení úředního přezkoumání. Probíhá na vlnové délce 1625 nm, jenţ je nad 
vyuţitým informačním přenosovým pásmem.  
Pro dohled nad optickými sítěmi je zejména vyuţívána metoda zpětného odrazu neboli 
OTDR (Optical Time-domain Reflectometer), jejíţ princip spočívá v Rayleighově a Fres- 
nelově rozptylu. Část paprsku světla se při průchodu vláknem odrazí zpět k přijímači a z jeho 
amplitudy je zjištěna vzdálenost nebo čas odrazu. Získáváme tak závislost útlumu na 
vzdálenosti přenosu. Tato informace pak putuje k provozovateli sítě a poté případně 
k uţivateli daného přenosu. Metod pro monitoring uţitých na významných optických spojích 
je více a je také moţno zavést jejich kombinace. Příkladem je systém MLS (Monitoring Line 
System), který vyuţívá měření útlumu na vlákně a podává uţivateli informace o změnách na 
vedení mimo definované tolerance. Informace mohou být poslány například formou e-mailu 
či SMS. Systémy rozšířené o kontrolu teploty a tlaku označované jako ARFTS (Advanced 
Remote Fiber Test System) jsou pak určené ke kompletnímu monitoringu celé sítě. Tento 
dohledový systém v základu vyuţívá spojení metody OTDR a transmisivní OLTS (Optical 
Loss Test Set) metody, vyuţívající k měření vláken a jejich spojů přesný zdroj světla na jedné 
straně a měřič výkonu na druhé straně. Optická trasa je neustále monitorována transmisivní 
metodou a v případě kolize je zapojena druhé metoda, tedy reflektometrická OTDR, která je 
schopná chybu přesně lokalizovat. Pro přesné stanovení útlumu slouţí metoda dvou délek, 
která je ovšem destruktivní, coţ znamená, ţe při její aplikaci poškodíme část zkoumaného 
vedení. Měření probíhá ve dvou krocích a je nasazováno přímo do místa buzení optického 
vlákna. Měřidlo výkonu je nejprve umístěno na konec vedení a posléze se oddělí kus vedení 
ve vzdálenosti 2 m od budící jednotky. Na konec tohoto krátkého úseku se opět připojí 
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měřidlo výkonu a provede se referenční náměr hodnoty útlumu. Toto měření podá výsledky 
s minimálními odchylkami. Další a méně přesná je metoda vloţných ztrát nebo téţ vloţného 
útlumu, která je nedestruktivní. Vyuţívá se zejména na měření útlumu konektorů. Nejdříve je 
proveden referenční náměr výkonu propojením zdroje s detektorem. Poté je vykonáno druhé 
měření, ve kterém mezi měřící dvojici přijímač a vysílač vkládáme měřené vlákno, čímţ 
dostaneme druhou poţadovanou hodnotu výkonu slouţící k výpočtu útlumu na zkoumaném 
vedení. Tato metoda není příliš přesná a velmi závisí na kvalitě pouţitých konektorů. Měření 
na vedení můţeme rozdělit do dvou skupin a to na měření před výstavbou a po samotné 
výstavbě, kdy je systém v provozu. Dle ITU G.650.3 v [22] je uvedeno doporučení dvou 
souborů testů pro měření prováděných při samotné výstavbě.  
a) První série obsahuje inspekci čel konektorů. Ve výukových prezentacích firmy 
PROFiber [23] se uvádí, ţe kolem 75 % poruch na vedení je způsobeno nekvalitními 
spoji. Provádíme tedy kontrolu poškrábání, k čemuţ slouţí videomikroskop. Dále se 
provádí v obou směrech OTDR. Tímto měřením stanovíme ztráty měřené trasy, 
zjistíme například útlum svarů a lokalizujeme případné ohyby či poruchy. Jelikoţ jsou 
odrazy vyslaných vlnění v chybných místech z obou stran jiné, je nutno toto měření 
provádět oboustranně. Při samotné aktivaci jiţ zapojeného systému přístroj RTU 
(Remote Test Unit) neboli vzdálená testovací jednotka provede automaticky sérii 
několika referenčních měření, jejichţ hodnoty uchová. Tyto hodnoty následně pouţije 
pro porovnávání s kaţdým následně provedeným měřením a dle stanovených tolerancí 
vyhodnotí, ţe jsou případné odchylky v daném rozmezí nebo nahlásí chybu na vedení. 
Rozšířený systém NQMSfiber pak navíc umoţňuje nastavení série opětovných 
referenčních měření, čehoţ je vyuţíváno v případech, kdyţ změny teplot v ročních 
obdobích mohou mít vliv na monitorovaný přenosový systém. Následným propojením 
stanic RTU a EMS (Element Management System), představující hlavní server, se pak 
vytvoří systém pro kompletní monitoring. Ten například umoţní po připojení na 
geografický systém přesnou lokalizaci poruchy, coţ můţe být u sloţitějších  
a rozsáhlejších sítí nezbytností. 
Dále se provádí metoda OLTS neboli transmisní přímá metoda, která v praxi za uţití 
zdroje záření na začátku vedení a měřidla výkonu na jeho konci, nabízí moţnost 
rychlého celkového měření útlumu a útlumu odrazu optického vlákna nebo dané trasy, 
také měření výkonu signálu, detekuje (ne však lokalizuje) ohyby vlákna a umoţní také 
zjistit délku měřeného úseku. Při prvním propojení zdroje a měřiče výkonu napřímo 
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dojde k základní sérii měření za účelem stanovení referenční hodnoty, se kterou budou 
porovnávány všechny následující naměřené hodnoty. Systém není schopen lokalizace 
výskytu chyby, pouze alarmuje na odchylky od stanovených referenčních hodnot. 
b) Druhá série měření pak obsahuje všechny body série první plus měření časově stálé  
a dobře odhadnutelné chromatické disperze CD (ChromaticDispersion) a polarizační 
vidové disperze PMD (Polarisation Mode Dispersion). K měření CD je vyuţíván 
modulovaný zdroj pracující na větším počtu vlnových délek a na straně přijímače pak 
zařízení schopné zachytit fázi přijatého vlnění. Tato zjištěná fáze je porovnána se 
vstupní fází čímţ získáme informaci o jejich poţadovaném rozdílu. Problémem je 
nutnost zajištění další trasy pro přenos informace o vstupní fázi mezi měřidlem  
a vysílačem. Pro měření CD je také pouţívána metoda zpoţďování impulsů. Jednotlivé 
světelné impulsy jsou vysílány s pevnou délkou a ve vysoce přesných, krátkých 
časových intervalech. Měření probíhá v různých vlnových délkách. Zařízení na straně 
přijímače nakonec porovná zpoţdění časových intervalů oproti jejich vstupním pevně 
taktovaným hodnotám. Toto zpoţdění je dáno právě vlivem chromatické disperze. Pro 
sniţování CD lze také pouţít takzvané kompenzační vlákno. Příkladem můţe být DCF 
(Disperzion Compensation Fiber) nebo HOM (High Order Mode) smotané do cívky na 
konci vedení. Toto vlákno má záporné hodnoty CD, proto se výsledná hodnota disperze 
kompenzuje. PMD je téţ nazývána interferometrická metoda a je zaloţená na 
interferencích optického záření o nízké spektrální čistotě (koherenci). Princip spočívá 
v tom, ţe na vstup interferometru přichází měřené světlo, které je posléze rozděleno na 
dva svazky. Jeden putuje na statické zrcátko a druhý na pohyblivé, jehoţ manipulací se 
mění hodnota posunu fází. Z interference pak analyzátor zjišťuje zpoţdění, které je 
zapříčiněno polarizační vidovou disperzí. Moderní analyzátory jsou schopné kvalitního 
měření na úsecích do 120 km, po dobu v okolí 180 s pro PMD a 40 s pro CD. 
Informace z [1], [24] a [25]. 
Hlubší rozbor OTDR 
Při metodě OTDR předpokládáme vstup obdélníkového optického impulsu o výkonu P0  
a šířce Δt na vstup vlákna, přičemţ část tohoto výkonu bude postupně rozptýlena ve směru 
cesty optického impulsu vlivem Rayleighova rozptylu a část tohoto výkonu bude odraţena 
do opačného směru a bude putovat směrem nazpět ke vstupu. Z určité vzdálenosti z od 
počátku vlákna se tedy ke vstupu dostane určité záření, jehoţ výkon Pb(z) je popisován tímto 
vztahem 
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Pb(z) = 0,5 ∙P0∙ Δt∙ S∙ αRvg∙ exp (−2αz),   (7.1)  
ve kterém S je spektrální koeficient zpětného rozptylu určující jaká poměrná část optického 
výkonu se šíří nazpět po vlákně, αR je činitelem ztrát způsobených Rayleighovým rozptylem 
avg značí rychlost šíření signálu. Symbol α zde představuje střední hodnotu koeficientu útlumu 
vlákna s měřenou délkou z. Detekujeme tedy hodnotu Pb(z) na čele zkoumaného vlákna za 
určitý řasový interval t = 2z/vg od okamţiku vyslání impulsu. Výsledkem analýzy pak můţe 
být časová závislost tohoto výkonu, která nám umoţní přesný monitoring daného měřeného 
úseku. Pro reflektometrickou analýzu dnes existuje řada zařízení, staticky připojených k síti  
i profesionální zařízení pro pohyb v terénu. Informace z [1]. 
7.1.3 Pravidelné kontroly a úpravy čel vláken 
Abychom docílili opravdu kvalitního spoje, musíme dodrţet jisté postupy při úpravách konce 
vláken. Pro tyto úpravy se dříve vyuţívaly různé druhy brusiv a materiálů na leštění. 
Vyuţíván byl dle [1] následující postup. Vlákno je nejprve zbroušeno diamantem na přesnost 
9μm, poté dojde na proces jemného broušení zvaného lapování na přesnost 1 μm a následně 
se vlákno leští suspenzí ceroxu na 0,3 μm. Díky poslední úpravě vznikne tzv. Beibbyova 
vrstva zacelující rýhy, která ovlivní ztrátovost daného rozhraní. Z hlediska kvality pro přenos 
jsou dves tyto úpravy vhodné pouze v průmyslové výrobě. Výsledné zakončení je vţdy třeba 
podrobit inspekci, k čemuţ se pouţívá videomikroskop. Ten odhalí škrábance a znečištěná 
místa. 
7.1.4 Systém MLS 
MLS (Monitoring Line System) je systém firmy SQS, který je navrhnut ke správě  
a celkovému monitoringu optické sítě nebo jejího uzlu. S jeho pomocí je téţ moţné 
lokalizovat chyby vzniklé na vedení. Základem jako u většiny ostatních systémů je měření 
útlumu na vedení. Jednotlivá zařízení této firmy jsou soustřeďována do samostatných 
statických funkčních bloků s moţností kombinování a snadné manipulace. Jsou to například 
LD vysílače, přijímače, WDM moduly pro signálový multiplex, zdrojové a záloţní jednotky, 
splittery, OTDR jednotky, zařízení COM (Control and Communication). To vše je umístěno 
na univerzálních stojanech. Výsledkem je vysoce funkční, uţivatelsky srozumitelný systém 
pro neustálý dohled nad optickou sítí. Informace z [26]. 
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7.1.5 Univerzální měřící systém EXFO IQS-500 
Výrobce tuto platformu nazývá inteligentní testovací systém. Do IQS-500 je moţno zapojit aţ 
100 optických modulů pro testování útlumu a optického výkonu. Příkladem modulů mohou 
být různé měřiče optického výkonu, zdroje záření, útlumové články, spektrální analyzátory, 
měřiče vlnových délek. Umoţňuje plnou kontrolu nad sítí nebo jejím uzlem podobně jako 
MLS. Platformu je moţno řídit například přes moduly s grafickým dotykovým rozhraním 
nebo je moţné ji připojit přes LAN nebo RS-232. Systém je kompatibilní s Windows XP-
professional. Informace z [27]. 
7.1.6 Další moţnosti kontroly 
Pro rozšířené, většinou uţivatelem prováděné kontroly jsou vyuţitelná zařízení pro vizuální 
zjištění poruch na kratších spojích (výrobci uvádějí obvykle do 5 km délky vlákna), nebo 
propojkách na rozvaděčích za pomoci červeného viditelného laseru s nízkou vlnovou délkou 
635 nm. Odhalí destruktivní ohyby vlákna, přerušení, defektní konektory a za pomoci 
průmětu na světlou podloţku odhalí poškození nebo znečistění čela vlákna. Zařízení jsou 
obvykle lehké a kompaktní, napájené bateriemi typu AAA. 
Existují téţ zařízení pro zjištění ţivého vlákna. Je jich vyuţíváno při přepojování kabelů 
pro kontrolu, zda je vlákno právě vyuţíváno nebo je moţné jej bez rizika odpojit. Dokáţe 
určit přibliţnou úroveň průchozího signálu, jeho směr i modulaci. Informace z [27]. 
Stanovení četnosti všech těchto analýz závisí především na důleţitosti provozovaného 
systému. Sítě fungující v armádních či zdravotnických komplexech a především 
vysokokapacitní páteřní vedení jsou zabezpečovány permanentním monitoringem jako 
například MLS s alarmujícím systémem. Často jsou doplněné systémem pro detekci změn 
teplot a v případě většího rozsahu vedení bývají také rozšířeny o metody přímého určení 
pozice vzniklé chyby vyuţitím GPS (Global Position System), který je pak implementován 
přímo na mapu sítě za účelem moţnosti okamţitého zásahu při vzniklé poruše. Tato 
bezpečnostní údrţba je pro správnou funkci podobných důleţitých sítí nebo jejich úseků 
nezbytná. Četnost kontrol menších například lokálních sítí, které jsou vyuţívány kupříkladu 
ve firmách, školách a průmyslových komplexech je prováděna s většími časovými odstupy, 
většinou dojde k zásahu a kontrole aţ v případě poruchy. Permanentní kontrolní systémy 
v těchto případech nebývají zapojovány nebo u nich není kladen důraz na vysokou přesnost  
a schopnost zachytit i menší výchylky. Za kontrolu těchto systémů obvykle odpovídá 
poskytovatel a sám si stanoví profil postupů nad jejich dohledem.  
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7.1.7 Prvky fyzické vrstvy optické sítě 
Optická vlákna 
Jak uţ bylo zmíněno výše, existují dva typy optických vláken. První jsou vícevidová, neboli 
MM (Multi Mode), které jsou pouţívány k přenosům na kratší vzdálenosti. Propojujeme jimi 
například stanice v areálech, budovy nebo je pouţíváme přímo na propojení zařízení uvnitř 
budov. Rozsah tohoto vedení se uvádí v řádu desítek aţ stovek metrů. MM jsou vlákna se 
skokovou změnou indexu lomu s větším zkreslením tvaru přenášeného signálu, protoţe 
jednotlivé paprsky mohou doputovat na konec vlákna v jiném čase. Pouţívanějším typem 
MM je vlákno gradientní, které se vyznačuje zaobleným profilem indexu lomu, dochází 
v něm spíše k ohýbání paprsků. V jádře se pohybuje mnoho přenosových paprsků, ale 
všechny dorazí na konec vedení ve stejném čase, protoţe paprsky blíţe k ose jádra se 
pohybují pomaleji neţ paprsky od osy vzdálenější. Tím je eliminováno nadměrné rušení. 
Druhým typem je vlákno jednovidové neboli SM (Single Mode). Tento vlnovod se vyznačuje 
velmi tenkým jádrem a je pouţit k přenosům na větších vzdálenostech v řádech desítek 
kilometrů například na propojení měst. Má nepatrně menší úroveň absorpce díky menšímu 
mnoţství pouţitého materiálu. Pořizovací cena bývá nepatrně vyšší neţ u vláken MM, 
nicméně tento rozdíl v ceně je neustále zmenšován. Nadále však platí, ţe v případě potřeby 
propojení kratších vzdáleností je vyuţíváno MM vlákno z důvodů niţší pořizovací ceny. Na 
velké vzdálenosti uţíváme SM. 
V současnosti je moţno zajistit bezpečnost vlákna vysoce citlivého na pohyb mnohými 
prostředky, které lze aplikovat přímo na plášť. Tyto jsou nevyhnutelné v případě montáţí 
vlákna do prostor, kde můţe být optický vlnovod vystaven fyzickému namáhání, nebo je 
komplikována jeho samotná pokládka například při zavěšování, vedení podél zdí přes rohy  
a podobně. Ochranný plášť vlákna obsahuje tahový člen sniţující tahové napětí působící na 
vlákno. Ten se většinou skládá z ocelových drátů nebo obsahuje vysoce pevná aramidová 
neboli kevlarová vlákna pro udrţení pevnosti v tahu. Typické hodnoty v tahu bývají 
maximálně 6000 N, namáhání tlakem je obvykle do 3000 N na 0,1 m délky. Dále se 
doporučuje vyuţití gelu a ochranných trubiček sniţujících namáhání vlákna. Eliminuje 
nadměrné tření při ohýbání kabelu, jelikoţ funguje jako mazadlo, dále zamezuje vniknutí 
neţádoucí vlhkosti a díky vysoké viskozitě také napomáhá rozloţení tlaků při ohýbání vlákna. 
Rozlišujeme petrolejové, silikonové a tixotropní gely, z nichţ nejvýhodnější z hlediska 
provozních teplot a teplot tání i tuhnutí jsou právě poslední dva. Pro další ochranu před 
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vlhkostí bývají kabely potaţeny voděodolnou izolační vrstvou. Při manipulaci s kabelem je 
nutno dodrţovat stanovené teplotní limity pro pohyb vlákna. Montáţe jsou doporučovány 
v rozmezí teplot od −10 do 50 stupňů Celsia. Provozovat kabel je obvykle vhodné v teplotním 
rozmezí od −20 do 60 stupňů Celsia, dále podle výrobce. Obecně platí, ţe při manipulaci 
s optickými kabely v teplotách pod bodem mrazu hrozí zvýšené riziko poškození vlákna. 
Informace z [1] a [28]. 
Zdroje světla 
Pro realizaci přenosu informace vláknem optického kabelu je zapotřebí kvalitního  
a spolehlivého zdroje světla. Tento musí splňovat mnohé poţadavky, jak v otázce 
poţadovaných generovaných vlnových délek, tak v otázkách konstrukčních a kvalitativních. 
Je zapotřebí dokázat s maximální účinností přeměnit vloţenou elektrickou energii na energii 
světelnou. Musí vykazovat velkou spolehlivost i při změně teploty, dále má vhodné 
konstrukční předpoklady pro napojení na vlnovod a především schopnost soustředit 
emitovaný paprsek do co nejuţšího úseku. V současných telekomunikacích máme k dispozici 
dva zdroje světla a to polovodičové diody LED a laserové diody LD. 
LED – jako zdroje širokospektrálního záření jsou vyuţívány na kratších úsecích v místech 
s menšími nároky na směrovou charakteristiku. Pro poţadované navázání emitovaného světla 
se vlákno umístí do blízkosti diody, nebo se do rozhraní vkládají mikro nebo makročočky. 
Světlo je nekoherentní (nízká spektrální čistota). Výhodou těchto součástí je niţší cena  
a vysoká spolehlivost. 
LD – s úzkou spektrální charakteristikou jsou vyuţívány na dlouhých vedeních s potřebou 
přesné směrové charakteristiky a především v oblastech, kde je pouţíván vlnový multiplex 
(WDM). Umoţňuje skvělé navázání vyzářeného výkonu do vlákna a to kvůli směrové 
charakteristice, která svírá úhel pouhých 5°. Světlo je koherentní. LD jsou jako zdroje světla 
pro optické přenosy mnohem výhodnější z hlediska širší sféry pouţití. Nejsou však tolik 
spolehlivé a stabilní jako LED a především jsou mnohem draţší. Laserové diody jsou schopny 
pokrýt veškerou vyuţívanou šířku pásma, tedy od 0,85 μm do 1,55 μm, přičemţ udrţí v tomto 
rozmezí šířku pásma pod 5 nm. Nevýhodou bývá nutnost nasazení chladících jednotek. 
Informace z [1]. 
Detektory světla 
Signál vyslaný LED nebo LD do vlákna musí být na druhé straně optického systému nějakým 
způsobem detekován. K tomuto je zapotřebí optického detektoru s parametry vyhovujícími 
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pouţitému přenosovému systému jako schopnost detekovat vlnění v pásmu vlnění vysílaného, 
rychlost, cena, malé rozměry, ţivotnost a výhodné teplotní charakteristiky. Zpravidla 
vyuţíváme polovodičové diody a to především klasické třívrstvé fotodiody PIN a lavinové 
fotodiody APD. Po rozboru vlastností obou polovodičů je zřejmé, ţe pro běţné pouţití je 
z hlediska niţších pořizovacích nákladů lepší křemíková fotodioda PIN. V případech systémů 
s nutností širokopásmové detekce je pak výhodnější lavinová fotodioda APD. 
Od zvolené kombinace přijímače a vysílače vlnění se výrazně odvíjí moţnost délky vedení. 
Například pro dvojici LED a PIN na digitálním systému 34 Mbit . s-1 s běţným typem vlákna 
SM pracujícím na vlnové délce 1,55 μm o 0,3 dB . km-1 je moţno realizovat přenos o délce 
100 km. Na stejném typu vlákna, jen s odlišnou dvojicí LD jako vysílač a APD jako přijímač, 
je moţno provozovat vedení o rozsahu 170 km. Informace z [1]. 
Rozebíratelné spoje 
Tyto typy spojů, chcete-li konektorů, jsou nutné například z důvodů nezbytnosti opakovaného 
připojení a odpojení kabelů na zesilovače, ústředny, měřící analytická zařízení a jiné prvky 
sítě. Konektorování optických kabelů je nesrovnatelně obtíţnější, neţ zajištění konektoru na 
metalických sítích. Jsou kladeny velké poţadavky na přesnost a dokonalost řezu zakončení.  
Kvalita je tedy podmíněna především kvalitou rozhraní dvou propojovaných součástí, neboli 
jak přesně na sebe části přiléhají. To je dáno především konstrukcí konektoru, která musí 
zajistit přesnou fixaci obou spojovaných bodů v přesné protipoloze. Úroveň schopnosti 
dosáhnout co nejkvalitnějšího spojení pak určuje cenu konektoru. Klíčovým faktorem pro 
výběr tedy zůstává především přesnost spoje, jeho pevnost, kvalita konstrukce konektoru  
a sloţitost instalace (školení personálu atd.). Dobrou variantu v současnosti skýtá vyuţití 
systému pigtail. Jedná se prakticky o koupi hotového kabelového zakončení s kusem kabelu. 
Ten je připraven na navázání například svařováním na kabel, který potřebujeme zakončit. 
Často je vyuţívána metoda SOC (Splice On Connector) vyuţívající svařování vlákna přímo 
v konektoru. Jednotlivé části tohoto konektoru jsou dodávány v přehledném praktickém 
balení pro snadné pouţití. Proces SOC začíná navařením optického vlákna dovnitř ferule  
a končí osazením jednotlivých dalších dílů konektoru. Současná zařízení vytvářejí konektory  
o vloţném útlumu 0,3 dB. 
Nejpouţívanějším spojovacím prvkem současnosti je konektor SC s telekomunikačním 
standardem, bez moţnosti aretace, jehoţ vloţný útlum činí pouhých 0,15 dB a výrobce uvádí 
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ţivotnost aţ jednoho tisíce opětovných zapojení. Dále konektor LC, který je výhodnější 
zejména kvůli úspoře prostoru a E2000 s vloţným útlumem pod 0,2 dB. Informace z [1]. 
Nerozebíratelné spoje 
Mnohdy je zapotřebí, aby na sebe optická vlákna navazovala. Má-li být spoj nerozebíratelný, 
pouţíváme například metodu svařování elektrickým obloukem. Primární parametry jako 
velikost pouţitého proudu a doba svařování jsou řízeny mikroprocesorem svařovacího 
zařízení. Příkladem můţe být postup firmy Ericson, ta uţívá proud 16,25 mA/50Hz. Tento typ 
spoje má 70 % z původní pevnosti vlákna a průměrná hodnota jeho útlumu je 0,02 dB. 
Současné technologie vyuţívají pro kontrolu svaru 3-D technologii někdy označovanou jako 
PAS (Profile Alignment System), zaručující dokonalé poţadované umístění středů 
v protipoloze. Doba svařování je v okolí 7 s v poloautomatickém reţimu a kolem  
9 s v nastavitelném reţimu. Průměrný vloţný útlum sváru je pro SM 0,02 dB a pro MM pouze 
0,01 dB. Toto zařízení je vhodné i do terénu. Existují i speciální svářečky pro gibbonové 
pásy. Před samotným spojováním vláken, coţ platí i pro kapitolu rozebíraných spojů, je 
zapotřebí kabel vhodně a šetrně rozdělit. Pro tato opatření byl vyvinut způsob zvaný 
zalamování optického vlákna vyuţívající lámačky s otočným diamantovým noţem. Vlákno je 
nejprve zbaveno primární ochrany, poté příslušným způsobem zalomeno a lom je 
zkontrolován videomikroskopem. Je také moţné zalamování ribbonových pásů. Dalším, dnes 
uţ zastaralým způsobem propojení vláken napevno, je lepení. Jedná se o jednodušší a levnější 
avšak méně efektivní metodu. Ztráty na těchto spojích jsou výrazně vyšší a spoje také 
vykazují velkou citlivost na změnu teplot, která se projeví zvýšením ztrát v řádu desetin dB. 
Jako efektivní z hlediska ceny, provedení i výsledné kvality přenosu se jeví mechanické spoje 
vyuţívající nejrůznějších konstrukcí pro fixaci vlákna v protipoloze. Rozhraní mezi vlákny je 
opatřeno různými přípravky jako gely, které musí splňovat podmínku zachování co 
nejpodobnějšího indexu lomu jaký má jádro. V současné době existuje mnoho výrobců 
vydávajících kompletní sety pro jednoduché a efektivní spojení vláken přímo v terénu, u 
nichţ se uvádí záruka ztrát pod 0,3 dB. V problematice spojování by také měla být zmíněna 
moţnost nasazení soustavy čoček. Tyto představují dokonalý způsob jak bezpečně přenést 
světelný signál z jádra jednoho vlákna do jádra vlákna druhého o rozdílném průměru. V praxi 
se jedná o soustavu dvou kuliček s odpovídající ohniskovou vzdáleností. Jejich nasazení je 
zvláště vhodné v místech častých otřesů jako například v blízkosti oblastí uţívání těţké 
techniky (například kolejová vozidla). Informace z [1]. 
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Vazební členy na vedení 
Další moţností poruchy nebo nárůstu nechtěného útlumu na přenosu v optickém vlákně můţe 
nastat na takzvaném vazebním členu, který umoţňuje spojování či rozdělování signálu. Jsou 
nezbytné například pro funkci duplexního reţimu stanice a jsou klíčovou součástí pro zařízení 
vyuţívajících vlnový multiplex WDM. Vazební členy mohou být sestrojeny slepením nebo 
mohou být spojeny tavením. Nejčastějším typem vazebních členů je rozdvojovací konstrukce 
do tvaru Y a také tvaru X a T, kde je na průsečíku obou os kříţených vláken vhodně umístěno 
polopropustné zrcadlo. Informace z [1]. 
Opakovače a zesilovače 
Dojde-li k situaci, ţe útlum nebo šum na našem vedení překračuje meze, které umoţňují 
detekci signálu s poţadovanou snesitelnou úrovní chybovosti, musíme na vedení nasadit 
zařízení k restrukturalizaci vysílaného signálu. Také je jich zapotřebí na vedení s přílišnou 
délkou. Jsou to zařízení zvaná opakovače a zesilovače signálu. Opakovače signálu jsou prvky 
sítě, které přijímají optický signál na vedení a převádějí jej na signál elektrický. Ten je podle 
potřeby zesílen, upraven a opět se převádí na optický signál, který pokračuje dále na vedení 
k přijímači. V současnosti jsou vyuţívány i optické zesilovače, které jiţ nepotřebují konverzi 
signálu na elektrický, ale jsou schopny zesílení samotného příchozího optického signálu. 
Příkladem produktu můţe být vysoce výkonný EDFA (Erbium Doper Fiber Amplifier) 
zesilující jakýkoliv optický signál. Informace z [1]. 
Multiplexové jednotky 
Na optickém vlákně uţíváme několik typů multiplexu, tedy vyuţití jednoho vlákna pro 
vícenásobný přenos. V zásadě existují tři druhy. Prvním typem je vlnový multiplex, kdy 
dochází ke sloučení několika optických vlnění s různými vlnovými délkami do jednoho 
vlákna. Dále pouţíváme časový multiplex, kdy je kaţdý signál na výstupu přidělen do pevně 
daného časového intervalu. Podobně jako u metalických sítí také při optickém přenosu 
pouţíváme frekvenční multiplex, kdy na vstup vysílače přichází jiţ frekvenčně modulovaný 
signál, poté je převeden na vyšší kmitočet vhodný pro přenos na optickém vedení. Je 
frekvenčně limitován optickými vysílači a přijímači. Méně pouţívaným typem, je multiplex 
vláknový nebo také prostorový, kdy kaţdý přenos má svou vlastní fyzickou linku ve svazku  
a je proto více nákladný. Nejvíce pouţívanou variantou je vlnový multiplex WDM. Informace  
z [1]. 
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Montáže optických vláken 
Při pokládce optického vlákna je zapotřebí uvaţovat adekvátní nepříznivé vlivy, které mohou 
vlákno poškodit nebo ovlivnit přenos. Musíme předcházet kolizím, jeţ mohou být způsobeny 
vlhkostí, teplotou, chemikáliemi, hmyzem, zvířaty i lidmi, hlínou a jejím posunem či 
roztahováním vlivem změn teplot. Vlákno dále musíme zabezpečit proti případnému pohybu, 
například při zavěšení vlákna ve vzduchu, a také proti ohybu. Na něj je při samotné pokládce 
brána největší zřetel, podobně jako na taţnou sílu vyvíjenou na vlákno. Hodnoty stanoví 
výrobce. Při pokládání optického kabelu je nutno dodrţet pravidlo, ţe kabel je vţdy spouštěn, 
nikoli vytahován. Je brát zřetel na potřebu začlenění opakovačů a zesilovačů, které musí být 
umístěny v prostorách s moţností napájení. Uzly optického vedení je nutno umisťovat na 
pozice, kde je toto umoţněno, zejména v budovách. Pokud to není umoţněno, bývají 
sestavovány tzv. pouliční kabinety. 
V současné době je často pouţívaná profesionální metoda pokládky zvaná zafukování. 
Princip je jednoduchý, optické vlákno je prakticky zafouknuto tlakem vzduchu (v Itálii je 
k tomuto účelu pouţívána i voda) do ochranné trubky HDPE (High Density Poly-ethylene). 
Tato metoda je šetrná k vláknu, omezuje se jeho ohyb a namáhání taţením, také umoţňuje 
snadnou výměnu. K zafukování na větší vzdálenosti uţíváme i vzduchových čerpadel 
zapojených za sebe do tandemu. Díky technologii mikrotrubičkování neboli zafukování 
jednotlivých vláken po jednom, lze vyuţít prostor v ochranné trubce HDPE na maximum. 
Toho je vyuţíváno především v sítích FTTH (Fiber to the Home). Pro pokládku menších 
svazků optických kabelů pouţíváme metodu MCS (Micro Cabling System). Příkladem 
systému je MCS-road pro uloţení svazků vláken do vozovek a chodníků v hloubkách v řádu 
pouhých centimetrů. Optický kabel je zde chráněn silnou trubičkou z mědi a vrstvou 
polyetylenu. V tomto případě je kabel limitován ohybem o poloměru 7 cm a díky zpevnění je 
schopen odolat stahové síle o velikosti 1000 N. Druhým systémem je MCS-drain vyuţívající 
k uloţení kabelu vodovodních odpadních trubek. Vlákna jsou chráněna silnou trubičkou 
z hliníku a vrstvou polyetylenu. Pevnost v tahu je aţ 1500 N a poloměr ohybu je uváděn  
10 cm. Předejít všem kolizím s vnějšími vlivy však není moţné. Dnes jiţ známe případy 
přerušení spojení celého státu náhodným zásahem jediného člověka. Informace z [1]. 
7.1.8 Rozbor a doporučení fyzických prvků optické sítě 
Mimo zavedení permanentních a náhodných výše zmíněných monitorovacích systémů je třeba 
provádět i jiné kontrolní auditní operace. Primárně je dobré při chybách na vedení provádět 
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kontroly zakončení optického vlákna videomikroskopem za účelem odhalení škrábanců nebo 
nečistot. Je nutno dodrţet postupy pro zalamování a konektorování vláken. Další poruchy 
mohou být vyvolány chybným výběrem samotného vlákna, kdy za účelem úspory je vyuţito 
vlákno s vysokou disperzí nebo nízkým poloměrem ohybu. To můţe způsobovat vznik 
mikroohybů a makroohybů zejména při instalaci kabelu v budově. Na delších vedeních je 
třeba zavádět patřičné kombinace zdroje světla LED/LD a přijímače PIN/APD. V případě 
pouţití LD je nutno počítat s její menší spolehlivostí a například u multiplexu DWDM, 
vyuţívajícího vysoce výkonné úzkopásmové LD, je zapotřebí zajistit chlazení. Mnoho chyb je 
moţno způsobit při samotné nešetrné pokládce kabelu, je třeba respektovat výrobcem dané 
limity pro ohyb kabelu. Také je třeba brát zřetel i na moţnost výměny po uloţení kabelu. 
 
7.1.9 Vlastní audit na vybrané síti 
Do své práce začleňuji postup kontroly fyzické vrstvy části páteřního vedení Brněnské 
akademické sítě, která je monitorovaná systémem MLS. Jedná se o část trasy na Ţlutém kopci 
kolem Masarykova onkologického ústavu. Vlákna tohoto úseku vedení podstoupila sérii 
měření k verifikaci přenosových vlastností. Z těchto pak bylo vybráno 35 vzorků za účelem 
prozkoumání výsledků jejich analýz. Byly pouţity metody OLTS, OTDR a poté měření CD  
a PMD. 
Vyhodnocení výstupních dat  
– Byla provedena a zdokumentována kontrola znečištění a poškrábání čela konektorů na 
zkoumaných spojích za pomoci videomikroskopu. Kontrola byla vykonána na 35 vzorcích, ze 
kterých bylo stanoveno 15 jako nevyhovující a vhodné k čištění. Fatální chyby, například 
poškrábáním se nevyskytují. Ţádné vlákno nevykazuje po vizuální kontrole nutnost výměny. 
– Úsek byl podroben testu OLTS neboli přímou metodou z obou stran vedení. 
Z dokumentace sítě známe délku vedení (1804 m) a určíme vlastní limitní hodnotu útlumu 
celého úseku. Tu získáme součtem jednotlivých poţadovaných útlumů konektorů (orientační 
hodnota 0,5 dB), útlumů svarů (v okolí 0,15 dB) a útlum vedení v přepočtu na kilometr délky 
vlákna. Pro příklad bylo vybráno typické vlákno SM, které při 1310 nm vykazuje útlum pod 
0,34 dB . km
-1, při 1550 nm hodnotu pod 0,21 dB . km-1 a při 1625 nm má útlum pod  
0,24 dB . km
-1
. Tato výsledná sečtená limitní hodnota je pro nás hodnotícím faktorem pro 
stanovení, zda síť svými parametry vyhovuje či nevyhovuje poţadovanému provozu 
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v závislosti na vlnových délkách. Tuto hodnotu tedy porovnáváme se skutečnou naměřenou 
hodnotou celkového útlumu. Při překročení některých stanovených hodnot lze odhadem určit 
příčinu anomálie. Chyby na nízké vlnové délce většinou značí defekt konektoru jako vyosení 
nebo jeho znečištění, na nízké vlnové délce pak většinou poukazují na makroohyby. Tato 
metoda je velice přesná pro zjištění celkového útlumu, avšak neurčí pozici defektu. 
– Úsek byl podroben testu OTDR na všech vláknech z obou strana na vlnových délkách 
1310 nm, 1550 nm a 1625 nm. Délka jednoho měřícího pulsu na vlákno byla stanovena na 
100 ns. Metodou byla určena zdánlivá délka vedení 2306 m. Detekovali jsme odraz ve 
vzdálenosti 0,5 km na spoji předřadného vlákna s vlastním zkoumaným vláknem. Zdánlivá 
délka zkoumaného vedení, tedy celková délka mínus předřadné vlákno, byla zjištěna  
1,806 km. Odchylka činí 2 m od skutečné hodnoty. Funkce odhadu délky vedení u OTDR 
ovšem není primární. Na vláknech není zjištěna ţádná porucha jako přerušení nebo ohyb, 
vlákna se jeví homogenní. Avšak byla zaznamenána mírně zvýšená reflektance na většině 
konektorů v okolí −36 dB aţ −38 dB. Obvyklá úroveň reflektance bývá méně neţ −40 dB. 
Toto je způsobeno značným znečištěním čel konektoru. Extrémní rozdíly vykazuje vzorek na 
spoji s předřadným vláknem, coţ signalizuje pravděpodobné vyosení konektoru.  
– Měření CD a PMD analyzátorem CD/PMD proběhlo v rozsahu vlnových délek 1475 nm 
aţ 1625 nm. Obě analýzy určily přibliţnou délku měřeného úseku pomocí zabudovaného 
modulu OTDR. Analyzátor vykreslil průběhy disperze v závislosti na síle signálu. Hodnota 
chromatické disperze se pohybuje v okolí hodnot 15 ps . (nm . km)-1 aţ 18 ps . (nm . km)-1. 
Hodnota PMD nevykazuje zvýšené hodnoty, avšak je velmi těţce odhadnutelná, proto je 
vhodné provádět tuto analýzu s uţšími časovými rozestupy. 
Závěr vlastního auditu  
Provedená analýza fyzické vrstvy aplikovaná na tento úsek zkoumané trasy je plně dostačující 
a podává kompletní zprávu o jejím stavu, ale pouze v daném rozsahu. Pro všechny metody 
analýzy byly vybrány vhodné výkonné analyzátory podporující deklarovaná doporučení.  
Z mého pohledu se však tento audit jeví jako nekompletní. Pro dosaţení plnohodnotného 
ověření výkonnosti systému je třeba provést verifikaci ostatních vrstev RM ISO/OSI. Některé 
vybrané náměry jsou na CD v příloze A. 
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7.2 Síťová a spojová vrstva 
7.2.1 Doporučení RFC 
Jako v kaţdém jiném odvětví průmyslu a obchodu je i ve vývoji IT primární snaha zajistit si 
v boji s rozsáhlou konkurencí co nejvyšší zisk. Samozřejmě při snaze prosadit svůj produkt 
můţe dojít k tomu, ţe zákazníkovi nejsou uvedena všechna fakta, dochází k zatajování 
některých informací. To by mohlo v případě kontrolních a auditních systémů znamenat velké 
komplikace. Proto, aby zákazník měl jistotu kvality při koupi a posléze vyuţití těchto 
systémů, bylo zaloţeno sdruţení technických, návrhových, vývojových pracovníků, kteří ve 
spolupráci s výrobcem a uţivatelem začali vydávat standardy. Ty jsou nazývány RFC 
(Request For Comments), jsou vzorem pro výrobce a pro zákazníka představují důkaz, ţe 
dané zařízení pracuje dle jejich poţadavků. Skupina či sdruţení těchto vývojářů se nazývá 
IETF (Internet Engineering Task Force) a je rozdělena na BMWG (Benchmarking 
Methodology Working Group) testující systém po jeho částech a IPPM (IP Performance 
Metrics Working Group), která měří síť jako celek. Jimi vydávané internetové standardy 
vzhledem k jejich masovému rozšíření lze jiţ spíše neţli za doporučení povaţovat za normy, 
řídí se jimi naprostá většina internetových protokolů. Za jeho výhodu lze povaţovat fakt, ţe 
vývojově je prakticky neovlivnitelný a plně účelný. První dokument RFC byl vydán jiţ v roce 
1969 v Kalifornii. Informace z [29]. 
RFC 1242 
Tento dokument sekce BMWG z roku 1991 definuje hlavní měřené prvky informační sítě, 
jimiţ jsou například zpoţdění, propustnost, ale také popisuje prvky jako je most nebo 
směrovač. Důvodem bylo ujasnění základní terminologie a oproštění následujících 
dokumentů od nutnosti tyto pojmy jakkoli dále vysvětlovat. Tímto se lze vyhnout rozdílnému 
popisu téhoţ pojmu v různých dokumentech, jenţ by mohl být matoucí. Informace z [30]. 
RFC 1944 
Dokument BMWG vydaný v roce 1996 popisuje testy jednotlivých prvků sítě a určuje, jakým 
způsobem mají být prezentovány jejich výstupy. Jsou zde tedy kupříkladu postupy pro 
zapojení testerů, jejich nastavení a také nastavení testu s ohledem na velikost rámce pro 
Ethernet. Tento vysoce obsáhlý standard byl ovšem prohlášen za zastaralý a jiţ existuje 
nástupce RFC 2544, který je níţe obsáhleji rozebrán. Informace z [30]. 
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RFC 2544  
Opět dokument RMWG z roku 1999 je prakticky současným nástupcem RFC 1944, který se 
od svého předchůdce liší změnou rozsahu IP adres, které jsou nutné pro testování IS a to od 
192.18.0.0 do 198.19.255.255. Toto rozmezí bylo vymezeno pro prevenci pronikání 
testovacích datových toků do měřeného informačního systému. V dokumentu je dále uvedeno 
několik typů měření pro verifikaci výrobcem uváděného výkonu zařízení nebo IS, z nichţ se 
vţdy vybírá série testů aplikovatelná na daný typ měřené sítě nebo pouze jejího prvku. Také 
je uvedeno, jakou formou jsou prezentovány výstupy těchto testů. Unifikace výsledků zaručí 
uţivateli moţnost přesné a jednoduché komparace kupříkladu dvou zařízení od různých 
výrobců. Specifikace RFC 2544 uţivateli klasifikuje testy dle čtyř částí podle míry, do jaké 
jsou v nich její doporučení splněna a to dle výrazů musí, požaduje, měl by a volitelné. Uţivatel 
tedy pozná, do jaké míry test naplňuje doporučení RFC 2544. 
Doporučení také pojednává o eventuálních zapojeních testeru k DUT (Device Under Test). 
K těmto testovaným zařízením přistupujeme jako k tzv. černé schránce (neboli blackbox), coţ 
znamená, ţe na vnitřní zapojení DUT se nepohlíţí, je nepodstatné, můţe představovat most, 
směrovač nebo úsek IS. K DUT lze připojit testovací přístroj dvěma způsoby. Preferuje se 
zapojení na obr. 7.1, kdy vstup (přijímač) i výstup (vysílač) měřeného prvku je připojen na 
jeden tester.  
 
Obr 7.1: Jeden tester je připojen na vysílací i přijímací port 
Při zapojení dle obr. 7.2 je na vstup DUT připojen na jeden tester a na výstup pak druhý, 
reprezentují tak vysílací a přijímací zařízení. V tomto případě je zapotřebí zajistit stavovou 
synchronizaci mezi stanicemi.  
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Obr. 7.2: Jeden tester na vstupu DUT, druhý na výstupu 
V dokumentu je dále rozepsána závislost počtu měření na velikosti datového rámce. 
Testování probíhá v několika cyklech, pokaţdé s rozdílnou délkou přenášených rámců. 
Minimálně se jedná o 5 odlišných velikostí s dostatečnou délkou intervalu, v nichţ by 
zpravidla měli být rámce s maximální a minimální délkou v závislosti na charakteristikách 
přenosového média. Ethernet je testován v sedmi cyklech s velikostí rámce 64, 128, 256, 512, 
1024, 1280 a 1518 bajtů. Podobně je uvaţována i rychlost vysílání rámců, kdy stanovíme její 
maximální definovanou velikost vztaţenou na délku rámce. 
Přicházející testované rámce bývají číslovány, čímţ dojde k vytvoření jednolité sekvence 
napomáhající snadné zjištění například zdvojení nebo zahození. Velikost přijatého rámce je 
porovnána, zda odpovídá velikosti rámce odeslaného. Dále je kladen důraz na třízení 
testovacích rámců například od směrovacích paketů.  
Před testem je vhodné provést rozbor moţných faktorů, které mohou výrazněji ovlivnit 
výkon testovaného prvku. Po provedení hlavního testu je vhodné realizovat další měření 
s těmito potenciálně nepříznivými podmínkami, jako například provoz směrovače v reţimu 
všesměrového vysílání, kdy na něj v pravidelných intervalech zasíláme všesměrovou adresu. 
Tato měření jsou ovšem vysoce časově náročná, proto je důleţitý bezchybný výběr podmínek, 
který skutečně nejlépe charakterizuje reálný provoz. 
Vývojáři RFC také uvádějí moţnost vyuţití takzvaného shlukového provozu (nebo téţ 
bursty traffic). Ten spolu s konstantní zátěţí představuje reálnější simulaci skutečného 
prostředí. Rámce jsou vysílány s minimálními mezerami, s cílem najít interval mezi shluky, 
kdy nedochází ke ztrátě rámce. Ve shlukovém provozu jsou vyuţívány rámce po 16, 64, 256 
 a 1024. 
Dokument RFC 2544 neobsahuje ţádné specifikace ohledně provedení testů několika 
odlišných protokolů probíhajících na médiu současně, nelze také uvaţovat moţnost 
souběţného měření přenášených rámců s rozdílnou velikostí. 
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Zařízení s několika vstupními a výstupními porty jsou podrobena sérii testů pro kaţdý port 
zvlášť. Tímto způsobem lokalizujeme chybu snadněji, neţ při testu všech portů najednou.  
Na závěr dokumentu jsou definovány sady testů skládající se z dílčích měření. Ta jsou 
realizována podle určitých postupů: 
1. v případě, ţe měřené zařízení je směrovač, vyšleme směrovací data na jeho vstupní 
port a čekáme 2 sekundy, abychom měli jistotu, ţe informace byla zpracována, 
2. je vyslán „učící“ rámec, který zajistí, ţe testované zařízení ví kam zasílat testovací 
rámce, 
3. spuštění a průběh testu po dobu 60 s, 
4. čekáme 2 sekundy na poslední rámec, 
5. čekáme 5 sekund pro zajištění stabilizace zařízení. 
Test propustnosti dle RFC 2544  
V této části je rozebráno měření propustnosti, která byla definována v dokumentaci RFC 1242 
jako maximální rychlosti, kterou mohou být data posílána, aniţ by došlo k jejich ztrátě.  
Postup testování: Skrz testované zařízení jsou během testu posílána určitou rychlostí data. 
Na konci měření, které trvá maximálně 60 s, dojde k porovnání počtu vyslaných a přijatých 
rámců. Pokud součty vstupních a výstupních dat souhlasí, dojde ke zvýšení přenosové 
rychlosti, v opačném případě, kdy se součty nerovnají, je rychlost sníţena. 
Výsledná zpráva: Výstupem tohoto testu je zpráva formou grafického zpracování 
závislosti délky rámců na rychlosti rámců za sekundu. Na ose x je znázorněna délka rámce, na 
ose y pak rychlost. Graf má obsahovat křivku maximální předpokládané rychlosti datového 
toku na měřeném médiu a křivku reprezentující výsledky měření, tedy reálnou rychlost. Dle 
potřeby je moţno vynášet další závislosti například pro jiné rychlosti datových rámců. Zpráva 
téţ obsahuje informativní texty s popisem média, pouţitého protokolu či formátu přenášených 
dat.  
Test zpoždění dle RFC 2544  
Primárním cílem je stanovení zpoţdění dle specifikace RFC 1242, tedy určení, jak dlouho se 
vyslaný rámec zdrţí při průchodu daným médiem. Pro zařízení typu „store and forward“ 
(např. switch, router) je to časový úsek od vstupu posledního bitu přenášeného rámce do 
zařízení aţ do výstupu prvního bitu rámce z testovaného zařízení. Pro přístroje vyuţívající 
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systém „bit forwarding“ (jako například huby) platí, ţe latence se počítá od průchodu prvního 
bitu příchozího rámce vstupním portem do průchodu prvního bitu rámce výstupního, tedy na 
výstupním portu zařízení. Poslední variantou je Cutthought, kdy se nejprve načítá hlavička  
a aţ posléze dojde k odeslání z výstupního portu. 
Postup testování: Pro kaţdou velikost pouţitého rámce určíme propustnost. Na vybraný 
bod sítě vysíláme rámce definované velikosti skrz testované zařízení se zjištěným zpoţděním. 
Doporučená délka vysílání je 120 s, přičemţ v čase 60 s, který bude uloţen ve vysílači jako 
čas A, je vyslán jeden kontrolní značkovací rámec. Po přijetí a rozpoznání toho rámce 
přijímačem je zaznamenán čas B. Námi poţadovaná latence je zjištěna z rozdílu časových 
hodnot B a A. Pro přesnost tohoto měření je zapotřebí test provádět opakovaně, doporučuje se 
alespoň dvacetkrát.  
Výsledná zpráva: Obsahuje vţdy definici zpoţdění z doporučení RFC 1242. Výstupem 
testu je vţdy přehledná tabulka s hodnotami velikosti a rychlosti rámce, popisem média  
a především s výslednou zjištěnou latencí. Příklad výstupní tabulky je tab. 7.1. 
Tab. 7.1 : Příklad výstupní tabulky měření zpoţdění podle RFC 2544 
 
Délka Rychlost Typ média Latence 
Rámec A 
    
Rámec B 
    
Rámec C 
    
Rámec D 
    
 
Tento typ testů je časově vysoce náročný. Testujeme-li například v prostředí sítě Ethernet, 
máme 7 délek rámců, pro které provádíme minimálně 20 dalších jednotlivých testů. 
Dohromady tedy 280 min testování plus příprava, potřebná nastavení a zjištění propustnosti. 
Ve výsledku je tedy velmi nepravděpodobné, ţe test bude dokončen v čase menším neţ  
5 hodin. 
Testování ztrátovosti dle RFC 2544  
Cílem je určení zpoţdění definovaného v RFC 1242. Jedná se procentuální míru udávající 
mnoţství paketů, které by mělo projít od vysílače k přijímači, ale z důvodů nejrůznějších 
nedostatků na síti doručeno nebylo. Matematicky lze vyjádřit uţitím rovnice: 
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     [ ]                       (7.2) 
Postup testování: Opět vysíláme určitý počet rámců definované délky a rychlosti na 
testované zařízení. Při předpokladu nulové ztrátovosti budou všechna data ze vstupního portu 
přenesena na port výstupní a odeslána dále. Testy jsou prováděny od maximální 
předpokládané rychlosti k rychlostem niţším s krokem nejvýše 10 % aţ do chvíle, kdy je 
zaznamenána nulová ztrátovost ve dvou po sobě jdoucích měřeních. 
Výsledná zpráva: Výstupem testu je graf závislosti rychlosti přenášených rámců (osa x) na 
ztrátovosti (osa y). Obě veličiny jsou vyjadřovány v procentech v rozsahu 0 aţ 100 %. 
Testování rámců back-to-back dle RFC 2544 
Back-to-back jsou pevně taktované rámce s jednotnou délkou a s minimální povolenou 
mezerou odvislou od pouţitého média. Jejich definice je opět obsaţena v doporučení RFC 
1242. Testem se technik snaţí zjistit nakolik je zařízení schopné tyto poţadavky splňovat. 
Postup testování: Do DUT zasíláme back-to-back rámce a vyhotovujeme kontrolní součty. 
Pokud tyto souhlasí, provedeme navýšení délky přenášených rámců. Test je prováděn 
padesátkrát a více, délka trvání je stanovena na nejméně 2 s.  
Výsledná zpráva: Výstupem testu je opět tabulka podobná té z měření zpoţdění. Řádků je 
tolik, kolik je délek testovacích rámců, ve sloupcích jsou vyznačeny právě tyto délky spolu  
s výslednými hodnotami měření reprezentovanými jejich aritmetickými průměry.  
Testování zotavení po restartu dle RFC 2544  
Tímto testem zjišťujeme dobu, za kterou se zařízení po restartování (respektive výpadku 
napájení) uvede zpět do plného provozu. 
Postup testování: Před samotným měřením je třeba znát u zařízení propustnost rámců 
s nejmenší délkou. Tyto krátké rámce jsou posléze vyslány na DUT, které bude během jejich 
průchodu restartováno. Čas posledního vyslaného rámce před restartem je zaznamenán, 
podobně jako čas, kdy byl vyslán první rámec po restartu. Doba zotavení je pak rovna rozdílu 
těchto dvou časů. Simulujeme-li na zařízení výpadek napájení, pak doba, kdy je zařízení 
mimo provoz, činí dle specifikací 10 s. 
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Výsledná zpráva: Zpráva můţe být reprezentována tabulkou či slovním popisem, kde bude 
uvedena doba zotavení ke kaţdému způsobu uvedení zařízení mimo provoz. 
Testování zotavení po přetížení zařízení dle RFC 2544  
Tímto testem zjišťujeme dobu, za kterou se zařízení po přetíţení uvede zpět do plného 
provozu.  
Postup testování: Opět je zapotřebí před testem znát propustnost pro jednotlivé délky 
rámců. Poté je simulováno přetíţení vysíláním rámců s rychlostí navýšenou o 10 % oproti 
rychlosti určené propustností. Poté je rychlost sníţena o 50 % a dojde k porovnání času 
posledního ztraceného rámce a času, kdy byla rychlost sníţena o polovinu (tedy čas kdy byla 
obnovena plná propustnost). Rozdíl těchto časů je námi hledaná hodnota zotavení po 
přetíţení. Samotný test probíhá po dobu jedné minuty a je několikrát opakován 
Výsledná zpráva: Zpráva můţe být opět reprezentována tabulkou či slovním popisem, kde 
bude k jednotlivým pouţitým délkám paketů a propustnostem přiřazen aritmetický průměr 
z naměřených dob zotavení po přetíţení. 
Informace čerpány z [31]. 
RFC 3222, RFC 4061, RFC 4098 (3. Vrstva ISO/OSI- směrovače) 
Tyto standardy vydané skupinou BMWG jsou výslovně zaměřené na popis chování  
a testování směrovačů. Tímto je tedy lze zařadit do dokumentů zabývajícími se popisem 
kontroly síťové vrstvy referenčního modelu ISO/OSI. Informace z [30]. 
RFC 2889 (2. Vrstva ISO/OSI) 
Tento dokument v zásadě navazuje na elementární doporučení RFC 1942 a také RFC 1944. 
Pojednává o funkcích spojové vrstvy RM ISO/OSI, zejména o přepínání rámců. Nejedná se 
jiţ o klasickou jednoduchou situaci, kdy je datová jednotka přijata a odeslána výstupním 
portem dál. Nyní jsou řešeny sloţitější situace, kdy je přijatý rámec rozeslán na více 
výstupních portů DUT. Informace z [30]. 
7.2.2 Výhody testování dle doporučení ITU-T Y.156 
V současných telekomunikačních sítích se zcela běţně setkáváme se sluţbami přenosu dat, 
obrazu a hlasu souběţně. Tyto jsou nazývány sluţby Triple-play. Jedná se například o IPTV 
(přenos real-time videa) nebo VoIP (real-time přenos hlasu přes SIP telefony). Zmiňované 
sluţby jsou realizovány ve 3. síťové vrstvě ISO/OSI prostřednictvím IP (Internet Protokol) 
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v sítích Ethernet (2. Spojová vrstva modelu ISO/OSI). V transportní 4. vrstvě jsou nyní 
zapotřebí dva odlišné protokoly pro přenos informace. Jedná se o protokol TCP (Transmition 
Control Protokol) pro spolehlivý a spojovaný přenos dat s moţností opětovného zaslání 
(webové stránky atd.) a UDP (User Datagram Protokol) pro přenos výše zmiňovaných 
multimediálních sluţeb. Kritické prvky kvality sluţeb jsou opět například úroveň ztrátovosti 
dat (Frame loss), jitter (kolísání zpoţdění) a poţadované OoS (Out of Sequence). Je zřejmé, 
ţe Triple-play vyţaduje vysokou kvalitu přenosového systému a výkonné přenosové 
technologie a média. 
Z hlediska velkého rozšíření těchto sluţeb a poměrně vysokých kritérií pro jejich provoz 
bylo nutno zavést kontrolní a dohledová opatření. Ty mohou být vykonávána softwarově 
s menší přesností a spolehlivostí nebo hardwarově za vyuţití moderních testovacích zařízení 
dle RFC 2544 alarmujících na slabá místa a zaručujících přesnou analýzu výkonu sítě. 
Problém představuje fakt, ţe některé testy RFC2544 jak bylo zmíněno v popisu výše, 
probíhají dle nastavení 4 aţ 5 hodin a sluţba Triple-play si vyţaduje měření tří různých 
datových toků, přičemţ kaţdý z nich (hlas, video, data) si ţádá jiné specifikace přenosu (např. 
délka rámce, latence, ztrátovost). Druhým problémem je, ţe doporučení sepsaná skupinou 
BMWG nepodporuje Packet Jitter, OoS ani QoS, čímţ se stává v této oblasti nepouţitelnou. 
Tento problém v současnosti řeší doporučení ITU-T Y.156sam (service activation 
metodology), která jiţ obsahuje všechny potřebné nástroje pro verifikaci sítě a to nejen  
u systémů s Triple-play, ale u všech sítí s poţadavkem na souběţný chod různých druhů 
sluţeb (například 3G s LTE). Tento typ testování je nazýván Ramp test. Doporučení téţ 
podporuje ověření SLA s uvedenou garantovanou kapacitou přenosu i bez ní. Podle typu 
sluţby zjistíme, které parametry je zapotřebí měřit (zpoţdění a jeho kolísání, ztrátovost, 
maximální délka výpadku). Měření má pak probíhat ve dvou krocích, kdy testujeme 
propustnost postupným navyšováním zátěţe v krocích po 1 aţ 10 s v okolí CIR (Committed 
Inforamtion Rate tedy garantovaná přenosová kapacita). Následuje otestování parametrů 
konkrétních sluţeb definovaných v SLA. 
Současné analyzátory podléhající doporučení ITU-T Y.156 jsou schopny provést sérii 
měření všech kritických parametrů real-time přenosů v jediném testu, jak je znázorněno na 
obr. 7.3. K těmto testům vyuţívají aţ 10 souběţných datových toků (hlasové, obrazové, 
datové).  
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V první části testování je zjištěna správnost nastavení (např. QoS a bufferů) pro kaţdý 
z deseti maximálních datových toků. Délka testu je přibliţně 1 minuta pro kaţdou sluţbu, coţ 
je oproti testům dle dokumentů RFC 2544 nesrovnatelné.  
V druhé části měření jsou spuštěny sluţby souběţně, čímţ dojde k verifikaci výkonnosti 
v reálném provozu. Délka testu je plně nastavitelná v rozsahu od několika minut do 24 hodin. 
Moţností bývá i provedení SLA pro business uţivatele. Standardní testery jsou schopny práce 
s rychlostmi 10 Mbit . s
-1
 aţ 10 Gbit . s-1. 
Drţíme-li se testů podle doporučení RFC 2544, dosáhneme přesných výsledků, ovšem 
nelze provádět více měření souběţně a jednotlivá měření ve výsledku zaberou příliš mnoho 
času. Doporučení ITU-T Y.156sam lze označit za moţného levnějšího a rychlejšího nástupce 
doporučení RFC 2544. Informace čerpány z [11] a [32]. 
 
 
7.2.3 Testy ProVision 
Tento test je navrţen pro analýzu sluţeb vázanými SLA (Service Level Agreement- 
představuje dohodu mezi zákazníkem a provozovatelem o technických a netechnických 
parametrech sluţby) sítě Ethernet. ProVision byl vyvinut na základě testu BERT a dokumentu 
RFC 2544. Jedná se o souběţné měření propustnosti, ztrát, zpoţdění a rozptylu zpoţdění. 
Oproti RFC 2544 se tedy liší zejména rychlostí provedení testu (čtyřikrát rychlejší) a vyšší 
spolehlivostí výsledků. ProVision rozlišuje testy propustnosti pro upstream a downstream, coţ 
je kvůli jejich odlišnosti nezbytné. Při testování je moţno měřit aţ 8 uţivatelsky 
Obr. 7.3: Měření sluţby Triple-play 
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nastavitelných streamů, přičemţ pro kaţdý jsou stanoveny poţadované individuální limitní 
hodnoty měřených parametrů. Kaţdý stream můţe směřovat do jiné sítě a představovat 
provoz jiného typu sluţby. To je výhodné pro rychlou a efektivní verifikaci SLA. Výhodou je 
také moţnost nechat síť testovat po dobu 24 hodin, tímto jsou odhaleny náhodné chyby v síti. 
Tento test je téţ pouţíván pro verifikaci sítě Ethernet za účelem obdrţení certifikace MEF 
(Metro Ethernet Forum). Podstoupením těchto přísných testů výrobce či poskytovatel dokládá 
kvalitu sluţeb, které poskytuje. Informace z [33]. 
7.2.4 Testy v PDH, SDH síti dle doporučení ITU-T Rec. G.826 
Jedná se o předpis zaručující korektní vyhodnocení chybovosti v sítích SDH a PDH, ale  
i Ethernet. Díky němu lze měřit datové toky o vysoké rychlosti za provozu (in-service). Podle 
G.826 se měří chybné datové bloky, k tomu je moţné vyuţít současné monitorovací systémy 
IS. Poté lze vyuţít klasické techniky kontroly jako CRC (Cyclic Redundancy Check).  
Měření je vztáhnuto na referenční síť délky 27 500 km, která je posléze rozdělena na úseky 
se zjištěnými chybovými parametry, s definovanými tolerancemi. Těmi jsou: 
 Četnost chybových a silně chybových sekund 
 Četnost blokových chyb na pozadí 
 Intensita silně chybových sekund 
Doporučení pro měření chybovosti v SDH, PDH:  
 ITU-T M.2120 (detekce chybných cest a úseků, přenosných PDH systémů a SDH 
multiplexu s návrhem lokalizace chyby) 
 ITU-T M.2110 (zprovoznění mezinárodních tras vyuţívajících PDH a SDH) 
 ITU-T M.2100 a ITU-T M.2101 (obsahuje limity pro zprovoznění a provoz PDH  
a SDH) 
 ITU-T G.821 (definice chybovosti mezinárodního IS s niţší rychlostí, neţ je 
povoleno) 
 ITU-T G.829 (Definice chyb v multiplexech SDH) 
Informace z [34] a [35]. 
7.2.5 Test BERT 
Dalším podpůrným nástrojem pro testování chybovosti sítě je BERT (Bit Error Rate Test). 
Sestava pro měření se skládá z vysílače s generátorem pseudonáhodného bitového kódu  
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a přijímače, jenţ je s tímto kódem obeznámen. Je moţné zvolit realizaci s pomocí loopback. 
Přijaté nesouhlasné nebo nerozpoznané bity jsou pak sečteny a vyjádřen v poměru  
k odeslaným. Informace z [36]. Limitní hodnoty jsou uvedeny v závěrečném výstupním 
protokolu. 
7.2.6 IP Ping a Trace Route 
Při testování sítě vyuţívající TCP/IP je nezbytným prvkem IP Ping (IP Packet InterNet 
Groper) test, díky němuţ je prověřeno spojení mezi dvěma body v síti. Po úspěšném spojení 
dojde k zaslání odpovědi obsahující latenci a souhrnnou statistiku. 
Podobně je vyuţíván také nástroj Trace Route, jenţ slouţí ke zjištění uzlů sítě (router) 
mezi počátečním a koncovým bodem relace. Tyto uzly jsou detekovány pomocí funkce 
sniţování hodnoty v hlavičce TTL. Informace z [37]. 
 
7.3 Transportní vrstva 
7.3.1 Test velikosti posuvného okénka u TCP 
TCP je popsán v dokumentu RFC 962. Testovací aplikace umoţňují iniciaci a zachycení TCP 
relace. Obvykle fungují pro jakoukoliv síť, např. Ethernet či síť IP. Testování začněme  
u klienta. U něj je nastavena IP adresa, číslo TCP portu, simulace odpojení a připojení  
a například editace zasílaných dat. Je moţné nastavit pravidelný cyklus pro jejich odesílání. 
Na straně serveru je nastavován port pro naslouchání, opět s moţností vyslání a editace dat  
v různých formátech. Výsledkem je analýza daného spojení s počty přijatých a odeslaných 
bitů na obou stranách. 
Pro potvrzování správného přijetí dat při uţití protokolu TCP je vyuţito posuvné okénko 
(sliding window). Jeho velikost je definována objemem dat a velikostí vyrovnávací paměti 
přijímače při sestavení spojení a je moţné jej v průběhu přenosu měnit. Kontroly probíhají při 
simulaci velkého přenosu dat, kdy jsou zachytávány pakety s pouţitým posuvným okénkem. 
Poté dojde k vyhodnocení změny jejich velikosti. 
Testování UDP je podobné. U klienta je nastavena IP adresa, číslo portu, na který bude 
vysíláno, a editace dat k odeslání s nastavitelným cyklem a formátem. Na straně serveru je 
nastaven naslouchací port, moţnost editace dat k odeslání. Výstupem bývá statistika 
poslaných a přijatých bitů.  
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7.4 Prezentační a relační vrstva 
V dnešní době nad klasickým sedmivrstvým modelem ISO/OSI jednoznačně převládá 
struktura TCP/IP, ve které vrstva relační a prezentační chybí. Vyšší vrstva, tedy aplikační, 
nyní přebírá jejich funkce a poskytuje sluţby vrstvě transportní. Jejich funkce tedy mohou být 
nahrazeny jiţ v 1. vrstvě například protokolem SSL (Secure Sockets Layer) a TLS (Transport 
Layer Security). Oba tyto protokoly slouţí k bezpečné komunikaci v IS zajištěné šifrováním  
a autentizací koncových bodů za vyuţití dvou vygenerovaných klíčů. Nejčastěji je protokol 
SSL vyuţíván internetovými servery pro komunikaci přes HTTP, vzniká tak zabezpečený 
protokol HTTPS. Specifikace novějšího protokolu TLS jsou obsaţeny v dokumentu RFC 
2246 v [30].  
Při pouţití SSL protokolu je moţno otestovat provoz přímo vybranou aplikací, obsaţenou 
v PC nebo v měřící stanici. Jeho výhodou je spolehlivost, dále univerzálnost, moţnost 
rozšíření o nové metody šifrování, ověření totoţnosti serveru i klienta a odhalení slabých 
šifer. Informace z [38]. 
7.5 Aplikační vrstva  
V této vrstvě je podstatné testovat zejména funkce protokolu FTP pro přenos dat  
a internetového protokolu http. 
7.5.1 Test http  
Hypertext Transfer Protocol pro přenos hypertextových dokumentů (HTML) je definován 
v RFC 2616 v [30]. U testů tohoto protokolu se zaměřujeme především na propustnost a délku 
odezvy. Pro kontrolu HTTP existuje řada dostupných aplikací. Pracují formou vyslání 
poţadavku na webový server ve formě pevně taktovaného datového toku a posléze měřením 
rychlosti přijaté odpovědi, tedy odezvy. Testovací proud dat je postupně navyšován aţ do 
bodu nasycení kapacity serveru. Obvykle disponují funkcí simulace více uţivatelů pro 
změření zatíţitelnosti. Výkon přenosu protokolu HTTP je ovlivněn více faktory, jako příklad 
mohu uvést DNS překlad adres. Při testu je zadána testovaná adresa URL nebo je vyuţita 
databáze URL například z webového prohlíţeče.  Výstupem je zobrazení celkové délky testu, 
statistika s rychlostmi jednotlivých odpovědí.  Měřená data jsou exportována do tabulek pro 
analýzu.  
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7.5.2 Test FTP 
U tohoto typu datového přenosu, který definuje dokument RFC 959 a RFC 2228, je vysoká 
závislost na kvalitách a výkonu jak serveru, tak klienta. Soubory je vhodné načítat například 
z RAM, coţ je podstatné z hlediska přesnosti testu řekněme 100 Mbit . s-1 Ethernet, který 
nesmí být zkreslen nízkým výkonem pouţitých paměťových zařízení v niţší vrstvě.  
Pro testování existuje nespočet aplikací různých typů, schopných simulace zatíţení 
prostřednictvím mnoha uţivatelů s vlastní IP adresou. Činnost kaţdého tohoto přihlášeného 
klienta je zaznamenávána. Následně vygenerovaná statistika obsahuje například údaje  
o navázání spojení, přijatých a odeslaných datech či chybách v přenosu. 
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8 SESTAVENÍ VLASTNÍHO ZÁVĚREČNÉHO PROTOKOLU 
AUDITU  
Při realizaci auditu je zapotřebí, aby firma tento audit provádějící splňovala podmínky 
správně fungujícího managementu, tedy efektivní postupy v cyklu plánuj, dělej, kontroluj  
a jednej. Odtud totiţ plyne správné vyhodnocení toho, jaké parametry, jakým způsobem  
a v jakém pořadí podrobit verifikaci a především umoţňuje firmě růst v oblasti řešení nových 
problematik. Model auditu lze rozdělit do šesti částí dle obr. 8.1.  
 
Obr. 8.1: Model provedení auditu 
Po začátku auditu určíme jeho rozsah. Vzhledem k přesnosti výsledků se doporučuje 
provádět audit v plném rozsahu, ovšem v některých případech to vzhledem k velikosti sítě 
není uskutečnitelné. Kontrola dokumentace slouţí ke stanovení krizových parametrů, na které 
je vhodné se při kontrolách zaměřit. Mohou ji představovat výsledky minulých auditů nebo 
statistiky z dlouhodobých kontrolních zařízení. K sestavení vlastního závěrečného protokolu 
auditu byly v tomto případě vybrány široce vyuţívané systémy Ethernet. V další části budou 
uvedena potřebná měření pro verifikaci jeho výkonu s některými poţadovanými limitními 
hodnotami. Pokud nejsou uvedeny, záleţí jejich hodnotící parametry například na konkrétním 
pouţitém protokolu a poţadavku zákazníka. 
8.1 Fyzická vrstva 
Metoda OTDR 
Přezkoumávaný objekt je podroben reflektometrické metodě v obou směrech. Tímto je zjištěn 
útlum svarů a spojů, jsou lokalizovány defekty vlákna jako například ohyby. Podle vlnové 
délky lze přibliţně určit charakter poruchy. Limitní hodnoty útlumu, které srovnáváme 
s naměřenými hodnotami, jsou ke kaţdému měřenému prvku určeny výrobcem v technické 
dokumentaci. Dynamický rozsah je volen obvykle 45 dB aţ 35 dB (pro metropolitní 
a transportní sítě). 
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Metoda OLTS 
Přezkoumávaný objekt je podroben testu transmisní neboli přímou metodou za účelem 
zjištění celkového útlumu, útlumu odrazu, změření výkonu signálu, detekce ohybů a změření 
délky zkoumaného úseku. Limitní hodnoty útlumu kaţdého prvku (vlákno, konektor) jsou 
dány výrobcem v technické dokumentaci. Je třeba je sečíst a výsledek porovnat s naměřenými 
hodnotami. 
Měření CD  
Přezkoumávaný objekt je podroben měření chromatické disperze pro zjištění odchylek fáze 
signálu. Limitní hodnoty CD jsou uvedeny podle [1] v tab. 8.1. 
Tab. 8.1: Limity CD podle ITU-T G.695 
Vlnové délky λ  [nm] Koeficient Chromatické disperze D (λ) [ps . (nm . km)-1] 
1291–1351 5,7 
1311–1371 6,8 
1391–1451 11,5 
1531–1591 19,9 
1471–1611 21,1 
 
Měření PMD  
Přezkoumávaný objekt je podroben interferometrické metodě za účelem zjištění polarizační 
vidové disperze. Limitní hodnoty PMD jsou podle [1] uvedeny v tab. 8.2. 
Tab. 8.2: Limitní hodnoty PMD podle ITU-T G.697 
rychlost přenosu [Gbit . s-1] 2,500 10,000 40,000 
SDH STM-16 STM-64 STM-256 
limit PMD [ps] 40,0 10,0 2,5 
limit PMD udávaný pro 1/10 [ps] 40,10 10,00 2,51 
PMDkoef. na 400 km [ps/√  ] < 2,000 < 0,500 < 0,125 
 
Dodatečné kontroly  
 Čela konektorů jsou prohlédnuta videomikroskopem z účelem odhalení nepřípustných 
znečištění a poškrábání. 
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 Přezkoumání statistik dlouhodobě připojených monitorovacích zařízení pro odhalení 
náhodných kritických navýšení některých hodnot (např. MLS, NQMSfiber). 
 Podle důleţitosti úseku kontrola montáţí, izolací a pokládky nebo ověření tahové síly 
působící na vlákno například v případech zavěšení. Ta je udána výrobcem, obvykle 
v okolí 600 N. Některé další limitní hodnoty jsou popsány výše v kapitole 7.1.7, část 
Optická vlákna. 
8.2 Síťová a spojová vrstva 
Test dle dokumentu RFC 2544  
 Test propustnosti – prověření maximální rychlosti, kterou mohou být data posílána, 
aniţ by došlo k jejich ztrátě. Propustnost je odvislá od MTU (Maximum Transmission 
Unit), je třeba zohlednit reţii vyšších vrstev. Hodnoty propustnosti pro 1000 Mbit/s 
Ethernet jsou uvedeny v tab. 8.3. Informace čerpány z [40]. 
Tab. 8.3: propustnost pro systém 1000 Mbit . s-1 Ethernet 
  
 
 Test zpoţdění – určení, jak dlouho se vyslaný rámec zdrţí při průchodu daným 
médiem. Primárně záleţí na vzdálenosti přenosu a kvalitativních vlastnostech vlákna 
(materiál, index lomu). Sekundárně pak na síťových prvcích jako generátory.  
Informace z [39]. 
 Test ztrátovosti – zjištění procentuální míry udávající mnoţství paketů, které by mělo 
projít od vysílače k přijímači, ale z důvodů nejrůznějších nedostatků na síti doručeno 
nebylo. Ztrátovost nemá být skoro ţádná, objevuje se s chybovostí (zahazování 
chybných rámců) a v případech zahlcení sítě (zahazování rámců a paketů). Informace 
z [39]. 
Rámec [byte] Propustnost dat [Mbit . s-1] 
1522 987,02 
1280 984,61 
1024 980,84 
512 962,40 
256 927,54 
128 864,86 
64 761,90 
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 Test rámců back-to-back – otestování minimální povolené vzdálenosti mezi 
vysílanými rámci. Podle dokumentu RFC 2889 musí být mezera mezi rámci pro 
systém 100 Mbit . s-1 Ethernet přesně 960 ns, pro 1 Gbit . s-1 Ethernet pak 96 ns. 
 Test zotavení po restartu 
  Test zotavení po přetíţení 
Testy dle dokumentu RFC 3222, RFC 4061, RFC 4098   
Kontrola funkce síťové vrstvy, testování směrovačů 
Testy dle dokumentu RFC 2889 
Kontrola funkce spojové vrstvy, testování přepínání rámců 
Testy dle doporučení ITU-T Y.156 
Souběţné testy zpoţdění, ztrátovosti, propustnosti, rámců back-to-back pro sluţby Triple-play 
a ověření QoS a SLA 
Test BERT 
Test sítě z hlediska chybně přijatých bitů. Limitní hodnoty pro vybrané systémy jsou v tab. 
8.4. Informace pochází z IEEE 802.3 [41]. 
Tab. 8.4:Tabulka maximálních hodnot BER pro jednotlivé systémy 
Systém Maximální bitová chybovost [-] 
10BASE-T 10-9 
1000BASE-T 10-10 
10GBASE-T 10-12 
 
Test pomocí IP Ping a Trace Route  
 IP Ping – ověření spojení mezi dvěma body v síti, zjištění latence a vytvoření 
souhrnné statistiky o spojení 
 Trace Route – zjištění uzlů mezi koncovými body 
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8.3 Transportní vrstva 
Test velikosti posuvného okénka  
Měření změny velikosti sliding window za vysoko objemového přenosu dat. 
8.4 Prezentační a relační vrstva 
Testy protokolu SSL a TLS 
Softwarový test šifrování a autentizace 
8.5 Aplikační vrstva 
Test http 
Softwarový test propustnosti a délky odezvy 
Test FTP 
Testování chybovosti přenosu a navázání spojení 
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9 ZÁVĚR 
V této práci jsem se dle zadání zabýval studiem a popisem metod pro kompletní audit optické 
sítě z pohledu všech vrstev RM ISO/OSI, ovšem s vyšším zaměřením na metody pro 
verifikaci vrstvy fyzické. Důvodem byla vyšší odlišnost od metalických sítí. V práci je kladen 
důraz na management řízení sítě, jehoţ model jsem zpracoval podle příslušné normy. Bez 
správné funkce jednotlivých bloků, ve kterých je obsaţen i audit, není moţné provozovat 
fungující systém. Při práci jsem narazil na některé zákony a právní normy pro ochranu 
zákazníka, ohledně provozu komunikačních technologií. Jejich stručný popis je také součástí. 
Podrobně jsem prostudoval metody OTDR, OLTS a další testy zaměřené na měření útlumu  
a chromatické i vidové disperze na optickém vlákně a sestavil postup provedení celkové 
verifikace fyzické vrstvy. Ve vyhodnocení reálných náměrů z části úseku Brněnské 
akademické sítě je nástin konkrétního řešení částečného auditu v praxi. Jako stěţejní měřící 
metodu jsem vybral především OTDR. Dále jsem postupoval ke všem ostatním vrstvám 
modelu ISO/OSI a u kaţdé vţdy uvaţoval moţnosti její verifikace s přihlédnutím 
k současným doporučením a normám. Velká pozornost byla věnována studiu dokumentů RFC 
vydávaných skupinou BMWG, především pak jednotlivým testům uvedeným v částech 
dokumentu RFC 2544. Z něj jsem vybral postupy pro měření hlavních parametrů síťového 
spojení jako propustnost, zpoţdění, ztrátovost a back-to-back. Následně jsem toto doporučení 
srovnal s novým doporučením ITU-T Y.156. Testy podle dokumentu RFC 2544 se jeví jako 
vysoce přesné, avšak zdlouhavé a pro aplikaci na nové technologie jako Triple-play je 
efektivně nelze pouţít.  
Problematiku prezentační a relační vrstvy jsem vzhledem k rozšíření TCP/IP zahrnul do 
aplikační vrstvy prostřednictvím protokolů SSL a TLS. 
Provedl jsem simulace a popis několika testů protokolů http, FTP a TCP. Aplikací pro 
provedení těchto měření je velké mnoţství, jejich ovládání je uţivatelsky jednoduché  
a informační podpora velmi kvalitní a podrobná. 
 Z nastudovaných metod jsem dle zadání sestavil šablonu závěrečného protokolu 
slouţícího pro úřední přezkoumání optické sítě z pohledu všech vrstev referenčního modelu 
ISO/OSI. Limitní hodnoty byly vztahovány k systémům Ethernet. Práce je unikátní svým 
pohledem na audit jako na celek, není omezena na kontrolu pouze jedné vrstvy. Navíc díky 
popisu vybraných nejpouţívanějších systémů, rozsáhlému rozboru prvků a také rozvedení 
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přísných pravidel pro zacházení s optickými kabely poskytuje práce čtenáři široký a ucelený 
pohled na současnou problematiku optické komunikace. 
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SEZNAM POUŢITÝCH ZKRATEK 
ARFTS – systémy rozšířené kontroly (Advenced Remote Fiber Test System) 
BER – bit error rate 
BMWG – Benchmarking Methodology Working Group 
CD – chromatická disperze (Chromatic Dispersion) 
CMI – typ kódování (Code Mark Inversion) 
CWDM – hrubý vlnový multiplex (Coarse Wavelenght Division Multiplexing) 
DMI – typ kódování (Differential Mark Inversion) 
DUT – Device Under Test 
DWDM – hustý vlnový multiplex (Dense Wavelenght Division Multiplexing) 
DVF – kompenzační vlákno (Dispersion Compensation Fiber) 
EDFA – zesilovač s dopovaným vláknem (Erbium Dopped Fiber Amplifier) 
EMS – hlavní správní stanice (Element Management System) 
EPON – pasivní přístupová síť uţívající Ethernet (Ethernet Passiv Optical Network) 
FDM – frekvenční multiplex (Frequency Division Multiplexing) 
FTTH – typ sítě (Fiber To the Home) 
GEM – metoda vkládání rámců (Gepon Encapsulation Method) 
GPON – optická přístupová síť s pasivními prvky (Gigabit Passiv Optical Network) 
GPS – systém pro určení polohy (Global Position System) 
HDPE – typ ochranné trubky (High Density Polyethylene) 
HOM – kompenzační vlákno (High Order Mode) 
LON – lokální optická síť (Local Optical Network) 
MAN – metropolitní síť (Metropolitan Area Network) 
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MCS – systém poklání kabelů (Micro Cabling System) 
MLS – monitorovací systém (Monitoring Line System) 
MM – vícevidové vlákno (Multi Mode) 
MMDMI – typ kódování (Modificated Differential Mark Inversion) 
NRZ – typ kódování (Non Return To Zero) 
NQMSfiber – monitorovací systém (Network Quality Monitoring System) 
OLTS – transmisní metoda (Optical Loss Test Set) 
OTDR – optický reflektometr (Optical Time-Domain Reflectometer) 
PAS – systém pro kontrolu svaru (Profile Alignment System) 
PDH – typ sítě uţívající multiplex (Plesiochronous Digital Hierarchy) 
PMD – polarizační vidová disperze (Polarisation Mode Dispersion) 
PON – síť s pasivními prvky (Passiv Optical Network) 
POF – plastové optické vlákno (Plastic Optical Fiber) 
PTMP – síť s pasivními propojovacími prvky (Point To Multipoint) 
PTP – přístupová síť s aktivními prvky (Point To Point) 
QoS – Quality of Service 
RFC – Request for Comments 
RTU – testovací jednotka (Remote Test Unit) 
RZ – typ kódování (Return To Zero) 
SDH – typ sítě uţívající multiplex (Synchronous Digital Hierarchy) 
SLA – Service Level Agreement 
SM – jednovidové vlákno (Single Mode) 
TCP – Transmition Control Protokol 
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UDP – User Datagram Protokol 
WDM – vlnový multiplex (Wavelenght Division Multiplexing) 
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Příloha A 
Obsah přiloţeného CD 
 Elektronická verze bakalářské práce Metodologie auditu optických sítí ve formátu 
pdf 
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