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Resumen
Este Trabajo de Fin de Grado se ha desarrollado con el objetivo de realizar un conteo,
localizacio´n y deteccio´n de un conjunto de tablones de madera capturados en una imagen, ha-
ciendo uso de un dispositivo Android. Para su realizacio´n se han utilizado diversas te´cnicas de
visio´n por computador, centrandose principalmente en el algoritmo detector de bordes Canny y
la transformada de Hough, con la cual, se obtienen la l´ıneas delimitadoras del tablo´n de madera.
El proyecto esta´ basado en el trabajo de los dema´s integrantes del equipo, encargados de
la investigacio´n e implementacio´n en Matlab del algoritmo detector de tablones.
Todo el algoritmo ha sido implementado en C++, debido a la eficiencia de tiempo y re-
cursos que ofrece la implementacio´n en este lenguaje, y luego ha sido enlazado con Android
utilizando el framework NDK. Para su implementacio´n en C++ y Android se ha hecho uso de
un conjunto de herramientas ofrecidas por OpenCV, pues facilita el desarrollo de algoritmos
de procesamiento de ima´genes.
Palabras claves
Android, visio´n, computador, detector, procesamiento, imagenes, videos, canny, hough.
Abstract
This Final Year Project has been developed with the purpose of counting, locating and
detecting a set of wooden planks captured in an image, making use of an Android device.
Various techniques of computer vision have been used, focusing mainly on the Canny edge
detector algorithm and the Hough transform, with which the boundary lines of the wooden
plank are obtained.
The project is based on the work of the other members of the team, in charge of the
research and implementation in Matlab of the plank detector algorithm.
The algorithm has been implemented in C ++ because of the time and resource efficiency
offered with the implementation in this language, and has been linked to Android using the
NDK framework. For its implementation in C ++ and Android has made use of a set of tools
offered by OpenCV,so it facilitates the development of algorithms of image processing.
Key words
Android, vision, computer, detector, processing, images, video, canny, hough.
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1. Introduccio´n
1.1. Motivacio´n
Actualmente las empresas dedicadas al tratamiento o transporte de maderas realizan de
forma manual el control del nu´mero de tablones existente en una gran cantidad de paneles,
siendo un operario quien realiza este procedimiento, con el riesgo de error que conlleva. Esto
puede ocasionar grandes pe´rdidas a la empresa debido al descontento de los clientes y a la
pe´rdida de tiempo que supone realizar esta operacio´n de forma manual, as´ı como la compro-
bacio´n de que no ha habido ningu´n error.
Por esta razo´n, se ha decidido realizar una herramienta mo´vil que posibilite la automa-
tizacio´n de este procedimiento, lo que conllevar´ıa a una disminucio´n del tiempo respecto al
proceso manual y una minoracio´n de las pe´rdidas econo´micas asociadas.
La implementacio´n de las librer´ıas necesarias para la herramienta mo´vil se basara´ en la
investigacio´n y estudio realizado por los el resto de integrantes del grupo que componen este
trabajo de fin de grado.
1.2. Objetivos
En este proyecto se desarrolla una aplicacio´n mo´vil, implementada en Android para la au-
tomatizacio´n el proceso de control del nu´mero de tablones de maderas pertenecientes a una
misma imagen. Este algoritmo estara´ centrado en la realizacio´n de una buena deteccio´n, pero
atendiendo principalmente al tiempo y al consumo de memoria RAM.
La obtencio´n de la imagen de entrada tendra´ la opcio´n de ser capturada desde la propia
aplicacio´n o importada desde el sistema de archivos del dispositivo.
La aplicacio´n generara´ una imagen de salida, la cual podra´ ser guardada en el sistema de
archivos o compartida con otras aplicaciones. Esta imagen de salida contendra´ una serie de
recta´ngulos superpuestos en la imagen de entrada que indicara´n la posicio´n de los tablones
detectados, as´ı como su nu´mero.
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1.3. Metodolog´ıa
La metodolog´ıa seguida ha sido la siguiente:
Se han realizado pequen˜as planificaciones diarias.
Se ha utilizado la herramienta web Trello para simular las pizarras y poss-its.
Se han realizado feedbacks continuos para comprobar el correcto funcionamiento de la
aplicacio´n y correccio´n de errores.
Se han marcado distintas fechas de finalizacio´n para cada fase y entregas internas de
prototipos.
Se ha realizado una planificacio´n antes del inicio de cada fase para marcar los hitos y
tareas a realizar.
Se han realizado distintas reuniones con el tutor para supervisar el progreso de la apli-
cacio´n.
1.4. Entorno Tecnolo´gico
1.4.1. C++
C++ es un lenguaje de programacio´n inventado con el objetivo de extender y agilizar la
programacio´n en C. Es denominado un lenguaje multi-paradigma, pues despue´s de su desarrollo
en 1980 se le an˜adieron facilidades para la programacio´n imperativa y programacio´n orientada
a objetos.
Para el desarrollo de este proyecto se ha implementado una librer´ıa desarrollada en este
lenguaje, puesto que ofrece la flexibilidad y eficiencia necesaria para ejecutarlo en una aplicacio´n
mo´vil, que es uno de los puntos ma´s importantes de la aplicacio´n.
1.4.2. OpenCV
OpenCV es una librer´ıa que ofrece un conjunto muy amplio de funcionalidades dedicadas
al tratamiento de ima´genes e implementada en distintos lenguajes, entre ellos: Java, C, C++,
Python, etc. E´sta dispone de una comunidad muy amplia de ma´s de 47000 desarrolladores,
permitiendo as´ı un proceso de aprendizaje bastante ra´pido y es distribuida bajo una licencia
de software libre, concretamente, la licencia BSD.
En el desarrollo del proyecto ha sido utiliza para la implementacio´n del conjunto de funcio-
nalidades para la deteccio´n de tablones, utilizando su implementacio´n en C++ y Java. E´sta
ha sido utilizada debido al conjunto de funcionalidades ofrecidas para el desarrollo, eficiencia,
14
facilidad de uso, documentacio´n detallada y con uso de ejemplos y por el soporte ofrecido para
dispositivos Android.
1.4.3. Java
Java es un lenguaje de programacio´n creado con la intencio´n de permitir ejecutar los pro-
gramas desarrollados en e´ste en distintas plataformas sin tener que ser recompilados. Es un
lenguaje orientado a objetos, y permite el desarrollo de programas concurrentes.
Actualmente, muchas universidades y otros centros de ensen˜anza utilizan este lenguaje
como base del aprendizaje del paradigma orientado a objetos, convirtie´ndose en uno de los
lenguajes ma´s usados tanto a nivel acade´mico como a nivel empresarial, pues cuenta con ma´s
de 9 millones de desarrolladores por todo el mundo. Este lenguaje es, adema´s, utilizado para el
desarrollo de aplicaciones de escritorio, aplicaciones web y aplicaciones de dispositivos mo´viles,
principalmente Android, aunque tambie´n puede ser utilizado para aplicaciones de dispositivos
embebidos.
1.4.4. Android
Android es un sistema operativo desarrollado por Google, basado en el nu´cleo Linux. E´ste
fue desarrollado, principalmente como sistema operativo para smartphones y tablets, pero
actualmente, su uso se ha extendido a muchos ma´s dispositivos como televisores, relojes y
automo´viles. Dispone de una amplia comunidad de usuarios y desarrolladores con ma´s de un
millo´n de aplicaciones registradas en su tienda oficial Play Store.
El lenguaje de programacio´n utilizado para el desarrollo de aplicaciones es fundamental-
mente Java para la implementacio´n del modelo y del controlador, y XML para el desarrollo de
la interfaz gra´fica, aunque permite la integracio´n con otros lenguajes mediante el uso de una
serie de herramientas.
Se ha decidido utilizar este sistema operativo debido a la experiencia en el desarrollo de
sistemas utilizando Java, al anterior uso de este en otros proyectos y a la posibilidad de usar
co´digo nativo desarrollado en C++ e integrarlo en un dispositivo mo´vil.
1.4.5. Android NDK
Android Native Development Kit es un conjunto de herramientas que permiten integrar
librer´ıas implementadas en C o C++ en una aplicacio´n Android haciendo uso de una clase que
actu´a como interfaz entre el co´digo nativo y Java.
0https://upload.wikimedia.org/wikipedia/commons/thumb/3/32/OpenCV Logo with text svg version.svg/1200px-
OpenCV Logo with text svg version.svg.png
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Este conjunto de herramientas agrega una complejidad adicional al proceso de desarrollo,
haciendo que su uso no sea adecuado para varios tipos de aplicaciones que no necesitan una
gran exigencia computacional, pues, Android NDK esta´ principalmente orientada a procesos
muy costosos computacionalmente y que no sean llamados de forma continuada, ya que la
llamada desde la interfaz Java al co´digo C o C++ es muy costosa.
1.4.6. MagicDraw
MagicDraw es una herramienta software de modelado y ana´lisis de aplicaciones creado por
No Magic, Inc, basada en el esta´ndar UML. Es considerada una herramienta CASE (Computer
Aided Software Engineering), ya que esta´ orientada a facilitar el disen˜o y mantenimiento de
proyectos software, especialmente para disen˜os orientados a objetos. Permite la creacio´n de
diferentes diagramas ofreciendo as´ı una vista global del disen˜o y funcionamiento del sistema
software.
Esta herramienta ha sido utiliza debido a la experiencia de uso obtenido en otros proyectos
anteriores y a la licencia ofrecida por la Universidad de Ma´laga.
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2. Especificacio´n y disen˜o
2.1. Requisitos
2.1.1. Requisitos funcionales
Con el objetivo de mostrar las diferentes acciones disponible para un usuario del sistema
y la respuesta de la aplicacio´n, se ha realizado una lista de dichas acciones definidas en los
siguientes requisitos funcionales del proyecto:
El usuario podra´ seleccionar una imagen de la galer´ıa del dispositivo.
El usuario podra´ realizar una imagen utilizando la ca´mara del dispositivo.
El usuario podra´ aceptar la imagen cargada para su posterior ana´lisis.
El usuario podra´ realizar un recorte, en el cual, el sistema muestra un recta´ngulo con el
a´rea seleccionada para dicho recorte.
El usuario podra´ cancelar la realizacio´n del recorte y se mostrara´ la imagen original.
El usuario podra´ reintentar la realizacio´n del recorte, el sistema mostrara´ la imagen
original para volver a realizarlo.
El usuario podra´ cancelar la opcio´n de seguir a la pantalla de seleccio´n del taman˜o de
recta´ngulo ma´s comu´n, el sistema volvera´ a la pantalla de inicio de la aplicacio´n.
El sistema le mostrara´ al usuario una interfaz similar al recorte para seleccionar una
ventana de un taman˜o que se adecue a la mayor´ıa de tablones.
El usuario podra´ aceptar el recta´ngulo seleccionado para su posterior ana´lisis de la imagen
completa.
El usuario podra´ cancelar la seleccio´n del recta´ngulo, el sistema volvera´ a la pantalla de
realizacio´n de recorte.
El sistema analizara´ la imagen seleccionada haciendo uso del taman˜o del recta´ngulo,
mostrara´ en el proceso una ventana de carga.
El sistema una vez terminada la deteccio´n de tablones mostrara´ la imagen con los
tablones detectados as´ı como su nu´mero.
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El usuario tendra´ la opcio´n de guardar en el dispositivo la imagen con los tablones
detectados.
El usuario tendra´ la opcio´n de cancelar una vez el algoritmo de deteccio´n de tablones a
terminado, el sistema volvera´ a la pantalla de inicio de la aplicacio´n.
El usuario tendra´ la opcio´n de compartir una vez el algoritmo de deteccio´n de tablones
a terminado.
2.1.2. Requisitos no funcionales
Se debe hacer hincapie´ en un conjunto de restricciones de la aplicacio´n desarrollada, debido
a su implementacio´n para dispositivos mo´viles y a las funcionalidades realizadas. Este conjunto
de restricciones son definidas en la siguiente lista de requisitos no funcionales:
La imagen elegida por el usuario debe ser de un taman˜o menor que la memoria RAM
ma´xima facilitada por el sistema operativo, pues cambia dependiendo de las caracter´ısti-
cas del mismo, si esta es mayor la aplicacio´n se cerrara´ y mostrara´ un mensaje.
La versio´n m´ınima soportada del sistema sera´ la versio´n Android 4.1 (API 16).
El tiempo de ejecucio´n del algoritmo de deteccio´n de tablones debe ser o´ptimo, teniendo
en cuenta que es ejecutado en un dispositivo mo´vil donde la capacidad de procesamiento
y memoria RAM es generalmente muy limitada.
2.2. Disen˜o
2.2.1. Fases del proyecto
El proyecto, en general, se puede dividir en distintas etapas realizadas para su desarrollo.
Estas etapas no han sido seguidas en el orden expuesto, debido a los distintos feedbacks
realizados en los distintos hitos marcados a lo largo del proyecto, especialmente la etapa de
pruebas que ha sido realizada en cada iteracio´n y para cada funcio´n realizada.
Ana´lisis de Requisitos: se han analizado las funcionalidades requeridas por el sistema,
generando un conjunto de requisitos.
Bu´squeda de informacio´n: se ha realizado diferentes tarea de investigacio´n de las
diferentes tecnolog´ıas utilizadas, as´ı como los distintos algoritmos de procesamiento
ima´genes para mejorar el tiempo de ejecucio´n y deteccio´n para los distintos entornos de
la imagen en el algoritmo desarrollado por los dema´s integrantes del proyecto.
Preparacio´n del entorno de trabajo: se han descargado e instalado las herramientas
software necesarias.
18
Disen˜o de la aplicacio´n: se han disen˜ado y modelado los distintos diagramas UML
necesarios para la comprensio´n del sistema.
Disen˜o de la interfaz: se ha disen˜ado la interfaz del sistema y la integracio´n entre
vistas.
Desarrollo de la librer´ıa C++: se ha implementado un conjunto de funciones nece-
sarias para el procesamiento de las ima´genes en Android y la deteccio´n de tablones.
Desarrollo aplicacio´n Android: se ha implementado la aplicacio´n Android.
Fase de pruebas: se ha probado que los resultados de cada prototipo son los esperados.
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2.2.2. Casos de uso
Figura 2.1: Diagrama de casos de uso
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2.2.3. Diagrama de clases
C++ y Java
Figura 2.2: Diagrama de clases de la interaccio´n C++ y Java
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2.2.4. Diagrama de Secuencia
Librer´ıa C++
Figura 2.3: Diagrama de secuencia de la funcio´n principal de la librer´ıa C++
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3. Investigacio´n y desarrollo
Durante el desarrollo del proyecto se utilizara´ los te´rminos recta´ngulo y tablones de madera
de forma indistintiva.
3.1. Librer´ıa C++
El desarrollo de la librer´ıa C++ para el tratamiento de las ima´genes y deteccio´n de tablones
ha sido implementada en Eclipse, un IDE (Integrated Development Environment) que nos
ofrece un conjunto de herramientas u´tiles para la implementacio´n de la librer´ıa, facilita la
deteccio´n de errores y el desarrollo de pruebas con mayor rapidez que en el IDE utilizado para
el desarrollo Android.
3.1.1. Instalacio´n de la librer´ıa OpenCV
Para comenzar con el desarrollo se ha realizado la instalacio´n de la librer´ıa OpenCV para
C++ utilizando el ejecutable ofrecido por la pa´gina oficial, compilandola utilizando CMake y
realizando una serie de configuraciones para su integracio´n con Eclipse. Entre ellas la especi-
ficacio´n del directorio de localizacio´n de la librer´ıa y el conjunto de librer´ıas que podr´ıan ser
usadas en el proyecto de las ofrecidas por OpenCV. (Figura 3.1)
Inicialmente, todo el conjunto de librer´ıas ofrecidas por OpenCV han sido insertadas en el
IDE, pues al ser el entorno de desarrollo de la librer´ıa C++ no afecta a su posterior uso en
Android, donde se realiza una nueva instalacio´n de OpenCV diferente a la utilizada en Eclipse.
3.1.2. Desarrollo de la librer´ıa
El algoritmo de deteccio´n de tablones realizado, se basa principalmente en el uso de una
ventana deslizante que es desplazada a lo largo de toda la imagen recibida para el tratamien-
to. Esta ventana debe tener un taman˜o suficiente para que de manera intrinseca, intersecte
a la mayor´ıa de los tablones permitiendo su estudio mediante la divisio´n en porciones de la
imagen, en las que se aplica la transformada de Hough para obtener un conjunto de lineas.
Este conjunto de lineas son sometidas a un filtrado suficiente para determinar si pertenecen al
recta´ngulo que queda contenido en la ventana en la que se realiza el estudio.
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Figura 3.1: Configuracio´n Eclipse
Aplicando este algoritmo a toda la imagen, se pretende encontrar todo el conjunto de
tablones de madera de caracter´ısticas similares.
Con el objetivo de explicar el algoritmo de una forma detallada, se describen cada una de
las funciones utilizadas para el ana´lisis y finalmente la funcio´n que realiza el movimiento de la
ventana deslizante y hace uso de todas las funciones detalladas.
Inicializacio´n de la imagen
Para el proceso de ana´lisis realizado, la imagen es inicialmente convertida a escalas de
grises, ya que solo es utilizada una capa de intensidades y no es necesaria informacio´n sobre
el color.
Con el objetivo de minimizar las condiciones del entorno de la propia imagen, tales como
nivel de luz, sombras, brillo, ruido, etc, se han aplicado un conjunto de te´cnicas para el
tratamiento de la imagen:
Normalizacio´n del brillo: se ha realizado una funcio´n que calcula la intensidad media
de todos los p´ıxeles y posteriormente es eliminada de dichos p´ıxeles. Para el ca´lculo
de la intensidad media se ha hecho uso del histograma de la imagen, ya que facilita
el nu´mero de p´ıxeles que tienen una determinada intensidad, por lo tanto, la suma de
todos los p´ıxeles multiplicado por la intensidad de cada uno, dividido entre el nu´mero
total de p´ıxeles, nos proporciona el brillo medio. Aplicando esta te´cnica se consigue una
minoracio´n del efecto del brillo y la luz de la imagen en el algoritmo.
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void normalizeBrightness(cvMat &image){
/* ... */
cvcalcHist (&image , 1, 0, cvMat(), hist , 1, &
histSize , &histRange , true , false);
float brightness = 0;
for (int i = 0; i histSize; i++) {
brightness += ihist.atfloat(i);
}
brightness = (image.cols image.rows);
for (int i = 0; i image.rows; i++) {
for (int j = 0; j image.cols; j++) {
image.atuchar(i, j)= abs(image.
atuchar(i, j) - brightness);
}
}
}
Co´digo 3.1: Me´todo normalizeBrightness
Filtro Gaussiano: se ha aplicado un filtro gaussiano a la imagen, con un determinado
sigma, con el objetivo de reducir el ruido existente producido en la propia captura de la
imagen. Este ruido produce cambios bruscos en la intensidad de los distintos p´ıxeles de
la imagen produciendo un efecto no deseado al aplicar el detector de bordes Canny.
En el algoritmo se pretende encontrar lineas pertenecientes al borde de los tablones de
madera, por este motivo se ha decidido utilizar el algoritmo de deteccio´n de bordes Canny que
nos proporciona una localizacio´n mucho mas precisa que otros detectores de bordes. Este hace
uso de un conjunto de te´cnicas:
Derivada de la Gaussiana (DroG): utilizado para eliminar ruido y detectar los cambios
intensos en los p´ıxeles.
Ca´lculo del modulo y direccio´n del gradiente: permite obtener la direccio´n del borde
y utilizado para la aplicacio´n de la te´cnica supresio´n non-ma´xima.
Supresio´n non-ma´xima: te´cnica que siguiendo la direccio´n de los gradientes y el valor
del mo´dulo elimina los puntos que no sean ma´ximos locales y permite aminorar el nu´mero
de falsos positivos en la deteccio´n.
Histe´resis: consiste en la aplicacio´n de un umbral a partir del cual se definen que p´ıxeles
son los considerados con suficiente intensidad para ser detectados como pertenecientes
al borde.
El algoritmo de Canny proporciona una imagen que representa de forma binar´ıa los contor-
nos de los tablones, utilizada posteriormente para localizar las 4 l´ıneas que localizan al tablo´n
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de madera.
La imagen proporcionada, en algunos casos, es de un taman˜o demasiado grande para su
procesamiento de forma ra´pida en un dispositivo mo´vil. Por este motivo, se ha decidido realizar
una redimensio´n de la imagen que finalmente va a ser tratada para la localizacio´n. Para ello,
se ha aplicado una redimensio´n de un cierto factor que es realizado en la parte final de la
funcio´n encargada de la inicializacio´n de la imagen, ya que si es realizada con anterioridad se
podr´ıa perder una gran parte de informacio´n de p´ıxeles utilizada por lo anteriores algoritmos
y que pueden ser u´tiles para una mejor localizacio´n y conteo de tablones. (Figura 3.2)
Figura 3.2: Imagen inicializada
void imageInitialization(cv::Mat& image , cv::Mat &imageOutput
, double threshold , double sigma , double factor) {
threshold *= 255;
cv:: cvtColor(image , imageOutput , CV_BGR2GRAY);
normalizeBrightness(imageOutput);
cv:: GaussianBlur(imageOutput , imageOutput , cv::Size(2
* ceil (2* sigma) + 1, 2* ceil (2* sigma) + 1), sigma
,sigma ,cv:: BORDER_REPLICATE);
cv:: Canny(imageOutput , imageOutput , 0.4 *threshold ,
threshold , 3, true);
cv:: resize(imageOutput , imageOutput , cv::Size(), 1 /
factor , 1 / factor , cv:: INTER_CUBIC);
cv:: resize(image , image , cv::Size(), 1 / factor , 1 /
factor , cv:: INTER_CUBIC);
}
Co´digo 3.2: Me´todo imageInitialization
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Ana´lisis de interseccio´n de la ventana
Con el objetivo de agilizar el algoritmo y reducir su tiempo de ejecucio´n, se ha realizado una
funcio´n encargada de detectar si la ventana actual, intersecta con uno de los recta´ngulos ya de-
tectados. En el caso de que esta interseccio´n se produzca, la funcio´n devuelve una localizacio´n
donde la ventana actual debe saltar. De esta forma conseguimos evitar el procesamiento de to-
das las ventanas que produzcan una interseccio´n con algunos de los recta´ngulos ya detectados.
Para el ca´lculo del salto, se ha definido una regio´n cr´ıtica centrada en el centro de la
ventana actual, en la cual, si existe algu´n recta´ngulo detectado anteriormente que tenga su
p´ıxel central dentro de esta zona, se considera que la ventana actual no podra´ detectar ningu´n
otro recta´ngulo en esta iteracio´n, pues la superficie restante no es suficiente para que ningu´n
otro recta´ngulo pueda ser localizado.(Figura 3.3)
Figura 3.3: Zona cr´ıtica de CheckIntersection
Si se encuentra uno o varios recta´ngulos con su centro en esta zona cr´ıtica, se selecciona
el recta´ngulo con la linea horizontal inferior ma´s baja, y se devuelve la posicio´n de su l´ınea
vertical derecha, pues es utilizada para el posterior salto de la ventana.
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int checkIntersectionWindow(std::vector <std::array <double ,
12>> rectangles , unsigned rowIndex , unsigned colIndex ,
unsigned lengthH , unsigned lengthV) {
/* ... */
for (unsigned i = 0; i < rectangles.size(); i++) {
if ((std::abs(windowCenter [0] - rectangles[i
][10]) < round(
HORIZONTAL_INTERSECT_PERCENT * lengthV))
&& (std::abs(windowCenter [1] - rectangles[
i][11]) < round(VERTICAL_INTERSECT_PERCENT
* lengthH))) {
currentLine = 2 * (rectangles[i][10]
- rectangles[i][8]) + rectangles[i
][10] - rectangles[i][8];
if (currentLine > lowestLineValue) {
lowestLineValue = currentLine
;
idxLowestLine = i;
}
}
}
return idxLowestLine != -1 ? 2 * (rectangles[
idxLowestLine ][11] - rectangles[idxLowestLine ][9])
+ rectangles[idxLowestLine ][9] : -1;
}
Co´digo 3.3: Me´todo checkIntersectionWindow
Transformada de Hough
Una vez inicializada la imagen y comprobada la posicio´n de la ventana, se realiza una
deteccio´n de l´ıneas formadas por los contornos de los tablones mediante la utilizacio´n de la
transformada de Hough y un conjunto de filtros implementados con el objetivo de rechazar
todas las l´ıneas no consideradas pertenecientes al tablo´n de madera.
Para la realizacio´n de la transformada de Hough se ha decidido aceptar solo lineas con
una inclinacio´n de -5 y 5 grados respecto a la horizontal y de igual manera para la vertical.
Utilizando, por lo tanto, las lineas con grados de 85 a 90 y -5 a 5 respectivamente. Tambie´n
se ha hecho uso de una serie de umbrales que limitara´n la intensidad m´ınima que debe tener
una l´ınea para ser considerada va´lida, estos umbrales son diferentes para las l´ıneas horizontales
y verticales, pues dependen del taman˜o de la ventana utilizada.
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Este primer filtrado permite aminorar el nu´mero de l´ıneas consideradas validas y por lo
tanto disminuir el tiempo de ejecucio´n del algoritmo.
La implementacio´n de la transformada de Hough ofrecida por OpenCV, no permite filtrar
estos dos rangos en una sola ejecucio´n, por lo que se opto´ por modificar su implementacio´n
para que devolviera un para´metro que ser´ıa necesario para seguir la implementacio´n realizada
en Matlab y se volvio´ a compilar la librer´ıa. Una vez realizada la modificacio´n y compilacio´n, se
observo´ que el algoritmo aumentada en unos 10 segundos su tiempo de ejecucio´n debido a las
llamadas de la nueva librer´ıa implementada y se intento´ realizar una implementacio´n utilizando
dos llamadas a la funcio´n utilizada para la realizacio´n de Hough, obteniendo as´ı un resultado
ma´s eficiente, el cua´l, ha sido usado en la implementacio´n de la librer´ıa.
Las l´ıneas obtenidas mediante la transformada, son descritas utilizando una representacio´n
polar (ρ, θ). Aunque para el dibujado de los recta´ngulos, las lineas son obtenidas mediante la
ecuacio´n de curvas polares, durante algunas partes de los distintos filtros realizados, se utiliza
ρ sin realizar una previa transformacio´n a coordenadas cartesianas. Esto se debe al a´ngulo
utilizado en los filtros, pues al ser a´ngulos de un intervalo muy pequen˜o tanto para las hori-
zontales como verticales, el error es irrelevante al no realizar dicha transformacio´n. Dicho error
es de cos θ|θ ∈ [−5, 5]o para las horizontales y de sin θ|θ ∈ [85, 95]o para las verticales.
Una vez obtenidas las l´ıneas, aunque estas hayan sido filtradas por a´ngulo e intensidad,
la transformada devuelve una gran cantidad de l´ıneas que deben ser descartadas (figura 3.4).
Para proceder a la seleccio´n, se ha decidido que solo sera´n devueltas cuatro l´ıneas, dos verti-
cales y dos horizontales. Estas lineas son seleccionadas fijando inicialmente la localizada en la
primera posicio´n de la lista de lineas, pues la funcio´n de hough devuelve estas l´ıneas ordenadas
de mayor intensidad a menor intensidad. Esta primera seleccio´n se debe al significado de la
intensidad o acumulado de una l´ınea en la transformada de Hough, ya que representa la l´ınea
con mayor coincidencia en la imagen binar´ıa.
Cuando la l´ınea de mayor intensidad es seleccionada, se siguen recorriendo las dema´s li-
neas de su misma orientacio´n, realizando una comprobacio´n ma´s respecto a la l´ınea de mayor
intensidad, pues una de las l´ıneas restantes es considerada perteneciente al recta´ngulo, si la
distancia entre la l´ınea de mayor intensidad y la l´ınea estudiada, es mayor que el 50 % del
taman˜o del lado correspondiente a la ventana actual, es decir, en las horizontales, la segunda
horizontal, debe estar a una distancia mayor al 50 % del taman˜o vertical de la ventana. Para el
ca´lculo de esta distancia se han definido dos funciones, pues mediante la ecuacio´n de las curvas
polares (1) obtiene dos puntos pertenecientes a la recta, localizados a un 25 % de distancia
de cada extremo de la interseccio´n de la l´ınea estudiada y la ventana.(Figura 3.5)
x cos θ + y sin θ = ρ
(1)
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(a) Ventana sin l´ıneas detectadas
(b) Ventana con l´ıneas detectadas
(c) Ventana con l´ıneas filtradas
Figura 3.4: L´ıneas detectadas por houghTransform
Figura 3.5: Ca´lculo de puntos para la distancia
Por u´ltimo, la funcio´n devuelve un booleano indicando si existen dos lineas horizontales y
dos l´ıneas verticales que cumplan las condiciones definidas anteriormente y sus localizaciones
polares.
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bool houghTransform(cv::Mat image , unsigned rowIndex ,
unsigned colIndex ,double rectangle[], unsigned thresholdH ,
unsigned thresholdV , unsigned lengthH , unsigned lengthV)
{
/* ... */
cv:: HoughLines(image , houghHorizontalLines , RHO_HOUGH
, THETA_HOUGH , thresholdH , 0, 0, D85_TO_RADIANS ,
D95_TO_RADIANS);
cv:: HoughLines(image , houghVerticalLines , RHO_HOUGH ,
THETA_HOUGH , thresholdV , 0, 0, -D5_TO_RADIANS ,
D5_TO_RADIANS);
/* ... */
while (( idxHorizontal < houghHorizontalLines.size()
|| idxVertical < houghVerticalLines.size()) && (
horizontalLines.size() < 2 || verticalLines.size()
< 2)) {
// horizontal
if(( idxHorizontal < houghHorizontalLines.size
()) && horizontalLines.size() < 2){
if(horizontalLines.size() != 0){
lineHorizontalPoints(
coordenatescurrentLine ,
lengthH ,colIndex ,
houghHorizontalLines[
idxHorizontal ][0],
houghHorizontalLines[
idxHorizontal ][1]);
}
if (horizontalLines.size() == 0 || ((
std::abs(std::abs(
yCoordenatesFirstLineHorizontal
[0])-std::abs(
coordenatescurrentLine [0])) >
THRESH_DISTANCE_V_PERCENT *
lengthV) && (std::abs(std::abs(
yCoordenatesFirstLineHorizontal
[1])-std::abs(
coordenatescurrentLine [1])) >
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THRESH_DISTANCE_V_PERCENT *
lengthV))) {
horizontalLines.push_back( {
houghHorizontalLines[
idxHorizontal ][0],
houghHorizontalLines[
idxHorizontal ][1] });
}
}
// vertical
/* ... */
}
detect = horizontalLines.size() == 2 && verticalLines
.size() == 2;
/* ... */
return detect;
}
Co´digo 3.4: Funcio´n houghTransform
Ana´lisis y dibujado del recta´ngulo detectado
En esta parte de algoritmo, se analiza la interseccio´n del recta´ngulo detectado con los otros
ya detectados anteriormente, con el objetivo de que este no intersecte, ma´s de un cierto l´ımite
definido, a los otros recta´ngulos.
Este nuevo filtro, consiste en iterar por todos los recta´ngulos detectados y calcular la
distancia desde sus puntos centrales al punto central del nuevo recta´ngulo. Si la distancia es
menor del 80 % del taman˜o de la horizotal de la ventana, en el caso de que se este´ comparando
la distancia horizontalmente, el nuevo recta´ngulo quedara´ descartado, pues se considera que
intersecta demasiado con algunos de los otros recta´ngulos detectados anteriormente, devol-
viendo un booleano que indica que no ha sido dibujado ni guardado. La comparacio´n de la
distancia entre los centros, no se realiza solo horizontalmente, sino que tambie´n se comparan
verticalmente
En el caso de que se considere que no intersecta a otro recta´ngulo, se procedera´ al ca´lculo de
una serie de datos necesarios para proceder a su dibujo en la imagen de salida y a su guardado.
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Para dibujar los recta´ngulos, se ha creado una nueva funcio´n, que introduciendo los datos
de dos lineas devuelve el punto de interseccio´n de ambas. Este punto es calculado mediante
el punto de corte de dos curvas polares obtenido de desarrollar las siguientes ecuaciones:
{x cos θ1 + y sin θ1 = ρ1x cos θ2 + y sin θ2 = ρ2
Solucio´n:
x =
ρ2 − y sin θ2
cos θ2
y =
ρ2 cos θ1 − ρ1 cos θ2
sin θ2 cos θ1 − sin θ1 cos θ2
Una vez obtenidos los puntos de corte, se dibujan las 4 l´ıneas de punto a punto y para la
correcta visualizacio´n del recta´ngulo, se dibuja un punto en la parte central del mismo.
Detector de recta´ngulos
Esta funcio´n es la utilizada para ejecutar todo el algoritmo de deteccio´n de tablones de ma-
dera y es la ofrecida por la librer´ıa para su ejecucio´n. Se encarga de la llamada a las funciones
explicadas anteriormente y en el control de los saltos y movimientos de la ventana deslizante.
Inicialmente se realiza la inicializacio´n de la imagen, obtienendo una imagen binaria con
los bodes detectados y redimensionada. Posteriormente se ejecuta el movimiento de la ventana
deslizante de izquierda a derecha y de arriba a abajo.
Una vez obtenida la localizacio´n de la ventana, se realiza sobre la imagen binarizada, un
recorte que denota los limites de e´sta, y se estudia si en la posicio´n donde se encuentra hay
interseccio´n con otro recta´ngulo detectado anteriormente, ejecutando el ana´lisis de intersec-
cio´n de la ventana. Si existe interseccio´n se ejecuta un salto de la ventana a la localizacio´n
proporcionada por el ana´lisis y si no existe se realiza la transformada de Hough de la imagen.
De la realizacio´n de la transformada de Hough, se obtiene si se han detectado suficientes
l´ıneas para la localizacio´n. Si este conjunto de l´ıneas no es suficiente se realiza un movimiento
ma´s pequen˜o que al localizar una intersecio´n o un recta´ngulo, el taman˜o de este salto es
proporcionada en el algoritmo de manera esta´tica. En el caso de que el conjunto de l´ıneas sea
suficiente se realiza un ana´lisis al recta´ngulo.
Este ana´lisis es realizado en la parte del algoritmo llamada ana´lisis y dibujado del
recta´ngulo, y devuelve si el recta´ngulo tiene una interseccio´n suficiente con otros y si se
ha realizado el dibujado. Si se ha podido dibujar, la ventana se situ´a en la parte derecha del
recta´ngulo dibujado menos un margen, pues la l´ınea derecha de este u´ltimo recta´ngulo, puede
pertenecer a la l´ınea vertical izquierda del siguiente. Si no se ha podido realizar el dibujado,
la ventana realiza el mismo movimiento que el realizado cuando no se encuentran suficientes
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l´ıneas para componer el recta´ngulo.
Por u´ltimo, se hace una comprobacio´n del movimiento de la ventana calculada para la
siguiente ejecucio´n, pues si el salto localiza a la ventana en la parte derecha de la imagen y la
ventana sale del taman˜o total, este movimiento es recalculado para colocar la ventana justo en
el l´ımite. Este me´todo tambie´n es utilizado cuando la ventana sale de la imagen en la u´ltima
ejecucio´n vertical.
La ejecucio´n termina cuando se ha ejecutado todas las ventanas cubriendo la imagen com-
pleta y devuelve la imagen con los recta´ngulos dibujados, redimensionada, y el nu´mero de
recta´ngulos detectados(Figura 3.6).
Figura 3.6: Deteccio´n de recta´ngulos (67 detectados)
El algoritmo recibe como para´metros la imagen para la que se realiza la deteccio´n, una lista
vac´ıa donde sera´n proporcionadas las localizaciones de los recta´ngulos detectados, el factor de
redimensio´n de la imagen, y los dema´s para´metros utilizados para la inicializacio´n de la imagen
y umbrales de deteccio´n, que sera´n los ma´s influyentes para la deteccio´n del algoritmo. Estos
u´ltimos para´metros son:
Taman˜o de la ventana: es la dimensio´n usada para la deteccio´n y es proporcionada
mediante dos para´metros que indican el taman˜o vertical y el horizontal. Si la ventana no
es de suficiente taman˜o, todo recta´ngulo no intersectado dentro de la misma, no sera´
detectado, y si es demasiado grande, de manera que intersecte a ma´s de un recta´ngulo,
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puede provocar errores en su localizacio´n y conteo. Este para´metro sera´ proporcionado
por el usuario mediante la realizacio´n de una seleccio´n de ventana de manera visual.
Umbrales de intensidad m´ınima de l´ıneas: Utilizado para la deteccio´n de l´ıneas de
la transformada de Hough, son proporcionados como dos umbrales, uno para la m´ınima
intensidad vertical y otro para la horizontal. Indican la intensidad m´ınima que debe tener
una l´ınea para ser considerada perteneciente al recta´ngulo.
Umbral de Canny: para´metro utilizado en la inicializacio´n de la imagen, en la deteccio´n
de bordes usando el algoritmo de Canny. Si este umbral es demasiado alto, la imagen de
bordes tendra´ mucho ruido y la deteccio´n no sera´ correcta, y si es demasiado pequen˜o
la deteccio´n de bordes no sera´ suficiente y el algoritmo no detectara´ la mayor´ıa de los
recta´ngulos
Sigma: para´metro utilizado en la inicializacio´n de la imagen, en el filtro aplicado para
la eliminacio´n de ruido. Si este para´metro es muy grande, la imagen resultante despue´s
de su filtrado estara´ muy suavizada o difuminada, lo que provocara´, en la deteccio´n
de bordes realizada posteriormente, una deteccio´n insuficiente. Por otro lado, si este
para´metro es demasiado pequen˜o, la imagen resultante tendra´ demasiado ruido y Canny
detectara´ demasiados falsos positivos.
Los tres u´ltimos para´metros y otras constantes, han sido estudiados mediante un algo-
ritmo de fuerza bruta aplicado a un conjunto de ima´genes, lo que ha permitido obtener
una media de para´metros para la realizacio´n de una buena deteccio´n. Estos para´metros
sera´n proporcionados de manera esta´tica en la ejecucio´n del algoritmo en Android y su
obtencio´n es explicada en el apartado pruebas.
3.2. Android
Para el desarrollo de la aplicacio´n Android se ha decidido usar el IDE Android Studio, debi-
do al conjunto de herramientas ofrecidas para el desarrollo, fa´cil instalacio´n de otras librer´ıas,
a su herramienta de gestio´n automatizado de builds (Gradle) y a su anterior uso en otros
proyectos con aplicaciones Android.
El proyecto ha sido realizado para la versio´n m´ınima de Android 4.1 (API 16), ya que
es la m´ınima versio´n necesaria para poder usar las herramientas u´tiles en el desarrollo de
esta aplicacio´n. Esta versio´n tiene un alto porcentaje de distribucio´n de smarthphones que
pueden ejecutarla, pues segu´n la informacio´n proporcionada por Android Studio es de 95,2 %,
informacio´n que tambie´n se ha tenido en cuenta para el desarrollo.
3.2.1. Desarrollo de Actividades
Android divide su desarrollo principalmente en el uso de actividades, que son las encargadas
de manejar el funcionamiento principal de la aplicacio´n y de la comunicacio´n con la interfaz
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gra´fica programada en XML. Para la comunicacio´n entre las distintas actividades y aplicacio-
nes internas se usa un elemento llamado Intent, por el cual, mediante una serie de para´metros
permite enviar informacio´n entre actividades y entre otras aplicaciones del dispositivo.
Para la realizacio´n de distintas operaciones que interactu´en con las herramientas propor-
cionadas por el dispositivo, usa un sistema de permisos de aplicacio´n que son inscritas en
el AndroidManifest, un archivo proporcionado en el proyecto que permite el manejo de los
permisos y de otras opciones de la aplicacio´n.
Los permisos usados por la aplicacio´n son:
Lectura y escritura en el almace´n externo: permisos necesarios para el guardado de
ima´genes temporales y para la opcio´n de guardado proporcionada.
Para explicar el desarrollo realizado en Android, se detallan las distintas actividades im-
plementadas y como se han realizado las distintas acciones proporcionadas en cada una de
ellas.
Carga de ima´genes
Esta actividad proporciona las acciones de carga de ima´genes que pueden ser obtenidas
desde la galer´ıa del dispositivo o capturada desde la propia ca´mara. Para ello se muestran dos
botones.
Cuando el boto´n de la ca´mara es pulsado, el evento es capturado por el me´todo onClick
de la actividad. Al recibir el identificador del boto´n de la ca´mara crea un nuevo Intent que
hace una llamada a esta mediante el uso de la MediaStore. Antes de ser lanzado, se crea el
archivo temporal donde va a ir almacenada la imagen capturada, creado mediante una clase
esta´tica implementada. Una vez el archivo es creado se lanza el Intent, lanzando la aplicacio´n
de la ca´mara para realizar la captura.
Al pulsarse el boto´n de la captura de la galer´ıa, se produce un proceso similar al de la
ca´mara, pero lanzando el Intent con otro para´metro que permitira´ lanzar la galer´ıa del dispo-
sitivo para la obtencio´n de la imagen.
Una vez el usuario a capturado la imagen o la ha seleccionado de la galer´ıa, se ejecuta el
me´todo onActivityResult, que sera´ el encargado de tratar el archivo obtenido por cualquiera
de las dos acciones disponibles en la actividad. Cuando este es lanzado, identifica cual de las
acciones fue pulsada, carga la imagen en el dispositivo usando un bitmap guardandola en la
clase esta´tica UtilsPhoto, y por u´ltimo lanza mediante un Intent la actividad de recorte.
Recorte
Esta accio´n de recorte ha sido implementada con el objetivo de que el usuario pueda rea-
lizar una deteccio´n en solo una parte de la imagen seleccionada. Para ello se ha hecho uso de
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Figura 3.7: Interfaz para la carga de ima´genes
una librer´ıa llamada Cropper (Edmodo) que ofrece esta funcionalidad.
Al inicio de la actividad se muestra la imagen cargada por el usuario y las siguientes
acciones:
Recortar: si el usuario pulsa en recortar, el me´todo de captura del evento es lanzado y
habilita la interfaz en la que se muestra un recta´ngulo con el puede realizar el recorte. Si
el usuario vuelve a pulsar en recortar, la imagen se guarda en otro bipmap diferente al de
la imagen cargada, permitiendo la accio´n de reintentar, mediante la cual, al usuario se le
muestra el a´rea de recorte sobre la imagen inicial. Por otro lado, si el usuario pulsa sobre
el boto´n cancelar cuando la seleccio´n de recorte esta´ activa, se desactiva la seleccio´n de
recorte.
Aceptar: si el usuario pulsa sobre aceptar, la imagen que se este´ mostrando actualmente
en pantalla, es la seleccionada para la deteccio´n. Mediante el uso del capturador de
eventos del boto´n se lanza un Intent para abrir la siguiente actividad de seleccio´n de
ventana.
Cancelar: si el usuario pulsa sobre el boto´n cancelar se lanza el capturador de eventos
y en el caso de que la seleccio´n de recorte no este´ activa, se ejecuta el me´todo onBack-
Pressed que es el encargado, en Android, de volver a la actividad que previamente lanzo´
a la actividad actual.
Seleccio´n de ventana
Mediante esta actividad el usuario puede seleccionar un taman˜o de ventana suficiente para
la deteccio´n.
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(a) Interfaz para el recorte de ima´genes
(b) Interfaz con el recorte activado
Figura 3.8: Interfaz de recorte
Al inicio de la actividad, se muestra el recta´ngulo de recorte usado en la actividad anterior.
Cuando la seleccio´n realizada sea la adecuada, el usuario debe pulsar sobre el boto´n aceptar,
que ejecuta el Intent correspondiente para la llamada de la siguiente actividad. El taman˜o del
recta´ngulo seleccionado, es el taman˜o guardado en la clase Utilsphoto para su posterior uso
en la deteccio´n.
En el caso de que el usuario pulse en cancelar, se ejecuta el me´todo onBackPressed que
llama a la actividad que lanzo´ a la actividad actual y por lo tanto, vuelve a la interfaz de
recorte.
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Figura 3.9: Interfaz para la seleccio´n del taman˜o de ventana
Deteccio´n de tablones
Esta actividad es la encargada de la ejecucio´n del algoritmo de deteccio´n de tablones y por
lo tanto de la llamada a la librer´ıa C++.
Una vez la actividad es lanzada, se realiza la carga de la librer´ıa C++ mediante el uso del
me´todo loadLibrary ofrecido por la clase System. Este me´todo lleva como para´metro el nombre
de la librer´ıa que se quiere cargar, en este caso, RectangleDetectorLibrary. El registro de esta
librer´ıa en el sistema ha sido explicado en el apartado Instalacio´n de la librer´ıa OpenCV y
comunicacio´n con librer´ıa C++.
Para poder realizar la deteccio´n de recta´ngulos, se carga la librer´ıa para Android ofrecida
por OpenCV, adema´s de la librer´ıa C++, pues para realizar el tratamiento de la imagen, es
necesario convertir la imagen cargada mediante un bitmap, al objeto ofrecido por OpenCV
llamado Mat. Para realizar la carga, es necesario la creacio´n del me´todo BaseLoaderCallback.
Este me´todo, en el caso de que la librer´ıa instalada previamente en el proyecto no tenga la
compilacio´n necesaria para la CPU del dispositivo en el que se este´ ejecutando, redirecciona al
usuario a la tienda android, PlayStore, para que pueda descargar una aplicacio´n ofrecida por
OpenCV que contiene la librer´ıa. Si por lo contrario, la CPU es compatible con algunas de las
compilaciones proporcionadas en el proyecto, se realiza la carga de e´sta.
Una vez la librer´ıa OpenCV es cargada en el dispositivo, se procede a la llamada a la clase
loadRectangleDetector. Esta clase extiende de la clase proporcionada por Android, AsyncTask,
pues permite la ejecucio´n de un proceso en una hebra de manera as´ıncrona, evitando la ejecu-
cio´n en la hebra principal. Si esta´ ejecucio´n se hiciera en la hebra principal, el sistema parar´ıa la
aplicacio´n, ya que esta solo puede mantener la hebra principal ejecutando un proceso durante
un tiempo determinado por el sistema.
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La clase loadRectangleDetector implementa los siguientes me´todos y funciones necesarios
para la ejecucio´n de la hebra:
OnPreExecute: este me´todo es el llamado antes del proceso de ejecucio´n en segundo
plano de la hebra. Este es el encargado de la inicializacio´n de un ProgressDialog que
ofrece una visualizacio´n de carga mientras se realiza el proceso de deteccio´n.
doInBackground: es la funcio´n encargada de la ejecucio´n del proceso en segundo plano.
Es donde se realiza la conversio´n de la imagen cargada en un Bitmap a Mat y la
llamada al me´todo RectangleDetectorNativeClass.rectangleDetector(...), que devuelve
la imagen con los recta´ngulos dibujados y el nu´mero de recta´ngulos detectados. Este
me´todo es el encargado de realizar la llamada mediante el JNI a la librer´ıa C++, cuyo
me´todo de creacio´n es explicado en el apartado Instalacio´n de la librer´ıa OpenCV y
comunicacio´n con librer´ıa C++. Una vez obtenida la imagen, se realiza la conversio´n
de Mat a Bitmap y se devuelve el nu´mero de recta´ngulos.
onPostExecute: este me´todo es ejecutado cuando la funcio´n doInBackground devuelve
el nu´mero de recta´ngulos detectados, y muestra en la interfaz, la nueva imagen de los
recta´ngulos dibujados, el nu´mero de recta´ngulos y detiene el ProgessDialog.
Una vez el proceso de deteccio´n ha finalizado el usuario tiene disponible las siguientes
opciones:
Guardar: permite al usuario guardar la imagen en su dispositivo, esta accio´n es recogida
por el capturador de eventos, desde el cual, se realiza el guardado mediante el uso
de un me´todo implementado en la clase esta´tica Utilsphoto. Si la imagen es guardada
correctamente, muestra un mensaje indica´ndole al usuario que la imagen a sido guardada
correctamente.
Compartir: permite al usuario compartir la foto mediante algunas de las aplicaciones
de comunicacio´n del dispositivo. El mensaje enviado contiene un texto con el nu´mero de
tablones detectados y la imagen. Para realizar la accio´n se hace uso de un Intent que
utiliza el flag Intent.ACTION SEND para enviar los datos.
Cancelar: ejecuta el me´todo onBackPressed que ha sido modificado para eliminar los
archivos temporales necesarios en la ejecucio´n actual de la aplicacio´n y para lanzar me-
diante un Intent a la primera actividad de la aplicacio´n dedicada a la carga de ima´genes.
Otras configuraciones
En Android, las actividades cumplen con un ciclo de vida que le permite al sistema opera-
tivo el control de la aplicacio´n ante los distintos eventos ocurridos en el sistema. En la figura
3.11 se puede observar el ciclo de vida de las actividades y su ejecucio´n ante los distintos
estados de la aplicacio´n.
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Figura 3.10: Interfaz para la deteccio´n de tablones
En la aplicacio´n, se han implementado un conjunto de me´todos comunes en todas las
actividades que no han sido explicados en los apartados anteriores. Estos me´todos son:
onCreate: este me´todo es ejecutado al inicio de cada actividad. Es donde se han con-
figurado los distintos elementos de la interfaz y, con el objetivo de controlar algunas de
las excepciones que pueden ser lanzadas por la aplicacio´n, se ha sustituido el manejador
de excepciones por defecto mediante el uso de dos clases implementadas. La clase Apli-
cationIntance, en la que se guarda una instancia de la aplicacio´n para su posterior uso en
la clase ExceptionHandler. E´sta es utilizada en el caso de que la aplicacio´n sea cerrada
por el sistema, debido al lanzamiento de una excepcio´n no controlada, pues hace que
vuelva a ser lanzada mediante el uso de un PendingIntent y AlarmManager.
onDestroy: este me´todo es ejecutado justo antes de la destruccio´n de la actividad. Es
donde se ha realizado el borrado de los archivos temporales guardados para el uso de
la aplicacio´n, evitando as´ı que estos permanezcan en el dispositivo si la actividad es
destruida de forma inesperada.
Por otra parte, para que la aplicacio´n este´ disponible en varios idiomas, se han utilizado
distintos archivos XML que contienen las cadenas de caracteres utilizadas. Si el idioma del
dispositivo es distinto al espan˜ol, la aplicacio´n es mostrada en ingle´s y caso contrario, en
espan˜ol. Tambie´n se han realizado distintas configuraciones para los distintos tipos de pantallas
de los dispositivos. Estas configuraciones son realizadas en los archivos dimens, que al igual que
los archivos de idioma, son elegidos por el propio sistema segu´n la configuracio´n del dispositivo
y su localizacio´n en el proyecto, pues Android utiliza una estructura de archivos predefinida
para estas configuraciones.
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Figura 3.11: Ciclo de vida de actividad Android 1
3.2.2. Instalacio´n de la librer´ıa OpenCV y comunicacio´n con librer´ıa
C++
Una vez el proyecto a sido creado con la configuracio´n inicial ofrecida por Android Studio,
se ha descargado la compilacio´n ofrecida por OpenCV para Android y se ha importado el SDK
Java usando las dependencias del proyecto.
Para realizar el enlace con la librer´ıa C++, se ha habilitado el uso del NDK en el proyec-
to introduciendo android.useDeprecatedNdk= true en el archivo gradle.properties. Despue´s
se ha realizado la creacio´n de la clase que realiza la comunicacio´n entre la aplicacio´n An-
droid, mediante el uso del framework JNI (Java Native Interface). Esta clase se ha llama-
do RectangleDetectorNativeClass y es donde se ha realizado la implementacio´n del me´to-
do que enlaza con la librer´ıa usando una clase C++ generada desde la consola median-
te la ejecucio´n del comando: javah -d jni -classpath ../../build/intermediates/classes/debug
1https://developer.android.com/guide/components/activities.html
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com.tfg.woodenplankdetector.Utils.RectangleDetectorNativeClass, siendo el u´ltimo para´metro
del comando, la ruta del paquete donde se encuentra la clase java en el proyecto.
Por u´ltimo se ha configurado la localizacio´n de la librer´ıa, el nombre utilizado para cargarla,
configuraciones de variables necesarias para la compilacio´n y localizacio´n de las librer´ıas C++
previamente compiladas por OpenCV mediante el uso de tres archivos que especifican estas
configuraciones Application.mk, Android.mk y build.gradle.
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4. Pruebas
Se han realizado un conjunto de pruebas de cada unas de las funciones implementadas y
se ha comprobado su funcionamiento de manera visual, mediante un conjunto de ima´genes.
Algunas de las ima´genes generadas han sido mostradas en apartados anteriores. En estas prue-
bas se ha tenido en cuenta el tiempo de ejecucio´n y la exactitud de la localizacio´n de tablones,
mejorando en algunos casos el algoritmo para aminorar su tiempo de ejecucio´n y localizacio´n
Para la realizacio´n de las pruebas en Android, se ha aplicado un plan de pruebas para la
comprobacio´n del funcionamiento de todas las actividades implementadas, mediante la reali-
zacio´n de un conjunto de combinaciones con las acciones de cada actividad.
Por otro lado, con el objetivo de realizar un estudio de para´metros, se han realizado prue-
bas mediante la ejecucio´n de un algoritmo de fuerza bruta. Este consiste en comprobar todas
las combinaciones posibles entre un conjunto de rangos para cada uno de los para´metros in-
fluyentes en la deteccio´n y localizacio´n de tablones. Con este algoritmo, se ha analizado el
conjunto de ima´genes disponibles, guardando aquellas ima´genes en las que se han detectado
un determinado nu´mero de tablones, correspondiente al nu´mero de tablones existentes en la
imagen contado de manera manual y aplicando una tolerancia de error, que var´ıa segu´n el
estado de la imagen.
Los para´metros estudiados con el algoritmo y los rangos de estudio son:
Umbrales de intensidad m´ınima de l´ıneas: se ha aplicado unos rangos de [50, 130]
con un paso de 10 para la horizontal y [15, 45] con un paso de 5 para la vertical. Se
ha observado que depende del taman˜o de la ventana seleccionada y de la deteccio´n de
bordes realizada, pues es el taman˜o m´ınimo de la intensidad de cada l´ınea detectada con
la transformada de Hough. Por lo tanto, mientras ma´s ruido tiene la imagen de bordes,
mayor debe ser este para´metro y cuanto ma´s pequen˜a sea la ventana, menor debe ser.
Umbral de Canny: se ha aplicado un rango de [0,045, 0,09] con un paso de 0.005.
Depende del ruido, brillo e intensidad de los contornos de los tablones.
Sigma: se ha aplicado el rango de [2, 6] con un paso de 0.5. Depende principalmente
del ruido de la imagen.
Estos rangos han sido acotados progresivamente mediante el algoritmo, siendo los menciona-
dos anteriormente el conjunto de rango correspondiente al u´ltimo estudio realizado.
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Una vez generadas todas las ima´genes, se ha realizado un ana´lisis visual para seleccionar
aquellas con una mejor deteccio´n, obteniendo as´ı un conjunto de para´metros acotados que
han sido los utilizados en la llamada a la librer´ıa C++ en Android. Con estos para´metros
se ha calculado un valor medio de sigma, umbral de Canny y una recta de regresio´n, con la
cual, a partir del taman˜o de la ventana se calculan unos valores pro´ximos a los o´ptimos de los
umbrales de intensidad m´ınima de l´ıneas.
Rectas de regresio´n:
Umbral horizontal = 53,47 + 0,030 ∗ horizontalSize
Umbral V ertical = 11,22 + 0,065 ∗ verticalSize
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5. Conclusiones
Los algoritmos de visio´n por computador tienen aplicaciones en distintos campos, son
utilizados en industrias para la automatizacio´n de procesos industriales, en la medicina para
herramientas de diagnostico automa´ticos, herramientas de apoyo a la cirug´ıa, telemedicina, etc.
Generalmente, las zonas donde se aplican los algoritmos de visio´n por computador, suelen
ser entornos donde se controlan los niveles de luz, el dispositivo que realiza la captura y varios
para´metros que afectan al ana´lisis, permitiendo realizar un mejor ajuste de los para´metros
utilizados en los algoritmos aplicados en estos entornos. Este es el mayor problema que se ha
intentado mejorar en el algoritmo de deteccio´n de tablones, ya que aunque se ha realizado un
estudio de para´metros detallado, explicado en el apartado anterior, no se ha podido ajustar
para realizar una correcta deteccio´n para distintas condiciones del entorno, pues los para´metros
del algoritmo son muy sensibles al ruido en la imagen y a los niveles de brillo y contraste.
Para que el usuario de la aplicacio´n pueda realizar una buena deteccio´n mediante el uso
del algoritmo, se ha decidido implementar una pantalla donde pueda cambiar los para´metros
utilizados por el algoritmo, dependiendo del entorno donde vaya a realizar la deteccio´n fre-
cuentemente. Tambie´n se ha an˜adido un boto´n que permite volver a los para´metros iniciales
de la aplicacio´n, pues son los para´metros obtenidos despue´s del ana´lisis realizado.
5.1. Posibles mejoras
Con el objetivo de mejorar el algoritmo de deteccio´n de tablones realizado se han pensado
nuevas ideas para mejorar la implementacio´n del mismo:
Machine Learning: realizar la implementacio´n de un mo´dulo de aprendizaje que permi-
ta al algoritmo modificar los para´metros utilizados para la deteccio´n segu´n una serie de
caracter´ısticas de la imagen de entrada. El algoritmo se deber´ıa someter a aprendizaje
mediante un conjunto voluminoso de ima´genes de distintas caracter´ısticas, de las cuales,
se tendr´ıan localizados el centro de cada recta´ngulo as´ı como su taman˜o, permitiendo
al algoritmo realizar el aprendizaje para ajustar lo ma´ximo posible los para´metros uti-
lizados a la deteccio´n realizada de manera manual con el conjunto de ima´genes. Esto
permitir´ıa que los para´metros utilizados en la deteccio´n fueran dina´micos y mejorar´ıa
considerablemente el resultado del algoritmo.
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Uso del color: en el algoritmo actual, para realizar la deteccio´n no se utiliza la informa-
cio´n proporcionada por el color de los tablones y de las dema´s partes de la imagen, si no
que se basa en el tratamiento de los bordes localizados mediante Canny. Para mejorar
la localizacio´n de los tablones y evitar la posible confusio´n en la deteccio´n de un hueco
en el panel de tablones, se podr´ıa realizar una mejora en el algoritmo mediante el uso
del color de la imagen, de manera que se detectar´ıa el color de los tablones de madera
para los que se esta´n realizando la deteccio´n y se ajustar´ıa el algoritmo para ignorar las
detecciones que no correspondan, aproximadamente, al color de estos tablones.
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Introduccio´n
Wooden Plank Detector es una aplicacio´n para dispositivos mo´viles desarrollada con el
objetivo de detectar, localizar y realizar un conteo de los tablones de madera perteneciente a
una imagen.
La calidad de la deteccio´n depende de las caracter´ısticas de la imagen dada como entrada
en la aplicacio´n ya que el algoritmo es sensible al ruido producido en la captura de la imagen,
brillo, color de los tablones, diferencia entre los tablones, fondo de la imagen, etc
Para mejorar la deteccio´n se proporcionan una serie de para´metros proporcionados por
defecto obtenidos a partir de un conjunto de pruebas con varias ima´genes, con la opcio´n de
modificacio´n por parte del usuario segu´n las caracter´ısticas del entorno donde la foto ha sido
realizada y del dispositivo.
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Configuracio´n
En este apartado se especifican algunos de los requerimientos necesarios para el correcto
funcionamiento de la aplicacio´n.
2.1. Requisitos del sistema
Para el correcto funcionamiento de la aplicacio´n es necesario un dispositivo con un sistema
operativo Android, con una versio´n m´ınima de Android 4.1 (API 16), ca´mara accesible desde la
aplicacio´n y la aceptacio´n del permiso de almace´n para varias funcionalidades implementadas.
2.2. Instalacio´n de la aplicacio´n
La aplicacio´n no esta´ disponible en ningu´n repositorio de aplicaciones android, por lo tanto
para ejecutarlo es necesario obtener el APK o bien su ejecucio´n mediante el uso del co´digo
fuente.
2.2.1. Ejecucio´n desde Android
Una vez la aplicacio´n es instalada en el dispositivo aparecera´ el ejecutable de la aplicacio´n
con el nombre Wooden Plank Detector y el logo.
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Funcionalidades de la aplicacio´n
La aplicacio´n dispone de un conjunto de pantallas o actividades que sera´n explicadas a
continuacio´n junto con las funcionalidades disponibles en cada una.
Carga de ima´genes
Esta actividad proporciona las acciones de carga de ima´genes que pueden ser obtenidas
desde la galer´ıa del dispositivo o capturada desde la propia ca´mara. Para ello se muestran dos
botones.
Galer´ıa: permite el lanzamiento de la galer´ıa del dispositivo para cargar una imagen
desde e´sta.
Galer´ıa: permite el lanzamiento de la ca´mara del dispositivo para realizar la captura de
la imagen del ana´lisis.
Por otro lado, tambie´n proporciona la opcio´n de realizar un cambio en los para´metros
utilizados para el ana´lisis de la imagen. Esta opcio´n puede ser ejecutada con el boto´n de op-
ciones disponible en la esquina superior de la pantalla.(Figura 3.1)
Una vez el usuario a capturado la imagen o la ha seleccionado de la galer´ıa, se lanza la
actividad de recorte.
Recorte
Esta pantalla muestra la funcionalidad de recorte, que permite al usuario realizar una de-
teccio´n en solo una parte de la imagen seleccionada (Figura 3.2).
Al inicio de la misma se mostrara´ la imagen cargada por el usuario y las siguientes acciones:
Recortar: al pulsa en recortar, se habilita la interfaz en la que se muestra un recta´ngulo
con el puede realizar el recorte. Si el usuario vuelve a pulsar en recortar, la imagen
obtenido es la utilizada para el ana´lisis y el boto´n cambia su funcionalidad a reintentar,
mediante la cual, se muestra el a´rea de recorte sobre la imagen inicial. Por otro lado, si
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Figura 3.1: Interfaz para la carga de ima´genes
se pulsa sobre el boto´n cancelar cuando la seleccio´n de recorte esta´ activa, se desactiva
la seleccio´n.
Aceptar: al pulsar sobre aceptar, la imagen que se este´ mostrando actualmente en
pantalla, es la seleccionada para la deteccio´n y se lanza la actividad de seleccio´n de
ventana.
Cancelar:al pulsar sobre el boto´n cancelar, en el caso de que la seleccio´n de recorte no
este´ activa, vuelve a la actividad de recorte. Esta opcio´n puede ser ejecutada desde el
boto´n atra´s del dispositivo.
Seleccio´n de ventana
Mediante esta actividad se puede seleccionar un taman˜o de ventana suficiente para la de-
teccio´n, el cual, debe de ser de un taman˜o aproximado al de todos los tablones de la imagen.
Al inicio de la actividad, se muestra el recta´ngulo de recorte usado en la actividad anterior.
Cuando la seleccio´n realizada sea la adecuada, el usuario debe pulsar sobre el boto´n aceptar,
que lanza la siguiente actividad de deteccio´n de tablones.(Figura 3.3)
En el caso de que el usuario pulse en cancelar, vuelve a la actividad de recorte, disponible
desde el boto´n atra´s del dispositivo.
Deteccio´n de tablones
Esta actividad es la encargada de la ejecucio´n del algoritmo de deteccio´n de tablones.
Al inicio de la actividad, en el caso de que la CPU del dispositivo en el que se este´ eje-
cutando no sea de los modelos instalados por defecto, se redirecciona al usuario a la tienda
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(a) Interfaz para el recorte de ima´genes
(b) Interfaz con el recorte activado
Figura 3.2: Interfaz de recorte
android, PlayStore, para que pueda descargar una aplicacio´n ofrecida por OpenCV que con-
tiene la librer´ıa.
Una vez instalado todo lo necesario, se realiza la deteccio´n de los tablones utilizando los
para´metros proporcionados en la actividad de carga de ima´genes. Mientras la deteccio´n esta´
siendo realizada se muestra un proceso de carga.
Cuando el proceso de deteccio´n ha finalizado (Figura 3.4) el usuario tiene disponible las
siguientes opciones:
Guardar: permite guardar la imagen en el dispositivo y si es guardada correctamente
muestra un mensaje que lo indica.
Compartir: permite compartir la imagen mediante algunas de las aplicaciones de comu-
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Figura 3.3: Interfaz para la seleccio´n del taman˜o de ventana
nicacio´n del dispositivo. El mensaje enviado contiene un texto con el nu´mero de tablones
detectados y la imagen.
Cancelar: lanza primera actividad de la aplicacio´n dedicada a la carga de ima´genes,
esta opcio´n esta´ disponible desde el boto´n atra´s del dispositivo.
Figura 3.4: Interfaz para la deteccio´n de tablones
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