Abstract-We address small-cell range optimization in heterogeneous long-term evolution networks with the performance target of maximizing the scaling-up factor of traffic demand that can be served while accounting for load coupling between cells. We prove the problem's complexity and develop a solution approach consisting of two complementary modules. We also demonstrate how to gauge the deviation from global optimality. Performance results show the effectiveness of the approach and highlight the benefit of range optimization.
I. INTRODUCTION
A significant step in long-term evolution (LTE) is the deployment of heterogeneous networks (HetNets) integrating macrocells (MCs) with small cells (SCs) [1] , [2] . In HetNets, SCs offload MCs and provide enhanced capacity to traffic hotspots. We model and computationally solve the optimization problem of setting SC range via cell-specific offsets, with the performance target of maximizing the scaling-up factor of traffic demand that can be met. The use of offset does not physically change transmit power. Rather, offset provides a virtual amplification, namely, if offset is used by a cell, the user equipment (UE) devices will add the cell's offset value to the received reference signal strength and take the sum as the preference score in the procedure of cell selection. As a result, offset acts as a bias to the physical signal strength and enables SCs to be selected by UE devices, even if the strongest signal originates from some MC.
We refer to [3] - [5] , respectively, for throughput evaluation, interference mitigation, and analysis of outage probability with the presence of biased cell selection with offsets. Our study differs from these works in several aspects. First, we consider cell-individual offsets and use them as optimization variables. Second, our system model includes the decision of SC deployment. Third, we perform range optimization subject to the nonlinear LTE load-coupling model [6] - [8] . Here, a cell's load represents the utilization level of the time-frequency resource units in orthogonal frequency-division multiple access (OFDMA). Load coupling refers to the dependence relation between the cell load levels due to mutual interference, where a cell's load dictates the interference it generates to other cells. In HetNets with shared resource, load coupling occurs among the MCs and SCs, as well as between the two cell groups. The load-coupling model was proposed in [6] and [7] . Dynamic simulations in [6] show that the model is sufficiently accurate for network-level performance characterization. In [8] , we provided a theoretical analysis of the model. The model has been used in the context of offloading [9] , network planning [10] , and load balancing [11] .
This paper presents original contributions in relation to [7] and [8] . In [7] , the analysis is limited to uniform cell load-an assumption that is not realistic, particularly for HetNets. The study in [8] focused on the theoretical properties of load coupling for a fixed network configuration, that is, the work is confined to given UE-cell association, without any network optimization nor performance objective. Moreover, whereas for a given network configuration the load-coupling model submits to convex analysis in [7] and [8] , range assignment for capacity optimization in this paper calls for novel combinatorial optimization techniques. Hence, analysis and development of optimization methods for range optimization in the forthcoming sections represent original contributions in respect of [7] and [8] . In comparison to [11] , this paper considers a new performance objective, provides tractability analysis, and presents original solution methodologies. Specifically, we present the following contributions. We formulate the range optimization problem and prove its NP-hardness. Then, we develop a solution approach consisting of two complementary modules, via concave Perron-Frobenius theory and integer linear programming (ILP), respectively. Combining the modules delivers a sequence of monotonically improving solutions. Next, we demonstrate how to use ILP for gauging the optimality gap. We present performance results for a representative HetNet scenario, showing the effectiveness of the approach and the benefit of range optimization.
II. SYSTEM MODEL
In this section, we formalize the system model. For clarity, a summary of the basic notation is provided in Table I . We denote by M and N the numbers of MCs and SCs, respectively. The set of MCs is denoted by M = {1, . . . , M}. To avoid any ambiguity in cell indexes, the SCs are numbered from M + 1 upwards; hence, the SC set is N = {M + 1, . . . , M + N }. The union of the two cell types is denoted by C = M ∪ N . The set of UE devices is denoted by J . In general, an element of J may be a UE device or a demand point aggregating multiple UE devices. Notations p i , g ij , and σ 2 are used to denote, respectively, the power spectral density per resource unit of cell i, the total gain between the antenna of cell i and UE j, and the 0018-9545 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. We use S to represent the set of candidate SC range offsets. The values are in linear scale, acting as multipliers to received signal strength. We let S include offset zero, which, if selected for an SC, implies that no UE will be served by the SC, and hence, in effect, this SC is not deployed. The deployment budget, i.e., the maximum number of SCs to be deployed, is denoted by n, with 0 < n ≤ N . For UE j, we refer to the MC giving the strongest signal as the default MC and denote it by m j . Formally, m j = arg max i∈M p i g ij . Binary variables y ir , i ∈ N , and r ∈ S are used to indicate whether SC i uses range r. If y ir = 1, then the received signal of UE j, biased by range r, is p i g ij r. In the sequel, the cell giving the strongest signal to UE j, induced by range assignment y, is denoted by c(j, y). Note that c(j, y) is equal to the default MC, if no SC gives a stronger signal including the effect of its range.
We use ρ = (ρ 1 , . . . , ρ M +N ) T to denote the load vector, where ρ i is the proportion of resource units consumed by cell i for serving its UE devices. The upper limit is denoted by ρ max , with ρ max ≤ 1. The resource unit refers to the basic time-domain unit for scheduling in OFDMA. For LTE, it corresponds to 12 subcarriers and 1-ms time span (i.e., a subframe with two consecutive time slots). For UE j of i, the signal-to-interference-and-noise ratio (SINR) is SINR ij =
, in which the other cells' loads have the effect of interference scaling. On one resource unit, the rate is B log 2 (1 + SINR ij ), with B being the bandwidth. Thus, to satisfy demand d j of UE j, cell i has to utilize d j /B log 2 (1 + SINR ij ) resource units. Taking the sum of these terms over cell i's UE devices and then dividing the sum by K, where K denotes the total number of resource units of the spectrum and the time in question, represents the proportion of resource consumption and, hence, gives the load in cell i. Without loss of generality, we normalize such that KB = 1. Thus, the cell load levels, i.e., ρ i , i ∈ C, are coupled via the following nonlinear equation system [6] - [8] , [10] :
, i∈C.
(1)
The demand to be served is not a constant bit rate in network operation. In network planning and dimensioning studies, to which the scope of this paper belongs, the maximum capacity is of particular interest. One way of modeling the network capacity aspect in network planning is to maximize the amount of traffic that can be served, instead of looking at a constant amount of demand. This motivates the performance objective of scaling up the demand of all UE devices with a common scaling factor and maximizing its value. This optimization problem is formalized in (2) . The objective function is stated in (2a). Here, κ is the auxiliary variable representing the demand scaling factor, to be maximized by finding the optimal values of range offsets (vector y) and cell load levels (vector ρ). Equation (2d) is a compact notation of (1) with scaling factor κ included. The other two constraint sets ensure, respectively, that exactly one range is selected for each SC and that the total number of deployed SCs is bounded by n
The optimization problem in (2) exhibits a combinatorial structure and appears to be nonconvex. This does not imply its intractability, as it is known that some discrete and combinatorial problems (e.g., bipartite matching) are tractable, i.e., solved to global optimality in polynomial time. Thus, the tractability result is of significance, both theoretically and for considering solution algorithms. To the best of our knowledge, there is no formal tractability result of HetNet range assignment with a rigorous proof. The following theorem resolves this aspect.
Theorem 1: Range optimization with maximum demand scaling, as defined in (2), is NP-hard.
Proof: See the Appendix. One can observe from the proof in the Appendix that the result is not limited to (2a). Indeed, Theorem 1 applies as long as load feasibility has to be determined for given demand.
III. SOLUTION APPROACH
Our solution approach consists of two modules: maximizing κ for given range assignment and load minimization for a given κ. The algorithm alternates between the two modules until no positive slack in load can be found. The algorithmic development relies on some forthcoming theoretical insights (see Theorems 2-4). Theorem 2 is derived from concave Perron-Frobenius theory. Theorems 3 and 4 represent nontrivial theoretical insights into range assignment and provide justifications of the algorithmic flow and the bounding scheme, respectively. For succinctness, the proofs are given in compact form as long as clarity is not lost.
A. Demand Maximization for Fixed Range Assignment
Demand maximization for given range assignment y is formulated below. Load coupling is simplified to ρ = f (ρ, κd) because cell-UE association is implied by y. Thus we have
Denote by (κ , ρ ) an optimum of (3). As κ is a scalar, κ can be found by bisection search in which (3b) is solved for demand κd for each trial value of κ. For uniform load limit, i.e., ρ to form a self-mapping, such that a monotone norm of the vector is equal to a given constant, submits to normalized fixedpoint iterations. We transform (3) into such a conditional eigenvalue problem.
Consider any initial load vector ρ
k , a normalized fixed-point iteration computes the next iterate ρ k+1 as in (4), where · ∞ is the maximum norm. Thus
Theorem 2: The sequence generated by (4) converges to a load vector • ρ for any uniform load limit ρ max > 0, and, at convergence,
, starting from 1 and applying regular fixed-point iterations for fixed demand κ d generates a monotonically decreasing sequence converging to the solution solving ρ = f (ρ, κ d). In other words, there is a load vector supporting demand κ d, contradicting that ρ is optimal. Hence, ρ ∞ = 1, and (3) is equivalent to max{κ :
} is thus a conditional eigenvalue problem for concave mapping. Applying concave Perron-Frobenius theory (e.g., [13 
} is unique (and hence, the max-operator over κ is void), and normalized fixed-point iteration (4) converges to ρ = 
B. Load Minimization for Given Demand
Intuitively, a given κ is not optimal if there is a range assignment supporting κd with slack in all cells' load levels. This is formalized below. We denote by κ (y) the maximum demand scaling for y (see Section III-A), and ρ(y, κ (y)) the solution of the load-coupling system ρ = f (ρ, y, κ (y)d). ρ(y ,κ), provided that ρ(y ,κ) exists at all. Therefore, ρ(y ,κ) ρ max and, thus,κd cannot be supported by y . Consequently, y is optimal.
By Theorem 3, for given κ, range optimization amounts to minimizing the maximum load or, equivalently, maximizing the minimum slack in load, with demand κd. For this nonlinear and discrete problem, we apply ILP, enabled by a linear approximation of the load function f , targeting close-to-optimal solutions. Denote byȳ the range assignment in demand maximization (see Section III-A), and by κ (ȳ) and ρ(ȳ, κ (ȳ)) the corresponding demand scaling and load, respectively. The linear approximation utilizes the partial derivatives of f at point ρ(ȳ, κ (ȳ)). To this end, we introduce continuous variable w ij = k∈C\{i} p k g kj ρ k for i ∈ C, j ∈ J , to denote the amount of interference if cell i serves UE j, and parameterh ij for the partial derivative
, which is the total interference induced by ρ(ȳ, κ (ȳ)). By definition,h ij represents the slope of the tangent line of the nonlinear load function, for the interference induced byȳ and κ (ȳ). Using the tangent line and denoting byc ij the linear function's value for zero interference, the linear approximation readsh ij w ij +c ij .
Our ILP formulation uses binary variables x ij to represent UE-cell association, which was denoted by c(j, y) earlier in Section II. We use μ to denote the smallest load slack among all cells and ij to denote the load of cell i due to serving UE j. The other sets of variables that have been introduced earlier are y, ρ with ρ i = j∈J ij , and w. Thus
The first two constraint sets have been presented in Section II. By (5b), every UE device is served either by the default MC or one of the SCs. The next three sets of inequalities define the relations between x and y. For any UE j and SC i for which the received power, biased by r, remains weaker than that of the default MC, j is not served by i. The result remains for any range a < r, as stated by (5c). Inequalities (5d) follow the same line of construction for conditions under which the default MC is not the serving cell. Inequalities (5e) define cell preference among SCs. Consider any UE j, two SCs i and h, and range r. Suppose SC i uses a range not larger than r, and cell h adopts any range leading to higher preference at UE j in relation to SC i with range r. Then, the two sums of (5e) are 1's, and consequently, x ij has to be zero, i.e., SC i does not serve UE j. By (5c)-(5e), each UE device is constrained to be served by the strongest cell, taking into account SC range offsets. Constraints (5f) and (5g) state the total cell load and load limit, respectively. Constraints (5h) formulate the linearized load-coupling function. Finally, (5i) defines interference.
Solving (5) leads to a range assignment that is guaranteed to improve demand scaling, if the corresponding slack is positive. By construction, our approach yields a monotonically improving sequence. The suboptimality lies in the approximation of f -there may exist a range assignment that does have positive slack in respect of f but not for the linear function in (5h).
C. Relaxation and Bounding
Combining the schemes in Section III-A and III-B provides a demand scaling factor, which is henceforth denoted byκ, that is attainable but not necessarily globally optimal. We adopt the ILP scheme to gauge how much room is left for improvement in respect of global optimum. In the sequel, we use κ , y , and ρ to refer to the entities in (2) at global optimum. Denote byρ a load vector satisfyingρ ≤ ρ(y,κd) ∀y ∈ B N ×|S| , i.e., the load for serving demandκd is at leastρ irrespective of range assignment. For any UE j and each of the candidate serving cells i ∈ N ∪ {m j }, we define the linear load functionȟ ij w ij +č ij , obtained via evaluating the nonlinear load function with demandκd j , for interference induced byρ and ρ max . That is,
The linear load function leads to the following ILP: For an SC, zero load occurs if the SC is not deployed. For the MCs, we take a two-step approach to compute better-than-zero values forρ. First, we observe that typically some of the UE devices are served by MCs, even if all SCs use the maximum range. For these UE devices and demandκd, solving the corresponding equation system of (1) yields load valuesρ i , i ∈ M that, by construction, bound the minimum load of MCs from below. To strengthenρ i , i ∈ M, we adopt the ILP below to individually and sequentially maximize the load slack of MCs, starting with the linear load function obtained fromρ i , i ∈ M. Here, μ i is a variable representing the load slack of i ∈ M. Thus
The given ILP amounts to maximizing the load slack of an individual MC i for the linear load function derived from a valid lower bound on MC load. Therefore, the load of MC i, irrespective of range assignment, is at least ρ max i −μ i . The ILP is solved for each MC. Fig. 1 shows a typical case of load approximation via settingρ by the two-step approach and compares the result with that from the trivial boundρ = 0. One can observe that the former is significantly tighter.
IV. PERFORMANCE RESULTS
We consider a 3GPP LTE HetNet scenario in [14] . There are three macrosites with intersite distance of 500 m. The sites are sectored, giving a total of nine MCs with directional antennas. There are 18 candidate SCs with omnidirectional antennas. The total number of UE devices is 270, with 30 UE devices per MC area. Further parameter specifications are provided in Table II , with an illustration given in Fig. 2 . For convenience, logarithmic scale is used here for range offset. Offset −∞, corresponding to 0 in linear scale, represents the choice of not deploying an SC. To see the impact of augmenting the candidate offsets on maximum demand scaling, we first consider candidate offset set S 1 = {−∞, 0, 9} dB and then augment it with S 2 = {−∞, 0, 3, 6, 9} dB. Ten instances of the deployment scenario have been used to obtain performance results.
The main flow of the algorithmic approach is run in MATLAB, which is used to implement as well the normalized fixed-point algorithm in Section III-A. Load minimization in Section III-B is implemented using solver package IBM CPLEX [15] . The tests are performed on a Linux server with a 2.6-GHz CPU and 8-GB RAM. Fig. 3 displays the results of demand scaling, including the average values and the intervals over the instances. With ten SCs (i.e., n = 10), SC range optimization enables to accommodate 60% and 70% more traffic in average, with S 1 and S 2 , respectively, in comparison to the baseline value. By deploying all candidate SCs (i.e., n = 18), the improvement numbers grow further to 67% and 82%, respectively. Thus, the effect of deploying range-optimized SCs on network capacity is very significant. In Fig. 3(a) , expanding the candidate range offsets from S 1 to S 2 yields more improvement than deploying more SCs, demonstrating the importance of utilizing the SC range instead of simply increasing the number of SCs. Indeed, the marginal benefit of allowing more SCs to be deployed tends to decline over n. Comparing Fig. 3(a) with Fig. 3(b) , the optimization approach performs very well; in fact, the average gap to the upper bound and, hence, the worst-case deviation from global optimum is less than 5%. Hence, there is very little room for further improvement in optimization.
For comparison, we consider two basic settings: 0 dB (default) and 9 dB (maximum). The average demand scaling factors by letting all 18 SCs use these two offsets are 1.6 and 1.3, respectively. These values are outperformed by deploying only ten SCs with optimized range assignment [see Fig. 3(a) ]. If all 18 SCs are deployed and their ranges are optimized with S 2 , the improvement factors over the basic settings are approximately 16% and 40%, respectively. Fig. 4 compares, for a representative instance, cell load distributions for the default range, maximum range, and optimized range, with offset set S 2 and the baseline demand d j = 400 Kb/s ∀j. It is apparent that optimized range assignment leads to considerably more balanced load levels.
In HetNets, SC ranges are semistatic, and hence, they target performance in an average sense over a time period. Indeed, frequently changing cell range generates negative impacts and, hence, is impractical for real networks. Examples of impacts are frequent hand-off due to mobility and ping-pong effect, signaling overhead by more dynamic intercell coordination, and unstable cell boundaries. Hence, solving range assignment is not intended to run on a short-term basis. Rather, the targeted use, which is coherent with the rationale of the load-coupling model [6] , [8] , is network planning and replanning, where snapshots based on knowledge of users (e.g., hotspots) are used for performance evaluation. In this context, an optimization time of minutes suffices. The optimization algorithm consists in normalized fixed-point iterations (see Section III-A) and solving (5) (see Section III-B). Although applying fixed-point iterations for general standard interference functions [12] may sublinearly converge, it is not the computational bottleneck, because most of the effort lies in solving the nonconvex problem (5). However, a time limit can be imposed to bound the computational effort, and the algorithm remains applicable. From an optimization standpoint, scalability is mainly related to the number of candidate range offsets, because the optimization decisions do not involve MCs, and once the range offsets are set, what remains becomes simple. Indeed, the hardness in Theorem 1 originates from range selection. To examine scalability, we consider the solution time in respect of |S|. For |S| = 3 and |S| = 5, the times are approximately 1 and 3 min, respectively. Allowing ten candidate offsets in interval [0,9] with 1-dB spacing, for which the demand scaling is almost identical to that of |S| = 5, the corresponding time is about 11 min. In view of the results and given the NP-hardness of the problem, the algorithm scales reasonably well.
V. CONCLUSION
We have investigated SC range optimization in heterogeneous and load-coupled LTE networks. Performance results show substantial improvement over two basic range offset settings and that the proposed algorithm yields close-to-optimal solutions. Interesting lines for further research include an extensive study of scalability and other performance metrics.
The recognition version of (2) is to determine whether demand κd can be accommodated for given κ. We construct a polynomial-time reduction from the 3-satisfiability (3-SAT) problem. A 3-SAT instance consists of b Boolean variables and c clauses. A literal is a variable or its negation. Each clause is a disjunction of three literals. The task is to determine if there exists a value assignment of the Boolean variables, such that all clauses hold true. Consider any irreducible 3-SAT instance in which each variable and its negation together appear, at most, four times in the clauses. This version of 3-SAT remains NP-complete (see [16] (2) For the MC, the received power for all clause UE devices is 2.0. The received power other than those specified is negligible. The MC reaches load of 1.0 for serving some additional UE devices (that are not explicitly introduced), for which the received power from any SC is zero. The offset set S = {0, 3} in linear scale.
All of the b + c UE devices must be served by SCs, as otherwise, the MC is overloaded. By construction, any Boolean UE u b i must be served by either SC v i or SCv i . It then follows from n = b that for any pair of SCs v i andv i , i = 1, . . . , b, one uses range offset 3, and the other uses range offset 0, as otherwise, some Boolean UE will be unserved. By received power, a clause UE device gives preference to the MC. However, if any of the three SCs corresponding to the clause's literals deploys offset 3, cell selection is biased, and the MC is no longer the serving cell. Suppose SC v i is assigned offset 3, implyingv i has offset zero and, hence, zero load. Because a 3-SAT literal appears in, at most, three clauses, SC v i will serve, at most, Boolean UE u i b and three clause UE devices. For the former, there is no interference from v i , and thus, the required load is equal to 1/ log 2 (1 + (5/1)) < 0.39. For each of the clause UE devices, there are, at most, two interfering SCs corresponding to the other two literals in the clause. For the worstcase load of 1.0 at the two SCs, the load for serving the three clause UE devices is, at most, (3 × 0.05)/ log 2 (1 + (1/(2 + 2 + 1))) < 0.58. Thus, any SC, with offset 3, can support its corresponding Boolean UE and clause UE devices. Therefore, any clause UE is served without causing SC overload, as long as at least one of the three SCs has range offset 3. In conclusion, determining if there is a feasible load solution by range assignment is equivalent to the 3-SAT instance. Hence, the recognition version of (2) is NP-complete. Its optimization version is consequently NP-hard.
