What accounts for the exceptional TFP growth performance in some ICT-using 
might, in fact, be presence of positive externality of ICT use. 2 Let us discuss further both lines of argument.
Firm-level studies suggest that benefiting from ICT investments requires substantial and costly co-investments in complementary capital, with long and variable lags. 3 For example, firms that use computers more intensively may reorganize production, thereby creating 'intangible capital' in the form of organizational knowledge. And one can think of this unobserved complementary capital as an additional input into a standard neoclassical production function. Furthermore, it is argued that ICT with other co-investment may change the production process by engendering complementary innovation among firms (Brynjolfsson and Hitt, 2003) .
Of course, measuring intangible capital directly is very difficult at best, but its impact on production could be substantial (Corrado, Hulten and Sichel (2009) ).
Regarding the second channel, the literature also suggests the likelihood of externalities of ICT. For example, successful new managerial ideas-including those that take advantage of ICT, such as the use of a new business information system-seem likely to diffuse to other firms.
Imitation may be easier and less costly than the initial co-invention of, say, a new organization change, because one learns by watching and analyzing the experimentation, the successes and, importantly, the mistakes made by others. 4 This line of reasoning is tantamount to the notion that the ICT has spillover effects.
The first set of considerations is completely consistent with the growth accounting framework but suggest that the production function is mismeasured because we don't observe all inputs (the service flow from complementary, intangible capital) or all outputs (the investment in complementary capital). In this case, TFP is mis-measured, and as a consequence there will be a relationship (wrongly) established between TFP and ICT use. The second set of ideas, related to externalities, suggests that ICT might also explain "true" technology change. Disentangling these two impacts is important for both academic and policymakers as these two have different policy
implications. The presence of externalities creates a prima facie case for government subsidies to increase ICT investment, whereas intangible capital accumulation by firms does not create any such presumption.
The challenge at the empirical level, however, is to infer the presence of ICT externalities while allowing for the existence of unobserved complementary investments. As a result, studies that find output elasticities of ICT larger than its revenue share (indication of TFP spillover of ICT use), without any further enquiry, rush to the conclusion that the difference between elasticity and revenue share might be due to unaccountable complementary investment rather than spillovers (see Brynjolfsson and Hitt, 2000) .
This paper address this issue and documents this basic identification problem in distinguishing between these two explanations for the speedup of TFP in ICT-using industries by developing a theoretical model that was initiated by Basu, Fernald, Oulton and Srinivasan (2003;  henceforth BFOS). In the BFOS model, reaping the full benefits of ICT requires firms to accumulate a stock of intangible knowledge. The model is based on the premise that the observed investments in ICT are a proxy for unobserved investments in training, management, organization or other intangible knowledge. Unfortunately, in empirics, once one allows for the existence of intangible capital accumulated in proportion to ICT investment, it is very difficult to detect externalities using conventional way.
In the context of the theoretical model developed, the paper then suggests that international industry data can help distinguish the effects of intangibles from true externalities. So far, the 4 Bresnahan and Trajtenberg (1995) highlight both 'vertical' externalities (between general purpose technology producers and each application sector) and 'horizontal' externalities (across application sectors).
study that looks at the impact of ICT on productivity either relies in one country data or data on few countries. More importantly, to our knowledge, none of the existing studies (whether at micro or macro level) tries to examine whether ICT use has true impact on TFP or it simply captures the impact of unmeasured complementary intangibles on TFP. The novelty of the paper is that it has assembled very comprehensive data for major 16 OECD countries to examine this important issue. 5 The OECD countries are particularly appropriate for this type of study as they are leaders in the business applications of ICT and have the potential to generate ICT spillovers.
The data used in the paper are for 24 industries covering the period 1973 to 2004.
Indeed, we find evidence that firms accumulate intangible capital in the way our theory predicts. We find evidence of positive spillovers to ICT investment neither within a country nor across national boundaries. Reassuringly, we do find positive and statistically significant spillover effects of R&D investment at the domestic level and also at the foreign level in recent decade. These findings are robust with different estimation techniques. The result that there is no ICT spillover remains unchanged whether we impose or relax the assumptions of perfect competition and constant return to scale. However, the presence of intangible capital story survives only if we do not impose the assumptions of CRS and perfect competition. Since the assumption of CRS is rejected in the test, the valid result is that the TFP growth in ICT-using industries is caused by the presence of unmeasured intangible investment.
The rest of the paper is structured as follows. First, we review the basic intangible-capital model presented in BFOS, and derive an estimating equation. In Section III, we show that it is difficult to use the basic BFOS framework to identify externalities-there is an identification problem. We then show that the problem can be solved by using cross-country, cross-industry data. Section IV gives an overview of the data we use. Section V discusses the results. Section VI concludes.
II. The Basic Model
We now turn to a theoretical framework which is based on the model by Basu, Fernald, Oulton and Srinivasan (2003; henceforth BFOS). In the BFOS model, capturing the full benefits of ICT requires firms to make intangible investment. The assumption that complementary investments are needed to derive the full benefits of ICT is supported both by GPT theory and by firm-level evidence. 6 These investments may include resources diverted to learning, training, management and organization; they may involve purposeful innovation arising from R&D. Since (intangible) capital accumulation is a slow process, the full benefits of the ICT revolution show up in the ICT-using sectors with significant lags.
Formally, gross output in industries i at time t that use, but do not produce, ICT is given by (we suppress the country subscript j):
where Q is total output; the difference in terms of measurement is that Y is observable output by national accountants, and A is the investment flow (part of output) that is not measured. 7 It is the time and resource cost of training and creating new business structures. 8 Each industry hires labor L and rents ICT capital K IT and non-ICT capital K NT and materials input M in competitive, economy-wide markets. F and G are homogeneous of degree 1 in their arguments. For simplicity, we ignore imperfect competition, increasing returns, and capital adjustment costs. All could be added, at the cost of considerable notation. But it is straightforward to include all of these features in the empirical work, and we do.
Here, we deal with two forms of innovation. First, Z is a technology term that each industry takes as exogenous. Second, all purposeful unmeasured investments are lumped into C.
Industries forego producing market output Y to accumulate complementary C capital as follows (for the rest of the theoretical model, we suppress industry subscript i):
where C δ is the depreciation rate of C capital. The economic difference between C and NT capital is that they interact in different ways with ICT capital.
Differentiating (1), imposing constant returns to scale and perfect competition assumptions, and manipulating the expression algebraically, we have an expression for the measured Solow residual: We now seek an observable proxy for unobserved investment in, and growth in the stock of, complementary capital. As shown in Appendix A, with the assumption that the production function of G is CES in inputs C and ICT, equation (3) becomes:
Using the relationship between
IT K and C, we replace C/Y and have the following expression:
and g is the steady state growth rate The above expression can be written as:
So ceteris paribus the mismeasurement of complementary capital is more important in those industries where, IT K s , the share of ICT in revenue, is high.
Finally, the TFP growth represents more than just pure technological change, including positive externality created by some factors. Accordingly, we decompose the Δz term to represent externalities, Δe, as well as exogenous technical change, Δt. So far we have suppressed industry subscript i, but now need to introduce them for estimation using a panel of industries (we still continue to suppress country subscript). Hence, (6) 
This model has several general implications. First, one might find a link between ICT use and measured TFP even if there are no "externalities" to ICT use. Second, the correct "proxy"
for ICT use involves the interaction of ICT-intensity (the ICT share) and the growth rate. Third, one needs to control for both current and lagged . % k Since these values are correlated in the data, if one omits one of them, then the regression has an omitted variable problem. Fourth, the first term on the right-hand side of (5) 
is the sum of all fooreign intra-industry ICT cpaita; We run regression of equation (6) as a first step. Then we estimate equation (7) using both aggregate and industry-level data for the countries in our sample. Finally, we estimate the full equation (8) with foreign variables included.
IV. Data
The data used in this paper are from EUKLEMS database compiled by Groningen Growth and Development Centre (GGDC) and OECD's Analytical Business Expenditure for Research and Development (ANBERD) database (see Appendix B for more detail data description). For few countries, several data series have been supplemented from national statistical agencies. We use data for 16 OECD countries (Australia, Belgium, Canada, Denmark, Finland, France, Germany, Ireland, Italy, Japan, South Korea, the Netherlands, Spain, Sweden, the United Kingdom and the United States) for 24 industries covering the period 1973 to 2004. Among the 24 industries, 13 are manufacturing, nine are services industries, one is electricity, gas and water supply industry and the remaining one is construction industry. The industries that are missing from the study are agriculture, fishing and forestry industries, as they do not have R&D data available (the industry list is given in Appendix C, Table C1 ).
Data on gross output, value added, intermediate input, hours of work, ICT capital, non-ICT capital are taken from EUKLEMS database. The detailed description of the EUKLEMS data is available in Inklaar, Timmer and van Ark (2006). In the database, output is defined at constant price. Labor input is measured as composition-adjusted hours worked. This is the product of total hours worked and an adjustment for differences in the marginal product of heterogeneous workers based on their relative wages.
Instead of using data on capital services we use data on capital stock. However since ICT capital stock was computed by adding three separate assets and non-ICT capital was obtained by adding five different assets (with different depreciation rates), there is no additional benefit of data precision in using capital services over capital stock.
We use three types of ICT capital stock both individually and also by aggregating them into The R&D expenditure data from the OECD's database are in national currency current price which we converted to constant price using industry value added deflators then transferred to PPP at 1997 rate (using industry level PPP for each country) and constructed R&D capital stock with 15% depreciation rates.
The Appendix C presents average data across time for 16 countries and 24 industries, with data availability information in Table C1 . With 24 industries and 32 years of data, there are maximum of 768 observations for each country. Similarly with 16 countries, for each industry, the maximum number of observation is 512. Among the 24 industries, 23 are ICT-using industries and electrical and optical equipment industry is the only one that is ICTproducing. As our focus is on ICT-using industries, we will exclude ICT-producing industry from our estimation.
Looking at the upper panel of Table C1 , the data on value added and labor are complete for all countries. The data availability is quite good for both types of capital for all countries except for Ireland and Sweden. For Ireland, the capital stock data starts only from 1995 and those for Sweden only from 1993. On R&D variable, Korea has the smallest number of observation, as its data start only from 1995. By industry, the data points for value added, labor, ICT and non-ICT capital are almost similar (although not complete for capital stock as some countries' data are missing for the earlier years as mentioned above). The data availability on R&D, however, varies by industry, with minimum observation of 204 for hotel and restaurant industry.
An inspection at the data show that there is quite a variation across industries and countries in value added (Table C2) , hours of work (Table C3) , R&D capital stock (Table C4) , ICT capital stock (Table C5) , non-ICT capital stock (Table C6) , share of ICT to total capital stock (Table   C7 ), R&D intensity in terms of value added (Table C8 ) and ICT intensity in terms of value added (Table C9 ). The share of ICT to total capital stock ranges from 0.1% in real estate activities to 28% in post and telecommunications (Table C6 ). The industry mean of share of ICT to total capital stock is 3.6% with median of 4.5%. Taking industry median value as a cut off point, 11
industries have the share higher than median and 12 industries have share lower than median.
Only four manufacturing industries have ICT to capital share higher that that of industry median.
The country median ranges from low of 2% for Canada and Belgium to high of 8.2% for Sweden.
Looking at ICT intensity (ICT to GDP share) in Table C8 , we see that it ranges from as low as 1.2% for real state activities industry to as high as 147% for post and telecommunication industry in the US. Almost similar variation is noticed across countries in the same industry. For example, in renting of M&E and other business industry, (the industry with second highest ICT share after post and telecommunication industry) the ICT intensity varies from low of 6% in Belgium to high of 51% in Korea. Most of the industries that have higher share of ICT in total capital stock are also the industries that have higher share of ICT in value added. There are few exceptions. For example, the electricity, gas and water supply is highly capital-intensive in terms of value added (11%) but has very low share of ICT in total capital stock (1.8%). A similar but less pronounced difference in two shares is found in transport storage industry (19% vs. 5%).
There are only two industries, construction and wholesale trade, whose ICT shares in total capital is higher than their respective capital to value added shares.
Although industry data have other problems, including the problem of distinguishing own unobserved investment from a productive externality, there are true price deflators for industry output, and thus the Klette-Griliches problem does not apply. Furthermore, the industry level study make it possible to have such a rich data set that covers all major coutnries in the world at the detail level of industry break down and for a period of more than three decades.
V. Results
At the beginning, we omit controls for intangible capital; those will be added later. For most part of the analysis, we allow for non-constant returns to scale and perfect competition. Thus, our dependent variable is output rather than TFP, and we enter the inputs separately on the right-hand side. Towards the end of the paper, we impose CRS and perfect competition and use TFP as dependent variable. We use OLS for most of the estimation and use GMM as robustness check. We also decompose the most preferred estimation in two ways: first, into decade-long three sub-periods and second aggregate ICT into three components: software, information technology and communication technology.
Results in Table 1 are in estimated using growth rates and considering only ICT-using 23 industries (dropping ICT-producing, electrical and optical equipment, industry from the estimation sample). The first six specifications use gross output as dependent variable whereas the last one uses value added as dependent variable. The first six specifications differ due to the fact that we use different fixed effects.
Here, as expected, the estimated coefficients on the capital input variables fall and are often close to zero. This is particularly true for ICT capital, which of course has a smaller share to start with. The coefficient of non-ICT capital is significant once we introduce time fixed effect and insignificant when industry or country fixed effect or both are introduced.
10 Domestic R&D continues to be significant in most specifications. Even though industry and country fixed effects are wiped out in first difference equation, we still carry them in some specifications in this table.
But our preferred specification is (3) with only time fixed effect, and we continue this method for the rest of the estimations.
In Table 2 , we introduce the variables that should proxy for intangible capital accumulation,
as required by the model in Section II. We extend the growth equations that provided results for Table 2 by adding first a variable ICT share (share of ICT capital in gross output) in specification 1 and then an interaction variable-interaction of the ICT ratio to gross output and ICT capital growth-in specification 2. Then we check the impact of this interaction variable in one period lag (spec. 3). Although the theory we have developed is not a guide on how far the lags should, it suggests that to control for intangible capital accumulation we need to enter the variable for two time periods. Accordingly, we extend the estimation to include contemporaneous and one-period lags (spec. 4). As the theory suggest, regarding the control for intangible, the more recent variable should have a negative sign and the longer lag should have a positive sign. This is exactly the sign pattern we find in specification 5, although only the longer lag is statistically significant. Specification (6) shows that the data do not advise further longer lags.
Number 5 is our preferred specification, where first term enters with no effect (negative coefficient) and second term implies positive impact (as suggested by the theory) at 10% level.
For the rest of the analysis, we will extend this specification to the full form as given in equation
As discussed above, without further control, the difficulty with this estimation is that there is no way of knowing whether the significance of the interaction term indicates the impact of intangible or the benefits of ICT use of one firm to other in the same industry (within-industry ICT spillover). 11 Hence we need to introduce further control and that is done in Table 4 . We take the specification 5 in Table 2 and estimate equation (8) in its full form.
We begin by looking for within-country ICT spillovers by incorporating a variable, interindustry ICT, which is defined as aggregate of all other industries' domestic ICT capital (total domestic minus own industry ICT capital) growth and aggregate domestic R&D (R&D interindustry, defined on the same way as ICT) in specification 1. These two variables are significant at the 10% and the 1% levels, respectively, implying that there are spillovers from other industries' use of ICT and other industries' R&D capital. Even in the presence of these two variables, the coefficient of interaction term (ICT ratio and ICT growth)-1 β -is negative in one year lag and -2 β -positively significant (at 10% level) in 2 years lag. The significance of
To explore further, we introduce foreign intra-industry ICT in the estimation. As explained above, our line of reasoning is that if positively significant 2 β indicates domestic intra-industry spillovers, then foreign intra-industry ICT variable should also be significant. The notion is that unless there is a convincing case that spillovers stop at the border (which is not the case in R&D as several studies have shown) then foreign intra-industry spillover should be present (may be in lower magnitude) if there is domestic intra-industry ICT spillover.
When we add foreign "ICT intra-industry" variable (spec. In specification (4), we remove all R&D related variables (both domestic and foreign) and estimate the impact of ICT. Interestingly, the product term loses its significance. Even more interesting is the case that the aggregate domestic ICT variable is quite significant, whereas the foreign ICT variables are not significant. This is a perfect case of domestic inter-industry ICT spillovers, and no trace of intangible capital impact. However, this is an outcome of model misspecification, as R&D, the well-known spiller to TFP, is taken out of the estimation.
Thus, we find some qualified support for positive externalities from aggregate domestic ICT growth (specification 1). That support vanishes, though, while we introduce the foreign ICT variables, which themselves are not significant either. Hence there is no support for the proposition that foreign within-industry and foreign inter-industry ICT usage has positive externalities (specifications 2 & 3). The significance of the ICT variable at the domestic level but insignificance at the foreign level indicates that the positive impact on productivity might be generated by intangible capital than by ICT spillovers. Another finding is that once we remove R&D variable, the aggregate ICT growth spillover becomes stronger (specification 4) suggesting that while estimating the impact of ICT on TFP, the control of R&D is essential otherwise the result would be biased. Furthermore, the models that do not control for R&D while measuring impact of ICT would be wrongly ascribing R&D spillovers to ICT spillovers.
The domestic aggregate R&D is consistently significant in all specifications, whereas ownindustry R&D is positively significant only if domestic aggregate R&D is taken out from the estimation. While introduced together, the inter-industry R&D growth nullify the impact of own industry R&D growth as these two variables-own industry R&D and domestic inter-industry R&D-are positively related. A higher inter-industry R&D growth rate leads to higher TFP growth, whereas own industry's higher R&D growth rate does not reflect into higher TFP
growth.
An important question is whether the nature of ICT spillover has changed over time. To test this, we decompose the estimation in specification (3) into three sub-periods with 10 years each (1975-1984, 1985-1994 and 1995-2004 the situation is different. The coefficient on aggregate domestic R&D is significant for the last two decades; foreign intra-industry R&D is negative throughout and (wrongly) significant in the first decade, whereas foreign inter-industry R&D is positively significant for the recent decade.
As long as ICT story is concerned, this decomposition confirms the finding in previous specification that there is no ICT spillovers, neither inter nor intra; neither domestic nor foreign.
Any indication of positive ICT spillovers can occur due to either misspecification of the model or due to missing measurement of intangible capital.
Leaving aside the spillover case, what is somewhat surprising is the negatively significant coefficients of ICT capital in specifications 1 through 3 (at 10% level) of Table 3 (spec. 4 is not the preferred model as R&D variables are excluded). Taken literally, this could mean that the ICT capital is unproductive. This is not the first time the own industry ICT capital growth is found to be negatively correlated with its own TFP growth. In the US data from 1984 to 1999, Stiroh (2002), under different estimation techniques, finds that ICT growth is negatively related with TFP growth even at the lower level of significance. In his study, the strong negative effect is driven by telecom capital, as the coefficient of computer capital is negative but not significant.
In our case, the decomposition shows that this negative coefficient was caused by the situation in the first decade of the study (Spec 5); in the last two decades, the impact of ICT capital growth on TFP growth was nil (Specs 6 and 7).
To understand if any of the three ICT assets have spillover and which asset types caused this negative impact we decompose the ICT capital into: information technology (IT), communication technology (CT) and software. 12 Results in Table 5 show that the negative coefficient on ICT in Table 4 was driven only by CT whose coefficient is negatively significant at the 5% level for the sample of entire study period. Furthermore, the regression results for three sub-periods show that the coefficient was negative only for the first sub-period, [1975] [1976] [1977] [1978] [1979] [1980] [1981] [1982] [1983] [1984] (results not reported to avoid clutter) and that too only for CT. During the periods 1985-1994
(again results not reported) and 1995-2004 (reported in Table 5 ), none of the three ICT assets were negatively significant. To sum up, the ICT capital is not a drag in TFP growth especially not so in the more recent years, but the industries with higher ICT growth may not be the ones which necessarily acquire higher TFP growth. Furthermore, none of the three assets generated spillover effects.
In Table 5 , we conduct a robustness check using generalized method of moment (GMM) system estimation to address the potential issue of endogeneity in the above panel (within)
estimation. The first specification is copied from specification (3) of Table 3 . (2) at 7% level and above strongly rejects the model.
In Specification (4) we use only labor hour as endogenous. In terms of AR(2), this specification is better because as required by theory we cannot reject the null that there is no second order serial correlation at least for the 11% level. Among the three specifications in GMM, our preferred and theoretically sound model is specification (4).
The major difference in the results between OLS and GMM estimations are the following:
(i) the coefficients on non-ICT is significant in OLS and turns insignificant in GMM, (ii) the lag effects strengthens (iii) the strong positive coefficient on domestic aggregate R&D in OLS either loses strength or becomes nil in GMM, (iv) the foreign intra-industry ICT which was insignificant in OLS turns significant in spec. (4) and (v) the negatively significant coefficient on foreign intra-industry R&D in OLS turns insignificant in GMM. In terms of the impact of ICT, the prime interest for this paper, none of these differences qualitatively cast doubt on the previous finding that any potential spillover impacts of ICT abode well with the intangible capital story but not with the presence of its spillovers. Overall, the GMM estimations suggest that the OLS results were not driven by simultaneity issue; even when we control for potential endogeneity, the results qualitatively remain the same.
Finally, in Table 6 , we run regressions similar to those of Table 3 , but now using TFP growth rather than output growth as the dependent variable (and removing own-inputs from the right-hand side of all the specifications). Using TFP rather than estimating the coefficients on the inputs is an attempt to gain power by imposing the conditions for cost minimization (although, since we do not include an input aggregate on the right-hand side, as in Hall (1990), we are also imposing constant returns to scale). The qualitatively new result is that when we estimate using TFP, the share-weighted lags of own ICT investment retain the negative and positive signs predicted by theory, although, none of the lags is significant. Second, looking at the full specification (4), we see that foreign intra-industry ICT and foreign inter-industry R&D which were insignificant in Table 3 , turns negatively significant with TFP as dependent variable which is difficult to rationalize. As before, within a country, R&D has spillovers that are statistically significant. Impact of foreign aggregate ICT growth is insignificant. In specification (5), we introduced cross country aggregate R&D and ICT as an interaction term (in line with the fact that ICT and R&D are complements), and as a result, the oddly negative coefficient (interindustry aggregate R&D) turns insignificant. Among the four foreign variables only intraindustry ICT is (negatively) significant. In the last specification, we take out all R&D related variables and as a result both domestic and foreign aggregate ICT variables become significant.
This result is capturing the positive impact of excluded variable R&D. Overall, the story holds;
there is no evidence of aggregate ICT positive externalities, either within or across countries.
VI. Conclusions
Using a simple model, we show that it is difficult to estimate ICT spillovers when one also allows for intangible investment that is complementary to ICT. Yet a variety of evidence, both micro and macro in nature, suggest that intangible investment is very important, and is particularly strongly associated with ICT investment. We then propose a solution to this problem, if ICT spillovers operate across borders. Since intangible capital investment is confined within country boundaries, using cross-country, cross-industry data allows us to solve this fundamental identification problem.
We assemble a large data set for 24 industries in 16 OECD countries over 32 years. This rich data set allows us to test for externalities even if there is intangible capital accumulation.
Indeed, we find evidence that firms accumulate intangible capital in the way our theory predicts.
Allowing for the intangible capital accumulation-which might otherwise be mistaken for positive externalities to lagged ICT capital investment-we find no evidence of positive spillovers to ICT investment across national boundaries and within countries. This is true across two estimation techniques we have used. This is also true whether we use gross output or TFP growth (imposing the conditions for cost minimization) as our dependent variable. Reassuringly, we do find positive and statistically significant effects of R&D investment at the domestic level and at the international level in more recent period. This finding, in keeping with the large literature on R&D spillovers, suggests that our failure to find ICT externalities is not due to some quirk of our data or specification. The dependent variable is gross output. The dependent variable and independent variables (employment, ICT, non-ICT and domestic R&D) are in annual log difference multiplied by 100. Standard errors are in parentheses, and all are robust standard errors.
a=significant at the 1% level; b=significant at the 5% level; c=significant at the 10% level.
The variable "ICT Ratio" is the ratio of ICT compensation to gross output, whereas "ICT Share" is ICT Ratio multiplied by 100. The variable "ICT Ratio x ICT" is the product of ICT Ratio and first log difference of ICT capital. We report the results up to lag of three year. Introducing longer lag reduces the preciseness of the estimation.
All regressions include only year fixed effects. Since we are estimating first difference equation, the cross-section fixed effect (country and/or industry) wipes out. We could use industry/country fixed effect only under the assumption that the original level equations have country and/or industry specific trends. And allowing there to be permanent country and/or industry effects in the differenced equation is incoherent in the long run. The dependent variable is gross output. The dependent variable and independent variables (employment, ICT, non-ICT and domestic R&D) are in annual log difference multiplied by 100. Standard errors are in parentheses, and all are robust standard errors. a = significant at the 1% level; b = significant at the 5% level; c = significant at the 10% level.
The variable "inter-industry aggregate ICT (R&D) is the domestic total ICT (R&D) capital of all other industries. Among foreign variables, "intra-industry ICT (R&D)" are the sum of the same industry ICT(R&D) across all foreign countries. The share and lag variables are as defined in Table 3 . All regressions include only year fixed effects but not country/industry fixed effects. The dependent variable is gross output. The dependent variable and independent variables (employment, IT, CT software, ICT, non-ICT and domestic R&D) are in annual log difference multiplied by 100. Standard errors are in parentheses, and all are robust standard errors.
All IT, CT and Software capital stocks are in real prices. The sum of these three is ICT. When we decompose the ICT data into three types of capital, we lose quite a large number of observations, as ICT data on Belgium and Canada are not available by three asset types. All other variables are as defined in Tables 3 and 4 .
All regressions include only year fixed effects. a = significant at the 1% level; b = significant at the 5% level; c = significant at the 10% level The dependent variable is gross output. The dependent variable and independent variables (employment, ICT, non-ICT and domestic R&D) are in annual log difference multiplied by 100. The System GMM is estimated using twostep procedure. Standard errors are in parentheses, and all are robust standard errors. a = significant at the 1% level; b = significant at the 5% level; c = significant at the 10% level.
The share and lag variables are as defined in Table 3 .The variables "inter-industry" and "intra-industry" both domestic and foreign are as defined in Table 4 . All regressions include only year fixed.
In specification (2) employment and intermediate inputs are treated as endogenous, in specification (3), intermediate input treated as endogenous and in (4) employment is treated as endogenous. The dependent variable is the TFP log difference, where TFP is computed based on gross output. All other variables are as defined in Tables 3 and 4. a=significant at the 1% level; b=significant at the 5% level; c=significant at the 10% level.
All regressions include only year fixed effects.
Appendix A: Derivation of the estimating equation
We can write the production function (equation 1) in growth rates as:
If one assumes constant returns to scale and perfect competition, we will have
If we observed total output Q, and knew the required rates of return to capital, we could back out the elasticity of output with respect to complementary capital, C as follow:
Without independent information on the flow of A or the stock of C (perhaps from stock market valuations), one cannot implement this procedure using measured output, Y. Rewrite equation (A3) as:
Since Q/Y is not observed, we cannot get away with this approach and hence we need to make an assumption regarding the use of intangible capital. We do that by assuming that observed growth in ICT capital provides a reasonable proxy for unobserved investment in, and growth in the stock of, complementary capital. Suppose G takes a CES form:
Consider the optimization sub-problem of producing G at minimum cost each period. Let / IT C K P P be the relative rental rate of ICT capital to C-capital. The first order condition of cost minimization implies that: ICT capital and g is the steady state growth rate. Substituting this expression in equation (3) in the text, we have
Substituting equation (A4') for ∆c into this expression, we have in principle an equation for TFP growth that indicates the importance of complementary capital accumulation:
As an estimating equation, (A5) has the difficulty in a sense that industries are likely to differ in their longrun C/Y ratios. Using equation (A4) and dividing both sides by Y and multiplying and dividing the right-hand side by IT C K P P and P, we have 
This is the equation reproduced as equation (4) p y , we can use the current value series for year 1995. So, multiplication of year specific indices with base year current price value (which would be the same at constant price as well) and division by 100 would provide the value at constant price.
With two sets of data on both current and constant prices, the value added deflator can be computed as:
It will be equal to 1 for the reference year 1995. We have used this deflator to deflate the R&D data.
Capital input data
EUKLEMS database has data on capital inputs by eight asset types, of which three are information and communication technology (ICT), and five are non-ICT assets. The three ICT assets are: (1) computing equipment (IT), (2) communications equipment (CT) and software. For detail on how these capital stock data are estimated, see Timmer et al (2007) . In EUKLEMS database, these capital stock data are available only for 13 countries: Australia, Austria, Denmark, Finland, Germany, Italy, Japan, Korea, Netherlands, Portugal, Sweden, UK and the US. Among the remaining five countries in the sample, data for four countries (Belgium, France, Ireland, and Spain) were obtained through respective national offices of EUKLEMS consortium. For Canada, the data are from Statistics Canada. Note that for Belgium and Canada, there are only two types of asset available: ICT and non-ICT.
In terms of data availability, since the data on Germany were available only from 1991, the data for West Germany has been used till 1990. For Korea, the capital stock data start from 1977, and for Canada they start only from 1980. Data on Sweden start at 1993. The country with the least number of data points is Ireland, whose capital stock data are available only from 1995.
For all 10 Euro zone countries (Austria, Belgium, Finland, France, Germany, Ireland, Italy, Netherlands, Portugal and Spain), the data are in Euros, whereas for remaining eight sample countries they are in respective national currencies at constant price for year 1995. These data at Euros and other national currencies were converted to US$ PPP using the industry level PPP data provided in EUKLEMS website. In EUKLEMS database, data are provided for 1997 PPP (in national currency per German Euro). These data have been converted to national currency per US$ using national currency per German Euro / US $ per German Euro. Then the real variables on gross output, value added, labor compensation, total capital services, ICT capital services, NICT capital services, R&D stock at national currency were converted into 1997 US$ based PPP by dividing the national currency variable by PPP.
At EUKLEMS database, the data on capital compensation and share of ICT capital and non-ICT capital are given. We multiply share of ICT and non-ICT capital by value of capital compensation to decompose total value of capital compensation into value of ICT and non-ICT capital. Once these compensations for ICT and non-ICT capital are computed we use the indices of ICT capital service and non-ICT capital services to have constant price data. The data are taken in national currency at current price. First, the national currency data are converted to national currency constant price using GDP deflator based on EUKLEMS mentioned above. Then the constant price data are converted to PPP US$ using 1997 PPP exchange rate of national currency per US$ at PPP. Then these PPP US$ adjusted constant price R&D expenditure data are used to compute R&D capital stock using perpetual inventory method with annual discount rate of 15%. To establish capital stock for the first year, 1973, we use average annual growth rate (across time from 1973 to 2004) which varies by both country and industry. In very few cases, the average annual growth rates were slightly negative; in that case, we use the growth rate of 3% instead of using average growth rate of across countries and industries in the sample. 
R&D data

