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Exciton-polariton lattices allow to implement topologically protected photonic edge states at
optical frequencies. Taking advantage of the interacting character of polaritons, we show that
several topological phases, belonging to the Quantum Anomalous Hall family, can occur in polariton
graphene with the TE-TM spin-orbit coupling and an effective Zeeman field. This Zeeman field can
be entirely controlled by the non-linearity of the macro-occupied mode created by circularly polarized
resonant pumping. The topological phases found are distinct from the ones of normal graphene in
presence of a combination of Rashba and Zeeman field.
PACS numbers:
The discovery of the quantum Hall effect [1] and its
explanation in terms of topology [2, 3] have refreshed the
interest to the band theory in condensed matter physics
leading to the definition of a new class of insulators
[4, 5] including Chern Insulators with broken time rever-
sal (TR) symmetry [6–8] and Quantum Spin Hall (QSH)
Topological Insulators with conserved TR symmetry [9–
11]. Another field which has considerably grown these
last years is the emulation of such topological insulators
with fermions (either charged, as electrons in nanocrys-
tals [12, 13], or neutral, such as fermionic atoms in optical
lattices [14, 15]) and bosons (atoms, photons, or mixed
light-matter quasiparticles [16]). The main advantage of
artificial analogs is the possibility to tune the parameters,
to obtain inaccessible regimes, and to measure quantities
out of reach in the original systems. Photonic systems
have allowed the first demonstration of Quantum Hall
effect without Landau levels, the Quantum Anomalous
Hall effect (QAHE) [17, 18], later implemented in atomic
systems [19]. They have allowed the realization of topo-
logical bands with high Chern numbers [20]. From an ap-
plied point of view, they open the way to non-reciprocal
photonic transport, highly desirable to implement logi-
cal photonic circuits. On the other hand, the study of
interacting particles in artificial topologically non-trivial
bands could allow direct measurements on Laughlin wave
functions [21] and give access to a wide variety of strongly
interacting fermionic [22] and bosonic phases [23]. In
that framework, the recent proposals of implementing
topological insulator analogs for a mixed exciton-photon
particle (polariton) [24–29], combining the flexibility of
design and study of photonic systems with the behavior
of an interacting spinor quantum fluid [30, 31], have a
strong fundamental and applied interest.
One of the key requirements to implement topologi-
cal insulator analogs for neutral particles is the creation
of either synthetic magnetic fields or a spin-orbit cou-
pling (SOC), a milestone achieved a few years ago in
atomic systems [32, 33]. In photonics, several schemes
have been proposed and realized, many of them based
on a specific lattice design inducing complex hopping
from one cite to the other [34–37]. However, the ini-
tial Haldane-Raghu proposal [38], demonstrated experi-
mentally in several works [17, 18, 20] does not rely on
such structural design, but rather on a standard hon-
eycomb or square lattice with band degeneracies at the
corners of the Brillouin zone, in which the TR symme-
try is broken by the Faraday effect (equivalent to Zee-
man splitting). This requires the use of materials with a
good magnetic response and limits the experimental re-
alizations to the microwave range. We point out that a
Zeeman field alone is not sufficient and that the second
key ingredient is the use of the TE and TM nature of
the photonic modes, which makes a non-Abelian gauge
field for photons [29, 39] emerge at the corners of the
Brillouin zone. The two fields combined give a vortical
effective field texture which opens a gap with same-sign
Berry curvature at all corners of the Brillouin zone [40].
This combination has been used in the proposals for
polariton Chern insulators [24–26]. The polaritons in-
herit their Zeeman splitting under magnetic field from
the excitonic fraction, which provides a good magnetic
activity at optical frequencies [41, 42]. The splitting be-
tween the TE and TM polariton modes in planar cavi-
ties is well known as a SOC responsible for the optical
spin Hall effect [43, 44] and the generation of topologi-
cally protected spin currents in polaritonic molecules [45].
The relatively weak TE-TM splitting in planar cavities
leads to Chern numbers equal to ∓2, contrary to pho-
tonic crystals, where the Chern numbers are typically
±1. Polaritons also behave as a quantum fluid of light
[30]. A dense polariton gas with a well defined velocity,
phase, and polarization can be resonantly driven by an
external laser pump which allows the creation of super-
fluid flows [46] and generation of half-integer topological
defects [47, 48] in these flows. The interactions in such
gas are strongly spin-anisotropic [31] which creates a self-
induced Zeeman (SIZ) field in case of a spin population
imbalance.
In this manuscript, we demonstrate the full optical
control of the band topology in a resonantly driven pho-
tonic (polaritonic) lattice, without any applied magnetic
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2Figure 1: (a) Polariton band structure in the honeycomb lat-
tice. The arrow represents the laser pump. (b) First Brillouin
zone with the high symmetry points. (c,d,e) elementary exci-
tation dispersions for different topological phases α1n/J = 1
, α1n/J = 2, and α1n/J = 4 with the corresponding gap
Chern numbers. (f) The gaps as functions of ΩSI and their
Chern numbers. The three crosses correspond to the band
structures (c), (d), and (e). The high symmetry points where
the middle gap closes are written (J = 1, δJ = 0.2J).
field. We show that the topologically trivial band struc-
ture becomes non-trivial under resonant circularly polar-
ized pumping at the Γ point of the dispersion. A self-
induced topological gap opens in the dispersion of the
elementary excitations. We show that the tuning of the
pump intensity allows to go through several topological
transitions. We establish a complete phase diagram for
this system, demonstrating the inversion of chirality. We
compare the case of TE-TM SOC (polariton graphene
[49]) with the Rashba SOC, relevant for atomic lattices
and previously considered for normal graphene [8, 50],
analyzing the differences between the phase diagrams.
We begin our consideration with the tight-binding
Hamiltonian of polariton graphene:
Hk =
(
0 Fk
F+k 0
)
, Fk = −
(
fkJ f
+
k δJ
f−k δJ fkJ
)
(1)
with the complex coefficients fk =
∑3
j=1 exp (−ikdφj )
and f±k =
∑3
j=1 exp (−i[kdφj ∓ 2φj ]). This Hamiltonian
is a 4-by-4 matrix written in the basis of the sublattice
(A/B) pseudospin and of the polarization (+/-) pseu-
dospin. J is the tunneling coefficient between nearest
neighbour pillars (A/B) and δJ is the TE-TM SOC (+/-
). The TE-TM splitting for guided modes in photonic
stuctures is typically quite large, only a specific combi-
nation of parameters allows to cancel it locally [37, 51].
It is much weaker for the radiative modes of a planar
cavities that we consider here, but not negligible, having
led to the observation of a very wide variety of effects in
the last decade [31, 44]. A typical dispersion is shown in
Fig. 1(a), and the first Brillouin zone with high symmetry
points is shown in Fig. 1(b).
A coherent macro-occupied state of exciton-polaritons
is usually created by resonant optical excitation. This
regime is well described in the mean-field approximation
[46, 52]. We can derive the driven tight-binding Gross-
Pitaevskii equation in this honeycomb lattice for a ho-
mogeneous laser pump F (~ = 1).
i
∂
∂t
Ψσs = [H
σ
s (k)+α1|Ψσs |2+α2|Ψ−σs |2]Ψσs+Fσs ei((k p.r−ωpt)
(2)
s is the sublattice index and σ is the spin index. Hσs is
the tight-binding Hamiltonian defined above. α1 and α2
are the interaction constants between particles with the
same and opposite spins respectively. For polaritons, the
latter is usually much weaker: |α2|  α1 [53, 54], and we
neglect it. Fσs is the pump amplitude. In the following,
we consider a homogeneous pump, which implies that its
amplitude on A and B pillars is the same. However, the
spin projections F+A and F
−
A , determining the polariza-
tion of the pump, can be different. The quasi-stationary
driven solution has the same frequency and wavevector
as the pump (Ψσs = e
i(kp.r−ωpt)Ψσp,s). Its wavefunction
satisfies a set equations:
(ωp + iγp − α1|Ψσp,s|2 − α2|Ψ−σp,s |2)Ψσp,s
+fkpJΨ
σ
p,−s + f
σ
kp
JΨ−σp,−s = F
σ
s (3)
where ωp is the frequency of the pump mode and γp is the
linewidth. The tight-binding terms fkp of the polariton
graphene induce a coupling between the sublattices and
polarizations. Note that Eq. (3) is written for an arbi-
trary pump wave vector kp. In the following, we consider
a pump, resonant with the energy of the lower polariton
dispersion branch in the Γ point (ωp = −fΓJ = −3J
and kp = 0), marked with an arrow in Fig. 1(a). We
compute the dispersion of the elementary excitations us-
ing the standard wave function of a weak perturbation
(|u|,|v|  |~Φp|):
~Φ = ei(kp.r−ωpt)(~Φp + uei(k.r−ωt) + v∗e−i(k.r−ω
∗t)) (4)
where ~Φp = (Ψ
+
p,A,Ψ
−
p,A,Ψ
+
p,B ,Ψ
−
p,B)
T , u and v are vec-
tors of the form (u+A, u
−
A, u
+
B , u
−
B)
T (details are given in
the supplementary material [55]).
3If the pump is totally circularly polarized, the macro-
occupied state is also circularly polarized (n− = 0), and
n = n+ = n+A + n
+
B = |Ψ+p,A|2 + |Ψ+p,B |2. A SIZ splitting
appears due to the spin-anisotropic interactions and to
the difference of populations of the two spin components.
A simple analytical formula of the k-dependent SIZ split-
ting between the two lower branches of the graphene dis-
persion is obtained by neglecting the SOC (δJ = 0):
ΩSI = ωp+|fk|+
√
(ωp + |fk|J − 2α1n+A/B)2 − (α1n+A/B)2
One of the key difference with respect to the Zeeman field
created by an applied magnetic field is the dependence
of the SIZ field on the wave vector and energies of the
bare modes. This dependence has already been shown
to lead to the inversion of the effective field sign at the
K point (and thus the inversion of the topology) when
both applied and SIZ fields created by a Bose-Einstein
condensate are present [29].
Figure 1(c)-(e) shows the weak excitation dispersion
for three different values of the SIZ field ΩSI at k=0
(taken as a reference for comparison, because the Γ point
is not affected by the SOC), whereas the Fig. 1(f) shows
the magnitude of the different gaps multiplied by the sign
of the Chern number of the valence band (C =
∑n
i=1 Cn)
[56] versus the same SIZ field at k=0. This SIZ field,
which is the blueshift of the ”+” spin component, can
be calculated as ΩSI(Γ) =
√
3α1n/2 [55]. When its
value is between 0 and the first transition point (ap-
proximately 2J , Fig. 1(f)), a single gap opens at the
K points and the valence band Chern number is +2 (Fig.
1(c)). The gap value at K increases versus α1n, but
it decreases at the M point, where the gap closes when√
Ω2SI(kM ) + 4δJ
2 = J , as shown in Fig. 1(d). Increas-
ing the pumping further leads to an immediate reopening
of the gap at the M point with the Chern numbers chang-
ing values and sign from ∓2 to ±1. When the pumping
is increased further and ΩSI becomes of the order of 3J ,
two additional topological gaps open at the K points,
in the middle of the conduction and valence bands re-
spectively (Fig. 1(e)), because the Γ point of the upper
branch rises above the K point of the lower branch (of
the same band). These two new gaps do not open at the
same pumping value because of the difference between
the SIZ fields in the upper and lower bands. One should
notice that in this pumping range the main gap reaches
its largest value, of the order of 0.6J , which is about 3δJ .
In realistic samples, this means a gap of 0.2-1 meV, quite
larger than the linewidth [49]. Increasing the pumping
further closes the gap at the Γ point, and then the middle
gap becomes trivial.
In order to visualize the dispersion of the surface states,
we compute the eigenmodes of a graphene ribbon for two
different values of α1n (Fig. 2(a),(b)) corresponding to
the values used in Figs. 1(c) and 1(e) respectively. In
Fig. 2(a), there is only one topological gap characterized
Figure 2: (Color online) Band structure of a graphene ribbon
in two different phases. Blue and red colors refer to the states
localized on the right and left edges. Parameters: δJ = 0.2J
and (a) α1n = 1J , (b) α1n = 4J .
by a Chern number +2 and hence there are two edge
modes on each side of the ribbon. In Fig. 2(b), we can
observe three topological gaps with the Chern number of
the top and bottom bands being ±1 respectively. Each
of them is characterized by the presence of only one edge
mode on a given edge of the ribbon, and the group veloc-
ities of the modes are opposite to the previous phase: the
chirality is controlled by the intensity of the pump. This
inversion, associated with the change of the topological
phase (|C| = 2→ 1), is fundamentally different from the
one of Ref. [29], observed for the same phase (|C| = 2).
Figure 3(a) shows the complete topological phase dia-
gram versus the SIZ splitting ΩSI in the Γ point and δJ .
Each phase is marked by the Chern numbers of the cor-
responding bands. One should notice that to change the
SOC (δJ) one needs to change the structure, while the
SIZ field ΩSI can be directly modulated by the pumping
intensity. We observe that the closing of the gap at the
M point can occur by increasing either δJ or ΩSI . The
limit δJ/J ≈ 1 is typical for photonic crystal slabs with
large TE-TM SOC, and the topological phase we find
with Chern numbers equal to ±1 is qualitatively similar
with the Haldane-Raghu phase [38]. A phase diagram
similar to Fig. 3(a) can be also obtained by varying an
external magnetic field (see [55]). A qualitative differ-
ence between the two situations (SIZ and applied mag-
netic field) is that the two extra gaps which appear in the
valence and conduction bands do not open at the same
value of Ω, because of the energy dependence of ΩSI in
the resonant pumping case.
We have also calculated a phase diagram for a honey-
comb lattice taking into account Rashba SOC (see [55]),
shown in Fig. 3(b). The two phase diagrams are qualita-
4Figure 3: (Color online) Phase diagrams (a) for the TE-
TM SOC and ΩSI (resonant pumping); (b) for the Rashba
SOC and applied field ∆. Each phase is marked by the Chern
numbers of the bands. The red and blue curves correspond to
the opening of additional gaps. (c)-(d) Graphene bare disper-
sions with TE-TM and Rashba SOC respectively (2nd branch)
(δJ = λR = 0.2J).
tively different. The first transition of the TE-TM SOC is
absent for the Rashba SOC, because the trigonal warping
of the bare dispersion around K points occurs in differ-
ent directions, as shown in Fig. 3(c),(d). In the TE-TM
case, the additional Dirac points appear in the K −M
directions, allowing them to merge at the M point and
disappear (Fig. 1(d)). In the Rashba configuration, the
additional Dirac points in the K − Γ direction cannot
merge, and the only remaining transitions are 2∆ = 3J
(branch splitting) and 2∆ = 6J (central gap becomes
trivial, its edge states disappear).
One should note that even if the two single particle
Hamiltonians allow some comparison, for instance trigo-
nal warping is present in both cases, their physical mean-
ings are different. Honeycomb lattice with Rashba SOC
is a typical situation for electrons in graphene [57], where
the Zeeman term, leading to the QAHE, appears gener-
ally due to exchange-type interactions [8] and the main
tunable parameter is the Rashba SOC λR. Moreover,
to our knowledge, despite several theoretical proposals
[8, 50], the QAHE has not been observed experimentally
in graphene yet. In our case, the single particle Hamil-
tonian describes the artificial polaritonic graphene struc-
ture made of coupled optical cavities, and we demon-
strate that this model can be extended to describe the
weak excitations of a macro-occupied state and hence al-
low a full optical control of the topologically protected
edge states of light. In recent theoretical works [16, 29],
topologically protected Bogoliubov edge modes have also
a) b)C=+2 C=-1
Figure 4: (Color online) Calculated images of emission
|ψ+|2 + |ψ−|2 from the surface states (a) ΩSI = 0.3 meV,
C = 2 (b) ΩSI = 0.6 meV, C=-1. Arrows mark the propaga-
tion direction.
been found in two different driven schemes based on
Kagome lattices. Both models neglect the polarization
degree of freedom, and, as a consequence, obtain triv-
ial hopping in the linear case. Their topological gap
is opened by the bogolon creation mechanism. In our
model, the linear band structure is already characterized
by non trivial hopping, and the gap is opened by the
combination of the SOC and the effective Zeeman field
due to spin population imbalance.
To confirm our analytical predictions and to check the
possibility of their experimental observation, we perform
a full numerical simulation without the tight-binding or
Bogoliubov approximations. We solve the spinor Gross-
Pitaevskii equation for polaritons with quasi-resonant
pumping with a honeycomb lattice potential U :
i~∂ψ±∂t = − ~
2
2m∆ψ± + α1 |ψ±|2 ψ± + Uψ± − i~2τ ψ± (5)
+β
(
∂
∂x ∓ i ∂∂y
)2
ψ∓ + P0+e−iωt
+
∑
j Pj−e
− (t−t0)2
τ20 e−
(r−rj)2
σ2 e−iωt
where ψ+(r, t), ψ−(r, t) are the two circular components
of the wave function, m = 5 × 10−5mel is the polari-
ton mass, τ = 30 ps the lifetime. The main pumping
term P0+ is circular polarized (σ
+) and spatially homo-
geneous, while the 3 pulsed probes are σ− and localized
on 3 pillars: 2 on the edges and 1 in the bulk. Results
(filtered at the energy of the edge states) are shown in
Fig. 4. As compared with the previously analyzed[24, 29]
C = 2 case (a), a larger gap of the C = −1 phase (b)
demonstrates a better protection against bulk excitation,
a longer propagation distance, and an inverted propaga-
tion direction, all achieved by changing the intensity of
optical pumping.
Conclusions. We have analyzed the elementary excita-
tions of a honeycomb lattice of micro-pillars with TE-TM
SOC, pumped homogeneously at k=0. We have demon-
strated that the circularity of the laser implies the open-
5ing of a topological gap without any external magnetic
field. Different phases characterized by topological in-
variants∓2 and±1 are achievable. The topological phase
transitions can be observed by varying the pump power,
which is the main tunable parameter in experiments.
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SUPPLEMENTAL MATERIAL
In this supplemental material, we present analytical re-
sults concerning the phase diagram of polariton graphene
with applied magnetic field (no optical pumping), ex-
tending the case studied in [24]. We also provide more
details on the calculations for the non-linear case with
TE-TM and Rashba spin-orbit coupling.
Linear approach with an applied magnetic field
In this section, we derive the complete topological
phase diagram of the polariton Z topological insulator
in the linear regime, under applied magnetic field. This
is a simpler case with respect to the main text, but it has
the advantage of the existence of analytical solution for
each phase transition, as shown below.
We recall the linear Hamiltonian of the polariton Chern
(Z) insulator system and study the topological transi-
tions in the linear regime. The tight-binding Hamiltonian
can be written as in the main text:
Hk =
(
∆σZ Fk
F+k ∆σZ
)
, Fk = −
(
fkJ f
+
k δJ
f−k δJ fkJ
)
(6)
where ∆ = |x|2gxµB B2 is the Zeeman splitting due to the
applied external field, the complex coefficients fk and f
±
k
are defined by:
fk =
3∑
j=1
exp (−ikdφj ), (7)
f±k =
3∑
j=1
exp (−i[kdφj ∓ 2φj ])
Due to the presence of the sublattice (A/B) pseudospin
and of the polarization spin (+/-) degree of freedom, this
Hamiltonian is a 4-by-4 matrix. J is the tunneling co-
efficient between nearest neighbour micro-pillars (A/B)
and δJ is the spin-orbit coupling (+/-). Without mag-
netic field (∆ = 0), the diagonalization of this Hamil-
tonian gives 4 branches of dispersion with degeneracies
around K and K ′ points (Fig. 5(a),(b)). We can al-
ready distinguish two configurations: δJ/J > 0.5 and
δJ/J < 0.5. In the first case, a single degeneracy ap-
pears at each K point, leading to the formation of the
Dirac cones. When the SOC term is below the critical
value of 0.5, the TE-TM splitting leads to trigonal warp-
ing, with three additional Dirac cones appearing in the
K −M directions. When the magnetic field is switched
on, a gap opens between the two upper and the two lower
branches (that is, between the ”conduction” and the ”va-
lence” bands), characterized by a Chern number C = ±2
depending on the direction of the external field. Here, we
would like to stress the difference between branches and
bands. An energy band (e.g. conduction band) is the en-
semble of eigenstates belonging to the same continuum
of available energy states (a segment of the energy axis).
A band may contain several branches, which can exhibit
different values of energy for the same wavevector (e.g.
because of spin splitting - Rashba, Dresselhaus, TE-TM,
or Zeeman), or they can be completely degenerate.
7Then, when either the strength of the magnetic field
or the SOC is increased, the gap closes at the M point,
and then reopens with the Chern numbers C = ∓1. This
topological transition arises from the degeneracy at the
M point and is described by the following analytical for-
mula:
∆1 =
√
J2 − 4δJ2 (8)
When the magnetic field is increased even further,
other topological transitions occur at their turn. One
is obtained with the opening of two additional gaps be-
tween the two lower and two upper branches (in the mid-
dle of the ”conduction” band and of the ”valence” band,
correspondingly). This transition arises when the energy
of the second branch at the Γ point (the minimum of the
2nd branch) is equal to the energy of the first (the lowest)
one at the K point (the maximum of the 1st branch), and
thus the system of 2 bands (each containing 2 branches)
is split into 4 bands (each containing a single branch).
The corresponding formula is:
∆2 =
3(J2 − δJ2)
2J
(9)
The transition to the the third topological phase occurs
when the middle gap closes at the Γ point for ∆3 = 3J .
Above this field, the middle gap is trivial but the two
other bandgaps are still topological.
We compute the Chern numbers of each band for the
different topological phases using the standard gauge-
independent and stable technique of [58].
Cn =
1
2ipi
∫
BZ
Fn(k)dk (10)
where the Berry connection A and the associated Berry
curvature F are given by:
An(k) = 〈uk,n| ∇k |uk,n〉 (11)
Fn(k) = ∇k ×An (12)
A complete phase diagram is plotted in Fig. 5(c) as a
function of the SOC and the magnetic field with the cor-
responding band Chern numbers for each phase.
In the two domains in the middle, there is only one
topological bandgap characterized by the Chern number
of the lower band. At the first transition, the number of
edge states passes from 2 to 1, and their group velocities
are inverted (due to the sign inversion of the Chern
numbers). After the second transition, in the yellow and
green domains, the two additional gaps are topological
too. Indeed, the presence of topologically protected
edge modes is defined by the sum of the Chern numbers
of all the bands below the bandgap in consideration
(C =
∑
i=1 Cn) [56]. By using this argument and
looking on the Chern numbers, we can understand that
Figure 5: (Color online) (a) Polaritonic graphene dispersion
(δJ = 0.2J), (b) first Brillouin zone. (c) Complete phase
diagram in function of the SOC and the external Zeeman
field parameters. (J = 1)
the middle gap becomes trivial in the the fourth phase
domain after the band degeneracy occurs and then is
lifted at Γ point. In the same way, we can see that the
two other gaps are still topological.
These results show that if δJ 6= 0, there always exists
at least one topological gap in the band structure when
an external magnetic field is applied. The typical SOC
term for exciton-polaritons system is relatively weak and
is below δJ = 0.5. However, this term cannot vanish
since it comes from the TE-TM splitting, a physical phe-
nomenon present in every photonic structure.
Rashba spin-orbit coupling
In the main text, we compare the phase diagrams with
TE-TM and Rashba SOCs (Fig. 3(a,b)), with the latter
calculated in the linear regime. Here, we present the de-
tails of this calculation. Replacing the TE-TM term by
the Rashba coupling, we obtain a tight-binding Hamilto-
nian for electrons in graphene [57]:
HRk =
(
∆σZ Gk
G+k ∆σZ
)
, Gk = −
(
gkJ ig
+
k λR
ig−k λR gkJ
)
(13)
8The difference with the TE-TM SOC is in the definition
of the g±k coefficients, which exhibit a single winding for
the Rashba SOC, contrary to the double winding of the
TE-TM SOC:
g±k =
3∑
j=1
exp (−i[kdφj ∓ φj ]) (14)
gk =
3∑
j=1
exp (−ikdφj )
The total Hamiltonian is hermitian but we can notice
that a i appears in the off-diagonal blocks Gk. In elec-
tronic systems, the Zeeman term appears generally due
to exchange-type interactions [8] and doesn’t need an ex-
ternal magnetic field. In this configuration, the main
experimentally tunable parameter is the strength of the
Rashba SOC λR, which can be changed by depositing
graphene on a substrate or by applying an external elec-
tric field.
As an illustration, we plot the spin textures of the first
branch of the dispersion in Fig. 6, where panel (a) cor-
responds to the Rashba SOC, while panel (b) - to the
TE-TM SOC. We can see the difference of the in-plane
spin winding number around Γ (wR = 1 for Rashba and
wTE−TM = 2 for TE-TM SOC). However, in both cases
the winding numbers around the K and K ′ points are
equal to 1. The topological character of this Hamilto-
nian with the appearance of the Quantum Anomalous
Hall effect, associated with Chern numbers ±2 due to
the additivity of the K and K ′ contributions to the Berry
curvature, have already been suggested in Ref. [8]. More-
over, as shown in the main part, a trigonal warping oc-
curs near the K points of the dispersion for Rashba SOC,
as well as for the TE-TM SOC. However, we point out
that this trigonal warping appears in the K−Γ direction
for the Rashba SOC, whereas it occurs in the K − M
direction for the TE-TM SOC. This difference has im-
portant consequences on the topological phase diagram,
suppressing one of the phase transitions for the Rashba
case: the transition associated with the merging of the
additional K points at the M point doesn’t exist in the
electronic configuration with Rashba SOC.
Figure 6: (Color online) (a)-(b) Polarization textures in pres-
ence of Rashba and TE-TM SOC respectively with ∆ = 0.5.
(δJ = λR = 0.2J). The colors represent the circular com-
ponents of the spin and the white arrows - the in-plane spin
projections.
Hence, by looking on the phase diagram, we can see
that the main gap (medium gap) closes only at 2∆/J = 6.
Below this transition, the main gap is characterized by
the presence of 2 edges modes whereas above the transi-
tion, the gap becomes trivial.
BOGOLIUBOV MATRIX
In this section we present the derivation of the Bo-
goliubov matrix using the small perturbations approach.
This approach consist to write the perturbed macro-
occupied state wave function in the following form:
~Φ = ei(kp.r−ωpt)(~Φp +uei(k.r−ωt) +v∗e−i(k.r−ω
∗t)) (15)
where ~Φp = (Ψ
+
p,A,Ψ
−
p,A,Ψ
+
p,B ,Ψ
−
p,B)
T , u and v are vec-
tors of the form (u+A, u
−
A, u
+
B , u
−
B)
T too. Then, insert-
ing this wave function in the driven dissipative Gross-
Pitaevskii equation (main text) and linearizing for u and
v, we obtain the following matrix:
M =

(d+A − ωp) α2Ψ−∗p,AΨ+p,A −fkp+kJ −f+kp+kδJ α1Ψ+2p,A α2Ψ−p,AΨ+p,A 0 0
α2Ψ
+∗
p,AΨ
−
p,A (d
−
A − ωp) −f−kp+kδJ −fkp+kJ α2Ψ−p,AΨ+p,A α1Ψ−2p,A 0 0
−fkp+kJ −f−∗kp+kδJ (d+B − ωp) α2Ψ−∗p,BΨ+p,B 0 0 α1Ψ+2p,B α2Ψ−p,BΨ+p,B
−f+∗kp+kJ −fkp+kδJ α2Ψ−p,BΨ+∗p,B (d−B − ωp) 0 0 α2Ψ−p,BΨ+p,B α1Ψ−2p,B
−α1Ψ+2∗p,A −α2Ψ−∗p,AΨ+∗p,A 0 0 (ωp − d+A) −α2Ψ−p,AΨ+∗p,A f∗kp−kJ f+∗kp−kδJ
−α2Ψ−∗p,AΨ+∗p,A −α1Ψ−2∗p,A 0 0 −α2Ψ−∗p,AΨ+p,A (ωp − d−A) f−∗kp−kδJ f∗kp−kJ
0 0 −α1Ψ+2∗p,B −α2Ψ−∗p,BΨ+∗p,B f∗kp−kJ f−∗kp−kδJ (ωp − d+B) −α2Ψ−p,AΨ+∗p,A
0 0 −α2Ψ−∗p,BΨ+∗p,B −α1Ψ−2∗p,B f+∗kp−kδJ f∗kp−kJ −α2Ψ−∗p,BΨ+p,B (ωp − d−B)

(16)
9The diagonal elements are defined by:
dσs = 2α1|Ψσp,s|2 + α2|Ψ−σp,s |2 (17)
The Bogoliubov eigenenergies are finally obtain by diag-
onalizing this 8 by 8 matrix.
In the expression for the self-induced field ΩSI(Γ) =√
3α1n/2 the factor 1/2 comes from the presence of two
sublattices and the
√
3 appears from resonant pumping,
as compared with a blue shift of an equilibrium conden-
sate µ = αn.
