Pattern recognition algorithms have introduced increasingly sophisticated solutions. However, many datasets are far from perfect; for example, they may include inconsistencies and have missing data, which may interfere with the classification process. Thus, the use of paraconsistent logic can provide a compelling quantitative analysis approach in classification algorithms because it deals directly with inaccurate, inconsistent and incomplete data. Paraconsistent logic is considered a nonclassical logic, which enables the processing of contradictory signals in its theoretical structure without invalidating the conclusions. In this context, the proposed approach aggregates the power of hybrid classifiers, the low noise susceptibility of the random forest approach and the robustness of paraconsistent logic to provide an intelligent treatment of contradictions and uncertainties in datasets. The proposed method is called paraconsistent random forest. The computational results demonstrated that paraconsistent random forest could classify several databases with satisfactory accuracy in comparison with state-of-the-art methods, namely, LDA, KNN, and SVM. Regarding imperfect datasets, the proposed approach significantly outperforms most of these methods in terms of prediction accuracy.
I. INTRODUCTION
Despite the sophisticated solutions that are introduced by pattern recognition algorithms, many datasets are far from perfect; e.g., many datasets contain inconsistencies and missing data, which may interfere with the classification process, as in the case of biological signals [1] - [4] . For instance, one of the many issues reported in the area of myoelectric prosthesis control consists that the acquired data is not reliable to represent the motion classes because of incomplete information and signal contaminants. These data inconsistencies interfere in the motion classification, leading to long and continuous training sessions [2] , [4] - [10] . Hence, it is important to employ an algorithm that can take these elements into account in order to diminish the added error when confronting incomplete or inconsistent data, being able to maintain a stable classification without the need of continuous interventions. However, many proposed solutions are based in adaptive methods that continuously check the signal quality and performs an under demand automatic retraining of the classification model, that can be very time consuming.
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Thus, a machine learning algorithm that is robust enough to signal degradations could possibly increase the clinical and commercial impact of myoelectric prosthesis. A robust algorithm could also be beneficial in others contexts that is necessary to deal with uncertain data [11] - [13] .
Via the use of nonclassical logic, one can incorporate an additional step for improving the robustness and accuracy of the decision-making method. Paraconsistent logic (PL) is considered a nonclassic logic because it enables the treatment of contradictory signals on their theoretical structure in a nontrivial manner without invalidating the conclusions [14] . Paraconsistent logic has been applied in diverse areas, such as image analysis, medical disease diagnosis, and character and voice recognition [11] , [15] - [18] . These studies reported that PL is highly suitable for pattern recognition because it can deal with imprecise, inconsistent and paracomplete data. Similar approaches, which differ in terms of topology, were also used to handle nondeterministic scenarios [19] - [21] .
Another well-known algorithm is the random forest (RF). Random forest can be considered an extension of decision trees because this methodology uses several uncorrelated decision trees for decision making, thereby increasing the accuracy with low noise susceptibility, especially when dealing with stochastic signals [22] . When comparing RF to traditional statistical methods, it shows advantages when dealing with a high number of nonlinear iterations between independent variables and discrete target values. Also, it offers other advantages such as comprehensibility and measures of the variables importance [23] . RF is also an efficient algorithm that can handle large datasets [22] - [24] and has a proving record in dealing with noisy data [25] , [26] .
In the literature, although several algorithms based on nonclassical logic, such as fuzzy logic [13] , [19] , [21] , [25] , [27] - [31] , have been proposed to deal with noise or lack of information, the hybridization of the random forest and paraconsistent logic has not yet been carried out. The absence of such kind of algorithms represents an interesting knowledge gap in the area of artificial intelligence. Therefore, the contribution of this work is the proposal of a novel classifier that is based on an ensemble of paraconsistent decision trees. The primary objective is to merge paraconsistent logic with random forest in a manner that utilizes the full capacity of PL for dealing with inconsistencies, the comprehensibility that is generated by decision trees and the low noise susceptibility of the random forest approach for use in contexts involving non-ideal data.
Additionally, a hybridization of the techniques of random forest and paraconsistent trees can expand its representative influence and, as a consequence, its applicability. It has advantages that enable the algorithm to deal more efficiently with the noisy and incomplete data that are typical of advanced real-world applications in order to mitigate the effects of theses contaminants on the classification accuracy, on which this type of algorithm can excel compared to others.
II. THEORETICAL BACKGROUND A. DECISION TREES
Decision tree is a well-known algorithm in the literature for several reasons [22] , [25] , [32] - [34] : First, the generated model is highly comprehensible, which facilitates understanding [25] . Second, its accuracy, especially if used with an ensemble of decision trees, is comparable or superior to other well-known algorithms in the area of pattern recognition [22] , [25] . Another important consideration is that decision trees have very few parameters that require adjustment, which renders the model less complicated to define.
A widely used technique is the ID3 algorithm, which was proposed by Quinlan [32] , in which the system can handle symbolic domains. Additionally, ID3 assumes discrete domains with small cardinalities. This may help increase the comprehensibility of the generated model, compared to, for instance, the CART algorithm. CART creates numerous thresholds for partitioning numerical data, thereby reducing the comprehensibility of the generated model due to extensive data partitioning [33] . However, although ID3 is easier to understand, prior data partitioning is required. Both methods use recursive partitioning to learn and create a discriminative model, in which the details are represented in a tree.
Decision tree is also widely used as a base classifier in ensembles. For creating an ensemble, several techniques are available [35] . One of the most famous is random forest [22] , which combines two techniques to generate a set of uncorrelated decision trees. Random forest uses the bagging technique, in which each classifier is created with a distinct data set that is obtained from the training data set via resampling with replacement. An adaptation of the randomization technique that was proposed by Dietterich [35] is also used in random forest, in which the 20 best attributes are selected in each node and one is randomly selected to split it.
Nonetheless, in supervised learning, one of the most important aspects is the training set, whose classes are known in advance. The main strategy of supervised learning is to create a set of rules that can determine the class of any object from a set of attributes [32] . However, the available attributes cannot always deal with object ambiguity. For instance, if the training data contain two objects with identical values, it is impossible to distinguish them, even if these objects belong to different classes; hence, there is a contradiction in the database. Therefore, the use of binary categories may not be the best option, depending on the type of signal. In this case, the use of nonclassical logic can improve the robustness to the decision algorithm if there may be contradictions in the system [36] .
B. PARACONSISTENT LOGIC
Most common technologies are based on classical logic, namely, most of the machine decision basis is binary. However, this strictly binary topology does not accord with the human decision basis, which does not always result in a binary output. This complexity was the motivation behind nonclassical logic research since they could provide a superior logical decision in situations that involve, for example, uncertain, ambiguous, or contradictory information [21] .
Paraconsistent logic was proposed approximately in 1910 by J. Lukasiewicz and N.A Vasilév independently. They envisioned the possibility of a logic that predicted contradictions in its basic structure [37] . However, only in 1954 was the initial system of paraconsistent logic (PL) developed, which included propositional calculations and all logic levels, by da Costa [38] . Over the years, paraconsistent logic continued to evolve, which enabled the manipulation of inconsistent systems without eliminating contradictions [37] . For instance, a PL can be considered a discriminating logical system that deals with data contradictions and uncertainties [19] .
The paraconsistent annotated logic propositions correspond to the type p(µ, λ), wherein p is a proposition and their evidence degrees (or annotation constants) are µ and λ ∈ [0, 1]⊂ R, where µ denotes the favorable evidence degree of p and λ the contrary evidence degree of p [17] .
The certainty degree and the uncertainty degree are defined as: We analyze the lattice with G c , G un ∈ [−1, +1] ⊂ R, and the four extreme logic states that are presented in Table 1 with the corresponding values of G c and G un .
G un (µ, λ) represents the distance of the annotation constant (µ, λ) from the inconsistent or paracomplete state. Similarly, G c (µ, λ) represents the distance of the annotation constant (µ, λ) from the true or false state [11] .
The real certainty degree (G rc ) is obtained through the values of G c and G un . The projection of the ordered pair (G c , G un ) onto the certainty degree axis attenuates the effects of their contradiction [18] . Then, the real certainty degree is based on (3) if G C > 0 or (4) if G C < 0:
To create a paraconsistent network, in which the output of a node can be used as an input to another, G rc must be normalized. The resultant real evidence degree (µ ER ) is based on the normalized value of G rc and is defined as (5) :
The paraconsistent analysis nodes (PANs) are based on paraconsistent logic fundamentals. The PANs consist of an algorithm for treating and controlling signs of imprecise and contradictory information [7] , [8] . Contrary to the theory of probability, favorable evidence and contrary evidence are not directly related. For instance, in the theory of probability, the favorable evidence of an event C is specified by p(C), which indicates the probability of occurrence of C. Thus, the probability of belief -C is 1-p(C). This relation is not considered valid in paraconsistent annotated logic [39] . Therefore, it is possible to obtain the real evidence degree (µER) from two input evidence items that are related to the same proposition, which are denoted as µ 1 and µ 2 (λ 2 = 1 − µ 2 ), as described in Algorithm 1.
Thus, a random forest with a paraconsistent decision tree as a base classifier is proposed. Among the various ensemble techniques that are based on decision trees, random forest was chosen because, similar to boosting, it generates the best results in terms of accuracy and noise susceptibility [3] . In addition, a multiple classifier system provides, as an advantage, improvements in the results in terms of noise resistance compared to an individual classifier, as concluded in [8] .
Moreover, the use of paraconsistent decision trees can provide the random forest with the advantages of this type of technique, which were discussed previously: an increased noise resistance and extended applicability to uncertain or vague contexts. In the present study, paraconsistent logic is used such that the pattern recognition system is considered to have an intrinsic certainty degree that considers the contradictions and uncertainties of the system [40] .
Algorithm 1 Paraconsistent Analysis Node (PAN) Algorithm
Function PAN(in: input evidence degree µ 1 , where 0≤ µ 1 ≤1, and input evidence degree µ 2 , where 0≤ µ 2 ≤1; out: µE) 1. Calculate the unfavorable input evidence degree:
Calculate the degree of contradiction:
µ ctr = (µ+λ) 2 3. Calculate the certainty degree:
Calculate the uncertainty degree:
G un = (µ + λ) − 1 5. Calculate the vector that is formed by G c and G un :
Determine the quadrant to which G c belongs to and calculate the projected value G rc of the pair [G c , G un ] on the G c axis:
III. PARACONSISTENT RANDOM FOREST: AN ENSEMBLE THAT IS BASED ON PARACONSISTENT DECISION TREES
The proposed method is a random forest of paraconsistent decision trees, namely, an ensemble of classifiers that are based on Breiman's methodology. The method is referred to as paraconsistent random forest (PRF) in the text. As a precondition for the PRF classification system, the input data must be partitioned into multiple domains with a corresponding pertinence degree. To calculate the inconsistency among samples, it is essential for the divided partitions to be fuzzy, instead of crispy, sets. Nonetheless, considering that the data are fuzzy, a data sample can belong to more than one partition; hence, it is possible to deal with this type of inconsistency in a nontrivial manner based on the principles of paraconsistent logic.
A. DOMAIN PARTITION PREPROCESSING
The fuzzy C-means algorithm (FCM) is used to obtain the domain partition of the input dataset by creating clusters from the inputs and defining Gaussian membership functions that are based on the calculated clusters. In fuzzy C-means clustering, each data item belongs to one or more clusters with a pertinence degree that is specified by membership grades that vary between 0 and 1. This method, which was developed by Dunn in 1973 and improved by Bezdek in 1981, is commonly used in pattern recognition [41] . It is based on the minimization of the following objective function:
where m is any real number that is greater than 1, u ij is the degree of membership of x i to cluster j, x i is the ith ddimensional measured data item, and c j is the d-dimensional center of the cluster. The data are partitioned via the iteration of the function that is specified above and the membership u ij and the cluster centers c j are updated by:
The termination criterion for the iteration depends on the condition max ij u
where ε is a termination criterion that is between 0 and 1 and k is the number of iteration steps. The process of iteration converges to a local minimum of the objective function J m .
As discussed above, the data belong to each defined cluster according to the representation of a membership function. These membership functions are responsible for the fuzzy behavior of the algorithm, in which the same data do not belong exclusively to a well-defined cluster. In this sense, the membership function indicates that each datum may belong to several clusters with various values of the membership coefficient [41] .
Another important consideration is that this research is focused not on the fuzzy domain partitioning method, but on the paraconsistent random forest algorithm. The fuzzy domain partition is only used as a preprocessing stage.
B. PARACONSISTENT RANDOM FOREST ALGORITHM
Breiman [22] proposed a random forest in which the decision trees can get as deep as the data permit and no pruning is used. However, to construct each tree with low data correlation, Breiman's methodology includes two stochastic elements during the tree construction. The first stochastic element is found in the dataset input selection, where a technique called bagging is used to select data for each tree randomly. The second stochastic element is formed by randomly selecting, at each node, a small group of input variables for splitting [22] , [25] . These randomizations can provide a superior solution in terms of prediction accuracy due to the diversity that is generated by the various trees, as described in Algorithm 2.
Moreover, the random forest involves two parameters: the number of trees and the number of subset attributes for the node split. In the paraconsistent random forest, the size of the subset is a fixed value that is based on the number of features ( √ F N ), as proposed by Breiman [22] . Thus, the number of trees is the only significant parameter in the paraconsistent random forest method.
C. PARACONSISTENT DECISION TREE ALGORITHM
The paraconsistent decision tree algorithm is based on a modification of the ID3 algorithm, which was proposed by Quinlan [32] . Typically, in the ID3 algorithm, an attribute is divided into one or more categories and the training example memberships to these partitioned sets are binary, namely, a sample either belongs or does not belong to that partition [33] . However, in the proposed modification, the partitioned sets are fuzzy and, therefore, elements of nonclassical logic must be employed. Paraconsistent logic is employed to deal with the inconsistencies of the fuzzy domain partition. Apart from the adaptations in the inference procedures and the domain partition, the basic elements for building a decision tree are respected. The following are the notations that are used to describe the proposed algorithm:
• E represents the set of samples that are used to build the tree, where E N represents the samples that belong/lead to node N;
• C represents the set of classification classes; • F N denotes the feature set that leads to node N; • The set of features in node N is represented by F N = {F 1 , F 2 , F 3 , . . . F i };
• P N and I N denote the total example certainty degree and total information gain, respectively, of node N;
• I S Fi represents the calculated standard information for feature i (F i );
• G N i = I N − I S Fi represents the calculated information gain for feature i (F i ) in node N;
• P N k represents the propagated sample certainty degree for class C k in node N;
is the set of propagated certainty degrees of the samples j that belongs to node N;
• µf c k denotes the degree of membership on a specified fuzzy partition. The algorithm must initialize the variables X Root and I Root to 1, as the root node represents the entire description space of a tree [33] . Additionally, the root node contains all training samples of the tree, which were previously selected in the bagging step, as specified in Algorithm 2 [22] . In each iteration, the algorithm obtains a random subset of the available attributes to be analyzed and selects the best attribute for the current node split. To select the best attribute, a popular method is to maximize the information gain [25] . This mechanism is computationally simple, as it assumes independence of the attributes [33] . Moreover, to calculate the information gain (I N ) of the node, it uses equations (8) and (9):
In the standard ID3 algorithm, the P N k function counts the total number of samples that belong to class k. If the partition is binary, a sample can belong or not to the attribute partition (X N j can be 0 or 1). Therefore, the value of P N k corresponds to the total number of samples j that satisfy the conditions that lead to node N.
However, to use a fuzzy domain partition, changes are required in the algorithm if a sample can belong to one or more clusters [33] . For the proposed method, the influence value of each sample X N j is calculated according to the paraconsistent certainty degree of the previous node and the degree of membership of the sample to fuzzy partition µf c k via the PAN algorithm (1) . Therefore, the value of X N j corresponds to the certainty degree with which sample j satisfies the conditions that lead to node N. The function is defined as follows (10):
As discussed previously, paraconsistent logic accepts that the data from an attribute may not always be available, as is the case of many practical applications. In the case of a missing feature (µf c k = NaN ), X N j = PAN (X N −1 j , µf c k ) is 0.5, which represents the unknown value according to the principals of paraconsistent logic [24] .
After the node information gain I N is determined, the algorithm selects a random subset of features of size √ F N for a possible node split. Due to the randomness, not all attributes are considered for each split. However, the attributes that are not selected in a split can be used by other splits in the same tree once the algorithm has recursively selected only features that have yet to be used.
To select the optimal feature for splitting the node, the standard information gain for each feature (I S Fi ) must be calculated. The standard information gain is calculated via the same approach as the node information gain (I N ), but with a restriction that the information is calculated only for the selected feature F i .
Therefore, the feature that maximizes equation (11) represents the most substantial information gain that is calculated in that subset and that feature is selected for splitting the node.
Subsequently, the child node conditions are generated from the domain partition of the selected feature. Thus, the samples that belong in the parent node are partitioned into child nodes according to those conditions [33] . Additionally, if there is no training sample to support a partition, the child node will not be generated [32] . Consequently, the decision tree is built with each node that represents the selected feature on which the domain partition was split and the terminal nodes (or leaf nodes) that represent the class label of the final subset of this branch [32] . The decision tree growth is terminated (a leaf node is obtained) if one of the following conditions is satisfied:
• A node is pure, namely, all remaining samples belong to the same class. In this case, the node becomes a leaf and is labeled with the corresponding class of the samples.
• There are no available features for the split node, but the samples still do not belong to the same class. Then, the node is converted into a leaf and labeled using majority voting to select the class to which more samples are associated in the subset. In Algorithm 3, the tree only considers the features that are necessary for obtaining a path; thus, the tree is not required to use all available features.
Algorithm 3 Paraconsistent Decision Tree
Furthermore, the proposed paraconsistent random forest can combine the major concepts of Breiman's random forest with paraconsistent logic, as described in Algorithms 2 and 3.
D. PARACONSISTENT DECISION TREE EVALUATION
The paraconsistent tree evaluation procedure is almost the same as that of ID3. The main difference is that a sample traverses every path of the tree and all leaves generate a certainty degree that is associated with the corresponding class.
The certainty degree of each leaf is calculated from the propagation degree of the path using the function X N j , which was described previously. Therefore, each leaf has an associated class, which is associated with a calculated certainty degree, as described in Algorithm 4.
At this stage, the evaluation of a sample generates several certainty degrees and associated classes. To reach the final decision and to define the winning class of the forest, it is necessary to define one or more decision-making approaches, which will be presented in the following.
Algorithm 4 Paraconsistent Decision Tree Evaluation
Function ParaconsistentDecisionEvaluation (in: e, DP, X, out: leaf) 1. Define X N=root = 1 2. If the node is a leaf: Based on the paraconsistent decision tree evaluation that is described above, every leaf i of every tree t has a corresponding class (C k ) with a certainty degree (u ER ), which can be represented by the vector leaf(i,t)=[C k , u ER ]. To calculate the final classification that is assigned to a sample, it is necessary to define two strategies: Strategy (1), which regards the forest as a unique classificatory system, and Strategy (2), which considers the individual classification of each tree in the forest prior to the final class decision-making.
Strategy (1): Considering the certainty degree values of all leaves in the forest, for identifying the class with the highest associated degree, two approaches are proposed:
• Average forest (AF): Calculate the average certainty degree for each class by considering the values of all leaves in the forest and choosing the class according to arg max, as follows:
AvgU er (c K ) = average (leaf (C k == k)); ForestClass = argmax(AvgU er );
• Paraconsistent forest (PF): Calculate the certainty degree for each class via the paraconsistent extractor algorithm (ParaExtr ctr ), which considers the values of all leaves in the forest, and choose the class according to arg max, as follows:
AvgU er (c K ) = ParaExtr ctr (leaf (C k == k)); ForestClass = argmax(AvgU er );
The ParaExtr ctr algorithm, which was proposed by [42] , is an algorithm for removing the effects of contradictions from uncertain knowledge databases that employ PANs. Considering that the PRF algorithm provides a list of certainty degrees G µ for each associated class that represent the calculated values for each possible path of the trees, the ParaExtr ctr algorithm selects the maximum and minimum evidence degrees (µ max and µ min ) for composing the PAN input. The primary objective of PANs is to extract the contradiction effect by calculating the resulting evidence degree between inputs µ (µ = µ max ) and λ (λ = 1 − µ min ). The two evidence degrees from G µ are replaced by the resultant evidence degree (µ R1 ). This process is repeated until only one evidence degree remains in the evidence degree list G µ [16] , as represented in Algorithm 5. At the end of this process, each class will correspond to a unique recognition evidence degree (µM), which is the representative value of all considered leaves.
Algorithm 5 Paraextr ctr Algorithm [42] Function ParaExtr(in: G µ , out:µM ) 1. Receive an input list of certainty degrees G µ = (µE 1 , µE 2 , µE 3 , µE 4 , µE 5 . . . ) 2. Find from the list the maximum value µ max = max (G µ ) 3. Find from the list the minimum value µ min = min (G µ ) 4. Calculate the resulting evidence degree using the min and max values as inputs of a PAN µ R1 = PAN (µ max , µ min ) 5. Substitute the identified max and min values and add the calculated resulting evidence degrees G µ = G µ − µ max − µ min + µ R1 6. Return to step 2 and continue until the length of G µ is 1. 7. The output value is the last remaining evidence degree from the list µM = G µ end Strategy (2): This strategy determines the winning class for each tree (using the arg max approach) and selects the global forest classification using the majority voting technique.
• Average tree with majority voting (ATMV): Calculate the average certainty degree for each class by considering the values of all leaves in each tree. Choose the winning class of the tree according to arg max. Finally, majority voting is used to select a unique class of the forest by considering the individual classification of each tree.
• Paraconsistent tree with majority voting (PTMV): Calculate the certainty degree for each class using the paraconsistent extractor by considering the values of all leaves in each tree. First, it is necessary to choose the winning class of the tree according to arg max.Then, define a single classification of the forest via majority voting based on the single classification of each tree in the forest. 
IV. RESULTS AND DISCUSSION
The test methodology is used to obtain several results on various datasets, which are used to evaluate the accuracies of the proposed PRF and all proposed decision-making algorithms. Additionally, the test experiments utilize a dataset degradation approach to evaluate the accuracy and behavior when dealing with imperfect data, for example, missing and noisy values. Moreover, the PRF algorithm is compared to well-known algorithms in the area of pattern recognition classification, such as RF, SVM, LDA, and KNN. The datasets that are selected for the test methodology belong to the UCI repository [43] , which are commonly used for benchmarking, and their characteristics are listed in Table 2 . Table 2 lists the dataset name, the corresponding abbreviation ''abbr'', and other essential characteristics, namely, the total numbers of features, classes, and samples. The use of well-known datasets is important because it facilitates comparison with other algorithms in the scientific community. During the construction of the PRF trees, no pruning was used, namely, the trees were constructed to their maximum size. Additionally, the forest size for all datasets was defined empirically with a fixed value of 100 trees.
Moreover, the accuracy of the PRF algorithm was calculated for all decision-making algorithms that are proposed for the paraconsistent random forest. The average accuracy is plotted in Figure 1 , along with those of other well-known algorithms on six selected databases. According to the evaluation of the results of the PRF ensemble against those that were obtained by a series of classifiers and multiclassifiers, the PRF ensemble is an efficient classifier, with similar averages to those that are obtained with well-known algorithms. The exception is the GLA database, on which the PRF method obtained inferior classification results, with a difference of ∼5%. This difference could be explained by the challenge of generating a suitable fuzzy domain partition using the simple method of fuzzy C-means.
A. EFFECT OF ABSENT DATA
To further evaluate the performance of the PRF in dealing with inconsistent data, a percentage α% of missing values were introduced in the datasets. Considering that each dataset contains E samples and each sample has M attributes, α%(E * M) values were randomly selected among all the uniformly distributed attributes. Each selected value, which corresponds to an example and to an attribute, was substituted by NaN. The classification models were created using the complete available information and the missing data were introduced only in the testing datasets. The objective of this evaluation is to determine how well the algorithms behave when dealing with incomplete datasets after the modeling, since this can occur in real-world applications.
To visualize the impact in terms of the prediction accuracy as a function of the defined percentage of missing values α%, the decrease in the percentage of the average classification accuracy was computed as follows (12):
where AM is the average classification accuracy for the modified dataset with the addition of missing data and AO is the average classification accuracy for the original dataset. Table 3 lists the average decreases in accuracy for the PRF algorithms with the four decision basis variations. In the worst-case scenario, with 90% imperfect values in the testing dataset, the maximum decrease in accuracy was only 19.45% in the IRIS database via the PRF ATMV approach. Considering only 5% missing values, the proposed algorithm could maintain the average accuracy with no significant decrease in classification performance.
Likewise, the decrease in accuracy results were also compared with those of other well-known classifiers in the area of pattern recognition, as presented in Table 6 . In most cases, 5% of missing values resulted in a significant decrease in the prediction accuracy for methods SVM, KNN and LDA, which varied from 8% to 45% increase in the classification error.
The proposed paraconsistent random forest outperforms other algorithms in dealing with missing values. The PRF classification accuracy is not affected by the 5% missing values and with 90% invalid data, the classification error increases by 3%-18.67%, depending on the database. The increase in the error is larger when the database has more classes, as in the Wine and Iris Plant datasets.
Analyzing Figure 2 , for algorithms SVM, KNN, and LDA, 5% replacement of the data already has a severe impact on the classification performance, with an accuracy reduction that ranges from 8.26%-45%. For 30% invalid data, the reduction in accuracy for these algorithms reaches a rate of at least 22.02%. In comparison to the proposed method, the impact of the addition of invalid values only becomes noticeable from 30%, for which the maximum error was approximately 8%. However, on the databases (GLA, DBC, and PBC), the decrease in the classification performance remains low up to 90% invalid data and varies between 3-6.42% for the proposed algorithm 
B. EFFECT OF NOISE
Equally to the experiment of missing data, the performance of the PRF method was also evaluated considering the presence of noise in the dataset. To emulate noisy data, a percentage a% of the dataset was substituted by uniformly distributed random values. Table 5 lists the average decreases in accuracy for the PRF algorithms with the four decision basis variations for the experiment with added noise. In the worst-case scenario, with 90% noisy values in the testing dataset, the maximum decrease in accuracy was only 30.56% in the IRS database via the PRF ATMV approach. Considering only 5% noisy values the proposed algorithm could maintain the average accuracy with a maximum decrease in classification performance of 2.78% in the IRS database. Besides, the introduction of up to 30% of noise occasioned a maximum of 5% increase in the classification error for all datasets. Table 6 list the decrease in accuracy in comparison to other well-known classifiers in the presence of noise. It is noticeable that a 5% noise introduction causes a significant impact in the classification prediction for the methods SVM, KNN and LDA with an increase of the classification error varying from 3% to 40%, depending on the database. The PRF classification accuracy is not affected by the 5% noisy values and considering 90% noisy data, the classification error increases by 3%-30.56%, depending on the database. Hence, it is possible to affirm that the paraconsistent random forest outperforms other algorithms in dealing with noise. Figure 3 presents the overall classification accuracy for the experiment when introducing noise. The PRF algorithm has at least similar accuracies comparing to the RF method considering up to 30% noisy data. Besides, above 30% of added noise, the PRF presented a less susceptibility to noise with superior classification accuracies in comparison to the RF method. Also, analyzing the classification accuracy of the methods LDA KNN and SVM for a 5% noise addition it is noticeable a considerable reduction in the classification performance, with an increase of the classification error up to 40%. Moreover, according to the trend lines in Figure 2 and 3, the four variations of the proposed algorithm follow a similar tendency among themselves in the presence of inconsistencies. In addition, in terms of the average classification accuracy, the decision algorithm that obtains the best average result is the average tree with majority voting (PRF ATMV ), which is widely used in ensemble decision trees. The only difference from the ATMV method is the need to first calculate an average for each decision tree since in this approach there is no single path to be covered. In this respect, the ATMV algorithm is also more straightforward computationally because it requires fewer iterations compared to the proposed decision algorithms in the decision making. The computation time of the ParaExtr ctr algorithm [16] directly depends on the size of the tree; hence, making a final decision with the forest can increase the execution time substantially without necessarily improving the classification accuracy.
Furthermore, the structure of the tree is heavily dependent on the fuzzy domain partition; hence, the definition of the fuzzy sets can directly affect the accuracy of the created tree. Therefore, further research into fuzzy domain partitioning may improve the result of the algorithm. However, the improved performance in dealing with inconsistent data, represented by noise and missing values, is observed in the plots in Figure 2 and 3 , in which the PRF has a less abrupt slope compared to the other algorithms.
C. STATISTICAL ANALYSIS
To validate the experiments, an analysis of variance (ANOVA) and multiple comparisons were used. The ANOVA provides a statistical test for determining whether the differences in a factor's means are significant or not. In the design of three-factor experiments, the mean accuracy is regarded as the response variable. In relation to the controllable factors, the classification methods, the percentage of inconsistent data and the database were employed. Consider the completely randomized three-factor experiment with underlying model (13) : (13) where µ is the overall mean effect, α i is the ith effect of factor A (classification methods), β j is the jth effect of factor B (percentage of inconsistent data), γ k is the kth effect of factor C (database) and ε ijk is a random error component, which follows a normal distribution with zero mean and variance σ 2 .
A confidence level of 95% was considered for the F-test. According to the analysis of variance for a three-factor experiment, all the main effects and their combination are significant. Thus, there is a distinction among the average accuracies of the classification methods. Further analyzing the difference among the means using the Tukey method with 95% confidence, we conclude that the paraconsistent random forest methods have significantly outperformed classic algorithms LDA, KNN and SVM when introducing missing data in the dataset, as presented in Table 7 . The RF method obtained similar average accuracy when compared to the PRF method for the same scenario. As detailed previously, when data is absent, the evidence degree for the missing attribute is defined as 0.5 according to the principles of paraconsistent logic; thus, for every missing feature the attributed value is the same for the PRF method. However, in the random forest approach, the solution for dealing with missing data is to return the most probable class considering the larger number of training samples that reached that specific node. According to the analysis of the means, both approaches obtained average accuracies without significant distinction; hence, both methods PRF and RF present a satisfactory solution for dealing with missing data with an accuracy at least 20% higher in relation to the methods LDA, SVM and KNN. Table 8 lists the comparison of the means (Tukey method) with 95% of confidence among the classification methods considering the introduction of noise in the database. It's possible to affirm that the PRF method and their variations were less susceptible to noise in terms of classification accuracy compared to the algorithms RF, SVM KNN and LDA.
Moreover, the statistical analysis revealed that there are no significant distinctions among the means for all four PRF decision basis variations when introducing missing and noisy values in the dataset. Thus, as there are no significant differences in the classification accuracy, the best decision method for PRF is ATMV because of its lower computational complexity, as discussed previously.
D. DISCUSSION
In the literature, others methods have been proposed with the objective to reducing noise susceptibility, such as fuzzy random forest (FRF) [25] . FRF uses a fuzzy decision tree approach and outperforms well-known methods on data with missing values. Comparing the results that are obtained with the proposed PRF method with those of FRF, on databases IRS and WIN, PRF outperformed FRF [25] in data classification with missing values, as presented in Table 9 .
A larger distinction can be observed with 30% missing data, in which the PRF method obtained a decrease in accuracy of approximately 5-7% in comparison to the FRF method, for which the decrease was approximately 14-16%. However, the FRF method obtained slightly better results in the classification of the original data. This comparison supports the hypothesis that paraconsistent random forest is a suitable algorithm in contexts that involve the treatment of incomplete data. Another difference between FRF and PRF is that the fuzzy random forest was trained and tested with the modified dataset. This distinction can lead to a reduced decrease in accuracy once the method has been presented with data of this type during model creation.
Moreover, a few methods have been proposed exploiting paraconsistent logic in pattern recognition applications. One of them is the paraconsistent neural networks (PNN), a type of ANN based on paraconsistent logic. PNN have been employed with success in the recognition of MICR (Magnetic Ink Character Recognition) characters commonly used in bank checks [16] . According to the authors, the PNN outperformed other studies in the area with an accuracy of 97.8%. PNN has also being applied, with promising results, to aid diagnosis of Alzheimer disease by analyzing EEG signals [11] . Besides the PNN, the paraconsistent logic is also employed as a network of interconnected nodes (PANnet) in the treatment of Raman spectroscopy data to support diagnosis of skin cancer [21] . The PANnet was able to classify Raman spectroscopy data with a better discrimination in comparison to conventional statistical process. However, despite the promising results achieved by the use of paraconsistent logic in pattern recognition, all the cited researches used classification models that were manually defined and application specific; hence, it was not possible to perform a benchmark with a standard dataset for comparison between distinct approaches of the paraconsistent logic.
Nonetheless, a discriminative paraconsistent machine (DPM) was proposed by [19] . Contrary to the other methods presented in the literature, DPM is a versatile method based on a supervised training discriminative model that incorporates paraconsistency criteria. According to the authors, the DPMs can be applied in innumerous fields, but it lacks the evaluation of the algorithm with a standard database for benchmarking purposes. Furthermore, the DPM was applied to the classification of pathologies in voice data obtaining similar accuracies to the traditional method SVM.
It is important to emphasize that the use of paraconsistent logic in pattern recognition application is still recent in the scientific community. Hence, it is difficult to perform a more detailed comparison with the proposed method PRF, since many researches are focused in the application and do not execute an evaluation of the algorithm using standardized dataset. Furthermore, it is clearly observed from the literature that one of the possible applications that could benefit from the PRF method is the classification of biosignals, as the motion recognition thought myoelectric signals. Among the reported issues in the motion classification is the model degradation in the presence of signal contaminants. To overcame this concern, several approaches were proposed as automatic model retraining [4] , [10] , [45] and signal replacement by mathematical models [7] . However, these solutions are not always viable to commercial use since they demand a high computational time and memory usage. Hence, the PRF seems to be an interesting alternative for its low parametrization and its superior results in dealing with uncertain data.
V. CONCLUSION
In this paper, the ID3 algorithm was modified to enable it to deal with inconsistent datasets by applying paraconsistent logic and random forests. The new approach is called paraconsistent random forest. The proposed method combines the well-known decision trees with the robustness of the paraconsistent logic in dealing with inconsistent/incomplete datasets. It was demonstrated that a hybridization of random forest and paraconsistent trees presents advantages that enable the algorithm to be more efficient when dealing with the noisy, incomplete data that are typical of advanced practical applications.
A complete algorithm was presented, starting from data partitioning, building the paraconsistent tree and application of the random forest approach to infer the winning class with an associated certainty degree. Moreover, various methods for combining the outputs of each paraconsistent tree in the ensemble into a single classification were defined. Those methods are based on algorithms that are frequently used in the literature to obtain the final decision in ensembles and on paraconsistent logic.
In the results section, several experimental procedures were employed to analyze the feasibility and robustness of the method. The results were compared with those of other algorithms and missing and noisy data were incorporated into the selected datasets. The PRF ensemble outperformed the other methods on imperfect datasets. PRF was also compared to FRF, which is an algorithm that was proposed in the literature and also aims at solving the problem of imperfect datasets. PRF outperformed FRF in dealing with missing information in the dataset. Thus, according to the results, the PRF ensemble presented itself as a promising versatile classifier with superior capability to deal with inconsistent inputs.
Moreover, new studies are suggested for evaluating the proposed algorithm in contexts where it is necessary to deal with uncertain data. For instance, in algorithms applied to biological signals, new studies on the applicability of paraconsistent random forest may consider the inherent inconsistencies that are due to the presence of high levels of noise and the lack of adequate signal acquisition, thereby resulting in superior classification performance and increased robustness.
