Prolongation of quasi-principal frame bundles and geometry of flag
  structures on manifolds by Doubrov, Boris & Zelenko, Igor
ar
X
iv
:1
21
0.
73
34
v2
  [
ma
th.
DG
]  
19
 Se
p 2
01
3
PROLONGATION OF QUASI-PRINCIPAL FRAME BUNDLES AND
GEOMETRY OF FLAG STRUCTURES ON MANIFOLDS
BORIS DOUBROV AND IGOR ZELENKO
Abstract. Motivated by the geometric theory of differential equations and the variational ap-
proach to the equivalence problem for geometric structures on manifolds, we consider the problem
of equivalence for distributions with fixed submanifolds of flags on each fiber. We call them flag
structures. The construction of the canonical frames for these structures can be given in the two
prolongation steps: the first step, based on our previous works [18, 19], gives the canonical bundle
of moving frames for the fixed submanifolds of flags on each fiber and the second step consists of
the prolongation of the bundle obtained in the first step. The bundle obtained in the first step is
not as a rule a principal bundle so that the classical Tanaka prolongation procedure for filtered
structures can not be applied to it. However, under natural assumptions on submanifolds of flags
and on the ambient distribution, this bundle satisfies a nice weaker property. The main goal of
the present paper is to formalize this property, introducing the so-called quasi-principle frame
bundles, and to generalize the Tanaka prolongation procedure to these bundles. Applications to
the equivalence problems for systems of differential equations of mixed order, bracket generating
distributions, sub-Riemannian and more general structures on distributions are given.
1. Introduction
1.1. Flag structures, double fibrations, and motivating examples. Let ∆ be a bracket
generating distribution on a manifold S, i.e. a vector subbundle of the tangent bundle TS.
Assume that for any point γ ∈ S a submanifold Yγ in a flag variety of the fiber ∆(γ) of ∆ is
chosen smoothly with respect to γ. We call such structure a flag structure and denote it by(
∆, {Yγ}γ∈S
)
. We are interested in the (local) equivalence problem for these structures with
respect to the group of diffeomorphisms of S.
The flag structures appear in the natural equivalence problems for differential equations via
the so-called linearization procedure [11, 12, 16] and in the variational approach to equivalence of
vector distributions and more general geometric structures on manifolds via the so-called symplec-
tification/linearization procedure [2, 3, 4, 40, 14, 15, 17]. These procedures are described in this
subsection from the point of view of the geometry of double fibrations. The motivating examples
are discussed briefly in subsections 1.2-1.4 and in the full generality in section 3.
The cases when the additional structures (for example symplectic or Euclidean structures) are
given on each space ∆(γ) fit into our theory as well. In most of the applications the dimension
of submanifolds Yγ is equal to one, i.e. each Yγ is an unparameterized curve. The case, when
each curve Yγ is parameterized, i.e. some parametrization on it is fixed, up to a translation, is
discussed as well.
In most of the applications the flag structures are not the original objects of study. They
arise in a natural way from the equivalence problems for other geometric structures, often after
some preliminary steps. On many occasions one can intrinsically assign to an original geometric
structure another manifold endowed with two (or more) foliations. For example, this situation
naturally occurs in the geometry of differential equations. A differential equation is considered in
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differential geometry as a submanifold E , the equation manifold, of the corresponding jet space.
On one hand, E is foliated by the solutions of the equation (prolonged to this jet space). On the
other hand, E is foliated by the fibers over the jet spaces of lower order.
Another, more involved instance of this situation appears in the geometry of submanifolds
U of a tangent bundle TM of a manifold M with respect to the natural action of the group of
diffeomorphisms. For example, this includes the geometry of vector distributions, sub-Riemannian
and sub-Finslerian structures as particular cases. The insight here comes from the Geometric
Control Theory: one associates to the submanifold U a variational problem in a natural way
and uses the Hamiltonian formalism provided by the Pontryagin Maximum Principle in order to
describe the extremal of this variational problem. The role of the manifold endowed with two
foliation plays a special submanifold of the cotangent bundle of M that is dual to U in a certain
sense and is foliated by extremals of this variational problem. The second foliation is a foliation
induced by the canonical fibration T ∗M 7→M .
Returning to the general situation, assume that a manifold S˜ is foliated by two foliations so that
the corresponding quotient manifold S1 and S2 of the leaves of these foliations are well defined.
Then we have the following double fibration:
S˜
pi1
⑧⑧
⑧⑧
⑧⑧
⑧⑧ pi2

❄❄
❄❄
❄❄
❄❄
S1 S2
where πi : S˜ → Si, i = 1, 2 are the canonical projections to the corresponding quotient mani-
folds. Assume that Ci is the distribution of tangent spaces to the fibers of πi. For any γ1 ∈ S1
(representing the fiber of π1) let
(1.1) Yγ11 (λ) := dπ1C2(λ), ∀λ ∈ π
−1
1 (γ1),
Then Yγ11 (λ) is a subspace in Tγ1S1. The map λ 7→ Y
γ1
1 (λ) is called the linearization of the
fibration π2 by the fibration π1 along the fiber γ1. Speaking informally, the map λ 7→ Y
γ1
1 (λ)
describes the dynamics of the fibers of the fibrarion π2 by the foliation of the fibers of π1 along
the fiber γ1. If (the image of) this linearization is a submanifold Y
γ1
1 in the corresponding Grass-
mannianfor any point γ1, then we get the flag structure on S1 with ∆ = TS1. In the same way
for all γ2 ∈ S2 one can consider the linearizations Y
γ2
2 of the fibration π1 by the fibration π2 along
the fiber γ2, which, under obvious assumption, define the flag structure on S1 with ∆ = TS1.
Often, at least one of submanifolds Yγ11 and Y
γ2
2 in the corresponding Grassmannian has non-
trivial local geometry and this gives an effective way to obtain differential invariants of the original
geometric structures via the passage to the corresponding flag structure. Besides, in some sit-
uations (as in the case of vector distributions), the manifold S˜ is endowed with the additional
distribution ∆˜ such that both distirbutions Ci are subdistribution of it and one of these distribu-
tions , say C1 , satisfies [Ci, ∆˜] ⊂ ∆˜, i.e. any section of C1 is an infinitesimal symmetry of ∆˜. Then
∆ := π1∗∆˜ is a well defined distribution in S1 and Y
γ1
1 (λ) is a submanifold in the corresponding
Grassmannian of subspaces in ∆(γ1) for any γ1 ∈ S1. This motivates us to consider the case of
flag structures with ∆ not equal to the tangent space of the ambient distribution.
1.2. Flag structures in geometric theory of differential equations. The more detailed
description of this class of problems is given in Examples 1 and 2 of section 3. As was already
mentioned, a differential equation is considered in differential geometry as a submanifold E , the
equation manifold, of the corresponding jet space. Hence the equation manifold plays the role of
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S˜ in the general scheme. The first foliation on E is given by the solutions (prolonged to this jet
space), considered as the leaves. So the space of solutions Sol plays the role of S1 in the general
scheme. Since the jet space is a bundle over all jet spaces of lower order, we usually have not
one but many (nested) additional foliations/fibrations. The linearization of all of these fibrations
by the fibration π1 along each solutions gives the flag structure on the space of solution with
nontrivial local geometry of submanifolds in the corresponding flag variety.
For example, in the case of scalar ordinary differential equations of order n ≥ 3 up to contact
transformations one gets in this way the curve of complete flags in the tangent space to any point
in the space of solution. Moreover, the picture can be simplified here, because the curve of flags
can be recovered by osculation from the curve of one-dimensional subspaces in these flags, i.e.
from the non-degenerate curve in the projective space. The latter is the linearization by π1 of
the fibration given by the projection to the jet-space of the previous order. The fundamental set
of invariants of curves in projective spaces were constructed by Wilczynski [37] in 1906 and they
produce the contact invariants of the original differential equation.
1.3. Flag structures associated with sub-Riemannian and sub-Finslerian structures.
The more detailed description of this class of problems is given in Example 4 of section 3. By
a geometric structure on a manifolds M we mean a submanifold of its tangent bundle TM
transversal to the fibers.
Let us give several examples. A distribution D on M is given by fixing a vector subspace
D(q) of TqM , depending smoothly on q. A sub-Riemannian structure U on M with underlying
distribution D is given by choosing on each space D(q) an ellipsoid U(q) symmetric with respect
to the origin. In this case U(q) is the unit sphere w.r.t. the unique Euclidean norm on D(q), i.e.
fixing an ellipsoid in D(q) is equivalent to fixing an Euclidean norm on D(q) for any q ∈M . If in
the constructions above we replace the ellipsoids by the boundaries of strongly convex bodies in
D(q) containing the origin in their interior (sometimes also assumed to be symmetric w.r.t. the
origin) we will get a sub-Finslerian structure on M . In the case when D = TM we obtain in this
way classical Riemannian and Finslerian structures.
The key idea, due to A. Agrachev, of the variational approach to the equivalence problem of
geometric structures (or of the sympelctification of the equivalence problem) is that invariants of
a geometric structure U on a manifold M can be obtained by studying the flow of extremals of
variational problems naturally associated with U [3, 4]. For this first one can define admissible (or
horizontal) curves of the structure U . A Lipschitzian curve α(t) is called admissible (horizontal)
if α˙(t) ∈ U ∩ Tα(t)M for almost every t. Then one can associate with U the following family
of the so-called time-minimal problems: given two points q0 and q1 in M to steer from q0 to q1
in a minimal time moving along admissible curves of U . For sub-Riemannian (sub-Finslerian)
structures these time-minimal problems are exactly the length minimizing problems.
The Pontryagin Maximum Principal of Optimal Control gives a very efficient way to describe
extremals of the time-minimal problems. For simplicity assume that the maximized Hamiltonian
of the Pontryagin Maximum Principle
(1.2) H(p, q) = max
v∈U(q)
p(v), q ∈M,p ∈ T ∗qM
is well defined and smooth in an open domain O ⊂ T ∗M and for some c > 0 (and therefore for
any c > 0 by homogeneity of H on each fiber of T ∗M) the corresponding level set
(1.3) Hc = {λ ∈ O : H(λ) = c}
is nonempty and consists of regular points of H (for more general setting see [4] or Remark 3.3
below).
4 Boris Doubrov and Igor Zelenko
Consider the Hamiltonian vector field
−→
H on Hc, corresponding to the Hamiltonian H, i.e. the
vector field satisfying i−→
H
σˆ = −dH, where σˆ is the canonical symplectic structure on T ∗M . The
integral curves of this Hamiltonian system are normal Pontryagin extremals of the time-optimal
problem, associated with the geometric structure U , or, shortly, the normal extremals of U . For
example, if U is a sub-Riemannian structure with underlying distribution D, then the maximized
Hamiltonian satisfies H(p, q) = ||p|
D(q)
||q, i.e. H(p, q) is equal to the norm of the restriction of
the functional p ∈ T ∗qM on D(q) w.r.t. the Euclidean norm || · ||q on D(q); O = T
∗M\D⊥. The
projections of the trajectories of the corresponding Hamiltonian systems to the base manifold
M are normal sub-Riemannian geodesics. If D = TM , then they are exactly the Riemannian
geodesics of the corresponding Riemannian structure.
How the flag structures appear here? The Hamiltonian level set Hc with c > 0 plays the role of
the manifold S˜ in the general scheme. The first foliation on Hc is given by the normal Pontryagin
extremals and the second foliation is given by the fibers of the canonical projection from T ∗M
to M , restricted to Hc. The role of the manifold S1 in the general scheme is played by the
space N of all normal extremals. Note that the space N is endowed with the natural symplectic
structure, induced from the canonical symplectic structure on T ∗M and the linearization of the
second foliation by the first one along any normal extremal γ is a curve of of Lagrangian subspace
of TγN with respect to this symplectic structure. This defines the flag structure on N , where the
the distribution ∆ again coincides with the whole tangent bundle of N. It corresponds to the
linearziation of the flow of extremals along the extremal γ, i.e to the Jacobi equation along γ.
Therefore it is called the Jacobi curve of γ [3, 4]. Collecting the osculating spaces of this curve
of any order together with their skew symmetric complements w.r.t to the natural symplectic
structure one finally assigns to γ a curve of isotropic/coisotropic subspaces (or the curves of
symplectic flags in the terminology of [18]) in each space TγN This curve plays the role of Y
γ
in the flag structure associated with the geometric structure U and it will be called the Jacobi
curve of the normal extremal γ as well, where the role of the distribution ∆ plays the tangent
bundle TN . An additional feature of this example is that all curves of flags here are parametrized,
because all normal extremals are parametrized.
1.4. Flag structures for bracket generating distributions. The more detailed description
of this class of problems is given in Example 3 of section 3. If as a geometric structure U a
bracket generating distribution D (without any additional structure on it) is considered, then the
time-minimal problem associated with U does not make sense: any two points can be connected
by an admissible curve to D in an arbitrary small time. Instead, one can consider any variational
problem on a space of admissible curves of this distribution with fixed endpoints. Among all
Pontryagin extremals in most of the cases there are plenty of abnormal extremals that are the
extremals with vanishing Lagrangian multiplier near the functional. Therefore they do not depend
on the functional but on the distribution D only.
Abnormal extremals live on the zero level set of the maximized Hamiltonian H from (1.2), which
is also called the annihilator of the distribution D and is denoted by D⊥. It is more convenient to
projectivize the picture by working in the projectivized cotangent bundle PT ∗M . Then abnormal
extremals foliate certain even-dimensional submanifold WD of PD
⊥ (see Example 3 of section 3
for more detail), which plays the role of the manifold S˜ in the general scheme. Similarly to the
previous case, the second foliation is given by the fibers of the canonical projection from PT ∗M
to M , restricted to WD. The role of the manifold S1 in the general scheme is played here by the
space A of the abnormal extremals considered as the quotient of WD by the foliation of these
extremals. The role of the distribution ∆ in the flag structure on A is played by the natural
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contact distribution induced on A by the tautological 1-form (the Liouville form ) in T ∗M . The
canonical symplectic form is defined, up to a multiplication by a non-zero constant, on each space
∆(γ). The linearization of the second foliation by the first one along any abnormal extremal γ
is a curve of isotropic subspaces with respect to this symplectic form in ∆(γ). Collecting the
osculating spaces of this curve of any order together with their skew symmetric complements
w.r.t to the natural symplectic structure one finally assigns to γ a curve of isotropic/coisotropic
subspaces (or the curves of symplectic flags in the terminology of [18]) in each space ∆(γ) called
the Jacobi curve of the abnormal extremal γ. This curve plays the role of Yγ in the flag structure
associated with the distribution D.
1.5. Passage to flag structures versus Tanaka approach for distributions. Why the pas-
sage to flag structures via the linearization or the sympelctification/linearization procedures is
useful and even crucial in some cases?
First of all, making this passage, we immediately arrive to the (extrinsic) geometry of sub-
manifolds of a flag variety of a vector space W with respect to the action of a subgroup G of
GL(W ), which is simpler in many respects than the original equivalence problem. Assume that
we reduced some geometric structure to a flag structure (∆, {Yγ}γ∈S
)
. Then any invariant of a
submanifold Yγ with respect to the natural action of the group GL
(
∆(γ)
)
is obviously an invari-
ant of the original equivalence problem. Moreover, in general a subgroup of GL
(
∆(γ)
)
, which
is in fact isomorphic to the group of automorphism of the Tanaka symbol of the distribution ∆
at γ, acts naturally on ∆(γ) (see subsection 1.7 below for detail). Therefore, any invariant of a
submanifold of Yγ with respect to the natural action of this group, which in general might be
a proper subgroup of GL
(
∆(γ)
)
, is an invariant of the original equivalence problem. In many
situation this gives a very fast and efficient way to construct and compute important invariants
of the original structures.
For example, in the cases of scalar differential equations up to contact transformations (Example
1 of section 3) and of rank 2 distributions (a particular case of Example 3 of section 3) the curves
Yγ are curves of complete flags that can be recovered by osculation from the curves of their one-
dimensional subspaces, i.e. from curves in projective spaces. The classical Wilczynski invariants
of curves in projective spaces [37] immediately produce invariants of the original structures.
In the case of rank 2 distributions these curves in projective spaces are not arbitrary but they
are so-called self-dual [16]. In particular, the first nontrivial Wilczynski invariant of self-dual
curves in projective spaces produces the invariant of rank 2 distributions in R5 which coincides
with the famous Cartan covariant binary biquadratic form of rank 2 distributions in R5 [8, 41, 5].
It gives the new and quite effective way to compute this Cartan invariant and to generalize it to
rank 2 distributions in Rn for arbitrary n ≥ 5 [40].
Moreover, the passage from a geometric structure to the corresponding flag structures via the
linearization or the symplectification/linearization procedures allows one not only to construct
some invariants but provides an effective way to assign to this geometric structure a canonical
(co)frame on some (fiber) bundle over the ambient manifold. In some cases this way is much
more uniform, i.e can be applied simultaneously to a much wider class of structures, than the
classical approaches such as the Cartan equivalence method (or its algebraic version, developed
by N. Tanaka [34, 35], see also surveys [6, 42]) applied to a geometric structure directly.
Let us clarify the last point. In general, in order to construct canonical frames for geometric
structures, first, one needs to choose a basic characteristic of these geometric structures, then
to choose the most simple homogeneous model among all structures with this characteristic, if
possible, and finally to imitate the construction of the canonical frame for all structures with this
6 Boris Doubrov and Igor Zelenko
characteristic by the construction of such frame for this simplest model. And it is desirable that
the latter can be done without a further branching. The main question is what basic characteristic
to choose for this goal?
For example, in the Tanaka theory [34], applied to distributions, as such basic characteris-
tic one takes the so-called Tanaka symbol of a distribution at a point (see also subsection 1.7
below). Algebraically a Tanaka symbol is a graded nilpotent Lie algebra. The simplest model
among all distributions with the given constant Tanaka symbol is the corresponding left-invariant
distribution on the corresponding Lie group. The construction of the canonical frames for all
distributions with the given constant Tanaka symbol (i.e. such that their Tanaka symbols at all
points are isomorphic one to each other as graded nilpotent Lie algebras) can be indeed imitated
by its construction for the simplest homogeneous model and can be described purely algebraically
in terms of the so-called universal algebraic prolongation of the Tanaka symbol (see subsection
2.4 below, especially Theorem 2.2 there).
However, it is hopeless in general to classify all possible graded nilpotent Lie algebras and
the set of all graded nilpotent Lie algebras contains moduli (continuous parameters). Therefore,
first, generic distributions may have non-isomorphic Tanaka symbols at different points so that
in this case Tanaka theory cannot be directly applied and, second, even if we restrict ourselves to
distributions with a constant Tanaka symbol only, without the classification of these symbols we
do not have a complete picture about the geometry of distributions.
Applying the symplectification/linearization procedure to particular classes of distributions (to
rank 2 distributions in [15] and to rank 3 distributions in [17]) we realized that we can distinguish
another basic characteristic of a distribution, which is coarser than the Tanaka symbol and, more
importantly, classifiable and does not depend on continuous parameters. This is the so-called
symbol of the Jacobi curve of a generic abnormal extremal of the distribution at the generic point
or shortly, the Jacobi symbol of a distribution (see our recent preprint [22] for more detail). The
notion of the symbol of a submanifold in a flag variety at a point was introduced in [18, 19],
see also subsection 2.3 below. Algebraically such symbol is a subspace (a line in the case of
curves) of degree −1 endomorphisms of a graded vector space, up to a natural conjugation by
endomorphisms of nonnegative degrees, i.e. it is much more simple algebraic object than a Tanaka
symbol. Informally speaking, it represents a type of the tangent space to the submanifold of flags.
For Jacobi curves of abnormal extremals the symbol at a point is a line of a degree −1 of
a so-called graded symplectic space (see [18, subsection 7.2]) from a symplectic algebra of this
space. All such lines, up to the conjugation by symplectic transformations, were classified in [18,
subsection 7.2]. In particular, the set of all equivalence classes of such lines is discrete. This
in turn gives the classification of all Jacobi symbols of distributions and leads to the following
new formulation: to construct uniformly canonical frames for all distributions with given constant
Jacobi symbols.
This problem leads in turn to a more general problem of construction of canonical frames for flag
structures with given constant flag symbol and it was the main motivation for all developments
of the present paper. The solution of the latter general problem is given by Theorem 2.4 below,
which is the direct consequence of the main result of the present paper, given by Theorem 2.3.
Theorem 2.4 shows that the construction of canonical frames for distributions can be described in
terms of natural algebraic operations on the Jacobi symbols in the category of graded Lie algebras.
Note that from the fact that the set of all Jacobi symbols of distributions is discrete it follows
that the assumption of the constancy of a Jacobi symbol holds automatically in a neighborhood
of a generic point of an ambient manifold. More detailed applications of Theorem 2.4 to the flag
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structures appearing after the symplectification/linearization procedure of distributions will be
given in [22].
1.6. Flag structures and G-structures on filtered manifolds. Classical G-structures are
defined as the reduction of the principal frame bundle F(S) to a certain subgroup G in GL(V ),
where V is a model tangent space to S. In many cases the action of G on a variety of flags of V
has a unique closed orbit Y, and G itself can be recovered as a symmetry group of this orbit.
A typical example is the irreducible action of GL(2,R) on any finite-dimensional vector space
V . The induced action of GL(2,R) on the projectivization P (V ) has a rational normal curve as
a unique closed orbit.
Assume that ∆ coincides with the tangent bundle TS. We say that the flag structure is of type
Y, if its fibers are equivalent to Y at all points of M . As the orbit Y in the flag variety defines the
subgroup G ⊂ GL(V ) uniquely an vice versa, we see that there is a one-to-one correspondence
between flag structures of type Y and G-structures on M . For example, GL(2, R)-structures
are defined as reductions of the principal frame bundle to the irreducible subgroup GL(2, R) of
GL(V ). Equivalently, in our terminology they are flag structures defined by a family of rational
curves Yγ ⊂ P(TγS) smoothly depending on the point γ. For more details on GL(2, R)-structures
and their relationship with invariants of ODEs see [12, 23, 24, 25].
Flag structures of type Y constitute a very special type of flag structures we study here,
because we consider quite arbitrary distributions ∆ (with constant Tanaka symbol) and we do
not assume that the submanifolds Yγ are isomorphic at different points. However, in some sense,
we imitate the construction of canonical frame for general flag structures by approximating them
by the flag structure with submanifolds Yγ being the orbits of a certain subgroup of the group of
automorphism of the Tanaka symbol of ∆. This allows us to combine together both our version
of construction of moving frames for submanifolds in flag varieties [19, 18] and the prolongation
theory for G-structures on filtered manifolds [6, 34, 42]. As a result we get a powerful technique
for solving the local equivalence problem for arbitrary flag structures.
1.7. Construction of canonical frames for flag structures: preliminary steps. After con-
sidering separately the equivalence problems for several particular classes of differential equations
and geometric structures via the linearization and the symplectification/linerization procedure
we arrived to the necessity to develop a general approach to the equivalence problem of flag
structures.
Let
(
∆, {Yγ}γ∈S
)
be a flag structure. To begin with, let us discuss the geometry of the
distribution ∆ itself. Let ∆−1 ⊂ ∆−2 ⊂ . . . be the weak derived flag (of ∆), defined as follows: Let
X1, . . . Xl be l vector fields constituting a local basis of a distribution ∆, i.e. ∆ = span{X1, . . . ,Xl}
in some open set in S. Then ∆−j(γ) is the linear span of all iterated Lie brackets of these vector
fields, of length not greater than j, evaluated at a point γ.
The basic characteristic of a distribution ∆ at a point γ is its Tanaka symbol. To define it let
g−1(γ)
def
= ∆−1(γ) and gj(γ)
def
= ∆j(γ)/∆j+1(γ) for j < −1. Consider the graded space
(1.4) m(γ) =
−1⊕
j=−µ
gj(γ),
corresponding to the filtration
∆(γ) = ∆−1(γ) ⊂ ∆−2(γ) ⊂ . . . ⊂ ∆−µ+1(γ) ⊂ ∆−µ(γ) = TγS.
This space is endowed naturally with the structure of a graded nilpotent Lie algebra, generated
by g−1(γ). Indeed, let pj : ∆
j(γ) 7→ gj(γ) be the canonical projection to a factor space. Take
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Y1 ∈ g
i(γ) and Y2 ∈ g
j(γ). To define the Lie bracket [Y1, Y2] take a local section Y˜1 of the
distribution ∆i and a local section Y˜2 of the distribution ∆
j such that pi
(
Y˜1(γ)
)
= Y1 and
pj
(
Y˜2(γ)
)
= Y2. It is clear that [Y1, Y2] ∈ g
i+j(γ). Put
(1.5) [Y1, Y2]
def
= pi+j
(
[Y˜1, Y˜2](γ)
)
.
It is easy to see that the right-hand side of (1.5) does not depend on the choice of sections Y˜1
and Y˜2. Besides, g
−1(γ) generates the whole algebra m(γ). A graded Lie algebra satisfying the
last property is called fundamental. The graded nilpotent Lie algebra m(γ) is called the Tanaka
symbol of the distribution ∆ at the point γ.
For simplicity assume that the Tanaka symbols m(γ) of the distribution ∆ at the point γ are
isomorphic, as graded Lie algebra, to a fixed fundamental graded Lie algebra m =
−1⊕
i=−µ
gi. In this
case ∆ is said to be of constant symbol m or of constant type m. Note that in all our motivating
Examples 1-4 given in section 3 the distribution ∆ is of constant type: in Examples 1, 2, and 4
∆ = TS and the symbol m is graded trivially, m = g−1, i.e. m is the commutative Lie algebra
of dimension equal to dimS; in example 3 ∆ is a contact distribution on S and its symbol is
isomorphic to the Heisenberg algebra of dimension equal to dimS with the grading g−1 ⊕ g−2,
where g−2 is the center.
Note also that one can distinguish the so-called standard or flat distribution Dm of constant
type m. For this let M(m) be the simply connected Lie group with the Lie algebra m and let e
be its identity. Then Dm is the left invariant distribution on M(m) such that Dm(e) = g
−1. The
distribution Dm is in a sense the most simple one among all distributions of constant type m.
Note that in all our motivating Examples 1-4 given in section 3 the distribution ∆ has a trivial
local geometry, i.e. it is locally equivalent to the flat distribution with the same symbol. However,
we do not need to assume such local triviality to develop our theory.
Further, to a distribution ∆ with constant symbol m one can assign a natural principle bundle
over S. Let G0(m) be the group of automorphisms of the graded Lie algebra m; that is, the
group of all automorphisms A of the linear space m preserving both the Lie brackets (A([v,w]) =
[A(v), A(w)] for any v,w ∈ m) and the grading (A(gi) = gi for any i < 0). Let P 0(m) be the set of
all pairs (γ, ϕ), where γ ∈ S and ϕ : m→ m(γ) is an isomorphism of the graded Lie algebras m and
m(γ). Then P 0(m) is a principal G0(m)-bundle over S. The right action RA of an automorphism
A ∈ G0(m) is as follows: RA sends (γ, ϕ) ∈ P
0(m) to (γ, ϕ◦A), or shortly (γ, ϕ) ·RA = (γ, ϕ◦A).
Note that since g−1 generates m, the group G0(m) can be identified with a subgroup of GL(g−1).
By the same reason a point (γ, ϕ) ∈ P 0(m) of a fiber of P 0(m) is uniquely defined by ϕ|g−1 . So
one can identify P 0(m) with the set of pairs (γ, ψ), where γ ∈ S and ψ : g−1 → ∆(γ) can be
extended to an automorphism of the graded Lie algebras m and m(γ). Speaking informally, P 0(m)
can be seen as a G0(m)−reduction of the bundle of all frames of the distribution ∆. Besides, the
corresponding Lie algebra g0(m) is the algebra of all derivations d of m, preserving the grading
(i.e. dgi ⊂ gi for all i < 0) and it can be identified with a subalgebra of gl(g−1).
If ∆ = TS (as in Examples 1, 2, and 4 of section 3), then G0(m) = GL(m), and P 0(m) coincides
with the bundle F(S) of all frames on S. In this case P 0 is nothing but a usual G0(m)-structure. If
∆ is a contact distribution (as in example 3), then a non-degenerate skew-symmetric form Ω is well
defined on g−1, up to a multiplication by a nonzero constant. The group G0(m) of automorphisms
of m is isomorphic to the group CSP(g−1) of conformal symplectic transformations of g−1, i.e.
transformations preserving the form Ω, up to a multiplication by a nonzero constant.
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Note that on each fiber ∆(γ) a group G0γ of automorphism of the symbol m(γ) acts naturally.
Obviously, by constructions G0γ is a subgroup of GL
(
D(γ)
)
and it is isomorphic by conjugation
to G0(m). For example, in the case when ∆ is contact G0γ is a group of all conformal symplectic
transformations of ∆(γ) with respect to the natural conformal symplectic structure on ∆(γ).
1.8. Quasi-principal bundles associated with flag structures. Additional structures on the
distribution ∆ can be encoded as fiber subbundles of the bundle P 0(m). Since in our case the
submanifolds of flags on each fiber of ∆ are given, it is natural to fix a filtration on the space g−1
(nonincreasing by inclusion):
(1.6) {g−1j }j∈Z, g
−1
j ⊂ g
−1
j−1, g
−1
j ⊆ g
−1, dim g−1j = dim J
γ
j (x), x ∈ γ.
Then we can consider the subbundle P 0+(m) of P
0(m) consisting of the pairs (γ, ϕ) such that
ϕ : m → m(γ) is an isomorphism of the graded Lie algebras m and m(γ) such that the flag
{ϕ
(
g−1j
)
}j∈Z belongs to the submanifold of flags Y
γ .
Next step is to distinguish a fiber subbundle of P 0+(m) of the minimal possible dimension
naturally associated with the flag structure (∆, {Yγ}γ∈S). For this one needs to take a closer
look to the (extrinsic) geometry of submanifold of flags Yγ with respect to the natural action
of the group G0γ (∼ G
0(m)). In [18, 19] we developed an algebraic version of Cartan’s method
of equivalence or an analog of Tanaka prolongation for submanifold of flags of a vector space W
with respect to the action of a subgroup G of GL(W ). Under some natural assumptions on the
subgroup G and on the flags (that are valid in all our motivating examples), one can pass from
the filtered objects to the corresponding graded objects and describe the construction of canonical
bundles of moving frames for these submanifolds in the language of pure linear algebra.
Since the paper is rather long and contains many technicalities, we find it worth to describe
briefly these natural assumptions in the Introduction. For the detailed description see section 2
below. First of all, we assume that all flags in Yγ lie in the same orbit under the natural action of
the group G0γ . Further, let Λ be a point in Y
γ . Then Λ defines a filtration of ∆(γ). This filtration
induces the natural filtration of gl
(
∆(γ)
)
and therefore of any its subalgebra (see subsection 2.1
below). In particular, it induces the filtration on the Lie algebra g0γ of the Lie group G
0
γ . Let
gr g0γ be the graded space corresponding to this filtration. This space can be identified with a Lie
subalgebra of gl
(
gr∆(γ)
)
, where gr∆(γ) is the graded space corresponding to the filtration Λ.
Our next assumption called compatibility with respect to the grading is that for any Λ ∈ Yγ and
any γ ∈ S the algebra gr g0γ is conjugate to the algebra g
0
γ via an isomorphism between gr∆(γ)
and ∆(γ) (for more rigorous formulation see Definition 2.1 below).
Consequently, the algebra gr g0γ is conjugate to the algebra g
0(m) of all derivation of the Tanaka
symbolm of the distirbution ∆. This assumption guaranties that the passage to the graded objects
does not change the structure group of the bundle P 0(m). In symplectic and conformal cases this
is equivalent to considering only isotropic/coisotropic flags, which are preserved by the skew
orthogonal or orthogonal complement respectively.
Another assumption is called the compatibility with respect to the differentiation. For simplicity
first describe it briefly in the case when Yγ are curves (for more detail see condition (F3) in
subsection 2.3 below). Assume that the curve Yγ is parametrized somehow: x 7→ Yγ(x). Each
curve Yγi in the corresponding Grassmannian of ∆(γ) can be considered as the tautolological
vector bundle over itself with the fiber over a point Yγi (x) equal to the space Y
γ
i (x). Taking the
linear span of Yγi (x) with all tangent lines to the sections of this vector bundle (evaluated at
points over Yγi (x)), we obtain the first osculating subspace of Y
γ
i at Y
γ
i (x). If Y
γ is a submanifold
of flags of arbitrary dimension, the first osculating subspace of Yγi at Y
γ
i (x) is defined as the
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linear combination of the first osculating subspaces at Yγi (x) of all smooth curves on Y
γ
i passing
through this point. Our next assumption is that for any integer i this osculating subspace belongs
to the space Yγi−1(x) at any point of at Y
γ
i (x) (see equation (2.7) below). This assumption is
natural, because in many cases one starts with a flag structure such that Yγ is a submanifold in a
Grassmannian and then using consequent osculations one produces the flag structure compatible
with respect to the differentiation (see also the refinement (osculation) procedure in [18, section
6]). Similar conditions appear as infinitesimal period relations on variations of Hodge structures
([7]).
The last assumption implies that the tangent space to Yγ at Yγi (x) can be identified with
a commutative subalgebra in a space of degree −1 endomorphisms of the graded space gr g0γ
(∼ g0(m)) corresponding to the filtration on g0γ induced by the Y
γ
i (x) on ∆(γ). This subalgebra is
called the (flag) symbol of the flag submanifold Yγ at Yγi (x). Identifying fibers of the distribution
∆ with g−1, one can associate the flag symbol with an orbit of a commutative subalgebra of
g0(m) under the adjoint action of the subgroup G0+(m) of the G
0(m) preserving the filtration
(1.6). Moreover, this subalgebra consists of degree −1 endomorphisms under an identification
of g−1 with gr g−1. Finally, we assume that all flag symbols (for any γ ∈ S and any parameter
x) are conjugated one to each other (via isomorphisms of the appropriate vector spaces) and,
consequently, correspond to the orbit of one commutative subalgebra δ of g0(m) under the adjoint
action of the subgroup G0+(m). In this case we say that the flag structure
(
∆, {Yγ}γ∈S
)
has the
constant (flag) symbol with a representative δ. In the sequel for shortness we will omit the word
“representative” here. As explained in Remark 2.2, the assumption of constancy of flag symbol
is not restrictive, at least locally, in the case when Yγ are curves.
The flag symbol plays the same role in the geometry of submanifolds of flag varieties as Tanaka
symbols in the geometry of distributions. One can define the flat submanifold with constant
symbol δ as an orbit of the filtration (1.6) under the natural action of the connected, simply
connected subgroup of gl
(
g−1
)
with the Lie algebra δ. Denote by uF (δ) the Lie subalgebra of
g0(m) of the infinitesimal symmetries of the flat submanifold. Then, as follows from [18], to the
flag structure
(
∆, {Yγ}γ∈S
)
with constant Tanaka symbol m of ∆ and constant flag symbol δ one
can assign canonically a fiber subbundle P of the bundle P 0(m) with the fibers of dimension equal
to dim uF (δ), where the bundle P 0(m) is defined in subsection 1.7 above. Note that the algebra
uF (δ) can be described pure algebraically via a recursive procedure (see relations (2.8) and (2.9)
below).
The important point here is that this subbundle P is as a rule not a principal subbundle of the
bundle P 0(m) : the tangent spaces to the fiber of P are identified with subspaces of g0(m) and
these subspaces in general vary from one point to another point of P . Hence, the classical Tanaka
prolongation procedure for the construction of the canonical frame for principal reductions of the
bundle P 0(m) ([6, 34, 42]) in general can not be applied here. However, due to the presence of the
additional filtration (1.6) on the space g−1 the subbundle P → S satisfies a nice weaker property:
although the tangent spaces to the fibers of P at different points are different subspaces of g0(m)
in general, the corresponding graded spaces (with respect to the filtration on these tangent spaces
induced by the filtration on g−1) are the same. We call a fiber subbundles of P 0(m) satisfying
the last property the quasi-principle frame bundle. If, taking into account the identification of
g−1 and gr g−1, the graded spaces corresponding to the tangent spaces to the fibers are equal to
a subalgebra g0 of g0(m), then the quasi-principle frame bundle is said to be of type (m, g0) (for
more detail see Definition 2.2 below). Note that in the case of the flag structure
(
∆, {Yγ}γ∈S
)
with constant Tanaka symbol m of ∆ and constant flag symbol δ the canonical quasi-principle
bundle P is of type (m, uF (δ)), i.e. g0 = uF (δ) (Theorem 2.1 below).
Prolongation of quasi-principal frame bundles 11
The main goal of the present paper is to generalize the Tanaka prolongation procedure to the
quasi-principle subbundles of type (m, g0). We show (Theorem 2.3) that one can assign to such
bundle the canonical frame on the bundle of dimension equal to the dimension of the universal
Tanaka prolongation of the pair (m, g0) (as in Definition 2.3). As a consequence we obtain a
general procedure for the construction of canonical frames for flag structures of constant flag
symbol. In section 3 we give applications of this theory in a unified way (Theorem 3.1) to natural
equivalence problems for various classes of differential equations, bracket generating distributions,
sub-Riemannian and more general structures on distributions. Sections 4 and 5 are devoted to
the proof of the main Theorem 2.3.
2. Quasi-principle frame bundles and main results
2.1. Compatibility of flags with respect to the grading. First, let us recall some basic
notions on filtered and graded vector spaces. Here we follow [18, section 2]. Let {Λj}j∈Z be
a decreasing (by inclusion) filtration (flag) of a vector space W : Λj ⊆ Λj−1. It induces the
decreasing filtration {(gl(W ))i}i∈Z of gl(W ),
(2.1) (gl(W ))i = {A ∈ gl(W ) : A(Λj) ⊂ Λj+i for all j}, (gl(W ))i ⊂ (gl(W ))i−1.
It also induces the filtration on any subspace of gl(W ). Further, let grW be the graded space
corresponding to the filtration {Λj}j∈Z,
grW =
⊕
i∈Z
Λi/Λi+1
and let gr gl(W ) be the graded space corresponding to the filtration (2.1),
gr gl(W ) =
⊕
i∈Z
(gl(W ))i/(gl(W ))i+1.
The space gr gl(W ) can be naturally identified with the space gl (grW ),
(2.2) gr gl(W ) ∼= gl (grW ).
Indeed, if A1 and A2 from (gl(W ))i belong to the same coset of (gl(W ))i/(gl(W ))i+1, i.e. A2−A1 ∈
(gl(W ))i+1, and if w1 and w2 from Λj belong to the same coset of Λj/Λj+1, i.e. w2 −w1 ∈ Λj+1,
then A1w1 and A2w2 belong to the same coset of Λj+i/Λj+i+1. This defines a linear map from
gr gl(W ) to gl (grW ). It is easy to see that this linear map is an isomorphism.
Now let g be a Lie subalgebra of gl(W ). The filtration {Λj}j∈Z induces the filtration {gi}i∈Z
on g, where
gi = (gl(W ))i ∩ g.
Let gr g be the graded space corresponding to this filtration. Note that the space gi/gi+1 is
naturally embedded into the space (gl(W ))i/(gl(W ))i+1. Therefore, gr g is naturally embedded
into gr gl(W ) and, by above, gr g can be considered as a subspace of gl
(
grW
)
. It is easy to see
that it is a subalgebra of gl
(
grW
)
.
In general, the algebra gr g is not isomorphic to the algebra g (see [18, Example 2.1]). In order
to develop an algebraic version of the Cartan prolongation procedure it is very important that the
passage to the graded objects will not change the group in the equivalence problem. Therefore
we have to impose that gr g and g are conjugate as in the following
Definition 2.1. We say that the filtration (the flag) {Λj}j∈Z of W is compatible with the algebra
g ⊂ gl(W ) with respect to the grading if there exists an isomorphism J : grW 7→W such that
(1) J(Λi/Λi+1) ⊂ Λi, i ∈ Z;
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(2) J conjugates the Lie algebras gr g and g i.e.
(2.3) g = {J ◦X ◦ J−1 : X ∈ gr g}.
Remark 2.1. Obviously, if G = GL(W ) or SL(W ), then any filtration of W is compatible with
gl(W ) or sl(W ) with respect to the grading. On the other hand, ifW is endowed with a symplectic
form or a conformal symplectic form (i.e. a symplectic form defined up to a multiplication by
a nonzero constant) and G = Sp(W ) or CSp(W ), then, according to [18, Proposition 2.2], a
decreasing filtration {Λj}j∈Z of W is compatible with sp(W ) or csp(W ) if and only if, up to a
shift in the indices, (g−1−i )
∠ = g−1i−ν for some integer ν, where L
∠ denotes the skew-symmetric
complement of a subspace L with respect the symplectic form on W (ν can be taken as 0 or 1).
Filtration (flags), satisfying this property are called symplectic filtrations (flags). Note that all
flags appearing in Examples 3 and 4 are symplectic. 
2.2. Quasi-principal subbundles of P 0(m). Now we are ready to introduce the notion of
a quasi-principle bundle. Let, as before, ∆ be a distribution with a constant Tanaka symbol
m =
−1⊕
i=−µ
gi and assume that the space g−1 has an additional filtration
(2.4) {g−1j }j∈Z, g
−1
j ⊂ g
−1
j−1, g
−1
j ⊆ g
−1.
Let the bundle P 0(m) be the bundle defined in subsection 1.7. Let P be a fiber subbundle of
P 0(m) and P (γ) be the fiber of P over the point γ. Take ϕ ∈ P (γ). The tangent space Tϕ
(
P (γ)
)
to the fiber P (γ) at a point ϕ can be identified with a subspace of g0(m). Indeed, define the
following g0(m)-valued 1-form Ω on P : to any vector X belonging to Tϕ
(
P (γ)
)
we assign an
element Ω(ϕ)(X) of g0(m) as follows: if s → ϕ(s) is a smooth curve in P (γ) such that ϕ(0) = ϕ
and ϕ′(0) = X then let
(2.5) Ω(ϕ)(X) = ϕ−1 ◦X,
where in the right hand side of the last formula ϕ is considered as an isomorphism between m
and m(γ) . Note that the linear map Ω(ϕ) : Tϕ
(
P (γ)
)
7→ g0(m) is injective. Set
(2.6) L0ϕ := Ω(Tϕ
(
P (t)
)
If P is a principle bundle, which is a reduction of the bundle P 0(m) and g0 ⊂ g0(m) is the
Lie algebra of the structure group of the bundle P , then the space L0ϕ is independent of ϕ and
equal to g0. We call this bundle P a principle bundle of type (m, g0) or a Tanaka structure of type
(m, g0) (as in [6]). For general subbundle P subspaces L0ϕ may vary from point to point. From the
constructions of the previous subsection, the filtration (2.4) induces the filtration on each space
Lϕ defined in (2.6) and the corresponding graded spaces grL
0
ϕ can be considered as subspaces of
gl(gr g−1). In many important applications these subspaces are independent of ϕ. This motivates
the following
Definition 2.2. Assume that g0 is a subalgebra of g0(m). A fiber subbundle P of the bundle
P 0(m) is called a quasi-principle bundle of type (m, g0) if the following three conditions hold:
(1) The filtration (1.6) of g−1 is compatible with the algebra g0(m) with respect to the grading;
(2) The subspaces gr L0ϕ of gl(gr g
−1) coincide for any ϕ ∈ P ;
(3) There exist an isomorphism J : gr g−1 7→ g−1 as in Definition 2.1 (with W = g−1) such
that g0 = {J ◦X ◦ J−1 : X ∈ gr L0ϕ} for any ϕ ∈ P .
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Note that if the filtration (1.6) on g−1 is trivial (i.e. it does not contain any nonzero proper
subspace of g−1) then P is, at least locally, the principle bundle of type (m, g0) in the Tanaka
sense.
2.3. Quasi-principal bundles associated with flag structures with constant flag symbol.
Our next goal is to show that under some natural assumptions and based on [18], one can assign
to a structure
(
∆, {Yγ}γ∈S
)
a quasi-principal bundle in a canonical way.
Recall that a group G0γ (conjugate to G
0(m)) acts naturally on each ∆(γ). Let g0γ be the Lie
algebra of the Lie group G0γ . Assume that the submanifolds Y
γ satisfy the following additional
properties
(F1) (transitivity) All flags in Yγ lie in the same orbit under the natural action of the group
G0γ ;
(F2) (compatibility with respect to the grading) Any flag in Yγ is compatible with g0γ with
respect to the grading.
Then, first we can fix a filtration on the space g−1 as in (1.6) such that it is compatible with
g0(m) with respect to the grading. For this it is enough to fix one of the flags Yγ(x) in the space
∆(γ) and to identify somehow the space g−1 and the space ∆(γ) with this fixed flag.
Further we will assume that the submanifolds of flags Yγ are not arbitrary but satisfy a special
property called the compatibility with respect to differentiation in the terminology of [18, Section
3].
First describe this property for curves of flags. Given a curve t 7→ L(t) in a certain Grassman-
nian of a vector space W , denote by C(L) the canonical vector bundle over L: the fiber of C(L)
over the point L(t) is the vector space L(t). Let Γ(L) be the space of all sections of the bundle
C(L) . Set L(0)(t) := L(t) and define inductively
L(j)(t) = span{
dk
dτk
ℓ(t) : ℓ ∈ Γ(L), 0 ≤ k ≤ j}
for j ≥ 0. The space L(j)(t) is called the jth extension or the jth osculating subspace of the curve
L at the point t.
(F3) For any i ∈ Z the first extension (the first osculating subspace) of the curve x 7→ Yγi (x)
for any parameter x0 is contained in the space Y
γ
i−1(x0):
(2.7) (Yγi )
(1)(x0) ⊂ Y
γ
i−1(x0), ∀ parameter x0 and i ∈ Z.
This relation exactly means that the curve Yγ = {Yγi (x)}i∈Z is compatible with respect to differ-
entiation in the sense of [18]. If Yγ is a submanifold of flags of arbitrary dimension, we assume
that any smooth curve on it is compatible with respect to differentiation as above.
Now let G0+(m) be the subgroup of G
0(m) consisting of all elements of G0(m) preserving the
filtration (2.4). The group G0+(m) acts naturally on the space
(
grg0(m)
)
−1
of all degree −1 endo-
morphisms of the graded space grg−1 (corresponding to the filtration (1.6)) belonging to grg0(m).
This action is in essence the adjoint action, namely A ∈ G0+(m) sends x ∈
(
grg0(m)
)
−1
to the
degree −1 component of (AdA)x. This action induces the natural action on the Grassmannians
of (grg0(m))−1.
Further, recall that given a Grassmannian of subspaces in a vector space W the tangent space
at any point (= a subspace) Λ to this Grassmannian can be naturally identified with the space
Hom
(
Λ,W/Λ
)
. Taking into account that the submanifolds of flags Yγ satisfies the compatibility
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with respect to differentiation property (F3), we can conclude from here that the tangent space
to the submanifold Yγ at a point Yγ(x) can be identified with a subspace in the space⊕
i∈Z
Hom
(
Yγi (x)/Y
γ
i+1(x),Y
γ
i−1(x)/Y
γ
i (x)
)
or, in other words, a subspace in the space of degree −1 endomorphisms of the graded space
corresponding to the filtration Yγ(x).
Moreover, taking into account properties (F1) and (F2) and the construction of the filtration
(1.6), we can identify the tangent space to the submanifold Yγ at a point Yγ(x) with a subspace
δγx of the space
(
grg0(m)
)
−1
of all degree −1 endomorphisms of grg−1 from grg0(m), defined up
to the aforementioned natural action of the group G0+(m). This subspace (or, more precisely, the
orbit of this subspace with respect to this action) is called the symbol of the submanifold Yγ at
the point Yγ(x).
The symbols δγx play in the geometry of submanifolds of flags the same role as Tanaka symbols
in the geometry of distributions. Note that the symbol δγx must be a commutative subalgebra
of grg0(m) belonging to
(
grg0(m)
)
−1
. The latter condition follows from the involutivity of the
tangent bundle to the submanifold Yγ .
Finally, we need the following property
(F4)(constancy of the flag symbol) Symbols δγx of the submanifold of flags Yγ at a point Y
γ
are independent of x and γ or, more precisely, lie in the same orbit under the action of the group
G0+(m) on the corresponding Grassmannian of the space
(
grg0(m)
)
−1
. If δ is a point in this orbit
we will say that the structure
(
∆, {Yγ}γ∈S
)
has the constant flag symbol δ (and the constant
Tanaka symbol m).
Remark 2.2. Under some natural assumptions the condition of constancy of the flag symbol
is not restrictive at least in the case when Yγ are curves of flags. If G
0(m) is semismple (or,
more generally, reductive), as direct consequence of results E.B. Vinberg ([36]) the set of all
possible symbols of curves of flags is finite. Hence, the symbol of a curve of flags with respect to a
semisimple (reductive) group G is constant in a neighborhood of a generic point. Note also that all
flag symbols that may appear in Examples 1-4 of section 3 are classified in [18], see subsection 7.1
there, corresponding to Examples 1 and 2 , and subsection 7.2 there, corresponding to Examples
3 and 4. 
As in Tanaka theory, one can define the notion of the flat submanifold of flags with constant
symbol δ. Taking into account the identification between the spaces grg−1 and g−1, consider the
connected, simply connected subgroupH(δ) of G0(m) with the Lie algebra δ. The flat submanifold
with constant symbol δ is a submanifold equivalent to the orbit of the flag (2.4) with respect to
the natural action of H(δ) on the corresponding flag variety.
Again by analogy with the Tanaka theory, one can define the universal algebraic prolongation
of the flag symbol δ (for the description of the algebraic prolongation of a Tanaka symbol see
the next subsection and also [34, 38, 42]). Let
(
grg0(m)
)
k
be the component of degree k of the
space grg0(m) or equivalently the endomorphisms of degree k of grg−1 belonging to grg0(m). Set
uF−1(δ) := δ and define by induction in k
(2.8) uFk (δ) := {X ∈
(
grg0(m)
)
k
: [X,Y ] ∈ uFk−1(δ), Y ∈ δ}, k ≥ 0,
where
(
grg0(m)
)
k
denotes the space of all degree k endomorphisms of the graded space grg−1
(corresponding to the filtration (1.6)) belonging to grg0(m). The space uFk (δ) is called the kth
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algebraic prolongation of the symbol δ. Then by construction
(2.9) uF (δ) =
⊕
k≥−1
uFk (δ)
is a graded subalgebra of grg0(m). It can be shown that it is the largest graded subalgebra of
the space grg0(m) such that its component corresponding to the negative degrees coincides with
δ. The algebra uF (δ) is called the universal algebraic prolongation of the flag symbol δ (of a
commutative subalgebra of grg0(m) belonging to
(
grg0(m)
)
−1
). As it is shown in [13], the algebra
of infinitesimal symmetries of the flat submanifold with the constant symbol δ (with respect to
the action of the group G0(m)) is isomorphic to uF (δ).
Since by the constructions the filtration (1.6) is compatible with g0(m) with respect to the
grading, the subalgebra uF (δ) of grg0(m) is conjugate to a subalgebra of g0(m) (see condition (2)
of Definition 2.1). Taking into account this conjugation, from now on we will look on uF (δ) as
on the subalgebra of g0(m). The procedure for the construction of a canonical bundle of moving
frames for a submanifold in a flag variety with a constant symbol is described in [18, 19]. As a
direct consequence of [18, Theorem 4.4] in the case of curves of flags and its generalization to
submanifolds of flags described in subsection 4.6 there, applied to each submanifold Yγ , we obtain
the following
Theorem 2.1. Given a structure
(
∆, {Yγ}γ∈S
)
with the constant Tanaka symbol m (of ∆) and
with the constant flag symbol δ one can assign to it in a canonical way a quasi-principal subbundle
of P 0(m) of type
(
m, uF (δ)
)
.
Note that the assignment in Theorem 2.1 is uniquely determined by a choice of a so-called
normalization condition for the structure equation of the moving frames associated with the
submanifolds Yγ . In the case of curves the normalization conditions are given by a subspace W
complementary to the subspace uF+(δ) + [δ, g
0
+(m)] in g
0
+(m) , where g
0
+(m) is the Lie algebra of
the group G0+(m) and u
F
+(δ) = u(δ) ∩ g
0
+(m). Similar description of normalization conditions can
be given in the case of submanifolds of flags [18, 19].
The important point is that as a rule the resulting quasi-principal subbundle P of P 0(m)
in Theorem 2.1 is not a principle bundle of type
(
m, uF (δ)
)
. For example, if the subgroup of
G0γ preserving the submanifold Y
γ , i.e. the group of symmetries of Yγ from G0γ , does not act
transitively on Yγ , then P is not a principle bundle of type
(
m, uF (δ)
)
.
Remark 2.3. (On nice flag symbols.) Let P denote the resulting quasi-principal subbundle of
Theorem 2.1. One can distinguish a special class of flag symbols for which the normalization
conditions for the construction of the bundle P can be chosen such that P has a nicer property
at least on the level of the submanifolds of flags. More precisely, assign to our flag structure(
∆, {Yγ}γ∈S
)
the bundle S˜ over S such that the fiber over γ ∈ S consists of the points of the
curve Yγ . Let us call this bundle the tautological bundle over S. Then from the same [18, Theorem
4.4] it follows that P can be considered as the bundle over S˜ as well.
However, even the bundle P → S˜ can not always be chosen as a principle bundle. To formulate
the precise conditions for the latter, let UF+ (δ) be the subgroup of the group of symmetries of
the flat submanifold with the constant symbol δ (with respect to the action of the group G0(m)),
which preserves the filtration (2.4). The bundle P → S˜ is the principal bundle if and if the
complementary subspace W defining the normalization condition for the construction of P is
invariant with respect to the adjoint action of UF+ (δ). In the latter case U
F
+ (δ) is the structure
group of this bundle. If such complementary space W can be chosen then the symbol δ and the
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normalization condition W will be called nice. The fact that not any symbol of submanifolds
of flags is nice is the main reason why we need to introduce the quasi-principle bundles and to
develop the prolongation procedure for them.
For example, the symbol of curve of flags obtained after the linearization procedure for scalar
ordinary equations (Example 1 of section 3) and symplectification procedure for rank 2 distribu-
tions (a particular case of Example 3 of section 3) are nice. In both cases the curves of flags are
generated by osculation from certain curves in projective spaces. However, this is not in general
the case for systems of ODEs of mixed order and distributions of rank greater than 2. See [19]
for the proof of non-existence of nice (in the above sense) normalization conditions for curves of
flags appearing in ODEs of mixed order (3, 2) up to a 0-equivalence (in the sense of Example 2 of
section 3 below). Similarly, it can be shown that a nice normalization conditions does not exist
in the case of rank 3 distributions in R7, having a 6 dimensional square. The questions on the
classification of flag symbols, for which a nice normalization condition can be chosen, remains
open. 
2.4. Prolongation of quasi-principal frame bundles. Now we return to general quasi-principle
bundles. In [34] for any principle bundle of type (m, g0) Tanaka described the prolongation pro-
cedure for the construction of the canonical frame (the structure of an absolute parallelism) by
means of the so-called universal algebraic prolongation of the pair (m, g0). One of the main goals
of the present paper is to generalize this prolongation procedure to quasi-principle bundles of type
(m, g0).
Now let us define the algebraic prolongation of the pair (m, g0) and formulate our main result.
First note that the subspace m⊕g0 is endowed with the natural structure of a graded Lie algebra.
For this we only need to define brackets [f, v] for f ∈ g0 and v ∈ m, because m and g0 are already
Lie algebras. Set
(2.10) [f, v] := f(v).
Since g0 is a subalgebra of the algebra of the derivations of m preserving the grading, such
operation indeed defines the structure of the graded Lie algebra on m⊕ g0. Informally speaking,
the Tanaka universal algebraic prolongation of the pair (m, g0) is the maximal (nondegenerate)
graded Lie algebra, containing the graded Lie algebra
⊕
i≤0
gi as its non-positive part. More
precisely, Tanaka introduces the following
Definition 2.3. The graded Lie algebra u(m, g0) =
⊕
i∈Z
ui(m, g0), satisfying the following three
conditions:
(1) ui(m, g0) = gi for all i ≤ 0;
(2) if X ∈ ui(m, g0) with i > 0 satisfies [X, g−1] = 0, then X = 0;
(3) u(m, g0) is the maximal graded Lie algebra, satisfying Properties 1 and 2.
is called the universal algebraic prolongation of the graded Lie algebra m⊕g0 or of the pair (m, g0).
The algebra u(m, g0) can be explicitly realized as follows. Define the k-th algebraic prolongation
gk of the Lie algebra m⊕g0 by induction for any k ≥ 0. Assume that spaces gl ⊂
⊕
i<0
Hom(gi, gi+l)
are defined for all 0 ≤ l < k. Set
(2.11) [f, v] = −[v, f ] = f(v) ∀f ∈ gl, 0 ≤ l < k, and v ∈ m.
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Then let
(2.12) gk
def
=
{
f ∈
⊕
i<0
Hom(gi, gi+k) : f([v1, v2]) = [f(v1), v2] + [v1, f(v2)] ∀ v1, v2 ∈ m
}
.
Directly from this definition and the fact that m is fundamental (that is, it is generated by g−1)
it follows that if f ∈ gk satisfies f |g−1 = 0, then f = 0. The space
⊕
i∈Z g
i can be naturally
endowed with the structure of a graded Lie algebra. The brackets of two elements from m are as
in m. The brackets of an element with non-negative weight and an element from m are already
defined by (2.11). It only remains to define the brackets [f1, f2] for f1 ∈ g
k, f2 ∈ g
l with k, l ≥ 0.
The definition is inductive with respect to k and l: if k = l = 0 then the bracket [f1, f2] is as in
g0. Assume that [f1, f2] is defined for all f1 ∈ g
k, f2 ∈ g
l such that a pair (k, l) belongs to the set
{(k, l) : 0 ≤ k ≤ k¯, 0 ≤ l ≤ l¯}\{(k¯, l¯)}.
Then define [f1, f2] for f1 ∈ g
k¯, f2 ∈ g
l¯ to be the element of
⊕
i<0
Hom(gi, gi+k¯+l¯) given by
(2.13) [f1, f2]v
def
= [f1(v), f2] + [f1, f2(v)] ∀v ∈ m.
It is easy to see that [f1, f2] ∈ g
k+l and that
⊕
i∈Z g
i with bracket product defined as above is a
graded Lie algebra. As a matter of fact ([34] §5) this graded Lie algebra satisfies Properties 1-3
of Definition 2.3 . That is it is a realization of the universal algebraic prolongation g(m, g0) of the
algebra m⊕ g0. In particular ui(m, g0) ∼= gi.
It turns out ([34] §6, [38] §2) that u(m, g0) is closely related to the Lie algebra of infinitesimal
symmetries of the so-called flat principle bundle of type (m, g0) . To define this object let, as
before, Dm be the flat distribution of the constant type m, i.e. the left invariant distribution on
M(m) such that Dm(e) = g
−1. Let G0 be the simply-connect Lie group with the Lie algebra G0.
Denote by Lx the left translation on M(m) by an element x. Finally, let P
0(m, g0) be the set of
all pairs (x, ϕ), where x ∈M(m) and ϕ : m→ m(x) is an isomorphism of the graded Lie algebras
m and m(x) such that (Lx−1)∗ϕ ∈ G
0. The bundle P 0(m, g0) is called the flat principal bundle of
constant type (m, g0). If dim u(m, g0) is finite (which is equivalent to the existence of l > 0 such
that ul(m, g0) = 0), then the algebra of infinitesimal symmetries is isomorphic to u(m, g0). The
analogous formulation in the case when u(m, g0) is infinite dimensional may be found in [34] §6.
One of the main results of Tanaka theory [34] can be formulated as follows:
Theorem 2.2. Assume that the universal algebraic prolongation u(m, g0) of the pair (m, g0) is
finite dimensional and l ≥ 0 is the maximal integer such that ul(m, g0) 6= 0. To any principle
bundle P 0 of type (m, g0) one can assign, in a canonical way, a sequence of bundles {P i}li=0 such
that P i is an affine bundle over P i−1 with fibers being affine spaces over the linear space ui(m, g0)
(∼= gi) for any i = 1, . . . l and such that P l is endowed with the canonical frame.
Once a canonical frame is constructed, the equivalence problem for the principle bundles of
type (m, g0) is in essence solved. Moreover, dim u(m, g0) gives the sharp upper bound for the
dimension of the algebra of infinitesimal symmetries of such structures.
The main results of the present paper is the following
Theorem 2.3. Assume that the universal algebraic prolongation u(m, g0) of the pair (m, g0) is
finite dimensional and l ≥ 0 is the maximal integer such that ul(m, g0) 6= 0. To any quasi-principle
bundle P 0 of type (m, g0) one can assign, in a canonical way, a sequence of bundles {P i}li=0 such
that P i is an affine bundle over P i−1 with fibers being affine spaces over the linear space of
18 Boris Doubrov and Igor Zelenko
dimension equal to dim ui(m, g0) (= dim gi) for any i = 1, . . . l and such that P l is endowed with
the canonical frame.
Note that in both theorems above the construction of the sequence of bundles P i depends on
the choice of the so-called normalization conditions on each step of the prolongation procedure,
while in Theorem 2.3 it also depends on the choice of the so-called identifying spaces on each step
of the prolongation procedure. The precise meaning of these notions will be given in the course of
the proof of Theorem 2.3 in sections 4 and 5. This proof is a modification of the proof of Theorem
2.2 given in the second author’s lecture notes [42].
As a direct consequence of Theorems 2.1 and 2.3 we get the following
Theorem 2.4. Given a flag structure
(
∆, {Yγ}γ∈S
)
with the constant Tanaka symbol m (of ∆)
and with the constant flag symbol δ such that the universal algebraic prolongation u
(
m, uF (δ)
)
of
the pair (m, uF (δ)) is finite dimensional, one can assign to it a bundle over S of the dimension
dim u
(
m, uF (δ)
)
endowed with the canonical frame.
Thus, the construction of the canonical frames for a flag structure
(
∆, {Yγ}γ∈S
)
with the
constant Tanaka symbol m (of ∆) and with the constant flag symbol δ is reduced first to the
calculation of the algebra uF (δ) and then to the calculation of the algebra u
(
m, uF (δ)
)
. Both task
are the problems of linear algebra.
The last theorem can be applied directly to the structures of subsections 1.2 and 1.4, as discussed
in more detail in Examples 1-3 of the next section. To apply our scheme to the structures discussed
in subsection 1.3 we need to make two straightforward modifications, described in two remarks
at the end of this section.
In any case for all structures mentioned in subsections 1.2-1.4 ( and discussed in more detail
in Examples 1-4 of section 3 below) the ambient distribution of the corresponding flag structures
are either TS or a contact distribution on S (i.e. the symbol m is either the commutative algebra
or the Heisenberg algebra of an appropriate dimension) and the group naturally acting on ∆ is
either the General Linear group or the symplectic group or the conformal symplectic group. All
possible symbols δ of curves of flags with respect to these three groups were listed in [18, section
7] and their universal algebraic prolongation uF (δ) were calculated in [18, section 8], using the
representation theory of sl2. In section 3 we describe the u
(
m, uF (δ)
)
for several particular symbols
δ or refer to our previous papers, where they were calculated. The calculations of u
(
m, uF (δ)
)
for
any flag symbol δ with respect to the three aforementioned groups will be given in [21] and [22].
Remark 2.4. (the case when additional structures are given on the distribution ∆)
Assume that an additional structure is given on the distribution ∆ such that the presence of this
structure allows one to reduce the bundle P 0(m) to a principle bundle P˜ 0 with the structure group
G˜0 ⊂ G0(m). For example, for the flag structures discussed briefly in subsection 1.3 and, in more
detail, in Example 4 of the next section, we have that ∆ = TS and the symplectic structure is
given on S. In this case m = g−1 and P 0(m) coincides with the bundle F(S) of all frames on
S. Fixing a symplectic structure on m we can reduce the bundle F(S) to the bundle with the
structure group Sp(m) of the so-called symplectic frames such that the fiber over a point γ ∈ S
consist of all isomorphisms from m to TγS, preserving the corresponding symplectic structures.
Returning to the general situation, let g˜0 be the Lie algebra of G˜0. Then exactly the same theory
will work if we will replace everywhere starting from Definition 2.2 the bundle P 0(m) by P˜ 0, the
Lie algebra g0(m) by g˜, and the group G0(m) by G˜0. 
Remark 2.5. (the case when Yγ are parameterized curves) Assume that in the flag struc-
ture
(
∆, {Yγ}γ∈S
)
each submanifolds Yγ of flags is a curve with a distinguished parametrization,
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up to a translation, or shortly a parameterized curve. In order to formulate theorems similar to
Theorems 2.1 and 2.4 we need only to modify the definition of a symbol of a curve of flags and its
universal algebraic prolongation to the case of parameterized curves, as was done in [18, subsec-
tion 4.5]. The symbol of a parameterized curve is an orbit of an element (and not a line) of gr g−1
from grg0(m) defined up to the adjoint action of G0+(m) on the space of degree −1 elements. Fix
a representative δ of this orbit. Then the 0-degree algebraic prolongation uF,par0 (δ) of the symbol
δ of a parametrized curve should be defined as follows:
(2.14) uF,par0 (δ) := {X ∈
(
grg0(m)
)
0
: [X, δ] = 0}.
where, as before,
(
grg0(m)
)
0
denotes the space of all degree 0 endomorphisms of the graded space
grg−1 (corresponding to the filtration (1.6)) belonging to grg0(m). The spaces uF,park (δ) for k > 0
are defined recursively, using (2.8) with uFk−1(δ) replaced by u
F,par
k−1 (δ) and the universal algebraic
prolongation uF,par of the symbol δ of a parametrized curve of flag is defined as
uF,par(δ) =
⊕
k≥−1
u
F,par
k (δ).
Finally, in order to formulate the results analogous to Theorems 2.1 and 2.4 for a flag structure(
∆, {Yγ}γ∈S
)
with the constant Tanaka symbol m (of ∆) and with Yγ being parametrized curves
with the constant symbol δ, we need just to replace uF (δ) by uF,par(δ) in these theorems. 
3. Applications: flag structures via linearization
In this section we describe how the linearization procedure works in general and show how the
developed theory can be applied to equivalence problems for various types of differential equa-
tion, bracket-generating distributions, sub-Riemannian and more general geometric structures
mentioned in the Introduction. Before going to these examples, let us consider the following gen-
eral situation. Let S˜ be a smooth manifold endowed with a tuple of distributions (∆˜, C, {Vi}i∈Z)
satisfying the following properties:
(P1) C and {Vi}i∈Z are subdistributions of ∆˜ ;
(P2) Distribution C is integrable and satisfies
[C, ∆˜] ⊂ ∆˜.
In other words, any section of the distribution C is an infinitesimal symmetry of the
distribution ∆˜.
(P3) The distribution Vi is a subdistribution of Vi−1 for every i ∈ Z, Vi + C = D for i ≤ r ,
Vi = Vs for i ≥ s for some integer r and s, and
(3.1) [C,Vi] ⊆ Vi−1 + C
(P4) For every integers i spaces Vi(x) ∩ C(x) have the same dimensions at all points x ∈ S˜.
We are interested in the (local) equivalence problem for such tuples of distributions (∆˜, C, {Vi}i∈Z)
with respect to the action of the group of diffeomorphisms of M˜ . Note, that the treatment here is
slightly more general than in the subsection 1.1, where the case of double fibration is considered,
because we do not assume that subdistributions Vi are integrable.
In many cases the tuple of distributions (∆˜, C, {Vi}i∈Z) will satisfy also the following strength-
ening of property (P3):
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(P3 ′) There exists i0 ∈ Z such that
∀i ≤ i0 [C,Vi] = Vi−1 + C,(3.2)
∀i > i0 Vi(x) =
{
v ∈ Vi−1(x) :
there exists a vector field vˆ tangent to Vi−1
such that vˆ(x) = v and [C, vˆ](x) ⊂ Vi−1(x)
}
,(3.3)
If the property (P3 ′) holds, then all distributions Vi with i ≥ i0 and all distributions Vi + C
with i < i0 are determined by the pair of distributions (C,Vi0), using (3.2) and (3.3) inductively.
We will say in this case that the tuple of distributions (∆˜, C, {Vi}i∈Z) is generated modulo C by
the triple of distributions (∆˜, C,Vi0).
Finally let us discuss the following strengthening of property (P3 ′):
(P3 ′′) There exists i0 ∈ Z such that
(3.4) ∀i ≤ i0 [C,Vi] = Vi−1,
and also (3.3) holds.
If property (P3 ′′) holds, then the whole tuple of distributions {Vi}i∈Z is determined by the pair
of distributions (C,Vi0) using (3.4) and (3.3) inductively. We will say in this case that the tuple
of distributions (∆˜, C, {Vi}i∈Z) is generated by the triple of distributions (∆˜, C,Vi0). In practice,
one starts with a triple of distributions (∆˜, C,V) such that C and V are subdistributions of ∆˜ and
C satisfies the property (P2) above and then, setting V = Vi0 for some integer i0, one can generate
the tuple {Vi}i∈Z inductively using (3.4) and (3.3).
Let Fol(C) be a foliation of S˜ by maximal integral submanifolds of the integrable distribution
C. The main idea to treat the equivalence problem under consideration is to pass to the quotient
manifold by the foliation Fol(C). Indeed, locally we can assume that there exists a quotient
manifold
S = S˜/Fol(C),
whose points are leaves of Fol(C). Let Φ: S˜ → S be the canonical projection to the quotient
manifold. Then by the property (2) above the push-forward of the distribution ∆˜ by Φ defines
the distribution
∆ := Φ∗(∆˜)
on the quotient manifold S.
Fix a leaf γ of Fol(C). Let
(3.5) Yγi (x) := Φ∗(Vi(x))}, x ∈ γ.
Then we can define the map Yγ from γ into the appropriate variety of flag of the space ∆˜(γ) as
follows:
(3.6) Yγ(x) = {Yγi (x))}i∈Z, x ∈ γ; ∀i ∈ Z Y
γ
i (x) ⊆ Y
γ
i−1(x)
The map Yγ or its image in the appropriate flag variety is called the linearization of the sequence
of distributions {Vi}i∈Z along the foliation Fol(C) at the leaf γ. This image will be denote by Y
γ
as well.
By means of the linearization procedure we obtain from the original tuple of distributions
(∆˜, C, {Vi}i∈Z) the distributions ∆ on the manifold S with the fixed submanifolds Y
γ in an
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appropriate flag variety on each fiber ∆(γ) of ∆, γ ∈ S, i.e. the flag structure
(
∆, {Yγ}γ∈S
)
.
Note also that S˜ → S is exactly the tautological bundle over S in the sense of Remark 2.3.
It is clear from our constructions that if two tuples of distributions satisfying properties (P1)-
(P4), are equivalent, then the corresponding flag structures obtained by the linearization procedure
are equivalent. The converse is not true in general, but it is obviously true if every distribution
Vi 6= 0 contains the distribution C. Namely, we have
Proposition 3.1. Assume that two tuples of distributions (∆˜, C, {Vi}i∈Z) and (∆˜
1, C1, {V1i }i∈Z)
satisfy properties (P1)-(P4) and, in addition, C is a subdistribution of Vi and C
1 is a subdistribution
of V1i for any i ∈ Z. Then these two structures are equivalent if and only if the corresponding flag
structures obtained by the linearization procedure are equivalent.
Note that the application of the linearization procedure to the tuple (∆˜, C, {Vi}i∈Z) and to the
tuple (∆˜, C, {Vi + C}i∈Z) leads to the same flag structure.
Definition 3.1. We say that the tuple (∆˜, C, {Vi}i∈Z), satisfying properties (P1)-(P4), is recov-
erable by the linearization procedure, if each subdistribution Vi is intrinsically recovered from the
tuple (∆˜, C, {Vi + C}i∈Z).
One example of such intrinsic recovery is when Vi is a unique integrable subdistribution of
maximal rank of Vi+ C. Another example is when Vi is the Cauchy characteristic subdistribution
of Vi−1 + C, i.e. the maximal subdistribution of Vi−1 + C such that [C,Vi] ⊆ Vi−1 + C. As an
immediate consequence of Proposition 3.1 we get the following
Corollary 3.1. Two tuples of distributions satisfying properties (P1)-(P4) and recoverable by the
linearization procedure are equivalent if and only if the corresponding flag structures obtained by
the linearization procedure are equivalent.
In most of the applications C will be a distribution of rank 1 (a line distribution). In this case,
after the linearization procedure, one gets the distinguished curves of flags on each fiber of ∆.
From relation (3.1) of property (P2) it follows that the submanifolds of flags Yγ are not arbitrary
but they are the compatible with respect to differentiation as described in subsection 2.3 following
the terminology of [18, Section 3].
Remark 3.1. Finally note that if our original structure (∆˜, C, {Vi}i∈Z) satisfies the property (P3
′)
for some integer i0, then the submanifold of flags Y
γ = {Yγi (x)}i∈Z is completely determined by
the submanifold Yγi0 in the corresponding Grassmannian. Moreover, Y
γ = {Yγi (x)}i∈Z is the
so-called maximal refinement of Yγi0 in the sense of [18, section 6].
As a direct consequence of Theorem 2.4 we have the following
Theorem 3.1. Assume that tuples of distributions (∆˜, C, {Vi}i∈Z) satisfy conditions (P1)-(P4)
and the resulting flag structures
(
∆, {Yγ}γ∈S
)
satisfy conditions (F1)-(F4) with the constant
Tanaka symbol m (of ∆) and with the constant flag symbol δ. Assume also that the universal
algebraic prolongation u
(
m, uF (δ)
)
of the pair (m, uF (δ)) is finite dimensional. Then to any such
tuple (∆˜, C, {Vi}i∈Z) one can assign a bundle over S˜ of the dimension dim u
(
m, uF (δ)
)
endowed
with the canonical frame. If, in addition, the tuples of distributions (∆˜, C, {Vi}i∈Z) are recoverable
by the linearization procedure, two of them are equivalent if and only if the canonical frames
assigned to them are equivalent.
This theorem is of a quite general nature and, as the examples below show, it treats in a
unified way many previously known results and generalizes them significantly. Using this theorem
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one can obtain the main results of [10] and [11] on contact geometry of scalar ODEs of order 3
and of order greater than 3 ,respectively, (see Example 1 below) and generalize them to various
equivalence problems for systems of differential equations, including the systems with different
highest order of derivatives for different unknown functions, called the systems of ODEs of mixed
order (see Example 2 below). Using Theorem 3.1 one can obtain the main result of [15] on
canonical frames for rank 2 distributions on manifolds of arbitrary dimension. Our approach
here also gives much more conceptual point of view on the construction of the preprint [17] on
rank 3 distributions, or, more precisely, the part of these results addressing the existence of the
canonical frames. It generalized the results of [15, 17] to distributions of arbitrary rank (see
Example 3). The modification of this Theorem, corresponding to the flag structure with Fγ
being parameterized curves of flags gives the unified construction of canonical frames for sub-
Riemannian, sub-Finslerian, and more general additional structures on distributions.
In the context of Theorem 3.1 the following natural question arises: For what pairs (δ,m) is
the canonical frame of Theorem 3.1 can be chosen as the Cartan connection over S˜? The answer
to this question, even in the case of the commutative or Heisenberg algebra m, is known yet for
several particular cases only.
Example 1. Scalar ordinary differential equations up to a contact transformation.
Consider scalar ordinary differential equations of the form
(3.7) y(n) = f(x, y, y′, . . . , y(n−1)).
Each such equation can be considered as a hypersurface E in the jet space Jn(R,R), called
the equation manifold. Equations (3.7) are solved with respect to the highest derivative, so
the restriction of the natural projection π0 : J
n(R,R) → Jn−1(R,R) to the hypersurface E is a
diffeomorphism. Two such equations E and E ′ are said to be contact equivalent, if there exists
a contact transformation Φ: J1(R,R) → J1(R,R) with a prolongation Φn to Jn(R,R) such that
Φn(E) = E ′.
Note that by Lie-Backlund theorem any diffeomorphism of Jn(R,R) preserving the Cartan
distribution (i.e. the rank 2 distribution defined by the contact forms θi = dyi − yi+1dx, i =
0, . . . , n − 1, in the standard coordinates (x, y0, . . . , yn)) is the prolongation to J
n(R,R) of some
contact transformation of J1(R,R). Therefore two equations E and E ′ are contact equivalent if
and only if there is a diffeomorphism Ψ of Jn(R,R) which preserves the Cartan distribution on
Jn(R,R) and such that Ψ(E) = E ′.
The equivalence problem for ordinary differential equations up to contact transformations is a
classical subject going back to the works of Lie, Tresse, Elie Cartan [9], Chern [10], and others.
The existence of the normal Cartan connection (a special type of frames) associated with any
system of ODEs was proved in [10] for the equations of third order and in [11] for n > 3, The
latter is based on the Tanaka-Morimoto theory of normal Cartan connection for filtered structures
on manifold [34, 35, 27].
The reason we start with this example is because the problem of contact equivalence of equations
(3.7) can be reformulated as the equivalence problem for a very particular tuples of distributions
satisfying properties (P1)-(P4) and the linearization procedure in this case gives a shorter way to
obtained important contact invariant of ODE’s, the so-called generalized Wilczynski invariants
[12], without constructing the whole normal Cartan connection mentioned above. It also gives an
alternative way for the construction of the canonical frame in this problem.
The Cartan distribution on Jn(R,R) defines the line distribution X on E . This distribution is
obtained by the intersection of the Cartan distribution with the tangent space to E at every point
of E . Note that the corresponding foliation Fol(S) is nothing but the foliation of the prolongations
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of the solutions of our ODE to Jn(R,R). In the coordinates (x, y0, . . . , yn−1) on E :
(3.8) X =
〈
∂
∂x
+
n−2∑
i=0
yi+1
∂
∂yi
+ F (x, y0, y1, . . . , yn−1)
∂
∂yn−1
〉
.
Further, let πi : J
n(R,R) 7→ Jn−1−i(R,R) be the canonical projection, 0 ≤ i ≤ n − 1. For any
ε ∈ E we can define the filtration {Vi(ε)}
n−1
i=0 of TεE as follows:
(3.9) Vi(ε) = ker dεπi ∩ TεE .
Then V i is a rank i distribution on E . In the coordinates (x, y0, . . . , yn−1) on E we have
(3.10) Vi =
〈
∂
∂yn−i
, . . . ,
∂
∂yn−1
〉
.
The tuple of distributions (∆˜, C, {Vi}i∈Z), where ∆˜ = TE , C = X , Vi = 0 for i ≥ 0, Vi = V−i for
−n+ 2 ≤ i ≤ −1, V−n+1 = Vn−1 +X , and Vi = TE for i < −n+ 1, satisfies properties (P1)-(P4)
above. We say that this tuple of distributions is associated with the ordinary differential equation
(3.7) with respect to the contact equivalence Below we justify this terminology. Note that relations
(3.8) and (3.10) imply that it satisfies the property (P3 ′) for any i0 satisfying −n + 2 ≤ i ≤ −1
and even the property (P3 ′′) for i0 = n − 2. The latter implies that two ordinary differential
equations are contact equivalent if and only if the tuples of distributions associated with these
equations are equivalent.
Moreover, the constructed tuple (∆˜, C, {Vi}i∈Z) is recoverable by the linearization procedure.
For this we only need to check that the distributions Vi with −n+2 ≤ i ≤ −1 can be intrinsically
recovered from the tuple (∆˜, C, {Vi⊕C}i∈Z). The latter follows from the fact that Vi is the Cauchy
characteristic subdistribution of Vi−1+C, which is a part of the proof of the Lie-Backlund theorem
in this case.
Let Sol denote the quotient manifold E/Fol(X ), i.e. the manifold of the prolonged solutions of
the equation manifold E . Consider the linearization Yγ = {Yγi }i∈Z of the sequence of distributions
{Vi} along the foliation Fol(X ) at a leaf γ (i.e. along a prolongation of equation (3.7)). By our
constructions, dim Yγi (ε) = −i if −n+1 ≤ i ≤ −1, dim Y
γ
i (ε) = 0 if i ≥ 0, and dim Y
γ
i (ε) = n−1
if i < −n+ 1. In particular, Y−1γ is a curve in the projective space PTγSol.
Moreover, relations (3.8),(3.10), and Remark 3.1 imply again that for any ε ∈ γ the space Yγi (ε)
of TγSol is exactly the i-th osculating space of the curve Y
γ
−1 at ε. In other words, the whole
curve of flags Yγ is completely determined by the curve Yγ−1 in a projective space. Note also that
a curve in a projective space corresponds to a linear differential equation, up to transformations
of independent and dependent variables preserving the linearity. For the curve Yγ−1 this linear
equation is exactly the classical linearization (or the equation in variations) of the original differ-
ential equation (3.7) along the (prolonged) solution γ. This is why we use the word linearization
here.
The symbol δ1n of the curve of complete flags Y
γ (with respect to GL(TγSol)) at any point is a
line of degree −1 endomorphisms of the corresponding graded spaces, generated by an endomor-
phism which has the matrix equal to a Jordan nilpotent block in some basis. The flat curve with
this symbol is the curve of osculating subspaces of a rational normal curve in the projective space
PTγSol. Recall that a rational normal curve in PW is a curve represented as t 7→ [1 : t : t
2 : . . . tn]
in some homogeneous coordinates. It is well-known that the algebra of infinitesimal symmetries
of a rational normal curve and, therefore, the universal algebraic prolongation uF (δ1n) is equal to
the image of the irreducible embedding of gl2(R) into gl(TγSol) (see also [18, Theorem 8.3], where
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the universal algebraic prolongation was computed for all symbols of curves of flags with respect
to the General Linear group).
Further, recall that in this case the symbol of the distribution ∆ is isomorphic to the n-
dimensional commutative Lie algebra, i.e. to Rn. By direct computations, the Tanaka universal
algebraic prolongation u
(
R
n, uF (δ1n)
)
of the pair (Rn, uF (δ1n)) is isomorphic to sp4(R), if n = 3,
and to the semidirect sum of gl2(R)⋋R
n of gl2(R) and R
n, if n > 3 (were gl2(R) acts irreducibly
on Rn), as expected from [10] in the first case and from [11] in the second case. Note also that
in the second case already the first algebraic prolongation u1(Rn, uF (δ1n)) is equal to zero, i.e.
the canonical bundle lives already on the quasi-principle bundle P assigned to the flag structure(
∆, {Yγ}γ∈S
)
by Theorem 2.1. Note also that the local contact geometry of second-order ODEs is
trivial, since any two such equations are locally contact equivalent and the corresponding algebra
u1(R2, uF (δ12)) is infinite dimensional with the kth algebraic prolongation equal to the space if
R
2-values homogeneous polynomials of degree k + 1.
Further, it follows from [19, subsection 4.1] that the symbol δ1n is nice in the sense of Remark
2.3. In this way the classical fundamental system of invariants of curves in projective spaces,
the Wilczynski invariants, can be constructed (see [18] or [12] for the detail) for each curve Yγ
and they produce the contact invariants of the original ODE, called the generalized Wilczinski
invariants ([12]).
Finally, it can be shown that the normalization condition for Theorem 2.4 can be chosen such
that the resulting canonical frame will be a Cartan connection over the equation manifold E
modeled by the corresponding Sp4(R) parabolic geometry if n = 3 and by a homogeneous space
corresponding to a pair of Lie algebras gl2(R)⋋R
n and t2(R) if n > 3, where t2(R) is the algebra
of the upper triangle 2× 2-matrices.
Example 2. Natural equivalence problems for systems of two differential equations
of mixed order. Given two natural numbers k and l and an integer s satisfying 0 ≤ s ≤ l
consider the following system of two differential equations:
(3.11)
{
y(k)(x) = f1
(
x, y(x), y′(x), . . . , y(k−1)(x), z(x), z′(x), . . . , z(min{l−1,l−s})(x)
)
z(l)(x) = f2
(
x, y(x), y′(x), . . . , y(k−1)(x), z(x), z′(x), . . . , z(l−1)(x)
) ,
Such system will be called a system of differential equations of mixed order (k, l) with shift s.
Obviously, systems having a shift s have a shift s−1 as well. System (3.11) defines a submanifold
E0 in the mixed jet space J
(k,l)(R,R2): in the standard coordinates (x, y0, y1, . . . , yk, z0, z1, . . . , zl)
in J (k,l)(R,R2) the submanifold E0 has a form:
(3.12)
{
yk = f1(x, y0, y1, . . . , yk−1, z, z1, . . . , zmin{l−1,l−s})
zl = f2(x, y0, y1, . . . , yk−1, z, z1, . . . , zl−1)
Differentiate both parts of the first equation of the system (3.11) with respect to the inde-
pendent variable x and replace z(l), if it appears in the obtained equation, by the right hand
side of the second equation of (3.11). With this new equation, written in the first place, we
obtain a new system of three equations. We call this system of equation the first prolongation
of the system (3.11) with respect to the first equation. This new system defines a submanifold
E1 in the mixed jet space J
(k+1,l)(R,R2): to obtain this submanifold in the standard coordinates
(x, y0, y1, . . . , yk+1, z0, z1, . . . , zl) in J
(k+1,l)(R,R2) we replace y(i) by yi and z
(j) by zj in the new
system obtain. The submanifold E1 will be called the first prolongation of the submanifold E0 with
respect to the first equation of the system (3.11).
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Similarly, differentiating the first equation of the new system once more and replacing z(l),
if it appears in the obtained equation, by the right hand side of the second equation of (3.11),
we obtain, together with already existing equation, the system of 4 equations, called the second
prolongation of the system (3.11) with respect to the first equation and the submanifold E2 in the
mixed jet space J (k+2,l)(R,R2), called the second prolongation of the submanifold E0 with respect
to the first equation of the system (3.11). In the same way, by induction for any s ≥ 0 we construct
the system of s+2 equations and the submanifold Es in the mixed jet space J
(k+s,l)(R,R2), which
will be called the prolongation of order s of the system (3.11) and of the submanifold E0 with
respect to the first equation of the system (3.11).
Further, the Cartan distribution is defined on any mixed jet space J (k¯,l¯)(R,R2). In standard
coordinates (x, y0, . . . yk¯, z0, . . . , zl¯) in J
(k¯,l¯)(R,R2) the Cartan distribution is defined by the fol-
lowing system of Pfaffian equations:
dyi − yi+1dx, i = 0, . . . , k¯ − 1;
dzj − zj+1dx, j = 0, . . . , l¯ − 1.
Definition 3.2. Consider two systems of differential equations of mixed order (k, l) with shift s.
Assume that E0 and E˜0 are the corresponding submanifolds in the mixed jet space J
(k,l)(R,R2) and
Es and E˜s are the prolongations of order s of the submanifold E0 and E˜0 with respect to the first
equation of the corresponding systems. We say that our systems (or submanifolds E0 and E˜0) are
s-equivalent (with respect to the first equation) if
(1) in the case 0 ≤ s ≤ l − k there exists a diffeomorphism Φ of the mixed jet space
J (0,l−k−s)(R,R2) preserving the Cartan distribution on it such that the prolongation of
Φ to the mixed jet space J (k+s,l)(R,R2) sends Es onto E˜s.
(2) in the case l−k < s ≤ l there exists a diffeomorphism Φ of the mixed jet space J (k+s−l,0)(R,R2)
preserving the Cartan distribution on it such that the prolongation of Φ to the mixed jet
space J (k+s,l)(R,R2) sends Es onto E˜s.
Note that given s1 and s2 with 0 ≤ s1 < s2 ≤ l the s1-equivalence and the s2-equivalence are in
general two different equivalence problems on the set of systems of mixed type (k, l) with shift s2
(which is the common set of objects for which both equivalence problems are defined). Symmetries
of the trivial system of the mixed order (k, l), namely of the system y(k) = 0, z(l) = 0, with respect
to the s-equivalence are calculated in the recent preprint [20]. In particular, it was shown that
in the case (k, l) = (2, 3) the groups of symmetries for s = 0 and s = 1 are both 15-dimensional
but not isomorphic one to another. By symmetries with respect to the s-equivalence of a system
of mixed order (k, l) corresponding to a submanifold E0 of the mixed jet space J
(k,l)(R,R2) we
mean any diffeomorphism Φ of either the mixed jet space J (0,l−k−s)(R,R2) or the mixed jet space
J (k+s−l,0)(R,R2) (depending on the sign of l−k−s) such that the prolongation of Φ to the mixed
jet space J (k+s,l)(R,R2) preserves the prolongations Es of order s of E0 with respect to the first
equation of the systems. Note also that if s = l − k ≥ 0, the s-equivalence is nothing but the
equivalence of the s-prolongation Es of E0 with respect to the first equation of the system up to
point transformations.
Now let us show that the introduced s-equivalence is a particular case of the equivalence prob-
lems introduced in the beginning of this section. First, system (3.11) defines a rank 1 distribution
Xk,l,s on Es: its leaves are prolongations of the solutions
(
y(x), z(x)
)
to the mixed jet space
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J (k+s,l)(R,R2). It can be equivalently defined as the rank 1 distribution obtained by the intersec-
tion of the Cartan distribution on J (k+s,l)(R,R2) with the tangent space to Es at every point of
Es.
Let πs,i : J
(k+s,l)(R,R2)→ J (k+s−1−i,l−1−i)(R,R2) be the canonical projections , and let
(3.13) Vs,i(ε) = ker dεπs,i ∩ TεEs.
Here 0 ≤ i ≤ min{k+ s− 1, l− 1}. In the coordinates (x, y0, . . . , yk−1, z0, . . . , zl−1) on Es we have
Vs,0 = 0 and
(3.14) Vs,i =

〈{
∂
∂zj
}l−1
j=l−i
〉
1 ≤ i ≤ s〈{
∂
∂yj
}k−1
j=k−i+s
,
{
∂
∂zj
}l−1
j=l−i
〉
s < i ≤ min{k + s− 1, l − 1}
.
We also assume that Vs,i = 0 for i ≤ 0, while for i > min{k+s−1, l−1} we define Vs,i inductively
by Vs,i = [Xk,l,s, Vs,i−1]. Then the tuple of distributions (∆˜, C, {Vi}i∈Z) with ∆˜ = TEs, C = Xk,l,s,
and Vi = Vs,−i satisfies properties (P1)-(P4) above. We say that this tuple of distributions is
associated with the system of differential equation of mixed order (3.7) with respect to the s-
equivalence. Using (3.14), it is not hard to show that it satisfies the property (P3 ′) for any i0
satisfying s < i0 ≤ min{k+s−1, l−1} and even the property (P3
′′) for i0 = min{k+s−1, l−1}.
The latter implies that two systems of mixed order (k, l) with shift s are s-equivalent if and only
if the tuples of distributions associated with these equations are equivalent.
From (3.14) it follows easily that the curves of flags Yγ , which are the linearizations of the
sequence of distributions {Vi}i∈Z along the foliation Fol(Xk,l,s) along leaves γ, have the same
symbol at any point. Let us describe this symbol. For this let us introduce some notation,
following [18, subsection 7.1]. Let δ1 and δ2 be degree −1 endomorphisms of the graded spaces
V1 and V2, respectively. The direct sum V1 ⊕ V2 is equipped with the natural grading such that
its ith component is the direct sum of ith components of V1 and V2. The direct sum δ1 ⊕ δ2 is
the degree −1 endomorphism of V1⊕ V2 such that the restriction of it to Vi is equal to δi for each
i = 1, 2. A degree −1 endomorphism δ of a graded space V is called indecomposable if it cannot
be represented as a direct sum of two degree −1 endomorphisms acting on nonzero graded spaces.
Further, given two integers r ≤ p < 0 let Vrp =
p⊕
i=r
Ei, where dimEi = 1 for every i, r ≤ i ≤ p,
and let δrp be the degree −1 endomorphism of Vrp which sends Ei onto Ei−1 for every i, r < i ≤ p,
and sends Er to 0. For example in this notation the symbol δ
1
n appearing in the previous example
is equal to Rδ−n,−1. As was shown in [18, subsection 7.1] the endomorphisms δrs are the only,
up to a conjugation, indecomposable degree −1 endomorphism of a graded space of curve of flags
with respect to the General Linear group. In other words, any degree −1 endomorphism of a
graded space is a direct sum of endomorphisms of type δrp. In a similar way one define the direct
sum for symbols and the notion of indecomposable symbol with respect to the General Linear
group.
Using (3.14), it is easy to see that the symbol in the current example is isomorphic to the line
generated by
δ−l,−1 ⊕ δ−s−k,−s−1.
The universal algebraic prolongations of all possible symbols of curves of flags with respect to
the General Linear group was calculated in [18, section8.2] using the representation theory of
sl2. The Tanaka universal algebraic prolongation u
(
R
k+l, uF (R(δ−l,−1⊕δ−s−k,−s−1)
))
of the pair
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(Rk+l, uF
(
R(δ−l,−1 ⊕ δ−s−k,−s−1)
)
is calculated in [20], using the fact that it is isomorphic to the
algebra of infinitesimal symmetries of the trivial system of the mixed order (k, l), namely of the
system yk = 0, z(l) = 0, with respect to the s-equivalence. In [19, section 4.1] it was shown that
the symbol of curves of flags in the case k = 2, l = 3, and s = 0 are not nice. We expect that this
is the case also for all symbols with k < l and s > 0.
One can consider more general systems of m differential equations of mixed order and m − 1
shifts (or, shortly, a given multishift) such that this multishift has some natural restrictions. Then
one can define a natural equivalence relation for such systems according to this multishift. Passing
to the corresponding flag structures, one obtains that the curves of flags have the symbol δ which
is a direct sum of m indecomposable symbols of the type. Such equivalence problems and the
corresponding Tanaka universal prolongations from Theorem 3.1 will be described in [21].
Example 3. Geometry of distribution via abnormal extremals. Consider the problem
of equivalence of bracket generating distributions of a given rank with respect to the action of
the group of diffeomorphisms of the ambient manifold. The classical approach to this problem is
provided by Tanaka theory [6, 34, 42] described shortly in subsection 2.4 above. Assume that D
is a distribution with constant Tanaka symbol t . Consider the corresponding bundle P 0(t) (as
defined in subsection 1.7 above). Then the construction of a canonical frame for D is given by
Theorem 2.2 (with m = t and g0 = g0(t)).
However, in order to apply the Tanaka machinery to all bracket-generating distributions of the
given rank l on a manifold of the given dimension n, one has to classify all n-dimensional graded
nilpotent Lie algebra with l generators and also one has to generalize the Tanaka prolongation
procedure to distributions with non-constant symbol, because the set of all possible symbols may
contain moduli (may depend on continuous parameters). Note that the classification of all symbols
(graded nilpotent Lie algebras) is a quite nontrivial problem already for n = 7 (see [26]) and it
looks completely hopeless for arbitrary dimensions.
In a series of papers [14, 15] and the preprint [17] we proposed an alternative approach which
allows to avoid a classification of the Tanaka symbols. It is based on the ideas of the geometric
control theory and leads, after a symplectification of the problem, to the equivalence problems
for a particular class of structures discussed in the beginning of this section. By symplectification
we mean the lifting of the original distribution to the cotangent bundle.
In more detail, let D be a distribution on a manifold M . First, under some natural generic
assumptions we distinguish a characteristic 1- foliation (the foliation of abnormal extremals) on
a special odd-dimensional submanifold of the cotangent bundle associated with D
For this first introduce some notations. Taking Lie brackets of vector fields tangent to a
distribution D (i.e. sections of D) one can define a filtration D−1 ⊂ D−2 ⊂ . . . of the tangent
bundle, called a weak derived flag or a small flag (of D). More precisely, set D−1 = D and
define recursively D−j = D−j+[D,D−j+1]. We assume that all Dj are subbundles of the tangent
bundle. Denote by (Dj)⊥ ⊂ T ∗M the annihilator of Dj , namely
(Dj)⊥ = {(p, q) ∈ T ∗qM | p · v = 0 ∀ v ∈ D
j(q)}.
Let π : T ∗M 7→M be the canonical projection. For any λ ∈ T ∗M , λ = (p, q), q ∈M , p ∈ T ∗qM , let
ς(λ)(·) = p(π∗·) be the canonical Liouville form and σˆ = dς be the standard symplectic structure
on T ∗M .
The crucial notion in the symplectification procedure of distributions is the notion of an ab-
normal extremal. An unparametrized Lipshitzian curve in D⊥ is called abnormal extremal of a
distribution D if the tangent line to it at almost every point belongs to the kernel of the restriction
σˆ|D⊥ of σˆ to D
⊥ at this point. As explained in the Introduction the term “abnormal extremals”
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comes from Optimal Control Theory: abnormal extremals of D are exactly Pontryagin extremals
with zero Lagrange multiplier near the functional for any variational problem with constrains,
given by the distribution D.
Now let us describe the submanifold of T ∗M foliated by the abnormal extremals. First set
(3.15) W˜D := {λ ∈ D
⊥ : ker
(
σˆ|D⊥(λ)
)
6= 0}
Then
(1) If rankD is odd, then W˜D = D
⊥, because a skew-symmetric form in an odd dimensional
vector space has nontrivial kernel;
(2) If rankD = 2, then it is easy to show [39, Proposition 2.2] that W˜D = (D
−2)⊥;
(3) More generally, if rankD = 2k then the intersection of W˜D with the fiber D
⊥(q) of D⊥
over a point q ∈M is a zero level set of a certain homogeneous polynomial of degree k on
D⊥(q). This polynomial at a point λ = (p, q) ∈ D⊥ is the Pfaffian of the so-called Goh
matrix at λ: if X1, . . . Xk is a local basis of the distribution D, then the Goh matrix at λ
(w.r.t. this basis) is the matrix
(
p · [Xi,Xj ](q)
)2k
i,j=1
.
In the sequel, for simplicity, we will assume that rankD is odd or rankD = 2. In both cases
W˜D is an odd dimension submanifold. Therefore ker
(
σˆ|
W˜D
(λ)
)
is nontrivial. Define a subset WD
of W˜D as follows:
(3.16) WD := {λ ∈ W˜D : ker
(
σˆ|
W˜D
(λ)
)
is one-dimensional}.
By direct calculation one can show that
(1) If rankD = 2, then WD = (D
−2)⊥\(D−3)⊥ ([39, section 2]);
(2) If rankD = 3, then WD = D
⊥\(D−2)⊥ ([17]).
Consequently, for any bracket generating rank 2 or rank 3 distribution on a manifold M with
dimM ≥ 4 the set WD is an open and dense subset of W˜D. In the sequel we will assume that the
setWD is an open and dense subset of W˜D. Note that this is a generic assumption for distributions
of odd rank greater than 3. See also Remark 3.2 below addressing the case when this assumptions
does not hold.
By constructions, the kernels of σˆ|WD form the characteristic rank 1 distribution Â on WD.
The integral curves of this distribution are abnormal extremals of the distribution D. Note that
in general, these are not all abnormal extremals of D, however for our purposes it is enough to
work with these abnormal extremals only.
Further, it is more convenient to work with the projectivization of PT ∗M rather than with
T ∗M . Here PT ∗M is the fiber bundle over M with the fibers that are the projectivizations of the
fibers of T ∗M . The canonical projection Π: T ∗M → PT ∗M sends the characteristic distribution Â
onWD to the line distribution A on PWD (:= Π(WD)), which will be also called the characteristic
distribution of the latter manifold.
Further note that the corank 1 distribution on T ∗M annihilating the tautological Liouville form
ς on T ∗M induces a contact distribution on PT ∗M , which in turns induces the even-contact (quasi-
contact) distribution ∆˜ on P(D2)⊥\P(D3)⊥. The characteristic line distribution A is exactly the
Cauchy characteristic distribution of ∆˜, i.e. it is the maximal subdistribution of ∆˜ such that
(3.17) [A, ∆˜] ⊂ ∆˜.
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Further, let π˜ : PT ∗M 7→M be the canonical projection. Let J be the pullback of the original
distribution D to PWD by the canonical projection π˜:
(3.18) J (λ) = {v ∈ TλPWD : π˜∗v ∈ D(π˜(λ))}
and V be the tangent space to the fibers of WD
(3.19) V (λ) = {v ∈ TλPWD : π˜∗v = 0}.
Note that V + A ⊂ J . We work with the distributions A, V , and J instead of the original
distribution D.
Now define a sequence of subspaces J i(λ), λ ∈ PWD, by the following recursive formulas for
i < 0:
(3.20) Ji−1(λ) := [A,Ji](λ), J−1(λ) = J (λ)
Directly from the fact that A is a line distribution it follows that
(3.21) dimJ−2(λ)− J−1(λ) ≤ rankD − 1.
From (3.17) it follows that Ji ⊂ ∆˜ for all i < 0. Note that the symplectic form σˆ induces the
antisymmetric form σ˜ on each subspace of a distribution ∆˜, defined up to a multiplication by a
constant, and A is exactly the distribution of kernels of this form.
Given a subspace Λ of ∆˜(λ) denote by Λ∠ the skew-symmetric complement of W with respect
to this form. It is easy to show that the spaces J (λ) are coisotropic with respect to the form
σ˜, i.e. they contain their skew symmetric complement: J (λ)∠ ⊆ J (λ). Moreover, if rankD = 2
then in fact J (λ)∠ = J (λ). Using the operation of skew-symmetric complement we can define
the subspaces Ji(λ) for i ≥ 0 as follows
(3.22) Ji(λ) =
{(
J−i−1(λ)
)∠
∩ V (λ), rankD = 2,(
J−i−2(λ)
)∠
∩ V (λ), rankD is odd .
Note also that if rankD is odd, then J (λ)∠ = V (λ) +A(λ), which implies that in this case
(3.23) J0(λ) = V (λ).
Similarly, if rankD = 2 and dimD2(q) = 3, then J−2(λ)
∠ = V (λ) + A(λ) for any λ ∈ PWD
with π(λ) = q, so formula (3.23) holds in this case as well. Besides, it is easy to see that
[A,Ji] ⊆ Ji−1 +A also for nonnegative i.
Further, for a generic point q ∈M there is a neighborhood U and an open and dense subset Û
of π−1(U) ∩ PWD such that for any i ∈ Z dimJi(λ) is the same for all λ ∈ Û . Then the tuple of
distributions (∆˜, C, {Vi}i∈Z) on Û with C = A and Vi = Ji satisfies properties (P1)-(P4) above.
We will say that this tuple is associated with the distribution D by the symplectification. From our
constructions and formula (3.23) it follows immediately that two distributions are equivalent if
and only if the corresponding tuples of distributions associated by symplectification are equivalent.
Moreover, in most of the situations V is an integral subdistribution of V +A of maximal rank.
The latter condition implies that the tuple (∆˜,A, {Ji}i∈Z) is recoverable by the linearization
procedure. The linearization Yγ of the sequence of distributions {Ji}i∈Z along the foliation
Fol(A) of abnormal extremals at a leaf (an abnormal extremal) γ is called the Jacobi curve of
the abnormal extremal γ. From (3.20), (3.22), and Remark 2.1 it follows that the curves of flags
satisfy conditions (F1)-(F3) of subsection 2.3.
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Let δ be a symbol of a curve of symplectic flags or, shortly, a symplectic symbol. A point
λ ∈ PWD is called δ- regular if there is a neighborhood Û of λ in PWD such that for any λ˜ ∈ Û
if γ˜ is the abnormal extremal passing through λ˜, then δ is the symbol of the curve Y γ˜ at λ˜. Note
that by constructions the line distribution A depends algebraically on the fibers. It turns out (see
[22] for detail) that from this, the fact that the set of all symplectic symbols of Jacobi curves is
discrete and from the classification of these symbols given in [18, subsection 7.2] it follows that
for distributions of rank 2 or of odd rank (and for distributions of any rank if we work over C)
for a generic point q ∈ M there is a neighborhood U of q in M and a symplectic symbol δ such
that any point from a generic subset of π˜−1(U) ∩ PWD is δ-regular. Moreover for a generic point
q˜ ∈ U the set of all δ-regular points in π˜−1(q˜) ∩ PWD is Zariski open. We call the symbol δ the
Jacobi symbol of the distribution D at the point q
Now the problem is to construct the canonical frames uniformly for all distributions with given
Jacobi symbol δ. If we apply the linearization procedure to the tuple (∆˜,A, {Ji}i∈Z) on the set
π˜−1(U) ∩ PWD then the resulting flag structure
(
∆, {Yγ}γ∈S
)
has the constant flag symbol δ at
generic points of the curve Yγ of a generic abnormal extremal γ. Despite this property is weaker
than the constancy of the flag symbol, the conclusion of Theorem 2.4 still holds true if we restrict
ourselves to the points of the curves Yγ , where the flag symbol is isomorphic to δ. Recall also
that the symbol of ∆ in this case is isomorphic to the Heisenberg algebra n of the appropriate
dimension with the grading g−1 ⊕ g−2, where g−2 is the center. Therefore, by Theorem 3.1 the
construction of the canonical frame for distributions with given Jacobi symbol δ is reduced to the
calculation of the algebra u
(
n, uF (δ)
)
. A natural generic subclass of distributions are distributions
of the so-called maximal class [14]-[17]. A distribution is called of maximal class if all curves Yγ−1
do not lie in a proper subspace of ∆(γ) for generic abnormal extremal γ. Obviously this property
is encoded in the Jacobi symbol.
Remark 3.2. The scheme described above will work also for distributions for which the set
WD is empty. Indeed, in this case instead of WD one can consider a subset of W˜D for which
dim ker
(
σˆ|
W˜D
(λ) attains its infimum. Clearly it is an open set. Restricting on this set we still
have an integrable distribution A of this kernels (of rank greater than 1) and we can proceed with
the linearization procedure as well, getting as Yγ submanifolds of dimension > 1 instead of course.
Although, in this case the assumption of constancy of symbol is not automatical, Theorem 3.1
still can be applied under this constancy of symbol assumption.
(a) The case of rank 2 distributions. Let us describe the algebra u
(
n, uF (δ)
)
for rank 2
distributions of the maximal class. Using (3.21) it is easy to show that in the case of rank 2
distributions the condition of the maximality of class is equivalent to the fact that the flag Yγ(λ)
is a complete flag for a generic point λ on the curve γ [15]. If we let dimM = n, n ≥ 4, the
latter is also equivalent to the fact that dimYγn−5(λ) = 1 for a generic point λ on the curve γ.
Moreover, the whole curve Yγ at generic points can be completely recovered by osculations by
the curve Yγn−5 in the corresponding projective space (of the dimension 2n− 7)
From this prospective, the equivalence problem for rank 2 distributions is similar to the contact
equivalence of scalar ordinary differential equations. The only difference is that for distributions
there is an underlined (conformal) symplectic structure on ∆(γ). In particular, the curves Yγn−5
are not arbitrary curves in the projective space of ∆(γ), but they satisfy the following property:
the curve of complete flags obtained from them by the osculation must consist of symplectic flags.
Such curves in a projective space are also called self-dual [16].
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The important point is that for a given n there exists the unique Jacobi symbol of rank 2
distributions of maximal class. To describe it given a natural m let
(3.24) Lm =
⊕
−m−1≤i≤m−2
Ei
be a graded spaces endowed with a symplectic form ω, defined up to a multiplication by a nonzero
constant, such that dimEi = 1 for every admissible i and Ei is skew orthogonal to Ej for all
i+ j 6= −3. Let τm be a degree −1 endomorphism of Lm from the symplectic algebra which sends
Ei onto Ei−1 for every admissible i, except i = −m − 1, and τm(E−m−1) = 0. We also assume
that ω(τm(e), e) ≥ 0 for all e ∈ E−1. Then, by our constructions, for a given n the unique Jacobi
symbol of rank 2 distributions of maximal class is isomorphic to the line generated by τn−3.
Disregarding the underlying conformal symplectic structure on g−1, and up to a shift in the
chosen weight of the grading, this Jacobi symbol is the same as the symbol of a scalar ordinary
differential equation of order 2n − 6, i.e. δ12n−6 in the notations of Example 1. Note that in the
notation of Example 2 and again disregarding the underlying conformal symplectic structure it is
exactly Rδ2−n,n−5.
It is not clear yet if the assumption of maximality of class is restrictive. We checked by direct
computations that for n ≤ 8 all bracket generating rank 2 distributions with small growth vector
(2, 3, 5, . . .) are of maximal class. Actually we do not have any example of bracket generating rank
2 distributions with small growth vector (2, 3, 5, . . .) which are not of maximal class. Comparing
this to the set of Tanaka symbols, for rank 2 distributions with five dimensional cube if n = 6
there are 3 non-isomorphic Tanaka symbol, if n = 7 there are 8 non-isomorphic Tanaka symbols,
and the continuous parameters in the set of all Tanaka symbols appear starting from dimension
8. Since by above, all such distributions with given n, at least for n ≤ 8, are of maximal class
and therefore have the same Jacobi symbols, it already shows that starting with the Jacobi symbol
instead of Tanaka symbols as a basic characteristic of rank 2 distributions, we get much more
uniform construction of the canonical frames.
Further, similar to the case of scalar ordinary differential equations (of order 2n − 6), the
corresponding flat curve is a curve of complete flags, consisting of all osculating subspaces of
the rational normal curve in a (2n − 7)-dimensional projective space and the universal algebraic
prolongation uF (τn−3) of the Jacobi symbol of τn−3 is equal to the image of the irreducible
embedding of gl(2,R) into csp(g−1) (after identifying the graded symplectic spaces g−1 and Ln−3).
The Tanaka universal prolongation u
(
n, u(τn−3)
)
of the pair
(
n, u(τn−3)
)
is equal to the split real
form of the exceptional simple Lie algebra G2 for n = 5, as expected from the classical Cartan
work [8], and to the semidirect sum gl(2,R) ⋋ n for n > 5 , i.e. already the first algebraic
prolongation u
(
n, u(τn−3)
)
vanishes in this case, as expected from [14, 15]. Here in the semidirect
sum of gl2(R) and n = g
−1⊕g−2 the algebra gl2(R) acts irreducibly on g
−1. Note that in the case
n = 4 the local equivalence problem for generic bracket generating rank 2 distribution is trivial:
any two generic germ of rank 2 distribution in R4 are equivalent (the Engel normal form). In this
case the algebra n⊕ u(τ1) is infinite dimensional and its completion is isomorphic to the algebra
of formal Taylor series of contact transformations of the jet space J1(R,R).
Further, similarly to the case of ordinary differential equations the Jacobi symbol τn−1 is nice in
the sense of Remark 2.3. In this way, as in Example 1, the Wilczynski invariants can be computed
for each curve Yγ and they produce the invariants of the original rank 2 distribution, that by
analogy with [12] can be called the generalized Wilczinski invariants of the rank 2 distribution.
Note that the self-duality of the curves in a projective space generating the Jacobi curves implies
32 Boris Doubrov and Igor Zelenko
that some Wilczinski invariants, namely the Wilczinski invariants of odd order, vanish automati-
cally. The minimal order of possibly nonzero Wilczinski invariants is equal to 4. As shown in [41],
in the case n = 5 the Wilczinski invariants of order 4 (which is the only invariant of the Jacobi
curves in this case) coincides with the so-called fundamental tensor of rank 2 distributions in 5
dimensional manifold discovered by E. Cartan [8].
Finally, it can be shown that the normalization condition for Theorem 2.4 can be chosen such
that the resulting canonical frame will be a Cartan connection over WD (= (D
−2)⊥\(D−3)⊥)
modeled by the corresponding G2 parabolic geometry in the case of n = 5 and by a homogeneous
space corresponding to a pair of Lie algebras gl2(R) ⋋ n and t2(R) if n > 5, where t2(R) is the
algebra of the upper triangle 2× 2-matrices.
(b) The case of rank 3 distributions. Using (3.21) and disregarding for a moment the
underlying conformal symplectic structure on g−1 it is easy to show that the Jacobi symbol of a
rank 3 distribution of maximal class with 6-dimensional square is a direct sum of two indecompos-
able symbols with respect to the General Linear group (see [17, section 2] where it is formulated
in different terms using Young diagrams instead of Jacobi symbols). From this prospective, the
equivalence problem for rank 3 distributions is similar to the s-equivalence of systems of two
ordinary differential equation of mixed order for some shift s.
In the case of rank 3 distributions with Jacobi symbol δ the structure of the Lie algebras uF (δ)
and u
(
n, uF (δ)
)
are much more complicated. In contrast to the case of rank 2 distribution, here
the presence of the additional conformal symplectic structure is already important on the level of
algebraic prolongation of the flag symbol. First a Jacobi symbol δ being decomposable with respect
the General Linear group is symplectically indecomposable in the sense of [18, subsection 7.2] (it
is a indecomposable symbol of the type (D1) there). Second the universal algebraic universal
prolongation uF (δ) with respect to conformal symplectic group is different (strictly smaller) than
such prolongation with respect to the General Linear group. Both algebras uF (δ) and u
(
n, uF (δ)
)
for all possible Jacobi symbols of rank 3 distributions were explicitly described [17, section 5]
using the language of Algebraic Geometry , i.e. in terms of certain polynomials vanishing on
certain tangential variety of a rational normal curve in a projective space and its secants.
The algebraic prolongation uF (δ) of any symbol δ of a curve of symplectic flags (with respect to
conformal symplectic group) was described in [18, subsection 8.3] using the representation theory
of sl2. The construction of canonical frames for distributions of arbitrary rank with a given Jacobi
symbol δ and in particular the algebra u
(
n, uF (δ)
)
will be studied in [22].
Example 4. Geometry of sub-Riemannian, sub-Finslerian, and other structures
on manifolds via normal extremals. As in subsection 1.3, let U be a submanifold of TM
transversal to the fibers and consider the time minimal problem associated with U .Let H :
T ∗M 7→ R be the maximized Hamiltonian as in (1.2). Assume that it is well defined and smooth
in an open domain O ⊂ T ∗M and that the corresponding c level set Hc (defined by 1.3) for some
c > 0 (and therefore for any c > 0 by homogeneity of H on each fiber of T ∗M) is nonempty and
consists of regular points of H (for more general setting see [4] or Remark 3.3 below).
Further let Hc(q) = Hc∩T
∗
qM . Hc(q) is a codimension 1 submanifold of T
∗
qM . For any λ ∈ Hc
denote Π(λ) = Tλ
(
Hc(π(λ))
)
, where π : T ∗M 7→M is the canonical projection. Actually Π(λ) is
the vertical subspace of TλHc,
(3.25) Π(λ) = {ξ ∈ TλHc : π∗(ξ) = 0}.
Now define a sequence of subspaces Πi(λ), λ ∈ Hc, by the following recursive formulas for i < 0:
(3.26) Πi−1(λ) := [
−→
H,Πi](λ), J−1(λ) = J (λ),
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where
−→
H is the Hamiltonian vector field
−→
H , corresponding to the Hamiltonian H.
Note that the symplectic form σˆ induces the 2-form σ˜ on Hc and R
−→
H is exactly the line
distribution of kernels of this form. Given a subspace Λ of ∆˜(λ) denote by Λ∠ the skew-symmetric
complement ofW with respect to this form. By constructions Π(λ)∠ = Π(λ). Using the operation
of skew-symmetric complement we can define the subspaces Πi(λ) for i ≥ 0 as follows:
(3.27) Πi(λ) =
(
Π−i−2(λ)
)∠
∩Π(λ).
Further, for a generic point q ∈ M there is a neighborhood U and an open and dense subset
Û of π−1(U) ∩Hc such that for any i ∈ Z dimΠi(λ) is the same for all λ ∈ Û . Then the tuple of
distributions (∆˜, C, {Vi}i∈Z) on U with ∆˜ = THc, C = R
−→
H , and Vi = Πi satisfies properties (P1)-
(P4). As a matter of fact, in contrast to our previous examples, the vector field
−→
H is distinguished
on C so we are interested not in the equivalence problem of the tuple (∆˜, C, {Vi}i∈Z) but in the
equivalence problem of the tuple (∆˜,
−→
H, {Vi}i∈Z) We will say that the tuple is associated with
the geometric structure U by the symplectification. Since the vertical distribution Π is one of the
elements of this tuple, two geometric structures on M are equivalent if and only if the tuples
associated with them by symplectification are equivalent. Besides, in most of the situations the
tuple (∆˜,
−→
H, {Vi}i∈Z) is recoverable from the corresponding flag structure (if one also take into
account the distinguished parametrization on the curves of flags).
The linearization Yγ of the sequence of distributions {Ji}i∈Z along the foliation Fol(R
−→
H ) of
normal extremals at a leaf (a normal extremal) γ is called the Jacobi curve of the normal extremal
γ. Since γ is parameterized curve so that γ˙(t) =
−→
H
(
γ(t)
)
, the Jacobi curve Yγ is parameterized
as well. From (3.26), (3.27), and Remark 2.1 it follows that the curves of flags satisfy conditions
(F1)-(F3) of subsection 2.3.
Remark 3.3. The same scheme works in more general situation, when the maximized Hamilton-
ian is not defined (for example, for sub-pseudo-Riemannian structures, defined by a distribution D
and pseudo-Euclidean norms on each space D(q)). Assume that for some open subset O ⊂ T ∗M
there exists a smooth map u : O 7→ V such that for any λ = (p, q) ∈ O the point u(λ) is a critical
point of a function hλ : Vq 7→ R, where hλ(v)
def
= p(v). Define H˜(λ) = p
(
u(λ)
)
. The function H˜
is called a critical Hamiltonian associated with the geometric structure U and one can make the
same constructions as above with any critical Hamiltonian.
Further, similarly to Example 3, given a symbol δ of a parameterized curves of symplectic flags
or, shortly, a parameterized symplectic symbol, one can define the notion of δ-regular curve. In
the case when U is a sub-Riemannian or a sub-pseudo-Riemannian structure the set Hc(q) =
Hc ∩ T
∗
qM is a level set of a quadratic form and the corresponding Hamiltonian vector fields
depends algebraically on the fibers. In these cases, similarly to Example 3, for a generic point
q ∈ M there is a neighborhood U of q in M and a parameterized symplectic symbol δ such that
any point from a generic subset of π˜−1(U) ∩ PWD is δ-regular and this symbol δ is called the
Jacobi symbol of the structure U at q. For more general geometric structures, it is possible that
δ1-regular and δ2-regular points belong to the same fiber Hc(q) for two different parameterized
symplectic symbols δ1 and δ2. In this case we can restrict ourselves to an open subset Û(δ) of Hc
where all points are δ-regular for some parameterized symplectic symbol δ and to proceed with
the linearization procedure on this subset to get the canonical frame for the original structure
from the canonical frame for the resulting flag structure (TS, {Yγ}γ∈S
)
with parameterized flag
symbol δ. Here S is the space of normal extremals in Û .
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By analogy with Example 3 we say that a geometric structures U is said to be of maximal class
if all curves Yγ−1 do not lie in a proper subspace of ∆(γ) for generic normal extremal γ. It was
proved in [1] (although using a different but equivalent terminology) that any sub-Riemannian
structure on a bracket-generating distribution is of maximal class.
Further, let τm denote the degree −1 endomorphism of a 2m-dimensional graded symplectic
space as defined in Example 3, case a, after the formula (3.24) (i.e. the endomorphism generating
the symbol of rank 2 distribution of maximal class on Rm+3).
From [44] it follows that for any sub-Riemannian structure on a bracket-generating distribution
with Jacobi symbol δ and, more generally, for any geometric structure U with the maximized
Hamiltonian being well defined and smooth in the set Û of δ-regular points and such that U is of
maximal class the parameterized flag symbol δ is a direct sum of endomorphisms of type τm.
More generally, fix two functions N+, N− : N → N ∪ {0} with finite support and assume that
the parameterized symplectic symbol δ is the direct sum of endomorphisms of type τm and −τm,
where τm appears N+(m) times and −τm appears N−(m) times in this sum for each m ∈ N.
These symbols correspond to curves in a Lagrangian Grassmannian satisfying condition (G) in
the terminology of the previous papers of the second author with C. Li ([43, 44]) and they may
appear, for example, after symplectificatiom/linearization of sub-(pseudo)-Riemannian structures.
Then from the results of [43, 44] or more general results of [18, subsection 8.3.6] it follows that
the non-negative part uF,par+ (δ) of u
F,par(δ) is equal to
⊕
m∈N
so(N+(m), N−(m)) and it is actually
equal to the zero component uF,par0 (δ) of u
F,par(δ).
Moreover, δ is a nice symbol so that applying Theorem 2.1 to the corresponding flag structure we
obtain a principal bundle P (δ) over the space of normal extremals S in Û(δ) with the Lie algebra of
the structure group isomorphic to
⊕
m∈N
so(N+(m), N−(m))⊕Rδ. Moreover, this bundle P induces
the principle bundle P1(δ) over Û(δ) with the structure group
∏
m∈N
O
(
N+(m), N−(m)
)
(note that
the bundles P (δ) and P1(δ) coincide as sets). In particular, it gives the canonical (pseudo-)
Riemannian metric on Û(δ), which immediate implies that the first algebraic prolongation of the
pair
(
m, uF,par(δ)
)
is equal to 0, as in a (pseudo-) Riemannian case (here m is a commutative
Lie algebra of the appropriate dimension). In other words, the canonical frame of Theorem 2.4
(or Theorem 3.1) applied to the flag structure (or the tuple of distributions) associated with the
geometric structure U can be constructed already on the bundle P (δ).
Note that, as already mentioned in [43, 44], this type of constructions gives not only a canonical
(pseudo-) Riemannian metric on Û(δ) but a canonical splitting of each tangent spaces to any point
of Û(δ) such that each space of the splitting is endowed with the canonical (pseudo-) Euclidean
structure.
Finally, note that not any parameterized symplectic symbol is the direct sum of endomor-
phisms of type τm1 and −τm2 (or of type (D2) in the terminology of [18, section 7.2]), because
there is another type of symplectically indecomposable degree −1 endomorphisms (type (D1)
in the same paper), which can be used in this direct sum. Similarly to the Jacobi symbols of
rank 3 distributions these symplectically indecomposable endomorphisms are sums of 2 indecom-
posable endomorphisms with respect to the General Linear group. The algebras uF,par(δ) and
u
(
m, uF,par(δ)
)
for arbitrary parameterized symplectic symbol will be described elsewhere.
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4. Proof of Theorem 2.3: First prolongation of quasi-principle bundle
Let P 0 be a quasi-principle bundle of type (m, g0). Let Π0 : P
0 → S be the canonical projection.
The filtration {∆i}i<0 of TS induces a filtration {∆
i
0}i≤0 of TP
0 as follows:
∆00 = ker(Π0)∗,
∆i0(ϕ) =
{
v ∈ TϕP
0 : (Π0)∗v ∈ ∆
i
(
Π0(ϕ)
)}
, ∀i < 0, ϕ ∈ P 0
(4.1)
We also set ∆i0 = 0 for all i > 0. Note that ∆
0
0(ϕ) is the tangent space at ϕ to the corresponding
fiber of P 0 and therefore can be identified with the subspace L0ϕ of g
0(m) via the map Ω(ϕ) :
Tϕ
(
P 0
(
Π0(ϕ)
))
7→ L0ϕ, defined by (2.5).
Besides, all spaces L0ϕ can be canonically identified with one vector space. For this take a
subspace M0 of the space g
0(m) ⊂ gl(g−1) such that the corresponding graded space grS0 is
complementary to grL0ϕ in gl(gr g
−1), i.e.
(4.2) gl(gr g−1) = grL0ϕ ⊕ grM0.
Recall that by condition (2) of Definition 2.2 the space grL0ϕ does not depend on ϕ, so the choice
of M0 as above is indeed possible. Therefore
(4.3) gl(g−1) = L0ϕ ⊕M0.
for any ϕ ∈ P 0. Let
(4.4) L0 := gl(g−1)/M0,
The splitting (4.3) defines the identification Id0ϕ between the space L
0
ϕ and the factor-space
gl(g−1)/M0, Id
0
ϕ : L
0
ϕ 7→ L
0. The space L0 has the natural filtration induced by the filtration on
gl(g−1) . The identification Id0ϕ preserves the filtrations on the spaces L
0
ϕ and L
0. Note that by
condition (3) of Definition 2.2 we have the following identifications:
(4.5) g0 ∼= grL0ϕ
∼= grL0.
The space M0 is called the identifying space for the zero prolongation.
Now fix a point ϕ ∈ P 0 and let πi0 : ∆
i
0(ϕ)/∆
i+2
0 (ϕ)→ ∆
i
0(ϕ)/∆
i+1
0 (ϕ) be the canonical projec-
tion to the factor space. Note that Π0∗ induces an isomorphism between the space ∆
i
0(ϕ)/∆
i+1
0 (ϕ)
and the space ∆i
(
Π0(ϕ)
)
/∆i+1
(
Π0(ϕ)
)
for any i < 0. We denote this isomorphism by Πi0. The
fiber of the bundle P 0 over a point γ ∈ S is a subset of the set of all maps
ϕ ∈
⊕
i<0
Hom
(
gi,∆i(γ)/∆i+1(γ)
)
,
which are isomorphisms of the graded Lie algebras m =
⊕
i<0
gi and
⊕
i<0
∆i(γ)/∆i+1(γ). Let P̂ 1 be
the bundle over P 0 with the fiber P̂ 1(ϕ) over ϕ ∈ P 0 consisting of all maps
ϕˆ ∈
⊕
i<0
Hom
(
gi,∆i0(ϕ)/∆
i+2
0 (ϕ)
)
⊕Hom
(
L0,∆00(ϕ)
)
such that
ϕ|gi = Π
i
0 ◦ π
i
0 ◦ ϕˆ|gi , ∀i < 0,
ϕˆ|L0ϕ =
(
Ω(φ)|L0ϕ)
)−1
◦
(
Id0ϕ
)−1
.
(4.6)
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The bundle P̂ 1 is an affine bundle as shown below. Our goal in this section is to distinguish in a
canonical way an affine subbundle of P̂ 1 of minimal possible dimension.
For this fix again a point ϕ ∈ P 0. For any i < 0 choose a subspace H i ⊂ ∆i0(ϕ)/∆
i+2
0 (ϕ),
which is a complement of ∆i+10 (ϕ)/∆
i+2
0 (ϕ) to ∆
i
0(ϕ)/∆
i+2
0 (ϕ):
(4.7) ∆i0(ϕ)/∆
i+2
0 (ϕ) = ∆
i+1
0 (ϕ)/∆
i+2
0 (ϕ)⊕H
i.
Then the map Πi0 ◦ π
i
0|Hi defines an isomorphism between H
i and ∆i
(
Π0(ϕ)
)
/∆i+1
(
Π0(ϕ)
)
. So,
once a tuple of subspaces H = {H i}i<0 is chosen, one can define a map
ϕH ∈
⊕
i<0
Hom
(
gi,∆i0(ϕ)/∆
i+2
0 (ϕ)
)
⊕Hom
(
L0,∆00(ϕ)
)
as follows
ϕH|gi = (Π
i
0 ◦ π
i
0|Hi)
−1 ◦ ϕ|gi if i < 0
ϕH|L0ϕ =
(
Ω(φ)|L0ϕ)
)−1
◦
(
Id0ϕ
)−1(4.8)
Clearly ϕˆ = ϕH satisfies (4.6). Tuples of subspaces H = {H i}i<0 satisfying (4.7) play here the
same role as horizontal subspaces (an Ehresmann connection) in the prolongation of the usual G-
structures (see, for example, [33] or [42][section 2]. Can we choose a tuple {H i}i<0 in a canonical
way? For this, by analogy with the prolongation of G-structure, we introduce a “partial soldering
form”of the bundle P 0 and the structure function of a tuple H. The soldering form of P 0 is a
tuple Ω0 = {ω
i
0}i<0, where ω
i
0 is a g
i-valued linear form on ∆i0(ϕ) defined by
(4.9) ωi0(Y ) = ϕ
−1
((
(Π0)∗(Y )
)
i
)
,
where
(
(Π0)∗(Y )
)
i
is the equivalence class of (Π0)∗(Y ) in ∆
i(γ)/∆i+1(γ). Observe that ∆i+10 (ϕ) =
kerωi0. Thus the form ω
i
0 induces the g
i-valued form ω¯i0 on ∆
i
0(ϕ)/∆
i+1
0 (ϕ). The structure function
C0H of the tuple H = {H
i}i<0 is the element of the space
(4.10) A0 =
 −2⊕
i=−µ
Hom(g−1 ⊗ gi, gi)
⊕Hom(g−1 ∧ g−1, g−1)
defined as follows. Let prHi be the projection of ∆
i
0(ϕ)/∆
i+2
0 (ϕ) to ∆
i+1
0 (ϕ)/∆
i+2
0 (ϕ) parallel to
H i ( or corresponding to the splitting (4.7)). Given vectors v1 ∈ g
−1 and v2 ∈ g
i, take two vector
fields Y1 and Y2 in a neighborhood of λ in P
0 such that Y1 is a section of ∆
−1
0 , Y2 is a section of
∆i0, and
ω−10 (Y1) ≡ v1, ω
i
0(Y2) ≡ v2,
Y1(ϕ) = ϕ
H(v1), Y2(ϕ) ≡ ϕ
H(v2) mod∆
i+2
0 (ϕ).
(4.11)
Then set
(4.12) C0H(v1, v2)
def
= ω¯i0
(
prHi−1
(
[Y1, Y2](ϕ)
))
.
In the above formula we take the equivalence class of the vector [Y1, Y2](ϕ) in ∆
i−1
0 (ϕ)/∆
i+1
0 (ϕ)
and then apply prHi−1. It is easy to show (see [42, section 3]) that C
0
H(v1, v2) does not depend on
the choice of vector fields Y1 and Y2, satisfying (4.11).
We now take another tuple H˜ = {H˜ i}i<0 such that
(4.13) ∆i0(ϕ)/∆
i+2
0 (ϕ) = ∆
i+1
0 (ϕ)/∆
i+2
0 (ϕ) ⊕ H˜
i
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and consider how the structure functions C1H and C
1
H˜
are related. By construction, for any vector
v ∈ gi the vector ϕH˜(v)− ϕH(v) belongs to ∆i+10 (ϕ)/∆
i+2
0 (ϕ). Let
fHH˜(v)
def
=
ω¯
i+1
0
(
ϕH˜(v)− ϕH(v)
)
if v ∈ gi with i < −1
Id0ϕ ◦ Ω(ϕ)
(
ϕH˜(v)− ϕH(v)
)
if v ∈ g−1.
Then f
HH˜
∈
⊕
i<−1
Hom(gi, gi+1)⊕Hom(g−1, L0). Conversely, it is clear that for any
f ∈
⊕
i<−1
Hom(gi, gi+1)⊕Hom(g−1, L0)
there exists a tuple H˜ = {H˜ i}i<0, satisfying (4.13), such that f = fHH˜. In other words, the
bundle P̂ 1 is the affine bundle over P 0 such that each fiber is an affine space over the linear space⊕
i<−1
Hom(gi, gi+1)⊕Hom(g−1, L0).
Further, let A0 be as in (4.10). For any ϕ ∈ P
0 define a map
∂0 :
⊕
i<−1
Hom(gi, gi+1)⊕Hom(g−1, L0ϕ)→ A0
by
(4.14) ∂0f(v1, v2) = [f(v1), v2] + [v1, f(v2)]− f([v1, v2]),
where the brackets [ , ] are as in the Lie algebra m ⊕ g0(m) (see (2.10)). The map ∂0 coincides
with the Spencer (or antisymmetrization) operator in the case of G-structures (see, for example,
[33]). Therefore it is called the generalized Spencer operator for the first prolongation (at the point
ϕ ∈ P 0). Under the identification Id0ϕ between spaces L
0
ϕ and L
0 we look at the operator ∂0 as
acting
(4.15) from
⊕
i<−1
Hom(gi, gi+1)⊕Hom(g−1, L0) to A0.
The following formula is a cornerstone of the prolongation procedure (for the proof see [42,
Proposition 3.1]):
(4.16) C0
H˜
= C0H + ∂0fHH˜.
Further the filtration (1.6) on the spaces g−1 induces natural (nonincreasing by inclusion)
filtrations {g−ij }
0
j=−iν on each space g
−i with i > 0 as follows
(4.17) g−ij = span{[v1, [v2, [. . . [vi−1, vi], . . . , ] : vk ∈ g
−1
jk
,−ν ≤ jk ≤ −1,
i∑
k=1
jk ≥ j}
For i < 0 let gr gi =
−i⊕
j=iν
gi,j be the corresponding graded spaces, where gi,j = gij/g
i
j+1. Also, let
grm =
−1⊕
j=−µ
gr gi =
−1⊕
i=−µ
−i⊕
j=−iν
gi,j
Then grm is a bi-graded vector space. Besides, the structure of a graded Lie algebra on m induces
the structure of a bi-graded Lie algebra on grm with the Lie brackets [·, ·]gr defined as follows: If
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v1 ∈ g
i1,j1 , v2 ∈ g
i2,j2 , v˜1 and v˜2 are representative of the equivalence classes v1 and v2 in g
i1
j1
and
gi2j2 , respectively, then
(4.18) [v1, v2]gr := [v˜1, v˜2] mod g
i1+i2
j1+j2+1
,
where [·, ·] are the Lie brackets on m. Then for arbitrary v1 and v2 from grm the Lie brackets
[v1, v2]gr are defined by bilinearity.
Moreover, the Lie algebras m and grm are isomorphic: any linear isomorphism I : g−1 → gr g−1
can be extended to an isomorphism of Lie algebras m and grm by setting:
I
(
[v1, [v2, [, . . . [vi−1, vi], . . . , ]
)
= [I(v1), [I(v2), [. . . [I(vi−1), I(vi)]gr, . . . , ]gr
As I one can take J−1, where J : gr g−1 → g−1 is as in condition (2) of Definition 2.1 (with
W = g−1 there). Any X ∈ gr g0(m) ⊂ gl(gr g−1) can be extended to a derivation of the Lie
algebra grm as follows: the operator J ◦X ◦J−1 belongs to g0 and, in particular, can be extended
to a derivation of the Lie algebra m. Let us denote this extension by Y . Then to define the desired
extension of X we set Xv := J−1 ◦ Y ◦ Jv for any v ∈ grm. Besides, as in (2.10), one extends the
structure of Lie algebra from grm to grm ⊕ gr g0(m). Moreover, its Lie subalgebra grm ⊕ grL0ϕ
is isomorphic to the Lie algebra m⊕ g0 and the isomorphism is given by
(4.19) (v,X) 7→ (Jv, J ◦X ◦ J−1), v ∈ grm, X ∈ grL0ϕ.
Further, if A and B are vector spaces endowed with nonincreasing by inclusion filtrations
{Aj}j∈Z and {Bj}j∈Z , respectively, then by analogy with (2.1) define the filtration
{(
Hom(A,B)
)
k
}
k∈Z
on Hom(A,B) by
(4.20)
(
Hom(A,B)
)
k
= {X ∈ Hom(A,B) : X(Aj) ⊂ Bj+k for any j ∈ Z}.
With this notation we can define the filtration on the domain space of the generalized Spencer
operator ∂0 as follows:
(4.21)
{⊕
i<−1
(
Hom(gi, gi+1)
)
k
⊕
(
Hom(g−1, L0ϕ)
)
k
}
k∈Z
.
To define an appropriate filtration on the target space A0 of the operator ∂0, first define the
natural nonincreasing filtration of the spaces g−1 ⊗ gi and g−1 ∧ g−1 as follows:(
g−1 ⊗ gi
)
j
= span{v1 ⊗ v2 : v1 ∈ g
−1
j1
, v2 ∈ g
i
j2
, j1 + j2 > j},(
g−1 ∧ gi
)
j
= span{v1 ∧ v2 : v1 ∈ g
−1
j1
, v2 ∈ g
i
j2
, j1 + j2 > j}
With this filtrations and the notation given by (4.20), we can define the following filtration on
the target space A0 of the operator ∂0:
(4.22)
(
−2⊕
i=−µ
(
Hom(g−1 ⊗ gi, gi)
)
k
)
⊕
(
Hom(g−1 ∧ g−1, g−1)
)
k

k∈Z
Note that directly from (4.14) it follows that ∂0 preserves the filtrations (4.21) and (4.22) of
the domain and target spaces, i.e. it sends the kth space of filtration (4.21) to the kth space of
filtration (4.22) for any k ∈ Z.
Now as before assume that A and B are two filtered vector spaces endowed with non-increasing
by inclusion filtrations {Ak}k∈Z and {Bk}k∈Z, respectively. Let Υ : A 7→ B be a linear map
preserving the filtration, i.e. such that Υ(Ak) ⊂ Bk for any k ∈ Z. Then to Υ one can associate
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the linear map grΥ : grA 7→ grB of the corresponding graded spaces such that grΥ(a+Ak+1) =
Υ(a) +Bk+1.
Let us consider the map gr ∂0 associated with the generalized Spencer operator ∂0. Note that
similarly to (2.2) we have the following natural identifications for the domain space and the target
space of the map gr ∂0 (which are the graded spaces corresponding to filtrations (4.21) and (4.22)
of the domain and the target space of the operator ∂0, respectively):
gr
(⊕
i<−1
Hom(gi, gi+1
)
⊕Hom(g−1, L0ϕ)
∼=
⊕
i<−1
Hom(gr gi, gr gi+1)⊕Hom(gr g−1, grL0ϕ),(4.23)
grA0 ∼=
⊕
i<−1
Hom(gr g−1 ⊗ gr gi, gr gi)⊕Hom(gr g−1 ∧ gr g−1, gr g−1)(4.24)
In particular, from condition 2) of Definition 2.2 it follows that the domain space of gr ∂0 does
not depend on a point ϕ ∈ P 0. By the definition of Lie brackets [·, ·]gr and under identifications
(4.23)-(4.24) we have
(4.25) gr ∂0f(v1, v2) = [f(v1), v2]gr + [v1, f(v2)]gr − f([v1, v2]gr),
Remark 4.1. Using the identification (4.19) we can consider the operator gr ∂0 as the operator
from
⊕
i<−1
Hom(gi, gi+1) to A0 satisfying the same formula as in (4.14).
Now let us prove the following general lemma:
Lemma 4.1. Let Υ: A→ B be a mapping of arbitrary filtered vector spaces A,B preserving the
filtration. Let grΥ: grA → grB be the associated mapping of the corresponding graded vector
spaces. Then the following three statements hold:
(1) gr(ker Υ) ⊂ ker(grΥ);
(2) if C is any subspace in B such that
(4.26) grC ⊕ Im grΥ = grB,
then C + ImΥ = B;
(3) under the assumptions of the previous items, the space grΥ−1(C) does not depend on C
and coincides with ker(grΥ).
Proof. 1) Suppose that a ∈ Ak and Υ(a) = 0. Then grΥ(a + Ak+1) = Υ(a) + Bk+1 = 0 and
a+Ak+1 ∈ grA lies in the kernel of grΥ.
2) Let b be any element in B(k). Then by assumption the element b + Bk+1 ∈ grB uniquely
decomposes as (c+Ck+1)+(Υ(a+Ak+1)) for some elements c+Ck+1 ∈ grC and a+Ak+1 ∈ grA.
Hence, we see that (b− c−Υ(a)) lies in Bk+1. Proceeding by induction we get that b = c
′+Υ(a′)
for some elements c′ ∈ C and a′ ∈ A.
3) Let a ∈ Υ−1(C) ∩Ak. Then grΥ(a+Ak+1) lies in grC and, hence, is equal to 0. Thus, we
have grΥ−1(C) ⊂ ker(grΥ).
To prove the opposite inclusion ker(gr Υ) ⊂ grΥ−1(C) we actually have to show that for any
a ∈ Ak, satisfying Υ(a) ∈ Bk+1, there exists a
′ ∈ Ak such that a − a
′ ∈ Ak+1 and Υ(a
′) ∈ C.
For this let Υk+1 be the restriction of Υ to A
(k−1). Then from (4.26) it follows that grC(k−1) ⊕
Im grΥk = B
(k−1). Hence, by the previous item of the lemma we have
C(k−1) + ImΥk−1 = B
(k−1).
From this and the assumption that Υ(a) ∈ B(k−1) it follows that there exist ck−1 ∈ C
(k−1)
and ak−1 ∈ A
(k−1) such that Υ(a) = ck−1 + Υ(ak−1). Therefore, as required a
′ one can take
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a′ = a − ak−1. Indeed, a
′ − a = ak−1 ∈ A
(k−1) and Υ(a′) = Υ(a − ak−1) = ck−1 ∈ C. This
completes the proof of the third item of the lemma. 
Now fix a subspace
N0 ⊂ A0
such that
(4.27) grA0 = Im gr ∂0 ⊕ grN0.
By analogy with G-structures and with principle bundles of type (m, g0) the subspace N0 is called
the normalization conditions for the first prolongation. From item (2) of Lemma 4.1 it follows
that
(4.28) A0 = Im ∂0 +N0.
Given ϕ ∈ P 0 denote by P 1(ϕ) the following space:
(4.29) P 1(ϕ) =
{
ϕH : H = {H i}i<0 satisfies (4.7) and C
0
H ∈ N0
}
,
where ϕH is defined by (4.8). Then from the formulas (4.16) and (4.28) it follows that P 1(ϕ) is
not empty. Moreover, if ϕH ∈ P 1(ϕ) for some tuple of spaces H, then ϕH˜ ∈ P 1(ϕ) for another
tuple of spaces H˜ if and only if
∂0fH,H˜ ∈ N0.
Here ∂0 is acting as in (4.15). Therefore, P
1(ϕ) is an affine space over the linear space
(4.30) L1ϕ := (∂0)
−1(N0) ⊂
⊕
i<−1
Hom(gi, gi+1)⊕Hom(g−1, L0).
From item (3) of Lemma 4.1 it follows that the corresponding graded space grL1ϕ (with respect
to filtration (4.21) of the domain space of ∂0) does not depend on the normalization condition
N0 and coincides with ker gr ∂0. Taking into account Remark 4.1 we get that under identification
(4.19) ker gr ∂0 ∼= g
1, where g1 is the first algebraic prolongation of the Lie algebra m ⊕ g0, as
defined in (2.12). The bundle P 1 over P 0 with the fiber P 1(ϕ) over a point ϕ ∈ P 0 is called the
first (geometric) prolongation of the bundle P 0.
Conclusion Given a subspace N0 ⊂ A0 satisfying (5.24) there exists a unique affine subbundle
P 1 of the bundle P̂ 1 with the fiber P 1(ϕ) over the point ϕ that satisfies (4.29). A fiber P 1(ϕ)
is an affine space over the linear space L1ϕ ⊂
⊕
i<−1
Hom(gi, gi+1) ⊕ Hom(g−1, L0). Moreover the
corresponding graded space grL1ϕ (with respect to filtration (4.21)) is equal to the first algebraic
prolongation g1 of the algebra m⊕ g0 under the identification (4.19).
Finally all spaces L1ϕ can be canonically identified with one vector space. For this take a
subspaceM1 of the space
⊕
i<−1
Hom(gi, gi+1)⊕Hom(g−1, L0) such that the corresponding graded
space grM1 is complementary to grL
1
ϕ in
⊕
i<−1
Hom(gr gi, gr gi+1)⊕Hom(gr g−1, grL0), i.e.
⊕
i<−1
Hom(gr gi, gr gi+1)⊕Hom(gr g−1, grL0) = grL1ϕ ⊕ grM1.
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By above, the space grL1ϕ is equal to g
1, i.e. does not depend on ϕ, so the choice ofM1 as above
is indeed possible. Therefore⊕
i<−1
Hom(gi, gi+1)⊕Hom(g−1, L0) = L1ϕ ⊕M1.
for any ϕ ∈ P 0. This splitting defines the identification Id1ϕ between the factor-space
(4.31) L1 :=
(⊕
i<−1
Hom(gi, gi+1)⊕Hom(g−1, L1)
)/
M1.
and the spaces L1ϕ (which in turn are canonically identified with tangent space to the fiber
P 1(ϕ) of P 1 over ϕ). The space L1 has the natural filtration induced by the filtration on⊕
i<−1
Hom(gi, gi+1)⊕Hom(g−1, L1). The aforementioned identification isomorphism preserves the
filtrations on the spaces L1 and L1ϕ. The space M1 is called the identifying space for the first
prolongation.
5. Proof of theorem 2.3: Higher order prolongation of quasi-principle bundles.
Now we are going to construct the higher order geometric prolongations of the bundle P 0
by induction. Assume that all l-th order prolongations P l are constructed for 0 ≤ l ≤ k. We
also set P−1 = S. We will not specify what the bundles P l are exactly. As in the case of
the first prolongation P 1, their construction depends on the choice of the identifying spaces and
normalization conditions on each step. But we will point out those properties of these bundles that
we need in order to construct the (k + 1)-st order prolongation P k+1. First of all simultaneously
with the bundles P l special filtered vector spaces Ll are constructed recursively such that
(A1) L0 is as in (4.4);
(A2) Ll is a factor-space of the space
⊕
i<−l
Hom(gi, gi+l)⊕
−1⊕
i=−l
Hom(gi, Li+l);
(A3) The filtration on Ll is induced by the natural filtration on
⊕
i<−l
Hom(gi, gi+l)⊕
−1⊕
i=−l
Hom(gi, Li+l),
which is given, similarly to (4.21), by
(5.1)
{⊕
i<−l
(
Hom(gi, gi+l)
)
k
⊕
−1⊕
i=−l
(
Hom(gi, Li+l)
)
k
}
k∈Z
,
where Hom(A,B)k is as in (4.20) and the filtration on g
i is given by (4.17);
(A4) The corresponding graded space grLl is naturally identified with the lth algebraic prolon-
gation gl of the Lie algebra m+ g0.
Before describing the properties of bundles P l note that the filtration on TS induces naturally
(by pullback) the filtration on each bundle P l, 0 ≤ l ≤ k. Indeed, let Πl : P
l → P l−1 be the
canonical projection. The tangent bundle TP l is endowed with the filtration {∆il} as follows: For
l = −1 it coincides with the initial filtration {∆i}i<0 and for l ≥ 0 we get by induction
∆ll = ker(Πl)∗
∆il(ϕl) =
{
v ∈ TλP
l : (Πl)∗v ∈ ∆
i
l−1
(
Πl(ϕl)
)}
, ∀i < l.
(5.2)
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We also set ∆il = 0 for i > l.
Below are the main properties of bundles P l, 0 ≤ l ≤ k:
(B1) The fiber of P l, 0 ≤ l ≤ k, over a point ϕl−1 ∈ P
l−1 will be a certain affine subspace of
the space of all maps belonging to the space⊕
i≤−1
Hom
(
gi,∆il−1(ϕl−1)/∆
i+l+1
l−1 (ϕl−1)
)
⊕
l−1⊕
i=0
Hom
(
Li,∆il−1(ϕl−1)
)
.
Moreover, for each i, 0 ≤ i < l the restrictions ϕl|Li are the same for all points ϕl from
the same fiber of P l;
(B2) For 0 < l ≤ k if ϕl ∈ P
l and ϕl−1 = Πl(ϕl), then the points ϕl−1 and ϕl, considered as
maps, are related as follows: if
(5.3) πil : ∆
i
l(ϕl)/∆
i+l+2
l (ϕl)→ ∆
i
l(ϕl)/∆
i+l+1
l (ϕl)
denotes the canonical projection to a factor space and
(5.4) Πil : ∆
i
l(ϕl)/∆
i+l+1
l (ϕl)→ ∆
i
l−1
(
Πl(ϕl)
)
/∆i+l+1l−1
(
Πl(ϕl)
)
are the canonical maps induced by (Πl)∗, then
for i < 0 ϕl−1|gi = Π
i
l−1 ◦ π
i
l−1 ◦ ϕl|gi ,
for 0 ≤ i < l ϕl−1|Li = Π
i
l−1 ◦ ϕl|Li .
(5.5)
Note that the maps Πil are isomorphisms for i < 0 and the maps π
i
l are identities for i ≥ 0
(recall that ∆il = 0 for i > l);
(B3) For l ≥ 1 the tangent spaces (=∆ll(ϕl)) to the fiber P
l(ϕl−1), where ϕl−1 = Πl(ϕl),
are canonically identified with certain subspaces Llϕl−1 of the space
⊕
i<−l
Hom(gi, gi+l) ⊕
−1⊕
i=−l
Hom(gi, Li+l), which in turn are canonically identified with the space Ll. The obtained
in this way canonical isomorphism between Ll and ∆ll(ϕl) will be denoted Id
l
ϕl
. Finally,
ϕl|Ll−1 coincides with Id
l
ϕl
.
Note also that for l ≥ 1, the bundle P l is an affine bundle over P l−1 with fibers being affine
space over the vector space Ll. In particular, the dimensions of the fibers are equal to dim gl.
Now we are ready to construct the (k+1)-st order Tanaka geometric prolongation. Fix a point
ϕk ∈ P
k. Then
ϕk ∈
⊕
i<−1
Hom
(
gi,∆ik−1(ϕk−1)/∆
i+k+1
k−1 (ϕk−1)
)
⊕
k−1⊕
i=0
Hom
(
Li,∆ik−1(ϕk−1)
)
,
where ϕk−1 = Πk(ϕk). Let Hk = {H
i
k}i<k be the tuple of spaces such that H
i
k = ϕk(g
i) for i < 0
and H ik = ϕk(L
i) for 0 ≤ i < k. Take a tuple Hk+1 = {H
i
k+1}i<k of linear spaces such that
(1) for i < 0 the space H ik+1 is a complement of ∆
i+k+1
k (ϕk)/∆
i+k+2
k (ϕk) in (Π
i
k ◦π
i
k)
−1(H ik) ⊂
∆ik(ϕk)/∆
i+k+2
k (ϕk),
(5.6) (Πik ◦ π
i
k)
−1(H ik) = ∆
i+k+1
k (ϕk)/∆
i+k+2
k (ϕk)⊕H
i
k+1;
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(2) for 0 ≤ i < k the space H ik+1 is a complement of ∆
k
k(ϕk) in (Π
i
k)
−1(H ik),
(5.7) (Πik)
−1(H ik) = ∆
k
k(ϕk)⊕H
i
k+1.
Here the maps πik and Π
i
k are defined as in (5.3) and (5.4) with l = k.
Since ∆i+k+1k (ϕk)/∆
i+k+2
k (ϕk) = ker π
i
k and Π
i
k is an isomorphism for i < 0, the map Π
i
k ◦
πik|Hik+1
defines an isomorphism between H ik+1 and H
i
k for i < 0. Additionally, by (5.7) the map
(Πk)∗|Hi
k+1
defines an isomorphism between H ik+1 and H
i
k for 0 ≤ i < k. So, once a tuple of
subspaces Hk+1 = {H
i
k+1}i<k, satisfying (5.6) and (5.7), is chosen, one can define a map
ϕHk+1 ∈
⊕
i<−1
Hom
(
gi,∆ik(ϕk)/∆
i+k+2
k (ϕk)
)
⊕
k⊕
i=0
Hom
(
Li,∆ik(ϕk)
)
as follows
ϕHk+1 |gi = (Π
i
k ◦ π
i
k|Hi
k+1
)−1 ◦ ϕk|gi , if i < 0,
ϕHk+1 |Li =
(
(Πk)∗|Hi
k+1
)−1
◦ ϕk|gi , if 0 ≤ i < k,
ϕHk+1 |Lk = Id
k
ϕk
.
(5.8)
Can we choose a tuple or a subset of tuples Hk+1 in a canonical way? To answer this question,
by analogy with section 4, we introduce a “partial soldering form ”of the bundle P k and the
structure function of a tuple Hk+1. The soldering form of P
k is a tuple Ωk = {ω
i
k}i<k, where ω
i
k
is a gi-valued linear form on ∆ik(ϕk) for i < 0 and L
i-valued linear form on ∆ik(ϕk) for 0 ≤ i < k
defined by
(5.9) ωik(Y ) = ϕ
−1
k
((
(Πk)∗(Y )
)
i
))
.
Here
(
(Πk)∗(Y )
)
i
is the equivalence class of (Πk)∗(Y ) in ∆
i
k−1(ϕk−1)/∆
i+k+1
k−1 (ϕk−1). By con-
struction, it follows immediately that ∆i+1k (ϕk) = kerω
i
k. So, the form ω
i
k induces the g
i-valued
form ω¯ik on ∆
i
k(ϕk)/∆
i+1
k (ϕk).
The structure function CkHk+1 of a tuple Hk+1 is the element of the space
Ak =
−k−1⊕
i=−µ
Hom(g−1 ⊗ gi, gi+k)
 ⊕( −2⊕
i=−k
Hom(g−1 ⊗ gi, Li+k)
)
⊕
Hom(g−1 ∧ g−1, Lk−1)⊕
(
k−1⊕
i=0
Hom(g−1 ⊗ Li, Lk−1)
)(5.10)
defined as follows: Let πi,sl : ∆
i
l(ϕl)/∆
i+l+2
l (ϕl) → ∆
i
l(ϕl)/∆
i+l+2−s
l (ϕl) be the canonical projec-
tion to a factor space, where −1 ≤ l ≤ k, i ≤ l. Here, as before, we assume that ∆il = 0 for i > l.
Note that the previously defined πil coincides with π
i,1
l . By construction, one has the following
two relations
∆ik(ϕk)/∆
i+k+2
k (ϕk) =
(⊕k
s=0 π
i+s,s
k (H
i+s
k+1)
)
⊕∆i+k+1k (ϕk)/∆
i+k+2
k (ϕk) if i < 0,(5.11)
∆ik(ϕk) =
(⊕k−1
s=i H
i
k+1
)
⊕∆kk(ϕk) if 0 ≤ i < k.(5.12)
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Let pr
Hk+1
i be the projection of ∆
i
k(ϕk)/∆
i+k+2
k (ϕk) to ∆
i+k+1
k (ϕk)/∆
i+k+2
k (ϕk) corresponding to
the splitting (5.11) if i < 0 or the projection of ∆ik(ϕk) to H
k−1
k+1 corresponding to the splitting
(5.12) if 0 ≤ i < k. Given vectors v1 ∈ g
−1 and v2 ∈ g
i take two vector fields Y1 and Y2 in a
neighborhood Uk of ϕk in P
k such that for any ϕ˜k ∈ Uk, where
ϕ˜k ∈
⊕
i≤−1
Hom
(
gi,∆ik−1
(
Πk(ϕ˜k)
)
/∆i+k+1k−1
(
Πk(ϕ˜k)
))
⊕
k−1⊕
i=0
Hom
(
Li,∆ik−1(Πk(ϕ˜k)
))
.
one has
Πk∗Y1(ϕ˜k) = ϕ˜k(v1), Πk∗Y2(ϕ˜k) ≡ ϕ˜k(v2) mod ∆
i+k+1
k−1
(
Πk(ϕ˜k)
)
,
Y1(ϕk) = ϕ
Hk+1(v1), Y2(ϕk) ≡ ϕ
Hk+1(v2) mod∆
i+k+2
k (ϕk).
(5.13)
Then set
(5.14) CkHk+1(v1, v2)
def
=
ω¯
i+k
k
(
pr
Hk+1
i−1
(
[Y1, Y2]
))
if i < 0,
ωk−1k
(
pr
Hk+1
i−1
(
[Y1, Y2]
))
if 0 ≤ i < k.
As in the case of the first prolongation, it is not hard to see that CkH(v1, v2) does not depend on
the choice of vector fields Y1 and Y2, satisfying (5.13).
Now take another tuple H˜k+1 = {H˜
i
k+1}i<k such that
(1) for i < 0 the space H˜ ik+1 is a complement of ∆
i+k+1
k (ϕk)/∆
i+k+2
k (ϕk) in (Π
i
k ◦π
i
k)
−1(H ik) ⊂
∆ik(ϕk)/∆
i+k+2
k (ϕk),
(5.15) (Πik ◦ π
i
k)
−1(H ik) = ∆
i+k+1
k (ϕk)/∆
i+k+2
k (ϕk)⊕ H˜
i
k+1;
(2) for 0 ≤ i < k the space H˜ ik+1 is a complement of ∆
k
k(ϕk) in (Π
i
k)
−1(H ik),
(5.16) (Πik)
−1(H ik) = ∆
k
k(ϕk)⊕ H˜
i
k+1.
How are the structure functions CkHk+1 and C
k
H˜k+1
related? By construction, for any vector v ∈ gi
the vector ϕH˜k+1(v)−ϕHk+1(v) belongs to ∆i+k+1k (ϕk)/∆
i+k+2
k (ϕk), for i < 0, and to ∆
k
k(ϕk), for
0 ≤ i < k. Let
fHk+1H˜k+1(v)
def
=
ω¯
i+k+1
k
(
ϕH˜k+1(v)− ϕHk+1(v)
)
if v ∈ gi with i < −1
(Idkϕk)
−1
(
ϕH˜k+1(v)− ϕHk+1(v)
)
if v ∈ g−1 orv ∈ Liwith 0 ≤ i < k.
Then
fHk+1H˜k+1 ∈
⊕
i<−k−1
Hom(gi, gi+k+1)⊕
⊕
−k−1≤i<0
Hom(gi, Li+k+1)⊕
k−1⊕
i=0
Hom(Li, Lk).
In the opposite direction, it is clear that for any
f ∈
⊕
i<−k−1
Hom(gi, gi+k+1)⊕
⊕
−k−1≤i<0
Hom(gi, Li+k+1)⊕
k−1⊕
i=0
Hom(Li, Lk),
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there exists a tuple H˜k+1 = {H˜
i
k+1}i<k satisfying (5.15) and (5.16) and such that f = fHk+1H˜k+1 .
Further, let Ak be as in (5.10) and define a map
∂k :
⊕
i<−k−1
Hom(gi, gi+k+1)⊕
⊕
−k−1≤i<0
Hom(gi, Li+k+1)⊕
k−1⊕
i=0
Hom(Li, Lk)→ Ak
by
(5.17)
∂kf(v1, v2) =

[f(v1), v2] + [v1, f(v2)]− f([v1, v2]) if v1 ∈ g
−1, v2 ∈ g
i, i ≤ −k − 1;(
f(v1)
)
(v2)−
(
f(v2)
)
(v1)− f([v1, v2]) if v1 ∈ g
−1, v2 ∈ g
i,−k − 1 < i < 0
−
(
f(v2)
)
(v1) if v1 ∈ g
−1, v2 ∈ L
i, 0 ≤ i < k − 1,
Here in the first and in the second line the brackets [ , ] are as in the Lie algebra m ⊕ g0(m)
and in the second and the third line in the expressions
(
f(v1)
)
(v2) and
(
f(v2)
)
(v1) we use the
identification between the appropriate spaces Llϕl−1 and L
l from the property (B3) of the bundles
P l. Under this identification, we look on f(v1) as on an element of the space
⊕
i<−k
Hom(gi, gi+k)⊕
−1⊕
i=−k
Hom(gi, Li+k), which gives the appropriate meaning to
(
f(v1)
)
(v2). Similarly, one gives the
meaning to the expression
(
f(v2)
)
(v1).
Note that the map ∂k in general depends on the point ϕk ∈ P
k. Also, for k = 0 this definition
coincides with the definition of the generalized Spencer operator for the first prolongation given
in the previous section.
Similarly to the identity (4.16) the following identity holds:
(5.18) Ck
H˜k+1
= CkHk+1 + ∂kfHk+1H˜k+1
.
A verification of this identity for pairs (v1, v2), where v1 ∈ g−1 and v2 ∈ gi with i < 0, is
completely analogous to the proof of Proposition 3.1 in [42]. For i ≥ 0 one has to use the
inductive assumption that the restrictions ϕl|gi are the same for all ϕl from the same fiber (see
property (B2) from the list of properties satisfied by P l in the beginning of this section) and the
splitting (5.12).
Recall that the domain and the target spaces of the map ∂k have natural filtrations induced
by the filtrations on the spaces gi, i < 0, given by (4.17). Moreover, the map ∂k preserves these
filtrations.
What can we say about the associated map gr ∂k of the corresponding graded spaces? Using
the identifications similar to (4.23) and (4.24), identifications (4.19), and the property (A4) of the
spaces Ll above, the domain and the target spaces of the map gr ∂k can be identified with the
spaces
(5.19)
⊕
i<0
Hom(gi, gi+k+1)⊕
k−1⊕
i=0
Hom(gi, gk)
and
(5.20)
 −2⊕
i=−µ
Hom(g−1 ⊗ gi, gi+k)
 ⊕Hom(g−1 ∧ g−1, gk−1)⊕(k−1⊕
i=0
Hom(g−1 ⊗ gi, gk−1)
)
,
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respectively. Moreover, using these identifications and (5.17) one gets that the map gr ∂k satisfies
(5.21)
gr ∂kf(v1, v2) =
{
[f(v1), v2] + [v1, f(v2)]− f([v1, v2]) if v1 ∈ g
−1, v2 ∈ g
i, i < 0;
[v1, f(v2)] if v1 ∈ g
−1, v2 ∈ g
i, 0 ≤ i < k − 1,
where the brackets [ , ] are as in the algebraic universal prolongation u(m, g0) of the pair (m, g0).
Remark 5.1. Note that
(5.22) f ∈ ker gr ∂k ⇒ f |gi = 0, ∀ 0 ≤ i ≤ k − 1.
For the proof see section 3 of [42] (the map ∂k there coincides with the map gr ∂k here). In other
words,
(5.23) ker gr ∂k ⊂
⊕
i<0
Hom(gi, gi+k+1).
Moreover, directly from the definition, ker gr ∂0 ∼= g
k+1, where gk+1 is the (k + 1)st algebraic
prolongation of the Lie algebra m⊕ g0, as defined in (2.12).
Now fix a subspace
Nk ⊂ Ak
such that
(5.24) grAk = Im gr ∂k ⊕ grNk.
By analogy with G-structures and with principle bundles of type (m, g0) the subspace Nk is called
the normalization conditions for the (k+1)st prolongation. From item (2) of Lemma 4.1 it follows
that
(5.25) Ak = Im ∂k +Nk.
Given ϕk ∈ P
k denote by P k+1(ϕk) the following space:
(5.26) P k+1(ϕk) =
{
ϕHk+1 : Hk+1 = {H
i}i<k satisfies (5.6) and (5.7) and C
k
Hk+1
∈ Nk
}
,
where ϕHk+1 is defined by (5.8). Then from the formulas (5.18) and (5.25) it follows that P k+1(ϕk)
is not empty. Moreover, if ϕHk+1 ∈ P k+1(ϕk) for some tuple of spaces Hk+1, then ϕ
H˜k+1 ∈
P k+1(ϕk) for another tuple of spaces H˜k+1 if and only if
∂kfHk+1,H˜k+1 ∈ Nk.
Therefore, P k+1(ϕk) is an affine space over the linear space
(5.27)
Lk+1ϕk := (∂k)
−1(Nk) ⊂
⊕
i<−k−1
Hom(gi, gi+k+1)⊕
⊕
−k−1≤i<0
Hom(gi, Li+k+1)⊕
k−1⊕
i=0
Hom(Li, Lk).
From item (3) of Lemma 4.1 it follows that the corresponding graded space grLk+1ϕk (with respect
to the filtration of the domain space of ∂k) does not depend on the normalization condition Nk
and coincides with ker gr ∂k, which according to Remark 5.1 can be identified with g
k+1. Besides,
from (5.22) it follows that if f ∈ Lk+1ϕk , then f |Li = 0 for all 0 ≤ i < k. This implies that
Lk+1ϕk ⊂
⊕
i<−k−1
Hom(gi, gi+k+1)⊕
⊕
−k−1≤i<0
Hom(gi, Li+k+1).
Prolongation of quasi-principal frame bundles 47
Moreover, this implies that for any i, 0 ≤ i < k, the restrictions ϕk+1|Li are the same for all points
ϕk+1 from the same fiber P
k+1(ϕk). Note also that by (5.8) the restriction ϕk+1|Lk coincides with
the identification Idkϕk . The bundle P
k+1 over P k with the fiber P k+1(ϕk) over a point ϕk ∈ P
k
is called the (k + 1)st (geometric) prolongation of the bundle P 0.
Further, all spaces Lk+1ϕ can be canonically identified with one vector space. For this take a
subspace Mk+1 of the space
⊕
i<−k−1
Hom(gi, gi+k+1) ⊕
⊕
−k−1≤i<0
Hom(gi, Li+k+1). such that the
corresponding graded space grM1 is complementary to grL
1
ϕ in⊕
i<−k−1
Hom(gr gi, gr gi+k+1)⊕
⊕
−k−1≤i<0
Hom(gr gi, grLi+k+1).
⊕
i<−1
Hom(gr gi, gr gi+1)⊕Hom(gr g−1, grL0) = grL1ϕ ⊕ grMk+1.
By above, the space grLk+1ϕ is equal to g
k+1, i.e. does not depend on ϕk, so the choice of Mk+1
as above is indeed possible. Therefore⊕
i<−k−1
Hom(gi, gi+k+1)⊕
⊕
−k−1≤i<0
Hom(gi, Li+k+1) = Lk+1ϕk ⊕Mk+1.
for any ϕk ∈ P
k. This splitting defines the identification Idk+1ϕk between the factor-space
(5.28) Lk+1 :=
 ⊕
i<−k−1
Hom(gi, gi+k+1)⊕
⊕
−k−1≤i<0
Hom(gi, Li+k+1)
/M1.
and the space Lk+1ϕ . The space L
k+1 has the natural filtration induced by the filtration on⊕
i<−k−1
Hom(gi, gi+k+1) ⊕
⊕
−k−1≤i<0
Hom(gi, Li+k+1). This identification preserves the filtrations
on the spaces Lk+1 and Lk+1ϕk . The space Mk+1 is called the identifying space for the (k + 1)-st
prolongation.
By our constructions the space Lk+1 is canonically identified with tangent space to the fiber
P k=1(ϕk) at any point ϕk+1. Denote the identifying isomorphism by Id
k+1
ϕk+1
. In this way we finish
the induction step by constructing the space Lk+1 and the bundle P k+1 satisfying properties
(A1)-(A4) and (B1)-(B3) above for l = k + 1.
Finally, assume that there exists l¯ ≥ 0 such that gl¯ 6= 0 but gl¯+1 = 0. Since the symbol m is
fundamental, it follows that gl = 0 for all l > l¯ . Hence, for all l > l¯ the fiber of P l over a point
λl−1 ∈ P
l−1 is a single point belonging to⊕
i≤−1
Hom
(
gi,∆il−1(ϕl−1)/∆
i+l+1
l−1 (ϕl−1)
)
⊕
l−1⊕
i=0
Hom
(
Li,∆il−1(ϕl−1)
)
.
where, as before, µ is the degree of nonholonomy of the distribution ∆. Moreover, by our as-
sumption, ∆il = 0 if l ≥ l¯ and i ≥ l¯. Therefore, if l = l¯ + µ, then i+ l + 1 > l¯ for i ≥ −µ and the
fiber of P l over P l is an element of
Hom
 −1⊕
i=−µ
gi ⊕
l−1⊕
i=0
Li, Tλl−1P
l−1
 .
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In other words, P l¯+µ defines a canonical frame on P l¯+µ−1. But all bundles P l with l ≥ l¯ are
identified one with each other by the canonical projections (which are diffeomorphisms in that
case). This completes the proof of Theorem 2.3.
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