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Abstract
We reformulate the Ponzano-Regge quantum gravity model in terms of surfaces on a
3-dimensional simplex lattice. This formulation (1) has a clear relation to the loop rep-
resentation of the canonical quantum general relativity in 3-dimensions, (2) may have
a 4-dimensional analogue, in contrast to the 6-j symbolic formalism of the Ponzano-
Regge model, and (3) is purely a theory of surfaces, in the sense that it does not include
any field variables; hence it is coordinate-free on the surface and background-free in
spacetime. We discuss implications and applications of this formulation.
1 Introduction
The Ponzano-Regge quantum gravity model has been a mystery since the time of its con-
struction [1]. Ponzano and Regge found an unexpected relation between the 6-j symbol
and Regge’s discrete version of the action functional of (Euclidean) general relativity in
3-dimensions. The description of the relation follows. Consider a 3-dimensional simplex
manifold, which consists of tetrahedra whose faces are attached to one another. Pick a
tetrahedron and denote the lengths of its edges by li (i = 1, 2, · · · , 6) as shown in Fig.1. The
Regge action for the tetrahedron is
SRegge =
6∑
i=1
liθi, (1)
where θi is the angle between the outward normals of two faces sharing the i-th edge. If we
assign half-integer values ji (i = 1, 2, · · · , 6) to the edges such that li = ji + 12 , then the 6-j
symbol
{
j1 j2 j3
j4 j5 j6
}
approximates the cosine of the Regge action in the large j limit. The
positive frequency part of the cosine function is the integrand of the partition function of
quantum (Euclidean) general relativity (up to some subtleties concerning the imaginary unit
i ≡ √−1) in the pathintegral formalism. Based on this observation, Ponzano and Regge
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Figure 1: The tetrahedron with edge lengths li (i = 1, 2, · · · , 6).
constructed a “regularized” partition function of quantum gravity on the simplex manifold
in terms of 6-j symbols.
Recently by constructing the same model in terms of a quantum group, Turaev and
Viro [2] proved that the partition function of this model is independent of the choice of the
tetrahedral decomposition of 3-manifold. From this fact it could be said that the partition
function of this model is invariant under the renormalization group transformation and
depends only on the topology of the manifold. This could be an indication that the model
is related to some continuum quantum theory.
By constructing a Hilbert space of state functionals on a 2-space formed and triangulated
by the faces of the tetrahedra in the simplex manifold, Ooguri [3] showed that the model
is isomorphic to Witten’s canonical formulation of ISO(3) Chern-Simons theory [4], which
is known to be equivalent to the Ashtekar formulation of general relativity in 3-dimensions
[5, 6]. (In Ooguri’s construction the relevant group is SO(3) rather than SO(2, 1).)
Afterward, Rovelli [7] pointed out that Ooguri’s construction is closely related to the loop
representation of canonical quantum general relativity [8] and constructed the basis of the
loop representation on the 2-space from the basis of Ooguri’s state space. In other words,
what Rovelli showed was a way of constructing a loop transformation from the connection
representation to the loop representation through Ooguri’s state space. Then, Rovelli pro-
posed an idea of constructing the inner product of the loop representation using the transition
amplitude consisting of 6-j symbols.
However, the 6-j symbolic form of the transition amplitude is not directly related to
the basis of the loop representation but to the basis of Ooguri’s state space. Therefore,
it is desired to find some reconstruction of the transition amplitude, if it exists, which is
directly related to the basis of the loop representation in the same way that the 6-j symbolic
construction is directly related to the basis of Ooguri’s state space.
In this paper, we demonstrate that such a reconstruction exists. We reconstruct the
partition function of the model in terms of a sum over surfaces in such a way that the
intersections of these surfaces with any 2-space, consisting of the faces of tetrahedra, are
loops. It turns out that these loops are the loops which are associated with the basis of the
loop representation constructed from the basis of Ooguri’s state space.
2
This space-time formulation in terms of surfaces are equivalent to the space-time formu-
lation in terms of 6-j symbols, namely the Ponzano-Regge model, in the same sense that
the canonical loop representation is equivalent to the representation on Ooguri’s state space.
The construction of the canonical loop representation from the space-time formulation in
terms of surfaces is parallel to the construction of the canonical representation on Ooguri’s
state space from the space-time formulation in terms of 6-j symbols.
Since the relation between the connection and loop representations, namely the loop
transformation, was already constructed by Rovelli by making use of the basis of Ooguri’s
state space, the aim of this paper is not to show any relation to connection formulations but
to show the existence of a “duality” between the space-time formulation and the canonical
representation within the use of surfaces and loops without any variables (i.e. connections).
Eventually we would like to make use of this reformulation to rederive the inner product
of the (2+1) loop representation, in which loop states are labelled by homotopy classes. To
do so, however, we have to regularize infinities present in the partition function, which is
not yet under control in the language of surfaces. Therefore, we leave these issues for future
work but suggest a possible strategy at the end of the paper.
In Sec.2 we describe our reformulation of the model. In Sec.3 we discuss implications
and applications of our formulation.
2 The construction of surfaces from 6-j symbols
The partition function of the Ponzano-Regge model on a 3d simplex manifold M is defined
by
ZM := lim
L→∞
∑
j≤L
∏
vertices
Λ−1(L)
∏
edges
(2j + 1)
∏
tetra−
hedra
(−1)
∑
i
ji
{
j1 j2 j3
j4 j5 j6
}
. (2)
Here Λ(L) is introduced to regulate infinities and is defined by
Λ(L) :=
∑
k=0, 1
2
,1,···,L
(2k + 1)2, (3)
which behaves as Λ(L) ∼ 4
3
L3 as L → ∞. We replace the 6-j symbol in Eq.(2) by some
quantities which are associated with surfaces (more precisely, with perimeters of surfaces).
To do so, we make four observations below.
The first observation is that the 6-j symbol can be written in terms of 3-j symbols (up to
the factor of 2c+ 1)[9] as
{
a b e
d c f
}
= (−1)−e−f ∑
α,β,γ
δ,ε,φ
(−1)−α−δ
×
(
a b e
α β −ε
)(
d c e
δ γ ε
)(
d b f
δ β −φ
)(
a c f
α γ φ
)
. (4)
The second obsevation is that by defining matrices
U m(j) n := (−1)j−2mδm−n,
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Figure 2: The 2d lattice (left) and its dual lattice (right) on the faces of a single tetrahedron.
V m(j) n := (−1)j−mδm−n,
W m(j) n := (−1)mδmn , (5)
where j is a half-integer and m and n take half-integer values between −j and j (like the
angular momentum), Eq.(4) can be rewritten as
(−1)P
{
a b e
d c f
}
=
∑
(−1)α+β+γ+δ+ε+φ
×
(
a b e
α′ β ′ ε′
)(
d c e
δ′ γ′ ε
)(
d b f
δ β φ′
)(
a c f
α γ φ
)
×U α′(a) α′′V β
′
(b) β′′V
γ′
(c) γ′′U
δ′
(d) δ′′W
ε′
(e) ε′′W
φ′
(f) φ′′
×δ−α′′,αδ−β′′,βδ−γ′′,γδ−δ′′,δδ−ε′′,εδ−φ′′,φ (6)
with P := a + b + c + d + e + f , where the sum is taken with respect to all Greek letters.
Notice that the matrices U(j), V(j) and W(j) can be seen as the spin-j representation matrices
of SU(2) elements. Indeed, when j = 1
2
they are −i times the Pauli matrices −iσ1, −iσ2 and
−iσ3 respectively. Consider the faces of the tetrahedron associated with the 6-j symbol as a
2-dimensional simplex lattice with the topology of the sphere. For later use, pictures of the
lattice and its dual lattice are shown in Fig.2. Then the 6-j symbol can be seen as an SU(2)
gauge invariant function defined by Eq.(6) on the 2d dual lattice. Here j’s associated with
the six edges are assigned to the corresponding dual lines and the matrices are understood
as if they were parallel transports along the dual lines. The matrices are assigned such
that the three matrices, U(j), V(j) and W(j) with different j’s in general, meet together at
every triangle. Actually, these matrices are not parallel transports since we do not have any
connection variables in this formulation. In this paper, we loosely use the terms “parallel
transports” and “holonomies” to refer to these matrices and matrices contracted from them
along loops respectively. Also we use terms sites, lines, triangles on 2d lattices, instead of
vertices, edges, faces, (tetrahedra), which are used in a 3-dimensional sense.
The third observation is that Eq.(6) can be written as a linear combination of products
of traces of “holonomies” consisting of U(1/2), V(1/2) and/or W(1/2). This is possible because
each component of a spin-j matrix can be written as a sum of products of the components
of the corresponding spin-1
2
matrix. To understand this process pictorially, we consider the
following manipulations on the 2d dual lattice. Given a half-integer value j for a dual line,
which means that we have a “parallel transport” in spin-j representation, place 2j “parallel
transports” in spin-1
2
representation on the dual line. Do the same procedure for all the
other dual lines on the lattice. Contract all the spin-1
2
matrices on the dual lattice in all
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Figure 3: The gluing of lines at the dual site, corresponding to contractions of spin-1
2
parallel
transports.
the possible ways. Each way of doing the contractions determines, in general, a product of
traces of spin-1
2
“holonomies” along a (multiple) loop.
Notice that since the spin-1
2
“parallel transports” placed on the same dual line are identi-
cal and indistinguishable, even though they are drawn as separate lines in the picture, some
different ways of doing the contractions give terms identical in expression. This fact can be
used to define equivalence classes of (multiple) loops. To express this fact pictorially, we
identify in Fig.3 diagrams (a) and (b), or diagrams (e) and (f) after gluing lines (or contract-
ing the corresponding spin-1
2
matrices). We denote them as (c) and (g) respectively. Note
that (d) and (h) are different from (c) and (g) respectively. Also note that since the freedom
within an equivalence class is due to the absence of a unique way of doing the contractions
of the matrices at a triangle, it is related to the presence of self-intersections of a (multiple)
loop. In this sense, this classification of loops is a “regularization” of otherwise uncontrollable
intersecting loops. In general, for a given configuration of j’s there is more than one way of
contracting the spin-1
2
matrices corresponding to different equivalence classes of (multiple)
loops. The 6-j symbol is now represented as a sum of terms, each of which corresponds to
an equivalence class of (multiple) loops on the faces of the tetrahedron.
The last observation is that there exists a unique surface corresponding to a loop defined
on the 2d dual lattice. Let us consider the tetrahedron as a 3-dimensional simplex lattice.
There are six dual faces corresponding to the edges of the tetrahedron. We define “elementary
surfaces”, each of which is a portion of a dual face and is inside the tetrahedron as shown in
Fig.4. Given a loop, we can always construct a surface consisting of the elementary surfaces
such that its perimeter is the loop. Accordingly, given an equivalence class of loops, we can
define the corresponding equivalence class of surfaces. In the rest of this paper, whenever we
use the terms loops or surfaces, we imply equivalence classes of (multiple) loops or surfaces
respectively unless otherwise explicitly stated.
The observations we made allow us to express a 6-j symbol as a sum of terms, each of
which is related to a surface bounded by a loop on the faces of the tetrahedron the 6-j symbol
is associated with. Formally, the 6-j symbol associated with a tetrahedron can be written,
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Figure 4: The six elementary surfaces in a tetrahedron. Each one is a portion of a dual face.
in fact, as
(−1)
∑
i
ji
{
j1 j2 j3
j4 j5 j6
}
=
∑
S∈E(j)
C
α(S)
j T [α(S)]. (7)
Here E(j) is the set of all the possible surfaces for given j’s, α(S) is the perimeter of such a
surface S, and T [α(S)] is the product of traces of “holonomies” along the loop α(S). T [α(S)]
contributes to the sign of the term and its magnitude is always unity by construction. The
coefficient C
α(S)
j is what we want to construct. Therefore, the partition function can be
written as
ZM = lim
L→∞
∑
j≤L
∏
vertices
Λ−1(L)
∏
edges
(2j + 1)
∏
tetra−
hedra
∑
S∈E(j)
C
α(S)
j T [α(S)] (8)
= lim
N→∞
∑
S¯
∏
vertices
Λ−1(N)
∏
edges
(n(S¯) + 1)
× ∏
tetra−
hedra ∆
C
α(S¯∩∂∆)
1
2
n(S¯)
T [α(S¯ ∩ ∂∆)], (9)
where S¯ is a closed surface formed by connecting the surfaces S each of which is defined
inside a single tetrahedron, α(S¯ ∩ ∂∆) is a loop defined by the intersection of S¯ with the
boundary (or faces) ∂∆ of a tetrahedron, n(S¯) is the number of times S¯ crosses a particular
edge (related to j by n = 2j), and N := 2L is the cutoff of the values of n.
Eq.(8) means that given a configuraton of j’s on the tetrahedral lattice, the set of all the
possible surfaces E(j) inside a single tetrahedron is determined, and each surface S ∈ E(j)
determines the coefficient C
α(S)
j . In this sense everything is dependent on the given j’s and
the partition function is the sum over all the possible configurations of j’s.
Eq.(9) means that given a closed surface S¯, the length j of each edge is determined
by counting the number of times S¯ crosses the edge, and a loop around a tetrahedron is
determined by taking intersection of S¯ and the faces of the tetrahedron. In this sense
everything is determined by the configuration of a given closed surface, and the partition
function is the sum of all the possible configurations of surfaces on the 3d lattice.
Here notice that the connection of two surfaces constructed in respective tetrahedra which
share a common face is not straightforward. If one surface induces loop like (c) in Fig. 3 and
6
the other surface does like (d) in the same figure on the common face, then the connected
surface has an irregular shape at the face; otherwise, an equivalence class of surfaces can be
well defined. Therefore, the surface S¯ is, in general, irregularly connected in this sense. In
this paper we leave this problem open and consider the irregularly connected ones as surfaces
unless otherwise explicitly stated. We discuss this problem in Sec. 3.
The regulator Λ(N) could be reconstructed in the language of surfaces. In this paper we
disregard this issue and implicitly assume the form Eq.(3). In the following, we construct
the coefficient C
α(S)
j and the explicit partition function in terms of surfaces S¯.
To construct C
α(S)
j , we make one more observation as follows. In the third observation we
made above, we noticed the fact that since spin-1
2
“parallel transports” placed on the same
dual line are identical, there are indistinguishable ways of contracting the spin-1
2
“parallel
transports” on a 2d dual lattice. Let us be explicit about this statement. Consider a
component of the spin-j matrix of an SU(2) element and write it as a sum of products of
the components of the spin-1
2
matrix of the element. For a general SU(2) element, it is
D m(j) m′ =
1
(2j)!
1/2∑
n1,n′1=−1/2
· · ·
1/2∑
n2j−1,n′2j−1=−1/2
×
√√√√2j−1∏
ν=1
[
(j − ν
2
+ 1) + 2nν(m− n1 − n2 · · · − nν)
]
×
√√√√2j−1∏
ν=1
[
(j − ν
2
+ 1) + 2n′ν(m
′ − n′1 − n′2 · · · − n′ν)
]
×D n1(1/2) n′
1
D n2(1/2) n′
2
· · ·D n2j−1(1/2) n′
2j−1
D
(m−n1−n2···−n2j−1)
(1/2) (m′−n′
1
−n′
2
···−n′
2j−1
). (10)
If D m(j) m′ is a component of one of the matrices in Eq.(5), then it is non-vanishing only if
|m| = |m′|, and contains the same numbers of identical components of the spin-1
2
matrix
in every term, the number depending on the value of |m|. (This fact is analogous to the
case of the spin state of a system consisting of identical spin-1
2
particles.) Because of this
fact, indistinguishable ways of doing the contractions are present within each value of |m|.
Therefore, we recast Eq.(4) to write
{
j1 j2 j3
j4 j5 j6
}
=
∑
|m1|,···,|m6|
(2− δ∑
i
|mi|,0
) cos[pi(j3 + j6 +m1 +m4)]
×
(
j1 j2 j3
m1 m2 −m3
)(
j4 j5 j3
m4 m5 m3
)(
j4 j2 j6
m4 m2 −m6
)(
j1 j5 j6
m1 m5 m6
)
, (11)
where the sums are taken over non-negative values and mi in the summand takes the value
+|mi| or the value −|mi|, the choice being determined by the requirement that the 3-j
symbols be non-vanishing. Here, the alternative choice of the signs of all mi’s makes no
difference. Furthermore, if D(j) is one of matrices in Eq.(5), all terms in Eq.(10) for a fixed
|m| are identical. Therefore, each term in Eq.(11) corresponds to an equivalence class; hence
the values of (|m1|, |m2|, · · · , |m6|) classify the loops on the dual lattice for fixed values of
j’s. We can identify each 3-j symbol in Eq.(11) with one of the triangles on the 2d dual
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n1(S¯) = 4
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2|m2| = 12
m¯2 = 1
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(
2 3
2
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2
±1 ∓1
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2
)
Figure 5: An example of the specific numbers for dual lines, and the 3-j symbols determined
by them. All these numbers are determined by a (multiple) surface on a fixed tetrahedral
lattice.
lattice (see Fig.2) with some configuration of parallel lines on the dual lines. 2|mi| is the
number of parallel lines (on the corresponding dual line with value ji) connected to parallel
lines on the other dual lines at the triangle. The number of disconnected parallel lines makes
no contribution to the value of the 3-j symbol. An example of the relation between these
numbers and a diagram is partially given in Fig.5.
Therefore, the summand of Eq.(7) is
C
α(S)
j T [α(S)] = (−1)
∑
i
ji(2− δ∑
i
|mi|,0
) cos[pi(j3 + j6 +m1 +m4)]
×
(
j1 j2 j3
m1 m2 −m3
)(
j4 j5 j3
m4 m5 m3
)(
j4 j2 j6
m4 m2 −m6
)(
j1 j5 j6
m1 m5 m6
)
. (12)
Correspondingly E(j) is the set of all the possible values of (|m1|, |m2|, · · · , |m6|) for fixed
j’s. Now, Eq.(8) has been explicitly constructed.
The next task is to express the coefficient entirely in terms of surfaces S¯ without j’s, as in
Eq.(9). Here we have a problem due to the irregularly connected surfaces as noticed above.
We disregard this problem and assume that surfaces we are considering are all regularly
connected ones.
We introduce a set of non-negative half-integers |m|’s and non-negative integers m¯’s to
specify surfaces, where a pair (|m|, m¯) is assigned to each edge. In other words, given a surface
S¯ on a fixed tetrahedral lattice, (|m|, m¯) for an edge is determined as follows. Consider a
face to which the edge belongs. The intersection of S¯ and the face is seen as a portion of
a loop or parallel lines on the dual lines at the face. The number of parallel lines (on the
dual line corresponding to the edge) connected to parallel lines on the other dual lines at
the face is 2|m| and the number of disconnected parallel lines on the same dual line is 2m¯. j
is defined by j := |m|+ m¯. (Accordingly n(S¯) = 2(|m|+ m¯).) A 3-j symbol can be assigned
to the face with the values j and m = +|m| or −|m| such that the symbol is non-vanishing.
An example of the specification of these numbers is shown in Fig.5. Therefore, combining
the four faces of a tetrahedron, Cαj (S)T [α(S)] for the tetrahedron can be determined by
8
Eq.(12). The substitution into S
α(S¯∩∂∆)
1
2
n(S¯)
T [α(S¯ ∩ ∂∆)] in Eq.(9) completes our construction
of the partition function in terms of surfaces S¯. The sum is taken over all the possible values
of all |m|’s and m¯’s, which classify the surfaces S¯.
3 Discussion
In the previous section we described how the Ponzano-Regge model can be reformulated
as a theory of surfaces. For a given 3d simplex lattice, we constructed a set of surfaces
and presented a way that the set of surfaces determines the lengths of all the edges on the
simplexes. A key point is that a geometry (a set of the lengths of the edges) is not given on
the simplex lattice but is determined by the set of surfaces. Therefore, the main geometrical
object is not the simplex lattice but the set of surfaces. We can therefore view the simplex
lattice just as a tool to compute the value of the partition function.
This situation is analogous to problems of 2d Euclidean geometry. One can study geom-
etry with geometrical objects themselves (i.e. lines, circles, triangles, etc). Instead, one can
introduce a set of coordinates and convert a geometrical problem to an algebraic problem.
In our case, a set of coordinates, which is a tool for converting a geometrical problem
to an algebraic problem, corresponds to a simplex lattice and the geometrical object is a
set of surfaces. Therefore, our formulation here emphasizes that our theory of surfaces is a
geometrical model and have geometrical information by itself without referring to a simplex
lattice. However, in order to compute concrete quantities like the values of lengths and the
partition function, it is convenient to use a simplex lattice. In order to show this fact from
our formulation we describe a possible scenario as follows.
Given a set of continuous surfaces in a 3d space-time manifold (not a simplex manifold),
triangulate the space-time. Note that without any geometrical information the triangulation
does not have the notions of lengths, areas, lines, triangles, etc. The tetrahedra are just
regions separated from one another. The faces are just surfaces and the edges are just curves
in the space-time. The triangulation simply specifies the places of the edges and the faces
of the tetrahedra in the space-time.
Then consider the triangulation as a simplex lattice and replace the continuous surfaces
by discretized surfaces constructed from elementary surfaces. This replacement can be done
uniquely once a simplex lattice is defined. Then according to the prescription described
in the Sec. 2, the set of surfaces determines the values of quantities we need. By making
variations of surfaces on the lattice fixed, we can compute the partition function in principle.
Since the partition function does not depend on the choice of the triangulation, our theory
of surfaces is geometric in the sense described above. This scenario could be also considered
as a regularization of surfaces.
The formulation we developed has the following features:
(1) The relation to the loop representation of canonical quantum general relativity in 3-
dimensions is transparent. That is, the intersections of the closed surfaces in (2 + 1) space-
time with any 2-space are loops in canonical theory.
(2) Since this formulation relies on geometric objects, namely surfaces, the extension into 4-
dimensions could be possible, in contrast to the 6-j symbolic formalism of the Ponzano-Regge
model. In short the idea is the following. Since the intrinsic curvature in the n-dimensional
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Regge calculus is concentrated in (n− 2)-simplexes, the surfaces, which are formed by faces
dual to the (n−2)- simplexes, could play an important geometrical role in any n-dimensions.
(3) This formulation is purely a theory of surfaces. In other words, since it does not include
any field variables, it is coordinate-free on the surface and background-free in spacetime.
Thus, this formulation could be seen as a discretization of a genuinely background indepen-
dent string theory.
The continuation of this work is to reconstruct the regulator Λ(N) in the language of
surfaces, which has been disregarded in this paper. The next step is to reconsider within
this formulation the problems that have already been solved in 3d quantum gravity in a
way that one could perhaps develop technologies and insights that could be extended into
4d quantum gravity. In particular, the problem of the construction of the inner product of
canonical theory in the loop representation could be attacked along these lines, as pointed
out by Rovelli [7].
The problems of
(i) the irregularly connected surfaces noticed in Sec. 2,
(ii) the regularization of infinities in the partition function,
(iii) the use of equivalence classes of surfaces defined in Sec. 2,
(iv) the derivation of homotopy classes, which label the loop states, and
(v) the rederivation of the inner product of the (2+1) loop representation
might be closely related. For this formulation to be equivalent to the loop representation, in
which loop states are labelled by homotopy classes, the irregularly connected surfaces might
be irrelevant to physical degrees of freedom and might be eliminated from the formulation.
This possibility comes from the fact that folded parts of surfaces produce retracing segments
of loops on a 2-space, which are known to make no contribution in the theory, and the
elimination of the folded parts results in the elimination of irregularly connected surfaces.
This elimination of the irregularly connected surfaces might make the equivalence classes of
surfaces relate to the homotopy classes. Furthermore, this elimination of unnecessary degrees
of freedom might lead to the regularization of infinities in the language of surfaces. Therefore,
the rederivation of the inner product of the loop representation from this formulation might
be tractable.
In addition to the issue of the inner product, the question of how classical spacetime
geometry can be recovered from the purely topological language of surfaces (or loops in the
case of canonical theory) could be studied.1 Based on the fact that in the large j limit
the Regge action must be recovered in the exponent of the summand, we expect that in
the limit the coefficient C
α(S)
j gives the exponential of the sum of the deficit angles over a
(multiple) surface. Each deficit angle is equal to the sum of θi around the corresponding
edge. Another line of work we could consider is to regard this formulation as a string model
in 3d or 4d spacetime (which, in the 6-j symbolic formalism, has been shown to be equivalent
to quantum general relativity in case of 3-dimensions [3]). The “duality” between the loop
representation and the string theory was suggested by Baez.[12] Our formulation could make
the idea concrete. Work is in progress along these lines.
The present work emerged based on an observation of the 6-j symbols, building blocks of
1A different strategy to recover a semiclassical flat geometry from the loop-space formulation was applied
in Ref. [10, 11].
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the Ponzano-Regge model. Some formulations (i.e. Boulatov model[13], spin-network[14])
are known to be related to the Ponzano-Regge model. However, relations of the present work
to these models are not well understood at present. Certainly it is interesting to investigate
them.
The author thanks Carlo Rovelli for discussions and comments.
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