Self-induced chaos in a laser diode Twyman-Green interferometer with an optoelectronic delayed feedback is studied. We have experimentally observed the chaotic behavior of the laser output power, which involves period-doubling bifurcation schemes. A linearized stability analysis is performed, which predicts the stability condition. The numerical simulations of the difference equation of the system qualitatively reproduce the results of the experiment. We also discuss the evolution's route to chaos based on the change of the trajectories in the phase space.
INTRODUCTION
Optical stability and instability in hybrid or intrinsic optical systems have received considerable attention in recent years. In the usual applications, such as logic operations or optical measurements, stable action of the optical system is required. On the other hand, though optical instability may sometimes be an unwanted effect in an optical system, it can, for example, be used as an optical oscillator or an optical dynamic memory. Therefore it is important to study characteristics of optical instabilities in various optical systems whether in regard to eliminating the effects or applying them. A large number of hybrid optoelectronic bistable and multistable systems have been shown to produce optical chaos. '-3 In all of these systems a time delay that is larger than the intrinsic relaxation time or the response time of the system must be introduced into the feedback loop. 4 In an effort to stabilize a laser diode interferometer, Yoshino et al. 5 fed back the interference signal to control the laser injection current and used the frequency tunability of the laser diode, thus implementing an active interferometer. We pointed out that the nonlinear property of the interference signal can be used to produce multivalue stable states of the laser output power by adding an external light input to the feedback light, 6 we subsequently succeeded in obtaining optical bistable and multistable states of the laser output power, and we also theoretically accounted for the results by employing the system's equation. However, what is more interesting is that optical chaos may be realized in such a system by introducing an appropriate time delay into the injection current in the feedback loop. We also demonstrated that optical chaos of the laser output power can be observed when a time-delay circuit is inserted into the feedback loop. In what follows we investigate the dynamic property of the active interferometer when the time delay is introduced. Here we consider the active interferometer without external input light, and the optical instability is triggered by noise involved in the delayed circuit. The emphasis will be given to the unstable behavior and the transition route of the phenomena. In Section 2 we show experimentally that the output power of the system undergoes period-doubling bifurcation sequences and evolves into chaotic motion as a function of the bias injection current of the laser diode. We call this motion self-induced chaos. A similar phenomenon has also been observed in several different optical systems.
3 Section 3 provides a theoretical analysis in which the stability condition is derived through the linearized stability analysis of the output laser power. We see that the existence of the time delay guarantees that the equation describing the output power will be of differential form. Using this equation, we obtain results that are qualitatively consistent with the experimental observations. Last, in Section 4 we interpret the period-doubling bifurcation in terms of the folding and the stretching operations of the output power trajectory in the phase space. Figure 1 shows a schematic diagram of the experimental system. It consists of a Twyman-Green interferometer with an optoelectronic feedback circuit. A laser diode (LD) is used as the light source. The interference signal is detected by a photodiode together with a pinhole that is much smaller than the fringe separation. The output signal of the detector is amplified and, after that, fed into a time-delay circuit, which consists of an 8-bit first-infirst-out dual-port memory through an analog-to-digital converter. After delay time tr the digital signal is fed to a digital-to-analog converter and into the injection current of the laser diode, thus closing the loop. We can set the time lag of the delay circuit within the range of 1 Ius to 4 ms under the control of a computer. In Fig. 1 Ib is the bias injection current of the laser diode and If is the feedback current. Further experimental details are reported in Refs. 6-8.
EXPERIMENTAL OBSERVATIONS
The equation describing such a system is written as
where Put is the power of the light output of the laser diode. P = alb is the variable bias output power of the laser diode, where a is the current-to-power conversion The parameters b, A, and q0 are constants of the interferometer. 7 ' 5 In the experiment two arms of the interferometer are chosen to be 20 and 26 cm long, respectively. With these values K is calculated to be 327r and 4o is assumed to be zero. ,u and b are measured to be 0.05 and 0.8, respectively. The output power of the laser diode is detected by an built-in photodiode in the laser diode package. The detected current is amplified and recorded as a time sequence signal that is faithfully proportional to the laser output power.
During the experiments we take Pb as a variable parameter. By varying the bias injection current, we observe the time transition of the output power signal.
The time-dependent output powers of the system are plotted in Fig. 2 . Figure 3 shows the power spectra of the output powers corresponding to Fig. 2 . For a small value of Pb the system remains stable, whereas for a larger value of Pb the laser output power reaches unstable regions and varies with time. Figure 2(a) shows the time series after the system becomes unstable at the first point at which Pb exceeds a certain critical bias point. This series is something like a rectangular wave whose period is 2T, with T being 0.11 ms. The difference between times T and t is explained in Ref. 1 as the response time of the system. The value of the difference T -t is evaluated to be -0.01 ms in our case. From the power spectrum shown in Fig. 3(a) we can recognize a main peak at the frequency f = 1/2T (=4.45 kHz) and many subpeaks in the higherorder harmonic frequencies corresponding to the spectrum of the rectangular wave. With a slight increase of Pb the period-doubling transition to the next state occurs, and the output power conforms to a period-4 solution, as is shown in Fig. 2(b) . In the corresponding power spectrum, shown in Fig. 3(b) , not only the main peak in f'
but also the subharmonic frequency f1/ 2 is observable. Figure 2 (c) is the so-called period-2 chaos. Note that, although periodicity can be seen in the signal, the waveforms of any two period durations are different from each other. The harmonic spectrum in Fig. 3(c) becomes broader compared with the periodic states above. But we can clearly see the peak at fl, which corresponds to the fundamental frequency. On the other hand, no obvious periodic frequency and no spectral peak can be seen in Figs. 2(d) and 3(d) , respectively. The output power in Fig. 2(d) is a turbulent state.
The above bifurcation schemes have been observed at several regions of Pb, and the first bifurcation is observed at Pb = 0.28 mW The possibility is sensitively dependent on the choice of the parameter value of the delay time. In the case when the delay time is of the same order as the system's response time (-0.01 ms in our case), the perioddoubling bifurcation never occurs. On the other hand, when the time delay is larger than 1 ms, the period-4 state becomes too unstable to be observable. In fact, the range of Pb for the period-4 solution in the above experiment is fairly narrow, and the period-8 solution is scarcely observed. The explanation for this is left to Section 4.
THEORETICAL TREATMENT
In this section we give some theoretical analysis of the system's behavior by using Eq. (1). On the precondition that the time delay tr is sufficiently larger than the response time of the system, Eq. (1) can be written in the differential form as (2) where Xn = Put(t 0 ) and tn = nt, (n an integer). We also represent the right-hand side of Eq. (2) as F(Xn) for convenience in the following discussion, that is, Xn+ 1 
= F(Xn).
Let us denote the steady states as Xn+l = Xn = p, i.e., the fixed points in the map defined by Eq. (2) . By taking the first-order approximation, we investigate the system behavior near a certain fixed point subjected to a small perturbation of the output power X 0 . Substituting Eq. (2) into the stability condition 7 8 IF(X)/dXlx=, < 1 and noting the fact that A << 1 and b < 1 in the usual experiment, we can obtain the following critical stable condition for the output power p:
where Pc represents a threshold output power for the certain parameters A, K, and b. It is clear that the output power will reach the unstable region at powers higher than critical point Pc defined in Eq. (3).
Next we manage to investigate the evolution of the steady-state output power when one of the parameters, i.e., the bias output power, is changed. Since the solutions of Pc in Eq. (3) are in generally multivalued even for the fixed parameters A, K, b, and 0o, discrete unstable zones may appear as the bias output power increases or decreases. The first bifurcation appears at Pb = 0.29 mW, which is fairly consistent with the experimental results. In what follows we examine one of the bifurcation regions. To be precise, we vary Pb in the range of 0.855-0.865 mW, while the other parameters are fixed. Iterating Eq. (2) 1000 times for each value and using the last 500 points, we get the bifurcation diagram plotted in Fig. 4 . As is seen, the steady-state output power stays stable for a certain range and then conforms to a period-2 solution when Pb is increased to higher than the critical value, which is 0.8565 mW in this case. With a further increase of Pb the steady states pass through the period-doubling bifurcations denoted period 4, period 8, and so on, and evolve into the fully chaotic region. In the chaotic region, period-5 and period-3 windows are observable in the diagram.
DISCUSSION
Here we briefly discuss the bifurcation schemes of the results. To start, we calculate the time series {X,,} Consulting the discussion by Abraham and Shaw 9 about the progress of a Poincar6 section of the thick surface of a R6ssler band, we can interpret the evolution of trajectories in Fig. 5 as follows. By extending the line segment of S 1 and folding it, S is transformed into S2. Repeating the above step exactly, we can also get S3 from S 2 and so on. After countless repetitions of the extensions and the foldings, the number of line segments becomes unlimitedly large, while the occupied space stays within the limited volume. Thus the final pattern may be considered to be a type of fractal structure like a thick line. Figure 5(d) shows examples of such trajectories, though the lines are countable because of the limited number of point sets used in the reconstruction.
It is also found that the volume for each specific line segment in the phase space becomes smaller as the output power of the system evolves into higher periodic states. Therefore the difference between neighboring states becomes less distinct. In the actual experimental system, we can observe only the periodic states that can be resolved by the observational system, and it is difficult to observe the higher periodic states.
Finally, we make a brief observation about the experimental results. In Fig. 6 we plot the phase portraits of the experimental results shown in Fig. 2 (n = 1,2, ... , N) of period 2, period 4, period 8, and the full-chaos solutions by using Eq. (2). For the given time series {Xn4 we draw the trajectories of the threedimensional state space in Fig. 5 . Figure 5(a) is the trajectory of the period-2 solution, which consists simply of one line segment. We should point out that this result is different from the usual case of a period-2 attractor that becomes a limit cycle; however, this is because the sampling width used in the reconstruction is chosen to be equal to the period. Figure 5(b) is the trajectory of the period-4 solution. It consists of the fractions of four connected lines with one crossing. In the same way, Fig. 5(c) shows the trajectory for the period-8 solution and contains eight lines. For simplicity, in the following explanation
CONCLUSION
In summary, we have shown that the laser output power in a laser diode Twyman-Green interferometer shows chaotic behavior when an appropriate time delay is introduced into the electronic feedback circuit. A stability analysis of the small perturbation of the output power has also been given, and the theoretical results support the experimental results. The chaotic development of the output power through the bifurcation schemes can be explained by the stretching and the folding operations of the trajectory in the state space. We have studied the chaotic behaviors of the system only from the bifurcational point of view. Further experimental and theoretical investigations may be necessary to explain the chaotic behaviors of the system fully. Finally, we point out that the same phenomena may be observed in intrinsic optical feedback of the interferenced light using the same interferometer. In that case we can attain fast optical modulation of laser output power of more than a gigahertz when we use, for example, a period-2 solution of the laser output. But in that case the response time or the relaxation of the carrier density in a laser diode cavity may become an important factor.
