Introduction
The demand for computer programmers has made their training and evaluation an important subject. A good programmer should not only" write programs that produce correct results~but also write them in a form that is easy to maintain. The latter requirement refers to programs being written in "good style" J so that there are few "bugs" to begin with, and these bugs are easy to detect and fix. This is the main emphasis of the second course on computer programming offered by the Computer Sciences Department at Purdue University (CS 320). Our approach is to teach the concept of structured program development using D-charts [1, 2] , reinforced by examples taken from a book on programming style [3] . Students are asked to work out problems in FORTRAN and PASCAL which are then graded based on both correctness and style. We hope that the students receiving better grades in CS 320 are "better ll programmers.
The grading of program correctness is relatively easy. It is done by generating a test file containing a large number of test cases for a given problem. A program is considered correct if it produces correct results fer all of these cases. Grading of style. on the other hand. is highly subjective. The graders axe instructed to skim through the program. mark any items of apparent poor style and deduct points. There is no assurance that all such items are found, and there is considerable inconsistency among the graders on how the points are deducted. Thus an effective and objective method to grade the programs is urgently needed.
One of the discoveries of software science [4.5] A hypothesis is that the length equation will hold if a program does not have any impurities. or is "pure". Since all of the impurity classes are examples of poor programming style 3 it is of interest to investigate whether an objective measure of style for a given program exists in the deviation from the length equation. This paper reports the findings of one experiment ..
II. The Environment of the Experiment
The students in CS 320 (fall semester 3 1977) were required to write six computer programs. take three tests and complete a programming project of approximately 1500 statements. The six programs were graded on an equal basis and constituted 20% of the final course grade. The three tests and the project were worth 80% at 20% each. A decision was made to collect the programs for the second assignment (LEX2). a FORTRAN subroutine to count the number of ari tbmetic operators in FORTRAN assignment statements. This assignment was given after the students received a brief review of FORTRAN. the subject covered in the prerequisite course. They were told to finish the assignment quicklY3 receiving neither instruction nor hints on program structure and style. The programs were saved on tape in machine readable form.
Unlike the second assignment the programming project was given after the instruction on program structure and style was completed. The large size of contributed less than ten pe~ent of the course grade, and were analyzed after grades had been assigned using traditional methods.
An analyzer program, which was written for software science research and .used also for detecting program plagiarism [6] ,processed the collected programs, giving the results shown in Table 1 Of the 68 students who did the second program correctly, seven did not complete the course. Twenty-four of those who did finish had trouble saving the subroutine from the project according to our instructions. We were unable to access their files and, when the problem was discovered. the students had already left the University for Christmas vacation. Six of those who did save the programs had errors in the program and thus were rejected. The complete analysis was done using the 31 remaining students who had grades ranging from 48 to 99. the average being 79.8. The average grade for the 61 students who did complete the course was 74.5. The missing data points are represented by 11-0" in Table 1 .
III. The Analysis
The first step was to see how well the students' programs fit the length equation. Figure 1 shows the data for the first set of programs (LEX2) for the 31 students whose programs were correct and available to us. Many points lie near the 45°line. showing that they follow the length equation. However.
I
! a significant number of data points lie below the line~possibly indicating the unnecessary and redundant use of operators and operands. Since the students wrote this program before-they were taught "good programming practices", we hoped that the data for the project (LEXP) would fit better. Figure  2 shows this data for the same students. One can not say that there is a marked improvement in fitting the length equation, however.
Since the purpose of the experiment was to find a way to rate the students, it is of interest to see if the better students tended to write programs that deviated less from the length equation. Figure 3 shows the absolute error for LEXP. defined as INaNI . plotted against the students ' grades.
It is surprising to find that students NTS, who had the highest course grade, also had the smallest absolute error. Statistical analysis shows that the correlation coefficient between the absolute error and grades is -0.46, with F = 7.64 and Significance = 0.01. There is a less than 1% chance that the absolute error and grades are not correlated. Figure 4 shows the absolute error for LEX2 of the 31 students, with correlation coefficient = -0.25. One possible explanation is that the students were taught to write programs with smaller deviation from the length equation, and the better students were more successful in accomplishing this goal.
The.impurity classes identified in [4] include both cases that tend to make N larger than Nand cases that tend to have the reverse effect. It is certainly possible to add impurities to any given program for the purpose of reducing the absolute error from the length equation. Thus we do not expect that to be the only measure for good programs. Another possible measure is the language level A, defined as
Although the language level is intended to compare programs written in different languages, the large variances reported in [4] show that programmers frequently use just a subset of the features of a given language. For example, the language PL/I is generally considered to be at a higher level than FORTRAN. But a novice PL/I programmer who was previously trained in FORTRAN may only use the PL/l features that are available in FORTRAN, thus
not showing the effect of the higher language level. One would expect that given the same language, a better programmer would use the more advanced . . features and write programs at a higher level. Figure 5 shows the language level for LEXP. The correlation coefficient between A and grades is 0.4, with F =5.55 and Significance = 0.025.
Writing a program at different language levels may cause significant changes in the deviation from the length equation. For example, the statement A = 8 + C * 1000 could be replaced by an equivalent statement using only the addition operation~which will be a lot longer. For short programs. the introduction of a new language feature may also increase the predicted length. We decided to compute the mUltiple correlation coefficient for the grades and both the absolute error and the language level. The coefficient is determined to be O.S6~with F = 6.37 and Significance = O.OOS! There is only a~per-cent chance that these are not correlated.
IV. Concluding Remarks
The experiment shows that certain parameters in software science are correlated with students' grades. We are currently collecting additional data to see if the results can be reproduced. A positive result would show that at least two objective measures are available for programmer evaluation.
It should be noted that there are other parameters one can measure for a given program. For example~the "effort" E of programs was studied and reported elsewhere [7] . But the value of E for a program depends on the problem that program solves. A higher value normally indicates a more complicated problem. This is also true for the parameters lI vo l ume " V~"program " level" L~and "programming timel! T. The parameters Nit and A, howeverh ave accepted reference values which are independent of the problem a program solves. Thus they may tell us more about the programmer~which is ideal for programmer evaluation. 
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