Introduction
Impulse noise is a special type of noise which can have many different origins. Thus, in the case of satellite or TV images it can be caused through atmospheric disturbances. In other applications it can be caused by strong electromagnetic fields, transmission errors, etc. Impulse noise is characterised by short, abrupt alterations of the colour values in the image. The concerned points are changed through overlay of a coincidence value such that they differ significantly from their local neighbourhood and disturb the natural colour run. Thereby the subsequent image processing, analysis and evaluation can be affected, regardless whether these actions are done by a human viewer or as part of an automated process. Noise in an image can detract the attention of a viewer with the result that essential image content may be missed. Usually, however, the viewer has a certain knowledge about the scene and the objects in the picture. An intuitive separation of the noisy pixels and the other picture elements can result and the noise is ignored to a certain extent. This advantage doesn't exist if the picture is automatically processed. Noisy pixels become regular components of the picture and thereby get a certain semantic meaning. The perchance distributed information could lead to a falsification of automatically generated results. Consider edge detection as an example: an edge is characterised-similarly as a noisy point-by an abrupt alteration of the colour run in the image. A pixel is marked as an edge point, if the colour gradient at the point is greater than a given threshold value. This requirement is, however, also fulfilled by most of the noisy points, so that these points can be falsely interpreted as edge points. If in the local neighbourhood of a noisy pixel a second, third, fourth, fifth, etc noisy point exists, they can be connected into a new pseudo edge. In subsequent processing steps there is no difference between the real and the pseudo edges, producing wrong results. This is the reason why smoothing operators form the foundation of each image processing chain. The aim is to approximately restore the original value of the noisy point. For the solution of this problem the colour values of the pixel in the local neighbourhood must be used. Early work on noise removal was based on low pass filtering in the frequency domain. A low pass filter separates and removes the high frequencies from the image. A problem is that besides the impulse noise also other picture elements with high frequencies, which represent finer details and edges, are filtered out resulting in a blurred image. Another standard method for impulse noise removal is the median filter. This operator is a rank order operator and works directly on the image matrix. The filter consists of a n n × sliding window, usually 3x3, encompassing an odd number of pixels. The pixels in the window are sorted and the center pixel is replaced by the median of the sorted sequence. The median filter is easy to implement and preserves the edges. On the other hand it is compute intensive and particular small image details can be lost [1] . In addition to these operators there exist many other filters for noise removal in halftone images [2, 3, 4, 5] . For noise removal in colour images only few operators are available [6] . Some of the reasons for this are the mathematical complexity of methods for direct application to colour images and the required high compute performance.
Methods for noise removal in colour images
A colour image is usually represented in the RGB colour space, because most of the computer input and output devices use this colour system. A colour image is thus represented by an array of RGB vectors. Each vector consists of three components, which are the intensity values in the red, green and blue channel. The combination of these values delivers one particular colour. An important disadvantage of the RGB colour system is that adequate means for measuring colour similarity is not available. In case of halftone images two grey levels can be classified as similar, if the difference between their identifiers is not too big, for example grey levels 100 and 110. There are three common approaches for noise removal in colour images:
1. Separate noise cleaning of each RGB colour component with one of the existing halftone methods 2. Transformation in other more suitable colour systems like HSI and 3. Vector median operator. The first approach is known as pseudo colour image processing. A RGB image is separated into three halftone images and each image is smoothed with a halftone noise cleaning method such as the median filter. The results are then combined to give a smoothed RGB image (see Figure 1 ). This approach is easy to implement, because the existing and tested halftone methods can be used. A disadvantage is the loss of the correlation between the colour channels resulting in colour shifts, that is a substitution of a noisy pixel colour through a new false colour, which does not fit into the local neighbourhood. This means that a noisy pixel is replaced by another noisy pixel. Other colour systems like HSI offer an advantage that a major portion of the colour information is represented by only one component. This component is smoothed, combined with the other two components and finally converted to a RGB image (see Figure 2) . Colour shifts are, however also possible in this case. A further disadvantage is the compute intensive transformation between the colour systems and the possible occurrence of singularity points. A further method is the vector median filter, which is an extension of the median filter for halftone images. Let i c denote a RGB colour vector in a local 3x3 neighbourhood, with ) . , ( 
The Triangle Operator
The triangle operator is a novel non linear smoothing filter. It is based on an improved method for colour matching, and restores noisy true colour images without loss of quality due to colour shifts. The dependencies between the three colour channels are considered in the calculation of the replacement colour. All operations are performed on the original RGB vectors. The creation of colours, which do not occur in the local neighbourhood of the pixel being processing, can be avoided by copying the original-if not noisy-colour values into the result image. The basic idea is quite simple: a special coordinate system with only three positions on the xaxis is constructed with the first position for the red, the second for the green and the third for the blue component (see Figure 3) . The number of positions on the y-axis is the same as the amount of intensity levels per channel available, usually 256. The components of the RGB vector are now transformed into two-dimensional co-ordinates, The representation of the colour vector is univocal along the x-axis due to the constant distance. All lines must begin in one of the three fulcrums so a parallel movement in horizontal direction is not possible. Each triangle is characterised by attributes such as area, slopes, side lengths and position. These attributes reproduce the correlation of the colour channels and can be used for colour matching. Colour matching is achieved by use of template matching methods, which are standard methods in digital image processing. They are often used for finding particular objects in images. The triangle matching is much simpler, because the triangles are computer generated without noise, shifts, rotation, etc. The goal of triangle matching is to find the degree of overlay of the triangles:
• If the overlay degree is small, the colour does not fit in the neighbourhood (Figure 4) .
• Otherwise the overlay degree is large, the triangles represent similar colours ( Figure 5 ).
The first step in the application of the triangle matching method is the calculation of the triangle surface. This can be done with methods from computer graphics, for example the scan line method [9] , which is usually used for the filling of graphic primitives. The result for a given pixel p is an array p A with the following properties: an array element is set with a constant value w, if the point is in the triangle and zero otherwise. 
The constant value w can be specified by the user. In the current implementation a value of w=10 was found to give good results. At the end of this phase each triangle is represented by such an array. Afterwards the matching of the representing triangles for the pixels i p and j p follows, which is achieved by subtracting the values of the arrays. If the analysed point is part of both triangles the result is zero:
Instead of the absolute difference other metrics e.g. Euclidean distance can be used. All absolute values of the difference are added to give a sum describing the similarity of the triangles. This process is repeated for each pair of points in the local neighbourhood:
The colour of the noisy pixel is replaced by the colour of the point with the smallest difference to the other colours in the neighbourhood. This point can be found easily, because it results in the smallest sum: Figure 6 shows an example for the noise removal in true colour images with the triangle method. Noisy points can be recognised even if only one colour component was affected and replaced without colour shifts. The correlation of the image channels are incorporated in the calculation and the method can be easily extended to four and more dimensions. These are, for example, needed for the processing of multispectral images.
Complexity and Parallelisation of the Triangle Operator
A disadvantage of the triangle method is its high computational complexity. The calculations involved in the application of the triangle operator can be estimated as follows: Consider a single frame of a PAL video clip consisting of 728 x 576 = 419328 pixels. The number of complex operations executed is: -For each pixel three lines must be calculated ⇒ 419328 x 3 = 1,2 M lines. Each calculation includes a multiplication, division, and addition. -The surface of each triangle must be computed ⇒ 0,4 M applications for example of the scan line method are needed. 
-The local neighbourhood of a pixel must be examined. The smallest possible neighbourhood is 3x3 pixels, that is 9 points and 36 matching operations for each pixel in the image and 419328x36 = 15 M matching operations for a whole frame. The sum of the non elementary operations for only one frame is approximately 16,6 M. A video clip runs at 25 frames per second, thus 16,6x25 = 415 million non elementary operations are needed to remove impulse noise from a one second video clip. Thus noise cleaning in real time with this method is not possible with presently available processors. Therefore fast methods must be examined in order to make the triangle operator suitable for image and video processing.
Parallel algorithm for the triangle operator
In the case of distributed memory systems, for example PVM running on a network of workstations, the application of the triangle operator can be parallelised through data partitioning. This means that the image is subdivided into sections or image blocks which are then processed in parallel by slave processes. A master process determines the amount and the size of the image blocks. Each image block is characterised by a range and a position in the original image. These attributes are written into a distribution table together with an unique identification code, which is inserted into each image block before being distributed to the slaves. This code may not be changed by the image processing algorithm in order to enable proper assembly of the smoothed image by the master process. The size of the individual image blocks can be adapted to the performance capabilities of the various processing elements. Thus the available computing resources can be used more efficiently. In order to support this distribution strategy the block size is also written into the image blocks. Each slave process applies the triangle operator to its particular image section(s). The smoothed image parts are sent back to the master process, which collects and combines all segments into the result image. This approach of data distribution is commonly used in parallel image processing, because it needs no significant modification of the operator structure. A problem is the processing of the section borders in the case of local operators. The triangle operator belongs to this group and considers the direct n n × neighbourhood around the pixel being processed. On each image or image section border a part of the filter window is undefined with the result that the last (n-1)/2 pixels cannot be processed. This leads to noisy lines or disturbing strips in the colour run of the smoothed image. A simple solution to this problem can be achieved by periodic extension of the image or image section such that a sufficiently wide neighbourhood of each image section is available. The last (n-1)/2 rows and columns are mirrored and copied. The oversized image sections are distributed to the slave processes. After the smoothing the additional rows and columns are deleted in order to restore the initial image dimensions.
Speedup Measurements in a PVM Environment
The performance increase and the time savings achieved with the parallel triangle algorithm were measured in a PVM environment. The run times of the parallel algorithm are compared with those achieved with the conventional triangle operator. The network used consists of five workstations (3xDEC Alpha 21064 processors 433/433/500 MHz and 2xDEC Alpha 21264 processors 500 MHz) with a 10 Mbit Ethernet connection. The smoothing operations are performed on standard test images (256x256, see Figure 6a ) and 1000x1000) with a 3x3 filter window. For the measurements configurations with 2, 3, 4 and 5 processing elements were used. The number of available processors corresponds to the number of the distributed image sections. Table 1 shows the measurement results on a single workstation (1) (2) (3) and in the PVM environment (4) (5) (6) (7) (8) (9) (1) (2) (3) and in the PVM environment (4) (5) (6) (7) (8) (9) A graphic representation of the run time measurements is shown in figure 7 . The performance diagram corresponds to the expectations: a parallelisation with two PE's leads to approximately 50% faster run times. If four PE's are used another 50% (75% of the single PE time) can be saved. If a larger number of PE's is integrated in the PVM environment the management effort and the influence of the less powerful PE's grow resulting in a slow down in the improvement rate. Thus, no essential performance increase, especially in the 1000x1000 case, with more PE's and similar image size can be assumed. Table 2 shows the speedup and the efficiency of the parallel algorithm: the speedup P S describes, how much faster the parallel job runs on p PE's. The efficiency P E relates the acceleration and number of processors and gives an indication of the administrative overhead: An analysis of the measurement results for the 256x256 image shows the best speedup factor ( ≈ 3,5) is achieved with four PE's, followed by ≈ 3,15 in the case of two PE's. The second result is coupled with the best efficiency value of approximately 1,58. This is an important indicator that the parallel triangle operator can be efficiently realised with a standard PC supplied with low cost dual boards. In the case of the 1000x1000 image much better speedup ( ≈ 4,6 with 3 PE's) and efficiency ( ≈ 1,68 with 2 PE's) values can be reached. On the other hand large run times differences between the single PE's in the PVM can be observed which are mainly depending on the current workload of the workstations. These results are not so reliable as the results achieved with the smaller image. Figure 8 contains a diagram of the discussed speedup and efficiency results for DEC Alpha 21164/500 MHz.
Conclusions
In this paper a new method for noise removal in true colour images is proposed. It can be applied directly to the original RGB data and smoothes the image without colour shifts. The components of the RGB vector are transformed into two-dimensional co-ordinates and connected giving a triangle which represents the colour. The colour of a noisy pixel is replaced by the colour of the point with the smallest difference to the other colours in the neighbourhood. A disadvantage of the triangle method is its high computational complexity. Therefore a parallel algorithm was developed in order to make the triangle operator available for image and video processing. It is based on data distribution over a number of processing elements. Performance measurements in a PVM environment result in a reasonable speedup factor. Future work includes the development of more powerful strategy for the definition and distribution of the image sections. Furthermore other methods for the computation of the overlay degree of the triangles as well as the advantages offered by shared memory systems must be examined. 
