To enhance the predictive capability of Software Reliability Growth Models (SRGMs), researchers have proposed technique to establish Super-Models (SMs) by combining two or more SRGMs, which have better fitting for the same software project. In this paper, Non-Homogeneous Poisson Process (NHPP) model is created based on Type-II Generalized Half-Logistic Distribution (GHLD-II). Three methods for estimating the parameters of the NHPP GHLD-II model are considered in the case of failure-occurrence time data. Fundamentally, our main attention in this work is the SM technique based on combining predictions generated by the NHPP GHLD-II model. An application using four published real data sets are conducted to verify the effectiveness of our proposed models based on three evaluation criteria and useful results are obtained.
Introduction
Software Reliability Growth models (SRGMs) have been used extensively in the software reliability analysis [1] [2] [3] [4] . Researchers have noticed that combining more than one SRGM may enhance prediction precision than selecting a single model. Combing multiple SRGMs or the Super-Model (SM) technique is more general than others enhancement techniques. In this technique instead of looking solely at previous predictions given by one model, we learn from all or from the most recent predictions obtained from all available models. These predictions are combined in order to predict the future failure behavior of the software. Literature witnesses that combining technique have been effectively proven in various real software applications [5] [6] [7] [8] . Hence in this paper, a NHPP software reliability model is created using Type-II Generalized Half-Logistic Distribution (GHLD-II) that proposed by Kantam et al. [9] , which hopefully will give a good description of the software failure phenomena. By changing its shape parameter, several sub-models are offered to be examined for the selection of an appropriate model for a given project. The parameters of the NHPP GHLD-II model are estimated using the Maximum Likelihood (ML), Non-Linear Least Squares (NLS), and Weighted Non-Linear Least Squares (WNLS) estimation methods. For the WNLS estimation method three weighting functions are used in our study. Furthermore, several linear combinations are formed based on either: considering several values of the shape parameter then choosing the best fit resulted models as components or using the five different estimation methods to build up the linear combination based on the three resulted best performance models.
The reliability function of the GHLD-II distribution with scale parameter σ and shape parameter θ is given by: 
According to Eq. (1), the corresponding Cumulative Distribution Function (CDF) can be written as: 
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Also, the associated hazard functions can be obtained using Eqs. (1) and (3) as follows:
This paper is organized as follows: Section 2 displays the formulation and some measures of reliability of the NHPP GHLD-II model. Section 3 describes the ML, NLS, and WNLS estimation approaches of the NHPP GHLD-II model. Section 4 introduces the SMs construction algorithm and possible methods for selecting weight for each model that within in the SM composition. Section 5 illustrates the evaluation criteria that will be used in our evaluation study. Section 6 shows real data application. Section 7 displays the conclusion of this paper.
The NHPP GHLM-II Model
In this section, the formulation and some essential characteristics of the NHPP GHLD-II model is presented. The NHPP GHLD-II model will be constructed by Lyu as follows [10] :
The mean value function of the NHPP GHLD-II model can be calculated by:
m(t) = aF(t)
And, the failure intensity function is obtained by:
where is the number of initial faults in the software, σ is the scale parameter and θ is the shape parameter of the NHPP GHLD-II model. By using Eq. (5), the number of remaining errors takes the following formula:
By using Eqs. (6) and (7), we can get the error detection rate as follow:
.
The MTBF of the NHPP GHLD-II model can be found using Eq. (6) as follows:
According to Eq. (5), the conditional reliability function is:
Parameter Estimation of the NHPP GHLM-II Model
In this section, different methods to estimate the parameters of the NHPP GHLD-II model are given.
The Maximum Likelihood Estimation (MLE) method
Let T i is a random variable representing the time between (i-1) st and i th failure,
is a random variable indicating the i th failure occurrence time where T i = S i − S i−1 (i = 1, 2, … , n; S 0 = 0) the joint density of the unknown parameters, Θ, of a NHPP model with m(s n ; Θ) is given by:
Now, for estimating the unknown three parameters , and of the NHPP GHLD-II model using the MLE method and based on the data of failure occurrence time s i (i = 1, 2, … , n; 0 ≤ s 1 ≤ s 2 ≤ ⋯ ≤ s n ), we substitute Eqs. (5) and (6) in Eq. (11), then by taking the natural logarithm of both sides we obtain:
Taking the partial derivative of Eq. (12) with respect to , and we get:
By setting the derivatives equal to 0, the following non-linear equations are obtained:
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Solving the second and third expressions of Eq. (14) by applying numerical methods ,̂ and ̂ will be obtained, then by substituting them in the first expression of Eq. (14), ̂ is found.
The Non-Linear Least Squares Estimation (NLSE) method
The Non-linear Least Square Estimation (NLSE) method aim to minimize the following function:
where Θ is the parameters of a NHPP model, and m(t i ; Θ)) is its mean value function.
By substituting Eq. (5) in Eq. (15) we obtain:
Taking the partial derivative of Eq. (16) with respect to , and we obtain:
Solving the second and third expressions of Eq. (18) by applying numerical methods ,̂ and ̂ will be obtained, then by substituting them in the first expression of Eq. (18), ̂ is found.
The Weighted Non-Linear Least Squares Estimation (WNLSE) method
The Weighted Non-linear Least Square Estimation (WNLSE) method aim to minimize the following function:
where Θ is the parameters of a NHPP model, m(t i ; Θ)) is its mean value function, and w i (i = 1,2, … , n) are positive weights.
By substituting Eq. (5) in Eq. (19) we obtain:
Taking the partial derivative of Eq. (20) with respect to , and we obtain: According to the work of Ishii et al. [11] , the weighting function w i can be defined as:
For our application, three weighting functions for estimating the parameters of the NHPP GHLM-II model using the WNLSE method are considered: the first weight is obtained by substituting Eq. (5) in Eq. (23) as follows:
The second and third weighting function is empirically suggested as follows:
Building Super-Models (SMs)
This section is intended as a guide to building Super-Models (SMs). Building these models is based on predictions attained from all considered models along with assigning suitable weights to these predictions. We first present efficient algorithm for steps of constructing the SMs. Then, some weighing methods are reviewed.
SM construction algorithm
For giving better reliability predictions to the failure data, the SM technique is proposed to establish new reliability models by combining two or more SRGMs, which have better fitting effects by assigning a proper weight to each included SRGM. The following algorithm illustrates the steps of constructing SM in detail.
It is formulized as a linear combination of several SRGMs predictions as follows [12] :
(i) Choose a set of SRGMs with good predictive ability so their biased predictions can be negated, (ii)
Keep track of the failure data with all the SRGMs, (iii) Assign appropriate weight to the selected component SRGMs, (iv) Form one or several linear combination models for final prediction.
Weight criteria
As mentioned above, the SM technique gives each SRGM a specific weight, either a fixed number or a function in the previous prediction performance of these SRGMs. There are several methods suggested in literature to select the weight, one of them depend on the values of the prequential likelihood functions as calculated for each SRGM. The disadvantage of this approach is that when the number of parameters is more than three parameters it is difficult to be implemented and it consumes a long time. Another approach has been suggested based on a Bayesian inference weighted decision [8] . Also, Lyu and Nikora [12] formulated four SMs as follows:
[1] Equally-weighted Linear Combination (ELC) model that use an arithmetic mean of the predictions of SRGMs as a prediction of SM for each time. model that use meta-predictor to form a SM from several SRGMs with the weighting chosen in some optimal way e.g. posterior probability.
Goodness-of-Fit Measures
The Mean of Square Errors (MSE), Sum of Square Errors (SSE), and variance criteria are used for the evaluation purpose in our application. These criteria illustrate the variation between the actual and predicted values. The lower the criteria value, the better model performance. These criteria are described as follows:
Variance=√(
, where (29) m (t i ) is the estimated cumulative number of faults at time t i .
y i is the total number of faults observed at time t i .
Bias is the average of prediction error, and it is given by:
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n: The number of faults.
k: The number of model parameters.
Numerical Application
In this section, four sets of failure data are used as inputs to our suggested reliability prediction models. The MLE, NLSE, and WNLSE methods are considered for parameter estimation. For the WNLSE method three different weighting functions are studied. Eight super-models are constructed and compared with its components based on three evaluation criteria.
Real data sets
In our application, four real data sets (DS1, DS2, DS3, and DS4) are used to examine the performance of the constructed SMs. DS1: represents 34 software failures of Navel Tactical Data System (NTDS), presented in [13] . DS2: is from the procedure of a failures control chart for failure software process, used by [14] , the data consists of 30 software failures. DS3: gives the time between 136 failures of a software product, used in [15] . DS4: consists of 1197.945 time units and 41 failures, introduced by [16] . The four data sets are summarized in Tables [1] [2] [3] [4] . 3  18  9  1  6  19  12  2  1  20  11  3  11  21  4  4  33  22  7  5  7  23  2  6  91  24  5  7  2  25  8  8  1  26  5  9  78  27  7  10  47  28  1  11  12  29  6  12  9  30  1  13  135  31  9  14  258  32  4  15  16  33  1  16  35  34  3  17 108  103  529  69  227  35  3  1  0  104  379  70  65  36  30  2  3110  105  44  71  176  37  113  3  1247  106  129  72  58  38  81  4  943  107  810  73  457  39  115  5  700  108  290  74  300  40  9  6  875  109  300  75  97  41  2  7  245  110  529  76  263  42  91  8  729  111  281  77  452  43  112  9  1897  112  160  78  255  44  15  10  447  113  828  79  197  45  138  11  386  114  1011  80  193  46  50  12  446  115  445  81  6  47  77  13  122  116  296  82  79  48  24  14  990  117  1755  83  816  49  108  15  948  118  1064  84  1351  50  88  16  1082  119  1783  85  148  51  670  17  22  120  860  86  21  52  120  18 75  121  983  87  233  53  26  19  482  122  707  88  134  54  114  20  5509  123  33  89  357  55  325  21  100  124  868  90  193  56  55  22  10  125  724  91  236  57  242  23 
Building SMs based on the NHPP GHLD-II model
In this section, we apply eight linear combinations of some generated sub-models of the NHPP GHLD-II model using four real data sets. Our sub-models are formed by considering two cases. In the two cases, we construct our SMs based on the work of [5] . Specifically, we select the ULC model to formulate our SMs. The general mathematical formula of the ULC model is given by:
where O: represents an optimistic prediction, M: represents a median prediction and P: represents a pessimistic prediction. The two cases we consider are illustrated as follows:
Case I: All the model's parameters are unknown
In this case four SMs are formed through the following steps:
Step1: Assume that all the three parameters ( , and ) of the NHPP GHLD-II model are unknown.
Step2: Apply the MLE, NLSE, WNLSE methods to estimate the model's parameters, (according to this step five model predictions will be obtained).
Step3: Select the optimistic, median, and pessimistic prediction models from Step 2.
Step4: Form the SM by substituting the three selected prediction models in Eq. (30).
Step5: Repeat step1 to step 4 for each data set, as a result we obtain four SMs (SM1, SM2, SM3, and SM4).
Case II: Two of the model's parameters are unknown, and one known
Step1: Assume assuming two unknown parameters( and ) and a known shape parameter with the values (0.8, 1, 1.2, and 1.5).
Step2: Apply the MLE, NLSE, WNLSE methods to estimate the model's parameters (according to this step twenty prediction models will be obtained).
Step5: Repeat Step1 to Step 4 for each data sets, as a result we obtain four SMs (SM5, SM6, SM7, and SM8).
Results
Our numerical results will be illustrated in this section as follows:
Case I results:
The ML, NLS, and WNLS estimates of the parameters of the five prediction models with its evaluation criteria for each of the studied data sets: DS1, DS2, DS3, and DS4, are summarized in Tables [5] [6] [7] [8] . 
P (WNLSE (w i(2) )
) .
The prediction results of the four SMs along with the prediction results of their three components for the last 16 failures based on DS1, DS2, DS3, and DS4, respectively, are summarized in Table 9 , Table 11 , Table 13 and Table 15 while the evaluation criteria results of the four prediction models and their components are summarized in Table 10, Table 12 , Table 14 , and Table 16 . ) and M ( ) and less efficient than P (WNLSE (w i(2) ) ) . For DS2: Table 12 shows that according to the SSE and MSE values, the SM2 is more efficient than P (WNLSE (w i(3) ) ) and less efficient than O (NLSE) and M (WNLSE (w i(1) ) ) . The values of the variance show that the SM2 is more efficient than (O (NLSE) and M (WNLSE (w i(1) ) ) ), and less efficient than P (WNLSE (w i(3) ) ) . Table 14 : The evaluation criteria results of the SM3 and its components.
For DS3: Table 14 illustrates that according to the SSE and MSE results, the SM3 has the highest values among its components; consequently, the SM3 is the least efficient model for this data set while it has the same predictive capability as its components according to the variance criteria.
Evaluation Criteria For DS4: Table 14 illustrates that according to the values of the SSE, MSE, and variance, the SM4 is more efficient than P (WNLSE (w i (2) ) ) and less efficient than (O (NLSE) and M (WNLSE (w i(1) ) )) .
Case II results:
The ML, NLS, and WNLS estimates of the parameters of the twenty prediction models with their evaluation criteria for each of the studied data sets: DS1, DS2, DS3, and DS4, are summarized in Tables [17-22] . Tables [17-22 ] the three best prediction models among the twenty prediction models for each of the four data sets are chosen as components to construct another four SMs (SM5, SM6, SM7, and SM8) using Eq. For DS1: Table 24 shows that, according to the values of the SSE and MSE, the SM5 is more efficient than P M1−(WNLSE (w i(2) ) ) and less efficient than (O M1−(NLSE) and M M1−(WNLSE (w i(3) ) ) ). While the values of the variance show that the SM5 is less efficient than P M1−(WNLSE (w i(2) ) ) and more efficient than (O M1−(NLSE) and M M1−(WNLSE (w i(3) ) ) ). Table 26 shows that, according to the values of the SSE, MSE, the SM6 is more efficient than P M1−(WNLSE (w i (2) ) ) and less efficient than (O M1−(NLSE) and M M1−(WNLSE (w i(3) ) ) ). While the values of the variance show that the SM6 is less efficient than P M1−(WNLSE (w i(2) ) ) and more efficient than (O M1−(NLSE) and M M1−(WNLSE (w i(3) ) ) ). Table 28 shows that, according to the SSE and MSE values, the SM7 has the lowest value among its components predictions; consequently, the SM7 is the most efficient model for this data set while the variance show that the SM7 is less efficient than P M1−(WNLSE (w i(2) )
) and more efficient than (O M1−(NLSE) and M M1−(WNLSE (w i(3) ) ) ). (3) ) ) ).
Concluding Remarks
In this paper, the SM approach for the NHPP GHLD-II model have been considered. Eight linear combination models have been formed based on the work of [5] . Our proposed SMs have been validated through real data application. Due to various choices of methods of estimation, goodness-of-fit tests, values of the model's shape parameter, and real failure data sets 72 comparison scenarios have been generated. According to these scenarios, the following points are concluded:  Different evaluation criteria give different selected proper prediction models, this indicates choosing the correct model evaluation process can be difficult and need more consideration.  Case II which includes the generation of four SMs by assuming the value of the shape parameter to be known gives higher values of the evaluation criteria and hence worse performance of its constructed SMs than the constructed SMs in Case I.  Among all the generated 72 comparison scenarios, 30 scenarios reveal that the SM technique enhance the prediction model performance: 11 in Case I and 19 in Case II and 3 cases give similar prediction accuracy of the SM as some of its components. The rest of the considered cases show that the SM is less efficient than some of its components.  Also, in most of the cases, the results show that the NLSE and WNLSE methods have better evaluation criteria than the MLE method, while the NLSE and WNLSE show approximately similar behavior, especially for the case when the weighting function is w i (3) .  The weighting function w i(1) , w i( ) and w i(3) show very close evaluation criteria values with little preferences for the sake of w i(3) in most of the cases, then w i( ) takes the second-best choice. Thus, the weighting function provides a foundation for more investigation.
Generally, the SM technique gives good results in our application, but still more work need to be done in this area.
