This paper proposes matrix variate generalization of Kummer-Beta family of distributions which has been studied recently by Ng and Kotz. This distribution is an extension of Beta distribution. Its characteristic function has been derived and it is shown that the distribution is orthogonally invariant. Some results on distribution of random quadratic forms have also been derived.
Introduction
Armero and Bayarri [1, 2] derived Kummer distribution as a posterior distribution of certain basic parameters in a Bayesian analysis of M/Af/oo queuing system. A random variable X is said to have Kummer distribution if its probability density function (p.d.f.) is of the form
/ (x\a, P, y, 8) = c(o, p, y, 8)x
a -1 (1 + 8x)~Y e~^x, 12 Daya K. Nagar and Arjun K. Gupta [2] shape parameter a and scale parameter p. For a = v { /2, P = 0, y = (vi + v 2 )/2 and 5 = 1, Kummer distribution reduces to /-"-distribution with (v u v 2 ) degrees of freedom. Recently, following Armero and Bayarri [1, 2] , Ng and Kotz [11] proposed and studied two families of Kummer-Gamma and Kummer-Beta distributions. The random variable U with the p.d.f. where a > 0, P > 0, -oo < X < oo and
{K(a,p,X)}-1 =
where \F\ is the confluent hypergeometric function, is said to have Kummer-Beta distribution with parameters (a, p, X). Independently, Gordy [7] has also defined Kummer-Beta distribution in relation to the problem of common value auction. This distribution is an extension of Beta distribution, and for a < 1 (and certain values of the parameter X) yields bimodal distribution on finite range. In this article we propose and study matrix variate generalization of (1.1). In Section 2, we give some well-known results and definitions. We define the matrix variate Kummer-Beta distribution in Section 3. Several of its properties including characteristic function, marginal distribution, moments are derived in Section 4.
Preliminaries
We begin with a brief review of some definitions and notations. We adhere to standard notations. See, for example, Constantine [4] , Davis [5, 6] and Chikuse [3] . Throughout, K, X, <p and p are partitions of the non-negative integers k, l,f = k+l and r respectively. The zonal polynomial of the symmetric p x p matrix X corresponding to the partition K will be denoted by C K (X). Davis [5, 6] has defined and studied a class of polynomials C^{X, Y) of p x p symmetric matrix arguments X and Y, which are invariant under the transformation^, Y) -> (HXH',HYH'),H e O(p). The following results pertaining to invariant polynomials will be used in subsequent sections:
where 9*/ = C;
Further, [3] Matrix-variate Kummer-Beta distribution 13 and (2.3)
where <p e K • k denotes that irreducible representation of Gl(p, R), the group of p x p real invertible matrices, indexed by 2</>, appears in the decomposition of the tensor product 2K <g> 2k of the irreducible representations indexed by 2K and 2k. The integrals involving invariant polynomials are
In expressions (2.4), (2.5) and (2.6), The integral representation of the confluent hypergeometric function ] F t is given by
where 
where a > (p -l)/2, b > (p -l)/2, and fi p (a, b) is the multivariate beta function.
Matrix variate Kummer-Beta distribution
The corresponding matrix variate generalization of (1.1) is defined as follows:
A p x p random symmetric positive definite matrix U is said to have a matrix variate Kummer-Beta distribution with parameters or, fi and A, denoted
The normalizing constant in (3.1) is given as
where i F\ is the confluent hypergeometric function of matrix argument.
It may be noted here that for A = 0, Kummer-Beta distribution reduces to a Beta type I distribution.
By means of a bilinear transformation of the random matrix U, a generalized matrix variate Kummer-Beta distribution is generated as given in the following theorem. THEOREM 3.1. Let U ~ KB p (a, /}, A). Then for given p x p symmetric matrices * > 0 and Q ( > ^) , the random matrix X (p x p) defined by
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700008442 [6] where V<X<Q.,
PROOF. The Jacobian of the transformation (3.3) is J(U -» X) = det(J2 -yy(p+ W 2 H e n c e ^ p -( j.f. of U is transformed to the p.d.f. of X given by (3.4). • DEFINITION 3.2. A p x p random symmetric positive definite matrix X is said to have a generalized matrix variate Kummer-Beta distribution with parameters a, P, ©; Q, * denoted by X ~ GKB p (a, 0, @, £2, * ) , if its p.d.f. is given by
When * = 0 and £1 = I p , the above definition yields the standard Kummer-Beta distribution. Further if X ~ GKB p (a, p , 0 , fi, * ) , then (J2 -vp)-1 / 2^ -* ) ( « -a, /J, (£2 -
Properties
In this section we study some properties of the random matrix distributed as matrix variate Kummer-Beta. , the density of X is obtained as
which is the desired result.
•
In the next theorem, it is shown that the matrix variate Kummer-Beta distribution is orthogonally invariant. 
Now making the transformation
and U 22 .,
with Jacobian J(U U , U 22 , U n -* U n , U 22 .i,X) = det(f/ n )^" 9)/2 and substituting (4.1)-(4.3) in the density of U, we get the joint density of Uu, U 2 ii, and X as HBH' ) we obtain, for p -q < q,
Substituting g(A, B) in (4.4) we get the joint density of U n and t/ 22 .1 as
Clearly f/n and U 22 -\ are not independent. The marginal densities of (/ n and U 22 . x can be obtained by using results on invariant polynomials and hypergeometric functions.
For q > p -q, expanding
and using C r (l/ n )Q(Z, -I/,,) = E^^'^W n , 7, -U n ) we have (4.6) e l -^'^F^^/^^j -A , 7, -£/") Substituting (4.6) in (4.5) and integrating t/n using (2.4) we obtain 0<Uu<I, [10] Finally, the marginal density of f/ 2 21 is derived as
Next, we derive moments of some functions of the random matrix U distributed as matrix variate Kummer-Beta. 
(a)r p (a +P + h) iFifaa + fa-A)
(ii) Similar to the proof of (i).
• From the density of U,
Expanding etr(-A U) in zonal polynomials and using results on invariant polynomials, we get f-lV
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700008442
[11]
Matrix-variate Rummer-Beta distribution 21
Now substituting (4.8) in (4.7) and integrating U using (2.5), we obtain°°
Similarly,
where the last two steps have been obtained by using (2.5) and (2.2) respectively. In the rest of the section we will derive density functions of certain random quadratic forms. Now to obtain the marginal density of Z, we need to integrate U in (4.10). Collecting terms containing U and using the substitution
with the Jacobian J(U -> W) = det(/ p -Z)^^1 2 , we get
in series involving zonal polynomials and using (2.3), we obtain
where A = A 1/2 (/ p -Z) 1/2 . Substituting (4.12) in (4.11) and integrating W using (2.6), we obtain
Integrating U in (4.10) using (4.13), and simplifying the resulting expression using
Kummer's relation we get the desired result.
• use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700008442
In above theorem if we take a = a + b, then
and the density of Z reduces to
Furthermore, for A = 0, Z ~ B' p (a, b + fi), a result derived by Rao [12] in the univariate case and Javier and Gupta [10] (also see Gupta and Nagar [8, 9] ), Z>0.
*=o /=o K PROOF. The joint density of U and V is given by t,P,A)
Transforming Z = f/ 1/2 VC/ 1/2 with 7(V -> Z) = det(t/)~( p+1)/2 in above, we get the joint density of U and Z as •
