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8K UHD（Ultra High Definition Television）向けに高速動きベク
トル検出アルゴリズム Block Motion Estimation；BME）の開発・改
良を行った.中央大学榎本研究室で開発された従来の BME である FSW
は非常に高速ではあるが”Bronze with credits”や”Ice Hockey”という複
雑なテスト画像において画質が劣化する問題点があった.今回,動き予測
や探索窓拡大アルゴリズムをこの FSW に適用した FSW5 を開発し
た.6 つのテスト画像について画像解析を行ったところ,従来の処理速度
を維持しつつ画質を改善することができた.FSW5 の処理速度は FS
（全探索法）の 24.99 倍〜695.01 倍,従来の高速アルゴリズムである S-
UMHS の 1.8 倍〜6.32 倍, EPZS の 1.58 倍〜2.43 倍と非常に高速であ
る一方,画質は FS とほぼ同等のものが得られる. 
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1 はじめに 
8K UHD（Ultra High Definition Television）と呼ばれるスーパー
ハイビジョンの放送が 2016 年に開始される予定である.フル解像度の
UHD では 1 フレームあたりの総画素数は 9,950 万画素（7,680 画素×
4,320 ライン×RGB）と極めて多い.この膨大なデータをリアルタイム
エンコーディン可能なプロセッサを実現するためには,処理量の特に大
きい動きベクトル検出（Block Motion Estimation；BME）を高速処
理できるアルゴリズムの開発が急務である.これまでに,高速 BME アル
ゴリズムとして , Simplified Unsymmetrical-cross Multi-Hexagon-
grid Search （ S-UMHS ） ,Enhanced Predictive Zonal Search
（EPZS[1][2]）,Frame-Shaped Window（FSW）[1]等が開発された.本研
究では更なる高速化および高画質化を目指し,フレーム形探索窓 BME
アルゴリズム, FSW5 を開発した.FSW5 アルゴリズムはおおよその探
索開始点を予測する 1 次探索,探索開始点付近で繰り返しダイヤモンド
探索を行い,動きの小さい点を検出する 2 次探索,窓枠状の探索窓を広げ
広範囲で効率よくブロックマッチングを行う 3 次探索,3 次探索までに
見つけられた候補点の精度を繰り返しダイヤモンド探索により高める
4 次探索の 4 つのステップからなる.FSW5 アルゴリズムを H.264/AVC
に準拠したソフトウェアエンコーダ JM12.3 に実装し,6 種類の HDTV
（High Definition Television）画像（ ”Bronze with credits”, ”Ice 
Hockey”, ”Whale show”, ”Tractor, ”Riverbed”, ”Intersection”）に適用
し,解析を行った.その結果,FSW は再生画像の画質を全探索法（Full 
Search；FS）のそれと同等の画質を維持できた.また、FSW5 アルゴ
リズムの処理速度は”Bronze with credits”の場合,FS, S-UMHS, EPZS
アルゴリズムのそれぞれ 695.01 倍, 6.321 倍, 2.433 倍高速化された. 
 
2 従来 FSW アルゴリズム（FSW1,FSW2） 
Frame-Shaped Window（FSW）アルゴリズムは中央大学榎本研究
室で開発された探索窓を適応的に縮小する高速 BME アルゴリズムで
ある.前処理と 3 つの探索ステップからなり,高速に最適なマクロブロッ
ク(M-blk)を検出する.前処理では探索窓サイズの縮小,探索停止しきい
値の設定,探索中心の設定を行う.これらの前処理には符号化対象 M-blk 
A の周辺 M-blk B, C, D, A’を用いる. 
 
図 2.1 符号化対象M-blkと周辺 M-blkの位置関係 
 B, C, D, A’は既に探索済みの M-blk であり,それぞれが動きベクトル情
報と最小差分値和を保持している. A’の持つ動きベクトルの x 成分を
A’MVx、y 成分を A’MVy, B, C, D についても同様に定義する.また A’の持
つ最小差分値和を A’Da, B, C, D についても同様に定義する. 
 
2.1 前処理 
2.1.1 探索窓サイズの縮小 
FSW では探索窓の初期サイズから縮小を行うことで探索点を尐な
くし,処理の高速化を実現している.探索窓サイズの縮小は以下のように
行われる.はじめに B, C, D のベクトル成分と A’のベクトル成分の差分
をとる. それらすべてが探索窓の初期サイズ(p0)の 1/4 より小さい場合,
探索窓サイズ(p1)は初期サイズの 1/5 に. そうでない場合,探索窓サイズ
は初期サイズの 3/5 に設定される 
 
2.1.2 探索停止しきい値の設定 
FSW では探索停止しきい値による探索停止条件を満たしたとき,以
降の探索から有用な M-blk が検出できないと判断し,ブロックマッチン
グ処理を早期に停止することにより処理の高速化を実現している.探索
停止しきい値は最大で 2 つ設定される. 
 1 つ目の探索停止しきい値(Dth1) 
探索窓の初期サイズが 1/5 に縮小されたとき,すなわち式(2.2)が選択
されたとき, A’で検出された最小差分値和(Da)を 1 つ目の探索停止しき
い値,Dth1に設定する. 
 2 つ目の探索停止しきい値(Dth2) 
BDa と A’Da の差分の絶対値が BDa の絶対値の 1/50 より小さいとき, 
BDaを 2 つ目の探索停止しきい値, Dth2に設定する.探索停止しきい値は
以降探索ごとに評価され,検出された M-blk の差分値和が 2 つの探索停
止しきい値のどちらかの 1.05 倍より小さい場合,十分な精度の M-blk
が検出されたとして以降の探索を打ち切る.また探索停止しきい値を設
定しない FSW を FSW1,探索停止しきい値を設定した FSW を FSW2
とする. [2] 
2.1.3 探索中心の設定 
 FSW では予測ベクトルを用いて探索中心(を設定している.既に探索
済みの周辺 M-blk B, C, D が持つそれぞれのベクトル成分の中央値を
予測ベクトルとして用いる.探索中心の座標を SC(x,y)と表記すると探
索中心の座標は以下のように与えられる. 
x = med(BMVx, CMVx, DMVx), y = med(BMVy, CMVy, DMVy) 
 
2.2 1 次探索 
2.1.3 章で設定された探索中心を探索開始点として繰り返しダイヤ
モンド探索を最大で 4 回行う.探索停止しきい値が設定されている場合,
ブロックマッチングごと探索停止条件を評価し,条件を満たす場合探索
を停止して以降の探索をスキップする.1 次探索で最適な点を見つけら
れなかった場合,1 次探索中で探索した点のうち,最も差分絶対値和の低
い点を 2 次探索の探索開始点として 1 次探索を終了する. 
 
2.3 2 次探索 
2 次探索ではフレーム形に探索開始点から 8 方向に次第に探索窓を
広げながらブロックマッチングを行う.この探索窓が窓枠状であること
からこのアルゴリズムは Frame Shaped Window と名付けられた.探索
の手順は以下の通りである.1 次探索で求められた探索開始点から x 方
向,y 方向に距離が dn離れた正方形の探索窓を設置し,探索開始点の右の
点から時計回りに 8 点探索を行う.この 8 点探索で探索を行った点のう
ち,もっとも低い差分絶対値和を持つ点を次の探索中心(SC1)とし,同様
に dn を更新して探索窓を設置する. dn が縮小された探索窓サイズより
小さい場合かつ 8 点探索を行った後,探索中心以外の点が最も小さい差
分絶対値和を持つ場合,この処理を繰り返す. 
dn = dn-1+n+1,  d0 = 1 
2.4 3 次探索 
3 次探索では BME 処理の精度を最大限に高めるために,2 次探索で
求められた探索開始点から繰り返しダイヤモンド探索を最大で 13 回行
う.探索中心が探索窓の外に出た場合,探査を行った結果,探索中心が最
良の点であった場合,最大繰り返し回数に達した場合,もしくはしきい値
による探索停止条件を満たした場合に探索を終了し,FSW による BME
を終了する. 
図 2.2 は 2 次探索においてフレーム形の探索窓が拡大される様子を示
している.図 2.3 は FSW2 のアルゴリズムフローチャートである.2.1 章
で述べた通り図 2.2 から探索停止しきい値に関わる処理をのぞいたも
のが FSW1 である. 
 
図 2.2 フレーム型探索窓の拡大 
 
図 2.3 FSW2フローチャート 
 
3 探索窓を拡大した FSW（FSW3） 
従来の FSW は非常に高速な BME アルゴリズムであったが,複雑な
テスト画像”Ice Hockey”, “Bronze with credits”では画質が劣化してし
まっていた[3][4].複雑なテスト画像においても全探索法（FS）と同等の
画質を得られるようにするため,従来 FSW と比べて探索窓を広げた
FSW3 を開発した.FSW3 では前処理において探索窓を縮小しない,つま
り p1 = p0として探索窓を設定する.またこれにより,1 次探索およびダイ
ヤモンド探索の回数が 3 回に変更される.図 3.1 は FSW3 のアルゴリズ
ムフローチャート図である.探索窓サイズを拡大したことにより 1 次探
索の処理が変更されている. 
 
図 3.1 FSW3フローチャート 
 
4 予測ベクトルを拡張した FSW（FSW4） 
FSW3 と同様に ,複雑なテスト画像”Ice Hockey”や”Bronze with 
credits”の画質確保のために従来 FSW で用いていた予測ベクトルに改
良を行った.従来の FSW では参照ピクチャ中における 3 つの動きベク
トルの中央値を唯一の予測ベクトルとして用いていた.今回改良を行っ
た FSW4 ではこれを拡張し,参照ピクチャ中.現在ピクチャ中の周辺 M-
blk から生成した 9 個の予測ベクトルを用いる. FSW4 では既に探索済
みの周辺 M-blk を最大限に利用して予測ベクトルを生成する.具体的に
は符号化対象 M-blk と同フレームの 4 つの M-blk,参照フレームの周辺
M-blk から 5 つの M-blk を選び,それらの保持する既に探索済みの動き
ベクトルを予測ベクトルとして用いることで,以降の探索の精度を飛躍
的に向上させる. 
 
 
図 4.1 FSW5 における予測ベクトルの生成方法 
 
FSW4 における予測ベクトルの生成方法を詳しく説明する .従来の
FSW に加え,図 4.1 のように更に周辺 M-blk の定義を追加する.A の左
上を E,参照フレーム中の A と同一の A’とする.また A’のそれぞれ右,左
下,下,右下を F’,G’,H’,I’とする。FSW4 では３つの動きベクトルの中央
値に加え,9 つの周辺 M-blk の持つ動きベクトルを予測ベクトルとして
設定する。FSW4 では生成した 10 個の予測ベクトルを用いて 1 次探索
として 10 点の探索を行う.これを予測点探索と呼ぶ.その結果得られ
た,10 点のうち最も差分値和が低い点を 2 次探索のダイヤモンド探索の
開始地点として以降の探索を行う.このアルゴリズムを FSW2 に実装し
た. 図 4.2 は予測ベクトルを拡張した FSW4 のフローチャートである. 
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図 4.2 FSW4フローチャート 
 
5 探索窓サイズを広げた予測ベクトル改良 FSW（FSW5） 
FSW3,FSW4 と同様に,複雑なテスト画像”Ice Hockey”や”Bronze 
with credits”の画質確保のために従来 FSW で用いていた予測ベクトル
に改良を行った.第 3 章で述べた探索窓を拡大した FSW（FSW3）、第
4 章で述べた予測ベクトルを改良した FSW （FSW4）の両方のアルゴ
リズムを実装した ,探索窓サイズを広げた予測ベクトル改良 FSW
（FSW5）を開発した.従来の FSW1 個の予測ベクトルを持ち,探索窓サ
イズを 3/5 もしくは 1/5 に縮小していたのに対し,FSW5 は 10 個の予測
ベクトルを持ち,探索窓の縮小を行わない.これにより処理速度は僅かに
低下するが画質が飛躍的に向上することが見込まれる. 
 探索窓サイズは第 3 章で述べた FSW3 と同様に p1 = p0として探索窓
サイズの縮小を行わない.10 個の予測ベクトルの生成方法は第 4 章で述
べた FSW4 と同様の手法を用いる.つまり従来から用いていた周辺 M-
blk B, C, D の中央値から生成された予測ベクトルと,周辺 M-blk から
生成される 9 つの予測ベクトルを用いる.図 5.1 は FSW5 のアルゴリズ
ムフローチャートである. 
 
 
図 5.1 FSW5 フローチャート 
 
6 FSW アルゴリズムの特性 
第 2 章から第 5 章で述べた各 BME アルゴリズムを H.264/AVC に
準拠した JM12.ソフトウェアエンコーダに実装し,6 種類の HDTV
（High Definition Television）画像（ ”Bronze with credits”, ”Ice 
Hockey”, ”Whale show”, ”Tractor, ”Riverbed”, ”Intersection”）に適用
し,解析・評価を行った.また,各アルゴリズムの特性を評価するために
従来のアルゴリズムである以下のアルゴリズムとの比較を行う.全探索
法（FS）は画質の基準となる最も基本的な BME アルゴリズムである. 
高速 BME アルゴリズムとして ,Simplified Unsymmetrical-cross 
Multi-Hexagon-grid Search（S-UMHS）,Enhanced Predictive Zonal 
Search（EPZS）解析結果の比較に用いる.諸処の解析条件は表 6.1 に
示す通りである.図 6.1 は評価に用いた 6 つの HDTV 動画像である. 
表 6.1 解析条件 
テスト画像 
”Riverbed”, “Intersection” 
“Tractor”, ”Whale show” 
“Bronze with credits”, ”Ice Hockey” 
プロファイル@レベル MP@HL 
GOP 構造 
N=15,M=3 
(IBBPBBPBBPBBPBBI…) 
ターゲットビットレート 15Mbps 
フレームサイズ 
1,920×1,088 
(1,080+8 black lines)(HDTV) 
フレームレート 25fps 
フレーム数 450(1,080i), 150(1,088p) 
1/4 画素探索 使用 
参照フレーム数 1 
ブロックサイズ 
16×16,16×8, 8×16,8×8, 
8×4,4×8,4×4 
レートコントロール 使用 
Early Skip 非使用 
InitialQP 画像ごとに適応的に設定 
探索窓サイズ(p0) ±16〜192 
 
 
(a)”Intersection”      (b)”Riverbed”      (c)”Whale show” 
 
   (d)”Tractor”       (e)”Ice Hockey”   (f)”Bronze with credits” 
図 6.1 評価に用いた HDTV動画像 
6.1 “Bronze with credits”における FSW アルゴリズムの特性 
動きが速く、絵柄が複雑な”Bronze with credits”で各アルゴリズム
を評価した図を以降に示す.探索速度の指標である平均差分演算回数
/MB(Nb)と画質の指標である平均ピーク S/N 比(Rsn)を用いて各アルゴ
リズムを評価する.比較対象となるアルゴリズムは最も基本的で画質の
基準となる全探索法(FS), 従来の高速アルゴリズムとして知られている
S-UMHS, EPZS を用いる.図 6.2 は平均差分演算回数と探索窓サイズの
関係である. 図 6.3 は平均ピーク S/N 比と探索窓サイズの関係である. 
各グラフの左の図は FSW5 と従来アルゴリズムである FS,S-
UMHS,EPZS との比較を.右の図は FSW5 と FSW1〜FSW4 のそれぞ
れとの結果を比較している. 
  
図 6.2 平均差分演算回数/MB(Nb)と探索窓サイズ(p0)の関係 
 
図 6.3 平均ピーク S/N 比(Rsn)と探索窓サイズ(p0)の関係 
 
6.1.1 速度解析 
探索窓サイズ p0 が増加するにつれて FS, S-UMHS の Nb は増加し
ているが EPZS, FSW5 の演算回数はほぼ一定である.図 6.2 の左図中で
は p0に関わらず FSW5 の演算回数が最も尐ない.これは FSW5 が従来
の高速アルゴリズムである S-UMHS, EPZS と比べ高速であることを
示している.p0 = ±80 画素では FSW5 は FS と比べ 695.01 倍, S-
UMHS と比べ 6.32 倍, EPZS と比べると 2.43 倍高速化されている. 
 
6.1.2 画質解析 
探索窓サイズ p0≧±16 で FSW5 は従来の高速アルゴリズムである
S-UMHS, EPZS と同等の画質を持つ.FS と比較しても FSW5 の画質が
飽和する p0 = ±80 では FS の Rsn と FSW5 の Rsn を比較すると
0.154dB 下回るだけでほぼ一致している.またその他の FSW アルゴリ
ズムと比較しても FSW5 は非常に画質が良く, p0≧±32 で安定してい
ることがわかる.従来の FSW1,FSW2 と比べ予測ベクトルによる探索,
探索窓サイズの拡大を行うことで”Bronze with credits”において 1.0dB
〜1.5dB 近く画質が改善されていることが図 6.3 右図からわかる.表 6.2
は p0 = ±80 における各アルゴリズムの解析結果を示している. 
表 6.2 動画像解析結果（”Bronze with credits” Rd = 15Mbps, p0 = 
±80, P ピクチャ, GOP 構造 ; M = 3, N = 15） 
アルゴリズム 
平均差分 
AD 回数 
速度比 
[倍] 
速度比 
[倍] 
Rsn 
[dB] 
FS 
との差 
FS 7,996,611.663  - - 33.218  0.000 
S-UMHS 72,731.089  1.00  - 33.105  -0.113  
EPZS 27,992.499  2.60  1.00  33.058  -0.159  
FSW1 14,464.791  5.03  1.94  31.714  -1.504  
FSW2 9,440.227  7.70  2.97  31.534  -1.684  
FSW3 11,793.743  6.17  2.37  32.507  -0.711  
FSW4 12,846.446  5.66  2.18  32.216  -1.002  
FSW5 11,505.687  6.32  2.43  33.064  -0.154  
 
6.2 その他 5 種類の動画像による評価 
 表 6.3 には”Intersection”, “Whale show”, “Tractor”, “Riverbed”, “Ice 
Hockey”で評価した各種アルゴリズムの解析結果もあわせて示す.各画
像とも p0の値は画質が飽和する最小窓サイズの値である. 
 
6.2.1 速度解析 
いずれの探索窓においても開発した FSW5 は従来の高速アルゴリ
ズムよりも大幅に高速化されている.”Bronze with credits”同様に FS
や S-UMHS が p0 に 比 例 し て 処 理 速 度 が 低 下 す る の に 対
し,FSW2,FSW5 は p0 に関わらずほぼ一定である.また EPZS と比較し
ても FSW2 は 2.0 倍~3.5 倍程度,FSW5 は 1.5 倍~2.3 倍程度高速化さ
れている.例えば”Tractor”において FSW5 は FS の 336.32 倍、S-
UMHS の 2.31 倍,EPZS の 1.56 倍, FSW2 の 1.14 倍高速化されている. 
 
6.2.2 画質解析 
FSW5 の Rsnを FS の Rsnと比べると,”Bronze with credits”では 
-0.154dB の減尐 (劣化 ), ”Ice Hockey”では -0.102dB の減尐 (劣化 ), 
“Intersection”では完全に一致, “Whale show”では 0.008dB の増加(改
善), “Riverbed”では 0.003dB の増加(改善), “Tractor”では 0.012dB の増
加(改善)である.FSW5 は FS との差が極めて小さいことから,画質面で
も最も優れたアルゴリズムの一つと言える. 
 
 
表 6.3 動画像解析結果 (Rd = 15Mbps,  
P ピクチャ, GOP 構造 ; M = 3, N = 15) 
 
7 おわりに 
8K UHD 向けの高画質かつ高速処理可能な BME アルゴリズム 
FSW5 を開発した.探索窓サイズの拡大,予測ベクトルの拡張を行っ
た結果,従来 FSW アルゴリズムと同等の処理速度を持ちながら,複雑な
動画像”Ice Hockey”, “Bronze with credits”において画質を示す平均ピ
ーク S/N 比が大幅に改善された. その他のテスト画像”Intersection”, 
“Riverbed”, “Whale show”, “Tractor”についても FSW5 アルゴリズム
は従来の高速 BME アルゴリズムよりも高速であり,かつ同等以上の画
質を維持している.以上のことより FSW5 アルゴリズムは複雑な動画像
においても高画質エンコード可能な 8K UHD 向けの最も高速処理でき
る動きベクトル検出アルゴリズムである,と言える. 
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テスト 
画像 
(p0) 
アルゴ 
リズム 
平均差分 AD
回数 Nb 
[回] 
速度 
比 
[倍] 
速度
比 
[倍] 
速度
比 
[倍] 
速度
比 
[倍] 
Rsn 
[dB] 
FS 
との差 
[dB] 
Inter- 
section 
(±32) 
FS 1,413,451.394 1.00 - - - 38.326 0.000 
S-UMHS 17,203.411  82.16 1.00 - - 38.294 -0.031 
EPZS 15,028.837  94.05 1.14 1.00 - 38.349 0.023 
FSW2 5,803.423 243.55 2.96 2.59 1.00 38.273 -0.053 
FSW5 7,829.902 180.52 2.20 1.92 0.74 38.325 0.000 
Whale 
show 
(±96) 
FS 13,328,710.197  1.00  - - - 31.361  0.000 
S-UMHS 124,219.728  107.30  1.00  - - 31.386  0.025  
EPZS 54,061.025  246.55  2.30  1.00  - 31.377  0.016  
FSW2 15,536.279  857.91  8.00  3.48  1.00  31.247  -0.115  
FSW5 23,491.498  567.38  5.29  2.30  0.66  31.369  0.008  
Riverbed 
(±16) 
FS 850,072.381  1.00  - - - 36.137  0.000 
S-UMHS 61,133.161  13.91  1.00  - - 36.148  0.011  
EPZS 57,101.562  14.89  1.07  1.00  - 36.166  0.029  
FSW2 28,698.241  29.62  2.13  1.99  1.00  36.142  0.005  
FSW5 34,014.209  24.99  1.80  1.68  0.84  36.140  0.003  
Tractor 
(±80) 
FS 6,685,366.651  1.00  - - - 39.643  0.000 
S-UMHS 45,919.882  145.59  1.00  - - 39.623  -0.020  
EPZS 31,003.796  215.63  1.48  1.00  - 39.622  -0.021  
FSW2 22,728.949  294.13  2.02  1.36  1.00  39.260  -0.383  
FSW5 19,871.842  336.42  2.31  1.56  1.14  39.655  0.012  
Ice 
hockey 
(±96) 
FS 10,004,415.057  1.00  - - - 40.342  0.000 
S-UMHS 38,226.516  261.71  1.00  - - 40.239  -0.103  
EPZS 26,787.346  373.48  1.43  1.00  - 40.301  -0.041  
FSW2 13,922.019  718.60  2.75  1.92  1.00  40.059  -0.283  
FSW5 15,324.936  652.82  2.49  1.75  0.91  40.240  -0.102  
Bronze 
with 
credits 
(±80) 
FS 7,996,611.663  1.00  - - - 33.218  0.000 
S-UMHS 72,731.089  109.95  1.00  - - 33.105  -0.113  
EPZS 27,992.499  285.67  2.60  1.00  - 33.058  -0.159  
FSW2 9,440.227  847.08  7.70  2.97  1.00  31.534  -1.684  
FSW5 11,505.687  695.01  6.32  2.43  0.82  33.064  -0.154  
