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The formation of a liquid jet into air induced by the growth of a laser-generated bubble inside a needle-free device is numerically investigated by employing the compressible Navier-Stokes equations. The three co-existing phases (liquid, vapour and air) are assumed to be in thermal equilibrium. A transport equation for the gas mass fraction is solved in order to simulate the non-condensable gas. The homogeneous equilibrium model is used in order to account for the phase change process between liquid and vapour. Thermodynamic closure for all three phases is achieved by a barotropic Equation of State. Two-dimensional axisymmetric simulations are performed for a needle-free device for which experimental data are available and used for the validation of the developed model. The influence of the initial bubble pressure and the meniscus geometry on the jet velocity is examined by two different sets of studies. Based on the latter, a new meniscus design similar to shaped-charge jets is proposed, which offers a more focused and higher velocity jet compared to the conventional shape of the hemispherical gasliquid interface. Preliminary calculations show that the developed jet can penetrate the skin and thus, such configurations can contribute towards a new needle-free design. aspherical collapse of a bubble and predicted the shape and the velocity of the jet, whereas Sun et al. [30] studied theoretically and experimentally the growth and the collapse of a vapour bubble inside a micro-tube and they demonstrated the role of the thermal effects.
Leighton et al. [31] [32] [33] [34] studied theoretically and experimentally the collapse of a conical gas bubble at the end of a tube filled with liquid. This work was the basis towards the design of needle-free devices and it was later extended by Symons [35] , who derived an equation of motion for the liquid displacement. In addition, Bergmann et al. [36] denoted the importance of the inward radial flow in the strength and formation of the jet on the free surface. A pressurized air-filled tube inside a container filled with water was used in their apparatus. After a sudden release of the pressure in the tube, a singularity was formed on the interface. Tagawa et al. [18] produced thin supersonic microjets by vaporization of liquid in an open capillary. They examined how several parameters such as the contact angle, the distance between the laser focus and the free surface and the diameter of the capillary affect the jet velocity (see also [37] [38] [39] ). Later, Hayasaka et al. [9] investigated the effect of the shock wave on the jet velocity and on the cavitation onset. They demonstrated that the jet velocity depends on the pressure impulse of the shock wave and that the probability of cavitation onset depends only on the peak pressure of the shock wave (see also [2] ). In a similar device, Avila et al. [40] demonstrated the creation of two different jets, due to the expansion and the collapse of a hemispherical vapour bubble and they reported the potential of such devices in biomedical applications such as NFIS (see also [41] ). Finally, Kiyama et al. [42] studied the formation of the jet on the gas-liquid interface in a test tube which is induced by gravitational acceleration and hits the rigid floor and they manifested three different types of jet (normal, splashing, cavitating).
Apart from theoretical and experimental studies, several numerical works exist on the topic. Ory et al. [43] studied the growth and the collapse of a vapour bubble in a narrow tube by employing the incompressible Navier-Stokes equations without phase change (see also [44] ). Free surface and surface tension were modelled using the marker-chain technique, where the free surface was described by massless particles (markers). In a similar work, López-Villa et al. [45] simulated the formation of a gaseous bubble inside a tube by a constant gas flow rate and compared their findings against experimental data. By changing the shape of the surrounding walls from cylindrical to conical, they demonstrated that the shape and the volume of the bubbles were also affected. Duchemin et al. [46] simulated a bubble burst at a free surface of the liquid and the jet formation with a droplet at its tip. The marker-chain technique has been used there as well for taking into account the free surface and surface tension. In order to satisfy the boundary condition of zero tangential stress on the free surface, a least-square approach has been used (see also [47] ). Turangan et al. [48] employed a free-Lagrangian method (FLM) for the compressible Euler equations in order to simulate the jetting collapse of air bubbles in the water. They performed simulations for a shock-induced collapse of an initially stable bubble with applications in lithotripsy, as well as for a bubble collapse due to pressure difference between the liquid and the gas (see also [49] ). In a follow-up study, Turangan et al. [50] studied shock-induced collapse and its interaction with elastic-plastic material. Finally, Peters et al. [17] simulated cavitating microjets by using a boundary integral code. They elucidated the effect of several parameters on the jet velocity magnitude and they compared their results with the experimental findings of Tagawa et al. [18] . Regarding numerical works in shaped-charge and blast waves, the interested reader is referred to [24, 51, 52 ].
In the above numerical works, the compressibility effects were neglected, apart from [48] . On the contrary, the compressible Navier-Stokes equations have been modelled in this study aiming to capture the waves created by the compressed gas and its reflection at the meniscus. To author's best knowledge, in the aforementioned numerical works, either the gas phase (air) or the vapour phase were neglected (except for [47] , where only the vapour phase was modelled) and phase change was not modelled. However, in this study, a two-phase solver able to model the liquid jet (water), the gas (air) and the cavitation regime in the nozzle (vapour), has been employed. The minimum Weber number in the present simulations is calculated to be around We = 80 and thus, surface tension has been neglected. and consequently, the flow has been considered to be laminar. Both non-dimensional numbers are based on the jet diameter. It is also worth to mention that the vapour bubble which is created by the focused laser [9, 18] is modelled as a hemisphere of non-condensable gas. The main focus is to study the formation of the primary jet, which is created due to the bursting gas, and to identify the appropriate conditions under which the jet is able to penetrate the skin surface. The vapour bubble collapse and the secondary jet which is created, are out of scope here. The vapour generation due to the laser pulse is a rather complex process to model, as plasma phase is formed [9, 38] , several chemical reactions take place and the validity of the existing mass-transfer mechanisms is questionable upon these conditions. Although the penetration into the human skin is not modelled here, erosion and fracture of the skin are estimated based on the velocity of the liquid jet (see also the electronic supplementary material where the soft tissue is modelled as a liquid with high viscosity). While in previous studies efforts to correlate the dependence of the jet velocity on the contact angle have been made [17, 18] , in this work different meniscus geometries have been investigated.
The paper is organized as follows. In §2, the numerical method is briefly described. In §3, the results are demonstrated, including comparison with experimental data. Then, a parametric study of a bubble with initial pressure p bub using two-dimensional axisymmetric simulations is performed, followed by an investigation of the flow field for different meniscus geometries while p bub is kept constant. These simulations aim to correlate the microjet velocity with the initial bubble pressure and the geometry of the liquid-air interface in the capillary. The most important conclusions are summarized in §4. In appendix A, validation of the numerical method is presented and in appendix B, the effect of surface tension is examined in the simulations.
Numerical method
A two-phase solver able to predict phase change between liquid and vapour, as well as gaseous phase co-existence under equilibrium conditions, has been developed in OpenFOAM [53] and has been extensively described and validated in appendix A and [54] . In this work, the algorithm will be briefly discussed. The three-dimensional compressible Navier-Stokes equations in conservative form are considered:
where k = 1, 2, 3 denotes summation in the x, y, z directions and U = [ρ ρY g ρu 1 ρu 2 ρu 3 ] T is the conservative solution vector, ρ is the mixture density, ρY g is the gas mass fraction and ρu is the mixture momentum. Here the absence of the energy equation is due to the barotropic approach, whereas a transport equation for modelling the non-condensable gas phase is used. The flux tensorF consists of the convective and viscous terms and can be analysed into x, y and z components:
, where:
For Newtonian fluids, the viscous stress tensor is given by the relation:
A homogeneous-mixture approach is used for describing the liquid, liquid-vapour regime (referred as a mixture from now on) and gas phases, which means that the three phases are in mechanical and thermal equilibrium. achieved by a linear barotropic model for the liquid and the mixture in addition to an isothermal ideal gas model, which has been employed for the gas [55] . In order to calculate the pressure of the mixture, a quadratic equation has been solved. The mixture density ρ is:
In the above relations, the subscripts l, m, g represent the liquid, mixture and gas regimes, respectively. The linear barotropic model for the liquid and the mixture is:
where ρ l,sat is the density of the liquid at saturation condition and c is the speed of sound of the liquid or the mixture, depending on the saturation pressure p sat . Phase change between liquid and vapour is modelled by the density variation (homogeneous equilibrium assumption) [54, 55] ; if the density found from the continuity equation is below the saturation density ρ l,sat = 998.17 kg m −3 , the vapour is generated. The gas phase has been modelled by an isothermal ideal gas EoS and thus, the gas density is given by: 
where β is the volume fraction of the i component:
Y i is the mass fraction of the i component: 9) and the local volume fraction can be calculated from the formula:
Owing to the large variation in the speed of sound, the Mach number in three phase flows can range from 10 −2 up to 10 2 or even higher [56] . In order to handle the low Mach number problem, a hybrid flux, suitable for multiphase flows, is used [54] . The aforementioned flux is based on the Primitive Variable Riemann Solver (PVRS) [57] and the Mach consistent numerical flux of Schmidt et al. [58] . At the same time, the numerical scheme is suitable for subsonic up to supersonic flow conditions. The numerical flux in the k direction at the i + 1/2 interface takes the following form: Table 1 . Numbering, meniscus geometry, pressure of the gas bubble, Reynolds and Weber numbers. The Reynolds and Weber numbers are calculated based on the jet diameter and the maximum jet velocity. The dynamic viscosity of water is μ l = 0.001 Pa s and the water surface tension is σ = 0.072 N m −1 . Trumpet shape is referred to a meniscus geometry combining the features of the hemispherical and the conical shapes (see figure 7 ). where the interface velocity u k is approximated by: 12) and C is the acoustic impedance C = ρc. The interface pressure p is:
In equation (2.13), the interface pressure is the sum of the incompressible and the compressible parts, where the incompressible contribution is: 14) and the compressible contribution is:
Depending on the Mach number, the contribution of the incompressible or the compressible part in equation (2.13) is more dominant and the weighted term b is 16) where the Mach number M is defined as
The blending coefficient is d ∼ (10, 100). For incompressible single phase flow, equation (2.14) is taking the form of
However, for two-phase flows, equation (2.14) is much closer to the exact solution.
A four stage Runge-Kutta (RK), fourth-order accurate in time has been implemented for time advancement [57] , in order to capture the waves which are propagating in the domain.
Results
In this section, numerical simulations of the needle-free device are presented for several different initial conditions, regarding the pressure of the gas bubble and the geometry of the interface 
(a) Numerical simulation
The geometry of the device is taken from [9] and can be seen in figure 7 . Since the problem is axisymmetric, a structured-mesh wedge of 5 • angle is employed with approximately 90k equally spaced cells with x = 2.5 × 10 −6 m (figure 1). The upper and the left sides of the wedge have been set as no-slip wall, whereas in the right side, the pressure is specified (atmospheric). Initially, compressed gas (different initial pressure p bub depending on the case examined) is in the hemispherical bubble (gas mass fraction Y = 1), which is in the centre of the left wall, while the water (Y = 0) and the air (Y = 1) are in atmospheric conditions (p atm ), as it is shown in figure 1. Figure 3. Two-dimensional axisymmetric needle-free device simulation for p bub = 5 × 10 7 Pa and the standard meniscus shape (case 3). Pressure field on the x-y plane and velocity magnitude field on the x-z plane are shown, combined with isosurfaces for vapour volume fraction α = 0.5 (white in the online version, the lighter iso-surface in the printed version) and iso-surface for gas volume fraction B g = 0.5 (pink in the online version, the darker iso-surface in the printed version). (Online version in colour.)
The liquid phase is left to the meniscus and the gas phase is on the right side of the meniscus. The initial density in each phase is determined from the barotropic EoS.
For the grid independence study, three different meshes have been employed for case 3, 22k cells (coarse grid), 90k cells (intermediate grid) and 356k cells (fine grid). In figure 2 , the velocity magnitude (a) and the gas mass fraction (b) values along the x-axis are plotted (y = 175 µm) at t = 10 µs. While in general, the three grids are in good agreement, there are small deviations in the velocity plot. The deviation close to the origin of the x-axis is due to the more accurate In figure 3 , the pressure (x-y plane) and velocity magnitude (x-z plane) contours are shown, combined with iso-surfaces for the vapour (white) and the air (pink) phases. At time instant t = 1.5 µs, the pressure wave has already been reflected at the meniscus resulting in the initialization of an axisymmetric microjet. Apart from the aforementioned mechanism, the focusing in the nozzle is also responsible for the acceleration of the flow [17, 40] (see also figure 6 ). In the next frame (t = 13.5 µs), the jet and a cavitation regime along the wall have been formed. At time instant t = 20 µs the cavitation area has been formed and the jet has moved forward.
A comparison with experimental results of Hayasaka et al. [9] is shown in figure 4 . The correspondence between the laser energy in the experiment and the pressure of the hemispherical bubble which has been used as an initial condition in the simulation, is achieved by equalizing the laser energy with the dynamic energy of the bubble. The dynamic energy of the bubble is calculated from E dyn = pV, where p = p bub − p l with p bub and p l being the pressure of the bubble and the liquid, respectively, and V is the volume of the hemisphere. Because of the barotropic EoS, the heat absorbed from the bubble is not taken into account and thus, a calibrating coefficient n is used in order for the dynamic energy of the bubble to match the absorbed laser energy: E = n pV (in this study, n = 151). Overall, the experimental and the numerical values are in satisfactory agreement, as the same pattern is noticed: initially high jet velocities were measured and then an asymptotic decrease of the jet velocity follows. However, in the last points which correspond to the largest available distances, the decrease rate of the jet velocity with respect to distance is slightly smaller in the simulations, compared to the experimental data. • . The trumpet aspect ratio in case 9 is 0.64, the contact angle between the interface and the y-axis is 32
• and the opening angle of the discretized interface is 10
• .
This discrepancy in the results is due to the visual approximation of the initial meniscus shape in the simulations, which is roughly replicated from the experiment based on a figure. The jet evolution is strongly affected by the meniscus shape, as it will be shown in §3c and hence, even small differences between the approximated shape and the one created in the experiments can cause deviation in the jet velocity. Another reason is the inconsistency between the 0 • and 90 • experimental data [9] , which is more evident for the higher energy experiments. The 0 • data have a more abrupt decrease of the jet velocity and significantly larger error bars. The simulation points are either in the range of the 0 • experimental points or in the 90 • points, while for larger distances the simulation points are slightly above the 90 • points.
(b) Dependence on the bubble pressure In figure 5 , the linear relation between the bubble pressure or the absorbed laser energy and the jet velocity is shown. The laser energy is calculated from the dynamic pressure of the bubble, as explained in §3a. Similar findings have been reported in the experimental work of Tagawa et al. [18] and in the numerical work of Peters et al. [17] . In the latter, they modelled the pressure wave by a pressure pulse on the bubble and they demonstrated the linear correlation between the pressure pulse and the jet velocity. The fact that the linear function is not intercepted at u jet = 0, means that a jet is formed even for lower values of absorbed laser energy and there is no threshold heat, in contrary to the previous studies of Tagawa et al. [18] and of Peters et al. [17] . This is due to the energy that has been spent in the experiment in order to heat the fluid before vaporization [30] . In the simulations of Peters et al. [17] , surface tension is responsible for the threshold, whereas in this work, surface tension is not modelled and therefore there is not such a threshold. In figure 6 , the magnitude of the pressure gradient is shown for case 3 and case 7 combined with vapour volume fraction iso-lines of α = 0.5 (red). For the first four time instances plotted, the pattern is similar for both cases since the wave emanating from the bubble travels at almost the same wave speed (u + c). In the first time instance plotted (t = 0.2 µs), the shock wave, which has been emitted by the bubble, travels in the liquid. At t = 0.4 µs, it has already been reflected from the upper horizontal wall and the reflection of the wave has reached the bubble, while the original wave moves to the positive direction of the x-axis. At t = 0.6 µs, the superposition of three waves travels in the liquid. The original wave is advancing into the capillary, while its previous reflection has been reflected again from the upper vertical wall and it is moving towards the negative direction of the x-axis. Apart from those two waves, another reflection at the bubble moves upwards. At t = 0.8 µs, the original wave is reflected at the meniscus and the formation of the jet starts. Owing to higher bubble pressure in case 7, the jet has travelled a longer distance in the capillary compared to case 3, as it can be seen at t = 9 µs. In addition, cavitation regions have been formed in the upper wall for both cases; however, in case 7, the vapour phase is much more extended and there is an additional vapour regime close to the axis of symmetry, because of the stronger shock wave. Although a similar low pressure exists in case 3, vapour in not generated, as the pressure is slightly above the saturation pressure. In the last time instant plotted (t = 10.6 µs), a new shock wave is noticed in case 7, emanating from the collapse of the vaporous bubble, something which is not observed in case 3. . Two-dimensional axisymmetric needle-free device simulation for p bub = 5 × 10 7 Pa and the conical meniscus shape (case 8). Pressure field on the x-y plane and velocity magnitude field on the x-z plane are shown, combined with iso-surface for vapour volume fraction α = 0.5 (white in the online version, the lighter iso-surface in the printed version) and iso-surface for gas volume fraction B g = 0.5 (pink in the online version, the darker iso-surface in the printed version). (Online version in colour.) (c) Dependence on the free surface geometry
In this section, the sensitivity of the meniscus geometry to the jet velocity is investigated. Based on shaped-charge jets, three different geometries for the free surface have been used as initial condition: the hemispherical free surface shape (case 3), the conical shape (case 8) and the trumpet shape (case 9), as they are shown in figure 7 . The hemispherical shape has been also adopted in previous experimental works by dipping the tip of the tube in a hydrophobic solution [18] . In practice, as it has been denoted in previous works [59, 60] , it may not be easy to achieve the conical . Two-dimensional axisymmetric needle-free device simulation for p bub = 5 × 10 7 Pa and the trumpet meniscus shape (case 9). Pressure field on the x-y plane and velocity magnitude field on the x-z plane are shown, combined with isosurface for vapour volume fraction α = 0.5 (white in the online version, the lighter iso-surface in the printed version) and iso-surface for gas volume fraction B g = 0.5 (pink in the online version, the darker iso-surface in the printed version). (Online version in colour.) and the trumpet shapes of the meniscus. In table 2, the maximum jet velocity and the jet diameter are summarized. It is evident that by using the trumpet shape for the meniscus geometry, jet velocity has the maximum value among the three cases, while at the same time, the diameter of the jet remains small. The jet diameter of case 3 is one order of magnitude smaller than the diameter of the capillary, while the jet diameters of case 8 and case 9 are one order of magnitude smaller than case 3.
The contact angle between the free surface geometry and the wall determines the focusing of the flow. In the worst case scenario, if the contact angle is 90 • , a flat free surface is created, the liquid moves in the tube parallel to the walls and no jet is formed. On the other hand, a contact angle of 0 • results in curvature equal to the radius of the capillary. As the contact angle becomes smaller, the focusing is increased, resulting in higher jet velocities [17, 18, 39] . In figure 8 , the vectors on the liquid-gas interface of the capillary are shown, combined with red iso-line of gas volume fraction B g = 0.5 for case 3, case 8 and case 9. From the vector field, at three time frames, the increased focusing on the conical and trumpet meniscus is evident, since more liquid volume is on the tip of the interface. On the other hand, in the hemispherical shape, the vectors are almost parallel which means reduced focusing. It can be also concluded that the evolution of the jet is much faster in case 8 and case 9 and that the jet diameter in case 3 is much larger compared to the other two cases (t = 10 µs). In shaped charges, a similar shape for the liner is used with similar effects on the hole diameter and the penetration depth. As it has been explained in §1, a conical liner results in deeper penetration and a small hole diameter, whereas a hemispherical liner creates a larger diameter and shallow penetration [21] [22] [23] [24] .
In figures 9 and 10, the pressure (x-y plane) and the velocity magnitude (x-z plane) contours are shown combined with iso-surfaces for the vapour (white) and the air (pink) phases. Similar to figure 3 , the first time frame is just after the reflection of the wave at the meniscus interface and the initialization of the jet is shown. In the second and the third frames, the jet has been formed and advances in the capillary, while cavitation areas have been identified. The jets with the conical and trumpet initialization are more focused and have larger velocity magnitude than the hemispherical shape (see also table 2 and figure 8).
Conclusion
In this work, a simulation of a needle-free device has been performed by using an explicit densitybased solver able to model the co-existence of gaseous, liquid and vapour phases. The validity of the results has been assessed by comparison with experimental values and by demonstrating a linear relation between the laser energy and the jet velocity. Then, the influence of the meniscus shape on the jet velocity has been studied, by simulating cases with a hemispherical, a conical and a trumpet shape interface between the liquid and the atmospheric air. The trumpet shape, which initially resembles a cone and then takes a spherical shape, was found to give focused microjets, while the velocity magnitude of the jet was the maximum among the cases examined. The critical jet velocity (u cr ) for skin penetration is approximated by equalizing the water hammer pressure (p wh ) with the yield stress of the human skin, which has an average value of 15 MPa [61] . In the cases simulated the jet velocity is by far larger than the u cr = 10 m s −1 and therefore, the formed jet is strong enough to penetrate the skin. In addition, the jet diameter when using the conical or the trumpet shape in the interface, was found to be one order of magnitude smaller than the jet diameter noticed with the hemispherical meniscus shape. Assuming there is a good reproducibility of such experiments and the trumpet or the conical interface between the medicine and the air can be formed, such studies can offer insight towards a new needle-free design. 
Appendix A. Riemann problem (validation)
The Riemann problem is an Initial Value Problem (IVP) with a discontinuity at x 0 [57] :
For the purpose of validation, the one-dimensional Euler Riemann problem is considered next, with two different constant states on the left (U L ) and right (U R ). Validation of the PVRS-solver is provided in this section, by comparing the exact p and u values with the numerical ones for three different demanding Riemann problems. Only a small deviation from the exact solutions is noticed.
(i) Case A (iii) Case C
In this case, although the pressure and density ratios are much lower than the case in §Aii, the challenge is to predict the induced depressurization due to the high gas velocity. The initial configuration of this Riemann problem is shown in table 5. The exact solution is p = 81548 Pa and u = 2.68 m s −1 . The PVRS-solver outlined in §2, predicts p = 82025 Pa (0.59% deviation from exact solution) and u = 2.67 m s −1 (0.33% deviation from exact). Table 3 . Initial configuration for the Riemann problem of §i. 
Appendix B. The effect of surface tension
Given the high We number, surface tension effects are not dominant in the current study. In order to demonstrate that, simulations with and without surface tension have been performed for case 1, which has one of the lowest We numbers (We = 84.3). The present solution in OF is compared against solutions obtained in Ansys Fluent CFD package with and without surface tension. The numerical model in Fluent is similar to the one that has been developed in OF: a barotropic EoS has been used for modelling the phase change between the liquid and the vapour, accompanied by a VOF scheme for the gas phase, either considering or neglecting surface tension. In figure 11 , the jet velocity with respect to the time-varying distance between the bubble and the gas-liquid interface for p bub = 2 × 10 7 is plotted for the three different models. It has to be clarified here that the distance in figure 11 is different than the distances measured in figure 4 , as here all points correspond to a single case and the distance is a function of time. As it can be seen in figure 11 , the differences when considering surface tension or not are insignificant and thus, such effects can be ignored. 
OF, surface tension neglected

