Abstract. A null recurrent Markov chain is associated with a stationary mixing S S process. The resulting process exhibits such strong dependence that its sample covariance grows at a surprising rate which is slower than one would expect based on the fatness of the marginal distribution tails. An additional feature of the process is that the sample autocorrelations converge to non-random limits.
Introduction
For a stationary process fX t ; t = 1; 2; : : : g, the sample autocovariance function (ACVF) and sample correlation function (ACF) are basic quantities used for inference, model selection and prediction in the classical L 2 -setting. Even when fX t g has one dimensional marginal distributions with in nite variance, the sample ACF and ACVF have still been used for model selection and parameter estimation Resnick, 1985, 1986; Resnick, 1997a) . However, several papers have argued that the variety of possible asymptotic behaviors of the ACF in the in nite variance case, render it unsuitable for statistical inference (see Davis and Resnick, 1996; Resnick and Berg, 1998; Resnick, 1997b; Feigin and Resnick, 1996) . This paper describes additional surprising properties of the ACF in the heavy tailed case.
When a stationary process fX t ; t = 1; 2; : : : g has a marginal distribution with heavy tails, one often uses the non-centered sample autocovariance function n (h) = 1 n n X t=1 X t X t+h ; h = 0; 1; : : : (1.1) and the corresponding sample autocorrelation function n (h) =^ n (h)=^ n (0); h = 0; 1; : : : : (1.2)
For an in nite variance stationary process, there are two natural questions regarding the limit behavior of the sample ACVFs and the sample ACFs: i) How fast does the autocovariance function grow? The normalization 1=n in (1.1) is a holdover from the L 2 case and is surely not suitable for the heavy tailed case. ii) Do the sample ACFs converge to constants? If yes, can one use this fact for inference?
When the variance of X t is nite, the mean is zero, and the sequence is ergodic,^ n (h) ?! Cov(X 0 ; X h ) and^ n (h) ?! Corr(X 0 ; X h ) almost surely as n ?! 1. See e.g. Brockwell and Davis (1991) . However, the behavior can be quite di erent in the heavy tailed case, where it is common to assume that X t has balanced regularly varying tails with index ? , that is, P jX 1 j > x] x ? L 0 (x) and P X 1 > x] P jX 1 j > x] ?! p as x ?! 1, where 0 < < 2, 0 p 1, and L 0 is slowly varying. Recent studies have shown that for a wide class of such processes, the sample ACVFs, when normalized by n 1?2= L(n) with L slowly varying, converge weakly to stable random variables with index =2. This includes the linear process with noise whose distribution has balanced regularly varying tail (Davis and Resnick, 1986) , the bilinear process with noise of the above kind (Davis and Resnick, 1996; Resnick and Berg, 1998) , certain ARCH processes (Davis and Mikosch, 1997) and stable moving average processes . The sample ACFs converge to constants in the linear case, whereas the limits are generally random for bilinear, ARCH and stable moving average processes.
The fact that the above classes of stationary processes have sample ACF's converging to a random limit was disappointing for those who hoped that the sample ACVF and ACF could used statistically in a way similar to the nite variance case. The rate of growth n 2 ?1 of the sample ACVF is, however, hardly surprising, as it corresponds to our intuitive feeling about growth rates.
A canonical class of stochastic processes with in nite variance consists of symmetric -stable (S S) processes of the form where M is a S S random measure on with a -nite control measure m, 0 < R jf t (!)j m(d!) < 1 for all t, and 0 < < 2. This class of processes can be viewed as a heavy tailed analog of centered Gaussian processes and its structure is relatively well understood. Rosi nski (1997) This is a straightforward generalization of the results on stable moving averages by Samorodnitsky and Taqqu, 1994) , its ACVF is stochastically bounded and both^ and^ converge almost surely to random limits (in the non-degenerate cases).
In order to understand how far the asymptotic properties of bilinear processes, ARCH processes and moving average (and mixed moving average) S S processes extend to other stationary ergodic S S processes, we have to, therefore, concentrate on the processes of the kind . It has been proved in Rosi nski and Samorodnitsky (1996) that certain S S processes generated by null recurrent Markov chains are of type n X (3) t o and are mixing. In this article, we will discuss the limit behavior of ACVFs and ACFs for this kind of process. For these processes, can the ACVF grow at a rate di erent from the usual?
To get some intuition, we think about the case when the lag h = 0. Due to the stationarity of fX t g, n^ n (0) is the sum of identically distributed random variables X 2 t , t = 1; 2; : : : , and the rate of growth clearly depends on the dependence structure of fX t g. The two extreme scenarios are: (i) If fX t g are iid, then the rate of growth of P n t=1 X 2 t is n 2= , and n 1?2= ^ n (0) converges weakly to a stable random variable with index =2.
(ii) If fX t g are extremely dependent, so much so that X 2 i = X 2 j for any i; j, then the rate of growth of P n t=1 X 2 t is trivially n, and^ n (0) = X 2 0 for all n. Besides these extremes, is there anything in between?
In certain respects, stationary S S processes of the type n X (3) t o have a stronger dependence structure than the mixed moving average processes, for the former are generated by conservative (recurrent) ows, while the latter are generated by dissipative (transient) ows. Hence the intuition developed above may apply. In fact, we will consider null recurrent Markov chains with a countable state space, for which the return time to a xed state has a distribution with certain property of regular variation. We will prove that there exist an r and a slowly varying L such that^ n (h)=n r L(n) converges to a stable random variable with index =2 for every h. The intriguing fact is that the rate r is smaller than the usual 2 ? 1. As a matter of fact, one can choose the Markov chain such that r takes any given value in the interval ? 0; 2 ? 1 . The sample ACFs of such processes have nonrandom limits. T! his result is di erent from wha t one might expect based on the simulations done by Cohen et al. (1997) for one special process of this class when the Markov chain is a one dimensional symmetric simple random walk.
Preliminaries
In this section we present a number of facts about S S processes on quadratic forms following We suppose the process fX t g satis es ( All of the above three sequences are independent.
Our rst proposition gives a decomposition of^ n (h).
Proposition 2.1. 
whereM is a positive strictly stable random measure on with index =2 and control measure m. If we use representation (2.1) and compute n^ n (h), Y 00 n (h) is understood as the o -diagonal part as it is the sum of the terms with i 6 = j in the double sum P 1 i;j<1 , while Y 0 n (h) corresponds to the diagonal part.
The rest of this section deals with the estimation of Y 00 n (h).
Proposition 2.2. Let fa n g be a sequence of positive numbers that satisfy a n n maxf1;1= g ?! 1 as n ?! 1;
and suppose f t (x) = f t?1 ( (x)); t = 1; 2; : : : ; (2.3) with a measure m preserving transformation on . De ne
Then for all i 6 = j, as n ?! 1,
Proof. From the de nition of U (n) ij and fV i g, since is m-measure preserving,
If 1, from the triangle inequality,
If > 1, from the triangle inequality, E U (n) ij (h) a n 1 a n
The proof of the next proposition is exactly the same as that of Proposition 4.3 of and is, therefore, omitted. Proposition 2.3. Let U (n) ij (h) be de ned as in Proposition 2.2. Suppose f t satis es (2.3) and a n satis es E U (n) ij (h) a n ?! 0:
Then for all h 0, a ?1 n Y 00 n (h) P ?! 0 as n ?! 1.
The Main Result
We consider stationary S S processes of type fX (3) t g de ned as follows. Suppose = Z Z + with Z + = f0; 1; 2; : : : g, and suppose that fS n g n 0 is an irreducible, null recurrent Markov chain with state space Z. For each k 2 Z, let P k be the probability law on of fS n g n 0 starting at S 0 = k. Let be a -nite invariant measure for fS n g. That is, where M is a S S random measure on with control measure m, de nes a mixing stationary S S process (see Rosi nski and Samorodnitsky, 1996) . The process is determined by the null recurrent Markov chain fS n g and the function f 0 . We will see, however, that it is the properties of the Markov chain that most noticeably determine the properties of the resulting stationary S S process. Remark 3.2. The assumptions (3.5), (3.6) and (3.7) have the following relations.
(i) (3.7)=)(3.6) for all 1 > 0, by the Tauberian theorem for power series (see e.g. Feller, 1966) .
(ii) (3.6)=)(3.7) for all 2 0; 1], by the same Tauberian theorem.
(iii) (3.5)=)(3.6) for all 1 > 0 (see Bingham et al., 1987, page 370) . (iv) (3.6)=)(3.5) for all 0 < 1=2 (see Garsia and Lamperti, 1963) .
(v) (3.5)=)(3.7) for all 2 0; 1]. Moreover, if < 1,
(3.8)
The last relation comes from the following (see e.g. Resnick, 1992 , Proposition 2.6.1): In the following lemma, we write m 1 = k] for m(f!j 1 (!) = kg). This kind of abbreviation will be used throughout.
Lemma 3.3. Suppose the assumptions of Theorem 3.1 hold. Then for n = 1; 2; : : : , m 1 = n] = P 0 1 n] (3.9) and m 1 n] = n L(n): (3.10) Proof. Because (3.7) is assumed, (3.10) follows directly from (3.9).
To prove (3.9), we use induction in n. Note for n = 1 that m 1 = 1] = 1 = P 0 1 1]. For n 2, (Note that h n;k < 1 because m N n = i] = 0 whenever i > n.) Then by (3.14), (3.13), (3.12), and the identity In particular, H k (s) converges for all 0 < s < 1. From (3.10) and the Tauberian theorem for power series (see e.g. Feller, 1966 For each xed k, h n;k is non-decreasing in n, and applying the Tauberian theorem again gives us It's not hard to see from the above that as n ?! 1, h n;j = o(h n;k ) whenever j < k (this is obvious when < 1 and we must have L(n) ?! 0 for the Markov chain to be recurrent when = 1), and hence h 0 n;k h n;k k n 1?
From (3.10) of Lemma 3.3, with m n de ned by (3.11), we have for each k 1
It is easy to check that k de ned by (3.15) satis es Carleman's condition because then, Z n ; Z 0 n Z n =) (Z; E 0 0 ) jointly with respect to m n , and the continuous mapping theorem will prove the proposition (see e.g. Billingsley, 1968 , Theorem 4.4 and Theorem 5.1).
To prove (3.17), we rst notice that P n t=1 t N n P 0
?! E 0 0 as n ?! 1:
In fact, the convergence in (3.18) is P 0 -almost sure, since i) 1 K P K k=1 k ?! E 0 0 , as K ?! 1, P 0 -almost surely from Birkho 's ergodic theorem and the strong Markov property; ii) P n t=1 t = P N n k=1 k because of the assumption (3.16); iii) N n ?! 1, as n ?! 1, P 0 almost surely as fS n g is recurrent.
It now follows from (3.9), (3.18) and (3.10) that, as n ?! 1, Proposition 3.6. Suppose f t g t2Z + are as in Proposition 3.5 and let a n = n n L(n) 2 ?1 : (3.19) Proof. Recall the notation: a <p> = jaj p sign(a).
Since both sides of (3.20) are strictly =2-stable random variables, we need only check the convergence of the scale parameters and the skewness parameters, and thus verifying
together with
will su ce (see e.g. Samorodnitsky and Taqqu, 1994) .
Recall that m n is de ned by (3.11). From (3.10) and (3.19), we have
?! E ((E 0 0 )Z) < =2>
= (E 0 0 ) < =2> =2 ;
as n ?! 1, where the interchange of taking expectation and taking limit can be justi ed if With the help of (3.10), (3.24) and the strong Markov property, we have We are now in position to discuss the asymptotic behavior of the diagonal part Y 0 n de ned by (2.2). With h as in Theorem 3.1, a n de ned by (3.19) and W de ned by Proposition 3.6, we have Billingsley, 1986) . We now complete the proof of Theorem 3.1.
Proof of Theorem 3.1. From (3.19), Proposition 2.1, Proposition 2.3, Proposition 3.7 and Slutsky's theorem (see e.g. Durrett, 1996) , we need only prove E U (n) ij (h) a n ?! 0: So a n n maxf1; 1 g = nL(n) 2 ?1 n ?! 1 as n ?! 1.
In any case, we have a n n maxf1; 1 g ?! 1
in Scenario 1, and Proposition 2.2 gives (3.26).
Scenario 2. < 1 and < 1=2.
Scenario 2.1. Suppose condition (i) of Theorem 3.1 holds.
Let fS n ; n 0g = f(S 0 n ; S 00 n ); n 0g be a Markov chain with state space Z Z, where fS 0 n g and fS 00
n g are independent copies of S n . Then fS n g and fS n g have the same period d. De ne~ = , = andm = m m. Let P (i;j) be the probability measure on~ , which equals the conditional distribution of fS n g given thatS 0 = (i; j). Then~ is an invariant measure for fS n ; n 0g and m(A) = for some constant C < 1. However, by (2.4), (3.28) is the same as E U (n) ij (h) a n ?! C (3.29)
for any h 2 Z + .
Comparing (3.19) with (3.27), one can see thatã n = o(a n ) when > 0. If = 0, then P 0 S nd = 0] = L 1 (n) for some slowly varying L 1 , and we can use the argument of (3.8) on both fS n g and fS n g to get
Since fS n g is recurrent, L 1 (n) ?! 0 as n ?! 1, and we still haveã n = o(a n ). Note that the conditions (3.1), (3.2) and (3.3) are satis ed if we choose f 0 = 1 ! 0 =0] . In this case, h = P 0 S h = 0] =: p h , and^ n (h) P ?! p h as n ?! 1. Example 4.1. Random walk (heavy tailed case). S n+1 = S n + n , where n are iid with E 1 = 0.
Suppose the distribution of 1 has balanced regularly varying tail with index , 1 < < 2. Then from the local limit theorem (see e.g. Gnedenko and Kolmogorov, 1954) , p nd = n ? L 1 (n) for some slowly varying function L 1 , where = 1= . So condition (i) of Theorem 3.1 holds for some 2 ? 1 2 ; 1 .
Example 4.2. Random walk (light tailed case). S n+1 = S n + n , where n are iid with E 1 = 0 and E 2 < 1. In this case, p nd Cn ?1=2 for some constant C by the local limit theorem (see e.g. Durrett, 1996) , and condition (i) of Simulation results can be found in Cohen et al. (1997) . Our next two examples are Markov chains for which hits the boundary, that is, = 0 or = 1.
Example 4.3. Two-dimensional random walk. Let fS 0 n g and fS 00 n g be two independent copies of the light tailed random walk de ned by Example 4.2. Then S n = (S 0 n ; S 00 n ) is a two-dimensional random walk, for which p nd C=n for some constant C and condition (i) of Theorem 3.1 holds for = 1.
Example 4.4. Critical branching process. Suppose f i;j ; 0 i; j < 1g are iid random variables with range Z + , E 0;0 = 1 and E 2 0;0 < 1. De ne S n by S n+1 = n;1 + n;2 + + n;S n ; if S n 1; 1; if S n = 0. Then (see Kesten et al., 1966) Example 4.6. Recurrent events and residual waiting times. This chain has state space Z + . For n 0, P 0 S 1 = n] = f n+1 and P n+1 S 1 = n] = 1, where P 1 n=1 f n = 1 and P 1 k=n f k n ?1 L 2 (n) with L 2 slowly varying. For this chain, P 0 1 = n] = f n and condition (ii) of Theorem 3.1 holds.
The last example is more than just an example. it is the \all-inclusive" example. This is because for any null recurrent Markov chain, there exists a Markov chain of this class with the same distribution of the rst return time to zero.
