Charging Model Development For Data Center Network Environment by Heini, Miika
Miika Heini
Charging Model Development For Data
Center Network Environment
School of Electrical Engineering
Thesis submitted for examination for the degree of Master of
Science in Technology.
Espoo 11.10.2011
Thesis supervisor:
Prof. Heikki Ha¨mma¨inen
Thesis instructor:
M.Sc. Tero Latvakangas
A’’ Aalto UniversitySchool of ElectricalEngineering
aalto university
school of electrical engineering
abstract of the
master’s thesis
Author: Miika Heini
Title: Charging Model Development For Data Center Network Environment
Date: 11.10.2011 Language: English Number of pages: 11+68
Department of Communications and Networking
Professorship: Networking technology Code: S-38
Supervisor: Prof. Heikki Ha¨mma¨inen
Instructor: M.Sc. Tero Latvakangas
The purpose of this thesis is to investigate how an organization can improve and
organize its charging activities in data center network environment. Theory part of
this study introduces relevant concepts for this case and discusses their properties.
Case study in this thesis is conducted to form an overall picture about current
challenges in the current environment and compare it to general practices used in
the industry. Based on the case study results, future state and improving actions
are proposed.
Theory part of this study is divided in three topics. First, service management
practices based on ITIL processes are explored. Second part concentrates on
network services that are relevant in data center environment. Third and last
theory part explores the economical models related to network services. Theories
related to cost collection and allocation, pricing and charging are discussed. The
empirical part of this study reflects the explored theories to recognize the largest
challenges and analyzes possible solutions to solve these challenges. The current
state in the organization is mapped by interviewing key personnel and observing
the daily working routines of network unit.
Case study reveals that the main challenges lie in the service definitions and cost
collection and allocation practices. Based on the results, service definitions are
proposed to be written out in more detail and service structure is to be divided
into vertical technology areas. This structure will allow more accurate cost collec-
tion using horizontal activities. Based on the new costing structure, pricing and
charging practices are simplified using cost-based pricing.
Keywords: Network service, data center, charging, pricing, ITIL, Activity-based
costing
aalto-yliopisto
sa¨hko¨tekniikan korkeakoulu
diplomityo¨n
tiivistelma¨
Tekija¨: Miika Heini
Tyo¨n nimi: Verkkopalveluiden veloitusmallin kehitys datakeskusympa¨risto¨o¨n
Pa¨iva¨ma¨a¨ra¨: 11.10.2011 Kieli: Englanti Sivuma¨a¨ra¨: 11+68
Tietoliikenne- ja tietoverkkotekniikan laitos
Professuuri: Tietoverkot Koodi: S-38
Valvoja: Prof. Heikki Ha¨mma¨inen
Ohjaaja: DI Tero Latvakangas
Ta¨ma¨n diplomityo¨n tarkoituksena on tutkia, kuinka organisaatio voi kehitta¨a¨
ja ja¨rjesta¨a¨ verkkopalveluiden veloituska¨yta¨nto¨ja¨ datakeskusympa¨risto¨ssa¨. Tyo¨n
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tukset veloituska¨yta¨nto¨jen kehitta¨miseksi.
Tyo¨n teoriaosuudessa esitella¨a¨n tutkimuskysymyksen kannalta relevantit kon-
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1 Introduction
Data centers have become more and more important for enterprises by hosting busi-
ness critical services. Continuously increasing demand of availability and connec-
tivity has set new challenges for service providers to organize their services in the
best possible way. Though the cloud services are gaining popularity all the time
and many companies are transferring their services in to the cloud, the traditional
managed services are not fading away any time soon.
Network services can be seen as a skeleton of the data centers. They provide fast,
secure, reliable and scalable environment for servers that reside in data centers. Ex-
ternal connectivity services guarantee connections for customers and their partners
to reach their business critical services. Internal connectivity provides means of
constructing complex customer environments.
Economical and technical demands have set challenges for providers to develop cost
efficient ways of working. Shared network infrastructure is one example of utiliz-
ing network capacity more efficiently. Network services of multiple customers are
provided using same equipments. To make such solution possible, different virtual-
ization techniques are employed to separate customers from each other.
Managing shared network environment differs from the traditional dedicated net-
works. Maintenance windows and SLAs (Service Level Agreements) for network
services are common and have to be compromised not to disturb the activities of
customers. Failure situations often affect more than one customer, and thus it is
crucial to see the consequences of failures and map their effects. IT service man-
agement practices are in a key role of ensuring continuous service: standard and
common ways of working are emphasized together with standardized equipment
and design principles.
In an organization that is providing IT services, the network is seen as a backbone to
build actual end-user services. The value of network services for customers is rather
challenging to define. Nevertheless, these services are in a key role, and generate
significant share of the total costs. Thus it is crucial to know the production costs
as precisely as possible and to be able to share these costs fairly to all network
components and services. Fairly allocated costs between services allow many ways
for setting the price and deciding how the services could be charged.
Service definitions and packaging choices are to help in creating the service offerings.
By taking care of the cost allocations and charging models for each service separately,
the overall offering development becomes easier and requires less customization. All
these actions can be seen as an aim to improve customer value and quality.
1.1 Objectives and scope
This thesis has been conducted for Tieto Corporation, Data center services business
unit and Networks team. Tieto is one of the leading IT service providers in Northern
2Europe.
The main objective of this Master’s thesis is to gather information about how an
organization can organize and improve its charging of network services in data center
environment. The main question to answer is what actions are required to simplify
and develop the charging activities of network services? The research question can
be broken down into two parts. First part focuses on the current situation in the
case organization:
1. How are the data center networks organized?
2. What network services are running in the data centers?
3. What are the current challenges to overcome in the organization?
Second part concentrates on the target state that organization aims to reach in the
future.
5. How should the service offering be developed?
6. What costs are related to service provisioning and how the costs should be
allocated and followed?
7. How should the costs be retrieved by pricing the services and charging?
To reach the objectives set to this thesis, relevant frameworks and models are ex-
plored from the literature to gain understanding in charging processes of network
services. Issues will be addressed from the strategic point of view.
The scope for this work is limited to discuss the shared network infrastructure and
continuous services, but the results are to be kept as general as possible to be usable
in other environments too. Due to time constrains the deployment of the model will
not be conducted as a part of this thesis.
1.2 Research methods
This thesis will be conducted using literature review and case study method. The
literature review will concentrate on two main topics: 1) Introducing data center
network solutions and the services in the data center networks. 2) Exploring general
cost allocation, pricing and charging models that are used in telecommunications.
The case study will be performed about an organization that is offering managed
IT services. First, the current situation in the case organization will be identified.
Based on the analysis, challenges are to be identified and as a result, a target state
will be created. Actions to reach this target state will be proposed. These results
are gathered using interviews and observation in the networks team.
1.3 Structure
This thesis is divided into 8 chapters. Chapters 2, 3 and 4 explore the theoretical
background relevant for this study. Chapter 2 introduces IT service management
3practices that relate to the research questions. Chapter 3 discusses characteristics of
network infrastructure in data center environment and gives an outlook of network
services. In chapter 4, costs related to network services are discussed and classified.
Cost allocation methods are presented and connected with different pricing and
charging models.
Chapter 5 introduces the case organization and describes the case study methods,
conduction of the study and the results. Chapter 6 analyzes the results and com-
pares the presented theoretical models and their suitability to the needs of the
organization.
Chapter 7 presents the proposed future vision and proposes an action plan to reach
the target. Last chapter concludes the work done and gives recommendations for
future research.
42 IT Service Management
This section discusses the relevant practices proposed by ITIL and other relevant
literature. Section begins with listing the characteristics of services and introducing
the nature of service provisioning. Then the topics of service portfolio management,
demand management and financial management are discussed. As a last part of this
section, typical service operation processes are introduced.
Information Technology Infrastructure Library (ITIL) is a collection of best practices
in IT industry. ITIL is widely used in IT industry as a base for own processes.
Current version of ITIL that is in use is version 3, which is usually referenced as
ITILv3. ITILv3 consists of five books: Service strategy, service design, service
transition, service operation and continual service improvement. These five books
cover the whole service life cycle from the process perspective.
2.1 Service characteristics
The definition of service is diverse, and thus challenging to present. From the lit-
erature we can find several different definitions. ITIL (OGC, 2007a, p. 16) defines
service to be a means of delivering value to customers by facilitating outcomes cus-
tomers want to achieve without the ownership of specific costs and risks. To put
it in other words, customers seek outcomes that have positive effect on activities,
objects and tasks to create conditions for better performance, but do not want to
be accountable or have the ownership of all the associated costs and risks.
Services also have characteristics which separate them from traditional goods. Wolak
et al. (1998) made an investigation about the four most common characteristics that
are used to describe services. Following characteristics are often referenced as IHIP :
• Intangibility – Services are imperceivable by senses in physical manner and
challenging to describe in mental manner.
• Heterogeneity – It is relatively challenging to standardize service outcomes and
thus there might be variability in individual units of service production. Each
service user subjectively evaluates service outcomes against their expectations.
• Inseparability of production and consumption – Services are produced and
consumed at the same time. Often the service delivery or production cannot
start before the user or some other party has defined some inputs.
• Perishability – One unit of service can be consumed only once. Service provi-
sioning is crucial for matching capacity and demand.
The idea of ITIL is based on a Service Lifecycle (illustrated in Figure 1). Service
Design, Service Transition and Service Operation are progressive phases of the Life-
cycle that represent change and transformation. Service Strategy represents policies
and objectives. Continual Service Improvement represents learning and improve-
ment. As it is clear that the business needs and technology change over time, the
Lifecycle structure is important for service management. Without a structure it
5is difficult to learn from gained experience and improve the services and offerings
constantly.
Continual 
Service Improvement 
Service 
Transition 
Service 
Operation 
Service 
Design 
Service Strategy 
Figure 1: The Service Lifecycle according to ITIL. (OGC, 2007a, p. 24)
2.1.1 Interaction in service provisioning
Figure 2 illustrates the interactions between customers, business and technology
in service provisioning. Kilkki and Pohjola (2006) distinguish two actors in this
framework. These two actors have independent aims: Customers want to maximize
their benefit and the business owners want to maximize their income. Also two main
tasks are identified in this framework: Service provider deals with the customer
relationship and designs service portfolio, pricing and marketing. Network operator
builds and manages the network and divides the resources between customers and
applications. These two tasks may be offered by two separate companies or by
separate parts of one company.
In business-to-business environment, business needs steer user behavior and create
needs to the users. User needs are satisfied with technological solutions. Customers
are to be separated from the users; customer in this case is the one that pays the
service and is the one who generate the business need. Thus the business aspect is
to satisfy the needs of customer behavior by service offerings.
2.1.2 Service contracts
Services are provisioned according to service contracts between the network provider
and the customer. Service contract defines the framework for the service. Baseline
for contract is that the network commits to deliver a service with given quality and
performance characteristics, and the customer commits to interact with the network
in a given way. (Courcoubetis and Weber, 2003, p. 33) Table 1 lists three different
contract examples to define the service quality. In this example, contract A is
6Application 
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Customer Technology
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Figure 2: Interaction in service provisioning, adapted from Kilkki and Pohjola
(2006).
Table 1: Three examples of network service contract in terms of quality.
Contract A Contract B Contract C
There will be no data loss
provided the rate of the
source stays below 100
Mbps.
There will be no data
loss provided the rate of
the source stays below
h Mbps, where the net-
work can vary h dynam-
ically between 100 and
110 Mbps.
The data loss rate will
be less than 0.00001%
provided the rate of the
source stays below h
Mbps, where the user can
vary h dynamically be-
tween 100 and 110 Mbps.
defined in terms of static parameters. Static parameters are set at the time when
a contract is established and remain constant throughout the life of the contract.
In this scenario, network guarantees the resources to be available for the service.
Contracts B and C are defined in terms dynamic parameters. Dynamic parameters
are updated during the life of the contract. Contract B has a static part that
guarantees 100 Mbps, but includes also a dynamic extra part for rate between 0
and 10 Mbps. Contract C has a static parameters of 100 Mbps and 0.00001%. The
probability in contract C makes it lossy even with rate below h Mbps. By pricing
the dynamic parameters, the network gives customers incentive to purchase smaller
value of them, thus the network ends up needing to fulfill only the minimal static
part of the contract. (Courcoubetis and Weber, 2003, pp. 37-38)
Especially between large corporations, service contracts are usually called as Service
7Level Agreement (SLA). SLAs often include also other service related functions,
such as service desk and customer support. Table 2 presents different availability
requirements for service and allowed downtimes.
Table 2: Availability measures in terms of percentage.
Availability requirement Allowed annual downtime Allowed weekly downtime
90% 36.5 d 16.85 h
95% 18.25 d 8.42 h
98% 7.3 d 3.37 h
99% 3.65 d 1.68 h
99.5% 1.825 d 50.54 min
99.8% 17.52 h 20.22 min
99.9% 8.76 h 10.11 min
99.95% 4.38 h 5.05 min
99.99% 52.56 min 1.01 min
99.999% 5.256 min 6.06 s
Service level parameters have a large impact on the production costs of a service.
The higher the requirements for bandwidth and delays are, the more costly it is
to provide the service. The same principle applies also to the availability. 99.99%
service availability allows the service to be unreachable about one minute per week.
That time window is not enough for maintenance work without special arrangements.
High availability usually requires redundant infrastructure, which leads to increase
in production costs.
2.2 Service portfolio management
According to ITIL service strategy (OGC, 2007a, p. 119), a service portfolio should
describe a provider’s services in terms of business value. It should articulate business
needs and the provider’s response to those needs. Service portfolio is to clarify or
help to clarify the following strategic questions:
- Why should a customer buy these services?
- Why should they buy these services from us?
- What are the pricing or chargeback models?
- What are our strengths and weaknesses, priorities and risk?
- How should our resources and capabilities be allocated?
Service Portfolio Management (SPM) should be a continuous process, as conditions
and markets change constantly. Services may no longer be optimal due to events such
as mergers and acquisitions, redeployed strategy and changing technologies. Thus
there is a constant need to monitor, measure, reassess and rebalance the portfolio.
ITIL (OGC, 2007a, p. 123) proposes following working methods (also illustrated in
Figure 3) for dynamic portfolio management:
8Define – Process starts with collecting information from all existing services as well
as proposed services. Documenting the existing service information helps to
understand the opportunity costs of the existing portfolio. When the current
state is understood, it is easier to assess whether to reallocate capabilities and
resources or to stick to existing portfolio. Due to a cyclic nature of SPM,
definition phase is not only to create an initial inventory of services but to
also validate the data on recurring basis. Each service in the portfolio should
include a business case. Business case is a model of what a service is expected
to achieve and its justification for pursuing a course of action to meet stated
organizational goals.
Analyse – This part of the process is where the strategic top-down questions are
to be answered:
- What are the long-term goals of the service organization?
- What services are required to meet those goals?
- What capabilities and resources are required for the organization to achieve
those services?
- How will we get there?
These questions are to address the four Ps: Perspective, Position, Plan and
Patterns. The answers guide not only the analysis but also the desired out-
comes of SPM.
Approve – Previous phases should have led to a well-understood future state. This
phase is where decisions to approve or disapprove the future state take place.
If the state is approved, it includes the corresponding authorization for new
services and resources. The outcomes of approvals can be divided into six
categories:
- Retain services that are aligned with and are relevant to the organiza-
tion’s strategy.
- Replace services that have unclear and overlapping business functionality.
- Rationalize services that are composed of multiple releases of the same
operating system, multiple versions of the same software and/or multiple
versions of system platforms providing similar functions.
- Refactor services that meet the technical and functional criteria of the
organization but display fuzzy process or system boundaries.
- Renew such services that meet the functional fitness criteria, but fail
technical fitness.
- Retire services that do not meet minimum levels of technical and func-
tional fitness.
Charter – Start with a list of decisions and action items. These items are to be
communicated to the organization clearly and unambiguously. Communicated
decisions should be correlated to budgetary decisions and financial plans. Bud-
get allocations should enforce the allocation of resources.
9Service 
Strategy 
Define 
Analyze 
Approve 
Charter 
• Inventories 
• Business Case 
• Value proposition 
• Prioritization 
• Service portfolio 
• Authorization 
• Communication 
• Resource allocation 
Figure 3: Service Portfolio Management process (OGC, 2007a, p. 124).
2.3 Demand management
Managing the demand of services is crucial. Poorly managed demand forms a risk
for service providers because of the uncertain nature of demand. Excess capacity
creates costs that the customers are reluctant to pay for, but at the same time there
must exist unused capacity to guarantee service levels. Insufficiently managed ca-
pacity may have impact on the quality and growth possibilities of delivered services.
Services are by nature different than traditional goods: their production cannot oc-
cur without demand that consumes the output. This leads to the fact that demand
and capacity are tightly coupled in service systems. ITIL gives recommendations
for Demand Management process in service strategy part. (OGC, 2007a, p. 129)
2.3.1 Sources of demand
Business processes are the primary sources of demand for services. Patterns of busi-
ness activity (PBA) influence the demand patterns seen by the service providers.
Thus it is crucial to study and understand the business of the customers to be able to
respond demand patterns with capacity. The idea is illustrated in Figure 4. Demand
patterns have a tendency to occur at multiple levels. ITIL presents Activity-based
Demand Management to address the business activity patterns. Analyzing the pat-
terns of business activity brings benefits in form of inputs to service management
functions and processes: (OGC, 2007a, pp. 130-131)
- Service Design can optimize designs to suit demand patterns.
- Service Catalogue can map demand patters to appropriate services.
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- Service Portfolio Management can approve investments in additional capacity,
new services, or changes to services.
- Service Operation can adjust allocation of resources and scheduling.
- Service Operation can identify opportunities to consolidate demand by group-
ing closely matching demand patterns.
- Financial Management can approve suitable incentives to influence demand.
Business 
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Service 
process 
Demand pattern 
Delivery schedule 
Pattern of 
business 
activity 
Capacity 
management 
plan 
Service belt 
Demand 
management 
Incentives and 
penalties to influence 
consumption 
Figure 4: Business activity influences patterns of demand for services. (OGC, 2007a,
p. 130)
As the business activities drive the demand for services, such customer assets as
people, processes and applications generate patterns of business activity. PBA can
be identified, codified and shared across processes for clarity and completeness of
detail. Attributes such as frequency, volume, location and duration can be used to
describe business activity. These attributes are associated with other requirements
such as security, privacy and latency or tolerance for delays. As each PBA differs
substantially from each other, a catalog of patters can be developed.
User Profiles can be based on roles and responsibilities within organizations for
people, functions and operations for processes and applications. In many contexts,
business processes and applications are treated as users, as they are not actively
executed or controlled by personnel. When PBAs are well defined, user profiles
can be associated with one or more PBA. This way aggregations and relations can
be made between patterns of business activities and their respective user profiles.
Matching the patterns using PBA and user profiles, allows systematic approach to
understand and manage demand from customers. This leads to an ability to sort
and serve the demand with appropriately matched services, service levels and service
assets, and thus improves value for both, customers and provider by eliminating
waste and poor performance. (OGC, 2007a, p. 132)
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2.3.2 Offerings to match demand
Offerings to match demand are developed based on the service portfolio. Offering
can be seen as a package of services that satisfy the needs of customer’s business
pattern activities. Services can be divided into core services and supporting services:
Core services are to deliver the basic outcomes desired by the customer. They
represent the value that the customer wants and for which customers are will-
ing to pay. Core services anchor the value proposition for the customer and
provide the basis for their continued utilization and satisfaction.
Supporting services either enable or enhance the value proposition. Enabling
services are basic factors and enhancing services are excitement factors. Sup-
porting services will either provide the basis for differentiation or represent
the minimum requirements for operation. As excitement factors, enhancing
services provide differentiation. As basic factors, enabling services only qual-
ify the provider for an opportunity to serve customers. Enabling services are
necessary for customers to utilize the core services effectively. As basic factors,
customers take their availability for granted and do not expect to be charged
for the value of such services.
Packaging of core and supporting services is an essential aspect of market strategy.
Bundling of core services with supporting services has implications for the design
and operation of services. Decisions have to be made whether to standardize on the
core or the supporting services. The same level of differentiation can be achieved
either way (see Figure 5), but the costs and risks involved may be different.
Core service 
package 
Enhancing 
service package 
Differentiated 
offering 
Enabling service 
package 
Core service 
package 
Enhancing 
service package 
Differentiated 
offering 
Enabling service 
package 
Figure 5: Same level of differentiation can be achieved either standardizing core
services or supporting services. (OGC, 2007a, p. 133)
Service providers may adopt different strategies for core and supporting services.
Standardization and consolidation can be driven in supporting services to leverage
economies of scale and to reduce operating costs, while core service packages are
specifically designed for particular customers. Another possibility is to standard-
ize the core service packages and use supporting services to differentiate the offer-
ings across customers and market segments. This aspect is important for service
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providers who need to balance the differing needs of several enterprises and business
units while trying to keep costs down across the portfolio to remain competitive.
2.4 Road map of implementing financial management
ITIL Service Strategy part (OGC, 2007a, pp. 111-112) propose a checklist of im-
plementing financial management process. It is intended to be a representation of
a phased approach to the implementation, not a direct project plan. Tracks are
illustrated in Figure 6.
Track 1 – Plan addresses the very fundamental questions of the service provision-
ing, stakeholders and processes related:
- Identify all parties that receive and/or provide financial information
- Identify the service deliverables and chargeback model to be used
- Determine systems that contribute and provide financial data
- Determine the operating model to be used to set the goal for accounting
and valuation
- Prepare policy and operating procedures list
Track 2 – Analyse includes gathering in-depth details of the previously identified
items:
- Are all processes and information required to produce deliverables ac-
counted?
- What are the current costs and how and where are they accounted? Cen-
tralization of expenditures is a prerequisite.
- Service valuation should be performed
Track 3 – Design creates the outputs that are expected from financial manage-
ment implementation:
- Identify processes in place within IT and design clear hooks into financial
management
- Prepare and test valuation models for their appropriateness to the busi-
ness environment
- Design the accounting processes according to the outcome of previous
learnings
- Create the chosen chargeback methodology
- Complete the design of policies and procedures
- Define required roles and responsibilities
Track 4 – Implement the planned processes by activating them to use.
Track 5 – Measure the success of the implementation:
- Audit credibility gaps between value being received and price being paid
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- Use tools such as balanced scorecard, regular communication, meaningful
data and mappings to business strategy
Track 1 - Plan 
Track 2 - Analyse 
Track 3 - Design 
Track 4 - Implement 
Track 5 - Measure 
Figure 6: Financial Management implementation checklist according to ITIL service
strategy. (OGC, 2007a)
According to ITIL, chargeback model for IT should provide accountability and trans-
parency. Visibility is to be brought through identification of Service Portfolios and
catalogs, and valuing those IT services. Accountability refers to the ability to pro-
vide expected services as agreed with business. Charging without taking into account
the operating model typically does not deliver desired levels of accountability and
visibility.
Charging should be done to encourage behavioral changes related to steering demand
for IT Services. Charging must add value to the business and be in business terms,
and it should have a degree of simplicity appropriate to the business culture. (OGC,
2007a, p. 110) ITIL Service strategy proposes five different scenarios for chargeback
models:
Notional charging – these alternatives address whether an entry to financial sys-
tems should be made. For example, two book method can be used to record
costs in one fashion, while second book is kept but not recorded. Second
book provides the same information but reflects what would have happened if
alternative method had been used.
Tiered subscription – involves varying levels of warranty and/or utility for a ser-
vice or service bundle, all of which have been priced, with the appropriate
charge-back models applied. Most commonly referred to as gold, silver and
bronze levels of service.
Metered usage – involves a more mature financial environment and operational
capability, where demand modeling is incorporated with the utility comput-
ing capabilities to provide confidence in the capture of real-time usage. This
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consumption information is then translated into customer charging based on
various service increments that have been agreed, such as hours, days or weeks.
Direct Plus – simplistic model where costs that can be allocated directly to a
service are charged accordingly with some percentage of indirect costs shared
amongst all.
Fixed or user cost – most simplistic model. Takes the costs and divides by an
agreed denominator such as number of users. This model contributes little to
affecting customer behavior, or identifying true service demand or consump-
tion, but does allocate the costs to the bottom line in the easiest fashion.
2.5 Service operation
ITIL also defines service operation processes, which are covered in the Service Op-
eration book. Service operation is responsible for coordinating and carrying out
activities and processes required to deliver and manage services at agreed levels
to business users and customers. Service operation is also responsible for ongoing
management of technology that is used to provide the services. The scope of service
operation includes the following four aspects (OGC, 2007b, pp. 13-14):
Services – Any activity that forms part of a service is included in service operation,
regardless of who is performing such activity.
Service management processes – Management and execution of service man-
agement processes are performed in service operation, though some of the
processes originate from other levels of service lifecycle.
Technology – Managing the technology that is required by the services is an inte-
gral part of the service management.
People – Regardless of the other aspects, it is always people that drive the demand
for services and decide how things will be done. It is also people who manage
the other aspects, thus it is all about people.
Service operation consists of processes. Below is described the key processes that
must link together to enable effective IT service support structure.
Incident management
Incident is a disruptive event that has or could have effect on service. The
purpose of incident management is to restore the normal service operation as
quickly as possible and minimize the effect of incident on business operations.
Normal service levels are defined in SLAs. (OGC, 2007b, pp. 46-55)
Problem management
Problem is an unknown cause of one or more incidents. Problem management
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is responsible for managing problems during their lifecycle. Primary objec-
tives are to prevent problems and resulting incidents from occurring, elimi-
nate recurring incidents and minimize the effects of incidents that cannot be
prevented. (OGC, 2007b, pp. 58-68)
Change management
Change management is mainly part of service transition processes, but some of
the aspects are tightly tied in service operation. Often service operation issues
are drivers for changes, and the changes are implemented by service operation
staff. (OGC, 2007b, pp. 72-73)
Capacity and Availability management
Capacity management as an umbrella term is more of longer term strategic
planning. Nonetheless, it is also tightly related to daily work as the service
capacity and performance need to measured. Capacity planning should also
be a continuous process as the requirements set in design phase tend to change
due to the volatility of services. Service operation is responsible of making the
IT service available to users according to the SLAs. Availability management
is responsible for conforming the defined SLAs. (OGC, 2007b, pp. 73-77)
Continuity management
Continuity management relies on testing and executing the recovery plans as
determined. Activities that service operation staff is involved are such as risk
assessment, execution of risk management measures and assistance in plan
creation. (OGC, 2007b, p. 77)
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3 Data center networks
Data centers are the home of computational power, storage and business critical
applications. Network infrastructure is the critical enabler of data centers. First
part of this chapter discusses the network architecture and topology and the services
in the network. Second part explores the current research done in the field of traffic
characteristics. Last part of this section introduces traffic measurement methods
and metrics and describes how they can support charging activities.
3.1 Network architecture
The most used design principle of data centers is three level tree topology. (Al-Fares
et al., 2008; Benson et al., 2010) In this model, the functionality is divided into three
layers: Core, aggregation and edge. Model is illustrated in Figure 7.
Core
Aggregation
Edge
Servers
Figure 7: Basic three layered data center topology.
Core layer provides the high-speed packet switching backplane for all the flows
going in and out of the data center. Core layer provides connectivity to mul-
tiple aggregation level modules and a resilient Layer 3 routed fabric with no
single point of failure. Interior routing protocol is run in core layer. Core
layer routers are normally redundant to guarantee efficient and reliable rout-
ing. (Cisco, 2007)
Aggregation layer has the primary responsibility of aggregating the thousands of
sessions leaving and entering data center because the access layer uplinks are
connected to it. Aggregation layer switches carry the workload of spanning
tree processing in the network. Aggregation layer is typically the most critical
layer in data center network because of port density, over-subscription values
and CPU processing. Aggregation layer is also used to provide value-added
services such as load balancing and firewalling. Aggregation layer is connected
to the core layer with redundant links to guarantee reliability. (Cisco, 2007)
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Edge or access layer is where the servers are physically attached to the data
center’s network fabric. Switches at this layer are usually either Top-of-Rack
or End-of-Row type of switches located in server racks. Servers are usually
connected at least to two physically different edge layer switches to guarantee
the operations in case of link or hardware failure. Also the edge level switches
are connected to at least two aggregation layer switches for the same reasons.
In both cases, one of the links is acting as a master and the other one as a
secondary. (Cisco, 2007)
3.2 Traffic characteristics
There is rather small amount of research done in the field of data center network
traffic characteristics. Benson et al. (2009) conducted a study in 19 data centers that
were different in sizes but all followed two or three tiered network architecture. Ben-
son et al. studied the macroscopic and microscopic views of the data center traffic.
They found out that roughly 60% of the core and edge links are actively being used,
but the utilization is significantly higher in the core than in the aggregation and
edge layers. When studying the link loss rates, they found out that despite the
higher utilization rate in the core, the core links suffered the least rate of loss. Links
near the edges suffered the greatest degree of loss. The microscopic view to the data
center traffic revealed that the traffic is ON/OFF by nature.
Benson et al. (2010) studied more deeper the traffic characteristics of data centers.
They came up with some key findings:
- A wide variety of applications were detected.
- Most flows in the data centers were small in size (less than 10 KB) and a
significant fraction of flows lasted under a few hundred milliseconds.
- Despite the differences in size and usage of data centers, traffic was ON/OFF
by nature with properties that fit heavy-tailed distributions.
- Link utilizations are rather low in all layers, but the core. A subset of core
links often experience high utilization, the number of links varies over time,
but never exceeds 25% of the core links in any data center.
- Losses occur within the data centers, however losses are not localized to links
with persistently high utilization. Losses tend to occur at links with low
average utilization, which implicates momentary spikes as the primary cause
of losses. The magnitude of losses is greater at the aggregation layer than at
the edge or the core layers.
- Link utilizations are subject to time-of-day and day-of-week effects across all
data centers.
Benson et al. studied also the flow of the traffic generated by the servers. Study
includes the traffic that stays within a rack versus the traffic that leaves the rack
for either other rack or to external destination. They found that significant amount
of traffic in commercial data centers is generated and stays inside a rack. Benson
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et al. explain the founding with the nature of services that are typically provided
from commercial data centers: applications are more customer-facing, like web ap-
plications and file sharing services.
3.3 Services in the network
Network services can be divided in higher and lower level services. Higher level
services can be considered to be such services that interact directly with the user.
Lower level services are the enablers of the higher level services, which users use
indirectly. Web browsing is an example of higher level service, that is enabled by
lower level services which exchange data between user and servers. Lower level ser-
vices tend to define the quality that higher level services experience. (Courcoubetis
and Weber, 2003, p. 24)
The Federal Communications Commission (FCC) gives recommendations of terms
to be used in the context of network services in The Telecommunications Act of 1996.
The term information services is tied to value-added services and telecommunica-
tions services for lower level transport services. The act defines telecommunications
service as ”the offering of telecommunications for a fee directly to the public, or to
such classes of users as to be effectively available to the public regardless of facilities
used”. Information service is defined as ”the offering of a capability for generating,
acquiring, storing, transforming, processing, retrieving, utilizing or making available
information via telecommunications”. (FCC, 1996)
As the division between higher and lower level services has been made, different
layering models have emerged. Layering models are used to define functionality
and guide service development. Standardized layering models allow the services in
different layers to be sold separately. When buying a certain level service, models
assume that the lower level services provide the means automatically to implement
the higher level service. Two commonly used layering models are presented in sec-
tion 3.3.1.
3.3.1 TCP/IP and OSI model
Basically two models for computer networks exist: TCP/IP stack and Open Systems
Interconnection (OSI) reference model. TCP/IP stack was developed in 1970s by
United States Department of Defense and consists of four layers, which are defined
in RFC1122 (Braden, 1989): Application, Transport, Network/Internet and Link
layer. The TCP/IP stack is illustrated in Figure 8(a).
Application layer is where network applications and their application-layer proto-
cols are located. Application layer protocols include such protocols as HTTP,
SMTP and FTP. In addition, some network functions are also specified as
a application-layer protocol, like DNS. Application-layer protocols are dis-
tributed over multiple end systems and the end systems exchange messages
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Figure 8: TCP/IP stack and OSI reference model. Adapted from Kurose and Ross
(2008, p. 74)
with each other.
Transport layer is responsible of transporting the application-layer messages be-
tween application endpoints. TCP and UDP protocols are used in message
transportation in different cases. TCP provides connection-oriented service,
guarantees delivery of messages and flow control. TCP also provides con-
gestion control mechanisms. UDP provides connectionless service, with no
guaranteed reliability, flow control or congestion control.
Network/Internet layer takes care of moving network-layer packets from host
to host. Transport layer segments are encapsulated inside network layer IP
packets. The network layer also contains the routing protocols that determine
the routes used between hosts.
Link layer is responsible of delivering datagrams between network nodes. Services
provided by the link layer depend on link-layer protocol employed over the link.
Link-layer protocols are for example Ethernet, WiFi and PPP (Point-to-Point
Protocol). (Kurose and Ross, 2008, pp. 75-76)
Another model used in computer networking is OSI reference model, developed by
ISO (International Organization for Standardization). OSI model is divided in seven
layers and is illustrated in Figure 8(b). Also this reference model was developed in
the 1970s, during the time when Internet protocols were still in their infancy. Largest
differences in OSI model compared to TCP/IP stack are application, presentation
and session layers. TCP/IP stack allows more freedom to application developers
while OSI model can be seen to restrict and steer the development with these higher
layers. Thus the protocols built according to OSI model have not gain a lot of
popularity, OSI model is used more widely in teaching purposes. (Kurose and Ross,
2008, p. 77)
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3.3.2 Connectivity services
At the most basic level, network provides services for transporting data between two
points in the network. Data can be transported between two points as a unicast
service, or from one point to many points as a multicast service. Chapter 3.3.1
discusses the two commonly used layering methods in network services. Connectivity
services can be identified to reside on link and network layers in TCP/IP model (see
Figure 8(a)). In OSI model, connectivity services are often referenced to reside on
layers 1 to 3 (see Figure 8).
An important distinction need to be made between services that do and do not come
with guarantees. Providing guaranteed services usually require some reservation
of resources to ensure performance of the service according to certain parameters.
For example, to guarantee a minimum transmission rate may require reservation
of capacity on certain set of links. On the other hand, service might not make
any guarantees for its performance, by not reserving any resources. In this case
services are called best-effort services, as the performance of the service depends
on the dimensioning of the network and other services that are competing of the
same resources. (Courcoubetis and Weber, 2003, p. 32) Parameters that are used to
guarantee the service are defined in service contracts. The role of service contracts
is described in section 2.1.2.
3.3.3 Security services
Security services are provided to ensure reliable and secure communications between
network hosts. Security services include for example firewalls and intrusion detec-
tion/prevention systems (IDS/IPS). These services typically reside on network layer
and are based on inspecting network traffic and reporting all suspicious traffic to
network administrators.
3.4 Measuring network traffic
Metering network traffic consists of selection of appropriate metrics, metering points
and the measurement granularity and organizing measurement activities. Collection
and analysis of network traffic is fundamental ability for the network operator to
design and operate their networks. (CAIDA) Long-term aggregated statistics and
short-term per flow statistics provide necessary insights to:
- Network provisioning
- Peering arrangements
- Per-customer accounting and SLA verification
- Per-peer accounting (traffic balance)
- Performance management
- Tracking topology and routing changes
- Other troubleshooting
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All these items are valuable for the operator as the network is always a long-term
investment and the provider should be interested in optimizing technical and eco-
nomical performance of the network. For charging purposes, needs for measuring
relate to per-customer accounting with long-term aggregated statistics.
3.4.1 Metrics
Metrics can be divided in to four main categories: utilization, performance, avail-
ability and stability metrics. These categories are described in more detail in Ta-
ble 3. (Lambert, 1995)
Table 3: Network metric categorization.
Category Characteristics Examples
Utilization Describes different aspects of
the total traffic being forwarded
through the network.
Packet and byte counts, peak
metrics, protocol and applica-
tion distribution
Performance Relate to the quality of service
issues such as delays and conges-
tion situations.
RTT (at different layers),
throughput, packet drop rate
Availability Long term accessibility on differ-
ent layers.
Line availability, route availabil-
ity, application availability
Stability Describe short-term fluctuations
in the network. Changes in traf-
fic patterns can be identified.
Line status transitions, route
changes, next hop stability,
short term ICMP behavior
For basic usage-based charging purposes, utilization metrics are the most relevant.
Charging is often based on packet or byte counts or to peak rates. These metrics are
also a useful tool in capacity planning. For customers, the most interesting metrics
relate to availability and performance. They are basically interested in that their
services are reachable and respond as defined in SLAs.
3.4.2 Measurements
Network measurements are crucial for network operator, but also other stakeholders
are interested in the state of the network and services offered to them. Table 4
presents these stakeholders, their motivation and possibilities to measure their in-
terests.
Traffic measurements in networks can be divided into active and passive measure-
ments. In active measurements, test traffic is generated in to the network. Traffic can
be created by real applications or it can be test-only traffic. Active measurements
are suitable for testing the network, for example prior taking it in to production or
to do troubleshooting.
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Table 4: Motivation for network measurements for different stakeholders (Claffy and
Monk, 1997).
Goal Measure
ISPs
- capacity planning
- operations
- value-added services
- usage-based billing
- bandwidth utilization
- packets per second
- round trip time (RTT)
- RTT variance
- packet loss
- reachability
- circuit performance
- routing diagnosis
Users
- monitor performance
- plan upgrades
- negotiate service contracts
- optimize content delivery
- usage policing
- bandwidth availability
- response time
- packet loss
- reachability
- connection rates
- service qualities
- host performance
Vendors
- improve design/configuration of
equipment
- implement real-time debug-
ging/diagnosis of deployed hardware
- trace samples
- log analysis
In passive measurements, existing traffic is used as a base for measurements. It
provides insights to what is really happening in the network. Passive measuring
provides information for the goals that both, provider and customer want to actively
monitor. Figure 9 illustrates a common capturing-analysis work-flow. Work-flow
can be divided into three parts: monitoring (marked in the figure with red), data
collection (blue) and analysis (green).
The downside in passive measurements is the amount of generated measurement
data. Depending on the environment, the amount can be huge. For example, when
monitoring two 1 Gbit/s links, storing only IP and transport headers (40 bytes per
packet) and assuming that the average packet size is 300 bytes. The amount of
stored measurement data would be 30 MB/s. At this data rate, 1 TB database can
hold less than nine and half hours of data.
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Figure 9: Flow of passive network measurement. (Ja¨rvinen, 2009)
Kandula et al. (2009) studied the nature of data center traffic by capturing the
network related events from servers. They choose 1500 servers that represented a
logical cluster in an operational data center. The measurement lasted two months,
and roughly a petabyte of measurement data was gathered. Since this amount of
data was gathered only from a fraction of data center’s servers, the total amount of
data would have been huge.
3.5 Energy consumption in data centers
Research company Gartner estimated that the share of carbon dioxide emissions
generated by ICT-industry was approximately 2% in 2007. Although the share of
emissions generated by ICT is about to increase in the future, Gartner predicts
that efficient use of information services will remarkably decrease the total energy
consumption of society. (Vihrea¨ICT, 2007)
Greg Schulz (2009, p. 20) claims that until recently, the energy efficiency of servers,
networks, software and storage has been a little concern to IT organizations. Now
this is changing as the price of electricity is increasing. Figure 10 illustrates elec-
tricity price development in Finland between 1995 and 2010 (Eurostat, 2011).
James Hamilton (2010b), vice president of Amazon web services, shows by calcula-
tions that in a modern high-density data center, networks constitute less than 10%
of the total energy consumption. Koomey (2007) also claims that the total energy
costs in data centers are roughly 10% of the total costs. Koomey also presents
calculations that represent the total cost of ownership of a data center. Shares
of energy consumption by different devices in data centers are illustrated in Fig-
ure 11(a). Figure 11(b) presents the actual electricity consumption during one year
(note logarithmic y-axis).
As the calculations show, networks are in a minor role in energy consumption in
data centers. Nevertheless, network equipment vendors and standardization organi-
zations are driving development of greener network solutions. For example, in 2006
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Figure 11: Energy and electricity consumption in data centers.
IEEE started working with energy efficiency of Ethernet, which lead to standard
IEEE P802.3az Energy Efficient Ethernet (EEE). (Christensen et al., 2010).
Jan Hof (2007) points out three different ways to reduce power consumption in
networks, one of them being the design of network topologies. He highlights that
introduction of more powerful network switches and technological breakthroughs
such as 10 Gigabit Ethernet speeds and system resiliency allow to flatten the network
topology. Instead of current three tier networks, aggregation layer can be taken out
leaving only core and edge tiers. This will lead not only to capital savings in network
devices, but also save the energy consumed by aggregation layer.
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4 Cost allocation, pricing and charging
This chapter begins with discussion of costs that are caused by provisioning of
network services and models that can be used to allocate these costs to services.
After that, the chapter addresses possibilities of pricing the services. Last part of
the chapter discusses charging models that are applicable in the context of network
services.
4.1 Cost allocation
Identifying different costs that the provisioning of services causes, is the first step
when developing charging activities. Even the identification of costs is not enough:
costs have to be allocated in a fair manner to all services to be able to see the
economical performance of services, and to be able to create a solid foundation for
service pricing.
4.1.1 Cost classification
In the broadest end, division between Capital Expenditures (CAPEX) and Opera-
tional Expenditures (OPEX) is made. CAPEX contribute to the fixed infrastructure
of the company which is depreciated over time. OPEX do not contribute to the in-
frastructure itself, and thus is not subject to depreciation. OPEX represent the
costs to keep the infrastructure and company operational.
Although the classification between CAPEX and OPEX is necessary to allocate total
costs effectively, they are very deeply interconnected. Trade-offs between CAPEX
and OPEX can be made by technology and equipment choices. With higher acqui-
sition costs (higher CAPEX), it is possible to acquire technologies and equipment
that provide large amount of automated maintenance and provisioning tasks: higher
level of automation enables cost savings in manual labor (OPEX). Network type has
also effect on the cost structure. Backbone networks are rather easy to set up and
maintain, but the acquisition cost per device is relatively high. Access networks
on the other hand require more maintenance but the acquisition cost per device is
lower. (Casier et al., 2006)
Casier et al. (2006) divide capital expenditures of a network operator in three cat-
egories. Classification is illustrated in Figure 12. Normally the largest share of
capital expenses consist of network infrastructure acquisitions, which includes also
infrastructure residing outside the data center, such as fibers and large IP routers.
Only criteria is that the infrastructure is bought, not leased. Leasing costs from
infrastructure (for example buildings and network equipment) are counted to oper-
ational expenses in this model. Second category of CAPEX is the network software
that is needed in order to build and run the network. Network software includes
network management systems and network planning tools. Third category is all
the other infrastructure costs that cannot be linked in to the core business. This
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Figure 12: Capital expenditure classification in case of network operator. (Casier
et al., 2006)
includes purchasing of land and buildings to house personnel, for example.
Casier et al. (2006) define a classification for operational expenses. This classification
is presented in Figure 13. First the operational expenses are divided in three higher
level categories. Each category is then divided in to subcategories that explain the
model in more detail.
OPEX
Running
network
Continuous cost
of infrastructure
Maintenance
Reparation
Service
provisioning
Pricing &
billing
Operational
planning
Setting-up
network
Up-front
planning
First-time
installation
Non-network
specific
Continuous cost
of infrastructure
Administration
Figure 13: Operational expenditure classification in case of network opera-
tor. (Casier et al., 2006)
OPEX for network which is up and running consists of seven different cost-
ing bases, which are described below. Continuous costs of infrastructure are
the costs to keep the network operational in failure free situations. These costs
include costs for paying needed space, power and cooling energy and leasing
network equipment (such as fiber rental). Maintenance includes costs to main-
tain or operate the network in case of a failure. The main actions here aim
at monitoring the network and its services, such as direct and indirect polling
of equipment and logging status information. Also stock management, soft-
ware management, security management, change management and preventive
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replacement are included in maintenance costs. Reparation costs consist of ac-
tually repairing failures in the network, if the reparation cannot be performed
in routine operation. Actions include diagnosis and analysis, technicians trav-
eling to the place of failure, actual fixing the failure, and performing needed
tests to verify the results. Service provisioning costs are given by the process
of provisioning and service management. This means providing a previously
defined and negotiated service to a customer. Pricing and billing includes
such actions as collecting information on service usage per customer, calcu-
lating tariff per customer, sending bills, and checking payments. Operational
planning costs are realized by day-to-day planning in existing network, such
as re-optimization and planning upgrades. Marketing costs are caused by ac-
quiring of new customers to a specific service of the operator. Actions include
for example promoting new services and providing information about pricing.
OPEX associated with setting-up the network can be divided in to two sub-
categories. Up-front planning includes all the costs before the investment deci-
sion is made. For example, studies to plan the network, changing the network
topology, and introducing a new technology or a new service platform are tasks
considered under this category. Also the choice of an appropriate equipment
vendor and costs related to vendor selection are included here. First-time in-
stallation is constituted from equipment installation and the operational part
of the costs. This category includes connecting the devices in the network as
well as necessary testing.
Non-network specific OPEX relates to costs that are not specially related to
network company. Non-network specific continuous cost of infrastructure rep-
resents continuous costs that are not related to the network itself. Including
buildings to house the personnel, energy for desktop PCs, heating and so on.
Non-network specific administration costs include the administrative costs that
every company has. These include such costs as payment administration for
employees and human resources.
4.1.2 Mapping of CAPEX and OPEX
As the previous section shows, it is not enough to allocate just the network equip-
ment costs to the services. Provider should aim to allocate all occurring costs to
the offered services, and do that in a fair manner. Figure 14 illustrates the mapping
of CAPEX and OPEX to direct, shared and common network costs. (Casier et al.,
2006)
Some of the costs can directly be linked to a certain network service. The costs from
provisioning the service and pricing and billing the service can be seen as direct costs.
Direct costs can be explained so, that if the service would not be provided, then the
costs would not occur at all. Common costs are costs that are not specific for the
network service provider. These cost are often considered as overhead costs.
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Figure 14: Mapping CAPEX and OPEX parts on shared costs. (Casier et al., 2006)
4.1.3 Data center cost structure
Hamilton (2010a) has studied the overall cost structure of a data center. He presents
that the cost structure of a modern high-scale data center is dominated by the
server costs. Second largest share of costs is constituted from power distribution
and cooling. Hamilton’s calculations are illustrated in Figure 15(b).
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(a) Server rack. (APC, 2005)
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Figure 15: Cost structures for the data center environments.
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Figure 15(a) illustrates cost structure of one server rack. (APC, 2005) This illustra-
tion also confirms that electricity, power and cooling equipment form almost 40% of
the total costs. What this illustration does not show, is the share of servers versus
network equipment costs. But it can be assumed, that the structure is relatively
same on the rack level.
4.2 Top-down and bottom-up approaches
Shared network infrastructure helps to decreases operating costs of the network as
a result of declining maintenance and repair costs and the standardization of equip-
ment. But as the infrastructure evolves, based on the need of multiple customers and
multiple services, infrastructure cost allocation becomes challenging. Two common
principles in cost allocation can be identified according to many literature sources
(see for example, Casier et al. (2006); Courcoubetis and Weber (2003); Kilkki and
Pohjola (2006)): fairness and fullness. Fairness in this case can be considered in
two ways: on one hand, costs need to be allocated fairly towards customers so that
no customer is subsidizing any other. On the other hand, cost allocation needs to
be done fairly between services, no service should be used to subsidize each other.
Fullness in this context means that all costs and cost drivers need to be identified
and allocated to gain realistic and holistic picture of the costs.
Casier et al. (2006) propose two approaches to cost allocation. These approaches are
top-down and bottom-up and illustrated in Figure 16. According to Casier et al.,
the approach is dependent on the considered starting point of the network modeling
process.
Existing dimensioned network
Installed equipment
Current cost Service / resource usage
Cost per service
(a) Top-down
Service demand
Equipment / components
Current cost Service / resource usage
Cost per service
Dimensioning network
(b) Bottom-up
Figure 16: Cost modeling approaches by Casier et al. (2006)
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Top-down method (Figure 16(a)) starts from the existing network infrastructure.
Network dimensioning is often a result from fluctuations in historic and current de-
mand. New customers have been added to network, and traffic volumes for services
have increased. At the same time, demand for some services has declined freeing
resources to other services. This kind of network is usually less efficient than a
network that is dimensioned specifically for the current needs. The costs of existing
network equipment are allocated to the elements needed to deliver the service. Cost
allocation is done through appropriate cost drivers, which requires accurate identifi-
cation of real cost drivers. Identifying these cost drivers may be difficult in practice
and it may lead to less efficient and less fair allocations.
Second approach to cost modeling is bottom-up method (Figure 16(b)). This
method requires demand of services as a starting point. The model assumes that
the network is dimensioned in such a way that it is optimal for the current demand.
Fully Distributed Cost approach
Fully Distributed Cost (FDC) approach is a top-down approach in which costs
are attributed to services using existing cost accounting records. This makes
it simple and auditable method, as the information can easily be checked for
its accuracy. The idea of FDC is simply to divide the total occurring costs
amongst the sold services. The computation is done by taking the actual costs
of the various operating factors and dividing them to each service correspond-
ingly. Basic principle of FDC is illustrated in Figure 17. (Courcoubetis and
Weber, 2003, p. 181)
1 2 3 4 5 6
1 2 Services
Input
factors
Common cost
pool 1
Common cost
pool 2
0.8 0.2
0.4 0.6
Figure 17: FDC approach. The costs of input factors are assigned to services ac-
cording predefined coefficients. (Courcoubetis and Weber, 2003, p. 182)
All the costs of factors that are not uniquely identified with a single service
are put into a number of common cost pools. Since only a small part of
costs is directly attributable to a single service, most of the costs will be
common. Next, coefficients to apportion the common costs among services
need to be defined. These coefficients are always dependent on the particular
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cost pool. (Courcoubetis and Weber, 2003, p. 182) To express this in a formal
way, suppose service i, that is produced in quantity yi and has a variable cost
V Ci(yi) that is directly attributable to that service. There is also a shared cost
SC(y), y = (y1, ..., yn), that is attributable to all services (in this case, shared
costs are assigned to a single cost pool for simplicity). Using this notation,
the price for the quantity yi of service i is defined to be its costs:
pi(yi) = V Ci(yi) + γiSC(y), where
∑
i
γi = 1 (1)
After the selection of γi, the construction of prices is rather trivial, and can
be done automatically based on accounting data. This way there is no need
to build all from the scratch, as required by bottom-up models.
Due to simplicity and auditability of price construction process, FDC has been
popular with network operators and regulators. However, there is also chal-
lenges that are related to FDC based pricing. There are no guarantees, that
the prices are optimal or stable. This may be a result from the construction of
the coefficients, if they are constructed without taking into account important
information. Secondly, FDC based prices may hide potential inefficiencies of
the network, such as excess capacity, out-of-date equipment, inefficient oper-
ation, bad routing and resource allocation. This is basically due to the fact
that all the historical costs are taken into account. (Courcoubetis and Weber,
2003, pp. 190-191)
Activity-based Costing
Activity-based Costing (ABC) is also a top-down approach assigning the ac-
tual costs to services. ABC is based on a four-level hierarchy and is a refine-
ment of the traditional FDC approach. The hierarchy of ABC is illustrated
in Figure 18. Bottom level consists of input factors that are consumed by
the operator, such as salaries, depreciation and cost of capital. Second level
consists of activities that are required to operate the network and produce
services. Third level consists of network elements, such as routers, switches
and transmission links. The cost for each element is calculated by dividing
input factors that are related to particular element, and the activities that are
concerned with the operation and management of the network element. Last
level consists of services that are sold to customers and make use of the net-
work elements and service related activities. (Courcoubetis and Weber, 2003,
p. 185)
In ABC, the definition of coefficients is also needed to apportion the costs
of different input factors to activities and network elements, and the costs of
activities and network elements to services. (Courcoubetis and Weber, 2003,
p. 185)
ABC makes it easier to understand various occurring costs. It enables the
analysis of costs and identification of activities that add value and that do
not. Based on analysis, improvements can be implemented and benefits can
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Figure 18: Activity-based Costing method. (Courcoubetis and Weber, 2003, p. 184)
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Figure 19: Continuous improvement process using ABC (12Manage).
be realized. This forms a continuous improvement process that helps to achieve
higher overall efficiency by decreasing costs and reducing or eliminating non-
value adding activities (see Figure 19). (12Manage)
Same problem that concerns FDC, exists also for ABC; it hides potential
inefficiencies of the network. Even the network devices are underutilized, they
might seem to be profitable, as the costs are fully shared to services. Thus there
might not be incentive to improve the efficiency. This problem is common for
top-down approaches, as the costs of existing facilities are allocated amongst
sold services. Another problem that originate from top-down approach, is
that it provides a one-way function to calculate prices from the input factors
and coefficients. It does not provide the means to assess the situation, if
a service was not produced. If this question want to be answered, one has
to go backwards and check all the cost factors that contribute to the given
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service. (Courcoubetis and Weber, 2003, p. 186)
Long-Run Incremental Cost
LRIC (Long-Run Incremental Cost) is often used as bottom-up approach for
cost modeling. Incremental costs are all costs that are associated only with
the production of a specific service. In other words, LRICs are the costs that
a producer would avoid, if a specific service (or some other increment) would
not be produced. (Dewenter and Haucap, 2007)
The long run in this context assumes that all costs are considered variable.
Thus the production can be optimized in the long run so that production
of a given output takes place at minimum cost levels. Bottom-up models
basically require the network to be designed from the scratch using the most
cost-effective technologies available. After the design or modeling, the costs
can be computed similarly as in activity-based approach by apportioning the
cost of the network elements and by adding the cost of labor and the rest of the
overheads as a simple markup on the cost of the infrastructure. (Courcoubetis
and Weber, 2003)
Prices based on LRIC are subsidy-free and likely to prevail in an actual con-
testable markets. LRIC-based prices provide also signals about the economic
efficiency. Although LRIC seems effective approach to construct the prices, it
also has its downsides. It requires much from the accounting system that it
is based on, and quite often the traditional accounting systems are not able
to provide all the needed information. In this case, models need to be built
from the scratch. This also leads to the challenge of auditing the LRIC-based
prices.
4.3 Pricing
Pricing has been traditionally viewed as a method to cover the production costs and
generate revenue and profits. Technology and market development has lead to new
possibilities and needs in terms of service pricing. By service pricing, the provider
can affect the way services are used and consumed. Pricing can also be used to
provide input for the service provider about the current design of the network and
its efficiency in terms of economics and technology.
According to Courcoubetis and Weber (2003), there are several practical require-
ments that must be met when charging for network services. Courcoubetis and
Weber divide these requirements in three groups: 1) the end-user who pays the
charges, 2) the service provider who defines the charges, and 3) the underlying tech-
nology that is used to produce the charge. Recipients of charges appreciate charges
that are predictable, transparent and auditable. With predictable charges, the user
knows in advance the total cost of using the service. This has lead to the popularity
of flat-rate charges. Transparency in network services is challenging; the value of
one kilobyte is basically unknown as the users consume it indirectly using higher-
level services. Auditability walks hand in hand with transparency. Charges that are
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transparent are detailed in an itemized bill, and the origin can also be audited from
the accounting systems.
Terminology used in this context consists basically of three terms. Charge is the
total amount that is billed for using a certain service. Price refers to the amount of
money that is associated with a unit of service and is used to compute the charge.
Tariff indicates the general structure of prices and charges. An example of a tariff is
a + pT, where a is a price for setting up the service, p is a price per minute for using
the service, and T is the duration of the service usage in minutes. (Courcoubetis
and Weber, 2003, p. 16)
4.3.1 Cost-based pricing
Cost-based pricing has historically been the most common pricing scheme. It is
easy to understand and justify from the technical perspective. The goal of cost-
based pricing is to create such prices that cover all the costs related to provisioning a
certain service, but at the same time are fair and stable under potential competition.
Figure 20 shows the basic principle of cost-based pricing method. (Nagle et al., 2010,
p. 2)
Costs 
Minimum 
Profit 
Price 
Range 
Price ceiling 
Price floor 
Figure 20: Basic idea of cost-based pricing.
Cost-based pricing tries to solve the need to ensure that prices guarantee profitability
of company, or at least cover all the costs. The fundamental difficulty in defining
cost-based prices is that services are usually produced jointly. To create stable cost-
based prices, Courcoubetis and Weber (2003) state that prices need to be subsidy-
free and sustainable. To satisfy these requirements, cost allocation and mapping to
services are in a key role.
Cost-based prices can also provide efficiency information about service production.
If the organization is able to decrease its production costs, price floor will decrease.
On the other hand, if the production costs begin to increase, profit margin begins
to decrease.
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4.3.2 Value-based pricing
Traditionally customers have not considered connectivity and information security
services as core services, but rather as enablers included in the end-user service.
Lately, as the value-based thinking has emerged in other fields of connectivity and
IT services, data center network providers have also got interested in the possibilities
of value-based pricing mechanisms.
Value-based pricing tries to reflect the additional value obtained by customer by
using certain service. Kilkki and Pohjola (2006) propose that for customers the
essential motive to purchase a service, is their perceived value from the purchased
service, not the cost that occurs to provider to produce the service. In value-based
pricing, the goal of the service provider is to maximize the value created to the
customer and then to use appropriate pricing mechanisms to capture as much profit
from the created value.
The Customer
The CompetitionThe Company
Cost Volume Profit (CVP) analysis Competitive analysis
Economic Value Analysis
Figure 21: A framework for value-based pricing, adapted from Hinterhuber (2004).
As Figure 21 shows, a holistic view from the whole economic environment is needed
to successfully establish value-based pricing. Economic value analysis should help to
understand sources of economic value tied to a service to different customer clusters.
Service provider needs to capture the company-internal perspective. Understanding
the implications of price and volume changes on profitability is needed. Competi-
tive analysis inside the industry is used to provide the understanding of trends in
competitive pricing, product offerings, and strategies.
The concept of economic or customer value is not easy to define. Simpson et al.
(2001) and Zeithaml (1988) define the customer value to be the difference between
perceived benefits and sacrifices that are caused by used product or service. In other
words, customer value is seen as the difference between the customer’s willingness to
pay and the actual price paid. This difference can be defined to be consumer surplus.
Consumer surplus can also be defined to be the net benefit of using a certain service.
Another way to define the value is a broader definition. Nagle et al. (2010) define
customer value to be the maximum amount that the customer would pay to obtain
a given product or service. This value is the price that would leave the customer
indifferent between the purchase and foregoing the purchase. Figure 22 illustrates
one possible scenario of user-perceived value from using certain service.
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Figure 22: Customer perceived value when using service.
4.4 Charging
The purpose of charging is to generate revenue for the service provider. Charging
can also be used to steer the behavior of customers and thus affect the demand of
services. This chapter introduces two most common charging schemes that are used
in communication services: flat rate and usage-based charging.
4.4.1 Flat rate charging
In flat rate charging, total charge for customer for a service contract is fixed at the
time the contract is made. That is, the charge is determined a priori, even though
the actual costs of the contract to the service provider could be known at a later
time, for example after the contract has expired. (Courcoubetis and Weber, 2003,
p. 191) Usually flat rate charges tend to reflect the average costs of the past.
According to Courcoubetis and Weber (2003) there are two advantages that have
led to the wide use of flat fees. First, a flat fee is easy to implement and second,
customers often prefer the predictability of flat fee. But there is also serious draw-
backs in flat rate charging. According to Courcoubetis and Weber (2003) and Kilkki
and Pohjola (2006) flat rate tends to produce high social cost because of the waste
of resources. Figure 23 illustrates the social waste caused by flat rate charging.
Assuming that each customer has its own demand function that is linear and starts
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from the same point on the price axis and ends on the monthly volume axis. On
the left, the customer is charged a price p = MC (Marginal Cost) and consumes
x*. In this case, the social welfare (SW ) is the area A. The situation changes if
the customer is charged a flat rate (p = 0 ). Now the customer has no incentive to
reduce the consumption, and consumes xflat. This makes the social welfare SW = A
– W, where W is the social waste. If the demand is greater and the user consumes
x′flat, the social waste W’ grows even larger.
A
€
MC
p = MC
x* xflat q
SW = A
A
€
MC
W
x* xflat
Flat price (p = 0)
SW = A - W
q
A’
W’
x’flat
Figure 23: Social welfare and waste under flat rate charging (Courcoubetis and
Weber, 2003, p. 192).
Flat rate also tend to be unstable under competition, because the light users are
easily used to subsidize the heavy users. Figure 24 illustrates the dilemma of cross
subsidization with a flat rate pricing. A flat fee is computed to cover the costs from
providing the services. Flat fee is computed using the average consumption of ser-
vices xflat(average) but regardless of the consumption, the same fee is charged from
all customers. In this case, customers that consume less than the average amount
are having negative net benefit. Negative net benefit means that the customer is
experiencing the service unprofitable, because their utility for using the service is
less than what they must pay.
Courcoubetis and Weber (2003, p. 193) propose a solution to reduce the bad effects
of flat rate charging, by restricting the range of allowed resource usage, v. This
will lead to fairer charges of individual customers. Contract constraints need to
be enforced, so the service provider must police the service usage of users. If the
maximum allowed resource usage is exceeded, some measures must be taken to keep
the pricing fair. Measures can be for example, extra charging, traffic dropping or
blocking and bandwidth restriction. This motivates the customer to predict their
service usage as accurately as possible and to assign the cheapest contract that
accommodates the needs. This scheme suits well in cases, when the customer has a
low variance in service usage, and hence predictable resource usage. This leads to
reduction in social waste and cross-subsidization between heavy and light users.
38
€
MC
Xflat(low) Xflat(avg) Xflat(high)
Flat rate
charge
Figure 24: Cross subsidization dilemma with a flat rate charging (Courcoubetis and
Weber, 2003, p. 193).
4.4.2 Usage-based charging
Usage-based charging relies on metrics that can be explicitly measured and ac-
counted. Usage-based charges provide customers more control over their choices of
how to use services and better value-for-money.
Usage-based charges typically constitute of two-part tariffs, in which the fixed part
is proportional to the capacity available for use. Variable part represents the usage
fee to cover the marginal costs (see Figure 25). Relationship to capacity makes
usage-based charging appropriate for industries that have high capacity costs due
to high capacity peaks. (Dewenter and Haucap, 2007)
Charge 
Usage 
Variable part 
based on usage 
Fixed part 
based on capacity 
Figure 25: Basic idea of usage-based charging.
Usage-based charging in network services has its downsides. Network users may have
challenges predicting their accurate traffic volumes, which results from interaction
with services. As customers appreciate predictable and stable bills, the nature of
network usage may lead to surprises. Same applies for service providers: they want
to have predictable and stable incomes. (Courcoubetis and Weber, 2003) On the
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other hand, usage-based charging ensures fairness for customers, if they are able to
monitor and control their usage.
Usage-based charging in a complex network environment sets high requirements for
metering and accounting. Systems performing such actions are often very heavy and
complex, and thus very expensive. In case of a single link or a small set of links,
the collection of data is relatively easy. In case of data center environment, where
network traffic traverses between many servers and services, collecting, aggregating
and accounting the data is very challenging.
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5 Case study: Network services and charging in
data center environment
This chapter covers the case study conducted in the case organization. First, back-
ground information about the organization and provided services are presented. Sec-
ond part of this chapter describes study methods and how the study was performed.
Chapter is concluded with the results from the case study.
5.1 Case organization
Tieto Corporation started its operations in 1968 under the name of Tietotehdas
Oy. In the early days, the company produced data center services for its owners:
mainly for Union Bank of Finland and a few forest companies. During 1970s the
company started growing as midi-computers were introduced alongside with the
mainframes. In the 1980s personal computers became common and besides the
mainframe computer services and software, the development of IT systems became
a central operations for Tietotehdas. During 1990s the company experienced a rapid
growth through a number of acquisitions, mergers and strategic alliances. The name
of the company was changed to TT Tieto in 1995 and to Tieto in 1998. In 1999
Finnish Tieto and Swedish Enator merged to form TietoEnator. During the 2000s,
the IT industry became global and the growth was huge. In 2009 TietoEnator
changed its name back to Tieto. (Tieto Oyj, 2011b)
Today Tieto is an IT service company employing nearly 18,000 employees. Tieto’s
main markets are in Nothern Europe, Russia and Poland. Tieto also serves its
customers globally at certain areas of expertise and has industry-specific activities
in selected countries. Tieto had net sales of 1,713.7 million euros in 2010 with
operating profit of 72.4 million euros. (Tieto Oyj, 2011a)
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(Sweden, Norway, 
Denmark) 
Finland 
Baltics 
Central Europe 
Russia 
Global 
accounts 
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Managed services and transformation 
Product Engineering Solutions 
Steering Functions and Group Management 
Figure 26: Tieto’s operating model.
Figure 26 illustrates the current operating model of Tieto. The model is divided
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in to vertical market units and horizontal business lines. Market units drive the
sales and develop customer relationships in selected market areas. Business lines are
responsible for offering development, sales support and project and service deliveries
to customers.
Connectivity and information security services are a part of the infrastructure ser-
vices portfolio. Purpose of these services is to ensure reliable and secure communi-
cation to enterprise business systems and data, while ensuring that business oper-
ations are supported by agile and adaptable enterprise network architecture. The
positioning of connectivity and information security services in the service portfolio
is illustrated in Figure 27, and the connectivity services portfolio is described in
Table 5.
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Server 
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Capacity 
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& optimization 
Business 
application 
services 
Infrastructure 
services 
Business 
service 
provisioning 
Figure 27: Connectivity and information security services position in service port-
folio.
5.2 Methods
Study is conducted using two main research methods: evidence reviews and in-
terviews. Evidence reviews are used to gather information about network infras-
tructure and design, and current cost allocation and pricing practicalities. Internal
documents and records are explored to form a picture about these areas.
Interviews are chosen as a second main research method to discover opinions and
insights of personnel regarding the context of the study. Interviews are performed
as a in-depth interviews (Yin, 2009). No strict interview sessions will be held, but
the interviewees are more like informants and their opinions are gathered during
multiple discussions. Table 6 lists the people that are interviewed during the case
study. Key questions for interviewees are listed in Appendix A.
In addition to evidence reviews and interviews, daily working methods, approaches,
opinions and processes will observed and the observations will be used to complement
42
Table 5: Service portfolio of connectivity services.
Service Description
Network Backbone Man-
agement
Consists of the management, maintenance and problem-
solving related to the corporate network backbone infras-
tructure, which includes network backbone and internal
connections. The service is based on planning, provi-
sioning, monitoring and management of various network
active components (typically routers, backbone switches
and LAN-to-LAN VPN routers).
Partner and Customer
Connections
Covers the authorized customer, business partner, and
other external party connections to the corporate data
communication network. This service is based on man-
agement and monitoring of gateways and firewall sys-
tems. Typically the connections are one of the following:
VPN or other secure extranet type of connection from the
Internet, leased line, or the operator’s TCP/IP service.
Internet Connections Includes access to the Internet from the corporate net-
work and vice versa. The service is based on firewalls
and proxy/cache systems with an access rules database.
Remote Client Terminal
Connections
Offer a remote client connections from the Internet to
the corporate communications network. Service is based
on remote access points and strong user authentication.
Typical remote access points are VPN access servers sup-
porting VPN clients, SSL VPN or RAS servers.
DNS Management Offers both internal and external DNS services for cus-
tomers.
Data Center LAN Manage-
ment
Service includes single- or dual-site data center LANs
with server connections. Service delivery is based on
the use of LAN switches and other equipment (such as
LAN routers), and the related management and moni-
toring. With the Data Center LAN Management service,
the supplier creates and operates an optimal data center
LAN architecture, one that is able to handle large traf-
fic volumes and provide high-speed and high-availability
server-to-LAN connections.
the results of two main research methods.
5.3 Current state and largest challenges
This section presents the results that were gathered in the study. First, the network
architecture and design principles are described based on the explored evidence.
Then, currently provided services and their charging principles are listed. Last
part of the results brings forth the points that were found in the interviews and
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Table 6: List of interviewees in the case organization.
Position Role in organization
Director Director of network services in the global data cen-
ter services business unit.
Manager Manager of connectivity and information security
services in Finland.
Manager Manager of shared network infrastructure team in
Finland.
Infrastructure architect Lead technical architect of shared network infras-
tructure.
Technical specialist Responsible of tool development for network man-
agement.
observations.
5.3.1 Data center network
Two possible data center network choices are provided for customers: depending
on needs, either shared or dedicated network infrastructure is be used. Customer
dedicated network is build for specific customer purposes either in organization’s
own data centers or to customer’s premises. All the devices and connections are
dedicated solely for one customer allowing custom tailored SLAs and maintenance
windows. Network management in case of dedicated environment is performed as
requested by the customer. For example, all the management work can be performed
from Finland and only by authorized personnel. Customers can also have access or
visibility to devices and configurations. As dedicated networks are always built
according to customer needs, they are not discussed here.
Following chapter discusses the shared network infrastructure in more detail. There
is no clear rule of thumb, when customer selects dedicated or shared network solu-
tion. In practice, most customer implementations are combinations of both.
Shared network infrastructure
In shared environment, network resources are shared among multiple cus-
tomers. Network is dimensioned using the principle, that there is always
enough capacity to fill the needs of customers, and thus resembles the best-
effort-principle. Only tested and proofed-to-work network equipment and soft-
ware are selected to guarantee reliable service provisioning.
Shared network infrastructure is operated by network specialists of the orga-
nization locally and in offshore locations. Unlike in dedicated infrastructures,
customers are not allowed to have any access to shared infrastructure itself.
These principles aim to high reliability, availability and cost efficiency.
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Figure 28: General routing model used in the case network.
The routing model of the network is illustrated in Figure 28. Network is
divided into logically separated blocks, that are illustrated as clouds in the
figure. Each block is connected to core, that acts as a default gateway. For
the core, the Internet acts as default gateway. Each logical block is secured
with redundant firewalls that allow all traffic towards the core. P2P -cloud in
the figure represents a network block for dedicated customer or partner con-
nections. Otherwise connections are routed in the network from the Internet
and through firewalls to customer environments.
Case environment consists of multiple data centers, that are located apart
from each other. Data centers are interconnected with redundant DWDM
(Dense Wavelength Division Multiplexing) ring. DWDM-ring provides high
availability: there is no single point of failure as signal is always sent to physi-
cally separate devices that reside in different locations. All components in the
system are redundant.
Connectivity in data centers is guaranteed with layer 2 switch network that
covers all sites. Layer 2 network allows a great deal of flexibility as servers can
be freely deployed. On the other hand, this generates more traffic inside and
between the data centers.
5.3.2 Cost structure of the case organization
The overall cost structure of the network unit is illustrated in Figure 29. All costs
that occur are considered to be fixed, as there are no real variable components.
Largest amount of costs are generated by investments in new equipment, personnel
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expenses and operating expenses.
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Figure 29: Cost structure of network unit in the case organization.
As the figure shows, premise costs generate only 2% share of the total costs. This
cost pool includes all the costs that are related to housing of network equipment
in the data centers. These costs include floorspace, cooling and power distribution,
and electricity.
5.3.3 Typical combination of services
Figure 30 illustrates a typical combination of network services that are provided to
customer when its IT services are provisioned from the data centers of the organiza-
tion. Services can roughly be divided into two parts: external connectivity services
enable the connectivity to the data center core, and internal services provide con-
nectivity inside the data center.
External connectivity
External connectivity services can be described to enable the connectivity to
the edge of the data center. Customer connections are routed to the core either
using the Internet connection or customer dedicated lines. Internet capacity is
either divided in to 2 MB increments or to shared capacity, which are provided
to customers according to their needs. Internet capacity is charged according
to dedicated increments or with a flat-rate, if a shared capacity is used. If
customer dedicated lines are used, all associated costs are charged from the
customer.
When connections are routed in to the network, they go through Intrusion
Detection/Prevention (IDP) sensors, which investigate the traffic in case of
anomalies. IDP service is charged with a basic monthly fee according to the
amount of sensors that are utilized by the customer.
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Figure 30: Simplified presentation of currently offered services and their charging
principles.
Lan-to-Lan VPN service is provided according to customer needs. LAN-to-
LAN VPN connections are static by their nature, and always configured be-
tween two sites. This service is charged with a monthly fee per site.
SSL VPN service is used to authorize user access in to the network. Service is
charged using a two part charge: basic monthly fee for authentication profile,
plus a fee according to the estimated amount of simultaneous connections due
to the need of licenses.
Proxy services are used as cache between services and customers. This service
is charged based on the user amount: basic monthly fee includes 500 users,
and the number of users can be increased in increments of 500.
Internal services
Internal connectivity services can be considered to enable the internal con-
nectivity inside the data centers. Internal connectivity consists of switching,
load-balancing and firewalls.
Switching is used to provide the connectivity for servers in data centers.
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Switching is done in layer 2 and it follows the basic principle of 3-tiered in-
frastructure. The costs of switching infrastructure is retrieved by charging the
used ports at the edge tier. Fixed monthly price per port is based on the
investments and monthly operating costs.
Load-balancing is used to provide redundancy and scalability to the network.
This service is used when a multi-site solution is built. Load-balancing service
is charged per customer environment with a fixed monthly price.
Firewall service is used to provide security for the customer environments.
Every network block is secured with a firewall and the firewall service is charged
based on the environment size behind the firewall. Basically this is done by
calculating firewall segments and number of firewall rules.
5.3.4 Largest challenges
This section describes the largest challenges that were identified according to the
interviews and observations. Summary of the largest challenges is presented in
Table 7.
Table 7: Largest identified challenges to overcome in order to develop charging
activities.
Area Challenges
Network design
- Lack of standardization
- Too general service and offering descriptions
- Packaging of service offerings
Network management
- Fragmented management tools
- Large share of manual work
Accounting
- The share of manual work
- Time reporting accuracy
- Auditability
Cost follow-up
- Mapping performed work to services
- Costs are not followed on a level of single service
Pricing and charging
- Relationship between prices and costs is not clear
- Charging practices are vague
Network design and management
Strategy of the corporation is to move focus on standardized and packaged
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service offerings, but yet there is no standardized network design used as a
baseline for new implementations. There is too much variation in the so-
lutions, which leads to challenges in network management. Since many de-
vice and software versions are in use, network management becomes complex.
Complexity causes possible pitfalls what becomes to service quality. Another
downside is the increase in operational costs. These challenges are partially
implications of too general service and offering descriptions. Descriptions do
not make enough comments or recommendations on how the services should
be produced. This causes a communication gap between sales representatives
and network architects, and leads to tailoring in the selling phase.
Situation in the area of network management tools is very fragmented. There is
no single integrating solution, that allows easy and simple view of the network
and its status. Network specialist have to do large amounts of manual work to
find out all dependencies of one device, which makes fault investigation very
challenging. Partially this is caused by the lack of centralized configuration
management.
Observations and comments from the network specialists show frustration
about the current situation. Workload on certain areas has become too large,
which eats resources from proactive process development. This leads to short-
comings in processes while networks are constantly becoming more complex.
Since operational processes do not cover the whole service management and
challenges, the result can be seen as increased operating costs.
As mentioned in chapter 3.5, energy consumption of network devices and its
follow-up has gained more attention in recent years. Greenness and energy
efficiency have been one of the key design principles also for Tieto. Latest
great example about the success in this area was the Green Enterprise IT
award that Tieto received from the Uptime Institute in 2011. (UptimeInstitute,
2011) Although the overall energy efficiency is at decent level, the energy
consumption of network equipment is not followed separately at the moment.
This is a clear area of improvement. Development for the future has actually
been started, but there is not yet reliable information available on the actual
energy consumption, only iterated estimates.
Accounting and cost follow-up
Accounting of services and configurations relies on manual work using spread-
sheets. This requires a lot of manual work, since after each configuration
changes need to be updated to the spreadsheets. The amount of manual work
and large spreadsheets make this accounting style very vulnerable to human
errors. At the moment, performed work is very difficult to trace back to certain
service based on the accounting information.
Time reporting is based on filing used time to projects and performed tasks.
Projects are divided by customer or continuous service and tasks are defined
to represent performed work. Time is not reported based on services, which
skews the profitability and efficiency of services. Although the task structure
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is defined to represent performed work, it is not uniform across the projects.
Thus it does not allow simple auditing of possible defects in efficiency of service
provisioning. One important requirement for accounting system is auditability.
Due to the auditability issues, the cost follow-up has become challenging:
occurring costs and work are hard to map directly to services, which makes
the profitability analysis of services challenging.
Pricing and charging
Current service prices have evolved during the time, and are not clear nor
unambiguous. Prices are constructed to cover the overall costs. Nevertheless
the relationship between costs and prices has faded, and the prices do not
directly reflect costs related to certain service. Prices constructed this way are
not sustainable, nor likely to last in the long rung competition.
Pricing of services should also be used to steer customers towards standardized
services. Customization always increases service provisioning costs, which can
be addressed by using service-related costs as a base for prices. Currently there
is no noticeable difference in prices of standardized and customized solutions.
Charging principles of services differ from each other remarkably. It is not
clearly stated, where the services are and should be charged from. Service
units also differ remarkably from each other, which requires a lot of effort
when determining monthly charges for different services and for the complete
service offering.
5.4 Market benchmarking
To form a better view of the best practices of charging the network services, market
benchmarking is performed. Information is gathered via public material such as
websites and offering catalogs. For the benchmarking, services of providers listed in
Table 8 are examined.
Table 8: Benchmarked service providers.
Provider Type
SAVVIS Global managed hosting and colocation service provider.
ServerChoice UK-based web-hosting and managed service provider.
Hosting.com North American hosting and managed service provider.
Rackbase German-based colocation and data center service provider.
Rackspace Global cloud and managed services provider.
Amazon EC2 Global cloud service provider.
Windows Azure Global cloud service provider.
There are similarities how providers of same type provide the services. Cloud service
providers were chosen to benchmarking to be able to compare the future models for
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current practicalities. Table 9 presents the results of benchmarking by comparing
the services of the case organization to other providers.
Table 9: Market benchmarking results.
Service Traditional providers Cloud providers
Data Center LAN Included in server price. Included in computing in-
stances.
Firewall management Dedicated firewall or virtual
firewall per environment.
N/A
Load balancing Per connected server. Load balancing time and data
volumes.
Backbone network Reserved bandwidth, monthly
flat rate.
Data volumes between data
centers.
Internet connections Reserved bandwidth, monthly
flat rate.
Data volume OUT of the data
centers.
Remote connections Per remote user. N/A
Cross site connections Per managed site. N/A
Proxy Based on the number of users. N/A
Remote LANs Per managed LAN device. N/A
WAN connections Per managed site. N/A
This information shows how the services are charged from the customers. Some of
the services are provided internally to other units of the company (see chapter 2.1.1).
For example, data center network is basically always included in prices of servers.
Internal pricing components and charging information are usually based on the
production costs, and thus organizations are not willing to share them publicly.
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6 Analysis
This chapter analyses the challenges that were identified. Interviews and observa-
tions in the organization revealed important issues that need to be addressed in
order to be able to improve the charging process. Following sections discuss these
challenges, their implications and compare possible solutions.
6.1 Network service standardization and management
Messages in the service descriptions and what came across in the interviews and
observation are somewhat conflicting. Service descriptions of the shared network in-
frastructure propose that only tested and proofed-to-work equipment and software
versions and configurations are used. In reality, the commonly agreed standard ways
of working seem to be vague. If the future strategy is to provide standardized net-
work solutions and keep the shared infrastructure manageable, scalable and reliable,
there is a definite need to improve common ways of working.
Service offerings to match demand were discussed in section 2.3.2. Currently there
is no clear division between core and supporting services. Services are packaged
without clear structure, and each case requires thorough analysis. To create more
structured service packages to match demand of different network environments,
business activity and user profile catalogs (section 7.6) and clearer division of core
and supporting services are proposed (section 7.5).
6.2 Accounting and cost follow-up
Section 4.2 discusses different methods of allocating costs to services. Table 10
presents a SWOT (Strengths, Weaknesses, Opportunities and Threats) analysis of
these different modeling approaches and their suitability for the needs of the case
organization. SWOT analysis (Johnson et al., 2005, pp. 148-150) is a simple but
effective tool to summarize and compare the key issues related to analyzed methods
and their relations to business environment.
Bottom-up approaches have their benefits as costing methods, but in this particular
case they are not very suitable. To successfully implement a bottom-up costing
method, such as LRIC, would require large modifications to current accounting
systems and network design. LRIC-based prices may also be challenging to audit,
as they are based on long-run increments considered as variable costs. In ABC,
there is no need to consider variable costs, all occurring costs can be handled as
fixed.
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Table 10: SWOT-analysis of suitability of FDC, ABC and LRIC to this case.
FDC ABC LRIC
Strengths
- Simple and easy to im-
plement
- Represents actual
costs
- Auditable
- Maps activities and
network elements to
services
- Represents actual
costs
- Auditable
- Sustainable, subsidy-
free prices
Weaknesses
- Prices may not be op-
timal or stable
- May hide potential in-
efficiencies of network
- Doesn’t reflect the
amount of labor used
to each network com-
ponent
- May hide potential in-
efficiencies of network
- Auditing
- Requires large modi-
fications to accounting
system
- Historical fluctuations
in network design
Opportunities
- Requires very little
changes to accounting
system
- Requires very little
changes to accounting
system
- Better follow-up of
cost/labor -ratio
- Allows continuous im-
provement based on the
continuous analysis
- Provide continuous
feedback of service
efficiency as long as
increments are defined
correctly
Threats
- Construction of coeffi-
cients may skew prices
- Granularity of activi-
ties is too low/high
- Defining the incre-
ments to be used
- Assumes minimum
cost-levels
6.3 Pricing and charging
General pricing and charging models are discussed in chapters 4.3 and 4.4. For pric-
ing, cost-based and value-based pricing methods are introduced. These methods are
compared in Table 11. Focus of the analysis is on the suitability and implementabil-
ity of these two pricing methods for the environment of the case organization.
Cost structure of the case organization is presented in chapter 5.3.2. Due to the
challenges in cost collection, it is very challenging to divide the costs in capital and
operating expenses. Nevertheless, it can be assumed that the cost structure does
not remarkably differ from the one that is presented in chapter 4.1.3. Cost structure
has remained rather static and large changes are not expected to happen in the near
future.
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Table 11: SWOT-analysis of pricing models.
Cost-based pricing Value-based pricing
Strengths
- Simple model
- Can be based on occurring costs
- Transfer to cost-plus pricing is easy
(only add markup)
- Represent the real value that the
service is worth, not the costs that
occurs
Weaknesses
- Defining the unit price may be
challenging
- Requires thorough analysis about
the value that network services gen-
erate for customers
Opportunities
- Changes in production costs can
be transferred to prices almost in-
stantly
- Customer and provider value can
be maximized
Threats
- If cost allocation is done poorly,
will lead to skewed prices
- Services are provided to multiple
industries, which may lead to com-
plex value analysis
- Sudden changes in production
costs may lead to serious errors in
prices
The overall goal of service provisioning is to provide value to the business of cus-
tomer. Different parts that constitute the whole service experience and deliver the
value, would require very thorough analysis. This kind of analysis is not plausible
to conduct during this thesis. It requires cross-unit collaboration from all units that
participate in the overall service provisioning. For now, cost-based pricing is simple
to implement and it provides information about the profitability of services.
Flat-rate and usage-based charging models are selected for comparison, since they
are the two most commonly used ones. These models are compared in Table 12 from
the perspective of the case organization.
During the interviews, transition towards usage-based charging was discussed. It
was argued that the target state should be to charge everything based on the used
capacity. There are two main arguments that are against the usage-based charging.
First, network is dimensioned so, that there is a certain reserved capacity for a cus-
tomer. For example, when a server is connected to the network, 1Gb link is reserved,
which makes no difference, whether the whole capacity of the link is used or not.
Secondly, usage-based approach would require massive changes to the accounting
system.
Flat-rate charging can be justified with the nature of services. All services that are
provided, have a static nature and their production generate fixed costs. Without
pure variable costs, it is challenging to justify the usage-based component in service
charging. It is true that flat-rate charging includes several possible efficiency defects,
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Table 12: SWOT-analysis of flat-rate and usage-based charging schemes.
Flat-rate charging Usage-based charging
Strengths
- Simple to implement
- Predictable income for provider
- Predictable bills for customers
- Current environment doesn’t hold
any pure variable costs
- Fair charging according to usage
- Encourage customers to follow and
plan their usage
Weaknesses
- Doesn’t give customers incentive
to plan or follow network usage
- May hide network inefficiencies
and possible bottlenecks
- Requires investments to measure-
ment devices
- Requires capacity and scalability
from the accounting system
- No pure variable production costs
Opportunities
- Tariffs can be used to reduce the
possible generation of social waste
- Using tariffs in addition to usage-
based charging, provider may be
able to steer customer’s behavior
- May provide information about
possible bottlenecks in the network
Threats
- May generate social waste
- Light users easily subsidize heavy
users
- May lead to unpredictable income
for provider
- May generate unpredictable bills
for customers
by generating possible social waste and not giving incentive to follow and restrict
service usage. These defects on the other hand are not that relevant in the given
environment, as the services are almost always business critical and their usage is
not tightly tied to network charges.
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7 Future vision and action plan
This chapter proposes a future vision how to address the challenges that were iden-
tified to need attention. In the future, the IT will be consumed more and more as
a packaged services.
At the moment, there is a larger business service management development project
ongoing, that concentrates on improving the whole service management at the cor-
poration level. The goals for the development project are to:
- Make sure that continuous services are up and running
- Standardize and centralize
- Increase automation level
- Support offering development
- Enable more business possibilities
These goals are kept in mind when proposing the solution for the future. Main focus
is on the areas that have the largest impact on the charging of network services.
Summary of proposed solutions is presented in Table 13.
7.1 Network design and management
As analyzed in section 6.1, definitions of standard ways of working and communi-
cating them to all relevant stakeholders is crucial first step. To standardize and
package the services in more manageable form, first step is to have service descrip-
tions written out in more technical manner. Descriptions should take account the
preferred infrastructure choices and comment the way environments are configured.
This material should provide unambiguous definitions about the services to sales
personnel and customers. Such definitions will also improve processes and reduce
the working time spent in design and implementation.
Improvements in network design and management processes should aim to balance
the workload of specialists and shift the focus to more proactive direction. When
the continuous service processes are under a proactive assessment and improvement,
quality and cost efficiency will constantly improve.
The shortly mentioned ongoing service management development project, will bring
new possibilities to network and service management. This project should give
possibilities to centralize and integrate management systems and processes. Work
flow can be automated and simplified, but it requires thorough roll-out and active
participation.
7.2 Service definitions
As the analysis shows, the current service descriptions are pretty abstract and do
not give unambiguous description about their contents. The idea for the future is to
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Table 13: Comparison of current and future state.
Area Current Target
Network design and
management - Very general and abstract service
descriptions
- Fragmented management and ac-
counting tools
- Define clear design and implemen-
tation guidelines for environments
- Define standard equipment, hard-
ware and software versions
Cost allocation and
time reporting - Costs are gathered in one entity
- Very challenging to map costs di-
rectly to services
- Auditability of accounting records
is challenging
- Define cost pools for ABC
- Define activities for ABC
- Define projects and tasks to time
reporting portal based on activities
- Allocate costs to services using
ABC
Pricing and charg-
ing - Relationship between costs and
prices unclear
- Vague charging practices
- Construct service prices based on
ABC allocations
- Base the charging on a monthly
flat-rate
- Direct the charges straight to cus-
tomers
Service packaging
- Each case is started from a scratch
- No predefined service packages or
catalogs for mapping needs
- Identify and define core and sup-
porting services
- Divide supporting services to en-
abling and enhancing services
- Identify and codify Patterns of
Business Activity
- Define User Profiles for servers and
applications in collaboration with
server and application management
- Associate UPs with matching PBA
define services in such way that they represent vertical technology areas. This way
the contents of the service will become clearer. This will also help to map costs to
services using horizontal activities that are same across the services.
7.3 ABC and time reporting
For the future, accounting methods are to be developed to allow the cost records to
be linked accurately to certain service components. Section 4.2 discusses the different
approaches of allocating costs to services. To keep the accounting arrangements
rather simple and enable simplistic cost follow-up, Activity-based Costing method
is proposed to be used as basis. ABC is preferred over the Fully-Distributed Cost
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Table 14: Services and their definitions.
Service Definition
Data Center LAN management Service that provides the connectivity to pro-
duction network. Includes the management
of LAN network, consultancy and technical
expertise.
Firewall management Firewall service used to provide secure con-
nections to customer environments.
Load balancing management Load balancing service is used to provide
dual-site solution for customers and their en-
vironments.
DWDM management Service includes the management of the op-
tical DWDM network that is used to connect
the different data center sites.
Internet connections management Includes the management and provisioning
of Internet capacity for the customer envi-
ronments based on the needs.
Remote connection management Includes different solutions to enable con-
nectivity to customer’s network environment
from remote locations.
LAN-to-LAN VPN management Service is used to connect customer’s LANs
using VPN techniques.
Proxy management Proxy management service is used to en-
able proxy services for the customer environ-
ments.
Remote LAN management Service to manage the customer LANs, such
as office LAN and WLAN networks.
WAN management WAN management service covers the man-
agement of customer’s WAN connections be-
tween multiple sites.
DNS management Domain Name System service for customer
environments.
because it takes activities into account in more detailed level than FDC.
ABC as an accounting method helps employees to see and understand the different
costs that occur in service provisioning. Different costs can be divided further into
value-adding and non-value-adding activities. By continuously analyzing these ac-
tivities, employees and management can form an overall picture of current situation,
implement changes and improve overall efficiency (see figure 19).
ABC answers also to the need of more accurate time reporting. Time will be reported
by activity. It is also important that each and every employee reports the working
hours on a daily basis to guarantee 30 minutes accuracy. Following structure is
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proposed for allocating costs of continuous services. For each service (listed in
Table 14), own project is to be established in the accounting system. For each
service, tasks are defined based on ITIL service operation processes. These tasks
are presented in Table 15.
Table 15: Tasks to be defined for continuous service projects in the accounting
systems.
Task Description
Continuous service man-
agement
Includes time that is used for identifying and solving inci-
dents and problems, time that is used in change manage-
ment activities, time that is used in planning, evaluating
and implementing capacity changes and time used for en-
suring service continuity.
Customer & Sales support Time that is used in miscellaneous activities such as sales
support and proposal preparations (if customer-specific
project is not available)
Vendor cooperation Time that is used to collaborate with subcontractors,
contractors and vendors
Reporting Time that is used to generate and analyze reports
External operating ex-
penses
All external expenses are reported under this task (such
as operator invoices, maintenance fees and training)
Assets Asset-related invoiced expenses (basically equipment in-
vestments)
For cross-service type activities concerning process management, that are performed
by incident and problem managers, own project will be established. Under this
project, tasks for incident, problem and change management are to be defined.
Proposed task structure allows rather simple auditability of costs. These activities
are chosen as they represent the basic ITIL processes: they are familiar to everyone,
and thus it is easy to identify under which activity the performed work belongs. On
the other hand, they are general enough which allows the number of activities to
remain reasonable.
Next steps on this area are to implement these changes to the accounting system and
communicate them across the organization. During a transition period, accounting
records need to be followed and analyzed, whether any changes are needed. After the
period, construction of new service prices can be done by auditing the cost records.
7.4 Unit prices and charging principles
Network environment is based on fixed costs as there are no real variable compo-
nents. Given this fact and the environment design principles, it is sufficient to rely
on cost-based prices. As proposed in earlier section, Activity-Based Costing method
should be used to construct the service cost pools. From the service cost pools it is
rather trivial to derive the unit prices.
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Table 16 lists the services and their charging principles. The goal in the following
structure is to unify and simplify the practicalities across services. Unifying charging
practicalities enable better visibility for customers.
Table 16: Charging principles for services.
Service Charging principle
Data Center LAN management Internally per switch port.
Firewall management Externally per environment size.
Load balancing management Externally per environment size.
DWDM management Internally/externally per reserved band-
width.
Internet connections management Externally per reserver bandwidth.
Remote connections management Externally per user amount.
LAN-to-LAN VPN management Externally per managed site.
Proxy management Externally per user amount.
Remote LAN management Externally per site size.
WAN management Externally per managed site.
DNS management Externally per environment.
As mentioned in section 7.3, construction of cost pools will take a transition period.
Unit price for each service will then be calculated based on the defined unit of each
service.
7.5 Service packaging
Successful transition to packaged service offering requires dealing with challenges
identified in the field of standardization and network management. Division in core
and supporting services will be done according to following proposition.
Core service package
The goal of data center network services is to provide production network
connection for a server that reside in the data center. Core service package
should address this goal by combining network services in one entity. Following
services are proposed to be combined as a core service package which is always
used as a base for a new environment:
- Data Center LAN management to connect the servers in the network
infrastructure, provide management connections and basic network mon-
itoring
- Firewall management to ensure the security of customer blocks
Enabling services
External connectivity tend to be more dependent on preferences and require-
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ments of customers, and thus there should be more options to complement the
core service. These services are to be defined as enabling services:
- Internet connections management
- Remote connections management
- LAN-to-LAN VPN management
Enhancing services
In data center environment, value adding services relate either to security,
connectivity or capacity. These services are to complement the core service
package and enabling services. For example, if customer requests that the envi-
ronment need to be a dual-site solution, then the core service is complemented
with DWDM and load balancing services. In the current service portfolio,
following services are proposed to be defined as enhancing services:
- DWDM service
- Load balancing service
- Proxy service
- WAN management
- Remote LAN management
- DNS management
- On-shore service management
Although this kind of packaging model is proposed, it is not intended to restrict
service offering. Combining the service packaging with patterns of business activity
and user profile catalog, which are discussed in the following section, offering de-
velopment is intended to become simpler as requirements can easily be mapped to
corresponding service packages.
7.6 Patterns of business activity and user profile catalog
Environments and the number of different servers vary between customers, but server
roles are rather similar in different environments. These different needs and roles are
addressed in section 2.3.1 by introducing the terms of Patterns of Business Activity
(PBA) and User Profiles (UPs).
Table 17 presents an example of a table that can be used to identify PBA. This
list is constructed from the network point of view and helps to assess the needed
services for a certain server.
For UPs, a catalog that matches the applicable PBA to a certain profile should look
like an example in Table 18.
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Table 17: Example of tool to codify the patterns of business activity.
PBA No. xx Activities Activity levels
Hi 3 2 1 Lo N/A
Network bandwidth requirements
Data volumes
Availability requirements
Connectivity requirements
Information sensitivity
Redundancy requirements
Table 18: Example of User Profile catalog that matches applicable PBA to profile.
User Profile (UP) Applicable Pattern of Business Activity
(PBA)
PBA code
Web server Large number of connections xxY
Database server High data volumes, high availability, sensi-
tive data
zzY
Application server High number of transactions, large number
of connections
ppY
File server High availability, sensitive data iiY
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8 Conclusions
This chapter summarizes the conducted work. Results are assessed and their ex-
ploitativity is evaluated. As a final part of this section, recommendations for the
future work are given.
8.1 Results
The objective of this thesis was to investigate the possibilities to develop charging
model of network services in data center environment. First, the starting state was
explored and the main issues were recognized. A target state was created according
to the literature and future expectations inside the organization. The target state
aims to answer the following questions, that were set in the beginning of this thesis:
• How should the service offering be developed?
• What costs are related to service provisioning and how those should be allo-
cated and followed?
• How should the costs be retrieved by pricing the services and charging?
Case study revealed many challenges that have effect on service charging. Not all
of them are even tightly related to accounting or charging, but are so fundamental
that they have effect on the whole service provisioning. Due to the scope of this
thesis, only such challenges that have direct relation to charging were discussed.
Service definitions and cost collection and allocation were seen as the largest chal-
lenges. To overcome these challenges, improvements in service definitions and service
structure were proposed. More detailed service definitions and clearer division of
services by their technological area were proposed as a solution. This solution is
the base for all other proposed actions. It will simplify the service offering, but also
help to map occurring costs to services.
Activity-based costing as a cost collection and allocation method was proposed to
solve the identified challenges. New service structure was taken as a base for the new
cost pools, and activities were defined according to common operational processes.
The new way of collecting the service related costs is to help cost follow-up and to
give better visibility on efficiency and profitability of different services.
Defined higher level services and cost pools were taken as a base for pricing. Cost-
based pricing was proposed to be used as pricing method because of its simplicity.
Defined services were divided into service units and the total production costs of a
service were divided to the units accordingly. Prices generated this way represent
the actual costs and also give feedback about the performance of the organization.
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8.2 Assessment of results
The results of this case study are related to the organization in which the case
study was conducted. This study concentrated on identifying the largest challenges
in accounting, pricing and charging activities and to address them with a simple
solution, that can be implemented with relatively small effort and costs. The aim
was also to fit the proposal to the overall strategy of the organization.
The subject of this thesis turned out to be rather challenging. There is rather little
research material available in this field. Industry benchmarking was also challenging,
since cost structures and pricing principles are not publicly available information,
and thus hard if even possible to obtain. The lack of automation in network man-
agement and reporting in the organization also partially lead to challenges when
gathering material. These reasons caused the material remain relatively constrict.
Although the material was relatively constrict, the interviews and observations
showed very consistent results. If the same study would be performed again in
the same organization, the results would be somewhat identical. Interviews and
observations are always subject to personal habits of the interviewer and observer,
which is a fact that cannot be neglected. The questions were tried to keep rather
general, to get the voice of the interviewee to stand out. This succeeded pretty well,
as every interviewee signaled same kind of challenges from different aspects.
Case study part of this thesis is mainly applicable in the organization that it is
conducted about. On the other hand, the issues that were found in this study,
are likely to be rather common and other organizations may also recognize them.
Proposed solution and actions are not to be taken as definitive, but organization
specific proposals.
8.3 Future work
There has been many attempts to create a comprehensive Configuration Manage-
ment Database (CMDB) for the needs of the organization. This has failed due to
the differing needs of many units. Now there is a new project beginning, that aims
to solve this problem. Decent CMDB solution would help to solve many challenges
listed also in this study. Thus it is important to participate actively in defining the
requirements from the network’s point of view.
Network services in data center environments are in a key role when value is provided
to customers. There is still rather little or no research at all available on field of value-
based pricing in such environment. As the longer-term strategy of the organization
is to increase the customer value, parts that really affect the total value should be
investigated in more detail.
Traditional data center environments tend to be rather static in sense of capacity
reservation. Thus the charging principles are also based on static measures. To
be able to move towards dynamic gathering of charging data, further studies are
required in the field of measurement and accounting arrangements.
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One clear area of improvement in the case organization is the energy consumption
follow-up of network equipment. A solution to clearly follow the energy consumption
would give input for network design and selection of devices and technologies. The
ability to follow the energy consumption would also enable new possibilities in the
field of charging, as the energy is getting more and more expensive all the time.
Price of energy will emerge to a real variable component to network service costs
soon and probably become a dominant component.
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Appendix A – Interview form
Interviewee, title and position in organization
Charging Model Development For Data Center Network En-
vironment
The purpose of this interview is to gather information about the current state of
network services and their charging practices in the organization. These questions
are guidelines for the discussion, they are not intended to restrict the discussion
but to introduce the topic. Discussion results will be analyzed to find the largest
challenges to overcome in order to improve the charging practicalities.
1. How would you describe the area that you are responsible of at the moment?
2. What do you think are the largest challenges at the moment what comes to
charging?
3. What aspects are organized well at the moment?
4. How do you see the overall service structure?
5. What is your opinion about service packaging?
6. What things you want to emphasize?
Thank you for your participation!
Miika Heini
