Methods implementation and software
Most of the methods were implemented in Python 2.7. We adapted the code from reference 1 for the binary relevance and classifier chains approaches, and modified the code from the scikit-multilearn library (http://scikit.ml/) for multi-label K nearest neighbours method. The deep learning and multi-label Boolean matrix decomposition methods were applied using Meka 2 . We used scikit-multilearn python interface to Meka.
The base classifiers were implemented using Scikit-learn library 3 in Python 2.7. The code for analysis and generation of figures was implemented in Python 3.4. All relevant codes for training and testing the models, analysing the results and creating the figures, and instructions to run the code are available online at www.cbrc.kaust.edu.sa/mlc/index.php.
