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Abstract
This thesis presents the development of an eye tracking system for the control of cameras in 
real or virtual environments. Using an eye tracker allows an operator to control cameras 
from a ‘desktop’ virtual reality or robot control desk. Traditionally a handheld user interface 
device such as a joystick would be used to control the camera. By using the human eye as an 
input device the control of the camera is restored to the eye, leaving the hands free for a 
manipulation task. The eye tracker uses a rate driven approach to controlling cameras with a 
motorised pan and tilt capability. This generic control technique allows control of 
monoscopic or stereoscopic cameras on a robot, in a synthetically generated virtual 
environment, or in a mixed augmented reality setting.
An eye tracker system has been developed and integrated with both a desktop virtual reality 
system, and a mobile robot with a high performance stereo head. A new approach to 
calibrating the commercial Vision Control Systems video based eye tracker has been 
implemented using machine vision techniques. The performance of this calibration 
technique is compared to three other methods for accuracy in relating the eye position to the 
gaze point on a computer screen. The performance of the calibrated eye tracker is then 
compared to a computer mouse and a head mounted display in a simulated environment. The 
results of these experiments provide a means to evaluate the combined performance of an 
operator and the input device.
Finally some vehicle manoeuvring tasks were conducted using various user interface devices 
to ascertain different control modalities and the behaviour and performance of each. Control 
of the vehicle was provided by the joystick or eye tracker, and the stereoscopic robot head 
was variously fixed, or controlled by the head mounted display or eye tracker. In a like-with- 
like comparison with the head mounted display the vehicle manoeuvring task was completed 
marginally slower with the eye tracker. Control using the eye tracker is exercised from a 
computer workstation providing head mounted display like levels of control while the 
operator is able to interact with items in their local environment.
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Definitions
Anthropomorphous 
Augmented Reality
Binocularity
Cave
Fovea
Foveal Peripheral
A device with characteristics the same as those of a human. 
A relatively new term, Augmented Reality is used to 
describe a situation where the humans perception of the 
world (be it local, or remote) has extra sensory information 
that they would not normally get. Currently this is generally 
restricted to graphical overlays, either on telepresence 
systems or local environments.
The use of two cameras to provide three-dimensional 
information about the scene.
A virtual reality display environment where the images are 
displayed on three or more walls of a cubicle.
The high resolution sensing spot on the retina of the human 
eye, measuring about 5 degrees of visual angle.
The concept of different resolutions, where the centre is 
higher resolution than the surrounding area -  as found in 
the human visual system. May be found in an input, or 
output device.
The highest resolution sensing spot on the retina of the 
human eye. It measures about 1.3 degrees of visual angle, 
about the same size as your thumbnail at arms length.
The position in the world where a person is looking.
The imaginary line from the centre of the eye along which a 
person is looking. The intersection of this with an object in 
the world provides the gaze point.
When subjects learn how to react to a given input, resulting 
in improved performance or where they no longer need to 
concentrate on the task.
Head Mounted Display.
Immersive Environment An environment where the operator feels part of the
environment. It may be a traditional simulator, or a world 
(real, virtual or mixed as in AR) that displayed by a HMD
Foveola
Gaze Point 
Gaze Vector
Habitulisation
HMD
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Micro-Saccade 
Optokinetic Nystagmus 
Real World 
Point of Regard 
Proprioception
Saccade
Smooth Pursuit
TCP/IP
Telepresence
Teleoperation
Vergence
Viewpoint
or large display device, so that the operator feels present in 
a place separate from their local environment.
The small, but fast, movements made by the human eye 
when fixating an object.
eye movements; these are where a subject makes alternately 
slow tracking movements and fast saccadic movements.
The area in which the teleoperated device (or operator) is 
working.
The point in the world where a person is looking -  also 
known as the gaze point.
The ability of a human to determine the position of their 
body through knowledge of the position of the muscles. 
Similar to kinematics in robotics, but also uses force, 
velocity and acceleration.
Eye movements are where a fast jump is executed between 
two locations to align the fovea with an object of interest. A 
human does not ‘see’ during this movement.
The slow movements of an eye when visually tracking a 
moving object. Similar to a closed loop control system. If 
the target is too far away a Saccade will be executed to re- 
fixate the target.
A network communication protocol to pass data between 
two computers -  Transmission Control Protocol / Internet 
Protocol.
Telepresence is using special sensing and display 
technology to enable humans to feel present at the remote 
location even though not really there.
The extension of a person’s sensing and manipulation 
capability to a remote site.
The operation of moving two eyes together (converging) or 
apart (diverging), especially to allow the fusing of an object 
into 3 dimensions.
A single camera, or stereo pair of cameras, in a real or 
virtual environment.
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Virtual World A virtual reality model of the real world, with all the major
geographical features.
Virtual Reality Virtual Reality, a completely computer generated world.
Typically allowing interaction where the position of the 
operator is established by sensors and the graphical display 
is updated according to that information.
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1 Introduction
Control over cameras, or viewpoints, in real or virtual environments is important for 
intuitive interaction in remote or synthetic environments. Remote robots are used in 
environments where it is dangerous or impossible for a human to be there in person. 
Virtual reality, or synthetic, environments are used for training and visualisation 
without the associated expense of creating or modifying a physical product. 
Augmented Reality is a mix of these two cases where additional computer generated 
information is overlayed onto a real world. In this case the system may have both 
real and virtual cameras. In all three of these cases a human operator has to interact 
with a computer to control the position and orientation of the cameras as well as to 
operate other devices such as robot arms or vehicles.
The user interface for these tasks will typically comprise some way for the operator 
to input commands to the system, e.g. keyboards, mice, joysticks, or Head Mounted 
Displays (HMD). The output from the system is predominantly video outputs in 2D 
or 3D to a video monitor or a HMD, but may also include audio or haptic 
(force/touch) feedback. The operator provides the input commands to the system and 
the video is presented back to the operator to close the control loop. The aim of the 
designer is that the whole system should work in symphony to make the operator feel 
physically present in the remote world. Additionally the target is that they should be 
as productive as they would be if they were actually there.
The HMD is a popular way of interacting with these environments because of its 
intuitive and immersive nature, but suffers from high cost and generally low 
resolution. To tackle some of these drawbacks so called ‘desktop virtual reality’ is 
often used. The operator sits at a conventional computer workstation and controls the 
remote world using more common user interface devices such as a mouse or 
joystick. This approach is cheaper but lacks the highly intuitive nature of the HMD. 
Another drawback of the desktop Virtual Reality (VR) is that hands that would be 
used for a manipulation or vehicle manoeuvring task now also have to be used to 
control the cameras.
It was thought that if the control of the viewpoint could be restored to the human 
visual system then this would free the operator to use their hands or limbs for manual
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tasks. One method to achieve this is by measuring the movement of the operator’s 
head, but as the display is fixed it reduces the extent of the motion possible. When an 
operator is using a workstation their head is generally static because their eyes are 
constantly moving to align their fovea with the area of interest. If the motion or 
direction of the eye could be used to steer the cameras then a workstation control 
environment could be more productive.
This thesis describes the concept of using an eye tracker to control the motion of the 
cameras into a workable demonstration system. In reaching this goal, a new system 
of calibrating eye trackers to relate the eye position to a position on a screen has been 
developed using machine vision camera calibration techniques. An eye tracker user 
interface has been developed to control virtual cameras, real cameras on a robot 
head, or the motion of a mobile robot. Further, experiments have been conducted to 
evaluate the performance of an eye tracker in this mode with respect to more 
conventional input devices.
1.1 Viewpoint Manipulation Tasks
:
© QinetiQ
Figure 1 Explosive Ordnance Disposal robot and Controller
There are many applications for user interfaces, and many different interaction 
devices for the multitude of circumstances for which humans require to interact with 
machines. For the purposes of this research the user interfaces are restricted to 
devices where the human is interacting with a robot of some kind or a virtual 
representation of one. An example of this application is controlling bomb disposal 
robots where it would be dangerous for an operator to carry out the procedure in
MPhil. Lindsay Hitchin. 2004.
person. The operator uses a control box to interact with the remote robot using 
joysticks for input and a video display screen showing the picture from a camera 
mounted on the vehicle. Remotely operated underwater robots are another example 
of an application where it would be dangerous or impossible for humans to go in 
person. Vehicle user interfaces use cameras to view the scene and teleoperated robot 
arms to interact with the environment around the remote vehicle. Both of these 
applications require accurate positioning and control of a vehicle and robot arm 
using video cameras for feedback from the remote scene. To interact with the remote 
robot the operator must have a natural interface with the robot and the robot must 
respond quickly and proportionally to the commands of the operator.
Because of the cost of developing and running these vehicles, virtual reality is often 
used to train new operators and allow experienced operators to practice new 
techniques (Penny et al. 2001). The cost of the VR equipment is significantly less 
than the real robots and allows people to interact with no fear of damaging expensive 
equipment should they make a mistake. The operator would normally use exactly the 
same user interface equipment to operate the virtual model as they would the real 
remotely operated vehicle, vdth the added advantage of the opportunity to evaluate 
new control modalities using the VR models. It is this kind of application to which 
this research project has been directed, although many of the techniques used here 
for interaction using an eye tracker could also be applied to action games in the first 
person “shoot-em-up” genre.
Current systems are limited by the optical technology used for remote systems. In an 
ideal and simplistic world all the video information would be transmitted back to the 
operator in a high resolution format without the need to steer the cameras. However, 
there are practical and cost restrictions which must be balanced. These include the 
limited field of view of cameras and the restrictions on the amount of data that can 
be sent back to the operator over the communications link. In the case of VR systems 
the computers generating the output are not generally capable of generating 360 
degree high resolution imagery.
In order to combat these restrictions various techniques have been developed to 
reduce the severity of the problems encountered. In the case of physical systems the 
cameras have been placed on motorised platforms to position and orientate them so
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as to provide a good vie^v of the task. With VR systems the rendering of the 
synthetic world is restricted to only the area of interest (camera view) as determined 
by the operator. Methods and user interface hardware, such as HMDs, to control the 
position and orientation of these cameras, whether real or virtual, have been 
specifically developed or their use modified for these applications.
The most frequently employed manipulation is pan and tilt, as seen on CCTV 
(Closed Circuit Tele-Vision) cameras, to which the other rotation -  roll -  may be 
added. The other movements are the orthogonal axes of forwards/back, left/right, and 
up/down. With all six degrees of fireedom under the control of an operator, the 
camera can be placed in any position or orientation required to obtain a good view of 
the work area. Zoom is often available as standard on cameras and the control of this 
function may be available through a special command, despite there not being an 
equivalent biological human operation.
Two main forms of user interface for camera control have come to the fore. The first 
is the immersive environment where the operator is isolated from their local 
environment and only allowed to see the remote or virtual world. This would be 
typified by a HMD device that blanks out the peripheral vision and only displays the 
remote world to the operator. The second kind is where the operator sits at a 
conventional computer workstation and can see their local environment, including 
any interaction devices -  such as joysticks -  that they may be using for the 
completion of the task. The video feedback can be via a dedicated monitor or a high 
resolution computer display that is normally supplied with the computer. These two 
different approaches have developed as a result of different requirements being set 
on how the operator should interact with the remote system.
1.2 Requirements of a Teieoperation User interface
The design of any user interface system has to take into account many different 
factors such as cost, ease of use, speed, intuitiveness and comfort. There are research 
groups working in the area of telepresence with the goal of making a totally 
transparent experience where the operator feels completely immersed in the remote 
environment (Fryer et al, 1996). While this has many points to commend it, there are 
some circumstances where there is no need or it is not desirable to feel present in a
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remote or virtual location. In these following sections some user interface 
requirements are presented for control over cameras in 3D worlds.
Telepresence is said to have three factors which contribute to the feeling of presence 
in the remote world (Sheridan 1995). These are the “extent of sensory information” 
the “control of sensors” and the “ability to modify the environment”. The extent of 
the sensory information includes the range, resolution and frequency of the sensors.  ^
The second component is the ability to move around in the remote environment. 
Finally, modifying the environment is the physical interaction with objects in the 
remote environment. Only when these three things are optimised will an operator 
feel “perfectly present” in the remote environment. Sheridan classes a teleoperator as 
the physical device that is present in the remote world that can move around it and 
interact with the objects around it. A telerobot is further described as a device that 
can carry out some tasks autonomously, but requires a human to monitor its actions -  
so called supervisory control. He goes on to point out that the teleoperator robots 
may be anthropomorphic like humans, or non-anthropomorphic such as the assembly 
line robots.
It is hard to see how a totally transparent telepresence experience aspired to by Fryer 
et al. can be achieved by a non-anthropomorphic teleoperator described by Sheridan. 
The work of these two, and others, provides a good foundation into the requirements 
of any teieoperation system. An engineer approaching the subject would say that the 
operator does not have to have perfect telepresence in order to conduct the remote 
task with due control, in a reasonable time and in a satisfactory manner.
1.2.1 Immersiveness and Proprioception
Immersiveness is the sense of being physically present in the location with which the 
operator is interacting. There are many factors that affect the sense of being there, 
including the realism and resolution of the environment, field of view of the display, 
latency and the intuitiveness of the interface. A human operator has five senses: 
vision, sound, touch, smell and taste. Vision is the densest method of relaying 
information to an operator as it accounts for about 70% of the sensory input, ^vith 
sound next at 20%, followed by smell 5%, touch 4% and taste at 1% (Heilig 1992). It 
is generally desirable that any operator feels that they are immersed in the world that
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they are operating in, but few systems can deliver this and some actively do not try to 
achieve this to overcome inadequacies in the system. The addition of 3D displays is 
often used to increase the sense of immersiveness by presenting the operator with 
two slightly separated two dimensional images which allows the operator to perceive 
depth information from the scene.
Proprioception is the ability of humans to determine their position and interaction 
with their environment through the positioning of their limbs. It may be likened to 
kinematics in the field of robotics where the mathematical position of an end effector 
may be determined by the known position of the joints, or the inverse case where the 
joint angles can be determined for a given end effecter position. This can be a useful 
tool to an operator in determining their position in a remote world when other cues 
have not been relayed back to the operator. Many user interface methods, especially 
rate driven devices, cannot deliver this information to the operator as the centre 
position -  whatever form that may take -  does not relate to any specific position in 
the world, but to a lack of movement from that position. This may prove to be a 
problem if there are not enough, or inconclusive, other cues so that the user can 
localise their position.
1.2.2 Intuitivity
Intuitiveness is an important factor in the practicality and adoption of any user 
interface device. A HMD is considered an intuitive device, where the user needs no 
instructions as to how to use the device, and each movement is as one would expect 
in the real world. A computer mouse requires a small amount of practice in a 
^vindows environment to map the motion of the mouse on the desk to the movement 
of the pointer on the screen, however using a mouse to conduct a three dimensional 
interaction task requires significantly more practice to map the motion and button 
presses to movements in the world. A keyboard is perhaps the least intuitive 
interaction method, especially for 3D worlds, where the operator needs to determine 
which button requires to be pressed to generate the required movement and also have 
the required precise finger control to press the correct button.
Interfaces like mice and joysticks can be intuitive in the sense that an operator may 
release them from their grip and the interaction will stop. This can allow the operator
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to stop if they feel that the output is not what they expected, or to give them a rest 
period. Devices that are worn do not have this facility as the action of taking them 
off will cause an interaction in itself -  thus a method of switching them on and off at 
will is required.
Some user interface devices may be seen as unintuitive, and require training in order 
to provide a suitable level of performance. The level of control achievable with a 
computer keyboard is very high with typists achieving very high data rates using a 
standard computer keyboard. This requires a significant amount of practice but the 
performance and control achievable once the skills are mastered make the training 
worthwhile and shows the keyboard is a highly productive user interface. It is 
sometimes the interface of choice for gamers despite the availability of a plethora of 
input devices as it allows the independent selection of specific features.
1.2.3 Ease of Use and The Human Operator
It is important that any user interface device is easy for operators to use, does not 
obstruct their movement and is comfortable to wear/use for hours per day. Computer 
mice are easy to pick up and use at will with few drawbacks if used in moderation. 
HMDs can be claustrophobic and often get hot with the electronics close to the face 
of the operator, and the mass of the headset can be a problem. Putting on and taking 
off the HMD can be a tedious operation, especially if the tasks are short. Envisage a 
VR developer debugging their code where they use a keyboard to write the code at a 
workstation, evaluate it briefly with a HMD then make modifications back at the 
workstation screen. Thus a HMD would not be the interaction tool of choice. 
Although there may be drawbacks of using alternative interaction devices, the HMD 
may be preferable because of the ease of use and intuitiveness (Kijima & Ojika, 
1997).
Eye Trackers are starting to be used in more applications, and take many different 
styles. Depending on the type of eye tracker there can be very strict instructions on 
how they are used, up to some extreme cases where a clamp is used to keep the head 
of the operator in place. This is not conducive to user friendliness or comfort. Some 
eye trackers are like a large set of glasses, while others are desktop mounted and
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require no special equipment to be worn by the operator. This method is more 
acceptable to users and more likely to be used for user interface applications.
Certain user interfaces are known to generate symptoms similar to motion or sea­
sickness in the operator -  this has become known as Cybersickness (Stanney et al. 
1997, Kennedy et al. 1992). Much research has been conducted into the causes of the 
sickness, and it is generally held that desktop VR is less susceptible to the symptoms 
as the operator is still grounded in their local environment and has a window onto the 
remote world. It is not considered desirable to induce these feelings in an operator, 
and all efforts should be made to minimise such symptoms in the user interface 
system.
If the user interface requires any regular calibration, this procedure should be fast 
and easy to undertake. Both the gathering of the calibration data and its subsequent 
processing should be completed in a reasonable timescale. The time allowed for 
calibration will vary depending on when it is -  for example it would be more 
agreeable to have a longer time during the power-on stage than during running. It is 
important that the calibration is accurate and can account for the conditions in which 
the user interface Avill be put to work.
Some user interfaces suggested, such as brain scanners and certain styles of eye 
tracker, are very invasive and will not be considered as suitable devices for the tasks 
described here. Debates currently rage on the ethics of sensor implants for 
augmented computer interaction and, as public acceptance may be some time in 
developing, this class of device has also been discarded from this research. An 
engineering approach to developing viable control methods that can be implemented 
^vith current technology has been adopted.
1.2.4 Cost
The cost of user interface devices varies greatly, from a simple computer mouse 
costing a few pounds to top of the range head mounted displays costing several 
hundred thousand pounds. The type of application Avill probably dictate a minimum 
useable specification, and the system will have to be priced accordingly. Eye tracker 
manufacturers (e.g. Vision Control Systems) have aspirations that an eye tracker
MPhil Lindsay Hitchin. 2004.
solution should be less than a HMD in terms of price and should compete on 
performance.
1.2.5 Functionality
With any application, specific control modes are required. Certain user interfaces 
only have manipulation of certain degrees of freedom, such as a joystick 
(forward/back, left/right). Others such as a Polhemus can control all six degrees of 
fi*eedom (forward/back, left/right, up/down, pan, tilt, roll). Some have control over 
rate, such as a spacemouse; and others position, such as a Polhemus. Depending on 
the application, the correct device has to be selected to control the axes required in 
the task. Sometimes a mix of devices are used, such as in controlling a car where a 
wheel, levers and pedals are all used to exercise control over the vehicle.
Each of the requirements outlined above has to be traded off depending on the 
application, requirements and fimds available. Selecting the required user interfaces 
is important to maximise the productivity of the system that the operator is to 
control.
1.3 Drawbacks of Existing User interfaces
HMDs are well known as interface devices for virtual environments because of their 
immersive nature and their intuitive use. Typically they block out all of the view of 
the local environment and present a separate image to each eye providing a 
stereoscopic display. The operator can not see the local environment that they are 
physically in, therefore making interaction with other input devices such as 
keyboards, mice and joysticks problematic. A sensor on the device calculates how 
the display is orientated and allows calculation of appropriate images in a VR 
environment or steers the robot head in a telepresence application.
The second main genre of user interface is where the operator sits at a workstation 
and controls the environment with devices that one might use for computer games. 
This is not as intuitive as a HMD, but the operator can see their local environment to 
interact with other devices or other people. The major drawback of this is that the 
operator typically has to use their hands on a device to manipulate the position of the 
cameras -  a task normally done by their head and neck. In addition they have to use
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their hands to conduct the main manipulation or control task that they are using the 
teieoperation or VR system for. In controlling one of these devices the operator has 
to stop controlling the other which is not natural or productive.
1.4 Eye Trackers as a User Interface
Many people have used eye trackers for research into visual perception and human- 
computer interaction (Dutchowski 2003, Zhai et al. 1999). However, fewer people 
use eye trackers for control but of those that do, most are for mouse replacement type 
devices (e.g. VCS). Indeed some deem it to be undesirable and “unnatural to 
overload a perceptual channel such as vision with a motor control task” (Zhai et al. 
1999). This research has shown that, though it may be unnatural, it is viable and 
beneficial to control cameras with the human eye.
1.4.1 Performance of the Human Eye
The human eye has incredibly high performance, with speeds of up to 1000 degrees 
per second (Carpenter, 1988), and a fixation accuracy of around 0.2 degrees (Mair 
1994) and a latency of between 100 and 300 milliseconds (Young & Sheena 1975). 
This high performance can be exploited for fast control of the remote camera in an 
immersive environment. As the eye does not tire as quickly as other muscles, this 
high performance should be sustainable over long periods of time with little 
degradation.
1.4.2 Control of Device
The eye tracker can be used as a mouse replacement for human-computer interaction, 
and this is the most popular use in user interfaces. The accuracy of the system is very 
important in this situation as the target icons in a Windows, Icons and Mouse Pointer 
(WIMP) environment are very small, but methods have been developed for 
unmodified Graphical User Interfaces (GUI) (Istance & Howarth, 1994). Although 
the eye itself may be accurate in position a typical eye tracker may be accurate to a 
degree of visual angle (Stampe 1993). Methods have been developed to provide eye 
activated keyboards (Abou-Ali & Porter, 1997) and other interface types.
The area of research in this thesis is using eye tracking for controlling cameras in 
telepresence or VR applications. Naturally, this will require a control method to
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allow the operator to intuitively interact with the remote world. In the control scheme 
proposed here the output is a rate of change of position of the camera position similar 
to that proposed by Spindler & Chaumette (1997) rather than an absolute camera 
position. The deviation of the gaze position from the centre of the display is used to 
control the velocity of the camera in the system -  the greater the deviation, the 
greater the camera velocity. This provides a control method for the camera where the 
operator merely has to look at the target item of interest for the control system to 
bring it to the centre of the camera field of view. As the target object approaches the 
centre of the display the operator is looking nearer the centre of the display and 
therefore the demand velocity on the camera is reduced such that is naturally 
stabilises at the centre of the display. If any overshoot occurs then the operator will 
look to the other side of the display and return the target to the centre. The 
performance of the system can be modified by adjusting the gain of the deviation 
from the centre to achieve a high performance system which may tend to instability 
in extreme cases, or a lower performance where instability is unlikely. This control 
method allows for robust steering of remote cameras in an intuitive way -  the 
operator looks at the item of interest and it naturally falls into the centre of the 
display. Using this technique it is possible for an operator to steer a robot head or a 
vehicle such as those detailed in the next section.
1.5 The Surrey Teleoperation System
A  teleoperator system has been designed and built at the University of Surrey for 
research and development. The system comprises two parts - a high performance 
robot head, called RedHead, and a vehicle. An operator can control both of these 
independently via a number of different input devices through a control computer.
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1.5.1 RedHead
0
Figure 2 University of Surrey RedHead Robot Head
A series of high performance robot heads have been developed in the Mechatronic 
Systems and Robotics Research group (Asbery 1997; Lawson and Pretlove 1999). 
The latest in the series of robots heads is shown in Figure 2. It has actuated pan and 
tilt axes with independently powered vergence of the miniature cameras. The system 
was designed with Mechatronic principles in mind to fulfil the roll of both a 
telepresence system which requires high performance, and computer vision and 
augmented reality which requires high accuracy. Each axis has a high powered 
electric motor with a shaft encoder for positioning and a harmonic drive gearbox for 
the final drive. The control over the axes is provided by a Programmable Multi Axis 
Controller (PMAC) which uses the high resolution shaft encoders to provide closed 
loop position control using Proportional, Integral and Differential (PID) control 
algorithms. The control computer can take inputs from serial RS232 or over a 
TCP/IP network connection which allows different input devices to be used and 
evaluated with the robot head. In a telepresence scenario, the motion of the robot 
head would be slaved to an operator. Two video feeds are taken from the cameras 
and passed back to the operator for display either on a 3D monitor or Head Mounted 
Display (HMD).
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Because of the high performance and low latency of the system an operator using a 
HMD can intuitively look around the remote scene and feel as though they are 
present in the remote environment. As the scene is presented to the operator in stereo 
it feels like viewing the scene directly with the depth cues that stereo provides. There 
are some drawbacks to the system. The field of view of both the cameras and 
displays is restricted, which reduces the sense of immersion in the remote 
environment. Furthermore the resolution is not as high as the human visual system, 
so reducing the transmission of subtle information such as textures. The HMD is a 
large device with moderate sized cables out of the back, which increase the inertia 
and resistance to motion of the input device. An operator can tire if using the system 
for extended periods or where high speed or large displacement head movements are 
required.
1.5.2 Vehicle
I
Figure 3 Robotic Vehicle with RedHead Robot Head
Two vehicles can be used with the Surrey University telepresence system -  a B12 
laboratory mobile robot from Real World Interface (now iRobot) and a custom made 
four wheel drive, skid steer off road vehicle. The B12 is a three wheeled robot with 
odometry, and the ability to spin on the spot. For this thesis only the custom vehicle
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shown in Figure 3 was used. The vehicle has four drive motors wired as pairs which 
allow the vehicle to be controlled accurately both forwards and backwards and 
during skid steering. The vehicle is computer controlled via an umbilical cable which 
allows different input devices to be evaluated with the robot, or direct computer 
control for autonomous operation.
Typically the robot would be controlled using a single joystick with the forward/back 
and left/right mapped by computer to vary the speed of the wheels on the left and 
right hand side of the vehicle to achieve motion and turning. If one side is 
commanded forward and the other back, the robot will achieve a ‘neutral turn’, with 
no forward velocity, in approximately the same length as the vehicle. This feature 
contrasts with a car which has to be moving forward or backwards to turn and takes 
several vehicle lengths to make a complete circle. The vehicle can be controlled by 
viewing it directly, as one might control a radio controlled car, or by video feedback 
fi*om a fixed camera or the robot head described above.
Both the robot head and vehicle are controlled via a 10 meter umbilical cable which 
provides power and data. This umbilical also passes back video to the control station. 
For this research the cable was not a significant problem, but the system could be 
upgraded to wireless operation if required for particular applications.
1.6 Research Conducted
Two main areas of research were focussed on during the period of study. The first is 
the area of eye tracker calibration. A new approach to eye tracker calibration was 
taken using the camera model techniques as used in machine vision. Other 
calibration systems interpolate between calibration points to determine the gaze  ^
position. A model based approach was expected to provide improved accuracy by 
accounting for the design of the system, including factors such as the radial lens 
distortion of the eye tracker. The Tsai camera calibration algorithm (Tsai, 1987) was 
employed in this regard. An implementation of this eye tracker calibration technique 
was developed and compared to three other eye tracker calibration techniques. With 
the moderate resolution video camera-based eye tracker used, the new calibration 
technique provided improvements in the accuracy of the calculation of gaze position.
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The second major area of research was in developing eye tracking as a control 
method for remote cameras. The performance of the eye tracker was compared with 
a joystick and HMD for controlling a mobile robot with a pan and tilt head in a 
vehicle manoeuvring task. Five different control methods of vehicle control were 
tested and evaluated including the direct control of the motion of the vehicle by the 
eye tracker. A side by side comparison where the vehicle was controlled by the 
joystick and the robot head by the HMD or eye tracker was conducted. This tested 
the ability of the eye tracker to be a direct replacement for the HMD in a desktop 
virtual reality environment.
1J Organisation of Thesis
Chapter 2 reviews the previous work in the field of user interfaces, detailing the 
operation of popular control devices, followed by a chapter that reviews different 
types of Eye Trackers, and their merits, demerits and behaviour. Chapter 4 presents 
the hardware used and the integration required for operation. The machine vision 
calibration technique developed is described, and an evaluation of the accuracy of 
different methods of calibration is also presented.
Chapter 5 compares the response of operators using a mouse and an eye tracker with 
structured inputs such as step input. These experiments are conducted in virtual 
reality, while the next chapter uses a computer controlled mobile robot with stereo 
vision robot head. A study on a vehicle manoeuvring task using the vehicle is then 
presented in Chapter 6 to demonstrate and compare different control modalities in a 
real environment. The conclusions of this research are in Chapter 7 with a section on 
possible future work.
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2 Literature Review -  Immersive Environment Camera Control 
Methods
The review of the work of others will be split into two sections due to their disparate 
natures. This chapter deals with various input devices used for Immersive 
Environments, and the next chapter looks at the different eye tracking methods and 
schemes of control.
Immersive environments require users to be able to interact with them, normally 
involving movements in a Three Dimensional (3D) world. This movement may take 
the form of rotations, translations or a mixture of the two. Any user interface device 
must be able to control at least some of these motions to be useful in these 
environments. How these movements are achieved depends on the interface device, 
and the requirements of the real or virtual teleoperator.
It would be tedious to review each device from each manufacturer that has been used 
to control immersive environments, so generic technologies will be shown. Specific 
academic research will be highlighted when it is different from, or not available as, a 
commercial product.
2.1 Input Devices
Several different input devices will be reviewed here; the Head Mounted Display, 
Joystick, Mouse, Six Degree of Freedom Mouse, Keyboard, Pointing and finally 
Speech Recognition. A short review of how the device works and how an operator 
may interact with it is given, along with some of the advantages and disadvantages of 
that style of user interface.
2.1.1 Head Mounted Display
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Figure 4 Plan View of the Main Components in a HMD
Figure 4 portrays a plan view of the typical components in a modem Head Mounted 
Display as shown in Figure 6. The HMD consists of two small displays to generate 
left eye and right eye pictures, with lenses to focus the eye onto the display. The 
display can be a Cathode Ray Tube (CRT), but is now more commonly now a Liquid 
Crystal Display (LCD). The input to the computer from the HMD is a position- 
tracking device that obtains either the rotation or both rotation and translation 
information of the user’s head.
Figure 5 Polhemus and Intersense input devices
The input devices follow three main formats: electromagnetic; inertial/accelerometer; 
and mechanical. Electromagnetic devices rely on coils of wire in a base station to 
generate magnetic fields, which are detected by a sensor mounted on the HMD.
These devices can give six degrees of positional information and are not susceptible 
to drift, but do require a base station and suffer from errors when they are close to 
objects that intermpt the magnetic fields -  such as steel, magnets or electromagnets
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(such as those used in CRT displays). Accelerometer based designs can use either a 
gyroscope or piezoelectric crystals to obtain the relative position of the HMD; these 
do not require a base station but do suffer from drift over time. A Polhemus magnetic 
tracker and an Intersense inertial sensor are shown in Figure 5.
Mechanical tracking devices use the master arm principle where position sensors on 
each joint of the connecting arm are used to give angular information. The position 
and orientation of the HMD can then be calculated from this information knowing 
the lengths of the connecting arms and the angle at each joint. These designs have 
the advantage that they can use counterbalance springs to support some of the weight 
of the HMD, but physically tie the operator to a relatively small work envelope.
Figure 6 The V8 Head Mounted Display
Head mounted displays, such as the one shown in Figure 6, provide an intuitive way 
to view an immersive environment; however in themselves they do not provide a 
way to interact with that environment, only to look around it. Interaction is typically 
provided by joysticks, pointing or speech -  as discussed later. These input methods 
are preferable to mice and keyboards, as the operator is so well immersed in their 
remote environment that they cannot see their local environment to find and operate 
these devices. See-through HMDs have been produced to allow the user to see their 
local environment, and also to try and reduce Cybersickness or for Augmented 
Reality, but these do not seem to have become popular.
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Figure 7 Saitek Joystick
2.1.2 Joystick
Joysticks, in their various forms, are 
often used to control motion in an 
immersive environment. They are 
different from HMDs in that they 
provide rate control, rather than 
position control. This means that 
where a HMD moves an absolute 
amount for a given input, a set input 
into the joystick results in a given 
rate of movement (speed). This 
method of control results in a small 
work envelope for the operator and 
the possibility of an infinitely large 
remote or virtual environment. This 
kind of control is frequently used in computer games, resulting in cheap and easily 
available joysticks for most purposes.
A subset of this kind of input device is available with a steering wheel and pedals 
replacing the joystick. This is typically used for controlling car-racing games. The 
underlying technology of these two devices is essentially the same with a 
potentiometer, or in the case of more expensive units a shaft encoder, providing 
positional information. Some devices also have force feedback motors to enhance the 
user’s sense of presence and feedback from their environment. More comprehensive 
input devices are often custom built for special simulators (i.e. for aircraft) where 
more functions are presented to the user, and the layout often replicates the real piece 
of equipment. Joysticks require minimal operator training, but there can be problems 
with the operation of the device when using it to steer cameras which a short 
familiarisation period will rectify.
2.1.3 Mouse
The computer mouse is arguably the most popular input device, after keyboards, for 
workstation computers. The mouse operates by moving a ball in contact with the 
table top or mouse-mat; this generates a rotary motion, which is then transferred to
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two spindles. These two spindles are placed orthogonally (Figure 8); one being 
rotated when the mouse moves left and right, the other when it is moved back and 
forward. These rotations of the spindles move light gates on disks mounted at the end 
of the shaft. Simple quadrature optical shaft encoders then give the measured 
movement of the mouse to the control computer.
M ouse Ball
Y-axis EncoderX-axis Encoder
Figure 8 Mechanical Components in a Computer Mouse
In 1999 Agilent Technologies introduced the surface independent optical mouse. To 
an operator the device behaves in the same way as described previously. The optical 
design is proving popular as there is no ball to clog and it does not require any 
special, or even flat, surface to work on. A red LED (right hand of Figure 9) shines 
on the surface and the area is imaged to work out how far the mouse has moved 
between successive images.
Figure 9 Optical Mouse
A mouse is an easy device to operate and requires little training when used in a 
WIMP (Windows, Icons and Mouse Pointer) environment. A moderate amount of 
practice is required to achieve accurate ballistic movements, and the fine control 
required for tracking. The mouse is fitted with at least one, but possibly up to five 
buttons, for the user to signal their intentions on a certain part of the screen.
MPhil. Lindsay Hitchin. 2004. 20
Additionally scroll wheels may be fitted to allow the operator to move around a 
conceptual piece of paper that is larger than the screen on which it is displayed.
Figure 10 Tracker ball
In the same family are tracker balls where the operator drives the ball directly, rather 
like an upturned ball mouse. Some people find these more comfortable to use as 
there are no repetitive hand movements, rather the motion is generated by moving 
the ball with fingers only. Tracker balls are often used where the operator is expected 
to use the input device on a moving vehicle. The operator can use the compliance in 
their arm to absorb shocks, while keeping their hand fixed on the chassis of the 
tracker and fingers locked on the input ball.
2.1.4 Six Degree of Freedom Mouse
Figure 11 Six Degree of Freedom Mouse
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A six degree of freedom mouse such as the Space-Mouse in Figure 11 can be used 
while still at a computer workstation. As the name suggests, it is intended to have the 
convenience of a standard mouse but with the additional features of being able to 
move in all directions. Unlike the mouse it is not moved across the desk, but is more 
like the tracker ball with the puck on the top being moved. Typically, strain gauges 
on all the axes provide the measurement of displacement from the natural resting 
position of the puck as the operator moves it against the restoring pressure of springs. 
The major differences between a six Degree of Freedom (DoF) mouse and a normal 
desktop version is that it only provides rate control whereas the normal mouse is a 
positional device. Some work has been conducted by Zhai (1997) into 6DoF input 
devices where the input puck is suspended in a cage by elastic supports. This still 
provides the rate control but provides a greater work envelope and passive force 
feedback to the user as they strain against the elastic supports. Figure 12.
Figure 12 Elastic General purpose Grip (EGG)
© Zhai
These input devices provide an intuitive way of manipulating robots or viewpoints in 
3D. The range of movement of these devices is generally quite small so they are 
unsuitable for tasks such as pick-and-place where both fine control and high speed 
are required.
2.1.5 Keyboard
The ubiquitous QWERTY computer keyboard is still a popular choice for controlling 
cameras in an immersive environment. They are supplied with almost every
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computer and terminal and provide digital input for about 100 items -  more with 
combinations of keystrokes. The standard keyboard is of course designed for text 
input, and was optimised for mechanical typewriters to minimise physical 
interactions between letters as they hit the paper. Because of their now ubiquitous 
nature they have been put to use controlling all sorts of devices including cameras. 
Keyboards are extremely useful during development work as it allows the 
programmer to test routines while still at their workstation. While hardly intuitive to 
use, operators can become extremely quick and efficient with practice - especially 
the developers who understand intimately the actions of each function of the virtual 
world. It is interesting to note that for some games, some players actually prefer a 
computer keyboard over other input devices, i.e. joysticks. They provide individual 
actuation of each feature with little possibility of crosstalk between the channels, for 
example where the joystick is moved as the trigger is pulled.
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Figure 13 Keyboard witb audio feedback speakers
2.1.6 Interaction by Pointing and Gestures
The technique of interacting with VR environments by pointing has been developed 
by many people including Zhai (1999), Turner et al. (1996). The system by Zhai has 
been taken as typical of this type of interaction. Cameras placed around the user's 
work area allow a computer to monitor and act on their gestures. The computer is 
programmed with a range of motions allowing the user to carry out specific actions. 
Pointing and grasping are typical actions resulting in selecting and manipulating 
objects. Some systems use magnetic trackers (e.g. Polhemus - Figure 5) attached to 
gloves or held to provide the computer with information on the input gestures. These 
gestures are very intuitive actions for the user, but can be fatiguing when used for 
long periods as the hands have to be held out in free space during the task. Typically
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this type of interaction is used in Cave systems where the operator has a large 
working volume between them and the display device, but has also been successfully 
demonstrated at a 3D workstation by Turner et al. who used it to design characters 
for animation. Kurtenbach & Buxton (1991) used gesture recognition is used for 
inputting graphical data to a screen and then the subsequent selection and editing of 
those objects.
No work has been found on directly manipulating viewpoints for interaction with 
hand gestures, but Smets (1992), Tharp et al. (1994) and Cooperstock et al. (1995) 
have all developed head movement systems that provided a virtual window on the 
remote world. This is accomplished by monitoring the head position of the user and 
dynamically moving the position of the camera to suit. This creates a sense of 
presence at the remote scene by allowing movements which in turn generate 
movement parallax. Both monoscopic and stereoscopic versions of this system have 
been developed and tested. With ordinary television-type applications the operator 
has no control over the movements of the camera, and as a result the sense of 
presence is reduced. Using this technique the operator gains an improved 
understanding of the remote scene, such that the performance of a wedge alignment 
task “almost match direct manipulation performance” (Smets 1992). There is limited 
overall movement where the operator can see a reasonable proportion of the display 
screen therefore restricting the tasks where this technique is suitable to those with a 
small working volume. With the surface inspection system developed by Tharp et al. 
(1994) gross movements of the remote cameras are controlled by a joystick actuating 
the robot arm, then the virtual window mode is used for the close inspection of an 
area.
Cooperstock et al. (1995) developed an interactive system for video conferencing. 
The system was designed for a sole remote attendee to join in a meeting. Based on 
the head movements of the video attendee the camera in the conference room can be 
made to pan, tilt and zoom. A video camera is aimed at the video attendee to provide 
pictures of the attendee to the conference room and control signals to the conference 
room camera. The position of the attendees head dictates the pan and tilt of the 
conference room camera and the size of their head dictates the zoom. Like the other 
two systems this provides a virtual window on the conference room for the remote
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attendee; additionally it provides visual cues to the people in the conference room as 
to 'whom the remote attendee is addressing.
The nearest any camera system has come to being directed by gestures or pointing is 
the experimental tasks conducted by Bowman et al. (1997). These experiments were 
conducted in VR and used various methods to control the virtual cameras, also 
known as viewpoints, to a target ball. Task completion times were evaluated using 
different interaction techniques. Head pointing and arm pointing were both used, 
Avith the click of a mouse button to start motion in the forward direction as indicated 
by the pointing device. This is almost a completely gesture based system, but the use 
of the mouse button to control speed still requires the operator to interact with 
hardware and is therefore not a completely hands free user interface.
2.1.7 Speech Recognition
Speech recognition can also used as an interaction method, although its more 
commonly used as a dictation method into a word processor using free language 
input. However, as this method currently does not have 100% accuracy, even in 
commercial products, it is still not widely implemented. There is also the issue that 
natural language cannot be used, as saying "this way" or "like that" are very difficult 
for the computer to interpret into actions (Nielsen, 1993). This does not present a 
problem when speech recognition is used for word processing, as the computer has 
no cognitive awareness of the string of words. As a method of reducing the 
complexity of the signal processing task many real world applications use a specific 
subset of words -  called phonics. This is not the problem it may first appear, as the 
applications for which it has been applied often use highly trained operators who 
already use a very precise set of control words when interacting with other humans 
to ensure that mistakes are not made.
Microsoft has released a speech Software Development Kit (SDK) to allow 
developers to integrate speech recognition into their software and therefore increase 
the user base. By allowing programmers to dovmload the SDK the costs and 
development time of implementing speech recognition are reduced. The drawbacks 
are that the recognition is not the best available or the most ftilly featured, but it does
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provide a useful start position for the user interface researcher wishing to add 
functionality to their design.
2.2 Conclusion
This chapter has reviewed some of the input devices that are typically used for 
controlling the cameras used in immersive environments. These devices may be used 
in different modes to control a teleoperator device, or completely different devices. 
For example master and slave arms are often used for manipulation tasks. The table 
below compares the reviewed input devices and their respective attributes. It does 
not attempt to identify specific uses for these devices, as the choice is often forced 
depending on budget and technology compatibility.
Device
type
Technology DoF Accuracy Intuitiveness Training Cost Manufacturers
Mouse Optical Encoder 2 High Low Medium Low Many
HMD Inductive coil / 
Accelerometer
2/3 Medium High Low High Few
Joystick Switch / 
Potentiometers
2/3 Medium Medium Medium Low/
Medium
Many
6DoF
Mouse
Strain Gauge 6 High High Medium Medium Few
Keyboard Switch 6 Medium / 
High
Low High Low Many
Pointing Video Cameras /
Magnetic
Trackers
3 Medium High Low Medium Few
Speech Microphone 6 Medium Medium Low Medium Few
Table 1 Comparison of Input Devices
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3 Literature Review -  Eye Trackers
Following on from the previous chapter reviewing input devices for immersive 
environments, this chapter evaluates eye trackers for their suitability as an input 
device. In this chapter a section is devoted to the nature of human eyes, their 
geometry, behaviour and performance and how the brain uses the information they 
provide. Following that, a review of the different techniques available to track the 
gaze point of an eye or eyes is presented. Within each technique, a review of devices 
using that method is provided to evaluate their performance for use with immersive 
environments.
3.1 The Human Eyes
Obvious though it may seem, the purpose of the eye is to obtain suitable pictures of 
the local environment to the brain. Many sources describe aspects of the human eye 
(Young and Sheena, 1975) (Kalawsky, 1993) (Carpenter, 1988). Here relevant 
information is distilled into a section to give an understanding of the incredible 
performance of the human eye. To begin an outline of the geometry of the eye is 
given, followed by some measures of its resolution, then a guide to typical 
movements performed by the eye in viewing a scene. Two sections follow that 
provide an overview of how the visual information is changed into a perception of 
the scene and how this perception dictates the actions of the rest of the body.
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3.1.1 Geometry of the Eye
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Figure 14 Layout of the Human Eye
Very simplistically the human eye consists of a cornea, an iris, a lens, and the retina, 
as shown in Figure 14. The cornea of the eye is the transparent protective layer at the 
front of the eye that may be seen to protrude slightly from the rest of the eyeball. 
Light intensity to the retina is controlled by the iris, opening to increase light 
intensity and closing to reduce the light in bright conditions -  it may be thought of as 
the aperture setting in a camera. The muscles in the eye acting on the lens allow it to 
focus on different objects at different distances from the eye. Finally, the retina of 
the eye receives the light and changes it into signals that are passed via the optic 
nerve to the brain for processing.
For the purposes of this study the eye will be considered as spherical, with a fixed 
centre of rotation with respect to the skull through which the line of fixation to the 
gaze point passes (Westheimer, 1957).
3.1.2 Resolution of the Eye
The human eye resolution is space variant, that is, it does not have the same 
resolution over its entire area. The centre of the eye (Foveal area - made up of cone 
cells) has the ability to see objects in high resolution and colour, but the subject area 
has to be relatively bright. Peripheral vision (made of the rod receptor cells) is much 
less sensitive to colour but can function in lower light conditions.
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While it is known that the high-resolution foveal area of the human eye does not 
have a step-change to the low resolution of the peripheral view, it will be described 
as such in the body of the report for the sake of simplicity. The ratio between the 
foveal and peripheral resolutions in the human eye is about 10:1 (Wavering A, et. al,
1993)
• The highest resolution Foveola is 1.3 degrees of visual angle (Duchowski, 2003).
• The Fovea is approximately 5 degrees over the centre of the eye (Duchowski, 
2003).
• At 5 degrees from centre resolution is 1/4 that of the fovea. (Yoshida A, et. al., 
1995)
• At 15 degrees from centre resolution is 1/7 that of the fovea.
As we know, the world does not appear to a human as a mix of resolutions but as one 
integrated scene. This is because the eye can be steered by the muscles around the 
eye to view any number of areas of the scene before us. The brain then stitches these 
into one seamless view of the world. To produce these movements the human eye 
has three pairs of muscles and special control schemes to provide these movements, 
which are described in the next section.
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Figure 15 Muscles of the Human Eye
m
Lateral rectu s
Moves eye 
outward
Inferior rectus
Moves eye downward, inward, 
and clockwise
MPhil Lindsay Hitchin. 2004. 29
3.1.3 Movements and Performance
As can be seen from Figure 15, the eye has three pairs of muscles to steer it, 
providing three rotations - pan, tilt, and roll. The eye is moved by these six muscles 
so that the high-resolution area is directed to the area of interest in the scene. The 
gaze position and thus the centre of interest of a person is revealed by looking at the 
eye and extrapolating to the item on which the eye is fixated.
To give an idea of the performance of the human head and eye, some figures are 
given below. Authors vary in their results of the range, velocity and acceleration of 
these movements. Some papers provide quite different values for the properties and 
performance of the human eye, however, the largest values found have been used 
here.
Head Performance: -
• Pan (Asbery, 1997)
• Angular Velocity 400deg/s
• Angular Acceleration 2000deg/sec^
• Range + 60deg
• Tilt (Asbery, 1997)
• Angular Velocity 150deg/s
• Angular Acceleration lOOOdeg/sec^
• Range +90deg -60deg
Eye Performance: -
• Maximum Angular Velocity 1000 degrees per second (Carpenter, 1988)
• Angular Velocity 500 degrees per second for 30 degree movement (Mair, 
1994)
• Angular Velocity 300 degrees per second for 10 degrees movement (Mair,
1994)
• Acceleration 40000 degrees per second per second (Young and Sheena, 
1975)
• Vergence Angular Velocity 25 degrees per second over 25 degrees (Davson, 
1969)
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• Vergence Angular Velocity 10 degrees per second over 15 degrees (Young 
and Sheena, 1975)
• Accuracy 0.2 degrees (Mair, 1994)
• Movement range 70 degrees horizontal, 60 degrees vertical (Mair, 1994)
The human eye has three main movements: saccades; pursuit; and micro-saccades. 
Saccades are the high angular velocity movements that are used to quickly look 
around a scene. It is these movements that are up to 1000 degrees per second but are 
typically less than a third of this value. The next kind of movement is called pursuit 
(or smooth pursuit) where the eye follows an object that is moving with respect to it. 
If the object moves too fast for it to maintain a stable image, a saccade will be 
initiated to catch up with the object. Micro-saccades (also sometimes called tremors) 
are small amplitude high-frequency movements mainly used to keep the eye looking 
at the desired object, and refresh the image on the retina.
3.1.4 Perception of the Scene
Since sight is thought to provide around 70% of the information from the 
environment (Heilig, 1992) it is wise to investigate how a human perceives the world 
around them through vision. There are seven cues used to understand a static scene: 
Linear perspective, Relative size, Texture gradient (or detail perspective). Height in 
field (or plane) (also called relative height), Interposition (also called occlusion, 
superimposition or overlay), Familiar size, and Shadow. A further three cues are 
used in dynamic or stereo circumstances: Convergence / Accommodation, Binocular 
Disparity / Stereopsis and Motion Parallax. By using these cues a human can 
calculate an object position and orientation in the scene and how they may interact 
with it and other objects nearby.
3.1.5 The Eye and the Limbs
It should be borne in mind that for most movements of the head and hands, the initial 
stimulus comes from what the eye sees. Thus these movements are highly reliant on 
accurate information provided by the eyes. Furthermore, voluntary movements to 
computer input devices are carried out because of the vision feedback from the 
monitor. Thus none of the other input devices can be acted upon any faster than the 
eye tracker. However, an eye cannot conduct many of the control functions of say a
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hand. It is extremely difficult to move your eyes ‘left a bit’ but this is perfectly 
natural for a hand, and a hand using a mouse can do extra functions like clicking and 
scrolling a wheel. It is extremely difficult for a human to move their eyes in a certain 
way without visual stimulus providing a target. The most an eye can do is blink, and 
then it becomes difficult to know where the gaze point is.
An advantage of the eye tracker is that the eye is in constant use, and it is not 
carrying out any unusual task although it may tire. Therefore, it is unlikely to be 
subject to any unusual movements or forces causing Repetitive Strain Injury (RSI), 
such as typing or using a mouse, causing Work-Related Upper Limb Disorders 
(WRULD) (Pheasant, 1996).
3.2 Different Technologies and Techniques
In 1975 Laurence Young and David Sheena published a definitive paper on the 
different methods of eye tracking. Although it is now an old paper it is still worthy of 
note today (Duchowski 2003, p65). Their paper reviews the types of eye movement, 
and the physical properties of the human eye. They then proceed to evaluate different 
eye movement measurement techniques, namely Electro-Oculography, Comeal 
Reflection, Limbus Pupil and Eyelid Tracking, Contact Lens method. Comeal 
Reflection and Pupil Centre, the Double Purkinje Image Method, and Planes 
Attached to the Eye.
These can be split into groups thus: -
Non-Contact
• Comeal Reflection
• Limbus, Pupil, and Eyelid Tracking
• Comeal Reflection & Pupil Centre
• Double Purkinje Image
• Imaginary Plane Attached to the Eye
Electrode Contact
• Electro Oculography 
Mechanical Contact
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• Contact Lens (conventional)
• Contact Lens (suction cup)
• Contact Lens (electric coil)
• Real Plane Attached to the Eye
For the purposes of this research the contact methods can be immediately ruled out 
as imsuitable because of the risks involved with, and the impracticality of, attaching 
devices to an operator; probably requiring a trained medic. Despite these types of eye 
trackers being inappropriate for replacing current computer input devices they are 
often used where high speed and accuracy is required as this justifies the extra 
complexity of fitting. An example of circumstances demanding high accuracy is 
physiological experiments where the performance of a fast moving eye is measured 
to understand the nature of saccades. The five types of non-contact eye tracking 
methods will now be described.
3.2.1 Corneal Reflection
Centre of Eye 
Centre of Curvature of Cornea
Reflected Light
oU
Figure 16 Corneal Reflection
Tracking the orientation of an eye by following a reflection from the surface of the 
eye is perhaps the simplest form of eye tracking. Collimated light is projected onto 
the surface of the cornea and the position of the reflection is monitored. In Figure 14 
you can see that the cornea protrudes from the main body of the eye, indeed it is 
sufficiently large to be felt through a closed eyelid. The cornea can be approximated 
to a spherical section, smaller than the diameter of the eye, over the centre 25 
degrees of the eye (Young & Sheena, 1975). As the eye rotates the reflection off the 
surface moves about half the displacement in the opposite direction to the eye. This 
technique of eye tracking has the major problem that it is highly sensitive to eye 
translations, i.e. head movement. To combat this problem, the tracker must be head 
mounted or the subject’s head must be clamped rigidly in place. No comeal
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reflection eye tracker was considered for this work due to their sensitivity to 
movements of the eye tracker in relation to the head/eye and the lack of commercial 
products using this technique.
3.2.2 Limbus, Pupil and Eyelid Tracking
Pupil
Limbus
Figure 17 Limbus, Pupil and Eyelid Tracking
In Figure 17 the features used to track the eye are shown. The eyelids are obvious 
features, and they often obscure the other two features -  especially with large 
deviations from the centre. The Pupil is the area that appears dark as it lets in the 
light through the open iris to the retina. The Limbus is the intersection between the 
iris and the sclera -  marked with a red dotted line.
ASL
Figure 18 ASL Model 201 Limbus Eye Tracking System
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ASL produces a Limbus Eye Tracking System (Figure 18) using spectacle frames. It 
has a sample rate of lOOOHz with accuracy of one degree in the horizontal axis and 
two degrees in the vertical. Precision is 0.25 degrees horizontally and one degree 
vertically, with a range of 30 degrees in both axes. This is not particularly high 
accuracy, but the high sample rate and range allows for analysis of saccades. No 
head movement compensation is intrinsically provided in the system, but a head 
tracker is offered as an upgrade to the equipment.
lida and Tomono (1992) developed an eye tracking system that uses the Limbus 
boundary method of eye tracking to locate the position of the eye, and a magnetic 
tracker to locate the position of the head of the operator with respect to a display 
monitor. This allows the operator to move their head with respect to the display 
during operation and has an accuracy of “about 1 degree”. The system has been 
assembled to replace a mouse in controlling a cursor and selecting menus on a 
computer display. In practice the system is used in conjunction with a mouse, the eye 
providing the large and fast movements and the mouse the slow precise. Because of 
the small involuntary movements made by the human eye it is difficult to select the 
target precisely so the mouse is used for the final closed loop target selection.
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Figure 19 Bright Pupil method
The theory described above uses diffuse visible or InfraRed (IR) light to illuminate 
the eye. If the eye is illuminated with collimated (i.e. parallel) IR light a different, 
and simpler, scene is presented (right hand side of Figure 19). In the same way that 
flash photography often induces “red-eye” where light enters the eye, and is emitted 
again IR light will do the same. The eyes appear red because of the light reflected off 
the blood in the eye. An IR sensitive camera can easily detect the reflected light as 
there is a large contrast with the background. Using this illumination the eyelids and
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limbus are much more difficult to track, and normally the bright pupil is all that is 
tracked.
Vision Control Systems
Figure 20 Vision Control Systems Eye Tracker
The Vision Control Systems eye tracker shown in Figure 20 uses the IR bright pupil 
method described above. This small, lightweight eye tracker is head mounted on a 
headband to ensure that the tracker stays in the same relative position to the eye. This 
cheap device is one of the least intrusive eye trackers available, using a small mirror 
to view the eye rather than the optical splitter of other devices.
The eye tracker uses a standard RS232 connection to output the information from its 
control box to the computer and outputs the video from the cameras. It is able to 
cover movements of + 25 degrees in the horizontal plane and + 20 degrees in the 
vertical plane while the theoretical resolution of the system is 0.1 degree. Eye 
position information is updated at 5 GHz to the computer, providing X and Y position, 
button presses from the control box (for mouse emulation), and pupil diameter. The 
head-mounted unit is small and weighs less than lOOg, which allows unobtrusive 
use.
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3.2.3 Corneal Reflection and Pupil Centre
Pupil
.Corneal Reflection
Figure 21 Corneal Reflection and Pupil Centre
The pupil and comeal reflection method of eye tracking can be used to combine the 
two techniques described previously. By combining the pupil position and the 
reflection from the surface of the eye an eye tracker can be developed that gives 
good positional accuracy and a certain amount of translation and noise rejection.
This technique is best used where the gaze point of the world is required rather than 
the eye position with respect to the head. In order for this system to work a camera 
must be viewing the eye with a bright light to provide the reflection but enough 
contrast to facilitate identification of the pupil. The relative motion of the pupil and 
the comeal refection is then used to calculate the gaze position of the eye. As there is 
a requirement to have a reasonable working volume the camera must be situated at a 
distance from the operator, consequently the resolution of the eye tracker is reduced.
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IFigure 22 ASL Model 504 Eye Tracking System
The ASL Model 504 Eye Tracking System uses the pupil and comeal reflection 
technique described here. As can be seen from Figure 22 the eye tracker is mounted 
near the task (a computer monitor in this case) and the ring of LEDs illuminate the 
eye for the reflection. The system has an accuracy of 0.5 degrees, and a working 
volume of “1 cubic foot”. There is also a head mounted system available, shown in 
Figure 23. This has similar performance to the desk mounted system but obviously 
does not include head movements.
Figure 23 ASL Model 501 Head Mounted Eye Tracking System
ISCAN Inc produces a non-invasive video based tracking system using the pupil and 
comeal reflection method. Non-coaxial IR light is used by this equipment to provide 
the required illumination without interfering with the user’s view of the scene. The
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ETL-400 has a 50Hz update rate, and a resolution of down to 0.5 degrees over a ±25 
degree horizontal and ±20 degree visual field. Tanriverdi & Jacob (2000) used an 
ISCAN system and had to eliminate 7 subjects from 31 because they could not 
calibrate the eye tracker for them. Calibration took 2-3 min Avith 20 min training 
time. This is hardly suitable for use by the general public as regular input device.
Merchant et al. had developed a comeal reflection and pupil centre eye tracking 
system by 1974. By using galvanometers it allowed subjects to move their head 
inside a “cubic foot” work envelope. The sensor unit is based around a video camera 
^vith mirrors used to steer the optical path to where the operator is located. Using this 
method the operator does not have to wear any special equipment, and the head 
movement is accounted for by the optical system.
Another system using the comeal reflection and pupil centre was developed by 
Mulligan (1997) and used large amounts of computing power to improve the system 
accuracy through image processing. The author has developed image processing 
techniques for off-line processing of images from an eye tracker camera. The 
performance of the technique is compared on two very powerful computers -  a SGI 
ONYX and a Cray C90. The accuracy is quoted as “somewhat less than” the 1 
second of arc that is theoretically possible. Using these advanced techniques it has 
been shown that high levels of accuracy are possible. However there are significant 
drawbacks in that it runs off-line and requires significant processing power to 
complete in a reasonable time. Both of these reasons mean that it is not practical to 
use these techniques for interaction.
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3.2.4 Double Purkinje Image
Cornea
Purkinje images
Figure 24 Four Purkinje Images
Figure 24 shows how the four Purkinje images are generated when a ray of light 
strikes the eye. The first image is a reflection off the outer surface of the cornea, the 
second off the inner surface of the cornea, the third is from the front surface of the 
lens and the final from the rear surface of the lens. The systems described in Sections 
3.2.1 Comeal Reflection and 3.2.3 Comeal Reflection and Pupil Centre are actually 
using what is called the first Purkinje image in this context when they track the 
reflection from the surface of the eye. Most eye trackers using Purkinje images for 
tracking the eye concentrate on the and 4* images, the 2"^  and 3"^  ^being difficult 
to view. These two images are chosen because they are easier to detect and have the 
useful property that they move in a similar fashion during translation, but their 
relationship changes under rotation.
Figure 25 Fourward Technologies Dual Purkinje Eye Tracker
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Figure 25 shows a Dual Purkinje eye tracker. It uses a beam of IR light to generate 
the Purkinje images on the eye without disturbing normal vision. Despite the system 
being able to compensate for head movements, a bite board and forehead rest is 
provided to stabilise the head as the work envelope is quite small. This system has a 
sample rate of 400Hz with a response time of less than 1ms. Resolution is one 
minute of arc with a range of +20 degrees in each axis.
3.2.5 Imaginary Plane Attached to the Eye
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Figure 26 Imaginary Plane Attached to the Eye
The premise of the Imaginary Plane method is that were a plane attached to the eye 
over the iris the position and orientation can be calculated by calculating the size and 
orientation of the ellipse generated. As can be seen from Figure 26 on the left hand 
side the green dot of the iris appears round when viewed straight on, and 
progressively becomes more elliptical as the eye rotates. If this system was 
implemented then the square view may not be appropriate as it would obscure the 
view of the scene and the oblique view might be more appropriate. At the time of 
writing the review in 1975 no successful systems had been developed, due to 
technical difficulties and the complicated geometric calculations required in 
resolving the orientation of the eye.
With improved image processing and more powerful computers it would appear that 
it may now be possible to use this method of eye tracking. It would seem logical to 
use this method with a desk mounted camera such that the gaze vector can be 
calculated for a large working volume. However, this kind of system is likely to
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suffer from low resolution and noise as the size of the eye would be only a few 
pixels.
3.3 Eye Tracking Systems
In this section four types of application for eye trackers are detailed. The specific eye 
tracking technique used does not necessarily matter in achieving the aim of 
interacting with a task.
3.3.1 Eye Typing and Pointing
Abou-Ali and Porter (1997) detail a system for using eye position to control a virtual 
keyboard and mouse displayed on a computer screen. An ISCAN eye tracker in a 
HMD is used to detect the eye position. When a user has gazed on a certain key on 
the keyboard for a predefined time it is then pressed. Mouse functionality can be 
enabled by selecting a special key on the keyboard. They note that the performance 
of the eye as a mouse replacement is poor and suggest that filtering is required to 
improve the stability. They conclude by saying that a typing rate of 55 characters per 
minute is possible with their system. Park and Lee (1996) developed a similar system 
which displayed a virtual keyboard on a computer monitor with 108 keys, achieving 
a 98% probability of selecting the correct key. These systems show that using an eye 
tracker for control is possible and that a simple task such as typing can be conducted 
successfully.
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3.3.2 Surveillance System Control
V
© Spindler
Figure 27 IRISA Eye Tracker and Robot
An eye tracking system to control the movements of a surveillance pan, tilt and zoom 
device was described by Spindler & Chaumette in 1997. The system was developed 
as a proof of concept for evaluating surveying methods in contaminated nuclear sites. 
The Eyeputer eye tracker from Alpha Bio Technologies uses the comeal reflection 
and pupil centre method (Section 3.2.3) to determine the gaze point. Figure 27 shows 
the eye tracker with the ancillary head clamping system on the left, and the SCARA 
style 4 degree of freedom robot with the camera on the right. A zoom camera was 
mounted on the robot arm to provide pan and tilt functions, giving the functionality 
of devices commonly used for CCTV monitoring.
At the workstation the operator has their head in the clamp system and looks at a TV 
monitor while they use a mouse to control the zoom of the camera. Once the eye 
tracker calibration has been completed, the gaze position of the operator controls the 
pan and tilt of the camera on the remote robot. Using this technique the operator can 
search a remote environment and zoom in on any item that is of interest. An 
experiment is described where the operator has to search for a person walking 
through a car park, and then fixate and zoom in to that person. This is system does 
not have any means of mechanically moving though the environment, but the ability 
to zoom counteracts this to a certain extent. As the movements are limited to pan, tilt 
and zoom this system is restricted to passive observation rather than interaction with
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the environment. Nonetheless this system uses similar control strategies to those 
proposed for controlling the cameras on a mobile robot (Chapter 6).
3.3.3 Foveal Peripheral Vision
In a telepresence system the resolution and field of view of a camera and display is 
typically much less than the human visual system. In the case of a VR system it 
would be possible to render the whole screen to a high resolution wrap-around 
display, but this would require significant computing power. To improve this 
situation the physiology of the human eye is exploited to present high resolution 
images to the fovea and lower resolution images to the periphery of the eye. The 
problem with this approach is that the eye moves around at high speed, therefore 
requiring that the high resolution foveal patch is moved equally fast.
Femie (1995) and Wetzel et al. (1990) propose different VR systems, the first a high 
resolution CRT based system and the second a high resolution fibre optic helmet 
mounted display. To save on rendering time a high resolution patch is steered by an 
eye tracker, while the remainder of the image is rendered at a lower resolution thus 
saving on computation. Both of these systems are quite old and with the constant 
march of increasing processor power and developments in graphics cards it is now of 
less importance to reduce the computational power required to render virtual worlds.
Of more interest would be a telepresence system using two cameras per eye to gather 
either the wide angle or the high resolution images. Such a system, and its display 
technique, is described by Iwamoto et al. (1995, 2002) in their patent and various 
papers and Yamaguchi et al. (1989). The Iwamoto system uses two standard cameras 
per eye, one with a wide field of view for the low resolution, the second has a narrow 
field of view of which the optical path can be steered using scanning mirrors to alter 
the captured area from within the wide field of view. An eye tracker using template 
matching to determine the position of the limbus is used to track the position of each 
eye and determine the position of the fovea. This information is then used to steer 
narrow field of view camera optics and the corresponding display system to position 
the high resolution patch. Optical combiners are used to join the picture from the two 
displays for presentation to the user; who, if all is working well, will not notice that 
the whole image is not displayed in high resolution because the patch moves
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wherever their eye does. Systems like this are by their nature quite large and 
complex devices containing multiple cameras or displays and associated motorised 
optics. This makes them rather bulky, and not really suitable for integration into the 
compact lightweight HMDs that people have come to expect.
Another approach to increase the sense of visual telepresence was proposed by 
Sharkey & Murray in 1997, and described by Brooker et al in 1999. When using a 
HMD the visual angle shown is restricted by relatively small size of the display(s). In 
order to fixate objects at a close range a human will converge (or cross) their eyes to 
line up with the object, but this may mean that closer objects are not shown on both 
displays to provide stereo disparity. This system uses an eye tracker to control the 
vergence for the camera and the display. By moving both the camera and the display 
the visual cues remain intact and the eyes converge to an object at the correct visual 
angle.
Both of the styles of system described here rely on the eye tracker control system 
working in a position control mode, where the position of the eye dictates the 
position of the virtual or real cameras. It is not proposed here that the eye tracker will 
be used in this control mode, but it is clear that if a mechatronic approach to system 
design is taken a system capable of meeting the high performance demands of the 
human eye can be achieved.
3.3.4 SLR Camera Control
Canon
Figure 28 Canon EOS-3
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One of the most unusual applications of an eye tracker is the “point of regard” 
measurement integrated into the Canon EOS-3 camera (Figure 28). This is one of the 
few commercial applications of eye tracking available to the general public. The 
camera uses a 45 point eye tracker to match auto-focus focussing areas. This means 
that the camera monitors the gaze point of the operator and adjusts the cameras focus 
to that area of the scene. This is a great advance over standard auto focus where the 
camera automatically brings into focus objects in the centre of the picture, but can 
now be easily controlled to focus on any item in the field of view. An example might 
be a photograph of a couple in the foreground, with trees in the background; 
traditionally the camera would focus through the gap between their heads and on to 
the trees in the background. Now the operator need only look at either of the couple 
to bring them into focus. The system is implemented on the camera using 8 IRED 
(IR LEDs) to provide even lighting and a RISC microcomputer to do the 
calculations. While it would not be possible to use this for use in immersive 
environments, it could be adapted and implemented on a custom designed eyepiece.
3.4 Technique Seiection
For this application any eye tracker used must meet the following specifications: -
• Non-invasive
• Does not constrain head movement & lightweight if head mounted
• Works in both axes
• Easy to setup
• Usable in a range of environments (i.e. does not require controlled lighting)
• Affordable
From these reviewed methods and applications of eye tracking one method has to be 
selected and from this a particular system chosen or bespoke equipment 
manufactured. Of these five remaining methods of eye tracking, the Double Purkinje 
Image method also has to be discarded. While accurate and able to compensate for 
head movements, it requires higher illumination levels than other systems to obtain 
the required reflective images, and requires servomotor control of the optics. As the 
operator of a remote vehicle may be required to use polarising glasses to view a 3D 
screen eye trackers requiring bright illumination of the eye are less desirable.
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The Limbus, Pupil and Eyelid Tracking are suitable technologies for use as an input 
device for computers. The power of computers is such that the systems reviewed by 
Young and Sheena are based on TV monitors and video recorders, whereas now 
most of these systems feed directly into a computer via signal processing equipment 
or video capture card. It is these technologies that many of the currently available 
commercial systems use i.e. ISCAN (ISCAN Inc., 1997); Vision Control (Vision 
Control Systems, 1998), Applied Science Laboratories (ASL, 1999).
There are many factors to consider when selecting an eye tracker, and the task it will 
be used for must come first. As has been mentioned several systems have been 
discarded already due to their unsuitability for use in immersive environments. 
Currently, Limbus, Pupil and Eyelid tracking; Pupil Centre and Comeal Reflection; 
and Imaginary Plane methods are still suitable. Of these the eye tracker that stood out 
as the best blend of price and performance was the Vision Control Systems unit. It is 
a lightweight unit that can easily be worn for extended periods while operating in an 
immersive environment. Minimal setup of the camera is required and the calibration 
method provided with the equipment is quick. Finally the price was very attractive 
compared to other devices. The main disadvantage of the VCS system is that it did 
not provide for head movement compensation. Based on the above evaluation, the 
VCS eye tracker was purchased and used for the work described in the following 
chapters of this thesis.
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4 System Hardware and Eye Tracker Calibration
This chapter presents the eye tracker, its specification, calibration and operation and 
describes the ancillary hardware and software used in this research. The connections 
between the hardware and software used provide an overview of the interplay 
between the different components of the system. A major part of the research work 
conducted is in the area of eye tracker calibration. This chapter details how an eye 
tracker may be calibrated, and introduces a novel eye tracker calibration method 
using a machine vision camera calibration technique and geometric model. 
Comparisons of accuracy are then made between this new eye tracker calibration 
method and other eye tracker calibration methods. A description of the hardware and 
software is given in Appendix 1.
4.1 VCS Eye Tracker Specification
Figure 29 VCS Eye Tracker with Polhemus Sensor
The eye tracker chosen for this research was the Vision Control Systems (VCS) eye 
tracker. This lightweight unit was developed as a gaze position input device for 
applications like mouse replacement for user interfaces and games. Versions with 
forward-looking cameras were also available to record how people view scenes for 
tasks such as analysing a shopper’s reaction to packaging on a supermarket shelf; but 
this additional camera was not used for this research.
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The eye tracker uses the bright pupil method by flooding the eye area with Infra-Red 
(IR) light and detecting the position of the ‘bright’ pupil in the resultant image. A 
384 X 287 pixel CMOS CCD camera-on-a-chip is used to view the eye. Holographic 
optics are used to provide the optical means of combining the output from the IR 
LED v^th the inbound light to the CCD of the camera. IR light from the LED at 
880nm is used to illuminate the eye 'with brightness at the eye of ~200pWcm'^ -  less 
than sunlight. The operational range of the standard optics provides for a horizontal 
range of +/-25 degrees and a vertical range of +/-20 degrees. This system cost £3,500 
plus VAT, significantly less than the -£10,000 for other similar systems. VCS had 
ambitions to further reduce the price of the product to the point where it would be 
adopted by the mass market.
As the eye tracker is head mounted it can only obtain a gaze vector from the eye. To 
localise this vector to a point in the world, both the position and orientation of the 
head are required. A head positioning arrangement based on similar infra-red 
technology was under development, and an agreement was reached to obtain a unit 
when they became available. Development was stopped before any units were 
shipped and as a result a Polhemus was used for the head positioning.
One of the biggest advantages with this system is that the user can wear contact 
lenses, or normal or polarising spectacles and still use the eye tracker. Other eye 
tracker styles that use a remote camera system such as with the camera at the bottom 
of the monitor, are restricted by anything that darkens the eye. This is especially the 
case if the dark pupil method is being used because the polarising filter and lens 
remove light from the eye.
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Figure 30 The Components in the Eye Tracker.
Figure 30 shows the optical paths within the VCS eye tracker. An IR LED provides 
the required illumination of the eye. The holographic optic allows the LED to be 
mounted off-axis and still provide the co-linear light required for the bright pupil 
detection method. Adjustment of the eye tracker with respect to the eye is provided 
by the rotation of the whole eye tracker body (camera, IR LED, etc.) in two axes, and 
another two axes of rotation are provided at the mirror. This provides for easy 
adjustment of the eye tracker to suit most people and account for spectacles -  if 
worn. The eye tracker can easily be swapped to either side of the head to suit the 
dominant eye of the user.
Typical pictures from the eye tracker can be seen in Figure 31, below. The bright 
pupil effect can be seen, and this allowed image processing to identify the centre of 
the white spot against the dark background and thus the gaze point. This software
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will be described in section 4.2.1 Image Processing Software. The bright reflection 
from the surface of the eye (First Purkinje Image) on the top and left pictures in the 
montage can also be seen.
M M
i:
Figure 31 View from Eye Tracker of Eye Fixating the Four Poles and Centre
4.2 Eye Tracker Calibration
Calibration was required to relate the position of the eye to the gaze position in the 
world. In this research the world is confined to a screen, or display, that was 
approximated to a single geometric plane. The operator’s head could move in three 
dimensions with respect to the display, as well as eye rotation within the head. Good 
calibration was needed to ensure an accurate and repeatable correspondence between 
the position and orientation of the eye, and the gaze position on the screen.
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Figure 32 Eye Tracker viewing 1mm grid, and 4mm spot
Figure 32 shows the picture from the eye tracker when it viewed a 1mm grid and a 
4mm spot. The left hand image shows the restricted view of the eye tracker. The 
design of the casing is such that a limited amount of the CCD actually views the eye, 
which means that the eye ranges over only about a quarter of the area theoretically 
available. A small amount of barrelling -  radial distortion of the image -  can be seen 
in the picture of the grid. The 4mm spot is indicative of the type of view that the eye 
tracker would have of a human eye. This spot could be accurately moved and was 
used to provide synthetic data for some earlier phases of the research (see also Figure 
42).
All of the calibration techniques discussed here required initial digitisation of the eye 
position, and capture of position data before the calibration was performed. Typically 
this required capturing of a video frame into a computer, then analysis of that picture 
to provide the position of the pupil; from which the orientation of the eye can be 
inferred. The eye position has to be obtained in known locations to generate the 
calibration data, and any data filtering (e.g. to remove blinks) has to be conducted.
4.2.1 Image Processing Software
Irrespective of the calibration method used, the position of the eye in the camera 
view had to be established. As the system was used for interaction the whole image 
processing had to be completed on-line at frame rate. The VCS eye tracker was 
supplied with an image processing box, giving the eye position output over an 
RS232 serial link. The only adjustment available on this equipment was a 
potentiometer to adjust the threshold to recognise the pupil. It was decided that, in
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order to further the research, greater control was required over the image processing 
conducted on the video of the eye.
As mentioned previously the system developed by Mulligan (1997) used large 
amounts of computing power to improve the system accuracy through image 
processing. The off-line processing of images from an eye tracker camera required a 
very powerful computer to run at a reasonable speed. Using standard PC hardware 
for online interaction requires that the time to process each image is limited to the 
interval before the next image frame arrives -  1/25^  ^of a second.
As the VCS eye tracker was not supplied vvith image processing software, bespoke 
software was written by the author to provide the means of digitally capturing the 
eye position on-line. This allowed the processing and position information to be 
controlled without being tied to proprietary commercial systems. To obtain the 
position of the eye, the signal from the IR camera in the eye tracker was digitised by 
an image capture card in a PC. Image processing can then take place to determine the 
position of the eye for any eye tracker enabled software. Figure 33 shows a screen 
shot of the image processing software with an unprocessed image from the eye 
tracker. The image shows the pupil of the eye as the large bright spot. An eyelash 
partly obscures the top of the circle, and reflections from the surface of the eye are 
visible to the left of the pupil.
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Figure 33 Eye Tracker Image Processing Software with Raw Image
As can be seen around the periphery of the screen capture many different functions 
and variables could be altered to provide the optimum performance of the ‘Spot 
Search’ software. The functions along the bottom of the screen capture dealt with 
parameters for the image processing. The buttons down the right hand side dealt with 
the output from the image processing to the network.
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Figure 34 Eye Tracker Image Processing Software with Single 
Threshold
Figure 34 shows the simplest case for image processing where a single brightness 
threshold is applied. The calculation of the centre of the iris was based on Equation 
1.
Equation 1. Eye position with single threshold
The pixels of the iris are clearly seen, as are the reflections from the surface of the 
eye. Looking at Figure 33 the reflections of can be seen to be brighter -  if a second 
threshold is applied these reflections could be removed and therefore simply taken 
from the calculations.
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Figure 35 Eye Tracker Image Processing Software with Two 
Thresholds
Figure 35 has had two thresholds applied to the whole image. A second threshold 
marks as black -  i.e. not part of the iris -  any pixels above a higher threshold, but as 
can be seen in Figure 35 this did not completely reject the highlights but merely their 
brighter centres. Obviously this helps, as the mass of the reflections was reduced 
when calculating the mean position of the eye. Unfortunately, it was not satisfactory 
for accurate calibration because the centre of mass of the iris was effectively pulled 
in the direction of the reflections.
Some eye tracking systems use the comeal reflection to increase the accuracy of the 
calculation of the gaze point (Section 3.2.3). These systems rely on the reflection 
from the cornea always being on the lens area of the eye where it maps to the 
rotation of the eye. However, one of the drawbacks of the discrete VCS eye tracker is 
that it views the eye at an oblique angle. It is in the nature of the comeal reflections 
to move non-linearly as rotation increases, once they are off the lens area. As this 
cannot be accounted for as part of the calibration procedure the reflections must be 
removed by the image processing software.
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Figure 36 Eye Tracker Image Processing Software with Highlight 
Rejection.
A more complex image processing algorithm was developed, based on blob 
identification image processing. All pixels above a threshold that were linked are 
identified as part of a blob. Any blobs that contain pixels above the second threshold 
were flagged. Once this has been completed the largest blob was identified as the 
pupil. In Figure 36 the pupil was correctly identified but, as the reflection is 
touching, it has been included as part of the pupil. The second threshold and the 
flagged position were used to remove the highlight from the pupil position 
calculation. The black square in the highlight indicates that the algorithm has 
identified and rejected this highlight. A crosshair has also been placed in the true 
centre of the pupil.
The true position of the eye can now be established using Equation 2. The eye 
position E in the X direction is the sum of the x positions of the live pixels, L, minus 
the position of any reflections, R; divided by N the number of pixels in the blob (L- 
R ). A similar formula was used in the y direction.
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E ( 4 - 4 )0->A'
Equation 2. Eye position
The image processing took place on a Celeron 400MHz PC with 64Mb of RAM 
using a Matrox Meteor II capture card. The software was written in MFC C++ using 
the Matrox MIL-LITE Software Developer Kit. Using a standard double buffering 
technique, and minimising processing time by only having two passes over each 
image being processed, resulted in a fi*ame rate of 25Hz (50Hz interlaced) -  the same 
as the camera. Normally only the centre of the image is actually processed and it was 
not displayed (to minimise CPU usage). Four output values were available -  X & Y 
position (raw or filtered form), blink (t r u e / f a l s e )  and pupil size. These were 
outputted to a network, and available to any computer requesting the data. Mean 
system latency was 0.10 seconds including the network connection. The latency 
comprises 1 frame (1/25 seconds) for image capture, 1 fi*ame for processing and the 
final 0.02 seconds for network transmission. This was validated by focussing the eye 
tracker on a computer screen, and then changing the displayed image from black to 
white and measuring the time until a signal was received over the network.
4.2.2 Calibration Point Capture
When any eye tracking software is running it has to start with an eye tracker 
calibration procedure. Part of the calibration required the position of the eye to be 
determined at known positions. There are three major approaches to harvesting these 
calibration points. The first uses a button that the user presses when they are looking 
at the required position (Merchant et al. 1974, Stampe 1993), another uses a dwell to 
indicate fixation. Both of these use static positioning of the eye to generate the 
calibration data, but it is possible to gather calibration data from a dynamic target if 
the latency is known accurately. lida and Tomono (1992) calibrate their eye tracking 
system by following a target as it traces out a circular path on the display screen. 
Baluja & Pomerleau (1994) use horizontal and vertical zig-zag paths to train and test 
their artificial neural networks. As long as the target does not move more than 0.5 
degrees from the current gaze point the user will not execute a saccade and the eye 
will move in smooth pursuit mode.
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The second method was selected as it allows the eye tracker to be independent of 
other user interface devices, but the downside is that it can grab a calibration point if 
the operator fulfils the requirements of a dwell period at any other position. The 
dynamic tracking was not selected as only certain calibration procedures, such as the 
methods used by lida & Tomono and Baluja & Pomerleau, can deal Avith the mass of 
calibration sets generated by this method. The popular methods such as Piecewise 
Linear Interpolation and BiQuadratic (described in section 4.5) only require a few 
points over the screen to calculate the required coefficients.
The number and position of the calibration points varied with the calibration 
procedure being used, varying from 5 to 20 in the algorithms used here. In all cases a 
target was placed on the display screen for the operator to observe. During the 
calibration the software looped round until it detected that the eye had remained 
fixed on the target. There were two factors used to determine this -  the length of time 
and the Avindow of movement. A human will typically look directly at a fixed target 
for a short period of time, then the eye will start to stray from the object. To 
counteract this, a scrolling target was used to provide a stimulating target icon for the 
eye. In this case letters were used; the position did not change, but letters constantly 
wrote over the previous one providing a ‘virtual stack’. When the eye had been 
measured as within the allowed Avindow of movement for the required length of time 
a mean of all the readings was used to provide the input position to the calibration 
routine. Audio cues were used to tell the operator that the calibration point has been 
harvested, and moved them to the next calibration point.
It is knoAvn that chin rests do not completely constrain head movements (Strachan 
1999, Personal Communication) so a Polhemus sensor was used to digitally restrict 
the data harvesting to when the head was within ±2 mm in position and +0.8 degrees 
in orientation by not allowing a calibration point to be harvested if the operator was 
outside these requirements. Bite boards and head clamps were not used in any of the 
experiments due to their intrusiveness. This is further discussed in section 4.5 The 
Head Positioning Problem.
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4.2.3 Data Filtering
Human eye movements rarely take a simplistic form -  the eyes dart around gathering 
pictures of the scene, they have a slight tremor when they fixate something and will 
start to drift when they are tired. Filtering the raw eye tracker data is often required 
to smooth out the high-frequency micro-saccades and small drifts in the eye 
movement and obtain the mean gaze position of the eye. This filtered position better 
reflects the position on which the operator is concentrating. Applying a low-pass 
filter to any signal removes the high frequency section of the signal (in this case the 
micro saccades are removed) but allows the low frequency signal through (the 
position of the eye). While it is a great benefit to have a smoothed signal, it does 
have the drawback of introducing latency when the eye makes large movements.
Nyquist’s Sampling Theorem states that a sampling frequency of at least two times 
the highest frequency of the signal is required. From our hardware we could work 
back to this. The camera and image processing ran at 25 Hz, so the maximum 
frequency detectable by the system was 12.5 Hz. Values for the filters were 
determined heuristically to provide the required smoothing without too much lag.
The filters used were a 3*^  ^order low-pass Butterworth filter with cut-offs from 3 Hz 
to lOHz available, and a two-tap infinite response filter.
Rltering % e Tracker Data Xlnput 
Filtered Data
Figure 37 Typical Raw and Filtered eye tracker data
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Figure 37 shows typical raw data, and demonstrates the effects of filtering that data. 
Small, high frequency peaks were smoothed out and large, low frequency peaks, 
where blinks had occurred, were much reduced. In the software there was another 
algorithm explicitly looking for blinks and removing them from the input to the 
filter. A blink was judged to have happened when the pupil size falls below a pre­
defined limit - a flag was set when a blink was detected and sent over the network. 
For the experiments conducted here, raw eye tracker data has been used to try to 
most faithfully reproduce the input eye movements (Chapter 5); however the filters 
were used for tasks and demonstrations (Chapter 6).
4.3 Calibration Methods
There are many different ways of relating the position of the eye to a gaze position 
on a screen. All of the major commercial eye trackers provide a method of 
establishing this relationship. However is seems that the companies keep their 
methods of calibration a commercial secret (Mulligan 1997). In this section a brief 
review of five methods is given.
4.3.1 Vision Control Systems Calibration
Figure 38 VCS Calibration Screen, and Points
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The University of Surrey entered into a confidentiality agreement with Vision 
Control Systems (VCS) and were allowed to view the source code for their driver 
software. This allowed us to study the theory and implementation of their calibration. 
However, this agreement does prevent a full explanation in this document. Simply 
the calibration uses eight calibration points to segment the screen, providing rotation 
and scale conversion from the eye tracker to the screen co-ordinates. It cannot 
account for perspective nor significant rolling rotations of the head. This system does 
not have any head motion compensation thus the user has to keep their head fixed in 
order to maintain an accurate calibration. The designers obviously realised that it is 
difficult to maintain head position and provided a simple re-centring option. Once 
the system has been calibrated and the operator notices the calibration breaking 
down they can activate the re-centring algorithm that only involves locating the 
centre of the screen rather than going through the whole calibration procedure again. 
In the VCS implementation of the calibration a button press was used to indicate 
alignment of the eye. The data used in this chapter was harvested by the dwell . 
method detailed in section 4.4.2.
4.3.2 Linear Interpolation
Linear mapping is the simplest way to relate two different scales. This method relies 
on the two coordinate frames being aligned, or at least that they can be approximated 
to that. Equation 3 shows the formula to determine the screen position in X and Y 
axes given the x and y position in the camera. The values ‘a’ and ‘c’ are the linear 
scale factors and ‘b’ and ‘d’ the fixed offset between the two coordinate frames.
X  =  ax-\-b  
Y  =  cy  +  d
Equation 3 Linear Interpolation
Buquet et al. (1988) used this calibration method in a museum application where 
high accuracy was not required but the system had to calibrate for most of the 
subjects. The system was designed to work for the general public without 
supervision and user guides were provided in many languages to assist museum
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visitors using the system. Of a sample of 158 visitors 84.3% successfully completed 
the calibration procedure.
To further improve this method it is possible to divide the screen into sections and 
apply so-called Piecewise Linear Mapping (Stampe 1993). For each area of the 
screen different coefficients of linear map are calculated. This reduces the overall 
error, but can result in jumps and distortions as the eye moves from section to section 
if there are large differences in the coefficients between adjacent areas.
4.3.3 Translate, Rotate & Scale Calibration
This method of calibration is similar to the linear mapping, but with a correction for 
any rotation difference between the two coordinate frames. Upon receiving the eye 
tracker from VCS some simple code was written to calibrate and test the eye tracker 
with some simple control strategies. As proof of concept a different calibration 
strategy to the VCS supplied code was developed. This was based on the popular 
Translate, Rotate and Scale method of fitting two co-planar objects that behave in a 
linear manner to which the eye tracker and screen has been approximated. This is a 
simple and robust way of calibrating the eye tracker, giving much better accuracy in 
the centre of the screen, dealing with arbitrary rotation, but with less ability to 
counteract the non-linearities of the eye-tracker. As with the VCS calibration it 
cannot cope with any perspective, nor with head movements.
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Figure 39 Application of Translate, Rotate and Scale Calibration 
method
The three stages of the calibration process are shown in Figure 39. Five calibration 
points were used, the four comers and the centre. During the first stage the centre of 
the two rectangles are computed. The two are then aligned such that the centres are 
the same. The second stage is started by calculating the angular difference in the 
orientation of the rectangles. Once the angle has been computed it can be applied to 
the four comers. Finally the X and Y scales can be computed and applied to the input 
points.
X  = [a-\-x C os6  + y  Sin6)bx 
Y  = ( c - x  S in6-\-y  Cosû)dx
Equation 4. Translate, Rotate, Scale.
Equation 4 shows the equations used to determine the X and Y positions on the 
screen. The values ‘a’ and ‘c’ are the fixed offset between the two coordinate frames, 
‘0’ is the angle between the two coordinate frames and ‘b’ and ‘d’ the linear scale 
factors. Once these calibration factors have been established any further point in the 
eye tracker camera can be converted into the monitor units by applying the 
calibration factors in the order described above.
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4.3.4 BiQuadratic Calibration.
Bi-Quadratic calibration was proposed by Sheena and Borah in 1981. It is used as the 
supplied calibration routine with eye trackers from SR Research (van der Geest & 
Frens, 2002) and it is hypothesised that it is the method used when authors refer to “a 
3x3 grid of calibration points” (e.g. Blackmon et al. 1997). Their approach is that a 
projection of the eye tracker output can be mapped over the typical working range of 
an eye tracker using two quadratic equations for each axis.
EP^=a + bX + cX^+dY + eY'^+jXY 
Equation 5 Bi-Quadratic Formulae
Equation 5 shows the equation for the horizontal component, EPh, of the eye 
position. This method relies on the calibration determining appropriate values for a, 
b, c, d, e, and f  to fill the quadratic equation. Nine calibration points are obtained in a 
3x3 grid with the four comers, four poles and centre. The final factor/is different in 
each quadrant and ensures that it is properly mapped. With this calibration each of 
the nine calibration points will be perfectly matched to the input position on the 
screen. Different factors {a through f )  are applied in both the X and Y direction, 
giving a 2D gaze position on the screen, Sheena and Borah describe further additions 
to the equation to account for the dynamic eye fixation mirror in their system. This 
has not been applied as the VCS eye tracker is head mounted. Merchant et al. (1974) 
detail a similar approach, but using a polynomial equation, in which the coefficients 
are adjusted by the computer to minimise the error.
4.3.5 Neural Network Calibration
Artificial Neural Networks (ANN) can be trained to recognise many different types 
of images. Baluja and Pomerleau (1994) have specified and trained an ANN to 
recognise the position of an eye. The system allows free movement of the head, and 
does not require the operator to wear any device. 2000 calibration points are gathered 
while the user tracks a target, and used to train the neural network. Because of the 
nature of neural networks they will use all the information in the image to determine 
the output. It is therefore difficult to say which image features it will use; the images 
provided contain comeal reflection, pupil, limbus, and eyelid. Gathering the
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calibration data takes approximately three minutes, followed by a training time of 
“30-40 minutes”. As long as similar environmental conditions are present it should 
be possible to return to the system and resume operation without re-calibrating. 
However, if the conditions have changed at all since the calibration data was 
gathered the whole process will have to be repeated for this new environment. The 
trained system is accurate to 2.1 degrees, or 15mm (0.6 inches) at 432mm (17inches) 
viewing distance and operates at 15Hz.
4.3.6 Restriction of Current Methods
The Vision Control Systems; Linear Mapping; Translate, Rotate, Scale and 
BiQuadratic calibration methods described above are designed for calibration where 
the operator does not move their head during operation. This is clearly a restriction to 
the usefulness of any eye tracker if the user has to keep their head still during 
operation. Additionally, only the BiQuadratic calibration can deal with any form of 
mathematical non-linearity in the system -  but even this is restricted due to the small 
number of calibration points used. The ANN based approach has many advantages, 
but there are three problems. It has a relatively slow update frequency (15Hz), long 
training time and because it is based on visual spectrum light if a user wears 
polarising glasses to view a 3D screen then their eye will be obscured. These reasons 
mean that it is not a suitable choice for this application. If free head movement and 
accurate calibration is required a different method of calibration is required. It would 
seem logical that a mathematical model of the eye must be generated and 
manipulated in 3D space to reflect the movetnents of the user during operation.
4.4 Tsai Camera Calibration
To move on from the three basic calibration concepts outlined previously, a 
calibration technique needs to be developed for use in this research. It is possible that 
a relative position calibration algorithm could be used for the rate driven control, but 
this would not work for research into position driven control. A calibration method 
that can account for scale and rotation, as before, but also account for perspective 
and head movement is required. Obviously, this will require a method that accounts 
for more factors when making the calibration. The first stage of the calibration is to 
deal with the relationship between the eye and the camera in the tracker. For this the
MPhil. Lindsay Hitchin. 2004. 66
well known Tsai camera calibration technique was deployed (Tsai 1987, Lenz & 
Tsai 1988). This versatile camera calibration technique has been successfully used 
by many people at the University of Surrey (including Pretlove 1993, Brujic-Okretie 
2003), and elsewhere. One of the reasons for its popularity is the freely available 
implementation of the algorithm as source code (available at http://www- 
2.cs.cmu.edu/~rgw/TsaiCode.html). The task of the calibration code is to relate 
pixels from a calibration grid into certain factors to model the optics of the camera. 
Figure 40 shows the principle of camera calibration. In the simplest case. Figure 40 
A, the camera and calibration grid are perfectly aligned and in this case the two 
previously mentioned calibration routines can be used. This case is very rare in 
practice, so the second case (Figure 40 B) comes into play. The Tsai algorithm can 
account for the camera being at an arbitrary angle to the calibration grid, and an 
offset of the CCD to the optical centre of the lens internal to the camera. The final 
drawing (Figure 40 C) is the special case when using an eye tracking camera. It 
would be impossible to accurately position any calibration grid over the eye, nor 
replace the eye with a calibration grid. Thus the eye must be driven to become the 
calibration pattern; set orientations providing each individual input point in the 
calibration grid.
Camera
Camera
Eye
Camera
Figure 40 Camera Calibration Principle
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4.4.1 Tsai Calibration Algorithm
The Tsai camera calibration algorithm takes some initial camera constants -  the 
number of sensor elements in the CCD (X) at the back of the camera and the 
elements in the Frame Grabber (X) with the element size (X & Y). The size of a 
pixel in the Frame Grabber can be calculated from these values (X & Y). The Z axis 
intercept of the camera co-ordinate system with the CCD (X & Y) and the scale ratio 
between the X & Y axes complete the nine input values.
To calibrate the camera sets of five variables are entered into the algorithm. These 
values are in the format X^ orld? Y world? w^orld? nnd Xfl-ame grabber? Y frame grabber» ^Yithin 
reason the more points that are used the better the calibration will be, but for fully 
optimised output values a minimum of 11 input points are required. Typically 20 
calibration points in a 5*4 array are used for normal operation, with this being 
repeated for the experiments in Chapter 5.
i(XU, YÜ)
Eye
Figure 41 Tsai calibration model
(After Tsai 1987)
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The output from the calibration takes the form of five internal camera parameters
• Focal length of the pin hole camera
• 1st order radial lens distortion coefficient
• X & Y co-ordinates of centre of radial lens distortion
• Uncertainty factor for scale of horizontal scanline
and six external camera parameters :-
• Rx, Ry, Rz, rotational components of the transform from world to camera co­
ordinate frame.
• Tx, Ty, Tz translation components of the transform from world to camera co­
ordinate frame.
Figure 42 Eye Tracker and Calibration Grid
In Figure 42 a preliminary experimental configuration is shown where the eye 
tracker has been pointed at a small machine vision calibration grid. The printed grid 
is fixed to a tubular post of approximately the same diameter as the human eye and 
placed in the same position as an eye would be were the eye tracker worn. The 
position of each spot is known on the surface of the post, as a 3D coordinate. Image 
processing is then used to calculate the resulting 2D position in the frame grabber. 
These sets of data can be entered into the Tsai algorithm for it to generate the eleven 
output values.
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Two types of calibration are available from the Tsai algorithm, co-planar and non- 
coplanar. Both of these methods have been tried for the eye tracker. The logical 
choice is the non-coplanar calibration as the calibration points on the surface of the 
eye map to points on the surface of a sphere therefore providing a 3D array of points. 
The second option is the co-planar version where, since the Z movement (and 
rotation) values are very small, the points shall be approximated to form a plane on 
the surface of the eye. These two configurations are shown in Figure 43. The 
coplanar method requires that the camera is not looking square on to the calibration 
grid (in this case the eye) -  an angle of at least 30degrees is suggested to achieve 
good calibration. This is achieved as the eye tracker views the eye from the side of 
the head, by way of the mirror -  see Figure 30.
Eye
.Coplanar
2i_Non-Cop!anar
Figure 43 Approximation to Coplanar Calibration Grid.
So far the calibration has only related the position on the eye tracker camera to a 
position on the surface of the eye. Naturally, a model of the whole of the eye 
tracking system will have to be mathematically created to accurately calculate the 
gaze position of the eye on the screen. The major items to include in the model are 
the display, head, eye, and eye tracker camera -  as modelled by the Tsai algorithm. 
Figure 44 shows the components of the model, and where necessary their respective 
co-ordinate frames.
The following sequence of activities is required for harvesting the data for 
calibration. First the input stimulus is generated on the screen where it’s 
measurements are known in the monitor co-ordinate frame. The eye is placed in what 
is called the world co-ordinate frame -  although this nomenclature may seem a little 
odd as the world will theoretically move with the operator’s head. Flowever, it is 
called this because the calibration grid for the Tsai algorithm is in the world co­
ordinate frame as opposed to the camera co-ordinate frame.
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Following this route, a relationship between the monitor and its co-ordinate frame 
and the world co-ordinate frame is established during the calibration using gunsights 
on top of the monitor. The Tsai camera co-ordinate frame would logically be where 
the real CCD of the camera is, but because of the mirror at the end of the eye tracker 
a ‘virtual’ camera exists sticking out in front of the user. This virtual camera makes 
little difference to the workings of the calibration as the geometric relationship 
between the camera and the eye is assumed to be fixed. The only co-ordinate frame 
yet to be mentioned is that of the Polhemus which is used to monitor the position of 
the user’s head. During operation the relationship between the Polhemus and the eye 
(and therefore the camera) is assumed to be fixed.
CCD
World 
Coordinate Frame
V
\  Polhemus 
Coordinate Frame
Calibration Points (x20),
Figure 44 Co-ordinate Frames Used in Calibration
iCamera Coordinate ^  Frame
Gaze Point
Monitor 
Coordinate Frame
For the calibration to work the relationship between the eye and the monitor must be 
known, as well as the camera to the eye relationship that we now know from the Tsai 
calibration. If the exact position of the eye with respect to the display is known, the 
position of the pupil can be calculated for any given input stimulus. For a typical 
calibration, the user will look at 20 individual calibration points on the screen. With 
the input points the calibration grid on the surface of the eye can be computed. This 
3D calibration grid data, with the 2D co-ordinates from the eye tracker camera, is 
used to generate the five values required by the calibration for each input point.
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The Tsai algorithm is now run on-line to give the calibration values. Assuming that 
the input data is valid the algorithm will run and compute the output values 
mentioned earlier. Some basic checks are then executed on the output values to 
ensure that they are appropriate, such as checking for realistic values of the focal 
length. If these checks are passed the CCD input data is back-projected and 
compared with the 3D calibration grid input data. If the errors are suitably small the 
calibration is accepted and the operator allowed to start their task; otherwise the 
calibration routine is automatically restarted. Figure 45 shows a flow chart of the 
calibration and running procedure for the eye tracker. Running the Tsai algorithm 
only takes a couple of seconds on a twin Pentium II Intergraph workstation. This is 
sufficiently short for on-line calibration to be conducted without unduly delaying the 
operator.
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Figure 45 Calibration Flow Chart
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4.4.2 Gaze Position Calculation
This section describes the mathematical formulae used to determine the various 
factors and positions required to calculate the gaze position. Equation 6 shows the 
calculation for the Intersection of a Ray and a Sphere. This is used to determine 
where the projected ray (P) from the camera (via the Tsai algorithm) intersects the 
sphere that represents the eyeball. As the formulae includes a quadratic equation two 
solutions are normally expected, but there are a further two cases possible. Normally 
one solution (for t) occurs where the ray enters the front of the sphere, and another 
where the ray exits the rear. Naturally, only the first of these solutions is considered 
as being useful for these calculations. The other two possible results of this equation 
are one solution -  where the ray is a tangent to the sphere; and no solutions -  where 
the ray does not intersect the sphere. Both of these cases can be ignored for this 
application. The value of t can now be entered into the Equation of a Ray to provide 
the vector position of the intersection of the ray from the CCD camera, and the 
eyeball.
Equation of a Ray- > P(0 = E + ^ D
Equation of a Sphere- >r^ PxŸ PyŸ Pz)'
-  (2E.D) ± V(2E.D)  ^-  4(D .D)(E.E^
 ^“ 2(D.D)
Where P = point on Ray for any value of t
E = ( x e ,  yE, z e )  = origin point of ray (e.g. point on CCD)
D = (xd, yo, zd) = point on ray (e.g. Optical centre of camera) 
t = scalar
r = radius of sphere (eyeball)
p = centre offset in any axis (centre of eye from WCF) 
Equation 6 Intersection of a Ray and a Sphere
The next intersection to determine is where the gaze vector from the eye intersects 
the plane of the display. Equation 7 can also be used when Tsai co-planar calibration
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has been used to calculate the camera to co-planar calibration grid intersection. There 
will only be one solution to Equation 7 , but another check must be done to ensure 
that the intersection occurs within the bounds of the monitor. Clearly there is no 
reason for the computer to keep responding if the user is not looking at the monitor. 
Like the case for the ray and the sphere, when a value for t has been determined it 
can be entered into the equation of a ray to determine the intersection point.
Equation of a Ray- > P(/) = E + tD 
Equation of a Plane- > 0 = (P -  Q).N
t  =
N.(Q-E)
ED
Where P = point on Ray for any value of t
E = ( x e ,  yE, Z e )  = origin point of ray (e.g. point on CCD)
D = ( x d ,  yo, Z d )  = point on ray (e.g. Optical centre of camera) 
t = scalar
N = normal vector to the plane (monitor)
Q = point on plane 
P = any second point on plane 
Equation 7 Intersection of a Ray and a Plane
When the eye tracker has been calibrated, the computers follow the following 
procedure to establish the gaze point on the monitor: -
1. Digitise the image from the eye tracker.
2. Find the centre of the pupil.
3. Transmit this information to the VR/Controller PC.
4. Calculate the intersection of the back-projected ray from the camera with the 
eyeball.
5. Apply the head movement transform.
6 . Calculate the intersection of the eye gaze vector with the plane of the monitor.
7. Check that the intersection lies within the range of the monitor.
8 . Output the gaze co-ordinates to the immersive environment.
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4.5 The Head Positioning Probiem
Head movement restriction is important, as a rotation of only one degree results in 
the gaze position moving approximately 10mm at the screen at the typical viewing 
distance of 600mm. So far the calibration methods have relied on the head being 
fixed so as to maintain an accurate correlation between the eye tracker and the gaze 
position on the screen. As mentioned at the start of this chapter a head positioning 
device was expected to be available from VCS using IR technology -  but apparently 
the results from the development work were disappointing and no units were 
shipped. This news is a little surprising as other people have successfully developed 
IR tracking systems (e.g. Hearing & Murray 1996); furthermore Stiefelhagen et al 
(1997) developed a system to determine head pose using purely visual techniques by 
tracking facial features such as eyes, nostrils, and lip comers. Several replacement 
options were evaluated, including light based methods, slave arms with encoders, 
ultrasonic sensors and magnet positioning. An available Polhemus sensor was 
selected and used to monitor the movement of the head. While this is not an ideal 
solution as the magnetic tracker is affected by the electromagnets in the display 
monitors it is not without precedent to use this kind of device (lida & Tomono 1992, 
Park & Lee 1996). Williams (1993) and Nixon et al (1998) both give reviews of the 
performance of electromagnetic tracking systems and plotted their performance with 
a range of interference inducing objects.
A
' !
Figure 46 Polhemus Transmitter and Receiver
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A non-ferrous stand was constructed for the Polhemus transmitter and the receiver 
mounted on the opposite side of the headband to the eye tracker, as shown in Figure 
46. With these measures the magnetic tracker system is least susceptible to 
interference from sources such as computer monitors.
U n screen ed  Test, Rx orientated 
D istance from b a s e  sta tion  (mm )
Monitor
*  Input 
■ Output
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Figure 47 Polhemus Error with Monitor
Figure 47 shows how the error increases as the receiver is moved progressively 
closer to the monitor (shown with an overlay in approximately the correct position). 
The axes that have been used are in the Polhemus co-ordinate frame. With the 
receiver 600mm from the display and the transmitter less than Im from the receiver 
the relative error is at least tending towards a linear error.
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Figure 48 Rotation error of Polhemus
Figure 48 shows the results of a pure pan rotation input on the sensor. At ten degrees 
rotation the pan output is one degree out, and the tilt and roll axes can be seen to 
have errors. For information, one degree deviation from the centre of the screen is 
approximately ten millimetres on the display at a viewing distance of 600mm.
There is a large working volume for the Polhemus, but typically an operator would 
be unlikely to move their head more than 50mm from their start position. In light of 
this, another set of experiments were conducted to better reflect the movements that 
might be expected during the use of an eye tracker. The comers of a 100mm box 
were accurately traced out with the centre at a 650mm working distance from a live 
17inch CRT display. The mean absolute position error was 29.1mm with a standard 
deviation of 2.3mm. However, the mean relative position error using the first point in 
the sequence is only 3.1mm with a standard deviation of 1.6mm. This is a 
considerable improvement and shows the systematic nature of the error caused by 
metallic objects and electromagnetic sources. The sensor was not rotated during the 
experiment and the angular error was 0 .6mm with a standard deviation of 0 .6mm. 
Generally the rotation does not suffer from the same offset due to external 
influences, so using relative positioning does not increase the accuracy of the angular 
positioning.
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A position error of 3.1mm and 0.6 degrees would result in a position error of 9.4mm 
on the display. This level of error would be acceptable for use with an eye tracker, 
bearing in mind the inaccuracies of the calibration procedure (shown in section 4.8). 
However, there is a further unknown transform to be applied between the Polhemus 
receiver and the centre of the eyeball being used. This mathematical transform will 
vary between users and with each time the eye tracker is on. The values have been 
approximated using metrology and reference books (Pheasant, 1986), but no accurate 
way of determining the transform during the calibration procedure has been found. 
This results in much greater errors on the display screen. No work has been done on 
determining the actual real world error, nor determining the amount that can be 
attributed to head positioning error or eye tracking error. An experienced operator 
will notice when there is a misalignment caused due to head movement, and can 
counteract by moving their head in the opposite direction. If the Polhemus is being 
used then the operator will still notice the error but have no control over restoring the 
correct settings as their head position is always determined by the Polhemus and 
while the error reduces as the operator goes back to the start position an error will 
remain.
There is a significant and non-linear offset caused by the electromagnetic fields and 
ferric objects in the room. To counteract this, two options were considered. The first 
was to measure the position of the display in the (warped) Polhemus co-ordinate 
frame. The second was to use a known start position for the eye using calibrated 
sights on the display monitor allovdng an absolute location to be ascertained. While 
the first method has a certain elegance in accounting for some of the errors, 
preliminary experiments showed the errors to be large -  even with the monitor 
turned off -  and determining any real position in the warped Polhemus co-ordinate 
frame was difficult. As a result the second solution of determining an absolute 
position of the eye at the start of the calibration was selected as being practical, 
logical and reliable.
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Figure 49 Eye Alignment Sights
Four posts were fitted to the top of the computer monitor being used. The front two 
had holes, and the rear two had targets. Figure 49 shows the two posts on the left 
hand side of the monitor. The posts had been carefully calibrated to position them in 
the correct alignment to ensure that the eye is placed in the centre of the screen and 
at the required range. Alignment was established when the operator has positioned 
their dominant eye (with the eye tracker) such that the rear targets appear in the 
centre of the front holes. The theory that drives this is that two rays can only cross at 
one unique point, each gun sight produces one ray and there is only one position that 
the eye can see exactly down both sights. This localises the eye in a known and 
unique 3D position before the calibration starts. The orientation of the eye is not 
constrained as it is required to rotate to look at the calibration points. This calibration 
position can be set to suit the application, 600mm from the screen has been selected 
for general use as being a comfortable distance from the display.
Once the start position has been established by way of the sights the Polhemus 
tracker has a known position from which to base its calculations. During calibration 
if the operator moved their head voice commands were issued by the computer to 
direct the subject to move their head back into the start position. Typically the head 
would be allowed to move +5mm, and rotate +1 degree. This ensures that the 
relationship between the eye and the monitor remains constant throughout the 
calibration. During operation the Polhemus can account for moderate head
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movements while maintaining the correlation between the eye tracker and the gaze 
position on the screen.
It is interesting to note that all the subjects had significant problems learning to 
maintain their head in the required position and returning to that position as directed. 
After a few practice calibrations they had perfected the skills required to move their 
heads in the small increments required to keep within the required working volume. 
This range of movement was determined by experimentation as being practical for 
this configuration. Ideally no head movement would take place during calibration or 
use, but this is hardly realistic without brutal head clamping equipment (for example 
that used by Spindler and Chaumette reported in section 3.3.2).
4.6 Modes of Operation
Once the calibration is completed, and the gaze position can be established at any 
time, the eye tracker can be put to some useful task. An eye tracker can be used in 
many ways. Normally it is used to give the gaze position of the user (e.g. for a mouse 
replacement device for disabled people). However, in this immersive environment 
application it is being used to control an appliance.
At this point two concepts of control need to be explained: - position control and rate 
control. Take the case of a mouse pointer; it could be controlled by a joystick -  
giving rate control; or a tablet -  giving position control. A movement of the joystick 
moves the cursor at a defined speed in a defined direction. Pressing the tablet in any 
place results in the cursor moving to an absolute position on the display. Figure 50 
highlights these two different control modes in the case of the eye tracker being used 
for control of a camera. The left hand side shows how a position driven camera may 
lead to instability, as shown by Hearing and Murray in 1996 and expanded by 
Sharkey & Murray in 1997. The right hand side shows how a rate driven device 
remains stable in operation.
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Figure 50 Eye Tracker Modes of Operation after Heuring & Murray 1996.
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Using the results of the rate driven device would result in a display screen being 
sensitised such as that shown in Figure 51 to control the (real or virtual) camera(s). 
The further the operator looks from the centre of the screen the faster the camera 
rotates. Using this method a user can track a target (as Spindler & Chaumette, 1997) 
or search a scene. In operation the operator may look at any item of interest -  static 
or dynamic -  and the item will naturally be driven towards the centre of the screen 
for best viewing.
Figure 51 Screen Sensitisation
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4.7 Conclusion
In this chapter the development of the system required for controlling viewpoints in 
immersive environments has been described. The computer and sensor hardware, 
software and methods for eye tracker calibration have been described and different 
methods of calibration have been compared. The development of software for 
detecting the bright pupil in the image from the eye tracker camera and rejection of 
highlights has been described. The technical detail of implementing the Tsai camera 
calibration algorithm has been detailed and the model and modifications necessary to 
use it with an eye tracker device have been explained.
Five different methods of calibrating an eye tracker have been presented.
Comparison of the different calibration methods shows that the Tsai coplanar method 
is both the most accurate and flexible in allowing for head movement during 
operation. From these results the Tsai coplanar calibration method was selected for 
use in the experiments described later in this thesis. Finally, the rate driven approach 
for controlling viewpoints in immersive environments has been theoretically 
demonstrated to be stable. With the calibration now complete experimentation can 
take place.
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5 Eye Tracking & User Interface Dynamic Performance
If the human eye is to be used as an input device it is important that the behaviour of 
the eye and tracking system when being used is understood. The human eye is not 
normally a part of the body used to output control signals, thus it is important to 
understand how it behaves in order to minimise or eliminate instability when 
controlling real devices. Bahill and Harvey (1986) conducted some open loop 
experiments to develop a model of human eye movements. Some of these 
experiments involved moving the stimulus as the eye moved in order to make the 
target appear stationary and trick the system into repeating the move. These 
somewhat contrived experiments are required to break the closed-loop control that 
the human visual system uses. While this is required to make the model, it does not 
reflect how people use their eyes in real life.
Istance and Howarth (1993) applied Fitts Law tasks to the evaluation of an eye 
tracking system and a mouse. While Fitts tapping tests provide a way of quantifying 
the performance of various devices they are somewhat unrealistic in requiring the 
operator to move only between two positions. This restriction means that learning 
can play a significant part in the recorded results. In the likely scenarios where a 
teleoperation system, such as the one described in Chapter 6 , is being used the 
telerobot is likely to be operating in an unknown and unstructured environment. 
These environments present little scope for learning, nor can they be simplified to 
moving between to specific locations.
The following experiments have been conducted to establish the performance of the 
eye tracker. This chapter reports on the experiments to compare two input devices -  
a Mouse and an Eye Tracker. The aim of the experiments was to compare the 
dynamic performance of operators using these devices. Subjects were given two 
types of tasks to test their dynamic behaviour when using the devices. Step inputs, 
and random path inputs were used in these experiments -  as could be used to test the 
response of any dynamic system and better reflect the kind of tasks that may be 
encountered with an operational system.
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5.1 Aims of Experiments
These investigations are designed to compare the Eye Tracker with the Mouse as 
input devices for steering the viewpoint(s) in a remote or virtual world. The 
experiments were designed to examine the relative performance of the interfaces 
when an operator uses the different devices, with standard inputs used for the 
operator to fixate, track or interact with. This kind of experiment was chosen over a 
cognitive or search task as it is simpler and can easily test the dynamic behaviour of 
an operator using the input devices. The problem of this type of tracking experiment 
is that they can be tedious and are not analogous to typical every-day circumstances. 
As shall be seen later, the human operator is adept at learning any repetitive or 
predictable task, thereby enhancing their apparent performance.
A Virtual Reality (VR) environment was used as there are no intrinsic dynamic 
properties in any experimental procedure developed using virtual components. It is 
quite possible to make a target move in any pattern without the normal constraints of 
acceleration that apply to physical experiments. VR has the advantage that any 
combination of the parameters can be easily modified and tried in software, and that 
recording the outputs is trivial with no error. From these experiments some 
quantitative measures of the performance can be established to compare the different 
input devices for control tasks.
5.2 Experimental Equipment
Input devices for the experiments were a Microsoft Mouse and a Vision Control 
Systems Eye Tracker. The experiments were conducted using an Intergraph 
TDZ2000 PC, running Windows NT4 using a World Tool Kit VR environment. 
Frame rate is approximately 30 frames per second, depending on processor load.
The computer display used was a 17 inch CRT Monitor with the resolution set to 
640*480 pixels.
VR software was written for these experiments using C and World Tool Kit. The 
software generated a small blue target ball in a 3D world, against a black featureless 
background. The movement path and speed of the ball was set using the software. 
The position of the user input device was also read by the software and the virtual
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viewpoint could be controlled based on that information. All the information from 
each experiment was recorded to a file for analysis.
5.3 Experimental Procedure
Four subjects, including the author, undertook these experiments. These were two 
male and two female, two wore glasses, and one contact lenses. All subjects were in 
the age range 20-30 and were students at the University of Surrey. Subjects were in 
good health and none had medical problems deemed to affect the results of the 
experiments. No subjects were rejected because they were unable to calibrate the eye 
tracker or unable to use the mouse. The subjects conducted the experiments at a 
normal computer workstation with diffuse lighting in the Mechatronic Systems and 
Robotic Research group laboratory.
The independent variables for each experiment were the input device, target motion 
and active or passive viewpoint. The order of the experiments was randomised to 
minimise operator fatigue and habitulisation. Each trial lasted 15 seconds, regardless 
of the task. A set of 10 experiments was conducted per condition with the speed of 
the target increasing with each trial. Because of the fixed time for each trial more 
steps occur during each successive speed increment. The speed range of the 
experiments was set such that the slowest target speed was so slow as to be barely 
moving, and gradually increased to the point where control starts to break down. The 
eye tracker was calibrated before each set of experiments, furthermore for the eye 
tracking experiments the subjects used a chin rest to minimise head movement.
A small target ball was used in all the experiments and was programmed to move in 
a specific manner, to give a step, sinusoidal or random movement. The path was on a 
plane perpendicular to the normal of the viewpoint -  i.e. the ball does not move in 
depth with respect to the viewpoint. The human operator then had to respond using 
the input device to track the movement of the ball. These inputs are used in many 
control experiments to determine the latency, lag and general performance of a 
system. By taking frequent measurements, in this case with each rendered frame of 
the VR world, the state of the system and the performance of the operator can be 
accurately measured.
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Figure 52 Static and Dynamic Viewpoint Types
In the first type of experiment the viewpoints were static and the user tracks the ball.
With the mouse the standard windows arrow cursor is used, and the eye tracker used 
the gaze position (no cursor is present as this can be distracting). In the second type 
of experiment, the rotation of the viewpoint was controlled by the input device. 
Figure 52. With the subject in control of the motion of the viewpoint their target was 
to keep the ball within the bounds of the red target box, as shown in Figure 53. The 
size of the box is defined as a % of the width, and a % the height of the screen. When 
the ball was fixated in the target box its colour changed to indicate that it was 
fixated. As mentioned before, the control strategy was rate driven depending on the 
distance of the gaze point from the centre of the screen.
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Figure 53 Screen view with target box
For analysis the results are recorded with each rendering frame of the VR 
environment. As the exact speed of the rendering loop cannot be calculated each 
record was also time stamped to give an accurate linear time scale. Each record has 
the screen co-ordinates and 3D co-ordinates of the ball, the state of the input device 
and whether the ball has been located in the target box. From these data files the 
experiment can be reconstructed for off-line analysis. Macros were written to analyse 
the raw data and produce output data and graphs.
5.4 Performance During Experiments
When these experiments were developed it was envisioned that they would take the 
form of control experiments as might be conducted to measure the performance of a 
machine. As such, progressively larger step inputs were used, as well as sine waves 
of various frequencies, it was quickly discovered that the adaptability of the human 
operator allowed them to learn and predict the nature of these structured inputs. The 
preliminary results showed how good the operator was at learning and predicting the 
behaviour of the target ball. The eye tracker did not increase in performance as it is 
difficult to drive the eye to a position without stimulus, and a large amount of the 
latency is due to the hardware not the performance of the human operator.
To ameliorate this situation, the nature of the tracking was changed such that the 
operator can not predict the movement of the target. The step input experiments were 
changed so that instead of the target moving in only one direction, a collection of
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(pseudo-)random steps were made in both the X and Y axes. The sine waves were 
replaced with a random smooth path across the screen that required tracking. Both of 
these changes result in experiments that are more difficult to analyse, but actually 
measure the dynamic performance of the operator and user interface -  as might be 
required in real applications. The results from the sine waves are not analysed or 
presented here. While the results may merit some significant study to analyse how 
the subjects behaved during these experiments it does not significantly contribute to 
this thesis where the aim is to analyse the performance of an eye tracker for 
controlling viewpoints in immersive environments.
5.5 Results of Experiments
The results from the experiments can be presented in many different formats. Raw 
data is hard to interpret and graphs and comparisons are a more appropriate method 
to evaluate the performance of these devices. The graphs take three typical forms. 
The position of the target ball on the screen and the position of the input device are 
presented as they track across the screen - this the most intuitive way of displaying 
the data. However, this does not show any of the temporal information so the X and 
Y axes of the screen may be plotted against time to view the dynamic properties. In 
the following sections only the X vs. time graph is shown for simplicity. These are 
exemplars of the experiment as showing the outputs from all four subjects and the 
ten experiment speeds would result in a plethora of graphs that would be difficult to 
decipher. Appendix 2 shows selected graphs from one subject. Each page shows the 
two devices at the same task speed. The four types of experiment are shown at four 
task speeds -  giving a total of 16 cases.
A graph with the mean performance of all the operators is therefore presented to 
allow comparison of the different input devices. The data used to generate these 
comparisons was the mean pixel error between the target ball and the input device, 
units are screen pixels. For the experiments where the viewpoint is steered a target 
box was placed in the centre of the screen, it is considered that the target ball has 
been fixated when the ball is within the box (Figure 53). For the results in sections 
5.5.3 and 5.5.4 with dynamic viewpoints where target fixation within the box has 
been used as the measure of accuracy, and an additional trace has been added to the 
X vs. time graph to show when the target was fixated.
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The first two experiments analysed are with a fixed viewpoints, and the second two 
use moving viewpoints. Each of these has a series of step inputs, or a path that the 
operator has to follow.
5.5.1 Step Input, Viewpoint Fixed
Mouse
Eye Tracker 
Figure 54 Step Input, Fixed Cameras
Figure 54 shows the results for the same experiment speed for the different input 
devices. This is perhaps the simplest of the experiments conducted, a step input. The 
target ball suddenly jumps across the screen and the user has to fixate it in the new 
position. The graphs on the left hand side of Figure 54 show the output from the 
screen, and the right a plot of X position against time. The screen output shows the 
path that the ball took across the screen -  although it should be noted that it 
performed the step-change in a single rendering frame. The purple trace shows how 
the operator responded to these inputs.
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Figure 55 Comparison of Performance with Step Input
Figure 55 shows the mean pixels error of the input devices as the speed of the 
experiments increases. The two input devices have a broadly similar response. As the 
speed of the experiment increases the error starts to level off. The reason for this is 
that the pseudo-random points that the target ball jumps to are all constrained to the 
display on the screen, so as the speed of the target increases the ball moves around 
the input position of the user interface. Supposing that the input position were fixed 
straight ahead the error would tend towards a maximum of 208pixels on a 
640x480pixel screen.
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Latency of User Interfaces, Static Viewpoint
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Figure 56 Latency with Step Input and Static Viewpoint
Step inputs are often used to calculate the latency of a system. The results from the 
experiments on the four subjects have been analysed to find the latency of the input 
devices. When the target ball jumped to a new location the time taken for the user to 
react to and fixate the new position was measured. The mean was then taken for all 
subjects at all experiment speeds for each user interface device. The results in Figure 
56 show the eye tracker has the fastest response at 0.39 seconds and the mouse is 
slightly slower at 0.43 seconds. Hardware latency is included for all of the response 
times above. According to the product specifications the mouse has approximately 
0.02seconds latency and transmission delay; while section 4.4.1 showed that the eye 
tracker has O.lOseconds latency and transmission delay. Even with the added system 
delay the human eye is still faster than the mouse for this experiment.
MPhil. Lindsay Hitchin. 2004. 93
5.5.2 Path Input, Static Viewpoint
Mouse
Eye Tracker
Figure 57 Path Input, Fixed Cameras
The next type of experiment retains the fixed camera of the previous section, but 
instead of the step inputs it used a random path across the screen. This experiment 
tests the ability of the user to track a constantly moving dynamic target at various 
target speeds. At the speed shown in Figure 57 the mouse and eye tracker both track 
the target ball well. The streaks to the left of the path on the eye tracker plot are 
where the operator has blinked. There are algorithms to filter out blinks, but in the 
interests of accuracy they have not been implemented to get an accurate idea of the 
behaviour of the device.
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Figure 58 Comparison of Performance with Path Input
This graph (Figure 58) shows the mean error of the input devices as they were used 
for tracking the dynamic target. The most striking result is the error using the mouse, 
especially at the slower speeds. Both of the user interface devices shown have a 
lower mean error in Figure 58 than they do with the step input in Figure 55. This is 
to be expected as there are no sudden jumps and the operator is operating more on a 
closed loop control basis. The error of the eye tracker is relatively large and this has 
been attributed to poor calibration and, in one case, a movement of the head rather 
than a true reflection of the performance of the human eye.
5.5.3 Step Input, Dynamic Viewpoint
The next two sections report on experiments where the viewpoint is rate driven based 
on the input from the mouse or eye tracker. This control method is much closer to 
that proposed in this thesis for controlling cameras in real world environments. It is 
not required that the operator exactly fixate the target, just that they align the target 
in the centre zone of the display for an optimal view.
The exemplar graphs (Figure 59) are in a similar format to the two preceding 
sections, with the left hand side showing the trace over the surface of the screen and
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the right hand side X axis vs. time. The yellow trace is the (digital) sign of whether 
the target ball had been fixated in the target box.
Mouse
Eye Tracker
Figure 59 Step Fixation, Dynamic Camera
A similar pseudo-random step input series was generated to that used in Section 
5.5.1. This time the operator has to fixate the target ball by moving the virtual 
viewpoint using the user interface device provided. Ideally the target ball will be 
moved to the centre of the screen after each step movement. The graphs in Figure 59 
show a similar star pattern as the operator repeatedly fixates the viewpoint on the 
centre of the screen after each step input. The purple traces show where the operator 
goes out from the centre to ‘fetch’ the target.
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Figure 60 Comparison of Performance with Step Input
Figure 60 shows the percentage of the time that the user had fixated the target ball 
within the target box shown in Figure 53. The graph peaks at experiment speed 8, 
which equates to approximately 27 steps during the 15 second experiment. For 
comparison, speed four has about 7 steps, and speed 10 has 45. These numbers are 
necessarily vague as the position of the target ball is determined by the number of 
rendered frames rather than a deterministic time interval. This dropping off of the 
graph after speed 8 is due to the target moving so fast that the viewpoint does not 
have sufficient time to fixate the target. The viewpoint thus ends up looking nearer 
straight forward and the target dancing around and, co-incidentally in, the target box.
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Latency of User Interfaces, Dynamic Viewpoint
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Figure 61 Latency with Step Input and Dynamic Viewpoint
In keeping with the step input and static viewpoint the results of the dynamic 
viewpoint experiments have been analysed to determine the latency. Figure 61. The 
performance of the two devices has degraded with the added requirement of 
centralising the viewpoint on the target ball. The performance of the mouse is now 
0.72 seconds, while the eye tracker is slightly faster to respond at 0.53 seconds 
latency for a step input.
MPhil. Lindsav Hitchin. 2004. 98
5.5.4 Path Input, Dynamic Viewpoint
Mouse
Eye Tracker
Figure 62 Path Fixation, Dynamic Camera
The final experiment has the subjects following the target ball as it follows a random 
smooth path. As can be seen from the screen plots on the left hand side of Figure 62, 
the target ball is kept within the centre portion of the screen. Because there are no 
step inputs the operator is able to maintain a controlled motion much better, and 
easily fixate the target.
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Figure 63 Comparison of Performance with Path Input
In this final type of experiment the user interfaces perform well, only starting to 
seriously break down on the fastest experiment of the set. The slowest set on the left 
hand side show poor results for the eye tracker and mouse, as it seems that some 
operators had difficulty with the first experiment of the set. By the second 
experiment they had had a small amount of practice and this was enough to improve 
the results -  particularly of the eye tracker.
5.5 Discussion
These experiments have tested the ability of a human operator to use two different 
input devices to track a moving target. In the first test the operator had to track a 
moving object, in the second type they had to control the steerable virtual camera to 
fixate the target. Two types of pseudo-random input were used. Step Inputs and Path 
Inputs for the target ball. Structured inputs such as fixed step inputs and sine waves 
were discarded as it was easy for the operator to predict the path of these stimuli.
The table below shows the mean pixels error over all of the subjects and at all the 
experiment speeds. In these experiments the mouse is clearly the best performing 
user interface.
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Step Input Path Input
Mouse 93.6 21.6
Eye Tracker 100.8 56.8
Units: - Mean pixels Error (640x480 screen)
Table 2 Comparison of User Interfaces with Step and Path Inputs
The latency of the three input devices when responding to a step input was calculated 
with both fixed and dynamic viewpoints. The eye tracker was fastest at 0.39 seconds, 
with the mouse at 0.43 seconds. These numbers are to be expected as the eye has a 
very high acceleration and speed, but is hindered by a high computer hardware 
latency. The mouse is a fast interaction method and has lower hardware latency -  
especially on a PC. When the mouse and eye tracker were controlling the viewpoint 
their performance dropped to 0.72 seconds and 0.53 seconds respectively.
Table 3 shows the mean amount of time that the target ball was fixated within the 
central quarter of the screen during all of the experiments. As can be seen both of the 
devices have a similar performance over the whole range of speeds. The mouse has 
slightly lower performance, but this is negligible.
Step Input Path Input
Mouse 59.2 37.2
Eye Tracker 54.1 34.3
Units: - Percent Time the Target if Fixated
Table 3 Comparison of % of Time Fixated with Step and Path Inputs
The eye tracker has better performance when used for step inputs, especially in the 
intermediate range of speeds used. This is due to the nature of the human eye -
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making large saccadic movements to fixate new items of interest with the fovea, and 
the resultant lower system latency.
The performance of the mouse and eye tracker could be altered by changing the gain 
setting on the rate control of the viewpoint movement. For these experiments the 
same values were used for all subjects. Just as each computer operator has their own 
preferences for the velocity and acceleration settings on their computer mouse, it 
would be possible for each operator to have their preferred settings for controlling 
the viewpoint. Changing the acceleration and velocity settings of the mouse or eye 
tracker would alter how the user interface reacts to specific events. If the task was to 
fixate fast moving objects, then higher acceleration and gain settings could be used at 
the expense of tracking accuracy. If these values are set too high the system would 
become unstable as the frequency of the closed loop control provided by the operator 
would not be high enough. Conversely if higher accuracy was required but the view 
is a static or slow moving scene the settings could be changed to optimise for these 
requirements. Investigating these optimisations was out of the scope of these 
experiments.
5.5.1 Subject Comments
The subjects who performed these experiments all commented on how intense the 
experiments were and that large amounts of concentration were required, especially 
with the eye tracker. Although not required, they also had a tendency to resist the 
urge to blink, which added to the fatigue of each experiment.
All the operators were familiar with a computer mouse, and used them daily. The 
fixed viewpoint tasks were within their experience, but they rarely have to track 
objects when using a standard Windows, Icon and Mouse Pointer (WIMP) 
environment. However, the tasks where they had to manipulate the viewpoints to 
fixate the target were outside their experience and not so intuitive.
The eye tracker was quite intuitive to use, but occasionally operators experienced 
problems with both the mouse and eye tracker if they Tost’ the target ball. Because 
of the rate driven approach to the viewpoint control there is no explicit position that 
is known, thus they could not go back to a known position to attempt to find the 
target again. As there was no stop switch and no landmarks in the virtual
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experimental world it was chance if the operator managed to find the target ball 
again. In the real world this will not happen as the environment provides a 
background such that the operator can visually reference themselves.
5.6 Conclusion
The aim of this chapter is to evaluate the performance of two input devices with the 
goal of evaluating their behaviour when interacting with 3D worlds. Simple 
experimental tasks were presented to the users while a computer recorded their 
actions. Step inputs and random path inputs were chosen and used as stimuli. Static 
VR viewpoints were used to measure the reaction of the operator using two input 
devices, and controllable viewpoints were used to measure the interaction 
performance of the users and devices.
The performance of the mouse and eye tracker were measured in simplistic 
simulated environments. Each of the targets has been generated in a virtual world, 
and the users have interacted with it. The virtual environments have given a usefiil 
method of recording the absolute performance of each of the input devices. The 
analysis of the log files from each subject has shown how the performance of each 
device changes with the task type and speed. As the speed of the target increased the 
performance of all the user interfaces degraded as would be expected.
This chapter has shown that it is possible to successfully track and interact with 
objects with these user interfaces, and specifically that the eye tracker is capable of 
similar performance to the well established user interfaces of the mouse. Despite the 
warning firom Zhai et al (1999) about the uimatural nature of overloading the eye 
with control tasks, it has been demonstrated that this is possible using a rate control 
method.
There are drawbacks to conducting research in purely simulated environments; the 
virtual instruments are not subject to the normal laws of dynamics, and there is 
generally low latency. Furthermore, there are not the commonly experienced 
problems of physical systems such as backlash, harmonic frequencies and poor 
repeatability in control mechanisms. The next chapter compares the performance of 
the eye tracker and HMD while controlling real equipment -  a robot head on a 
mobile robot.
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6 Eye Tracking for Vehicle Manoeuvring
The purpose of these experiments is to compare the performance of the eye tracker in 
comparison with more conventional input devices while conducting a task in a real 
environment. The work expands that of Spindler and Chaumette and moves it on into 
a different application. The input devices chosen for evaluation are a joystick, Head 
Mounted Display (HMD) and eye tracker. A vehicle manoeuvring task is used to 
provide a complex operation where accurate control and spatial awareness are 
required to achieve the objective. This kind of task would typically be conducted 
during bomb disposal or nuclear inspection where the robot has to be accurately 
controlled in a timely maimer to complete the task without fault.
6.1 Eye Tracking for Control
As in previous experiments, the eye tracker is used for steering the viewpoints and 
can now also be used to control the motion of a vehicle. This means that the eye 
tracker could replace other input devices such as a mouse, joystick, and Head 
Mounted Display (HMD), or leave the equipment free for operating other devices 
such as robot arms and grippers. In this chapter the experiments compare the relative 
performance of five different control methods. A simple skid-steered vehicle with a 
stereo vision robot head has been used for all the experiments. All the motions of the 
robot are computer controlled and therefore can be manipulated by any input device 
connected to the computer.
In a similar way to the eye tracker control methods employed in the previous chapter, 
the gaze position of the user is interpreted by the computer as a demand for motion 
for an aspect of the robot. The vehicle is controlled by either the joystick or the eye 
tracker in the experiments; and the robot head is either fixed, or controlled by the 
HMD or the eye tracker. As a reference, the vehicle is also viewed directly -  like a 
remote controlled car.
The videos in the attached CD with names “Vehicle by mpg” show a split screen
view of the eye and the video shown to the operator. Each video starts with the 
calibration procedure as the operator looks at the calibration points, then shows the 
system in operation.
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6.2 Description of Vehicle Manoeuvring Experiments
%
Figure 64 Robot Vehicle
A vehicle manoeuvring task to establish the performance of the various input devices 
was devised using the robot shown in Figure 64. A task was specifically developed 
to test various aspects of controlling the vehicle with the range of input devices of 
interest. The motion of the robot head was constrained or enabled in order to 
compare the performance between fixed and moving cameras.
The vehicle was designed by QinetiQ as the prototype of an off-road explosive 
ordnance disposal robot. It has four wheel drive from four motors wired in pairs 
which allow the vehicle to be controlled accurately both forwards and backwards and 
during skid steering. The vehicle is controlled by an RS232 serial data link which 
allows direct computer control, or the computer to interface between multiple input 
devices. The robot can be controlled using a single joystick with the computer 
providing the mapping between the forwards/back and left/right of the joystick 
motion and altering the speed of the wheels on the left and right hand side of the 
vehicle to achieve a turning rate. If the joystick is moved left or right one side is 
commanded forward, and the other back allowing the robot to achieve a ‘neutral 
turn’, with no forward velocity, in approximately the same length as the vehicle. This 
contrasts with a car which has to be moving forward or backwards to turn and 
typically takes three or four vehicle lengths to make a complete circle. During
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reversing the trait of all tracked vehicle to turn in the same direction regardless of 
positive or negative velocity can be rectified by the control computer in order to 
make driving more intuitive to people used to cars. This was done during the 
experiments as none of the operators had tracked vehicle experience.
The vehicle can be controlled by viewing it directly, as one might control a radio 
controlled car, or by video feedback from cameras mounted on the University of 
Surrey ‘RedHead’ robot head mounted on the vehicle. The robot head has pan, tilt 
and vergence functions and is controlled by a dedicated multi-axis controller. The 
use of high speed Maxtron motors with shaft encoders and harmonic drive gearboxes 
meant that the performance is close to that of the human head. Two cameras allowed 
the display of stereo images from the robot position. If fixed cameras are required the 
motion of the robot head is disabled and the cameras powered to a suitable 
orientation, otherwise the motors in the robot head can be controlled to accurately 
position the cameras.
Both the vehicle and the robot head had umbilical cables for control, and the cameras 
had umbilical cables for returning the video to the operator. There was no technical 
reason why this whole system could not have been wireless, but it did not diminish 
the functionality of the system for our purposes by remaining tethered. The lights 
shown fitted to the robot head in Figure 64 were not required or used for these 
experiments.
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Figure 65 Vehicle Manoeuvring Task
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Figure 65 shows a map of the manoeuvring task. Traffic cones provide obstacles to 
navigate around, and wooden blocks provide a narrow section to drive through; they 
all will be moved if the vehicle crashes into them. This combination of comers, 
narrows, chicanes and parking provides a complex manoeuvring task, while the route 
is short enough so as not to prove a navigational or memory test for any operator. 
Through testing the maximum speed the course can be completed in approximately 
45 seconds, although it would be rare to achieve this in practice. The task tests the 
relative performance of the different control methods in driving the vehicle over the 
course and is described in more detail in the next section.
I #
Figure 66 Vehicle Entering Narrows
Several metrics can be used to measure the performance of the operator and vehicle. 
Timing the duration of the task is an often used method and this compares with 
racing against other competitors or against the clock. Measuring how accurately the 
vehicle can be controlled is also used, where the operator has to drive around an 
obstacle course, accumulating points for each item they hit. Sensors could also be 
fitted to the vehicle to measure energy consumed or the comfort of the motion to 
measure how smooth the control over the vehicle is.
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6.3 Input Device Comparison
Five types of experiment were conducted:-
1. Vehicle controlled by Joystick, Directly viewing the Robot
2. Vehicle controlled by Joystick, Cameras Fixed
3. Vehicle controlled by Joystick, Cameras controlled by HMD
4. Vehicle controlled by Joystick, Cameras controlled by Eye Tracker
5. Vehicle controlled by Eye Tracker, Cameras Fixed
In the first of these experiments the operator views the vehicle directly and controls 
it with a joystick. In operational conditions -  for example in bomb disposal or sewer 
inspection -  the operator cannot be close enough to the vehicle to operate it directly 
therefore these results do not reflect what might be attained in real operations. 
However, these experiments provide our reference values where the operator has the 
greatest situational awareness of the vehicle and its environment and set a standard 
for the other user interface devices to attain.
The next experiment type represents the simplest robot operation, where the cameras 
are fixed looking forward. This allows the operator some situational awareness but, 
due to the relatively low field of view of the cameras, they cannot get a full picture 
of the scene around them. Consequently the expected results should show more 
collisions with objects in the environment, and less accurate parking and a longer 
task time than the first experiment.
The third and fourth are experiments where the vehicle is still controlled by a 
joystick, but the operator now has control over the cameras by HMD and eye tracker 
respectively. These allow the operator to steer the cameras to achieve a pose where 
the operator can see the objects around them better. This should reduce the number 
of collisions over fixed cameras and improve parking performance. There should be 
little difference between the HMD and eye tracker in terms of performance, as both 
have been shown to have similar dynamic target tracking capability as shown in 
Chapter 5 and use the same robot head.
Finally a novel new control method is tried where the vehicle itself is controlled by 
the eye tracker and the cameras are fixed. The vehicle control again uses a rate 
driven control method. If the operator looks up towards the horizon the vehicle
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drives forward, as they look down the screen they approach the null point about % of 
the way from the bottom of the display, while looking further down causes the robot 
to reverse. The left and right control is self explanatory and modulates the speed of 
the wheels on each side of the vehicle. This control method re-instates the problems 
of the fixed camera, but evaluates how the eye can be used as a primary vehicle 
control device. Due to the fixed cameras, it is expected that the manoeuvring will 
become less accurate and performance should be of the same order as for the joystick 
controlled case.
6.4 Experimental Procedure
6.4.1 Hardware
The equipment used for these experiments comprised the Vision Control Systems 
eye tracker with Matrox Meteor II frame grabber to capture the images, and a 
Polhemus tracker for head positioning. The HMD was a Virtual Research V8 stereo 
display using an Intersense IS300 position tracker. A Saitek X35F proportional 
joystick was used to control the vehicle movements. An Intergraph TDZ2000 
computer was used for the primary interaction, including data logging and 
controlling the output devices. Output to the user was either by a 21 inch stereo 
display using polarised light shuttering with the user wearing polarised spectacles or 
by the V8 HMD. The remote vehicle and robot head system used in these 
experiments is shown in Figure 64 and Figure 66.
6.4.2 Software
Bespoke software was used for all the major aspects of system control. All the 
software was written by members of the Mechatronic Systems and Robotics 
Research group, with every element having an input from the author. The image 
processing software for the eye tracker, described previously, was used to capture the 
eye position and the gaze point was calculated using the Tsai calibration method. To 
try and ensure the accuracy of the eye tracking, the algorithm that was used that did 
not provide compensation for head movement during operation but did require the 
operator to keep their head still during the calibration procedure. The control and 
data logging for the whole system was written in ‘C’ with WorldToolKit VR
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libraries. Output to the robot head was via a TCP/IP network link and the commands 
for the vehicle were issued down the umbilical using RS232.
6.4.3 Subjects and Environment
Twelve subjects completed these experiments. They comprised ten males and two 
females in the age range 20-60 years and in good health. None of the subjects had 
eye problems that had not been overcome with corrective lenses (glasses or contact 
lenses). Eleven of the subjects could drive cars and held valid driving licences. Three 
of the subjects had limited experience of explosive ordnance disposal robots. The 
subjects had a range of professional backgrounds, but none bar the author had 
significant experience with eye tracking or remote control vehicles.
All except two of the subjects were right eyed, and the eye tracker was always 
adjusted for the dominant eye. Eight of the subjects were short sighted, two subjects 
wore contact lenses, and the other six were corrected by glasses. One was long 
sighted, but they did not require glasses for the display screen at 600mm. Finally, 
one subject was colour blind.
An explanation of the nature of the experiments and what was expected of the 
subjects was presented to them both in writing and verbally before training 
commenced (Appendix 3). The option of withdrawing was made clear to all people 
before they started using the hardware. Two people withdrew during the training 
phase of the experiments. Both were uneasy with the eye tracker, and one had 
specific problems with heavy eyelids obscuring the view of their pupils. These 
people did manage to get the eye tracker to calibrate and run, although not with the 
ease of most people.
The experiments were conducted in the Mechatronic Systems and Robotics Research 
group laboratory. This laboratory is fairly typical of university research labs with 
shared office and research space. The subjects were seated at a normal office 
workstation to control the robot. The robot was operating in a workspace adjacent to 
the control workstation to allow for direct viewing of the robot during those 
experiments. The whole area was lit with strip lights for an even light.
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6.4.4 Experiment Order
Each subject was given a talk on each of the control types and allowed time to 
practice driving the vehicle around some obstacles. Once the subject was happy with 
their training the manoeuvring course was set up and they completed all of the 
experiments twice. The order in which the subjects completed the experiments was 
random. With twelve subjects this gave 24 results for each of the above five cases. In 
addition, the author completed another case where the voice control was enabled for 
experiment type five for controlling the vehicle with the eye tracker. As mentioned 
before this was not used for all operators due to the long training time required.
6.5 Analysis of Results
In order to compare the results of the experiments the success or failure of each 
individual experiment must be quantified. The following sections detail the metrics 
and calculations used to ensure a uniform method of rating each control method 
being investigated. The required information was recorded during each experiment 
as it was being undertaken by a subject. The data was then post-processed to 
compare the results.
6.5.1 Metrics
Three metrics were used to compare the performance of the different control 
methods.
1. Time taken to complete the manoeuvring task
2. Number of obstacles hit during the route
3. Accuracy of parking
It was left to the subjects to decide on their optimum balance of speed and accuracy 
for the task. During the experiments the author managed the umbilical to the robot 
and counted each time the robot hit an obstacle. The subjects then decided when they 
had completed the parking procedure by pressing a button which terminated the 
experiment. After the experiment, the duration of the trial was calculated and the 
data written to a file for post-processing and analysis.
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6.5.2 Calculation of Parking Error
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Figure 67 Types of Parking Error
Accuracy in parking was used as one of the methods of determining the ability of an 
operator to finely control the vehicle. Once the experiment was completed the 
position of the vehicle with respect to the parking bay was measured. In Figure 67 
the different types of parking error are shown. A perfect park where the vehicle is 
completely within the parking bay is shown in a), b) and c) show linear errors; while 
d) shows a pure rotation error, e) shows a typical final parking position comprising
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both linear and rotary error. In order to give a unified measure of parking error, 
regardless of whether it is a translation or rotary error, the percentage of the vehicle 
outside the parking bay was calculated. If the vehicle is in the parking area there is 
0% error, if it is completely outside the bay then the error is 100%. In practice the 
greatest numbers of errors occur in placement rather than angular error. Because the 
percentage area of the vehicle outside the parking area is used there is no measure of 
degrees or millimetres to combine and the measure does not reflect the type of error. 
The result is a simplified measure of the parking error which can be used for the 
analysis here.
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6.6 Results
From the five types of experiment conducted it should be remembered that the first 
case, where the operator views the robot directly, is mainly for reference as in many 
cases it is not possible to view the robot directly in real applications. The aggregated 
results from the five experiments are shown in Figure 68. The blue columns show the 
average time taken by all the subjects to complete the given task. Likewise the rust 
and cream columns show the number of objects hit and the parking error 
respectively. The error bars represent the standard deviation on all three measures.
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Figure 68 All Subjects Experiment Results
It can immediately be seen that using the joystick to control the vehicle with the eye 
tracker driving the cameras is by far the slowest control method (Imin 40sec), 
followed by the eye tracker controlling the vehicle (Imin 31 sec). There is no time 
difference between direct view and fixed camera (Imin 4sec), but a small increase in 
hits (0.5 vs. 0.9), and a significant degradation in parking performance (1.4% vs.
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20.1%). The poorest performing control method in terms of manoeuvring accuracy is 
with the eye tracker controlling the vehicle (1.9 hits and 24.9% parking error). This 
has the combined disadvantages of the fixed camera and that the user cannot turn the 
eye tracker off to inspect the scene without the robot moving. The two similar cases 
of the joystick controlling the robot but with HMD or eye tracker controlling the 
cameras have similar performance in terms of hits (0.8 vs. 1.1) and parking accuracy 
(56 vs. 66) but with the eye tracker taking longer at Imin 40sec as against Imin 
12sec with the HMD.
Figure 69 shows the intra-subject results for each experiment. The first thing to note 
is the general trend over the five graphs, showing that there is a similar relative 
performance between each operator for each experiment type. This coherence is 
reassuring, showing that the experiments provide a reasonable measure of 
performance.
Note that the scales of the graphs do change so as to provide clear data within each 
one, but this does mean that the reader has to take care when comparing between 
graphs.
MPhil. Lindsay Hitchin. 2004. 115
□  T im e  ■  H its □  %  P a rk in g  ErrorlJ o y s t i c k  w itti D ire c t V ie w
I" 00:35 —
O  T im e  ■  H its □  %  P a rk in g  ErrorlJ o y s t i c k  w ith  F ix e d  C a m e r a
F  00 - I —
J o y s t i c k  w ith  H M D □  T im e  ■  H its □  % P a rk in g  E rro r
00:52
00:35
00:17
J i ^ '
e  a
— - - 1—
.. r 4
□  T im e  ■  H its □  %  P a rk in g  ErrorlJ o y s t ic k  w ith  E y e  T ra c k e r
F  00:52 10
in jj=
□  T im e  ■  H its  o  %  P a rk in g  E rroiE y e  T r a c k e r  w ith  F ix e d  C a m e r a s
F  00:52
Subject
Figure 69 Subject results for Each Experiment
The results shown in Figure 69 are the averages of the two runs completed on each 
control type. Due to the restricted time that each subject could devote, the 
experiments were only completed twice through by each subject. One can see that
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the performance of the twelve subjects varied with the complexity of the task; there 
is a significantly greater variation in the results of the final experiment than the first.
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Figure 70 Eye controlled Vehicle with Voice Control
Figure 70 shows an additional case, where the author has conducted the same 
experiment with the addition of voice control to activate, deactivate and change the 
speed of the response to the eye tracker. This increased the task time (Imin 3 5 sec) 
over the average for all subjects (Imin 31 sec) -  to be expected as the vehicle spent 
longer stationary or slow moving. However, there has been a significant 
improvement in parking, down to 0.7% from an average of 24.9%. These 
preliminary results should be treated with caution as they have only been conducted 
by one person who is very familiar with the equipment, as opposed to the 12 for the 
main bulk of the experiments.
6.7 Discussion
The results of these experiments show that the eye tracker does not have the 
performance of the other input devices. However, the results do show that the eye 
tracker can be used to successfully steer stereo cameras, or indeed the whole vehicle. 
As expected, all of the control methods evaluated have proved to have lower 
performance than the direct view case.
The joystick with direct view of the robot was taken as the reference for completion 
time and accuracy. As the vehicle was a small mobile robot it was not possible to 
evaluate how an operator may have performed were they physically present on the 
vehicle, where they would get the full benefit of being present in that environment.
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Physically being on the vehicle is expected to give the best performance as the 
operator can get good stereoscopic views of the vehicle and a feeling of the motion.
Task completion ^ with the cameras fixed is surprisingly fast at Imin 04sec -  the same 
as direct view. The parking accuracy is significantly degraded from the direct view 
case with an average of 20.1% of the vehicle outside the parking bay. It seems that 
the subjects knew that there was nothing that they could do to improve the view of 
the scene, so they were not slowed in an attempt to obtain a better view but drove as 
quickly as they reasonably could to complete the task.
Some of the subjects reported that the vehicle was difficult to control with the eye 
tracker because the output could not be switched off. Subjectively watching the 
experiments proves this, where the travelling section of the task was completed 
quickly, but the fine placement took much longer -  specifically going through the 
narrows and especially parking. This would be improved if the implementation of 
voice control was more successful. The current situation may be likened to driving a 
car everywhere in top gear; most things are manageable, but where finer control is 
required and slower speeds are desirable to give precise positioning it is much more 
difficult. Using voice control would be like being able to select neutral and various 
forward speeds, with the eye tracker providing the throttle and steering demand.
The eye tracker calibration used for these experiments does not allow for head 
movements. Subjects commented that it was difficult to keep their heads still on the 
chin rest, and maintain good calibration. An algorithm that does allow for head 
movements could have been used, and in hindsight would have been easier for the 
subjects during the experiments. However, the trade off is that the accuracy of the 
Polhemus tracker used for the head positioning is not as high as the eye tracker. An 
improved, possibly optical, head position measurement device would be preferable 
as it will not be subject to electromagnetic interference from display monitors and 
should provide similar accuracy to the eye tracker. Heuring and Murray (1996) 
report on their optical head tracking system and report that the accuracy of pose 
recovery using their system is always less than one degree, with 23 milliseconds 
latency running at 25Hz. This level of accuracy is of the same order as the eye 
tracker, which will result in roughly half the accuracy of the gaze position on the
MPhil. Lindsay ILitchin. 2004. 118
display screen. This is better than that provided by the current eye tracker and 
Polhemus combination.
Comparison of Input Devices for Vehicle Control
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Figure 71 Comparison of Input Devices for Vehicle Control
In Figure 71 the three metrics used to measure the performance of the input devices 
are shown. The horizontal axis shows the parking error, the vertical the time taken 
and the size of the circle indicates the number of collisions. A small dot on the origin 
of the graph indicates better performance than a large circle at the top right. One can 
see the degradation in performance in terms of parking error with the use of fixed 
cameras, and how the task times increase with the use of an eye tracker.
The difference between the HMD and the eye tracker controlling the robot head with 
the joystick controlling the vehicle is unexpected because the results from the 
previous chapter were similar. The eye tracker has less latency, but both input 
devices fixated the target for 34.3% of the time across the whole range of target 
speeds. There are several possible explanations for this difference; the performance 
and dynamics of the physical system are different from the virtual model, the nature 
of rate control does not lend itself to vehicle manoeuvring, or that the eye tracking 
user interface is not as intuitive as the HMD and therefore subjects require more 
training.
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The physical nature of this task compared to the VR simulations previously will 
introduce the dynamic properties inherent in all physical systems. The most 
noticeable of these will be increased latency, and also reduced acceleration 
performance and the possibility of overshoot. RedHead is a high performance robot 
head with performance similar to that of a human. The motor controllers have been 
optimised to provide high acceleration, and minimal overshoot -  but despite this 
there will always be a latency introduced by the fact that the mass of the robot, 
cameras, and cables have to be accelerated to move in any given direction. The VR 
software used did not model any dynamics and could theoretically go from 
maximum velocity in one direction to maximum velocity in the other in the space of 
one rendering frame. Because the HMD runs in position control mode the robot head 
will try and attain the input position with maximum speed, and in practice does very 
well because the human head always gives smooth input profiles and can never 
request a step input. In contrast the eye tracker is different because it runs in a rate 
control mode and because the eye can perform a high speed saccadic movement the 
demand input will look more like a step input. The gain settings of the rate control 
for the eye tracker were therefore set heuristically to control the robot head in a fast 
but controlled manner without overshoot or hunting. This may have led to the 
reduced performance, but it is more likely that one of the following two human 
interaction problems are the root cause of the reduced performance problem.
A trait of some operators was observed during the experiments with the eye tracker 
controlling the robot head. They looked at a specific object, e.g. a traffic cone, while 
they drove by with the joystick. These operators seemed to fixate an object and drive 
by it rather than scan the scene as they did with the HMD or might when driving a 
car. When they had completed the manoeuvre they were left slightly lost as their 
sense of proprioception is reduced using this control method and they were probably 
not aware that they had remained fixated on an item. One explanation is based 
around Nystagmus eye movements; these are where a subject makes alternately slow 
tracking movements and fast saccadic movements. A good example of this is a 
subject sitting in a train and following an object out the window as it passes, they 
then make a saccadic jump to another object before they track it as it passes. The 
movement pattern is like a saw-tooth over time with slow-phase tracking and fast- 
phase movements back. In these experiments the velocity of the vehicle is low in
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comparison to the performance of the tracking system, therefore the operator can 
track an object as it goes past but because of the rate control the object is constantly 
kept in the centre of their field of view. The saccadic motion is never triggered as the 
eye never deviates significantly from looking straight ahead. If this physiological 
reason is found to be true then the performance of this kind of system will be 
restricted unless operators can be trained to overcome these natural instincts.
Another possible explanation of this is that the operators foimd it difficult to control 
both the robot head and the vehicle at the same time, or subconsciously did not think 
they could control both at the same time.
Lack of experience and training with the eye tracker system is the most likely reason 
for the poor performance of the system. All of the subjects were given a short time to 
familiarise themselves with the equipment before starting the experiments, but no 
formal structured training was given. The HMD is a very intuitive user interface 
device and requires no explanation in how to use it. However explaining the 
operation of the eye tracker is more difficult. When operators are told about the 
operation they often partially understand, but only when they first use the system do 
they fully understand how it works. If some of the behaviours and traits of an eye 
tracking user interface system were explained then operators would be armed with 
information on how to fully utilise the control method. It is almost certain that if 
subjects were given practice tasks to complete with all of the user interface types that 
the task times and accuracy would improve.
6.8 Conclusions
These experiments have compared the performance of four different methods of 
controlling a remote robot against each other with a base reference, where the robot 
is viewed directly by the operator. The performance of the eye tracker compared with 
conventional input devices is slightly disappointing, taking an average of 39% longer 
in the like-for-like test, but it has proven to be a viable human interface control 
method.
The use of a chin rest to constrain head movements did reduce the freedom of 
movement over a head free system. In the implementation here with a Polhemus for 
head positioning the gaze point was determined more accurately by constraining
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subject head movement. The error from the Polhemus could result in several 
centimetres of error, Avhere as a chin rest reduces head movement to within a couple 
of centimetres on the screen. This is not an ideal situation and another approach to 
localising the head during operation should be explored.
Currently the performance of the eye tracker is below that of similar control with 
more conventional control methods. If improvements cannot be made then the 
circumstances in which an eye tracker would be used over conventional devices 
would be where there is a constraint such as the user being unable to use a HMD or 
joystick. Using the eye tracker to directly control the vehicle is an interesting control 
method in that the motion of the vehicle can be controlled without use of any limbs. 
This control technique may have significant applications for paraplegics who do not 
have use of any limbs. With further development and perhaps some training the 
performance of the eye tracker it may be possible to increase the performance of the 
eye tracker to that of the HMD at which point it would be a viable like-for-like 
exchange.
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7 Conclusions and Future Work
The aim of this thesis is to show that an eye tracker is a viable input device to use 
when controlling cameras for teleoperation or VR. The eye tracker allows operators 
to intuitively control the pan and tilt cameras, or the whole vehicle with their eyes, 
leaving their hands free for manipulation or manoeuvring tasks. A new calibration 
technique has been developed using a machine vision calibration algorithm and 
implemented to determine the gaze position of the operator. Experiments to 
determine the theoretical and practical performance of the eye tracker when 
compared to other user interface types have been conducted.
7.1 Conclusions
Teleoperated robots and virtual reality require operators to have intuitive and 
accurate control over the functions provided by the system. If precise control over 
the system is not exercised then conducting the task in the remote environment 
becomes slow, difficult and frustrating, if not impossible for an operator. Bear in 
mind that any remote robot is likely to work in a dangerous environment where 
mistakes could have major consequences, and time is a precious commodity. 
Operators want reduced cost or improved productivity from any user interface in 
order for it to be worth while investing in the technology.
A HMD normally isolates operators optically from their local environment. This 
increases the sense of presence in the remote world by blanking out the distractions. 
This can also contribute to a feeling of cybersickness if the system does not perfectly 
mimic the movement of the operator in the remote world or has significant latency. It 
also has the drawback that operators cannot see their local environment to interact 
with equipment or tools around them, such as reading instructions or writing a report.
Controlling the remote device using a workstation control centre overcomes some of 
these problems, but the operator is often hampered by lack of intuitivity and having 
to control the cameras Avith hand controllers rather than the head or eye. This reduces 
productivity as the operator has to switch between devices and mentally map the 
change in behaviour. The eye tracker is proposed as a solution to this with the human
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visual system retaining full control of the cameras and the hands controlling the 
manipulation task -  Avhatever it may be. This has the benefits of a workstation 
control style, immersive feeling and increased productivity.
Two main areas of research have been conducted, an improved eye tracker 
calibration method, and the development of eye controlled cameras for immersive 
environments. The conclusions that can be drawn from this research are presented in 
the next few sections.
7.1.1 Eye Tracker Calibration
Video based eye trackers require a calibration procedure to be conducted to relate the 
position of the eye to a gaze position in the world. If the eye tracker is head mounted 
the head needs to be constrained such that it will not move during use of the eye 
tracker, or the movement of the head has to be measured and accounted for. The 
latter approach was taken in developing this system. When the eye tracker is 
calibrated a mathematical relationship between a given eye position and a point in 
the world, in this case a computer monitor, is established. The data is generated by 
asking the operator to look at known target positions and then recording the 
corresponding position of the eye given by the tracker. A calculation is then 
performed to establish a generalised relationship between the two so that for any 
given eye position a corresponding gaze vector into the world can be calculated. If 
the operator is looking at a known world, as in this case where they are looking at a 
display screen, the intersection of the gaze vector and world co-ordinates can be 
calculated. A method of obtaining this information and determining the calibration 
values has been implemented based on the Tsai camera calibration technique.
Five different calibration methods have been tested using data from the Vision 
Control Systems eye tracker with the image processing described in Chapter 4. These 
calibration methods were the Vision Control Systems method (supplied with the eye 
tracker); translate, rotate, scale; bi-quadratic and two methods based on the Tsai 
camera calibration method -  coplanar, and non-coplanar. The evaluation was based 
on passing the same sets of data through the different calibration methods to generate 
the calibration constants, then establishing the error. Three measures of error 
(standard deviation, mean and greatest single error) were used to evaluate the
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different characteristics of the calibration procedures. The coplanar Tsai calibration 
was shown to be the most accurate method of calibrating the eye tracker in all three 
measures of error used. The standard deviation of the Tsai coplanar method was 
4.0mm on the display, comparing with 8.2mm from the method supplied ^vith the 
device. It was expected that the non-coplanar Tsai calibration would be the most 
accurate, but it has been shown that the coplanar method achieves the best results 
^vith this equipment. It appears that the non-coplanar calibration cannot resolve an 
accurate solution due to the pupil not moving over a large enough range in depth.
The coplanar calibration approximates this movement to zero and consequently is 
able to converge on a solution
7.1.2 Eye Tracker as an Input Device
An interaction method for using an eye tracker to control cameras in a remote, mixed 
or virtual reality environment has been developed. It uses a rate driven approach to 
allow an operator to fixate objects of interest with a steerable camera system. The 
operator can look at a target object and the system will calculate the deviation from 
the stable state and move the cameras in the required direction. As the object comes 
into the centre of the display the deviation from the centre position reduces, as will 
the velocity of the cameras. When the object is at, or very near to, the centre of the 
display the rate demand is reduced to zero, thus the cameras no longer move.
The gain of the system can be altered, with the possibility of non-linear gains, to 
optimise the performance of the system. If fast saccadic style movements are 
required the gain can be set to a high value. If stability is required the gain can be set 
to a lower value. As a compromise between the two, a non-linear gain such as a 
squared or cubic fimction can be used, giving slow response around the null point in 
the centre of the display but the high speed required when the target is well off 
centre. In the experiments using VR a linear gain was used for a predictable 
response, while those with the robot head used a cubic gain function to maximise the 
performance of the physical system. The vehicle control was more suited to linear 
gain because the friction of the motors and tyres has to be overcome for motion to 
occur. The performance of the input eye tracker and output robot head have to match 
up to the requirements of the task. If either of the systems have low speed or
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significant latency then the performance of the overall system will be adversely 
affected.
It has been shown that the human eye can be used to control remote cameras, be they 
on a pan and tilt unit or mounted directly on a vehicle. When in the conventional 
mode the input from an eye tracker can be used to control the position of a pan and 
tilt unit onto which the cameras are mounted. The operator can accurately fixate or 
track objects in the scene. When the cameras are mounted directly onto a vehicle the 
motion of the whole vehicle can be controlled by the human eye. The operator can 
manoeuvre the vehicle round a navigation course using only eye movements to 
indicate the vehicle speed and direction. Both of these control methods do not 
require the use of any other part of the body in order to achieve the required motions.
7.1.3 Experimental Performance of Eye Tracker
With any new interface technique it is important to understand how the system 
should behave in an ideal environment. Experiments were conducted to evaluate the 
performance of the eye tracker, and compare it to other input devices such as a HMD 
and mouse. In order to have full control over as many factors as possible the 
experiments were conducted using a virtual reality environment. Motions of a target 
ball were accurately generated to provide known reference inputs from which to 
measure the performance of each operator using the different input devices. Each 
operator then tracked the target at increasing speeds with each type of user interface. 
The results were recoded and then analysed to measure the performance of the 
device under experimental conditions.
The results of these experiments show that the theoretical performance of the eye 
tracker is generally comparable with the mouse and HMD. When the user was 
tracking the target with a static viewpoint the eye tracker was fastest with a latency 
of 0.39seconds for a step input, comparing with 0.43seconds for the mouse and 
0.71 seconds for the HMD. The mouse was the most accurate device at tracking the 
target ball, and degraded slowly with increasing target speed. The eye tracker had a 
lower initial accuracy, presumed to be partly due to inaccuracies in the calibration 
procedure, but degraded more slowly with increases in target velocity.
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With the user interface operating as it would in a real applications, and actually 
steering the virtual cameras the performances were lower. Both the mouse and the 
eye tracker used a rate driven approach to fixate the target while the HMD used 
position control. Now the mouse and HMD have a similar latency of 0.72seconds 
and 0.68seconds respectively, and the eye tracker is faster at 0.53seconds. These 
measures are for the cameras to fixate the target, not just the user interface as in the 
previous set of experiments. A fixation box was used to determine when the operator 
had fixated the camera to within a suitable distance of the centre of the display. The 
three input devices all performed similarly across the range of target velocities, 
showing that all the devices should be capable of providing a similar level of 
performance in real environments.
7.1.4 Practical Performance of Eye Tracker
Once the theoretical experiments had shovm that the eye tracker has a similar 
performance to the HMD in a test environment some experiments were required to 
evaluate the performance in real tasks. A manoeuvring task was selected to evaluate 
different control strategies for the vehicle and cameras. Four different control 
strategies were selected as exemplars of the different control modalities. Additionally 
the operator directly viewing the robot was used as a control to establish a baseline 
performance for time and manoeuvring accuracy. The task involved subjects driving 
a vehicle around a short but complex course and parking in a designated bay.
The fastest and most accurate way of controlling the vehicle in these trials was to 
view it directly, with a mean completion time of just over one minute. This was 
however not an option when the operator cannot be near the vehicle due to the 
danger or physical constraints of the work area. The next best option would be to 
control the vehicle with the joystick and the robot head with the HMD. Depending 
on the requirements of the task the next best control method may vary. If completion 
time is important the fixed camera system had similar results to direct viewing, but 
much greater errors in terms of hitting obstacles and parking accuracy. Using the eye 
tracker to control the robot head and the joystick for the vehicle was approximately 
50% slower than using the HMD, but only slightly degraded performance for 
manoeuvring and parking. The worst performing system was controlling the robot 
directly with the eye tracker, although it does prove that it is possible to control the
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motion of a vehicle using the human eye -  which may be useful in other applications 
with an improved user interface such as speech recognition. With training and an 
improved user interface, not requiring the operator to use a chin rest, it may be 
possible for the performance of the eye tracker derived systems to be increased to 
match that of a HMD.
Overall it has been shown that while the eye tracker has a theoretical performance 
similar to, or in excess of a HMD, that in real world applications it has slightly lower 
performance. Despite the performance penalty the benefit of using a workstation 
environment for the user interface will be advantageous in some circumstances such 
as inspection tasks where an operator may have to take notes as the job goes on.
7.2 Future Work
During this research several areas that could be further researched or improved for 
any production system have been highlighted. These generally fall into the categories 
of improving performance, or improving functionality. Two main physical areas 
have become clear; improving the eye tracker system, and improving the usability of 
the system.
7.2.1 Improving the Eye Tracker
The calibration of the eye tracker currently requires the user to look down gunsights 
to align their head in a known position for the Polhemus to obtain a base reference 
for the position of the head and eye tracker. There are two issues - aligning the head, 
and the accuracy of the Polhemus when working in an environment with 
electromagnetic interference. An improved, possibly optical, system to determine the 
position of the head and/or eye would not require this repeated initialisation process 
and should be immune to electromagnetic interference. Conceptually, an improved 
head tracking system could allow for the harvesting of calibration data from many 
different head positions for improved accuracy or robustness. It is possible that such 
a system could use the IR illumination from the eye tracker.
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During the initial phase of this research when eye trackers were being investigated 
there were discussions as to the possibility of using two eye trackers to obtain stereo 
information from the operator. Simple calculations show that with an accuracy of 
one degree at a typical working range of 600mm, that the depth is only resolved to 
196mm (Figure 72). There are two obvious options to use the performance of two 
eye trackers; the first is to use the coarse depth information to enhance the vergence 
of the stereo cameras to obtain an optimised view based on the depth to the target 
object in the remote world. The other is to try and enhance the accuracy of the 
system by relying on the fact that during calibration the operator should be looking at 
the same object with each eye and focussing on the display screen. This can then be 
adapted to enhance the accuracy of the gaze point calculation during running.
Other methods of calibration for the eye tracker could be considered, particularly if 
rate control is the only control method used. A simplified calibration, or even 
uncalibrated, system may be possible as the exact position of the eye is not required 
in order to drive the rate control algorithm. As long as the null position is known, the 
control technique should work. However, it may be the case that the errors accounted 
for by the Tsai calibration would make this simplified system unusable. If this 
calibration method works it would make the calibration of the eye tracker at the start 
of each session much simpler as fewer calibration points would be required, possibly 
as low as one calibration point.
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7.2.2 Improving Usability
The performance of the eye tracker could be improved by developing an adaptive 
blink filtering system. The system currently svritches off when a blink is detected, 
but the transition stage where the eyelid obscures part of the eye is not catered for if 
the iris size is still above a defined size. The shape of the iris could be monitored to 
provide improved detection of the start of blinks where the iris is only partly 
obscured. Alternatively the system could deal with the transition stage by 
‘rewinding’ the position of the camera by say 80ms (two frames) during the period 
where operator has their eye shut and then only re-start control once a full iris size 
has been detected for a further 80ms. This would filter out the jerk occasionally seen 
after a blink. Training could also be given to operators telling them to close the 
dominant eye if they wish to stop controlling the device, but leaving their other eye 
open to survey the scene without interacting with it.
The head mounted eye tracker is not a particular problem for most applications, but 
under some circumstances a completely passive system would be beneficial -  
possibly for the disabled. Current desk mounted eye tracking systems have lower 
resolution than head mounted systems, but in time improved cameras and image 
processing should allow the development of eye tracking systems that meet the 
performance requirements to steer cameras. If this can be combined with a system 
that requires minimal calibration, especially if the user can depart from the work 
environment then return at a later point with the calibration values holding good, 
then this would be a convincing system when compared to a HMD for regular use.
Some research was conducted into using voice control to activate different modes of 
interaction for the eye tracker. This was not successful because of the poor 
performance of the speech recognition system in the noisy laboratory environment. 
When an improved speech recognition system with improved noise rejection 
becomes available revisiting this section of work would seem prudent to evaluate the 
performance gains available by allowing the operator to activate different control 
speeds or modes or even switch the control off for a period if required.
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7.3 Possible Applications
This research has concentrated on controlling cameras in real and virtual 
teleoperation tasks. While this is a significant application area of user interfaces, 
there are several other cases where this control technique could be productively used. 
An application where the eye is relatively fixed and a manipulation or control task is 
required is a candidate for some kind of eye control.
One prime opportunity would be for control of the slide in a microscope. The need 
for calibration would be reduced as the eye visits a very similar location with each 
visit to the eye cup. A similar eye tracking system to that used in the Canon camera 
system (Chapter 3) may well be adequate to detect the eye position with the required 
accuracy. The output from the eye tracker could then actuate a powered table to 
move the target slide around vrithout the normal problems of fine movements or, as 
with some microscopes, the mirror image that is displayed. It would then become a 
simpler procedure for the operator to search for items of interest on any given 
microscope slide. In a similar manner microfiche slides could be searched, although 
these have become somewhat outdated in the age of the computer. The modem 
equivalent might be searching a large spreadsheet or database for information.
It has been shown that the eye tracker can be used to control vehicle motion and 
direction. This may have significant benefits to wheelchair users who have good eye 
control but limited command of their limbs. If they can control the movement of 
their own wheelchairs in an easy manner it would contribute greatly to the 
independence that they have to move around their environment vrithout the constant 
need of a helper. Alternatively they could control the motion of a helper robot to 
conduct tasks that they are physically unable to do themselves.
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Appendix 1 Hardware and Software
Hardware
A significant amount of hardware has been used to conduct this research. It 
may be broken down into three main areas.
1. Input: User input devices (eye tracker, head mounted display, joystick, 
mouse)
2. Processing: The VR/control & image processing computer
3. Output: Robot controller, displays.
The HMD, joystick and mouse are all well known commercial products. They 
have had WorldToolKit software drivers written for them to use the VR 
environment, but all ftmctioned as their manufacturers intended. The VR and 
control computer was an Intergraph TDZ2000 twin processor PC with two 
graphics cards to provide left and right stereo views, when they are required. 
The robot comprised a prototype skid steered vehicle and the University of 
Surrey stereo robot head -  called RedHead.
A Polhemus Fastrak or Intersense IS300 was used to give head position and 
orientation, or just orientation data from the operator. The position information 
is sent over a RS232 serial link to the control PC.
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Figure 73 System Hardware
Figure 73 shows the notional layout of the system and the interconnection 
between the devices mentioned previously in this section. The circle that the 
data flows in has been accentuated to show how, regardless of the devices 
used, the control of the system forms a closed loop through both the operator 
and controller computer. The only anomaly in the user interface part of the 
system is the head mounted display which is both an input and an output 
device.
Software
The software used in this research was written using C and C++ with libraries 
providing additional functionality where required. The VR and controller PC 
used C with WorldToolKit VR libraries. The image processing was written 
using Microsoft Foundation Classes (MFC) and Matrox Image Libraries. The 
RedHead controller used MFC with SDK libraries to control the Delta Tau 
PMAC (Programmable Multiple Axis Controller) hardware interface board 
used to actuate the robot motors.
Due to the complexity of much of this work, and the high speeds (framerate) 
and low latency (<= 1 frame) required, multi-threaded code was written to
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ensure fast responses from the PC platform. For example software threads 
were used in the VR environment to ensure that the rendering loop continued, 
even if the data from the sensors was being delivered at a different, typically 
lower, frequency.
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Appendix 3 Selected graph results from Chapter 5
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Appendix 4 Vehicle Manoeuvring Experiments
The purpose of these experiments is to evaluate the 
performance of input devices to control a remote robot. 
The input devices used will be variously a joystick, head 
mounted display and eye tracker. The display devices will 
be a stereo monitor and head mounted display. You will 
be required to navigate and manoeuvre a vehicle round a 
course marked out as shown below.
500 mm
850 mm
i f i  Start Bay
2200 mm
0
3300 mm
S Ê - -  m
stop Bay
Your task is to steer the robot round the course without touching any of the obstacles, 
in as short a time as possible, then park accurately in the Stop Bay. In some 
experiments you will have control over only the vehicle, while in others you will have 
control over both the vehicle and the robot head/cameras.
You will be given a short training time to grow accustomed to controlling the vehicle 
at the start of the experiments. After the training time you will move on to the 
manoeuvring experiments.
If you have any questions, feel free to ask.
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Appendix 5 CD-ROM of Eye Tracking Videos
Inside back cover. i/VV I S S
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