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11 Einleitung
1.1 Motivation und Stand der Technik
Die Entwicklung, Analyse und Bewertung von technischen Systemen und Prozessen stu¨tzt
sich versta¨rkt auf simulationsbasierte Untersuchungen. Damit ergeben sich durch den tech-
nologischen Fortschritt stets neue Anforderungen bzw. Herausforderungen fu¨r zuku¨nftige
Simulationssoftware. Eine etablierte Plattform fu¨r die Simulation integrierter technischer
Systeme bietet die Modellierungssprache Modelica [Ott00, CEM+02, OEM07, Mod]. Sie
zeichnet sich durch die Eigenschaft aus, multidisziplina¨re (auch genannt: multiphysika-
lische) Systeme, wie etwa mechatronische Systeme, einheitlich und u¨bergreifend zu be-
schreiben. Die Mechatronik vereint mechanische, elektronische und informationstechnische
Teilkomponenten eines technischen Systems. Das Antiblockiersystem (ABS) eines Kraft-
fahrzeugs regelt beispielsweise die mechanischen Bremskra¨fte auf die Ra¨der elektronisch
so, dass die Ra¨der wa¨hrend der Verzo¨gerung des Fahrzeugs nicht stillstehen.
Unstetige Systeme
Die mathematisch-physikalischen Modellgleichungen fu¨hren in Modelica zu einem An-
fangswertproblem fu¨r Systeme gewo¨hnlicher Differentialgleichungen. Multiphysikalische
Systeme werden ha¨ufig durch Differentialgleichungen mit unstetiger rechter Seite model-
liert. Unstetigkeiten ergeben sich teilweise daraus, dass vereinfachte physikalische Zusam-
menha¨nge angenommen werden mu¨ssen, um den Detaillierungsgrad des Gesamtmodells
ausgewogen zu halten. Beispielsweise macht es in den meisten Anwendungsfa¨llen wenig
Sinn, das Schließen eines elektrischen Schalters ausfu¨hrlich mit U¨bergangseffekten wie
einem Lichtbogen zu simulieren. Die elektrische Spannung an dem Schalter wird deswe-
gen zum Zeitpunkt des Einschaltens unstetig auf Null gesetzt. So kann der Einfluss eines
ab- oder zugeschalteten elektrischen Antriebs auf ein mechatronisches System (z. B. ein
Elektrofahrzeug) hinreichend genau untersucht werden.
A¨hnliche U¨berlegungen fu¨hren in allen physikalischen oder informationstechnischen Teil-
bereichen zu unstetig modellierten Vorga¨ngen: O¨ffnen oder Schließen von hydraulischen
oder pneumatischen Ventilen, nichtglatte (unstetige) Anregungsfunktionen in Regelungs-
strukturen, Coulomb-Reibung oder mechanische Stoßvorga¨nge. Da sich wa¨hrend eines
Stoßes auch Zusta¨nde (Geschwindigkeiten) des Systems unstetig a¨ndern, erfordert die
Simulation von Sto¨ßen weitergehende A¨nderungen der zu Grunde liegenden mathemati-
schen Struktur. Es ergibt sich eine Folge von Anfangswertproblemen fu¨r Systeme gewo¨hn-
licher Differentialgleichungen mit Anfangswerten, die von der Lo¨sung des vorhergehenden
Systems abha¨ngen. In vielen Fa¨llen kommen zu den Differentialgleichungen algebraische
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Zwangsbedingungen hinzu, so dass insgesamt eine Folge von differential-algebraischen
Gleichungssystemen entsteht.
Im Modelica-Modell werden Unstetigkeiten in der rechten Seite durch ein Umschalten
zwischen glatten Teilmodellen realisiert. Die Gleichungen der Teilmodelle sind dabei in
der Gesamtheit aller Modellgleichungen als A¨ste von bedingten Verzweigungen enthalten.
Das Kraftgesetz fu¨r die Coulomb-Reibung [ESF02] sieht demnach mit dem Reibungs-
koeffizienten µ fu¨r eine Masse m wie folgt aus: Wenn fu¨r die Geschwindigkeit v > 0 gilt,
dann sei die Reibungskraft FR := µm, ansonsten gelte FR := −µm. Die Verzweigung
in einen der beiden A¨ste wird nicht direkt u¨ber den Wahrheitswert der Relation v > 0
gesteuert, sondern von einem Schalter vorgegeben, der unabha¨ngig vomWert von v gesetzt
werden kann. Der Ausdruck v heißt in dem Zusammenhang Schaltfunktion. Diese Technik
unterscheidet sich davon, das Kraftgesetz direkt mittels FR := µm · sgn v zu formulieren.
Das Konzept mit Schaltern und Schaltfunktionen ist seit vielen Jahren bekannt [Boc87,
HNW93, Ott94, CK06] und kann als Standard-Ansatz zur numerischen Lo¨sung von ge-
wo¨hnlichen Differentialgleichungen mit unstetiger rechter Seite bezeichnet werden. Praxis-
taugliche Implementierungen von Zeitintegrationsverfahren sind auf diesen Ansatz zuge-
schnitten und verwenden die Schaltfunktionen zur Lokalisierung der Unstetigkeitsstelle
wa¨hrend der Integration. Hierfu¨r ist es no¨tig, dass die Schalterstellungen aller Schalter
im Modell solange konstant gehalten werden, bis der Zeitpunkt der Unstetigkeitsstelle
berechnet ist. Die numerische Integration beginnt dann an diesem Zeitpunkt mit neuen
Schalterstellungen und der resultierenden rechten Seite von Neuem. So wird eine zu-
verla¨ssige numerische Lo¨sung des abschnittsweise glatten Differentialgleichungssystems
ermo¨glicht. Zur Modellierungssprache Modelica existieren Programme, die die numeri-
sche Lo¨sung der Modellgleichungen mit Schaltfunktionen unterstu¨tzen. Der momentan
leistungsfa¨higste Vertreter dieser Programme ist Dymola [Dym].
Ein typisches Problem, das unstetige rechte Seiten mit sich bringen, betrifft die Existenz
von Lo¨sungen. In bestimmten Situationen kann an einer Unstetigkeitsstelle keine Schalter-
stellung gefunden werden, fu¨r die sich die Lo¨sung fortsetzen la¨sst. Hier ist es sinnvoll, das
verallgemeinerte Lo¨sungskonzept von Filippov [Fil88] anzuwenden. Als Standard-Beispiel
ist die Coulomb-Reibung wa¨hrend der Haftreibungsphase zu nennen. In dieser Lo¨sungs-
phase ruht die Masse (v = 0), auch wenn a¨ußere Kra¨fte auf sie wirken. Die entsprechenden
Lo¨sungen ko¨nnen mit verallgemeinerten Differentialgleichungen, den Differentialinklusio-
nen, formuliert werden. Hierfu¨r werden mengenwertige rechte Seiten betrachtet, die im
Spezialfall einer stetigen rechten Seite nur aus einem Element bestehen.
Die Berechnung dieser verallgemeinerten Lo¨sungen wird in Modelica bisher nicht unter-
stu¨tzt. Man behilft sich z. B. fu¨r die Coulomb-Reibung dadurch, dass im Modell logische
Zustandsautomaten bestimmen, ob die Gleit- oder Haftreibungsphase aktiv ist [OEM99].
Allerdings muss dann die Logik in jedem Reibungsmodell separat enthalten sein. Ein
Teil der vorliegenden Arbeit bescha¨ftigt sich mit der Theorie und Numerik der verall-
gemeinerten Lo¨sung nach Filippov und zeigt die Implementierung fu¨r Modelica-Modelle.
Damit ist es mo¨glich, eine erweiterte Problemklasse unstetiger multidisziplina¨rer Modelle
in Modelica numerisch zu behandeln.
Die tiefer liegende Problematik, Reibung und Sto¨ße in mechanischen Systemen einheit-
lich zu modellieren, besitzt eine lange Historie. Ausfu¨hrliche Literaturlisten sind hierzu
1.1 Motivation und Stand der Technik 3
in [Ste00, Glo01] enthalten. Eine verbreitete Methode zur Modellierung dieser Systeme
liegt darin, die Folge von differential-algebraischen Gleichungssystemen durch Komple-
mentarita¨tsprobleme zu ersetzen. Diese Formulierung basiert darauf, zusa¨tzlich zu den Dif-
ferentialgleichungen die Bedingungen fu¨r Kontakte und Sto¨ße so einzubringen, dass fu¨r ge-
wisse Variablenpaare stets eine Variable zu Null und die andere nicht negativ wird (Kom-
plementarita¨tsbedingung). Glocker [Glo01] entwickelte einen mathematischen Rahmen
zur Beschreibung der Dynamik von Starrko¨rpersystemen, in dem Differentialinklusionen
(insbesondere Reibungsmodellierung) und unstetige Stoß-Kraftgesetze (Zusammenha¨nge,
um unstetige Geschwindigkeiten zu erzwingen) zu Maß-Differentialinklusionen verknu¨pft
werden. Grob gesagt verhelfen die Maße dazu, die unstetigen Zustandsa¨nderungen direkt
in den Differentialgleichungen bzw. -inklusionen zu formulieren.
Numerische Verfahren zur Lo¨sung der mechanischen Probleme teilen sich im Wesentli-
chen in zwei Gruppen auf. Zuverla¨ssige numerische Verfahren zur Lo¨sung von differential-
algebraischen Systemen [Pet82a, Fu¨h88, HW96, Arn98] bewa¨hren sich laut [Glo01] bei
wenigen Kontakten zwischen Ko¨rpern. Die abschnittsweise Integration der Gleichungen
wird dabei wie fu¨r die Systeme gewo¨hnlicher Differentialgleichungen u¨ber die Nullstellen
von Schaltfunktionen gesteuert.
”
Time-Stepping“-Algorithmen [Mor88, ST96, Fo¨r07] be-
ruhen im Gegensatz dazu auf dem Ansatz, Integrale der Kontaktkra¨fte anstatt der Werte
selbst zu betrachten. Man ist damit in der Lage, sowohl die Komplementarita¨tsbedingun-
gen der Kontakte als auch die Stoßgesetze zu beru¨cksichtigen. Da die genaue Lokalisierung
der Kontaktzeitpunkte entfa¨llt, ergeben sich fu¨r mechanische Systeme mit vielen Kontakt-
punkten effiziente numerische Verfahren.
Sensitivita¨tsanalyse und Anwendungen
Die Sensitivita¨tsanalyse von Differentialgleichungsmodellen hat zum Ziel, Ableitungen
(Sensitivita¨ten) des Lo¨sungsvektors bezu¨glich Modellparametern zu berechnen. Typische
Anwendungen der Sensitivita¨tsanalyse sind gradientenbezogene Optimierungsverfahren,
die z. B. im Rahmen der Parameteridentifizierung Verwendung finden. Im klassischen
Fall eines Systems gewo¨hnlicher Differentialgleichungen mit stetig differenzierbarer rechter
Seite erha¨lt man die Sensitivita¨ten als Lo¨sung der Sensitivita¨ts-/Variationsgleichungen, fu¨r
deren numerische Lo¨sung zahlreiche Verfahren zur Verfu¨gung stehen. Dazu wurden in der
Vergangenheit bestehende Implementierungen von Zeitintegrationsverfahren erweitert, die
zusa¨tzlich zu den urspru¨nglichen Modellgleichungen die Sensitivita¨tsgleichungen lo¨sen. Als
Beispiele seien Implementierungen von Mehrschrittverfahren in Forschung [LP99, SH03]
und kommerziellen Anwendungen [Arn01, Sch04b] erwa¨hnt. Callies [Cal00] entwickelte
Runge-Kutta-Verfahren, die der Systemlo¨sung vorauseilend Sensitivita¨ten berechnen.
Fu¨r die Auswertung der rechten Seite der Sensitivita¨tsgleichungen mu¨ssen die partiellen
Ableitungen der rechten Seite berechnet werden. Hierfu¨r existieren mehrere Mo¨glichkei-
ten. Analytische Ableitungen ko¨nnen nur fu¨r kleinere Probleme zuverla¨ssig aufgestellt
werden. Finite Differenzenquotienten sind einfach zu implementierende Na¨herungen an
die Ableitungen, die teilweise unzureichende Genauigkeiten erzielen. Zu einer Funktion,
die in einer Programmiersprache als separates Computerprogramm vorliegt, erzeugen au-
tomatische Differenzierungsalgorithmen ein neues Programm, das die Ableitungen der
Funktion bezu¨glich der vorgegebenen Variablen berechnet.
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Automatisches algorithmisches Differenzieren [Gri00] beruht auf den analytischen Ablei-
tungen elementarer Funktionen in Kombination mit der wiederholten Anwendung der
Kettenregel. In den letzten Jahrzehnten wurden fu¨r verschiedene Programmiersprachen
Algorithmen [BCKP94, BRM96, BBV06] entwickelt, die automatisches Differenzieren von
Programmcodes durchfu¨hren. Daneben wird in [MKA00] eine Mo¨glichkeit aufgezeigt, mit
komplexen statt reellen Rechenoperationen sehr genaue Ableitungsauswertungen zu er-
zeugen. Dazu werden die Datentypen und Operationen des Programms mit den komplexen
Varianten u¨berladen und die Ableitungen aus dem Imagina¨rteil der zu differenzierenden
Funktion approximiert. Der einfacheren Implementierung der
”
Complex-Step“-Methode
stehen bei gleicher Genauigkeit la¨ngere Rechenzeiten im Vergleich zum algorithmischen
Differenzieren gegenu¨ber [MSA01].
Die komplementa¨re Methodik zu den Sensitivita¨tsgleichungen ist in den adjungierten Glei-
chungen zu sehen. Diese linearen Differentialgleichungen mit einer Systemmatrix, die der
negativen transponierten Jacobimatrix der rechten Seite des Modellsystems entspricht,
definieren einen Vektor adjungierter Variablen. Mit Hilfe der Variablen lassen sich Ab-
leitungen nach Parametern von zustandsabha¨ngigen Funktionen, die nur an einem be-
stimmten Zeitpunkt ausgewertet werden, berechnen. Die Besonderheit liegt darin, dass
die Werte der adjungierten Variablen zum Endzeitpunkt des gesamten betrachteten Zeit-
intervalls vorgegeben werden. Damit ist eine ru¨ckwa¨rtsgerichtete numerische Zeitintegra-
tion no¨tig, um die adjungierten Gleichungen zu lo¨sen. Hierfu¨r muss vorher die Lo¨sung des
eigentlichen Anfangswertproblems numerisch bestimmt werden, damit die transponierte
Jacobimatrix entlang der Lo¨sung ausgewertet werden kann. Bock [Boc87] stellt hierzu die
Methodik und eine Implementierung fu¨r Runge-Kutta-Verfahren zur Verfu¨gung. Neuere
Entwicklungen [LP02, SH03, Wal03] setzen BDF-Verfahren fu¨r die Lo¨sung der adjungier-
ten Gleichungen ein.
Unstetigkeiten im Differentialgleichungsmodell werfen die Fragestellung auf, wie sich Un-
stetigkeiten in der rechten Seite und unstetige Zustandsa¨nderungen auf die Existenz der
Sensitivita¨ten auswirken. Im Allgemeinen sind die Sensitivita¨ten ebenfalls unstetig. Ro-
zenvasser [Roz67] berechnet fu¨r Systeme gewo¨hnlicher Differentialgleichungen mit unste-
tiger rechter Seite die Sprungbedingungen der Sensitivita¨ten an den Unstetigkeitsstellen.
Fu¨r abschnittsweise definierte differential-algebraische Systeme wird in [Fee98] nachgewie-
sen, dass die Sensitivita¨ten unter gewissen Regularita¨tsvoraussetzungen existieren. For-
meln zur Berechnung der Sensitivita¨ten am Anfang der einzelnen Integrationsabschnitte
werden angegeben. Die adjungierten Variablen resultieren fu¨r unstetige Modelle aus ab-
schnittsweise festgelegten adjungierten Gleichungen. An den Anschlussstellen der Ab-
schnitte erfahren auch die adjungierten Variablen unstetige A¨nderungen [GM80].
Implementierungen von Sensitivita¨tsrechnungen mit Unstetigkeiten beru¨cksichtigen die
theoretischen Gegebenheiten und berechnen die Anfangswerte der Sensitivita¨tszusta¨nde
bzw. der adjungierten Variablen an jeder Nullstelle der Schaltfunktionen neu. In [HP98]
werden analytisch aufgestellte Sensitivita¨tsgleichungen eines abschnittsweise glatten Mo-
dells zur elektrischen Stromversorgung mit der Trapezregel integriert. Feehery [Fee98]
lo¨st mit dem BDF-Code DSL48S die Sensitivita¨tsgleichungen und wertet die partiellen
Ableitungen fu¨r das Residuum der Sensitivita¨tsgleichungen u¨ber automatisch differenzier-
te Routinen aus. Als Anwendung werden Optimalsteuerungsprobleme mit Ungleichungs-
beschra¨nkungen anhand von Beispielen aus der Chemie und Verfahrenstechnik gelo¨st.
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Optimalsteuerung bzw. Optimierung generell stellen das Hauptanwendungsgebiet der Sen-
sitivita¨tsrechnungen von Differentialgleichungen dar. Unbekannte Parameterwerte eines
Modells lassen sich mit Hilfe von Optimierungsverfahren dadurch bestimmen, dass der
Unterschied zwischen Simulations- und Messergebnissen minimiert wird. Die dafu¨r ver-
wendeten numerischen Verfahren der restringierten Optimierung, allen voran das SQP-
Verfahren, sind auf zuverla¨ssig berechnete Ableitungen der Zielfunktion und der Neben-
bedingungen angewiesen.
Bauer [Bau99] identifiziert Parameterwerte mit der Mehrzielmethode und BDF-Verfahren.
Fu¨r die optimale Versuchsplanung der verfahrenstechnischen Anwendungsbeispiele wer-
den zweite Ableitungen der Zusta¨nde nach Parametern durch Integration der entspre-
chenden Sensitivita¨tsgleichungen gelo¨st. Optimalsteuerungsprobleme großer Modelle mit
du¨nn besetzten Ableitungsmatrizen werden in [BP04] mit a¨hnlichen Techniken untersucht.
Unstetigkeiten in den Modellgleichungen werden hierbei mitberu¨cksichtigt. Mit der Para-
meteridentifizierung eines Eisenbahndrehgestells bescha¨ftigt sich die Arbeit [Gru96], in
der mit einer erweiterten Version [Fu¨h88] von Dassl in jedem Zeitschritt die numerischen
Lo¨sungen mit variierten Parameterwerten berechnet werden. Finite Differenzenquotien-
ten innerhalb der Integration liefern so die Sensitivita¨ten fu¨r das SQP-Verfahren. Das
Paket Dassl [Pet82a] ist ein in der technischen Simulation weit verbreiteter BDF-Code.
A˚keson modelliert in [A˚ke07] die Trockenpartie einer Papiermaschine mit Modelica. Es
werden im Zusammenhang mit Parameteroptimierung und pra¨diktiver Regelungsverfah-
ren die Sensitivita¨ten der Modellzusta¨nde mit der Dassl-Erweiterung Daspk3.1 [LP99]
integriert. Ein Schwerpunkt der Arbeit liegt in der Entwicklung von Optimierungssprach-
elementen fu¨r Modelica-Modelle und der darunter liegenden Software-Werkzeuge. Bis-
her werden unstetige Modellbeschreibungen nicht unterstu¨tzt, was die Anwendung vieler
Modelica-Modelle nicht mo¨glich macht. Die vorliegende Arbeit greift diese aktuelle Pro-
blemstellung auf und ermo¨glicht die Sensitivita¨tsanalyse unstetiger Modelica-Modelle in
Kombination mit der Parameteridentifizierung komplexer Systeme.
1.2 Zielstellung und Aufbau der Arbeit
Mit der Arbeit werden drei wesentliche Ziele verfolgt. Erstens soll die Behandlung von
Unstetigkeiten in multidisziplina¨ren Systemmodellen um die Funktionalita¨t erweitert wer-
den, verallgemeinerte Lo¨sungen nach Filippov berechnen zu ko¨nnen. Die Sensitivita¨ts-
analyse der damit vergro¨ßerten Problemklasse unstetiger Systeme definiert das zweite
Ziel. Es sollen die Existenz der Sensitivita¨ten fu¨r die typischen Strukturen der multidis-
ziplina¨r modellierten Systeme gekla¨rt und Berechnungsmethoden vorgeschlagen werden.
Die theoretische Seite der verallgemeinerten Lo¨sungen und der Sensitivita¨tsanalyse soll
um die praktische Umsetzung in einer Software-Umgebung erga¨nzt werden. Implemen-
tierungsaspekte, numerische Tests an Modelica-Modellen sowie die Anwendung in der
Parameteridentifizierung sind Bestandteile der dritten Zielstellung.
Die Arbeit gliedert sich neben Einleitung und Zusammenfassung in fu¨nf Themenkomplexe.
Kapitel 2 gibt eine kompakte Einfu¨hrung in die einheitliche physikalische Systemmodellie-
rung mit der dafu¨r entwickelten Modellierungssprache Modelica, in der explizit nichtglatte
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und diskrete Vorga¨nge beschrieben werden ko¨nnen. Die Auswirkungen der entsprechen-
den Sprachelemente auf die Struktur der resultierenden Modellgleichungen werden allge-
mein dargestellt. Zudem werden wichtige Schritte der symbolischen Modelltransformation
erla¨utert, die alle Modellinformationen in eine Form bringt, um numerische Integrations-
verfahren zur zuverla¨ssigen Lo¨sung der Modellgleichungen verwenden zu ko¨nnen.
Liegen die unstetigen Modelle mit Umschaltelementen in Zustandsform vor, so stellt sich
die Frage, wie die Lo¨sung dieser Modelle beschrieben werden kann. Kapitel 3 gibt darauf
Antworten, indem verschiedene Schaltfa¨lle analysiert und Lo¨sungswege dafu¨r aufgezeigt
werden. Wir nehmen die Filippov-Lo¨sung mit in diese Fa¨lle auf, um etwa Reibungs-
vorga¨nge einfach modellieren zu ko¨nnen. Spezielle Probleme, die im Zusammenhang mit
automatisch erzeugten Modellgleichungen auftreten, fu¨hren im zweiten Abschnitt zur Ab-
schwa¨chung ga¨ngiger Voraussetzungen an die Schaltfunktion. Damit ist es mo¨glich, eine
gewisse Klasse von nichtglatten Schaltfunktionen einzubeziehen, die in natu¨rlicher Weise
entstehen. Praxisrelevante Modelle fu¨hren zudem zu Schaltvorga¨ngen, die von mehreren
Schaltern gleichzeitig ausgelo¨st werden. Hierfu¨r wird ein Lo¨sungskonzept entwickelt.
Zentraler Bestandteil der Arbeit ist Kapitel 4, das die Sensitivita¨tsanalyse der nichtglatten
Modelle theoretisch aufbereitet. Aufbauend auf den Ergebnissen des vorherigen Kapitels
spielen hierfu¨r die Variationsgleichungen glatter gewo¨hnlicher Differentialgleichungen eine
wichtige Rolle. Die Auswirkungen von Modellumschaltungen auf die Existenz von Sen-
sitivita¨ten teilen sich in die Aspekte wa¨hrend und nach der Umschaltung auf. Selbiges
gilt fu¨r den alternativen Ansatz u¨ber die adjungierten Gleichungen. In dem aufgezeigten
einheitlichen Konzept ist bereits die Analyse der Filippov-Lo¨sung enthalten. Die Sensiti-
vita¨tsanalyse von Modellen mit mehreren gleichzeitigen Schaltvorga¨ngen erfordert einen
tiefer gehenden Einblick in die Lo¨sungsstruktur. Dieser wird im zweiten Abschnitt des
Kapitels gegeben und an Hand von Beispielen verdeutlicht.
Das anschließende Kapitel 5 tra¨gt die Handschrift der Numerik. Zuna¨chst werden nume-
rische Ansa¨tze dargelegt, die fu¨r die Berechnung von Sensitivita¨ten dynamischer Systeme
bekannt sind. Die vorgestellte Implementierung zur Lo¨sung der Sensitivita¨tsgleichungen
verknu¨pft den BDF-Code Daspk3.1, den automatisch erzeugten C-Code der Modelica-
Modelle sowie den neu entwickelten Code Fisemo, der die Erkennung und Berechnung von
Filippov-Lo¨sungen sowie die Sensitivita¨tsanalyse an den Unstetigkeitsstellen der Modell-
gleichungen u¨bernimmt. Mehrere Beispielmodelle demonstrieren die Funktionalita¨t der
entwickelten Software und zeigen erreichbare Genauigkeiten im Vergleich zu finiten Diffe-
renzenapproximationen.
Berechnungen mit einem komplexen Modell eines Industrieroboters zeigen in Kapitel 6
die Anwendbarkeit der implementierten Ansa¨tze. Die Sensitivita¨tsergebnisse des Modells
fließen in einen gradientenbasierten Optimierungsalgorithmus (SQP), der iterativ ver-
sucht, die Modellparameter so zu bestimmen, dass das simulierte Verhalten im Modell
dem gemessenen Verhalten auf einem Roboterpru¨fstand mo¨glichst nahe kommt. Detail-
lierte numerische Tests stellen dazu den Einfluss der Sensitivita¨tsgenauigkeiten auf den
optimalen Zielfunktionswert und die optimalen Parameter heraus.
Im abschließenden Kapitel 7 werden die wesentlichen Ergebnisse der Arbeit zusammen-
gefasst sowie zuku¨nftige Forschungsrichtungen fu¨r die Sensitivita¨tsanalyse automatisch
erzeugter Systemmodelle mit Unstetigkeiten vorgeschlagen.
72 Unstetige multidisziplina¨re Modelle
Die Simulation technischer Systeme tra¨gt wesentlich dazu bei, Entwicklungszeiten fu¨r neue
Produkte zu verku¨rzen und aufwendige Tests an Prototypen auf eine minimale Anzahl
zu beschra¨nken. Ein gewichtiger Anteil der Modellvorstellungen wird u¨ber Differential-
gleichungssysteme mathematisch beschrieben. Die zunehmende Integration der techni-
schen Systeme bedingt dabei disziplin-u¨bergreifende Modellierungsansa¨tze, die zu multi-
disziplina¨ren Gesamtmodellen fu¨hren. Ein solches Gesamtmodell besteht aus einem Dif-
ferentialgleichungssystem, das von den Teilsystemen der einzelnen physikalischen Kompo-
nenten aufgebaut wird. In der Praxis ist der Modellaufbau fu¨r komplexere Systeme nur mit
softwaretechnischen Hilfsmitteln mo¨glich. Ha¨ufig ist dafu¨r eine eigene Sprache – die Mo-
dellierungssprache – Grundlage. In der Sprache werden die mathematischen Gleichungen
des Modells so formuliert, dass klare Schnittstellen zwischen verbundenen Teilmodellen
existieren und insgesamt eine automatisierte Erstellung der Gesamtmodelle mo¨glich ist.
Oft enthalten komplexe Modelle zur Vereinfachung schneller Dynamiken unstetige oder
nichtglatte Komponenten, die die numerische Lo¨sung der zugeho¨rigen Modellgleichun-
gen mit Standardverfahren erschweren, aber bei richtiger Umsetzung deutlich beschleu-
nigen ko¨nnen. Neben typischen Anwendungen multidisziplina¨rer Modellierungstechni-
ken stellen wir die Basiselemente der eigens darauf ausgerichteten Modellierungssprache
Modelica [Til01, Ott00] vor. Die Beschreibung von Unstetigkeiten und diskreten Effekten
wird in einer erweiterten Gleichungsstruktur ausgedru¨ckt, welcher gesonderte Beachtung
geschenkt wird. Schließlich beschreiben wir einen aus der Literatur bekannten Weg, wie
Modelica-Modelle in eine Form gebracht werden ko¨nnen, die zur zuverla¨ssigen numeri-
schen Lo¨sung der Gesamtmodelle geeignet ist.
2.1 Multidisziplina¨re Modellierung mit Modelica
Zahlreiche Anwendungen demonstrieren die Notwendigkeit und das Potential multidiszi-
plina¨rer Modellierung und Simulation [Cel91, Pel03]. Nachfolgend sind Beispiele aus zwei
verschiedenen Anwendungsgebieten aufgefu¨hrt. Es werden anschließend die Grundzu¨ge
von Modelica dargelegt und an einfachen Beispielen veranschaulicht. Zudem beschreiben
wir, wie abstrahierte physikalische Gesetzma¨ßigkeiten, unstetige Vorga¨nge und diskrete
Gro¨ßen in der Sprache dargestellt werden ko¨nnen.
Die Systeme an Bord eines Verkehrsflugzeugs werden typischerweise vom Triebwerk mit
Energie versorgt. Zu den Systemen za¨hlen etwa Flugsteuerung, Fahrwerk, elektrisches
Netz und Klimaanlage. Die Energieformen unterscheiden sich je nach System deutlich,
so dass in der Summe mechanische, hydraulische, elektrische und pneumatische Leis-
tung vom Triebwerk an die Flugzeugsysteme bereitgestellt werden muss. Will man den
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gesamten Energieverbrauch analysieren, dann hilft der multidisziplina¨re Modellierungs-
ansatz, die verschiedenen Energiearten in einem Gesamtmodell zu simulieren [BHPS05].
Auf dieser Grundlage kann dann in einem zweiten Schritt der Leistungsbedarf der Systeme
modellbasiert optimiert werden [SPB06].
Im Entwurfsprozess von Straßenfahrzeugen ist es no¨tig, das dynamische Verhalten der
Fahrzeuge, insbesondere auch Wechselwirkungen von Antriebsstra¨ngen mit Fahrdynamik
und Komfortanforderungen zu pru¨fen. Die Beurteilung des Energieverbrauchs bzw. der
Wirkungsgrade des Gesamtfahrzeugs stellt eine weitere wichtige Grundlage des rechner-
gestu¨tzten Fahrzeugentwurfs dar. Mit multidisziplina¨rer Modellierung lassen sich aktuelle
und zuku¨nftige Fahrzeugarchitekturen, z. B. ein Allradantrieb mit aktiven Differentia-
len oder ein parallel hybrider elektrischer Antrieb mit Ru¨ckspeisung von Bremsenergie,
auf die genannten Kriterien hin untersuchen [TOB07]. Konzepte zur Umwandlung der
Abgaswa¨rme eines Verbrennungsmotors in elektrische Energie werden in [EUT06] multi-
disziplina¨r simuliert.
2.1.1 Die Modellierungssprache Modelica
In diesem Abschnitt werden wesentliche Ideen und Konzepte der Modellierungssprache
Modelica aufgezeigt. Die Sprache ermo¨glicht eine gleichberechtigte Beschreibung von Sys-
temen aus verschiedenen physikalischen Teilgebieten. Die Ausfu¨hrungen beziehen sich
auf [Fri04, Til01] sowie die Artikelfolge [Ott00]. In Modelica werden die zu modellierenden
Systeme ihrem physikalischen Aufbau entsprechend objektorientiert strukturiert. Einzelne
Komponenten eines Systems werden als eigene Objekte definiert und stehen u¨ber Verbin-
dungslinien, die physikalische Verbindungen repra¨sentieren, mit anderen Komponenten in
Interaktion.
In Abbildung 2.1 ist ein Objektdiagramm eines einfachen Modells dargestellt, das einen
Elektromotor beschreibt. Es besteht aus den Komponenten elektrischer Widerstand, elek-
trische Spule, elektromotorische Kraft (EMF) und mechanische Tra¨gheit, die u¨ber Linien
miteinander verbunden sind. Blaue Linien kennzeichnen dabei eine elektrische Verbin-
dung, graue Linien stellen eine starre mechanische Verbindung her. Die beiden linken
Abbildung 2.1: Modelica-Objektdiagramm fu¨r ein Motormodell.
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Objekte (Pin_Pos, Pin_Neg) dienen als Schnittstellen fu¨r den positiven und negativen
elektrischen Anschluss des Motors (z. B. an eine Spannungsquelle). Jede einzelne Kompo-
nente kann wiederum fu¨r sich aus mehreren verschalteten Teilkomponenten bestehen, die
auf dieser Ebene aber nicht sichtbar sind. Die hierarchische Strukturierung tra¨gt wesent-
lich zur U¨bersichtlichkeit der Modelldiagramme bei. Die Schnittstellen jeder Komponente
bilden das Verbindungsglied zwischen dem Inneren und dem A¨ußeren der Komponente.
Deswegen gibt es auch eine eigene Modellklasse connector, mit der die verschiedenen
physikalischen Schnittstellen definiert werden ko¨nnen.
Eine Schnittstellenklasse kann aus mehreren Variablen bestehen, die jeweils zu einer der
beiden Kategorien Fluss und Potential geho¨ren. Flussvariablen, wie der elektrische Strom,
beschreiben Gro¨ßen, deren Werte sich in einem Verbindungsknoten zu Null addieren
(Kirchhoff’sche Knotenregel). Potentialvariablen bleiben dagegen in verbundenen Knoten
gleich (Kirchhoff’sche Maschenregel). Ein Beispiel hierfu¨r ist das elektrische Potential. Das
Prinzip der Fluss- und Potentialvariablen la¨sst sich auf vielen physikalischen Teilgebieten
anwenden. So sind in diesem Sinn Kraft, Drehmoment, Volumenstrom, Wa¨rmefluss und
Massenstrom Flussvariablen sowie Weg, Winkelposition, spezifische Enthalpie und Druck
Potentialvariablen.
Auf der untersten hierarchischen Ebene einer Komponente besteht jede Teilkomponente
aus Gleichungen, die den Zusammenhang zwischen den zeitabha¨ngigen Schnittstellen-
gro¨ßen, konstanten Komponentenparametern und der Zeit herstellen. Insbesondere ko¨n-
nen diese Gleichungen Zeitableitungen von Variablen zur Beschreibung von dynamischen
Vorga¨ngen enthalten, die u¨ber den der-Operator definiert werden. Alle Gleichungen sind
in Modelica deklarativ. Somit findet keine Zuweisung von Ausdru¨cken in einer vorgege-
benen Reihenfolge statt. Die Gleichungen werden als Identita¨ten im mathematischen Sinn
verstanden, so dass es keinen Unterschied macht, welche Ausdru¨cke links oder rechts vom
Gleichheitszeichen stehen. Im nachfolgenden Beispiel 2.1 ist das Modelica-Codefragment
der linearen elektrischen Spule notiert, deren Strom i mit der anliegenden Spannung v
u¨ber die Differentialgleichung Ldi
dt
= v gekoppelt ist.
Beispiel 2.1 (Modelica-Modellcode einer linearen elektrischen Spule)
connector PositivePin partial model OnePort model Inductor
SI.Voltage v; SI.Voltage v; extends OnePort;
flow SI.Current i; SI.Current i; parameter
end PositivePin; PositivePin p; SI.Inductance L=1;
NegativePin n; equation
connector NegativePin equation L*der(i) = v;
SI.Voltage v; v = p.v - n.v; end Inductor;
flow SI.Current i; 0 = p.i + n.i;
end NegativePin; i = p.i;
end OnePort;
An diesem Beispiel wird mit der Vererbung ein weiterer wichtiger Bestandteil von Mo-
delica deutlich. Das Teilmodell OnePort, das zwei elektrische Anschlu¨sse (PositivePin,
NegativePin) als Schnittstellen entha¨lt, wird u¨ber das Schlu¨sselwort extends an das
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Spulenmodell Inductor vererbt. Es kann aber auch an andere Modelle, etwa an das
Widerstandsmodell vererbt werden, so dass die grundlegende Struktur einer elektrischen
Komponente mit zwei Anschlu¨ssen nur einmalig definiert werden muss.
Jedes Komponentenmodell kann Parameter enthalten, die bezu¨glich der Zeit konstant
sind. Beispielsweise werden so der Wert der Induktivita¨t L oder des linearen Widerstands R
festgelegt. Die Werte ko¨nnen von daru¨ber liegenden Modellhierarchien gea¨ndert werden.
U¨ber a¨hnliche Konstrukte ko¨nnen sogar ganze Modellklassen ersetzt werden. Details sind
in den angegebenen Literaturstellen bzw. in der Modelica-Sprachspezifikation [Mod07] zu
finden.
Ein grundlegendes Problem in der Systemmodellierung besteht darin, eine angemessene
Modellierungstiefe zu definieren oder zu finden. Werden physikalische Effekte beru¨cksich-
tigt, die nur sehr geringen Einfluss auf die zu untersuchenden Eigenschaften des Systems
haben, so kann die numerische Integration der Modellgleichungen schnell rechenintensiv
werden und zu einem schlechten Verha¨ltnis zwischen Rechenaufwand und Modellzweck
fu¨hren. Andererseits liefern Modelle mit approximierten oder vernachla¨ssigten physika-
lischen Zusammenha¨ngen evtl. unbefriedigende Ergebnisse im Vergleich zum tatsa¨chli-
chen, beobachteten Verhalten des Systems. Diese Problematik ergibt sich insbesondere fu¨r
multidisziplina¨re Modelle, wenn mehrere Komponenten aus verschiedenen physikalischen
Anwendungsgebieten (etwa Elektronik und Mechanik) zusammen beschrieben werden.
Daher ist es u¨blich und nu¨tzlich, gewisse Vorga¨nge zur Vereinfachung der Modelle und
zur Beschleunigung der Zeitintegration als unstetig anzunehmen. Eine Beschleunigung
erreicht man im Allgemeinen nur, wenn die modellierten Unstetigkeiten wa¨hrend der
Integration einer gesonderten Behandlung unterzogen werden. In der klassischen Lite-
ratur [SW95, DB02] wird fu¨r den Einsatz der numerischen Integrationsverfahren vor-
ausgesetzt, dass die Modellgleichungen hinreichend glatt sind. Wird diese Voraussetzung
verletzt, kann es zu numerischen Problemen kommen, die beispielsweise die Schrittweiten-
steuerung ineffizient arbeiten lassen [HNW93]. Um eine einheitliche, sachgerechte und
automatisierbare Behandlung der unstetigen Vorga¨nge zu gewa¨hrleisten, ist deshalb in
Modelica die Beschreibung von Unstetigkeiten von Grund auf vorgesehen. Im folgenden
Abschnitt gehen wir na¨her auf dieses Konzept ein.
2.1.2 Unstetige Modellierungselemente in Modelica
Modellunstetigkeiten und strukturvariable Systeme treten in einer Vielzahl von Anwen-
dungen auf: Reibungspha¨nomene oder Impulse in der Mechanik, Schaltungsvorga¨nge in
der Elektrotechnik sowie analoger und digitaler Reglerentwurf [ESF02, UGS99]. Als Un-
stetigkeiten wollen wir Vorga¨nge verstehen, die nicht hinreichend glatt modelliert sind, um
die numerische Lo¨sung zuverla¨ssig und effizient berechnen zu ko¨nnen. Die am ha¨ufigsten
verwendete Methode, Unstetigkeiten in Modelica zu formulieren, ist die bedingte Ver-
zweigung mittels if-then-else-Konstrukten. Sie ermo¨glichen die Modellierung des Kom-
ponentenverhaltens in verschiedenen Arbeitspunkten bzw. -bereichen. Der Anspruch von
Modelica liegt darin, dass auch verzweigte Gleichungen deklarativ bleiben [Ott00]. Somit
ist nicht von vornherein festgelegt, welche Gro¨ßen gegeben und welche gesucht sind. Als
illustrierendes Beispiel soll eine ideale elektrische Diode dienen.
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Abbildung 2.2: Modelica-Objektdiagramm fu¨r das erweiterte Motormodell mit Span-
nungsquelle und Lastmoment.
Beispiel 2.2 (Ideale Diode)
Die als ideal angenommene Diode besitzt die abstrahierte Strom-Spannungs-Charakteris-
tik aus nachstehendem Diagramm. Die Diode fungiert damit als idealer Schalter, der fu¨r
negative anliegende Spannungen o¨ffnet und fu¨r positive Stro¨me schließt. Nach [OREM00]
la¨sst sich eine derartige Charakteristik u¨ber eine parametrisierte Kurve mit einem Kurven-
parameter s wie folgt in Modelica beschreiben:
model IdealDiode
extends OnePort;
Boolean off;
Real s;
equation
off = (s < 0);
v = if off then s else 0;
i = if off then 0 else s;
end IdealDiode;
 
 
i 
v  
 
 
35 
220 
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Wir erkennen das unstetige Verhalten, wenn s gleich Null wird, da dann evtl. andere A¨ste
der bedingten Verzweigungen aktiv werden. Unstetigkeiten treten hier mo¨glicherweise
fu¨r Zeitableitungen von v oder i auf. Zudem wird sichtbar, dass die Modellgleichungen
deklarativ sind, da beispielsweise die Variable s im Modell zuna¨chst nicht bekannt ist und
erst durch a¨ußere Vorgaben an v bzw. i bestimmt werden kann.
Als Anwendung des Diodenmodells ist in Abbildung 2.2 eine Erweiterung des Motor-
modells aus Abbildung 2.1 zu sehen. Zur Spannungsversorgung des Motors wird eine
sinusfo¨rmige Wechselspannungsquelle mit Innenwiderstand an einen einfachen Gleichrich-
ter, bestehend aus einer idealen Diode und einem Gla¨ttungskondensator, angeschlossen.
Die mechanische Last des Motors wird u¨ber ein zeitabha¨ngiges Momentenprofil vorgege-
ben. Das Gesamtmodell ist unstetig, da es unstetige Modellkomponenten entha¨lt. An Bei-
spiel 2.2 wird zudem ersichtlich, dass neben Variablen des Datentyps Real auch boolesche
Variablen (hier: off) definiert werden ko¨nnen. Boolesche Variablen geho¨ren wie Integer-
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Variablen zu den diskreten Variablen, die ihre Werte nur beim Zutreffen einer Bedingung
a¨ndern ko¨nnen. Es lassen sich auch diskrete Real-Variablen definieren, um mit deren Hil-
fe etwa digitale Regelgesetze zu reproduzieren [Ott00, Teil 7]. Zur Beschreibung solcher
Situationen ist eine zusa¨tzliche Anweisung (when Bedingung then) no¨tig, welche Glei-
chungen kennzeichnet, die nur an diskreten Zeitpunkten gelten sollen. Im Gegensatz zu
if-then-else-Blo¨cken ist ein when-Block nur dann aktiv, wenn die Bedingung wahr wird,
aber nicht mehr, wenn sie zeitlich anschließend wahr bleibt. Damit ko¨nnen A¨nderungen
an diskreten Variablen innerhalb von when-Blo¨cken vorgenommen werden. Auf die bzgl.
der Zeit linksseitigen Grenzwerte der diskreten Variablen kann mit dem Operator pre
zugegriffen werden.
Beispiel 2.3 (Diskretes lineares Zustandsraummodell als Modelica-Code)
Analog zu [Fri04, Chapter 13.3.1.4] wird ein diskretes lineares Zustandsraummodell mit
Abtastzeit T definiert. Zu den Zeitpunkten ti := i · T (i = 1, 2, 3, . . . ) werden fu¨r die
diskreten Variablen x und y neue Werte gema¨ß der Rekursion des Zustandsraummodells
berechnet:
x(ti) = x(ti−1) + 2u(ti), x(0) = 0,
y(ti) = 3x(ti−1) + 4u(ti), y(0) = 0.
Das entsprechende Modelica-Modell lautet:
block StateSpace
parameter Real a = 1, b = 2; . . .
parameter Real c = 3, d = 4; equation
parameter Real T = 0.1; when sample(0, T) then
input Real u; x = a*pre(x) + b*u;
discrete output Real y; y = c*pre(x) + d*u;
discrete Real x; end when;
. . . end StateSpace;
When-Blo¨cke dienen nicht nur zur A¨nderung von diskreten Variablen, sondern lassen auch
unstetige A¨nderungen von Variablen zu, fu¨r die Zeitableitungen (der-Operator) ins Modell
eingehen. Mit der Funktion reinit ko¨nnen die Werte solcher Variablen gea¨ndert werden.
Dieses Vorgehen ist z. B. bei der Modellierung von Impulsen hilfreich, wie Beispiel 2.4
zeigt.
Beispiel 2.4 (Springender Ball [Ott01])
Ein kleiner Ball befindet sich in der Na¨he der Erdoberfla¨che im freien Fall (h¨ = −9.81), bis
er den Boden beru¨hrt (h = 0). Beim Aufprall erfa¨hrt die Geschwindigkeit v eine unstetige
A¨nderung in die entgegengesetzte Richtung, da elastische Verformungen vernachla¨ssigt
werden. Energieverluste im Stoß werden durch die Stoßzahl e mit 0 < e < 1 modelliert.
Der Ball fa¨llt von der Anfangsho¨he h = 5 auf den Boden und erreicht in der folgenden
Zeit immer niedrigere Maximalho¨hen gema¨ß nebenstehendem Verlauf. In Modelica liest
sich das Modell wie folgt:
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model BouncingBall
parameter Real e = 0.9;
parameter Real g = 9.81;
Real h, v;
initial equation
h = 5;
equation
der(h) = v;
der(v) = -g;
when h <= 0 then
reinit(v, -e*v);
end when;
end BouncingBall; Zeit t
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2.2 Umformung der Modellgleichungen
Wir wollen uns einen U¨berblick verschaffen, welche Gleichungsstrukturen sich aus den
oben vorgestellten Sprachelementen von Modelica ergeben. Dazu lo¨sen wir uns von der
objektorientierten Darstellung des Modells, um das Gesamtsystem analysieren zu ko¨nnen.
Dieses System dru¨ckt dann die Struktur der Gleichungen aus, eignet sich aber im Allge-
meinen nur bedingt zur numerischen Lo¨sung. Daher werden grundsa¨tzliche symbolische
Transformationen beschrieben, die auf die Gleichungen angewendet werden ko¨nnen, um
deren Struktur zu verbessern [Ott00]. Fu¨r den kontinuierlichen Teil der Gleichungen ergibt
sich als Resultat die (numerische) Zustandsform des differential-algebraischen Systems mit
Schaltfunktionen.
2.2.1 Struktur der Gleichungen
Um die Gesamtheit der Gleichungen fu¨r ein vorhandenes Modell zu erzeugen, werden alle
Vererbungen der Objekte in den Teilmodellen explizit durchgefu¨hrt und entsprechende
Variablen und Gleichungen eingefu¨gt. Die Verbindungstopologie wird durch die entspre-
chenden Gleichungen der Verbindungsvariablen ersetzt. Dabei ist die Summe der Fluss-
variablen in jedem Verbindungsknoten Null, verbundene Potentialvariablen sind gleich zu
setzen, siehe auch Abschnitt 2.1.1.
Die Gleichungsstruktur eines allgemeinen Modelica-Modells wird in der Literatur nicht
einheitlich wiedergegeben. Die Darstellungen in [Mod07, Appendix C] und [Fri04, BAF06]
unterscheiden sich zum Teil im Detaillierungsgrad und zum Teil in den Argumentlisten der
verschiedenen Funktionen. Wir wa¨hlen die detaillierteste Form aus [BAF06] und erga¨nzen
diese um die Gleichungen zu Beginn des Integrationsintervalls. Des Weiteren stellen wir
die diskreten Gleichungen Fm = 0 in impliziter Form dar, da diese Form nach unserer
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Tabelle 2.1: Variablenbezeichnungen und Funktionen eines allgemeinen Modelica-Modells
aus Gleichung (2.1).
Bez. Erla¨uterung
w Vektor aller Variablen, auf die der der-Operator angewendet wird.
wR Vektor der Komponenten von w, fu¨r die reinit-Anweisungen vorhanden
sind.
w˙ der(w).
u Vektor aller auf oberster Modellebene als Eingabegro¨ßen (input) definier-
ten Variablen.
z Vektor aller restlichen kontinuierlichen (d. h. nicht diskreten) Variablen.
t Die unabha¨ngige Gro¨ße Zeit.
m Vektor aller diskreten Variablen des Modells.
mpre pre(m).
p Vektor aller Konstanten und Parameter.
c Vektor von zusa¨tzlichen (nicht im Modell definierten) booleschen Varia-
blen, die die Werte der Bedingungen (bei if- und when-Konstrukten, auch
in booleschen Gleichungen) enthalten.
v Gesamtvektor aller Gro¨ßen eines Modells: (w˙, w, z, u, t,m,mpre, p).
vB Vektor der Komponenten von v, die boolesch sind.
Funktion Erla¨uterung
FA Allen initial-Gleichungen und Parameterabha¨ngigkeiten entsprechend.
F w˙,z Allen kontinuierlichen Gleichungen entsprechend.
Fm Allen diskreten Gleichungen (in und außerhalb von when-Blo¨cken) entspre-
chend.
F c Allen booleschen Verknu¨pfungen in Bedingungen und logischen Aus-
dru¨cken (nicht innerhalb von when-Blo¨cken) entsprechend.
R Vektor aller Relationen (nicht innerhalb von when-Blo¨cken).
Fw Alle Ausdru¨cke in reinit-Anweisungen.
Auffassung besser den Mo¨glichkeiten der Modellierungssprache entspricht. Das Gesamt-
gleichungssystem
FA(v) = 0, (2.1a)
F w˙,z(v, c) = 0, (2.1b)
Fm(v, c) = 0, (2.1c)
F c
(
vB, R(v)
)
= c, (2.1d)
Fw(v, c) = wR (2.1e)
ist die Grundlage fu¨r die im na¨chsten Abschnitt definierten hybriden Systeme in numeri-
scher Zustandsform. In Tabelle 2.1 sind alle vorkommenden Bezeichnungen fu¨r Variablen
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und Funktionen erla¨utert. Es wird zwischen diskreten Gro¨ßen m und c sowie kontinuier-
lichen Variablen w, z und t unterschieden. Mischformen ko¨nnen in den Gro¨ßen u und p
auftreten. Die Funktionen FA, F w˙,z und Fm ergeben sich aus einer einfachen symbolischen
Umformung aller entsprechenden Modellgleichungen. Die rechte Seite aller zugeho¨rigen
Gleichungen wird durch Subtraktion (fu¨r boolesche Variablen mit den Werten 0/1) in die
linke Seite mit aufgenommen, damit die rechte Seite der Gleichungen (2.1b) und (2.1c)
verschwindet. Im Vektor R werden alle Relationen des Modells (außer innerhalb von
when-Blo¨cken) zusammengefasst, um in der Funktion F c die im Modell vorkommenden
Bedingungen und logischen Ausdru¨cke darstellen zu ko¨nnen. Die kontinuierliche Glei-
chung (2.1b) wird durch Gleichung (2.1e) mit der Funktion Fw erga¨nzt, in der alle Aus-
dru¨cke enthalten sind, die in reinit-Anweisungen vorkommen. Nachfolgend sind fu¨r die
Beispiele aus Abschnitt 2.1.2 die Modellgleichungen in Form (2.1) angegeben:
Beispiel 2.5 (Allgemeine Gleichungsstruktur fu¨r Beispiel 2.2)
Die Modellgleichungen der idealen Diode stellen zwar kein Gesamtmodell dar, das fu¨r sich
alleine lo¨sbar wa¨re. Dennoch geben wir die Gleichungen des Modells mit den Bezeichnun-
gen des Systems (2.1) an:
z := (p.v, n.v, p.i, n.i, v, i, s)T, m = m1 := off, F
m(v, c) := m1−c1, R(v) := (z7 < 0),
F w˙,z(v, c) :=

z5 − z1 + z2
−z3 − z4
z6 − z3
z5 − (if c2 then z7 else 0)
z6 − (if c2 then 0 else z7)
 , F c(vB, r) :=
(
r
m1
)
.
Beispiel 2.6 (Allgemeine Gleichungsstruktur fu¨r Beispiel 2.3)
u = u1 := u, m := (x, y, T_sample)
T, p := (a, b, c, d, T)T, FA(v) := m, R(v) := (t > m3),
Fm(v, c) :=
 m1 − (when c1 then p1 ·m1,pre + p2 · u1)m2 − (when c1 then p3 ·m1 + p4 · u1)
m3 − (when c1 then m3,pre + p5)
 , F c(vB, r) := r.
Beispiel 2.7 (Allgemeine Gleichungsstruktur fu¨r Beispiel 2.4)
w := (h, v)T, p := (g, e)T, FA(v, c) :=
(
w1 − 5
w2
)
, F w˙,z(v, c) :=
(
w˙1 − w2
w˙2 + p1
)
,
R(v) := (w1 ≤ 0), F c(vB, r) := r, Fw(v, c) := (when c1 then − p2 · w2), wR := w2.
Bezu¨glich der Zeit besteht Gleichungssystem (2.1) im Allgemeinen aus einer Mischform
von diskreten und kontinuierlichen Gleichungen. Diskrete Variablen sind auf genu¨gend
kleinen Zeitintervallen stets konstant. Wenn man in einer solchen Lo¨sungsphase ist, reicht
es aus, fu¨r konstante diskrete Variablen nur das Gleichungssystem (2.1b) des konti-
nuierlichen Teils zu betrachten. Diese Gleichungen bilden dann ein System differential-
algebraischer Gleichungen (englisch: Differential Algebraic Equation, DAE) zur Bestim-
mung der kontinuierlichen Variablen w, w˙ und z. Im na¨chsten Abschnitt wird dargelegt,
wie DAE-Systeme symbolisch aufbereitet werden ko¨nnen, damit eine effiziente numerische
Lo¨sung mo¨glich wird.
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2.2.2 Numerische Zustandsform der Modellgleichungen
Bekanntermaßen [Pet82b] kann die numerische Lo¨sung von DAE-Systemen gro¨ßere Pro-
bleme bereiten als die Lo¨sung gewo¨hnlicher Differentialgleichungen. Als grobes Maß fu¨r
die in der numerischen Lo¨sung zu erwartenden Schwierigkeiten gilt der Differentiations-
index (kurz: Index). DAE-Systeme mit einem Index, der gro¨ßer als Eins ist, erfordern
spezielle Techniken, die die Struktur der Gleichungen ausnutzen [HW96, Arn98]. Beispie-
le dafu¨r sind die Gear-Gupta-Leimkuhler-Formulierung [GGL85] fu¨r mechanische Systeme
oder die quasilinearen Index-2-Systeme fu¨r die elektrische Schaltkreissimulation [Tis96].
Die DAE-Systeme (2.1b), die sich direkt aus der komponentenorientierten Modellierung
mit Modelica ergeben, haben typischerweise einen hohen Differentiationsindex (≥ 2).
Das liegt unter anderem daran, dass in den Verbindungsgleichungen oft Gro¨ßen gleich
gesetzt und damit Zwangsbedingungen erzeugt werden. Zwangsbedingungen sind rein
algebraische Gleichungen, deren Existenz gerade den Unterschied zwischen Systemen
gewo¨hnlicher Differentialgleichungen und differential-algebraischen Systemen ausmacht.
Bei DAE-Systemen mu¨ssen zusa¨tzlich zu den gegebenen Zwangsbedingungen oft auch
deren Ableitungen (
”
versteckte“ Zwangsbedingungen) beru¨cksichtigt werden. Fu¨r die Be-
wegungsgleichungen mechanischer Mehrko¨rpersysteme erha¨lt man z. B. aus den Zwangs-
bedingungen der Lagekoordinaten die Geschwindigkeits-Zwangsbedingungen, die die Lo¨-
sung ebenfalls erfu¨llen muss [Fu¨h88]. Insbesondere ko¨nnen die Anfangswerte der Zusta¨nde
nicht beliebig frei gewa¨hlt werden, sondern mu¨ssen sowohl die gegebenen als auch die
versteckten Zwangsbedingungen einhalten. Die Anfangswerte werden dann als konsistent
bezeichnet.
Standard-Verfahren wie der Pantelides-Algorithmus [Pan88] und die Methode der
”
Dum-
my Derivatives“ [MS93] sorgen bei Modelica-Modellen [MOE00, Ott00] zusammen mit
symbolischen Formelmanipulationen dafu¨r, dass alle notwendigen Ableitungen der zu
differenzierenden Zwangsbedingungen berechnet werden. Als Resultat erha¨lt man ein
System, das dieselbe Lo¨sung wie (2.1b), aber einen niedereren Differentiationsindex be-
sitzt. Die u¨bergeordnete Technik, den Index eines DAE-Systems zu reduzieren, heißt da-
her Indexreduktion. Da in vielen Anwendungen in den Komponenten- und Verbindungs-
gleichungen der Modelle meist nur wenige Variablen auftreten, ist es sinnvoll, die Gleichun-
gen und Variablen des Gesamtsystems (2.1) mit dem Algorithmus von Tarjan [Tar72] so
umzusortieren, dass nach mo¨glichst vielen Unbekannten rekursiv aufgelo¨st werden kann.
Zusa¨tzlich verkleinert man die Dimensionen der einzelnen, nach der Sortierung noch ver-
bleibenden impliziten Gleichungsblo¨cke, indem gewisse Variablen durch ihre zuweisenden
Ausdru¨cke substituiert werden. Im Zusammenhang mit Modelica-Modellen wird diese
Vorgehensweise Tearing genannt [EO94].
Bezeichnet man die Zusta¨nde mit x ∈ Rnx und die sich ergebenden algebraischen Variablen
mit y ∈ Rny , so kann das transformierte System (2.1b) lokal um einen Punkt (x, t) wie
folgt geschrieben werden:
x˙ = f(x, t), (2.2a)
y = g(x, t). (2.2b)
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Die Funktionen f : Rnx+1 → Rnx und g : Rnx+1 → Rny seien dabei ausreichend glatt.
Es wird vorausgesetzt, dass alle diskreten Variablen sowie die Parameter p konstant sind
und in der Definition von f und g beru¨cksichtigt werden. Ebenso seien die Abha¨ngigkei-
ten bzgl. der kontinuierlichen Komponenten von u enthalten. Falls keine algebraischen
Variablen auftreten (ny = 0), dann hat das System (2.2) den Differentiationsindex Null,
ansonsten Eins. Um die gesuchten kontinuierlichen Variablen mit numerischen Integrati-
onsverfahren berechnen zu ko¨nnen, ist in beiden Fa¨llen die Struktur (2.2) gu¨nstiger als
die urspru¨ngliche Form mit evtl. ho¨herem Index. Wir wollen das System (2.2) numeri-
sche Zustandsform nennen, auch wenn es im Allgemeinen den Differentiationsindex Eins
besitzt. Aus Sicht der numerischen Integration ist es aber nur notwendig, das System
gewo¨hnlicher Differentialgleichungen (2.2a) zu lo¨sen. Die Gro¨ße y kann im Nachhinein
aus Gleichung (2.2b) berechnet werden, wenn x ermittelt ist [MOE00].
Das System (2.2) bleibt zeitlich nur solange mit unvera¨nderten Funktionen f und g
gu¨ltig, bis eine Komponente von c ihren Wert a¨ndert. Wenn dieser Fall eintritt, spricht
man oft von einem Ereignis (englisch: event). Um feststellen zu ko¨nnen, wann poten-
tielle Ereignisse stattfinden, ist ein Standardansatz, Schaltfunktionen q : Rnx+1 → R
einzufu¨hren [HS80, Boc87, HNW93]. Wenn eine Schaltfunktion ihr Vorzeichen wechselt,
wird ein Ereignis ausgelo¨st. Die Schaltfunktionen ko¨nnen in Modelica mit Hilfe der Re-
lationen R einfach konstruiert werden, indem entsprechende Ausdru¨cke der rechten Seite
der Relation durch Subtraktion auf die linke Seite transformiert werden. Beispielsweise
hat q fu¨r die Relation R(v) = (t > m3) aus Beispiel 2.6 die Gestalt q(x, t) = t −m3. In
Bezug auf die fehlenden restlichen Variablen im Argument von q gilt die analoge Aussage
wie fu¨r die Funktionen f und g in (2.2).
Wegen der vera¨nderten Wahrheitswerte von c ist es an einem Ereignispunkt notwendig,
alle diskreten Variablen zusammen mit allen kontinuierlichen neu zu berechnen. Diese
Ereignis-Neuinitialisierung ist insbesondere auch am Anfang der numerischen Integration
durchzufu¨hren. Bereits fu¨r einfache Beispiele sind die diskreten und die kontinuierlichen
Gleichungen so gekoppelt, dass eine direkte Auflo¨sung nach den unbekannten diskreten
Variablen nicht mo¨glich ist. Das Modell aus Beispiel 2.2 demonstriert diesen Sachverhalt.
Wenn das Diodenmodell in ein Gesamtmodell eingebettet ist, gibt es noch eine Gleichung
außerhalb des Modells, die einen Zusammenhang zwischen dem Strom i und der anlie-
genden Spannung v herstellt. Zusammen mit dieser Gleichung lassen sich die Gleichungen
des Diodenmodells dadurch lo¨sen, dass eine Annahme fu¨r den Wert von off gemacht
wird. Der dann aus dem restlichen kontinuierlichen Gleichungssystem berechnete Wert
fu¨r s dient anschließend zur U¨berpru¨fung der Annahme, ob off richtig gewa¨hlt wurde.
Dies motiviert die folgende Iteration [Fri04, Chapter 18.2.5.3] zur Lo¨sung der gemischten
diskret-kontinuierlichen Gleichungssysteme:
Iteration 2.8 (Neuinitialisierung am Ereignispunkt)
Setze Startwerte fu¨r die diskreten Variablen.
Wiederhole
1. Lo¨se die kontinuierlichen Gleichungen mit fixierten diskreten Variablen.
2. Berechne die diskreten Variablen aus den kontinuierlichen.
Bis sich die diskreten Variablen beim U¨bergang von 1. zu 2. nicht mehr a¨ndern.
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Da oft mehrere Relationen in einem Modell vorhanden sind, gibt es auch mehrere Schalt-
funktionen. Sie werden alle parallel betrachtet und lo¨sen unter Umsta¨nden zahlreiche Er-
eignisse wa¨hrend der Lo¨sungsphase aus. Wir setzen voraus, dass das Integrationsintervall
dadurch in eine endliche Anzahl von Teilintervallen aufgeteilt wird. In den Teilintervallen
nimmt das Gesamtsystem jeweils die Form (2.2) mit unterschiedlichen Funktionen f und g
an. An den Ereignispunkten bestimmen U¨bergangsbedingungen die Werte der Zusta¨nde.
Diese Bedingungen resultieren aus den Gleichungen (2.1e) bzw. (2.1a) zusammen mit den
Gleichungen fu¨r die konsistenten Anfangswerte des zu Grunde liegenden DAE-Systems.
In Definition 2.9 wird der Wechsel zwischen zwei Systemen in numerischer Zustandsform
an einem Ereignispunkt mit den entsprechenden U¨bergangsbedigungen beschrieben. Der
Wechsel kann beispielsweise dazu fu¨hren, dass neue Zustandsvariablen zum Zustandsvek-
tor hinzu kommen oder bestehende entfallen. DAE-Systeme, die ihre Struktur ereignisbe-
dingt a¨ndern, werden in der Literatur [Bar00, HM05] als hybride DAE-Systeme bezeichnet.
Wir verwenden diesen Begriff daher auch fu¨r die Systeme in numerischer Zustandsform.
Die Folge von abschnittsweise definierten glatten Systemen (2.2) verdeutlicht in Bemer-
kung 2.11 den qualitativen Aufbau eines mehrschichtigen hybriden Systems, in das sich
ein allgemeines Modelica-Modell transformieren la¨sst.
Definition 2.9 (Hybrides System in numerischer Zustandsform)
Es seien zwei Systeme gewo¨hnlicher Differentialgleichungen
x˙0 = f 0(x0, t), x˙1 = f 1(x1, t)
mit stetig differenzierbaren Abbildungen f 0 : Rnx0+1 → Rnx0 und f 1 : Rnx1+1 → Rnx1
gegeben. Der U¨bergang zwischen beiden Systemen sei durch A1 : Rnx0+1 → Rnx1 vorge-
geben. Zur Zeit t0 habe x0 den Anfangswert A0 ∈ Rnx0 . Algebraische Gro¨ßen y0, y1 seien
durch die Funktionen g0 : Rnx0+1 → Rny0 und g1 : Rnx1+1 → Rny1 definiert. Dann heißt
x˙0 = f 0(x0, t), y0 = g0(x0, t) fu¨r t0 ≤ t ≤ t1, x0(t0) = A0, (2.3a)
x˙1 = f 1(x1, t), y1 = g1(x1, t) fu¨r t1 ≤ t ≤ t∞, x1(t1) = A1(x0(t1), t1) (2.3b)
hybrides System in numerischer Zustandsform. Die Schaltzeit t1 > t0 sei dabei eindeutig
durch die Bedingung
q1
(
x0(t1), t1
)
= 0 (2.4)
bestimmt, wobei q1 : Rnx0+1 → R eine gegebene Schaltfunktion sei und x0 lokal fu¨r
t > t1 existiere. Der Zeitpunkt t∞ > t1 sei ein fest gewa¨hlter Endpunkt des betrachteten
Zeitintervalls.
Bemerkung 2.10 (Eindeutige Lo¨sung eines hybriden Systems)
Wenn fu¨r ein hybrides System vorausgesetzt wird, dass die Schaltzeit t1 eindeutig be-
stimmbar ist, so folgt sofort die Existenz einer eindeutigen Lo¨sung des hybriden Systems.
Will man die eindeutige Bestimmbarkeit von t1 an Bedingungen knu¨pfen, so ist mit einer
stetig differenzierbaren Schaltfunktion q dafu¨r hinreichend:
Dq1 := q1x0
(
x0(t1), t1
)
f 0
(
x0(t1), t1
)
+ q1t
(
x0(t1), t1
) 6= 0. (2.5)
Die Aussage folgt aus dem Satz u¨ber implizite Funktionen zur Auflo¨sung von Glei-
chung (2.4) nach t1.
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Bemerkung 2.11 (Mehrschichtiges hybrides System)
Im zeitlichen Anschluss an das erste Ereignis kann ein zweites Ereignis zur Zeit t2 > t1
eintreten. Allgemein ko¨nnen wir rekursiv eine endliche Folge von Ereignissen fu¨r i =
1, . . . ,m mit dazugeho¨rigen Systemen in numerischer Zustandsform definieren:
x˙0 = f 0(x0, t), y0 = g0(x0, t) fu¨r t0 ≤ t ≤ t1, x0(t0) = A0,
x˙i = f i(xi, t), yi = gi(xi, t) fu¨r ti ≤ t ≤ ti+1, xi(ti) = Ai(xi−1(ti), ti).
Die stetig differenzierbare Schaltfunktion qi : Rnxi−1+1 → R definiert hierbei eindeutig die
Schaltzeit ti > ti−1, falls die Bedingung Dqi 6= 0 analog zu (2.5) erfu¨llt ist:
qi
(
xi−1(ti), ti
)
= 0.
Der Endpunkt des gesamten Zeitintervalls sei tm+1 := t∞. Dieses Gesamtsystem nennen
wir mehrschichtiges oder (m+ 1)-schichtiges hybrides System.
Die in diesem Abschnitt beschriebene Vorgehensweise eignet sich besonders fu¨r objekt-
orientiert erstellte Modelle, da sie fu¨r eine große Klasse von hybriden DAE-Systemen mit
ho¨herem Index eine automatische, rechnergestu¨tzte Transformation auf numerische Zu-
standsform ermo¨glicht. Zur Modellierung eines multidisziplina¨ren Systems ist es demnach
meistens nicht no¨tig, im Modell spezielle Komponentenverschaltungen zu vermeiden, die
einen hohen Index des Gesamtsystems verursachen.
Die Software Dymola [Dym] bietet eine grafische Oberfla¨che zur multidisziplina¨ren Model-
lierung mit Modelica und zur numerischen Lo¨sung der Modellgleichungen. Die vorgestell-
ten Techniken, hybride DAE-Systeme numerisch lo¨sbar zu machen, sind darin umgesetzt.
Das transformierte Modell wird dabei in C-Code u¨bersetzt und steht anschließend fu¨r die
numerische Integration zur Verfu¨gung. Die in den Kapiteln 5 und 6 aufgezeigten numeri-
schen Tests basieren alle auf dem von Dymola erzeugten Code. Der Code entha¨lt Routinen
zur Neuinitialisierung an Ereignispunkten sowie das entsprechende Modell in numerischer
Zustandsform mit Schaltfunktionen.
In den folgenden Kapiteln wird insbesondere die Lo¨sung und die Abha¨ngigkeit der Lo¨sung
von den Modellparametern p untersucht. Da die Modelle nach der Transformation in der
Form (2.2) vorliegen, reicht es im Folgenden aus, die hybriden Systeme in numerischer
Zustandsform zu studieren.
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3 Lo¨sungstheorie unstetiger Systeme
Setzt sich ein Modell aus glatten Teilmodellen zusammen, so ist das Gesamtmodell eben-
falls glatt. Wir verstehen unter einem glatten Modell die Beschreibung der physikali-
schen Zusammenha¨nge mit ausreichend oft stetig differenzierbaren Funktionen. Die Dy-
namik des Gesamtmodells ist somit u¨ber ein System gewo¨hnlicher Differentialgleichun-
gen x˙ = f(x, t) mit glatter rechter Seite f darstellbar. Fu¨r gegebene Anfangswerte der
Zusta¨nde gibt es nach dem Satz von Picard-Lindelo¨f [Ko¨n97] eine (eindeutige) loka-
le Lo¨sung des dynamischen Systems. Diese verla¨uft bis an den Rand des Definitions-
bereichs der rechten Seite. Analysiert man das Lo¨sungsverhalten hybrider Systeme, dann
sind weiterfu¨hrende U¨berlegungen insbesondere am Ereignispunkt no¨tig, da die klassische
Theorie gewo¨hnlicher Differentialgleichungen nicht mehr anwendbar ist.
Im ersten Abschnitt dieses Kapitels stellen wir dazu eine Analyse der qualitativ mo¨glichen
Lo¨sungsverla¨ufe nach einem Ereignis vor. Hier verwenden wir einen erweiterten Lo¨sungs-
begriff (Filippov-Lo¨sung), der es ermo¨glicht auch Systeme zu behandeln, fu¨r die keine
klassische Lo¨sungen definiert sind. Darauf folgend sind im zweiten Abschnitt Problem-
klassen thematisiert, die bei praktischen, automatisch erzeugten Modellen auftreten, die
aber die u¨blichen Standardvoraussetzungen nicht mehr erfu¨llen. Abgeschwa¨chte Voraus-
setzungen garantieren in dem vorgestellten Lo¨sungskonzept dennoch eindeutige Lo¨sungen.
3.1 Schaltsituationen am Ereignispunkt
Die Unstetigkeiten in multidisziplina¨ren Modellen aus Kapitel 2 werden durch Ereignisse
angezeigt, die u¨ber Nullstellen der Schaltfunktionen ausgelo¨st werden. Jede Schaltfunktion
selbst hat ihren Ursprung in einer Relation des Modells, die stets den logischen Wert
wahr oder falsch besitzt und entsprechende Zweige in den Modellgleichungen bedingt. Der
Wahrheitswert der Relation wirkt wie ein Schalter auf die Zweige, somit ist die Assoziation
zwischen den zwei mo¨glichen Schalterstellungen und dem Vorzeichen der zugeho¨rigen
Schaltfunktion nahe liegend. Hat die Schaltfunktion den Wert Null, ist die Schalterstellung
fu¨r die an das Ereignis anschließende Zeit nicht offensichtlich.
3.1.1 Klassische Lo¨sung
Fu¨r diesen und die folgenden Abschnitte ist es ausreichend, Systeme mit unstetiger rechter
Seite gema¨ß nachfolgender Definition als Problemklasse zu untersuchen. Die hybriden
Systeme (2.3) fu¨hren wir in Bemerkung 3.8 unter gewissen Voraussetzungen auf Systeme
mit unstetiger rechter Seite zuru¨ck.
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Tabelle 3.1: Lo¨sungssituationen am Schaltzeitpunkt t∗ mit q
(
x(t∗), t∗
)
= 0.
Lokal fu¨r t > t∗:
Fall D+q(x∗, t∗) D−q(x∗, t∗) q
(
x(t), t
)
1 > 0 > 0 > 0
2 < 0 < 0 < 0
3 > 0 < 0 6= 0
4 < 0 > 0 = 0
Definition 3.1 (System mit unstetiger rechter Seite)
Gegeben sei das System gewo¨hnlicher Differentialgleichungen
x˙ =
{
f+(x, t), falls q(x, t) > 0,
f−(x, t), falls q(x, t) < 0
(3.1)
mit glatten rechten Seiten f+, f− : Rnx+1 → Rnx . Es seien zusa¨tzlich die Anfangs-
werte x∗ := x(t∗) = A ∈ Rnx zu einem Zeitpunkt t∗ und eine stetige Schaltfunk-
tion q : Rnx+1 → R bekannt, die u¨ber ihr Vorzeichen die rechte Seite der Differential-
gleichung festlegt. Diese Gleichung nennen wir System mit unstetiger rechter Seite oder
kurz unstetiges System.
In Definition 2.9 wird vorausgesetzt, dass bekannt ist, mit welcher rechten Seite die Lo¨sung
nach dem Ereignis fortgesetzt wird. Wir analysieren nun, wie sich entscheiden la¨sst, wel-
cher Zweig der rechten Seite zu wa¨hlen ist. Richtungsableitungen der Schaltfunktion spie-
len hierbei eine entscheidende Rolle.
Definition 3.2 (Richtungsableitungen der Schaltfunktion)
Fu¨r ein unstetiges System (3.1) mit glatter Schaltfunktion definieren wir die Richtungs-
ableitungen D+q, D−q der Schaltfunktion q in die Richtung mo¨glicher Lo¨sungen:
D+q := qxf
+ + qt, D
−q := qxf− + qt.
Gilt fu¨r eine glatte Schaltfunktion q(x∗, t∗) = 0, so geben die Vorzeichen der Richtungs-
ableitungen D+q(x∗, t∗), D−q(x∗, t∗) Auskunft u¨ber die Fortsetzbarkeit der Lo¨sung x, da
sie das qualitative Verhalten der Schaltfunktion q entlang der verschiedenen Lo¨sungskur-
ven wiedergeben, die entweder von f+ oder f− erzeugt werden. Tabelle 3.1 verschafft
einen U¨berblick, welche wesentlichen Fa¨lle auftreten ko¨nnen [Boc87, Eic92, Cal00]. Die
letzte Spalte fu¨r das Vorzeichen von q ist als Folge der Vorzeichen von D+q und D−q zu
verstehen.
Definition 3.3 (Schaltfla¨che)
Fu¨r ein unstetiges System (3.1) heißt die Menge
Σ := {(x, t) : q(x, t) = 0}
Schaltfla¨che im erweiterten Phasenraum Rnx+1.
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In den ersten beiden Fa¨llen von Tabelle 3.1 kann die Lo¨sung nur mit der aufgezeigten
Schalterstellung fu¨r die rechte Seite fortgesetzt werden, da die jeweils andere Schalter-
stellung im Widerspruch zur Richtungsableitung von q steht. Die Lo¨sung durchdringt die
Schaltfla¨che Σ im Punkt (x∗, t∗), weil die rechte Seite am Ereignispunkt auf den anderen
Zweig umschaltet. Da die Richtungsableitungen nicht verschwinden, schneidet die Lo¨sung
die Schaltfla¨che in einem Winkel, der ungleich Null ist. Die Fa¨lle, in denen D+q(x∗, t∗)
oder D−q(x∗, t∗) verschwinden, werden separat weiter unten behandelt (siehe Tabelle 3.2).
Der dritte Fall in Tabelle 3.1 wu¨rde eine Lo¨sung fu¨r jede der beiden Schalterstellungen
ermo¨glichen. Diese Situation ist fu¨r praktisch relevante Beispiele aber nicht zutreffend und
spielt daher nur eine theoretische Rolle. Deswegen wird der Fall nicht weiter untersucht.
Fall 4 ist dann gegeben, wenn sich die Schaltfunktion genau entgegengesetzt zu dem
verha¨lt, wie es fu¨r die verschiedenen Schalterstellungen no¨tig wa¨re, damit sie gu¨ltig bleiben
ko¨nnten. Diese Situation des inkonsistenten Schaltens la¨sst keine (klassische) Lo¨sung zu.
Ein erweitertes Lo¨sungskonzept wird hierfu¨r im na¨chsten Abschnitt besprochen.
3.1.2 Filippov-Lo¨sung
Abbildung 3.1 verdeutlicht die Situation fu¨r Fall 4 aus Tabelle 3.1. Die erweiterten Zu-
standsableitungen (f+, 1) und (f−, 1) zeigen lokal um den Punkt (x∗, t∗) im erweiterten
Phasenraum in die Schaltfla¨che Σ hinein. Die Lo¨sung kann sich also nicht von der Schalt-
fla¨che entfernen – sie muss in ihr bleiben. Filippov [Fil88] schla¨gt fu¨r solche Fa¨lle vor, den
klassischen Lo¨sungsbegriff zu erweitern und mengenwertige rechte Seiten Ψ(x, t) einzube-
ziehen. Dieser Ansatz fu¨hrt zu Differentialinklusionen x˙ ∈ Ψ(x, t), fu¨r die es eine umfas-
sende Theorie (etwa in [AC84]) gibt. Allgemein besteht Ψ(x, t) nur aus einem Element,
solange die rechte Seite stetig ist. Fu¨r die Definition von Ψ an einer Unstetigkeitsstelle gibt
es verschiedene Vorgehensweisen. Diese ha¨ngt von der physikalischen Gesetzma¨ßigkeit ab,
die durch die unstetige rechte Seite beschrieben wird. Wir wollen uns in der Arbeit auf
die konvexe Hu¨lle ΨF (x, t) := conv {f+, f−} als mengenwertige rechte Seite beschra¨nken.
Dieses Konzept geht auf Filippov zuru¨ck und deckt wichtige Anwendungsfa¨lle ab. In Bei-
spiel 3.11 wird ein anderer Ansatz kurz erla¨utert.
t 
x
Σ 
x(t ) 
t 
(f   ,1) – 
*
*
(f   ,1)+
 
Abbildung 3.1: Zustandsableitungen in der Na¨he der Schaltfla¨che Σ im Fall einer Filippov-
Lo¨sung.
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Tabelle 3.2: Lo¨sungssituationen am Schaltzeitpunkt t∗ mit q
(
x(t∗), t∗
)
= 0 und verschwin-
denden Richtungsableitungen.
Lokal fu¨r t > t∗:
Fall D+q(x∗, t∗) D−q(x∗, t∗) q
(
x(t), t
)
5 > 0 = 0 6= 0
6 = 0 < 0 6= 0
7 < 0 = 0 ≤ 0
8 = 0 > 0 ≥ 0
9 = 0 = 0 ∈ R
Mit der Forderung, dass die Lo¨sung in der Schaltfla¨che verlaufen soll, wird aus Ψ die
gesuchte rechte Seite ausgewa¨hlt. Fu¨r ΨF bedeutet dies:
x˙ = λf+ + (1− λ)f− mit λ ∈ [0, 1]
und q
(
x(t), t
)
= 0 fu¨r t ≥ t∗. Dieses DAE-System mit Differentiationsindex Zwei kann
durch Differentiation der algebraischen Gleichung q(x, t) = 0 explizit in das System
x˙ =
D+qf− −D−qf+
D+q −D−q
u¨berfu¨hrt werden [HNW93]. Zusammenfassend erhalten wir folgende Definition:
Definition 3.4 (Filippov-Lo¨sung)
Es sei vorausgesetzt, dass fu¨r ein unstetiges System (3.1) mit glatter Schaltfunktion die
folgenden Zusammenha¨nge gelten: q(x∗, t∗) = 0, D+q(x∗, t∗) < 0 und D−q(x∗, t∗) > 0.
Dann heißt die Lo¨sung x, die folgendes System gewo¨hnlicher Differentialgleichungen lokal
fu¨r t ≥ t∗ erfu¨llt, Filippov-Lo¨sung :
x˙ = f ∗(x, t) :=
D+qf− −D−qf+
D+q −D−q (x, t).
Die Filippov-Lo¨sung wird oft auch als Sliding Motion [Fil88, §4] bezeichnet.
Bemerkung 3.5 (Eigenschaften der Filippov-Lo¨sung)
Die Filippov-Lo¨sung existiert zeitlich fu¨r t > t∗ mindestens solange bis D+q oder D−q
einen Nulldurchgang aufweisen, vorausgesetzt die Lo¨sung bleibt beschra¨nkt. Aus Stetig-
keitsgru¨nden ist entlang einer Filippov-Lo¨sung stets D+q ≤ 0 und D−q ≥ 0. Deshalb
kann man die Richtungsableitungen als neue Schaltfunktionen betrachten [Boc87], die
ein Ereignis zu einem spa¨teren Zeitpunkt t > t∗ definieren, wenn die Lo¨sung die Schalt-
fla¨che wieder verla¨sst. Die bisherige Schaltfunktion q wird bis zu diesem Ereignis nicht als
Schaltfunktion benutzt, da die Filippov-Lo¨sung garantiert, dass
(
x(t), t
) ∈ Σ und damit
q
(
x(t), t
)
= 0 gilt.
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Die Situation eines spa¨teren Ereignisses mit Nullstellen von D+q oder D−q la¨sst sich in die
allgemeine Problematik, welche Fa¨lle fu¨r verschwindende Richtungsableitungen existieren,
eingliedern. Tabelle 3.2 listet als Fortsetzung von Tabelle 3.1 alle prinzipiellen Mo¨glich-
keiten auf. Wir nehmen dabei an, dass eine Filippov-Lo¨sung in der Schaltfla¨che nur dann
von Interesse ist, wenn es keine klassische Lo¨sung mit f = f+ oder f = f− gibt. Da in den
Fa¨llen 5 und 6 klassische Lo¨sungen existieren, ist hier die Filippov-Lo¨sung lokal fu¨r t > t∗
nicht relevant. Wegen der Stetigkeit von D+q (Fall 5) bzw. D−q (Fall 6) treten diese Fa¨lle
nicht wa¨hrend oder am Ende einer Phase mit Filippov-Lo¨sung auf. In Beispiel 3.6 werden
fu¨r alle Fa¨lle Beispiele angegeben, die demonstrieren, dass die Lo¨sungssituationen, wie sie
in der letzten Spalte von Tabelle 3.2 notiert sind, auch existieren.
Beispiel 3.6 (Verschwindende Richtungsableitungen)
Es seien die Schaltfunktion q(x, t) := x, der Zeitpunkt t∗ = 0 und der Anfangswert A = 0
zu einem skalaren System mit verschiedenen rechten Seiten f+ und f− gegeben:
Korrespon- Rechte Seite
Beispiel f+(x, t) f−(x, t) dierender Fall lokal fu¨r t > t∗
A.a 1 t2 5 f+
A.b 1 −t2 5 f+, f−
B.a −1 t2 7 f ∗ = 0
B.b −1 −t2 7 f−
C.a −t2 t2 9 f ∗ = 0
C.b 1
2
t2 t2 9 f+
C.c −1
2
t2 −t2 9 f−
C.d t2 0 9 f+, f−
Fu¨r alle Beispielvarianten la¨sst sich in Abbildung 3.2 erkennen, welche Mo¨glichkeiten es
fu¨r die Wahl von f gibt. Diese sind in der obigen Tabelle in der letzten Spalte eingetragen.
In den Fa¨llen (A.b) und (C.d) gibt es keine eindeutige rechte Seite fu¨r t > t∗, die Situa-
tion a¨hnelt der aus Fall 3 in Tabelle 3.1. Es ist offensichtlich, dass fu¨r die Beispiele (A.b),
(C.d) die Lo¨sung nur durch Setzen der Anfangszusta¨nde in die Schaltfla¨che gelangt. Fu¨r
die restlichen Beispiele gibt es Lo¨sungen, die in positiver Zeitrichtung in die Schaltfla¨che
hineinlaufen oder sie schneiden. Beispiele zu den korrespondierenden Fa¨llen 6 und 8 (siehe
Tabelle 3.2) erha¨lt man einfach aus den Beispielen (A.a), (A.b), (B.a) und (B.b), indem
man den U¨bergang q → −q mit dem entsprechenden Vertauschen von f+ und f− vor-
nimmt.
Bemerkung 3.7 (Fortsetzung der Lo¨sung in nicht eindeutigen Fa¨llen)
Im Fall 5 (Fall 6 analog) aus Tabelle 3.2 existiert eine Lo¨sung fu¨r f = f+. Das Bei-
spiel 3.6 (A.b) zeigt, dass es in manchen Situationen mo¨glich ist, zusa¨tzlich eine Lo¨sung
mit f = f− zu konstruieren. Wenn wir annehmen, dass es stets eine eindeutige Lo¨sung
des unstetigen Systems gibt, so scheidet diese Situation aus. In den Fa¨llen ist dann klar,
dass f+ die neue rechte Seite fu¨r t > t∗ ist. Die Fa¨lle 7, 8 und evtl. 9 treten im Zusammen-
hang mit Filippov-Lo¨sungen auf, wenn eine Richtungsableitung eine Nullstelle hat, siehe
Bemerkung 3.5. La¨sst man keine mehrfachen Nullstellen von D+q, D−q zu, so verla¨sst
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Abbildung 3.2: Zustandsableitungen in der Na¨he der Schaltfla¨che Σ = {(x, t) : x = 0}
fu¨r alle Fa¨lle aus Beispiel 3.6.
die Lo¨sung die Schaltfla¨che mit einer klassischen Lo¨sung. Im Fall 9 ist zuna¨chst nicht
klar, ob die Lo¨sung mit f = f+ oder mit f = f− fortgesetzt wird. In allen Fa¨llen, in
denen D+q oder D−q verschwinden und in denen die analytischen Lo¨sungen nicht bekannt
sind, ko¨nnen evtl. ho¨here Ableitungen von q
(
x(t), t
)
bei entsprechender Glattheit eine
genauere Analyse ermo¨glichen. Auch hier ist das Ziel, festzustellen, wie sich die Schalt-
funktion qualitativ fu¨r die verschiedenen Lo¨sungsa¨ste verha¨lt.
Bisher hatten wir in diesem Kapitel Systeme mit unstetiger rechter Seite betrachtet. Den
Zusammenhang mit hybriden Systemen (2.3), die zur unstetigen rechten Seite zusa¨tzlich
U¨bergangsbedingungen in den Zusta¨nden enthalten ko¨nnen, kla¨ren wir in der folgenden
Bemerkung.
Bemerkung 3.8 (Einbettung in hybride Systeme)
Fu¨r ein hybrides System (2.3) definieren wir x := x1, t∗ := t1, A := A1
(
x0(t1), t1
)
. Wir
setzen nun voraus, dass eine glatte Schaltfunktion ρ1 mit ρ1
(
x1(t1), t1
)
= 0 existiert,
die also eine Nullstelle fu¨r die gea¨nderten Zusta¨nde am Ereignispunkt besitzt. Mit dieser
sei q := ρ1. Es sei darauf hingewiesen, dass die von x0 abha¨ngende Schaltfunktion q1 des
hybriden Systems unter Umsta¨nden nur dazu verwendet wird, den Ereigniszeitpunkt t1
festzulegen. Auf welche rechte Seite fu¨r die Zeit t > t1 umgeschaltet wird, richtet sich
dann nach ρ1. Im Spezialfall A1 = idx0 gilt: q = ρ
1 = q1. Mo¨gliche rechte Seiten fu¨r
die x1 bestimmende Differentialgleichung seien je nach Vorzeichen von ρ1 als f+ und f−
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Tabelle 3.3: Parameter und Variablen fu¨r Beispiel 3.9, Abbildung 2.2.
Bez. Modelica-Variable Beschreibung Wert Einheit
Ri Innenwiderstand.R Innenwiderstand 10
−2 Ω
C Kondensator.C Kapazita¨t des Kondensators 3 · 10−2 F
R Widerstand.R Widerstand des Motors 5 Ω
L Spule.L Induktivita¨t der Spule 1
2
H
k EMF.k EMF-Konstante 1 Nm/A
J Traegheit.J Tra¨gheitsmoment 10−1 kgm2
vC Kondensator.v Spannung am Kondensator vC(t) V
iL Spule.i Strom durch die Spule iL(t) A
ω Traegheit.w Winkelgeschwindigkeit ω(t) rad/s
vG Sinusspannung.v Versorgungsspannung 325 sin(10pit) V
ML Last.tau Lastdrehmoment ML(t) Nm
bezeichnet. Algebraische Gro¨ßen y spielen fu¨r die Situationen am Ereignispunkt keine
Rolle und stellen insofern keine Einschra¨nkung dar.
Mit diesen Definitionen liegt ein System (3.1) mit unstetiger rechter Seite vor und alle
Aussagen dieses Kapitels gelten auch fu¨r hybride Systeme, nachdem die Zustandsa¨nde-
rungen am Ereignispunkt ausgefu¨hrt sind. Hat keine Schaltfunktion mit den gea¨nderten
Zusta¨nden eine Nullstelle, so sind alle Schalterstellungen u¨ber die Vorzeichen der Schalt-
funktionen eindeutig festgelegt, und eine weitere Analyse am Ereignispunkt ist nicht not-
wendig. Die einzige Einschra¨nkung, die wir hier vornehmen, ist die Verfu¨gbarkeit der die
Zustandsa¨nderung beschreibenden Funktion A1, bevor u¨ber die korrekte rechte Seite ent-
schieden wird. Fu¨r komplizierte Modelle kann man sich eine Kopplung der Zustandsa¨nde-
rung mit der rechten Seite vorstellen. In der Mechanik gibt es Verfahren, die eine kon-
sistente Kombination von Kontaktfa¨llen [Kli97, Glo01] u¨ber die Lo¨sung eines linearen
Komplementarita¨tsproblems ermitteln.
3.1.3 Beispiele unstetiger Systeme
Die nachfolgenden Beispiele beleuchten unterschiedliche Aspekte der gezeigten Ansa¨tze
zur Lo¨sung von Systemen mit unstetiger rechter Seite. Beispiel 3.9 zeigt den klassischen
Durchgang der Lo¨sung durch die Schaltfla¨che, wohingegen die Beispiele 3.10 und 3.11
Filippov-Lo¨sungen besitzen. Letzteres gibt einen kurzen Einblick in ein weiteres Lo¨sungs-
konzept neben der Filippov-Lo¨sung.
Beispiel 3.9 (Belasteter Elektromotor I)
Das vereinfachte Modell eines belasteten (ungeregelten) Elektromotors aus Abbildung 2.2
soll die klassische Lo¨sung eines unstetigen Systems verdeutlichen. Mit den Bezeichnungen
aus Tabelle 3.3 und einer vorgegebenen, glatten Funktion ML fu¨r das Lastdrehmoment
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ist das Gesamtmodell durch das abschnittsweise lineare System
d
dt
 vciL
ω
 =
 a11 −
1
C
0
1
L
−R
L
− k
L
0 k
J
0

 vCiL
ω
+
 b1(t)0
1
J
ML(t)

darstellbar. Es werden dabei die abku¨rzenden Bezeichnungen
(
a11, b1(t)
)
:=
{
1
RiC
(− 1, vG(t)), falls vG(t)− vC > 0,
(0, 0), falls vG(t)− vC < 0
verwendet. Fu¨r die Anfangswerte der Zusta¨nde x := (vC , iL, ω)
T gelte: x(0) = 0. Die
Schaltfunktion q(x, t) := vG(t)−vC definiert u¨ber ihre Nullstellen Ereignispunkte (x∗, t∗).
An einem solchen gilt:
D+q(x∗, t∗) =
1
C
i∗L + v˙G(t
∗) +
1
RiC
(
v∗C − vG(t∗)
)
,
D−q(x∗, t∗) =
1
C
i∗L + v˙G(t
∗).
Da q(x∗, t∗) = vG(t∗)− v∗C verschwindet, folgt die Identita¨t D+q(x∗, t∗) = D−q(x∗, t∗). Da-
mit erhalten wir Fall 1 oder 2 aus Tabelle 3.1 fu¨r v˙G(t
∗) 6= − 1
C
i∗L. Aus Stetigkeitsgru¨nden
haben D+q bzw. D−q lokal fu¨r t < t∗ dieselben Vorzeichen wie am Ereignispunkt. Folglich
durchsto¨ßt die Lo¨sungskurve
(
x(t), t
)
die Schaltfla¨che Σ im Punkt (x∗, t∗). Die numeri-
sche Lo¨sung des Modells mit einem sprunghaften Lastmoment ist in Abbildung 5.2 von
Kapitel 5 visualisiert.
Beispiel 3.10 (Coulomb-Reibung nach [ESF02])
Die Modellierung von Reibungsvorga¨ngen ist ein
F 
z 
m 
R 
F N 
F A 
z 
. 
 
wichtiger Bestandteil der dynamischen Beschrei-
bung mechanischer Systeme. Als einfaches Modell-
system betrachten wir einen Quader der Masse m,
der sich u¨ber eine ebene Fla¨che in z-Richtung be-
wegt. Das Coulomb-Modell definiert den Betrag der
maximal wirkenden Reibungskraft FR als
|FR| = µ|FN |
mit einem Reibungskoeffizienten µ ≥ 0 und der Normalkraft FN senkrecht zur Kontakt-
fla¨che. Dabei ist die Normalkraft FN = mg mit der Erdbeschleunigung g gegeben. Die
Richtung der Reibungskraft ist entgegengesetzt zur Geschwindigkeit z˙ der Masse. Wir
nehmen an, dass zudem eine zeitabha¨ngige Anregungskraft FA auf die Masse wirkt. Man
erha¨lt mit den Zusta¨nden x = (z, x2)
T eine unstetige rechte Seite der Bewegungsgleichung:
x˙ = f(x, t) =

f+(x, t) :=
(
x2
1
m
FA(t)− µg
)
, falls q(x, t) := x2 > 0,
f−(x, t) :=
(
x2
1
m
FA(t) + µg
)
, falls q(x, t) < 0.
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Abbildung 3.3: Links: Schaltbild eines AC/DC-Konverters. Rechts: Die beiden mo¨glichen
Schaltzusta¨nde A und B der Schaltlogik S.
Mit den Werten m = 1, g = 10, µ = 1
2
, FA(t) = 8 sin 2pit, z(0) = 0, z˙(0) = 0 ergibt sich
gema¨ß Definition 3.2 fu¨r t∗ = 0:
D+q
(
x(0), 0
)
= f+2
(
x(0), 0
)
= −5 < 0, D−q(x(0), 0) = f−2 (x(0), 0) = 5 > 0.
Nach den theoretischen U¨berlegungen aus Abschnitt 3.1.2 definiert man fu¨r t > 0 u¨ber
die rechte Seite f := f ∗ = 0 die Filippov-Lo¨sung, bis in diesem Fall D+q eine Nullstelle
besitzt. Physikalisch erha¨lt man genau das gewu¨nschte Verhalten des Modells: Die Masse
bleibt solange in Ruhe, bis die Anregungskraft gro¨ßer als die maximale Reibungskraft
wird.
Beispiel 3.11 (AC/DC-Konverter [UGS99])
Ein elektrischer Konverter von Wechsel- auf Gleichspannung sei durch die linke Schaltung
in Abbildung 3.3 beschrieben. Ein Wechselspannungsgenerator mit der Frequenz ω erzeugt
eine Spannung vAC = VAC sinωt, die u¨ber eine Induktivita¨t L an eine Schaltlogik S u¨ber-
tragen wird. Ein Steuersignal u, das die Werte +1 oder −1 annehmen kann, legt fest, ob
die Verschaltung nach Schema A oder B erfolgt. Die resultierende Ausgangsspannung vDC
soll einem vorgegebenen Spannungsverlauf vSoll folgen.
Ein einfacher Sliding-Mode-Regler setzt
u =
{
+1, falls q(x, t) := (vSoll − vDC)iAC > 0,
−1, falls q(x, t) < 0.
Damit erha¨lt man mit x := (iAC, vDC)
T das System
x˙ = f(x, t) =

(
1
L
VAC sinωt− 1LvDC
− 1
RC
vDC +
1
C
iAC
)
, falls q(x, t) > 0,
(
1
L
VAC sinωt+
1
L
vDC
− 1
RC
vDC − 1C iAC
)
, falls q(x, t) < 0.
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Wenn zu einem Zeitpunkt t∗ die Identita¨t vSoll(t∗) = vDC(t∗) und die Abscha¨tzung
|iAC(t∗)| >
∣∣∣∣Cv˙Soll(t∗) + 1RvSoll(t∗)
∣∣∣∣ (3.2)
gilt, so lassen sich mit den Richtungsableitungen
D+q(x, t) = iAC
(
1
RC
vDC − 1
C
iAC + v˙Soll(t)
)
,
D−q(x, t) = iAC
(
1
RC
vDC +
1
C
iAC + v˙Soll(t)
)
die Relationen D+q(x∗, t∗) < 0 und D−q(x∗, t∗) > 0 folgern. Um den Verlauf des Steuer-
signals in der anschließenden Lo¨sungsphase zu bestimmen, betrachten wir allgemeine Sys-
teme
x˙ = f0(x, t) + b(x, t)u
mit glatten vektorwertigen Funktionen f0, b : Rnx+1 → Rnx . Die skalare Steuerfunktion u
sei unstetig:
u =
{
u+, falls q(x, t) > 0,
u−, falls q(x, t) < 0.
Im Vergleich zur allgemeinen unstetigen rechten Seite in Gleichung (3.1) schla¨gt sich hier
die Unstetigkeit nur in der Steuerfunktion nieder. Die Berechnung einer Lo¨sung in der
Schaltfla¨che erfolgt mit dem
”
Equivalent Control“-Ansatz [UGS99, Chapter 2.3]:
0 = qxf + qt = qxf0 + qxbu
eq + qt.
Falls qxb 6= 0 gilt, dann folgt ueq = −(qxb)−1(qxf0 + qt) und damit
x˙ = f0 − (qxb)−1(qxf0 + qt)b.
Da die Steuerfunktion skalar ist und linear in der rechten Seite vorkommt, stimmt diese
rechte Seite mit der fu¨r die Filippov-Lo¨sung u¨berein. Im Allgemeinen ist die
”
Equivalent
Control“-Lo¨sung nicht mit der Filippov-Lo¨sung identisch.
Fu¨r den AC/DC-Konverter ergibt sich die Steuerfunktion gema¨ß
ueq =
RCv˙Soll + vSoll
RiAC
,
woraus mit obiger Bedingung (3.2) die Abscha¨tzung |ueq| < 1 folgt. Daher ist ueq nur
ein theoretisches Steuersignal, das garantieren wu¨rde, dass die Lo¨sung in der Schaltfla¨che
bliebe. In praktischen Anwendungen wird oft zugelassen, dass die Lo¨sung in einer gewissen
Umgebung der Schaltfla¨che bleibt. Im Gegenzug kommt man mit diskreten Werten u+
und u− fu¨r u aus, die sich technisch realisieren lassen [AS98].
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3.2 Besonderheiten an Ereignispunkten
Die theoretischen Ergebnisse aus Abschnitt 3.1 helfen in praktischen Anwendungen, wenn
sie eine genu¨gend breite Klasse von Problemen abdecken. Es zeigt sich, dass in der Praxis
zusa¨tzliche Gegebenheiten mit beru¨cksichtigt werden mu¨ssen. Die theoretischen Grundla-
gen dafu¨r wollen wir in diesem Abschnitt legen. Zuna¨chst lockern wir die Anforderungen
an die Schaltfunktion, falls sie von Zustandsableitungen oder algebraischen Variablen
abha¨ngt und damit an Glattheitseigenschaften einbu¨ßt. Im zweiten Teil schwa¨chen wir
die ga¨ngige Voraussetzung, dass zur Definition eines Ereignisses genau eine Schaltfunk-
tion eine Nullstelle besitzt, ab.
3.2.1 Nichtglatte Schaltfunktionen
In der Darstellung von Definition 2.9 ist die Schaltfunktion q zustands- und zeitabha¨n-
gig. In praktischen Modellen treten durchaus Schaltfunktionen q˜ auf, die zusa¨tzlich von
den Zustandsableitungen x˙ oder algebraischen Variablen y abha¨ngen: q˜(x˙, y, x, t). Eine
solche Schaltfunktion kann mit der rechten Seite f des Differentialgleichungssystems und
der Funktion g fu¨r die algebraischen Gro¨ßen in q(x, t) := q˜
(
f(x, t), g(x, t), x, t
)
u¨berfu¨hrt
werden. Allerdings ist dann nicht garantiert, dass q stetig bzw. noch glatter ist, da f
in Definition 3.1 explizit abschnittsweise definiert ist und g durch die Abha¨ngigkeit von
Schaltern ebenfalls an Ereignispunkten nichtglatt sein kann. Dieser Abschnitt bescha¨ftigt
sich mit Lo¨sungstechniken fu¨r Probleme mit nichtglatten Schaltfunktionen.
Die Gesamtheit aller Schaltfunktionen eines Modells sei im Vektor Q = (Q1, . . . , QnQ)T
zusammengefasst. Fu¨r jede Schaltfunktion Qi verwenden wir einen Schalter Si, so dass
alle Schalter in S = (S1, . . . , SnQ)
T ∈ ΩnQ mit Ω = {−1,+1, 0} verfu¨gbar sind.
Definition 3.12 (Unstetige rechte Seite mit mehreren Schaltern)
Fu¨r S ∈ ΩnQ sei eine glatte Abbildung fS : Rnx+1 → Rnx gegeben. Die dem System
x˙ = fS(x, t)
zugeordnete rechte Seite fS bezeichnen wir dann als unstetige rechte Seite mit mehreren
Schaltern. Die schalterabha¨ngige Darstellung ist z. B. in [Eic92] zu finden. Analog lassen
sich die algebraischen Gro¨ßen mit gS(x, t) beschreiben.
Bemerkung 3.13 (Schalterabha¨ngige Schaltfunktionen)
Da u¨ber x˙ und y Unstetigkeiten in den Schaltfunktionen induziert werden ko¨nnen, fu¨hren
wir schalterabha¨ngige Schaltfunktionen ein:
Qi,S(x, t) := Qi
(
fS(x, t), gS(x, t), x, t
)
, i = 1, . . . , nQ.
Fu¨r Qi,S
(
x(t), t
) 6= 0 gelte Si = sgnQi,S(x(t), t). Am Ereignispunkt (x∗, t∗) muss fu¨r
die Schalter S entschieden werden, welche Werte sie fu¨r die Zeit t > t∗ erhalten. Wir
bezeichnen diese Schalterstellungen dann mit S ∈ ΩnQ . Sie u¨bernehmen lokal fu¨r t > t∗
die Rolle von S.
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Tabelle 3.4: Resultierende Schalterkonstellationen S fu¨r nichtglatte Schaltfunktionen.
Die Schaltfunktion Q1 und die Richtungsableitungen D±Q1 sind jeweils im
Punkt (x∗, t∗) ausgewertet.
Fall sgnQ1,S
+
sgnQ1,S
−
sgnD+Q1,S
+
sgnD−Q1,S
−
S
I +1 +1 — — S+
II −1 −1 — — S−
III +1 0 — +1 S+
IV 0 −1 −1 — S−
V 0 0 +1 +1 S+
VI 0 0 −1 −1 S−
VII 0 0 −1 +1 S∗
Wenn fu¨r genau eine Komponente von QS (ohne Einschra¨nkung fu¨r die erste) die Iden-
tita¨t Q1,S(x∗, t∗) = 0 gilt, so folgt nicht notwendigerweise Si = Si fu¨r i = 2, . . . , nQ. Im
Allgemeinen behalten nicht aktive Schaltfunktionen ihre Schalterstellung nur bei, wenn
sie nicht von Schaltern abha¨ngen.
Beispiel 3.14 (Verschachteltes Schalten)
Gegeben sei das folgende System:
z1 =
{
1, falls x > 1,
−1, falls x < 1, z2 =
{
1, falls z1 > 0,
−1, falls z1 < 0,
x˙ =
{
10, falls z2 > 0,
100, falls z2 < 0
mit x(0) = 0 und den Schaltfunktionen Q1 = x − 1, Q2 = z1, Q3 = z2 sowie den
zugeho¨rigen Schaltern S1 = S2 = S3 = −1 fu¨r t = 0. Dann gilt:
x(t) =
{
100t, falls 0 ≤ t < 1
100
,
10
(
t− 1
100
)
+ 1, falls 1
100
≤ t.
Am Ereigniszeitpunkt t∗ = 1/100 gilt Q1 = 0, und die Schalter werden auf S1 = S2 =
S3 = +1 umgeschaltet. Es reicht also nicht aus, nur eine Schalterstellung am Ereignis
zu a¨ndern. Zu dem Beispiel ist das folgende System a¨quivalent, was sich allgemein eher
schwer automatisch aus dem Originalsystem bestimmen la¨sst:
x˙ =
{
10, falls x > 1,
100, falls x < 1,
x(0) = 0.
Bemerkung 3.15 (Ereignis mit schalterabha¨ngigen Schaltfunktionen)
Wir bestimmen nun die Schalterstellungen S am Ereignispunkt. Es sei dazu S+ ∈ ΩnQ
die Schalterkombination, die sich aus den Schaltern S und der Forderung S1 = +1 er-
gibt. Zur Bestimmung von S+ werden alle Schalter, die von S1 abha¨ngen, neu berechnet.
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Die restlichen bleiben unvera¨ndert. Analog erha¨lt man S− fu¨r S1 = −1. Es wird ange-
nommen, dass jeweils eine eindeutige Schalterkombination S+ und S− existiert. Es gilt
dann sgnQi,S
±
(x∗, t∗) = S±i fu¨r i = 2, . . . , nQ, wobei wir voraussetzen, dass S
±
i 6= 0 erfu¨llt
ist.
Wenn sgnQ1,S
+
(x∗, t∗) = 0 oder sgnQ1,S
−
(x∗, t∗) = 0 gelten, so ko¨nnen die Richtungs-
ableitungen
D+Q1,S
+
= Q1,S
+
x f
S+ +Q1,S
+
t , D
−Q1,S
−
= Q1,S
−
x f
S− +Q1,S
−
t
weitere Hinweise auf den konsistenten Schaltzustand S lokal fu¨r t > t∗ geben. Tabelle 3.4
listet die Fa¨lle auf, in denen S eindeutig bestimmt ist. Sie ergeben sich aus einfachen
U¨berlegungen a¨hnlich denen in Abschnitt 3.1. Alle Fa¨lle ko¨nnen als hybrides System
geschrieben werden:
x˙0 = f 0(x0, t) := fS(x0, t), x0(t0) = A0, q1(x0, t) := Q1,S(x0, t),
x1(t1) = idx0 , x˙
1 = f 1(x1, t) := fS(x1, t).
Allerdings la¨sst sich dieses System im Allgemeinen nicht wie in Bemerkung 3.8 auf ein
System mit unstetiger rechter Seite und glatter Schaltfunktion zuru¨ckfu¨hren.
Fu¨r den Fall (VII) aus Tabelle 3.4 ist noch nicht klar, wie fS aussehen soll. Die Schalter-
konstellation legt eine Filippov-Lo¨sung nahe – jedoch sind die Voraussetzungen aus Defini-
tion 3.4 nicht erfu¨llt, da die Schaltfunktion Q1 nichtglatt sein kann. Trotzdem definieren
wir die Schalterstellung S∗ := (0, S2, . . . , Snq)
T, die anzeigt, dass der Fall (VII) fu¨r die
Schaltfunktion Q1 vorliegt. Diese Situation analysieren wir nun an einem Beispiel und
dann allgemein genauer.
Beispiel 3.16 (Verlustbehaftetes Getriebe)
Wir untersuchen ein Modelica-Modell1, das ein mechanisches U¨bersetzungsgetriebe in ein-
facher Weise beschreibt. Die rotierenden Zahnra¨der werden mit mechanischen Tra¨gheiten
modelliert, die u¨ber ein ideales, verlustfreies Getriebe und einer auf den Wirkungsgrad
bezogenen Drehmomentenlast miteinander gekoppelt sind, siehe Abbildung 3.4. Je nach
Richtung des Leistungsflusses tritt der Wirkungsgrad eta links bzw. rechts als Faktor in
der Momentengleichung des Teilmodells Wirkungsgrad auf:
model Wirkungsgrad
extends TwoFlanges; . . .
parameter Real eta = 0.5; power_a = flange_a.tau*der(phi);
SIunits.Angle phi; if power_a >= 0 then
SIunits.Power power_a; flange_b.tau = -eta*flange_a.tau;
equation else
phi = flange_a.phi; eta*flange_b.tau = -flange_a.tau;
phi = flange_b.phi; end if;
. . . end Wirkungsgrad;
1Der Autor ist C. Schweiger und M. Otter (DLR Oberpfaffenhofen) dankbar fu¨r die Bereitstellung des
Modells.
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Abbildung 3.4: Modelica-Modell eines verlustbehafteten Getriebes mit Momentenauf-
schaltung.
Weitere Details zu demModell, etwa wie die Wirkungsgrade aus geometrischen U¨berlegun-
gen bestimmt werden, findet man in [PSO02]. Dort werden auch Techniken eingefu¨hrt, die
der entgegengesetzten Leistungsflussrichtung einen eigenen Wirkungsgrad zuordnen. Zu-
dem ko¨nnen die Wirkungsgrade von der Drehzahl des Getriebes abha¨ngen. Aus Gru¨nden
der Einfachheit verzichten wir auf diese Abha¨ngigkeiten in unseren Ausfu¨hrungen.
In Abbildung 3.4 ist ein Gesamtmodell zu sehen, mit dem sich die Eigenschaften des
Getriebemodells analysieren lassen. Auf beiden mechanischen Wellen des Getriebes wird
ein zeitabha¨ngiges Drehmoment aufgebracht, um das Verhalten fu¨r verschiedenes Last-
und Antriebsmoment zu pru¨fen. Alle wesentlichen Parameter und Variablen des Gesamt-
modells sind mit ihren Werten in Tabelle 3.5 aufgelistet. Insgesamt erha¨lt man folgendes
System:
x˙ =
{
f+(t), falls q(x, t) > 0,
f−(t), falls q(x, t) < 0,
x(0) = 0
mit
f+(t) :=
ηr2MA(t) + rML(t)
ηr2J1 + J2
, f−(t) :=
1
η
r2MA(t) + rML(t)
1
η
r2J1 + J2
und
q(x, t) = x
(
MA(t)− J1x˙
)
=
{
x
(
MA(t)− J1f+(t)
)
=: q+(x, t), falls q > 0,
x
(
MA(t)− J1f−(t)
)
=: q−(x, t), falls q < 0.
Das Besondere an diesem Beispiel ist die Abha¨ngigkeit der Schaltfunktion von x˙, die dazu
fu¨hrt, dass sich die Schaltfunktion in zwei A¨ste aufspaltet:
q+(x, t) = x
J2MA(t)− rJ1ML(t)
ηr2J1 + J2
, q−(x, t) = x
J2MA(t)− rJ1ML(t)
1
η
r2J1 + J2
.
34 3 Lo¨sungstheorie unstetiger Systeme
Tabelle 3.5: Parameter und Variablen fu¨r Beispiel 3.16, Abbildung 3.4.
Bez. Modelica-Variable Beschreibung Wert Einheit
J1 Getriebe.J1 Tra¨gheitsmoment, linkes Zahnrad 1 kgm
2
J2 Getriebe.J2 Tra¨gheitsmoment, rechtes Zahnrad 1.5 kgm
2
r Getriebe.r U¨bersetzungsverha¨ltnis 2 1
η Getriebe.eta Wirkungsgrad 0.5 1
MA MomentA.tau Drehmoment, links 10 sin(2pit) Nm
ML MomentL.tau Drehmoment, rechts −10 + 2.5t Nm
ω1 Getriebe.w1 Drehgeschwindigkeit, links x(t) rad/s
ω2 Getriebe.w2 Drehgeschwindigkeit, rechts ω2(t) rad/s
Wir stellen fest, dass stets sgn q+ = sgn q− gilt, weil die Nenner in den Ausdru¨cken
fu¨r q+ und q− jeweils positiv sind. Insbesondere ist q+ = 0 und q− = 0 auf derselben
Menge und damit Σ wohldefiniert. Somit gibt es stets einen eindeutigen Wert fu¨r q(x, t).
Abbildung 3.5 zeigt den Verlauf von q, wobei die Bereiche fu¨r q > 0, q < 0 und q = 0
farblich unterschiedlich gekennzeichnet sind. Wegen sgn q+ = sgn q− ist q stetig, aber nicht
notwendigerweise differenzierbar. Betrachtet man die Ableitungen
q+x (x, t) =
J2MA(t)− rJ1ML(t)
ηr2J1 + J2
, q−x (x, t) =
J2MA(t)− rJ1ML(t)
1
η
r2J1 + J2
,
q+t (x, t) = x
J2M˙A(t)− rJ1M˙L(t)
ηr2J1 + J2
, q−t (x, t) = x
J2M˙A(t)− rJ1M˙L(t)
1
η
r2J1 + J2
,
so wird klar, dass im Allgemeinen fu¨r η 6= 1 die Aussagen q+x 6= q−x und q+t 6= q−t gelten.
Wir lo¨sen uns jetzt von Beispiel 3.16 und betrachten allgemein unstetige Systeme mit
regula¨rer Schaltfunktion. In Beispiel 3.22 kommen wir noch einmal auf das Modell des
verlustbehafteten Getriebes zuru¨ck.
Bemerkung 3.17 (Darstellung als System mit unstetiger rechter Seite)
Zu den Gegebenheiten aus Bemerkung 3.15 seien fu¨r den Fall (VII) aus Tabelle 3.4 die
Definitionen q+ := Q1,S
+
, q− := Q1,S
−
, f+ := fS
+
und f− := fS
−
vereinbart. Da wir nur
an Situationen interessiert sind, die eine eindeutige Lo¨sung ermo¨glichen, ist es sinnvoll,
an die A¨ste der aktiven Schaltfunktion die Voraussetzung sgn q+ = sgn q− in Rnx+1 zu
stellen. Damit sind die Schaltfunktion
q(x, t) :=
{
q+(x, t), falls q+(x, t) > 0,
q−(x, t), falls q−(x, t) < 0
und die Schaltfla¨che Σ wohldefiniert, insbesondere ist q stetig. Es liegt also ein System
mit unstetiger rechter Seite nach Definition 3.1 und mit einer regula¨ren Schaltfunktion
nach folgender Definition vor.
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Abbildung 3.5: Nichtglatter Schaltfunktionsverlauf q(x, t) fu¨r Beispiel 3.16. Gru¨ne Kurven
(Punkte, an denen q nicht differenzierbar ist): q = q+ = q− = 0. Braune
Fla¨che: q = q+. Blaue Fla¨che: q = q−.
Definition 3.18 (Regula¨re Schaltfunktion)
Es sei q eine stetige Schaltfunktion, die außerhalb von Σ glatt sei und folgende Eigenschaft
erfu¨lle: Es existiert eine Funktion q+, fu¨r die q+ = q auf Σ+ := {(x, t) : q(x, t) > 0} gilt
und die auf Σ+ ∪ U(Σ) glatt ist. U(Σ) ist hierbei eine hinreichend kleine Umgebung
von Σ. Ebenso existiert eine Funktion q− mit analogen Eigenschaften auf Σ−∪U(Σ). Wir
bezeichnen die Schaltfunktion dann als regula¨re Schaltfunktion.
Lemma 3.19 (Lineare Abha¨ngigkeit der Normalenvektoren von Σ)
Es sei eine regula¨re Schaltfunktion q gegeben. Dann gibt es zu jedem Punkt (x, t) ∈ Σ mit
∇q+(x, t) 6= 0, ∇q−(x, t) 6= 0 eine positive Zahl κ > 0, fu¨r die folgendes gilt:
∇q+(x, t) = κ∇q−(x, t).
Beweis:
Unter den gegebenen Voraussetzungen spannt sowohl ∇q+(x, t) als auch ∇q−(x, t) den
Normalenraum zur Schaltfla¨che Σ im Punkt (x, t) auf [Ko¨n97, Kapitel 3.5]. Da der Nor-
malenraum ein eindimensionaler Unterraum von Rnx+1 ist, folgt, dass ein κ 6= 0 ∈ R exis-
tiert, mit dem die Gleichung aus dem Lemma gilt. Da die Gradienten nicht verschwinden,
sind Σ+ 6= ∅ und Σ− 6= ∅. Wegen der allgemeinen Eigenschaften eines Gradienten [Ko¨n97,
Kapitel 2.1] zeigt ∇q+ im Punkt (x, t) in die Menge Σ+ hinein, ebenso zeigt −∇q− in die
Menge Σ−, siehe auch Abbildung 3.6. Somit ergibt sich κ > 0.
Korollar 3.20 (Vorzeichen der Richtungsableitungen)
Fu¨r∇q+(x, t) 6= 0,∇q−(x, t) 6= 0 gelten mit den Richtungsableitungen lokal um (x, t) ∈ Σ:
sgnD+q+ = sgnD+q− sowie sgnD−q− = sgnD−q+.
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Abbildung 3.6: Gradienten von q+, q− an der Schaltfla¨che Σ fu¨r eine regula¨re Schaltfunk-
tion q.
Satz 3.21 (Filippov-Lo¨sung fu¨r regula¨re Schaltfunktionen)
Es sei ein System mit unstetiger rechter Seite und regula¨rer Schaltfunktion gegeben. Gelten
fu¨r die Richtungsableitungen die Relationen D+q+(x∗, t∗) < 0 und D−q−(x∗, t∗) > 0, dann
existiert fu¨r t > t∗ eine eindeutige Lo¨sung mit der Ableitung
x˙ = f ∗(x, t) :=
D+q+f− −D−q+f+
D+q+ −D−q+ (x, t) =
D+q−f− −D−q−f+
D+q− −D−q− (x, t).
Sie bleibt solange gu¨ltig, bis D+q+ oder D−q− verschwinden, falls x beschra¨nkt bleibt. Wir
nennen die Lo¨sung ebenfalls Filippov-Lo¨sung.
Beweis:
Durch die Vorzeichensituation von D+q+ und D−q− ist klar, dass keine Lo¨sung mit q > 0
oder q < 0 fu¨r t > t∗ existiert. Zudem folgt ∇q+(x∗, t∗) 6= 0, ∇q−(x∗, t∗) 6= 0. Mit
Lemma 3.19 ergibt sich D+q+(x∗, t∗) = κD+q−(x∗, t∗) und D−q+(x∗, t∗) = κD−q−(x∗, t∗)
fu¨r ein κ > 0. Damit ist f ∗ wohldefiniert, da die Definition von f ∗ unabha¨ngig davon
ist, ob q+ oder q− als definierende Schaltfunktion verwendet wird. Daher gibt es die
so definierte Filippov-Lo¨sung, falls sie beschra¨nkt bleibt, zeitlich mindestens, bis D+q+
oderD−q+ verschwinden. Nach Korollar 3.20 ist das a¨quivalent dazu, dassD+q− oderD−q−
zu Null werden.
Beispiel 3.22 (Verlustbehaftetes Getriebe – Fortsetzung von Beispiel 3.16)
Beispiel 3.16 stellt ein System mit unstetiger rechter Seite und regula¨rer Schaltfunktion
im obigen Sinn dar. Deswegen wird die Analyse dieses Beispiels gema¨ß den allgemeinen
U¨berlegungen fortgefu¨hrt.
Zur Zeit t = 0 gilt q+(0, 0) = q−(0, 0) = 0 sowie
q+x (0, 0) =
40
7
, q+t (0, 0) = 0, f
+(0) = −40
7
, f−(0) = −40
19
.
Damit folgt: D+q+(0, 0) = −1600/49 < 0 und D−q+(0, 0) = −1600/133 < 0. Also wird
die Lo¨sung lokal fu¨r t > 0 mit
f−(t) =
160 sin 2pit− 40 + 10t
19
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Abbildung 3.7: Berechnete Lo¨sung x(t) von Beispiel 3.16 und 3.22 mit regula¨rer Schalt-
funktion. Die konstanten Phasen resultieren aus Filippov-Lo¨sungen.
fortgesetzt. Die zugeho¨rige Schaltfunktion
q−(x, t) = x
30 sin 2pit+ 40− 10t
19
wird fu¨r t ∈ (0, 1.5) genau dann zu Null, wenn auch x verschwindet. Die Lo¨sung
x(t) =
−80
pi
(cos 2pit− 1)− 40t+ 5t2
19
hat die erste Nullstelle t∗ > 0 fu¨r t∗ = 0.080477. Damit gilt q−(0, t∗) = 0, q−x (0, t
∗) = 2.8277
und q−t (0, t
∗) = 0. Die Richtungsableitungen haben die Werte D+q−(0, t∗) = −8.0065 < 0
und D−q−(0, t∗) = 5.70087 > 0. Aus Satz 3.21 folgt, dass eine Filippov-Lo¨sung existiert,
wobei f ∗ = 0 und damit x(t) = 0 lokal fu¨r t > t∗ gelten. Der erste Nulldurchgang der
neuen Schaltfunktionen D+q− und D−q− tritt bei t∗∗ = 0.1995 fu¨r D+q− auf. Hier verla¨sst
die Lo¨sung die Schaltfla¨che mit f = f+ lokal fu¨r t > t∗∗:
x(t) =
−20
pi
(cos 2pit− cos 2pit∗∗)− 40(t− t∗∗) + 5(t2 − t∗∗2)
7
.
Die na¨chste Nullstelle von q+ ist bei t∗∗∗ = 0.3713. Ab hier bleibt die Lo¨sung dann
wieder fu¨r eine bestimmte Zeit in der Schaltfla¨che. In Abbildung 3.7 ist der Lo¨sungsverlauf
dargestellt, den weiteren Verlauf sehen wir in Abbildung 5.3 aus Kapitel 5 als Ergebnis
einer numerischen Simulation.
Die errechnete Lo¨sung la¨sst sich physikalisch wie folgt interpretieren: Obwohl sich die auf
das Getriebe aufgebrachten Momente kontinuierlich a¨ndern, bewegen sich die Anschluss-
flansche des Getriebes im Zeitintervall [t∗, t∗∗] nicht. Verluste im Getriebe hemmen eine
Bewegung in beide Drehrichtungen solange, bis das Moment an einer Getriebeseite be-
tragsma¨ßig groß genug ist, damit es als Antriebsmoment dienen und das Abtriebsmoment
inklusive Verluste aufbringen kann. Dieses Verhalten ist dem eines Quaders auf einer ebe-
nen Fla¨che recht a¨hnlich, vgl. Beispiel 3.10. Eine Bewegung des Quaders setzt erst dann
ein, wenn die maximale Haftreibungskraft durch die Anregungskraft u¨berwunden wird.
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3.2.2 Mehrere aktive Schaltfunktionen bei rekursiver Staffelung
In Abschnitt 3.1 wurde stets vorausgesetzt, dass genau eine skalare Schaltfunktion q zur
Zeit t∗ einen Nulldurchgang hat, was eine u¨bliche Annahme [ST00] ist. Wir wollen nun
Systeme untersuchen, bei denen mehrere Schaltfunktionen zur gleichen Zeit Nullstellen
besitzen. In [Fri04, Chapter 13.2.6.6] wird unterschieden zwischen Ereignissen, die direkt
durch Nullstellen mehrerer Schaltfunktionen zur selben Zeit erzeugt werden und solchen,
die als Folge eines momentanen Ereignisses durch interne Modellumschaltungen zustande
kommen. Der zweite Fall wurde bereits teilweise mit den schalterabha¨ngigen Schaltfunk-
tionen im vorangegangenen Abschnitt behandelt. Daher bescha¨ftigen wir uns zuna¨chst nur
mit der ersten Variante und setzen in diesem Abschnitt voraus, dass die Schaltfunktionen
hinreichend glatt sind. Bemerkung 3.29 erweitert schließlich die Ergebnisse des Abschnitts
auf nichtglatte regula¨re Schaltfunktionen. Wir betrachten in dem unstetigen System mit
mehreren Schaltern (vgl. Defintion 3.12)
x˙ = f s(x, t) (3.3)
nur die Abha¨ngigkeit von den Schaltern s ∈ Ωnq der aktiven Schaltfunktionen q =
(q1, . . . , qnq)T : Rnx+1 → Rnq . Die gleichzeitig aktiven Schaltfunktionen in den Komponen-
ten von q erfordern eine detailliertere Untersuchung der Struktur des Gesamtsystems. An
einem Ereignispunkt besteht das Problem, eine neue glatte rechte Seite φ : Rnx+1 → Rnx
zu definieren, die lokal fu¨r t > t∗ die Dynamik des Systems korrekt beschreibt. Dafu¨r
mu¨ssen die Schalter s fu¨r die Zeit t > t∗ neue Werte s ∈ Ωnq erhalten. Wir zeigen, wie die
Analyse fu¨r Systeme mo¨glich ist, die wie folgt rekursiv auflo¨sbar sind.
Bemerkung 3.23 (Rekursiv gestaffelte Systeme)
Es sei q(x∗, t∗) = 0. Wir nehmen an, dass sich das System (3.3) nach einer evtl. Umnum-
merierung der Komponenten von x und q in der folgenden Form darstellen la¨sst:
x =

ξ0
ξ1
...
ξm
 , f s(x, t) =

ϕ0(x, t)
ϕ1,s
1
(x, t)
...
ϕm,s
m
(x, t)
 , sk =

s01
...
s0`
s1
...
sk

mit s0i := sm+i fu¨r i = 1, . . . , `,
qk = qk(ξ0, . . . , ξk, t) fu¨r k = 1, . . . ,m,
qi = qi(ξ0, t) fu¨r i = m+ 1, . . . ,m+ `,
qi = qi(x, t) fu¨r i = m+ `+ 1, . . . , nq.
Es gelte dabei m + ` ≤ nq fu¨r ganze Zahlen m, ` ≥ 0. Wir lassen nξ0 = 0 zu, fu¨r k > 0
gelte nξk > 0. Wir erhalten also das Teilsystem ξ˙
0 = ϕ0(x, t), das den glatten Anteil des
Gesamtsystems an diesem Ereignispunkt entha¨lt, und die Teilsysteme
ξ˙k = ϕk,s
k
(x, t) fu¨r k = 1, . . . ,m. (3.4)
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Die aktiven Schaltfunktionen unterteilen sich in drei Gruppen. Die erste Gruppe von
Schaltfunktionen qk (k = 1, . . . ,m) la¨sst die Abha¨ngigkeit von ξ0, . . . , ξk sukzessive zu.
Die Schaltfunktionen qi (i = m + 1, . . . ,m + `) der zweiten Gruppe ha¨ngen nur von ξ0
und t ab. Die zugeho¨rigen Schalter ko¨nnen auf alle rechten Seiten ϕk,s
k
Einfluss nehmen. In
diese Gruppe fallen insbesondere Schaltfunktionen, die nur von der Zeit abha¨ngen. Fu¨r die
dritte Klasse von Schaltfunktionen qi (i = m+ `+ 1, . . . , nq) sind keine Einschra¨nkungen
in den Argumenten vorgesehen. Die rechte Seite ha¨ngt allerdings auch nicht von den
Schaltern der letzten Gruppe ab. Diese Schalter beeinflussen beispielsweise algebraische
Gro¨ßen. Aus den Forderungen an q folgt fu¨r k = 1, . . . ,m− 1 die wichtige Feststellung:
qkξr = 0 mit k < r ≤ m. (3.5)
Der Aufteilung von x entsprechend unterteilen wir die neue, zu bestimmende rechte Seite
in
φ(x, t) =
(
φ0(x, t)T, φ1(x, t)T, . . . , φm(x, t)T
)T
.
Bemerkung 3.24 (Neue Schalterstellungen und neue rechte Seite)
Wir berechnen fu¨r rekursiv gestaffelte Systeme gema¨ß Bemerkung 3.23 die rechte Seite φ
und die Schalterstellungen s. Es sei dazu φ0 := ϕ0. Die Schalter s0i (i = 1, . . . , `, falls ` > 0)
ko¨nnen u¨ber
D+qm+i(x∗, t∗) = D−qm+i(x∗, t∗) =
[
qm+iξ0 φ
0 + qm+it
]
(x∗, t∗)
und s0i := sgnD
+qm+i(x∗, t∗) entkoppelt voneinander bestimmt werden, vgl. Tabelle 3.1.
Es sei dabei vorausgesetzt, dass D+qm+i(x∗, t∗) 6= 0 gilt.
Fu¨r k = 1, . . . ,m berechnen wir dann wegen Gleichung (3.5) rekursiv die Richtungsablei-
tungen
D±qk(x∗, t∗) =
[
k−1∑
r=0
qkξrφ
r + qkξkϕ
k,sk± + qkt
]
(x∗, t∗)
mit sk± := (s
0
1, . . . , s
0
` , s1, . . . , sk−1,±1)T. U¨ber die Vorzeichen der Richtungsableitungen
wird der Wert fu¨r sk definiert. Damit ergibt sich fu¨r sk = ±1 die Definition
φk := ϕk,s
k
± und fu¨r sk = 0 : φ
k :=
D+qkϕk,s
k
− −D−qkϕk,sk+
D+qk −D−qk .
Damit ist φ vollsta¨ndig definiert. Als neue Schaltfunktionen dienen zusa¨tzlich D+qk und
D−qk, falls sk = 0 gilt (Filippov-Lo¨sung). Sie ersetzen die Schaltfunktion qk. Die restlichen
Schalter si (i = m+ `+ 1, . . . , nq, falls m+ ` < nq) ko¨nnen u¨ber
D+qi(x∗, t∗) = D−qi(x∗, t∗) =
[
qixφ+ q
i
t
]
(x∗, t∗)
und si := sgnD
+qi(x∗, t∗) wiederum entkoppelt voneinander berechnet werden. Hierfu¨r
ist allerdings die Kenntnis der neuen rechte Seite φ erforderlich. Es gelte D+qi(x∗, t∗) 6= 0.
Fu¨r die Schaltfunktionen qi, i = m + 1, . . . , nq ko¨nnen die Richtungsableitungen keine
verschiedenen Vorzeichen annehmen, weil stets D+qi = D−qi gilt.
In der gezeigten Lo¨sungskonstruktion ist es denkbar, dass Filippov-Lo¨sungen fu¨r verschie-
dene Teilsysteme k zeitlich parallel auftreten. In den numerischen Untersuchungen in den
Kapiteln 5 und 6 sind derartige Beispiele aufgefu¨hrt.
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Beispiel 3.25 (Gestaffeltes System mit m = 2, ` = 1, nq = 3)
Zur Verdeutlichung der Nomenklatur aus Bemerkung 3.24 notieren wir eine beispielhafte
Situation am Ereignis fu¨r drei aktive Schaltfunktionen. Es seien
x =
 ξ0ξ1
ξ2
 mit f s(x, t) =
 ϕ0(x, t)ϕ1,(s01,s1)(x, t)
ϕ2,(s
0
1,s1,s2)(x, t)

sowie q1 = q1(ξ0, ξ1, t), q2 = q2(x, t) und q3 = q3(ξ0, t) gegeben. Es ergibt sich fu¨r den ers-
ten Schalter s01 := sgn
[
q3ξ0φ
0 + q3t
]
(x∗, t∗). Dann berechnen sich die Richtungsableitungen
fu¨r q1 zu
D±q1(x∗, t∗) =
[
q1ξ0ϕ
0 + q1ξ1ϕ
1,(s01,±1) + q1t
]
(x∗, t∗),
da ϕ1 nicht von s2 und q
1 nicht von ξ2 abha¨ngen. Aus den Vorzeichen dieser Richtungs-
ableitungen erha¨lt man s1. Weiter ist
D±q2(x∗, t∗) =
[
q2ξ0ϕ
0 + q2ξ1ϕ
1,(s01,s1) + q2ξ2ϕ
2,(s01,s1,±1) + q2t
]
(x∗, t∗)
und damit s2 zu berechnen, da s
0
1, s1 bereits bekannt sind.
Bemerkung 3.26 (Reduziert gekoppelte Systeme)
Als Spezialfall der obigen Staffelung betrachten wir ein System, das sich wie folgt darstel-
len la¨sst:
f s(x, t) =

ϕ0(x, t)
ϕ1,σ
1
(x, t)
...
ϕm,σ
m
(x, t)
 , σk =

s01
...
s0`
sk
 ,
qk = qk(ξ0, ξk, t) fu¨r k = 1, . . . ,m,
qi = qi(ξ0, t) fu¨r i = m+ 1, . . . ,m+ `,
qi = qi(x, t) fu¨r i = m+ `+ 1, . . . , nq.
Der Unterschied zum allgemeinen rekursiv gestaffelten System besteht darin, dass die Be-
standteile ϕk,σ
k
der rechten Seite neben den Schaltern s0i (i = 1, . . . , `) nur vom Schalter
einer zusa¨tzlichen aktiven Schaltfunktion abha¨ngen. Des Weiteren darf diese Schaltfunk-
tion nur von den Zusta¨nden ξ0 und ξk abha¨ngig sein. Durch diese reduzierte Kopplung
ergibt sich fu¨r die Berechnung der Richtungsableitungen die einfachere Gleichung:
D±qk(x∗, t∗) =
[
qkξ0ϕ
0 + qkξkϕ
k,σk± + qkt
]
(x∗, t∗).
Die Schalterstellungen lassen sich in den drei aufeinander aufbauenden Schritten s0i (i =
1, . . . , `), sk (k = 1, . . . ,m) und schließlich si (i = m + ` + 1, . . . , nq) berechnen. Inner-
halb der Schritte ko¨nnen die Schalterstellungen jeweils unabha¨ngig voneinander ermittelt
werden, da aus den Teilsystemen ξ˙k = ϕk,σ
k
(x, t) die Werte fu¨r sk und damit φ
k parallel
bestimmbar sind.
Korollar 3.27 (Einfach gekoppelte Systeme)
Wir betrachten die noch weiter vereinfachte Struktur
f s(x, t) =

ϕ0(x, t)
ϕ1,s1(x, t)
...
ϕm,sm(x, t)
 , q
k = qk(ξ0, ξk, t) fu¨r k = 1, . . . ,m,
qi = qi(ξ0, t) fu¨r i = m+ 1, . . . , nq.
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Bei diesem System ha¨ngt jede Komponente der rechten Seite ho¨chstens von einem Schal-
ter ab, der einer aktiven Schaltfunktion zugeordnet ist. Die Schaltfunktionen qi, deren
Schalter nicht auf die rechte Seite wirken, seien nur von ξ0 und t abha¨ngig. Dann gilt
fu¨r k = 1, . . . ,m:
D±qk(x∗, t∗) =
[
qkξ0ϕ
0 + qkξkϕ
k,±1 + qkt
]
(x∗, t∗) =
[
qkxf
s(k±) + qkt
]
(x∗, t∗)
mit s(k±) = (s1, . . . , sk−1,±1, sk+1, . . . , snq). Folglich ko¨nnen alle Schalterstellungen si
(i = 1, . . . , nq) unabha¨ngig voneinander berechnet werden. Diese Struktur wird dann in
Kapitel 5.2 Grundlage fu¨r die Implementierung der numerischen Lo¨sungsverfahren sein.
Beispiel 3.28 (Belasteter Elektromotor – unstetiges Lastmoment)
In Beispiel 3.9 wird das Lastdrehmoment ML des Elektromotors als glatte Funktion mo-
delliert. Nun schwa¨chen wir die Voraussetzung ab und betrachten einen sprunghaften
Verlauf:
ML(t) :=
{
0, falls t < τ,
M, falls τ < t.
Es sei dabeiM = −40Nm und τ > 0 der Zeitpunkt, ab dem das MomentM auf den Motor
wirkt. Gilt nun vG(t) = vC(t) genau zur Zeit t = τ , dann liegt ein einfach gekoppeltes
System wie in Korollar 3.27 mit m = nq = 2 vor: ξ
0 := iL, ξ
1 := vC , ξ
2 := w, q1(ξ1, t) :=
vG(t)− vC = vG(t)− ξ1, q2(t) = t− τ , ξ˙
0
ξ˙1
ξ˙2
 =
 ϕ
0(x, t)
ϕ1,s1(x, t)
ϕ2,s2(x, t)
 =
 −
R
L
ξ0 + 1
L
ξ1 − k
L
ξ2
− 1
C
ξ0 + as111ξ
1 + bs11 (t)
k
J
ξ0 + 1
J
M s2L (t)
 .
Fu¨r die Bezeichnungen sei auf Beispiel 3.9 mit Tabelle 3.3 auf Seite 26 verwiesen.
Bemerkung 3.29 (Mehrere aktive regula¨re Schaltfunktionen)
Im Abschnitt 3.2.2 wurde bisher vorausgesetzt, dass die aktiven Schaltfunktionen glatt
seien. Mit Hilfe von Korollar 3.20 und Satz 3.21 ko¨nnen die Aussagen auf Systeme mit
den beschriebenen Strukturen – aber mit regula¨ren Schaltfunktionen – u¨bertragen werden.
Fu¨r jede aktive regula¨re Schaltfunktion q muss man sich lediglich auf einen Ast q+ oder q−
festlegen und diesen konsequent fu¨r alle Berechnungen, in denen q = 0 gilt, verwenden.
Aus Gru¨nden der Lesbarkeit soll die Erweiterung auf mehrere aktive (mo¨glicherweise
nichtglatte) regula¨re Schaltfunktionen hier jedoch nicht im Detail diskutiert werden.
Kapitel 3 gibt einen tiefen Einblick, welche Situationen an Ereignispunkten hybrider dy-
namischer Systeme zustande kommen ko¨nnen. Neben dem klassischen Umschalten einer
unstetigen rechten Seite fu¨hren inkonsistente Schaltzusta¨nde zu Filippov-Lo¨sungen, die
auch fu¨r eine Unterklasse nichtglatter Schaltfunktionen existieren. Rekursiv gestaffelte
Systeme und entsprechende Spezialfa¨lle lassen eindeutige Lo¨sungen mit mehreren aktiven
Schaltfunktionen zu.
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Neben der Lo¨sung eines dynamischen Systems interessiert ha¨ufig auch die Empfindlich-
keit der Lo¨sung gegenu¨ber kleinen A¨nderungen von Modellparametern p ∈ Rnp . Prakti-
sche Modelle komplexer Systeme enthalten meistens zahlreiche Parameter, die eine Fein-
justierung des Modells ermo¨glichen. Aus analytischer Sicht beschreiben Ableitungen der
Lo¨sung nach den Parametern diese Empfindlichkeiten, die lokal in einer Umgebung eines
nominellen Parameterwerts p∗ gu¨ltig sind. Die Bestimmung der Ableitungen gliedert sich
in den Themenkomplex Sensitivita¨tsanalyse ein, der in [SCS00] in die beiden wesentli-
chen Gruppen der lokalen und globalen Sensitivita¨tsanalyse aufgeteilt wird. Die Autoren
verstehen unter Sensitivita¨tsanalyse die Bestimmung der Information, wie die Ausgangs-
gro¨ßen eines Modells qualitativ oder quantitativ von den Eingangsgro¨ßen abha¨ngen. Wir
beschra¨nken uns auf die lokale Sensitivita¨tsanalyse, die a¨quivalent zur Berechnung der
Ableitungen der Lo¨sung nach Systemparametern ist. Daher meinen wir in der Arbeit mit
Sensitivita¨tsanalyse immer die lokale Variante. Die Ableitungen nennen wir dann folglich
Parametersensitivita¨ten oder kurz Sensitivita¨ten.
Die Herausforderung liegt darin, fu¨r hybride Systeme zu analysieren, ob die Parameter-
sensitivita¨ten existieren und wie sie effizient und numerisch stabil zu berechnen sind –
insbesondere auch vor dem Hintergrund der Anwendbarkeit auf automatisch erzeugte
multidisziplina¨re Systemmodelle. Da die numerischen Aspekte in Kapitel 5 behandelt
werden, konzentrieren wir uns in Abschnitt 4.1 auf die analytischen Eigenschaften der
Parametersensitivita¨ten. In Kapitel 3 sind bereits einige Fa¨lle diskutiert worden, in denen
fu¨r die Lo¨sung des dynamischen Systems u¨bliche Voraussetzungen abgeschwa¨cht wur-
den. Welche davon fu¨r die Sensitivita¨tsanalyse aufrecht erhalten werden ko¨nnen, zeigt
Abschnitt 4.2.
4.1 Ableitungen der Lo¨sung nach Parametern
Basierend auf den Sensitivita¨tsgleichungen glatter Systeme stellen wir in den na¨chsten
Abschnitten vor, wie Sensitivita¨tsinformationen hybrider und unstetiger Systeme unter
bestimmten Voraussetzungen gewonnen werden ko¨nnen. Besonderes Augenmerk wird da-
bei auf die Situation an Ereignispunkten gelegt. Neben den Sensitivita¨tsgleichungen gibt
es die Mo¨glichkeit, Ableitungen u¨ber adjungierte Gleichungen zu berechnen. Diese Vor-
gehensweise zeigen wir fu¨r hybride Systeme, bevor im vierten Abschnitt die Sensitivita¨ts-
analyse fu¨r Systeme mit Filippov-Lo¨sung explizit dargelegt wird.
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4.1.1 Sensitivita¨tsgleichungen glatter Systeme
Neben der Lo¨sung eines Anfangswertproblems fu¨r ein System gewo¨hnlicher Differential-
gleichungen stellt auch die Ableitung dieser Lo¨sung nach Parametern eine zeitabha¨ngi-
ge Funktion dar. Die Ableitung gibt die Empfindlichkeit der Lo¨sung gegenu¨ber kleinen
Sto¨rungen in den Parameterwerten an jedem Zeitpunkt des Lo¨sungsintervalls wieder. Fu¨r
glatte Systeme definieren wir die zu untersuchenden Problemklassen und kla¨ren die Exis-
tenz der Parametersensitivita¨ten.
Definition 4.1 (Parameterabha¨ngiges Anfangswertproblem)
Es seien glatte Abbildungen f 0 : Rnx0+np+1 → Rnx0 sowie A0 : Rnp → Rnx0 gegeben. Das
System gewo¨hnlicher Differentialgleichungen
x˙0 = f 0(x0, p, t) (4.1)
mit den Anfangswerten x0(p, t0) = A0(p) heißt dann parameterabha¨ngiges Anfangswert-
problem.
Wegen der Existenz eines lokalen Flusses [Ko¨n97, Kapitel 4.6] fu¨r das erweiterte System x˙0p˙
t˙
 =
 f 0(x0, p, t)0
1

gibt es zu jedem p eine Umgebung und ein Intervall um t0, so dass die Lo¨sung x0 =
x0(p, t) auf dem Produkt existiert. Wir nehmen an, dass dieses Intervall ein vorgegebenes
Intervall [t0, t∞] entha¨lt.
Definition 4.2 (Parametersensitivita¨ten)
Existiert fu¨r ein parameterabha¨ngiges Anfangswertproblem zu jedem t ∈ [t0, t∞] die
Ableitung x0p(p, t), dann heißen die Komponenten von x
0
p Parametersensitivita¨ten der
Lo¨sung x0.
Satz 4.3 (Existenz von Sensitivita¨ten)
Fu¨r ein parameterabha¨ngiges Anfangswertproblem mit glatten Abbildungen f 0 und A0 exis-
tieren stetige Parametersensitivita¨ten in einer Umgebung von p. Sie erfu¨llen die folgende
lineare Differentialgleichung, die auch Sensitivita¨tsgleichung genannt wird:
x˙0p = f
0
x0(x
0, p, t)x0p + f
0
p (x
0, p, t).
Fu¨r die Anfangswerte von x0p gilt: x
0
p(p, t
0) = A0p(p).
Beweis:
Die Beweise der Theoreme I.14.1, I.14.3 und I.14.4 in [HNW93] zeigen die Aussage des
Satzes.
Die Existenz der Sensitivita¨ten la¨sst sich auch fu¨r ein System mit variablen, parameter-
abha¨ngigen Anfangszeitpunkten, wie in Abbildung 4.1 gezeigt, nachweisen:
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Abbildung 4.1: Definitionsbereich fu¨r das parameterabha¨ngige, erweiterte Anfangswert-
problem mit parameterabha¨ngiger Anfangszeit t1(p).
Satz 4.4 (Sensitivita¨ten fu¨r das erweiterte Anfangswertproblem)
Es sei die glatte Funktion t1 : Rnp → R sowie die glatte Abbildung A1 : Rnp+1 → Rnx0
gegeben. Das System gewo¨hnlicher Differentialgleichungen
x˙1 = f 1(x1, p, t) (4.2)
mit den Anfangswerten x1
(
p, t1(p)
)
= A1
(
p, t1(p)
)
besitzt dann in einer Umgebung des
Punkts
(
p, t1(p)
)
stetige Parametersensitivita¨ten.
Fu¨r die Anfangswerte von x1p gilt:
x1p
(
p, t1(p)
)
= A1p
(
p, t1(p)
)
+
[
A1t
(
p, t1(p)
)− f 1(x1(p, t1(p)), p, t1(p))]t1p(p).
Beweis:
Das erweiterte Anfangswertproblem wird folgendermaßen umformuliert:(
z˙
w˙
)
=
(
f 1(z, p, w)
1
)
.
Als Anfangsbedingung ergibt sich(
z(p, 0)
w(p, 0)
)
=
(
A1
(
p, t1(p)
)
t1(p)
)
.
Auf dieses umformulierte System kann Satz 4.3 angewendet werden. Somit gibt es ei-
ne Umgebung um p und ein Intervall um t1(p), so dass die Lo¨sung z auf dem Pro-
dukt stetige Parametersensitivita¨ten besitzt. Daher gilt selbiges fu¨r die ru¨cktransformierte
Lo¨sung x1(p, t) = z
(
p, t−t1(p)). Die Formel fu¨r die Anfangswerte von x1p ergibt sich durch
Differenzieren der Identita¨t
x1(p, t) = A1
(
p, t1(p)
)
+
t∫
t1(p)
f 1
(
x1(p, τ), p, τ
)
dτ.
Satz 4.4 dient als Vorbereitung fu¨r den Nachweis, dass hybride Systeme Parametersensiti-
vita¨ten besitzen. Die parameterabha¨ngigen Anfangszeitpunkte werden bei Systemen mit
Schaltfunktionen von Ereigniszeitpunkten erzeugt.
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4.1.2 Sensitivita¨tsgleichungen hybrider Systeme
Hybride Systeme setzen sich aus glatten Teilsystemen zusammen, fu¨r die jeweils Para-
metersensitivita¨ten nach Abschnitt 4.1.1 existieren. Der U¨bergang am Ereignispunkt, den
man auch als Zusammenfu¨gen von Lo¨sungsa¨sten interpretieren kann, spielt die entschei-
dende Rolle, um die Existenz der Sensitivita¨ten zu kla¨ren.
Bemerkung 4.5 (Parameterabha¨ngiges hybrides System)
Fu¨r die nachfolgenden Analysen betrachten wir ein hybrides System nach Definition 2.9,
das parameterabha¨ngig ist:
x˙0 = f 0(x0, p, t) fu¨r t0 ≤ t ≤ t1, x0(p, t0) = A0(p), (4.3a)
y0 = g0(x0, p, t) fu¨r t0 ≤ t ≤ t1, (4.3b)
x˙1 = f 1(x1, p, t) fu¨r t1 ≤ t ≤ t∞, x1(p, t1) = A1(x0(p, t1), p, t1), (4.3c)
y1 = g1(x1, p, t) fu¨r t1 ≤ t ≤ t∞. (4.3d)
Die auftretenden Abbildungen f 0 : Rnx0+np+1 → Rnx0 , f 1 : Rnx1+np+1 → Rnx1 sowie
A0 : Rnp → Rnx0 , A1 : Rnx0+np+1 → Rnx1 seien dabei hinreichend glatt. Der Ereigniszeit-
punkt t1 wird eindeutig durch die Gleichung
q1
(
x0(p, t1), p, t1
)
= 0
mit der glatten Schaltfunktion q1 : Rnx0+np+1 → R festgelegt.
Bemerkung 4.6 (Parameterableitungen der algebraischen Variablen)
Gibt es fu¨r die Zusta¨nde x0, x1 Parametersensitivita¨ten, so folgt sofort, dass die algebrai-
schen Gro¨ßen ebenfalls nach den Parametern differenzierbar sind:
y0p(p, t) = g
0
x0
(
x0(p, t), p, t
)
x0p
(
x0(p, t), p, t
)
+ g0p
(
x0(p, t), p, t
)
fu¨r t0 ≤ t ≤ t1,
y1p(p, t) = g
1
x1
(
x1(p, t), p, t
)
x1p
(
x1(p, t), p, t
)
+ g1p
(
x1(p, t), p, t
)
fu¨r t1 ≤ t ≤ t∞.
Wir nennen diese Ableitungen ebenfalls Parametersensitivita¨ten (der algebraischen Va-
riablen).
Satz 4.7 (Sensitivita¨ten fu¨r hybrides Problem)
Fu¨r ein parameterabha¨ngiges hybrides System existieren stetige Parametersensitivita¨ten
in einer Umgebung von p∗ ∈ Rnp, falls die Regularita¨tsbedingung
Dq1
(
x0(p∗, t1), p∗, t1
)
:=
[
q1x0f
0 + q1t
] (
x0(p∗, t1), p∗, t1
) 6= 0 (4.4)
zur Schaltzeit t1 gilt.
Beweis:
Die Beweisfu¨hrung beruht auf dem Beweis von Theorem 1 in [GFB99] bzw. Theorem 3.1
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in der Originalarbeit [Fee98]. Mit x0(p, t) bzw. x1(p, t) sei die Lo¨sung des hybriden Pro-
blems bezeichnet, die nach Bemerkung 2.10 existiert. Fu¨r das Problem (4.3a) ist Satz 4.3
anwendbar. Fu¨r den U¨bergang bei t1 definieren wir die Abbildung h : U → Rnx0+1+nx1 ,
h(X,Z, p, T ) :=
 X − x
0(p, t0)−
T∫
t0
f 0
(
x0(p, t), p, t
)
dt
q1(X, p, T )
Z − A1(X, p, T )

in einer Umgebung U ⊂ Rnx0+nx1+np+1 von (X∗, Z∗, p∗, T ∗) mit X∗ := x0(p∗, t1), T ∗ := t1
und Z∗ := A1(X∗, p∗, T ∗). Die Abbildung h ist wohldefiniert, weil x0 in einer Umgebung
von (p∗, t1) existiert (Existenz- und Eindeutigkeitssatz fu¨r gewo¨hnliche Differentialglei-
chungen). Es folgt die Identita¨t h(X∗, Z∗, p∗, T ∗) = 0. Die Abbildung h ist in einer Umge-
bung der Nullstelle (X∗, Z∗, p∗, T ∗) stetig differenzierbar, daher existiert die quadratische
Jacobimatrix J := (hX hZ hT ) in der Nullstelle. Die Regularita¨t von J(X
∗, Z∗, p∗, T ∗)
ist a¨quivalent zur Bedingung Dq1
(
x0(p∗, t1), p∗, t1
) 6= 0, siehe Gleichung (4.4). Nach dem
Satz u¨ber implizite Funktionen gibt es folglich eine Umgebung der Nullstelle, in der stetig
differenzierbare Auflo¨sungen X(p), Z(p) und T (p) existieren, die h = 0 in einer Umge-
bung von p∗ erfu¨llen. Es sind somit die Voraussetzungen von Satz 4.4 gegeben, die die
Existenz stetiger Parametersensitivita¨ten von x1 in einer Umgebung von p∗ fu¨r t ≥ t1
garantieren.
Bemerkung 4.8 (Sensitivita¨ten am Schaltzeitpunkt)
Unter den Voraussetzungen von Satz 4.7 ko¨nnen die Parametersensitivita¨ten x1p
(
p, t1(p)
)
in einer Umgebung von p∗ mit Hilfe von Satz 4.4 berechnet werden:
x1p
(
p, t1(p)
)
=
[
A1x0x
0
p
(
p, t1(p)
)
+ A1p
](
x0
(
p, t1(p)
)
, p, t1(p)
)
+
([
A1x0f
0 + A1t
](
x0
(
p, t1(p)
)
, p, t1(p)
)
− f 1
(
x1
(
p, t1(p)
)
, p, t1(p)
))
t1p(p)
(4.5)
mit
t1p(p) =
q1x0
(
x0
(
p, t1(p)
)
, p, t1(p)
)
x0p
(
p, t1(p)
)
+ q1p
(
x0
(
p, t1(p)
)
, p, t1(p)
)
−Dq1
(
x0
(
p, t1(p)
)
, p, t1(p)
) . (4.6)
Korollar 4.9 (Sensitivita¨ten fu¨r mehrschichtiges Problem)
Gegeben sei ein mehrschichtiges parameterabha¨ngiges System mit mehreren (endlich vie-
len) eindeutigen Schaltzeitpunkten (siehe Abbildung 4.2), die paarweise voneinander ver-
schiedenen seien und an denen jeweils die Regularita¨tsbedingung Dqi 6= 0 erfu¨llt sei.
Dann existieren stetige Parametersensitivita¨ten in einer Umgebung von p∗. Falls zusa¨tz-
lich algebraische Variablen u¨ber glatte Abbildungen definiert sind, so existieren auch die
Ableitungen der algebraischen Variablen nach p in der Umgebung von p∗.
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Abbildung 4.2: Definitionsbereiche fu¨r ein mehrschichtiges parameterabha¨ngiges hybrides
System.
Bemerkung 4.10 (Zusammenfu¨gen von Lo¨sungsa¨sten)
Betrachtet man die Lo¨sungsa¨ste x0 und x1 unter der Voraussetzung nx := nx0 = nx1 als
Bestandteile einer Abbildung x : Rnp+1 → Rnx mit
x(p, t) :=
{
x0(p, t), falls t < t1(p),
x1(p, t), falls t ≥ t1(p),
dann stellt sich die Frage, ob die zusammengesetzte Lo¨sung x zur Schaltzeit t1 als Ganzes
nach p differenzierbar ist. Diese Frage ist bislang mit Satz 4.7 nicht beantwortet und wird
im Folgenden untersucht. In [Roz67] und [GFB99] werden hinreichende Bedingungen fu¨r
die Existenz von xp bereits genannt. In Satz 4.14 wird zusa¨tzlich gezeigt, dass diese fu¨r
gewisse Fa¨lle auch notwendig sind.
Satz 4.11 (Hinreichende Bedingungen fu¨r die Existenz von Sensitivita¨ten)
Gegeben sei ein hybrides System (4.3), das die Regularita¨tsbedingung (4.4) erfu¨lle; zudem
gelte nx0 = nx1. Es sei p
∗ ∈ Rnp ein fest gewa¨hlter Parametersatz. Dann gilt:
a) Es gibt eine Umgebung von
(
p∗, t1(p∗)
)
, in der stetige Sensitivita¨ten xp existieren, wenn
x1
(
p, t1(p)
)
= x0
(
p, t1(p)
)
(Stetigkeit von x),
x˙1
(
p, t1(p)
)
= x˙0
(
p, t1(p)
)
(Stetigkeit von x˙)
fu¨r alle p aus einer gewissen Umgebung von p∗ gelten.
b) Falls x1
(
p, t1(p)
)
= x0
(
p, t1(p)
)
in einer Umgebung von p∗ und t1p(p
∗) = 0 gelten, so
existiert xp
(
p∗, t1(p∗)
)
.
c) Falls t1 bei p∗ lokal konstant ist, dann existiert xp in einer Umgebung von
(
p∗, t1(p∗)
)
.
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Beweis:
a) Nach Satz 4.7 existieren die Ableitungen x0p und x
1
p in einer Umgebung von
(
p∗, t1(p∗)
)
.
Ohne Einschra¨nkung nehmen wir np = 1 an. Es gilt:
x(p, t) = A0(p) +
min(t,t1(p))∫
t0
x˙0(p, τ) dτ
+
x1(p, t1(p))− x0(p, t1(p))+ t∫
t1(p)
x˙1(p, τ) dτ
 · χ{t≥t1(p)}(t)
mit der charakteristischen Funktion χD(t) :=
{
1, falls t ∈ D,
0, falls t 6∈ D.
Somit folgt nach der Voraussetzung x1
(
p, t1(p)
)
= x0
(
p, t1(p)
)
die Gleichung
x
(
p+∆p, t1(p)
)− x(p, t1(p))
∆p
= B + C
mit
B :=
A0(p+∆p)− A0(p)
∆p
+
min(t1(p),t1(p+∆p))∫
t0
x˙0(p+∆p, τ)− x˙0(p, τ)
∆p
dτ
und
C := − 1
∆p
t1(p)∫
min(t1(p),t1(p+∆p))
x˙0(p, τ) dτ +
1
∆p
t1(p)∫
t1(p+∆p)
x˙1(p+∆p, τ) dτ · χ{t≥t1(p+∆p)}
(
t1(p)
)
.
Es gilt:
x0p
(
p, t1(p)
)
= A0p(p) +
t1(p)∫
t0
x˙0p(p, τ) dτ.
Somit folgt: B → x0p
(
p, t1(p)
)
fu¨r ∆p → 0, da die Minimumfunktion stetig und der
Integrand bzgl. ∆p stetig fortsetzbar ist. Es gilt weiter:
||C|| ≤
∥∥∥∥∥∥∥
1
∆p
t1(p+∆p)∫
t1(p)
(
x˙1(p+∆p, τ)− x˙0(p, τ)) dτ
∥∥∥∥∥∥∥ .
Mit Lemma 4.12 und dem Grenzu¨bergang ∆p→ 0 folgt dann:
‖C‖ ≤ |t1p(p)| ·
∥∥x˙1(p, t1(p))− x˙0(p, t1(p))∥∥ .
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Nach Voraussetzung gilt x˙1
(
p, t1(p)
)
= x˙0
(
p, t1(p)
)
, damit ergibt sich C = 0. Differenzie-
ren von x1
(
p, t1(p)
)
= x0
(
p, t1(p)
)
nach p ergibt wegen der Voraussetzung, dass die zeit-
lichen Ableitungen gleich sind: x0p
(
p, t(p)
)
= x1p
(
p, t(p)
)
. Somit haben wir xp
(
p, t(p)
)
=
x0p
(
p, t(p)
)
= x1p
(
p, t(p)
)
bewiesen.
b) Fu¨r p = p∗ kann der Ausdruck ||C|| wie im Beweisteil a) abgescha¨tzt werden. Da
t1p(p
∗) = 0 gilt, folgt C = 0 und damit die Existenz von xp
(
p∗, t1(p∗)
)
= x0p
(
p∗, t1(p∗)
)
=
x1p
(
p∗, t1(p∗)
)
.
c) Da t1 lokal konstant ist, folgt aus der Definition von x in einer Umgebung von (p∗, t∗):
xp(p, t) =
{
x0p(p, t), falls t < t
1(p∗),
x1p(p, t), falls t ≥ t1(p∗).
Also gilt die Gleichung xp
(
p, t1(p)
)
= x1p
(
p, t1(p)
)
.
Lemma 4.12 (Parameterabha¨ngiges Integral)
Es sei z : U1 × U2 → Rnz , (∆p, τ) 7→ z(∆p, τ) eine stetig differenzierbare Funktion
mit Umgebungen U1, U2 ⊂ R von 0, a ∈ R. Weiter sei b : U1 → R, r 7→ b(r) eine
stetig differenzierbare Funktion. Es gelte: b(0) = a. Wir definieren damit die neue Funk-
tion G : U1 × U1 → Rnz ,
G(∆p, r) :=
b(r)∫
a
z(∆p, τ) dτ.
Dann ist die Funktion H(∆p) := G(∆p,∆p) stetig differenzierbar auf U1 und es gilt:
lim
∆p→0
1
∆p
H(∆p) = z(0, a)br(0).
Beweis:
Nach dem Differentiationssatz fu¨r parameterabha¨ngige Integrale [Ko¨n97, Kapitel 8.4] istG
stetig differenzierbar, somit gilt das auch fu¨r H. Es folgt wegen H(0) = 0:
lim
∆p→0
1
∆p
H(∆p) = H∆p(0) = G∆p(0, 0) +Gr(0, 0) = z(0, a)br(0).
Bemerkung 4.13 (Glattheit von f)
Unter den Voraussetzungen von Satz 4.11 a) ist die Funktion
f(x, p, t) :=
{
f 0(x, p, t), falls t < t1(p),
f 1(x, p, t), falls t ≥ t1(p)
stetig, aber nicht notwendigerweise differenzierbar. Daher sind diese Voraussetzungen
schwa¨cher als die im Beweis von Satz 4.3, in dem mindestens die stetige Differenzier-
barkeit von f gefordert wird. Damit kann Satz 4.11 nicht direkt u¨ber Satz 4.3 begru¨ndet
werden. Stetige Differenzierbarkeit von f wu¨rde auch die zweifach stetige Differenzierbar-
keit von x implizieren, die unter den Voraussetzungen von Satz 4.11 a) im Allgemeinen
nicht gegeben ist.
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Satz 4.14 (Notwendige Bedingungen fu¨r die Existenz von Sensitivita¨ten)
Fu¨r np = 1 sei ein hybrides System (4.3) mit glatten Abbildungen gegeben, das die Re-
gularita¨tsbedingung (4.4) erfu¨llt; zudem gelte nx0 = nx1. Es sei vorausgesetzt, dass xp in
einer Umgebung von
(
p∗, t1(p∗)
)
existiert. Dann gilt:
a) Wenn t1p(p
∗) 6= 0 erfu¨llt ist, dann gibt es eine Umgebung von p∗, in der folgende
Identita¨ten gelten:
x1
(
p, t1(p)
)
= x0
(
p, t1(p)
)
,
x˙1
(
p, t1(p)
)
= x˙0
(
p, t1(p)
)
.
b) Falls in jeder Umgebung von p∗ ein p mit t1p(p) 6= 0 existiert, dann folgt:
x1
(
p∗, t1(p∗)
)
= x0
(
p∗, t1(p∗)
)
,
x˙1
(
p∗, t1(p∗)
)
= x˙0
(
p∗, t1(p∗)
)
.
Beweis:
a) Da t1p 6= 0 in einer Umgebung von p∗ gilt, folgt in dieser die Gleichung:
x0p
(
p, t1(p)
)
= x1p
(
p, t1(p)
)
. (∗)
Da xp in einer Umgebung von
(
p∗, t1(p∗)
)
exisitiert, ist x dort insbesondere stetig. Also
folgt: x1
(
p, t1(p)
)
= x0
(
p, t1(p)
)
. Mit Hilfe der Regularita¨tsbedingung la¨sst sich diese
Gleichung nach p differenzieren. Man erha¨lt unter Ausnutzung von (∗):(
x˙0
(
p, t1(p)
)− x˙1(p, t1(p)))t1p(p) = 0,
was die Identita¨t x˙1
(
p, t1(p)
)
= x˙0
(
p, t1(p)
)
zur Folge hat.
b) Es sei (pk)k∈N, pk → p∗ fu¨r k →∞, eine Folge mit t1p(pk) 6= 0. Dann folgt aus a):
x1
(
pk, t1(pk)
)
= x0
(
pk, t1(pk)
)
,
x˙1
(
pk, t1(pk)
)
= x˙0
(
pk, t1(pk)
)
.
Der Grenzu¨bergang k →∞ beweist wegen der Stetigkeit der beteiligten Abbildungen die
Behauptung.
Korollar 4.15 (Sensitivita¨ten am Ereignispunkt)
Fu¨r np = 1 sei ein hybrides System (4.3) mit glatten Abbildungen gegeben, das die
Regularita¨tsbedingung (4.4) erfu¨llt; zudem gelte nx0 = nx1 . Weiter sei vorausgesetzt,
dass t1p(p
∗) 6= 0 gilt. Die Sensitivita¨ten xp existieren genau dann in einer Umgebung des
Punkts
(
p∗, t1(p∗)
)
, wenn in einer Umgebung folgendes gilt:
x1
(
p, t1(p)
)
= x0
(
p, t1(p)
)
(Stetigkeit im Zustand x),
x˙1
(
p, t1(p)
)
= x˙0
(
p, t1(p)
)
(Stetigkeit in den Zeitableitungen x˙).
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Die Voraussetzung np = 1 in Satz 4.14 und Korollar 4.15 ist deswegen sinnvoll, weil fu¨r
jede Komponente eines Parametervektors unabha¨ngige Aussagen bzgl. der Existenz von
Sensitivita¨ten no¨tig sind.
Beispiel 4.16 (Unstetige Sensitivita¨ten)
Wir lo¨sen das eindimensionale System
x˙0 =
{
p, falls t < 3,
0, falls t > 3.
, x0(p, 0) = 0, A1(x0, p, t) = 2x0.
Mit q1(x0, p, t) = t − 3 gilt t1(p) = 3 = const. Damit existieren nach Satz 4.11 c) die
Sensitivita¨ten der zusammengesetzten Lo¨sung
x(p, t) =
{
pt, falls t < 3,
6p, falls t ≥ 3. mit xp(p, t) =
{
t, falls t < 3,
6, falls t ≥ 3.
Hierbei ist zu beobachten, dass xp zum Schaltzeitpunkt t
1 = 3 unstetig in der Zeit ist.
Beispiel 4.17 (Unstetige Lo¨sung)
Das System
x˙0 = p, x0(p, 0) = 0, q1(x0, p, t) = x0 − 3, A1(x0, p, t) = 2x0
besitzt fu¨r p > 0 die Lo¨sung
x(p, t) =
{
x0(p, t) = pt, falls 0 ≤ t < 3
p
,
x1(p, t) = pt+ 3, falls 3
p
≤ t.
Da t1(p) = 3
p
gilt, folgt t1p 6= 0 und x0p
(
p, t1(p)
)
= x1p
(
p, t1(p)
)
= 3
p
. Die zusammengesetzte
Funktion x ist aber unstetig bzgl. p, somit nicht differenzierbar, vgl. Korollar 4.15. Die
Bedingung x0p
(
p, t1(p)
)
= x1p
(
p, t1(p)
)
garantiert also nicht, dass die Sensitivita¨ten xp der
zusammengesetzten Lo¨sung existieren.
Beispiel 4.17 zeigt ein einfaches System, fu¨r das die Sensitivita¨ten der einzelnen Lo¨sungs-
a¨ste x0, x1 nach Satz 4.7 existieren – aber nicht die der zusammengesetzten Funktion x.
Wenn die Sensitivita¨tswerte nur an den Zeitpunkten interessieren, die keine Ereigniszeit-
punkte sind bzw. wenn die Lo¨sungsa¨ste nicht als Bestandteile einer gemeinsamen Lo¨sung
betrachtet werden, dann reichen die Voraussetzungen von Satz 4.7 aus.
4.1.3 Adjungierte Gleichungen hybrider Systeme
In manchen Anwendungen werden die Parametersensitivita¨ten nur von wenigen alge-
braischen Variablen am Endzeitpunkt des Zeitintervalls beno¨tigt. Fu¨r diese Fa¨lle ist es
vorteilhaft, anstatt der Sensitivita¨tsgleichungen die adjungierten Gleichungen zu lo¨sen.
Urspru¨nglich kommt dieser Ansatz aus der Optimialsteuerung (z. B. [HA97]). Fu¨r glat-
te Systeme ist die Herleitung der adjungierten Gleichungen in [CLPS03] zu finden. Fu¨r
52 4 Sensitivita¨tsanalyse unstetiger Systeme
Systeme mit unstetiger rechter Seite und unstetigen Zustandsa¨nderungen ergeben sich
Sprungbedingungen fu¨r die adjungierten Variablen am Ereignispunkt [GM80]. Nachfol-
gend fu¨hren wir die Berechnungen fu¨r die mehrschichtigen hybriden Systeme aus. An
den Ereignispunkten werden – anders als fu¨r die Zustandssensitivita¨ten – die Informatio-
nen der nachfolgenden Schicht auf die aktuelle Schicht transferiert, was typisch fu¨r die
Methode der adjungierten Variablen ist.
Definition 4.18 (Adjungierte Gleichungen)
Wir betrachten fu¨r m ≥ 0 ein (m + 1)-schichtiges parameterabha¨ngiges System entspre-
chend Bemerkung 2.11 und analog zu System (4.3) mit einer eindeutigen Lo¨sung. Wir
definieren die linearen Differentialgleichungssysteme
λ˙i = −f ixiT(xi, p, t)λi
fu¨r i = 0, 1, . . . ,m und t ∈ [ti, ti+1] mit ti = ti(p) fu¨r i = 1, . . . ,m. Der Zeitpunkt tm+1 :=
t∞ > tm sei dabei fest gewa¨hlt und nicht aus der Nullstelle einer Schaltfunktion qm+1
berechnet. Die Funktionen λi : [t
i, ti+1] → Rnxi werden adjungierte Variablen genannt,
die definierenden Differentialgleichungen adjungierte Gleichungen.
Bemerkung 4.19 (Existenz der adjungierten Variablen)
Da die adjungierten Gleichungen linear sind, existieren die adjungierten Variablen auf
den vorgegebenen Zeitintervallen zu beliebig gewa¨hlten Anfangswerten λi(t
i) [Ko¨n97,
Kapitel 4.3]. Ebenso ko¨nnen alternativ die Werte fu¨r λi an den Endzeitpunkten t
i+1
(i = 0, . . . ,m) beliebig gewa¨hlt werden.
Lemma 4.20 (Umformulierte Sensitivita¨ten am Ereignispunkt)
Fu¨r ein (m+1)-schichtiges parameterabha¨ngiges System (4.3), das an den Schaltzeitpunk-
ten jeweils die Regularita¨tsbedingung Dqi
(
xi−1(p, ti), p, ti
) 6= 0 (siehe Bedingung (4.4))
erfu¨llt, gilt mit den Matrizen
Di :=
[
Aixi−1 +
(
f i
(
xi(p, ti), p, ti
)− Aixi−1f i−1 − Ait)(Dqi)−1qixi−1] (xi−1(p, ti), p, ti),
Ei :=
[
Aip +
(
f i
(
xi(p, ti), p, ti
)− Aixi−1f i−1 − Ait)(Dqi)−1qip] (xi−1(p, ti), p, ti)
an den Ereignispunkten die folgende Beziehung zwischen den Sensitivita¨ten:
xip(p, t
i) = Dix
i−1
p (p, t
i) + Ei (i = 1, . . . ,m).
Beweis:
Die Formeln ergeben sich aus einer Umformulierung der Gleichungen von Bemerkung 4.8.
Satz 4.21 (Sensitivita¨ten mit adjungierten Gleichungen)
Wir betrachten fu¨r m ≥ 0 ein (m + 1)-schichtiges parameterabha¨ngiges System (4.3)
zusammen mit einer glatten Funktion c : Rnxm+np+1 → R. An den Schaltzeitpunkten sei
jeweils die Regularita¨tsbedingung (4.4) erfu¨llt. Des Weiteren sei tm+1 mit tm+1 > tm ein
fest vorgegebener Zeitpunkt.
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Zu einer Zielfunktion C(p) := c
(
xm(p, tm+1), p, tm+1
)
kann dann die Ableitung Cp(p
∗) mit
Hilfe der adjungierten Variablen wie folgt bestimmt werden:
Cp(p
∗) = cp
(
xm(p∗, tm+1), p∗, tm+1
)
+
m∑
i=0
ti+1∫
ti
λTi (t)f
i
p
(
xi(p∗, t), p∗, t
)
dt
+ λT0 (t
0)A0p(p
∗) +
m∑
i=1
λTi (t
i)Ei.
Als Endwerte fu¨r die adjungierten Variablen seien dabei
λm(t
m+1) := cxm
(
xm(p∗, tm+1), p∗, tm+1
)T
und λi−1(ti) := DTi λi(t
i)
fu¨r i = 1, . . . ,m definiert.
Beweis:
Wegen x˙i(p, t) = f i
(
xi(p, t), p, t
)
auf [ti(p), ti+1(p)] gilt:
C(p) = c
(
xm(p, tm+1), p, tm+1
)
+
m∑
i=0
ti+1(p)∫
ti(p)
λTi
(
f i
(
xi(p, t), p, t
)− x˙i(p, t)) dt.
Somit folgt (zur besseren Lesbarkeit z. T. ohne Argumente):
Cp(p
∗) = [cxmxmp + cp](t
m+1) +
m∑
i=0
ti+1(p∗)∫
ti(p∗)
λTi (f
i
xix
i
p + f
i
p − x˙ip) dt
+
m∑
i=0
[
λTi (t
i+1) (f i − x˙i)(ti+1)︸ ︷︷ ︸
=0
ti+1p − λTi (ti) (f i − x˙i)(ti)︸ ︷︷ ︸
=0
tip
]
.
Die partielle Integration
ti+1∫
ti
λTi x˙
i
p dt = λ
T
i x
i
p
∣∣ti+1
ti
−
ti+1∫
ti
λ˙Ti x
i
p dt
liefert dann:
Cp(p
∗) =
[
cxmx
m
p + cp
]
(tm+1)−
m∑
i=0
λTi x
i
p
∣∣ti+1
ti
+
m∑
i=0
ti+1∫
ti
[
(λTi f
i
xi + λ˙
T
i )︸ ︷︷ ︸
=0, vgl. Def. 4.18
xip + λ
T
i f
i
p
]
dt.
Da λi die adjungierten Gleichungen erfu¨llt, reduzieren sich die Integrale zu:
Cp(p
∗) = cp(tm+1) +
(
cxm − λTm
)
xmp (t
m+1) +
m∑
i=1
[
λTi x
i
p(t
i)− λTi−1xi−1p (ti)
]
+ λT0 x
0
p(t
0)
+
m∑
i=0
ti+1∫
ti
λTi f
i
p dt.
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Die Identita¨t aus Lemma 4.20 ergibt
λTi x
i
p(t
i)− λTi−1xi−1p (ti) = (λTi Di − λTi−1)(ti)︸ ︷︷ ︸
=0 nach Voraussetzung
xi−1p (t
i) + λTi (t
i)Ei,
woraus insgesamt mit den Endwerten von λi−1(ti) die Behauptung bewiesen ist.
4.1.4 Parametersensitivita¨ten der Filippov-Lo¨sung
Die Aussagen aus den vergangenen Abschnitten 4.1.2 und 4.1.3 gelten insbesondere fu¨r
parameterabha¨ngige Systeme mit Filippov-Lo¨sung gema¨ß Abschnitt 3.1.2, weil sie als hy-
bride Systeme (4.3) darstellbar sind. Da sich nach Bemerkung 3.15 die Probleme aus
Tabelle 3.4 mit nichtglatten Schaltfunktionen als hybride Systeme schreiben lassen, gel-
ten auch fu¨r diese Probleme die Aussagen der letzten Abschnitte. Hier wird die Gro¨ße
der Problemklasse der hybriden Systeme eindrucksvoll deutlich. Eine parameterabha¨ngige
Schaltfunktion ist dabei regula¨r, wenn sie die analogen Eigenschaften aus Definition 3.18
fu¨r die um die Parameterdimension erweiterte Schaltfla¨che Σ := {(x, p, t) : q(x, p, t) = 0}
erfu¨llt. Um die Feinheiten der Sensitivita¨tsberechnung der genannten Systeme zu erken-
nen, werden im Folgenden zwei Fa¨lle im Detail diskutiert.
Beispiel 4.22 (Unstetige rechte Seite und regula¨re Schaltfunktion)
Das parameterabha¨ngige System mit unstetiger rechter Seite und regula¨rer Schaltfunktion
x˙ =
{
f+(x, p, t), falls q+(x, p, t) > 0,
f−(x, p, t), falls q−(x, p, t) < 0
habe zur Zeit t0 den Anfangswert A(p). Es sei q+
(
A(p∗), p∗, t0
)
> 0. Damit gilt fu¨r das
entsprechende hybride System
x˙0 = f+(x0, p∗, t) fu¨r t ∈ [t0, t1]
mit q+
(
x0(p∗, t1), p∗, t1
)
= 0. Unter den Annahmen
D+q+
(
x0(p∗, t1), p∗, t1
)
< 0 und D−q+
(
x0(p∗, t1), p∗, t1
)
> 0
folgt die Phase mit Filippov-Lo¨sung:
x˙1 = f ∗(x1, p∗, t) =
[
D+q+f− −D−q+f+
D+q+ −D−q+
]
(x1, p∗, t) fu¨r t ∈ [t1, t2].
Der Ereigniszeitpunkt t2 sei durch die Gleichung D−q+
(
x1(p∗, t2), p∗, t2
)
= 0 definiert, die
der Lo¨sung das Verlassen der Schaltfla¨che ermo¨glicht:
x˙2 = f−(x2, p∗, t) fu¨r t ∈ [t2, t∞].
Die Sensitivita¨ten erfu¨llen dann die folgenden Sensitivita¨tsgleichungen:
x˙0p = f
+
x (x
0, p∗, t)x0p + f
+
p (x
0, p∗, t), t ∈ [t0, t1],
x˙1p = f
∗
x(x
1, p∗, t)x1p + f
∗
p (x
1, p∗, t), t ∈ [t1, t2],
x˙2p = f
−
x (x
2, p∗, t)x2p + f
−
p (x
2, p∗, t), t ∈ [t2, t∞]
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mit den Anfangswerten
x0p(p
∗, t0) = Ap(p∗),
x1p(p
∗, t1) = x0p(p
∗, t1) +
[
(f+ − f−)(q+x x0p(p∗, t1) + q+p )
q+x (f
− − f+)
] (
x0(p∗, t1), p∗, t1
)
,
x2p(p
∗, t2) = x1p(p
∗, t2).
Jeder U¨bergang einer Filippov-Lo¨sung in eine klassische Lo¨sung, der mit D−q = 0 (ana-
log D+q = 0) angezeigt wird, zieht die Identita¨t f ∗ = f− am Ereignispunkt nach sich.
Deswegen gehen die Sensitivita¨ten x1p und x
2
p stetig in der Zeit ineinander u¨ber.
Beispiel 4.23 (Unstetige Zustandsa¨nderung und Filippov-Lo¨sung)
Zur Zeit t0 habe ein hybrides System den Anfangswert A0(p∗). Es gelte
x˙0 = f 0(x0, p∗, t) fu¨r t ∈ [t0, t1]
mit q1
(
x0(p∗, t1), p∗, t1
)
= 0. Es sei
x1(p∗, t1) = A1
(
x0(p∗, t1), p∗, t1
)
und ρ1
(
x1(p∗, t1), p∗, t1
)
= 0.
Mit dem parameterabha¨ngigen System mit unstetiger rechter Seite
x˙1 =
{
f+(x1, p, t), ρ1(x1, p, t) > 0,
f−(x1, p, t), ρ1(x1, p, t) < 0
nehmen wir D+ρ1
(
x1(p∗, t1), p∗, t1
)
< 0 und D−ρ1
(
x1(p∗, t1), p∗, t1
)
> 0 an. Die resultie-
rende Filippov-Lo¨sung errechnet sich aus
x˙1 = f ∗(x1, p∗, t) =
[
D+ρ1f− −D−ρ1f+
D+ρ1 −D−ρ1
]
(x1, p∗, t) fu¨r t > t1.
Die Sensitivita¨ten berechnen sich gema¨ß Gleichung (4.5) wie folgt:
x˙0p = f
0
x(x
0, p∗, t)x0p + f
0
p (x
0, p∗, t), t ∈ [t0, t1],
x˙1p = f
∗
x(x
1, p∗, t)x1p + f
∗
p (x
1, p∗, t), t ∈ [t1, t2].
Als Anfangswerte dienen dabei die Werte
x0p(p
∗, t0) =A0p(p
∗),
x1p(p
∗, t1) =
[
A1x0
(
x0p(p
∗, t1) + f 0t1p
)
+ A1p
] (
x0(p∗, t1), p∗, t1
)
+
(
A1t
(
x0(p∗, t1), p∗, t1
)− f ∗(x1(p∗, t1), p∗, t1))t1p,
t1p =−
[
q1x0x
0
p(p
∗, t1) + q1p
q1x0f
0 + q1t
] (
x0(p∗, t1), p∗, t1
)
.
In die Berechnung von x1p(p
∗, t1) gehen also die Schaltfunktionen q1 (u¨ber t1 sowie t1p)
und ρ1 (u¨ber f ∗) ein.
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In der Literatur werden die Sensitivita¨ten von Systemen mit unstetigen rechten Seiten
(inkl. Filippov-Lo¨sung) bereits in [Fil88, §11] fu¨r die verschiedensten Fa¨lle berechnet.
Auch in [SA05] sind Formeln fu¨r die Sensitivita¨tsgleichungen der Filippov-Lo¨sung und
die jeweiligen Anfangswerte der Lo¨sungsphasen zu finden.
Bisher ist die U¨bertragung der Sensitivita¨tsanalyse auf hybride Systeme ohne relevante
Zusatzvoraussetzungen im Vergleich zur alleinigen Lo¨sung der Systeme mo¨glich gewesen.
Diese Aussage gilt – wie wir soeben gesehen haben – auch fu¨r einen Teil der Besonder-
heiten, die von automatisch erzeugten Systemmodellen hervorgerufen werden, vgl. Ab-
schnitt 3.2.1. Die Problematik von gleichzeitig aktiven Schaltfunktionen la¨sst sich nicht
mehr so einfach im Rahmen der aus der Literatur bekannten Ergebnisse behandeln. Der
gesamte na¨chste Abschnitt ist daher diesem Thema gewidmet.
4.2 Gleichzeitig aktive Schaltfunktionen
Wie fu¨r die Lo¨sung von Systemen mit Schaltfunktionen wird auch fu¨r die Sensitivita¨ts-
analyse in der Literatur [Boc87, GFB99, Cal00] vorausgesetzt, dass am Ereignispunkt
genau eine Schaltfunktion aktiv ist. In Abschnitt 3.2.2 werden bereits Systeme analy-
siert, die am Ereigniszeitpunkt gleichzeitig mehrere aktive Schaltfunktionen besitzen. Dort
liegt der Schwerpunkt darauf, eine rechte Seite definieren zu ko¨nnen, die den physikali-
schen Eigenschaften des modellierten Systems entspricht. Im ersten Teil des vorliegenden
Abschnitts werden hinreichende Bedingungen formuliert, unter denen Parametersensiti-
vita¨ten fu¨r Systeme mit mehreren aktiven Schaltfunktionen existieren, worauf im zweiten
Teil folgend Beispiele das Lo¨sungskonzept verdeutlichen sollen.
4.2.1 Problemanalyse
Wir bescha¨ftigen uns nun mit der Fragestellung, unter welchen Voraussetzungen die Sen-
sitivita¨ten fu¨r hybride Systeme mit mehreren aktiven Schaltfunktionen existieren und wie
sie sich gegebenenfalls berechnen lassen. Es gelte fu¨r den Vektor der aktiven Schaltfunk-
tionen q = (q1, . . . , qnq)T : Rnx+np+1 → Rnq die Identita¨t q(x0(p∗, t∗), p∗, t∗) = 0. Da fu¨r
jeden Parameter unabha¨ngige Untersuchungen notwendig sind, nehmen wir np = 1 an.
Bemerkung 4.24 (Lo¨sungsstruktur bei mehreren aktiven Schaltfunktionen)
Fu¨r die Analyse erweist es sich als zweckma¨ßig, die parameterabha¨ngigen Lo¨sungen des
hybriden Systems links und rechts von p∗ getrennt zu betrachten. In der Na¨he von p∗
fa¨chern die parameterabha¨ngigen Schaltzeitpunkte ti(p) die p-t-Ebene in verschiedene
Bereiche auf, so dass fu¨r p 6= p∗ die Lo¨sungen eines mehrschichtigen parameterabha¨ngigen
Systems zutage treten. Daher bezeichnen wir die Lo¨sung fu¨r p < p∗ in der i-ten Schicht
mit xi−. Die entsprechende Schaltfunktion wird mit qi− und die Zustandsa¨nderung mit Ai−
benannt. Wir setzen voraus, dass die Funktionen qi−, Ai− in einer ganzen Umgebung
von
(
xi−1,−(p∗, t∗), p∗, t∗
)
existieren und dort glatt seien. Dasselbe gelte fu¨r die rechte
Seite f i− in einer Umgebung von
(
xi−(p∗, t∗), p∗, t∗
)
.
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Abbildung 4.3: Schrittweiser Lo¨sungsaufbau in der Umgebung eines Punktes (p∗, t∗) mit
mehreren gleichzeitig aktiven Schaltfunktionen. Getrennte Sichtweise fu¨r
p < p∗ und p > p∗.
In analoger Weise seien die Gro¨ße xi+ sowie die Funktionen qi+, Ai+, f i+ definiert. Es
wird vorausgesetzt, dass die Regularita¨tsbedingungen[
qi±x f
i−1,± + qi±t
](
xi−1,±(p∗, t∗), p∗, t∗
) 6= 0 (4.7)
fu¨r i = 1, . . . , nq erfu¨llt seien. Damit gibt es eindeutige parameterabha¨ngige Schaltzeit-
punkte ti±(p). Wenn wir nx0 = nxi−1 annehmen, ko¨nnen wir fu¨r die partiellen Ableitun-
gen qi±
xi−1,± kurz q
i±
x schreiben. Induktiv folgt aus Bemerkung 2.11 fu¨r i = 1, . . . , nq: Es
gibt eine Umgebung von (p∗, t∗), in der Lo¨sungen xi− existieren (also auch fu¨r p > p∗),
die jeweils das System gewo¨hnlicher Differentialgleichungen
x˙i− = f i−(xi−, p, t)
sowie die Anfangsbedingung
xi−
(
p, ti−(p)
)
= Ai−
(
xi−1,−
(
p, ti−(p)
)
, p, ti−(p)
)
erfu¨llen. Aus den vereinbarten Bezeichnungen ergibt sich in einer Umgebung von p∗:
t1−(p) ≤ · · · ≤ tnq−(p) fu¨r p ≤ p∗ sowie t1+(p) ≤ · · · ≤ tnq+(p) fu¨r p ≥ p∗.
Die beschriebene Situation ist in Abbildung 4.3 grafisch dargestellt, vgl. auch Abbil-
dung 4.2. Es sei U eine hinreichend kleine Umgebung von (p∗, t∗). Fu¨r i = 1, . . . , nq − 1
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Abbildung 4.4: Aufteilung der Definitionsbereiche in der Umgebung des Ereignispunkts
bei mehreren gleichzeitig aktiven Schaltfunktionen.
tra¨gt jede Lo¨sung xi− auf der Menge U−i und jede Lo¨sung x
i+ auf der Menge U+i mit
U−i := U ∩
{
(p, t) : ti−(p) ≤ t < ti+1,−(p), p < p∗},
U+i := U ∩
{
(p, t) : ti+(p) ≤ t < ti+1,+(p), p > p∗}
zur Gesamtlo¨sung bei. Zudem liefert x0 auf
U0 := U ∩
({
(p, t) : t < t1−(p), p ≤ p∗} ∪ {(p, t) : t < t1+(p), p > p∗})
einen Beitrag, siehe Abbildung 4.4. Es bleiben noch die Mengen
V − := U ∩ {(p, t) : tnq−(p) ≤ t, p < p∗},
V 0 := U ∩ {(p∗, t) : t ≥ t∗},
V + := U ∩ {(p, t) : tnq+(p) ≤ t, p > p∗},
mit denen die Lo¨sungen xnq− und xnq+ die Gesamtlo¨sung auf V := V − ∪ V 0 ∪ V + ver-
vollsta¨ndigen:
x(p, t) :=

x0(p, t), falls (p, t) ∈ U0,
xi−(p, t), falls (p, t) ∈ U−i ,
xi+(p, t), falls (p, t) ∈ U+i ,
xnq(p, t), falls (p, t) ∈ V,
mit
xnq(p, t) :=
{
xnq−(p, t), falls (p, t) ∈ U, p ≤ p∗,
xnq+(p, t), falls (p, t) ∈ U, p > p∗. (4.8)
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Auf der Menge V 0 ist die Lo¨sung u¨ber xnq− definiert. Man ha¨tte sie genauso u¨ber xnq+
definieren ko¨nnen, da diese Wahl fu¨r spa¨tere U¨berlegungen keine prinzipielle Rolle spielt.
Wir weisen darauf hin, dass eine rechte Seite f i− im Allgemeinen nicht mit einer rechten
Seite f j+ fu¨r ein bestimmtes j u¨bereinstimmt. Beispiel 4.31 zeigt einen solchen Fall.
Ebenso wenig gilt ti−(p) = tj+(p) oder
Ai−
(
xi−1,−
(
p, ti−(p)
)
, p, ti−(p)
)
= Aj+
(
xj−1,+
(
p, tj+(p)
)
, p, tj+(p)
)
in einer Umgebung von p∗.
Bemerkung 4.25 (Deckungsgleiche Nullstellenkurven)
Besitzt ein Modelica-Modell zwei Modellteile derselben Modellklasse und werden diese
mit den gleichen Steuersignalen angesteuert, so ist es mo¨glich, dass Schaltfunktionen der
beiden Modellteile zur selben Zeit aktiv werden und dass zusa¨tzlich die Schaltzeiten der
Modellteile in gleicher Weise von Parameterwerten abha¨ngen. Dann fallen zwei Nullstellen-
kurven, etwa t1(p), t2(p), die u¨ber die Schaltfunktionen definiert sind, zusammen. Diese
Situation tritt auch fu¨r Modelle ein, deren Schaltzeiten unabha¨ngig vom untersuchten
Parameter sind. Bezogen auf die mathematische Struktur bedeutet dies:
Wenn fu¨r ein i die Gleichung ti−(p) = ti+1,−(p) lokal fu¨r p < p∗ gilt, so folgt in einer
hinreichend kleinen Umgebung U die Entartung U−i = ∅. In diesem Fall fassen wir die
Schichten i und i+ 1 zu einer Schicht i˜ zusammen:
f
ei− := f i+1,−, qei− := qi− und Aei−(xi−1,−, p, t) := Ai+1,−(Ai−(xi−1,−, p, t), p, t).
Diese Zusammenfassung kann solange sukzessive fortgefu¨hrt werden, bis alle Nullstellen-
kurven in U genau einen gemeinsamen Schnittpunkt (p∗, t∗) besitzen. Somit ko¨nnen wir
ohne Einschra¨nkung U±i 6= ∅ (i = 1, . . . , nq) annehmen.
Bemerkung 4.26 (Sensitivita¨ten der Schichtlo¨sungen)
Jede Lo¨sung xi± besitzt nach Satz 4.7 stetige Parametersensitivita¨ten in einer Umgebung
des Punkts (p∗, t∗). Nach Bemerkung 4.8 lassen sich die Sensitivita¨ten xi±p (p
∗, t∗) mit den
Definitionen x0± := x0 fu¨r i = 1, . . . , nq rekursiv wie folgt berechnen:
xi±p (p
∗, t∗) =
[
Ai±x x
i−1,±
p (p
∗, t∗) + Ai±p
](
xi−1,±(p∗, t∗), p∗, t∗
)
+
([
Ai±x f
i−1,± + Ai±t
](
xi−1,±(p∗, t∗), p∗, t∗
)− f i±(xi±(p∗, t∗), p∗, t∗))ti±p (p∗).
(4.9)
Hierbei ist
ti±p (p
∗) = −
[
qi±x x
i−1,±
p (p
∗, t∗) + qi±p
qi±x f i−1,± + q
i±
t
] (
xi−1,±(p∗, t∗), p∗, t∗
)
.
Treten am Ereignispunkt keine unstetigen Zustandsa¨nderungen (Ai = idx, i = 1, . . . , nq)
auf, so reduziert sich Gleichung (4.9) zu:
xi±p (p
∗, t∗) = xi−1,±p (p
∗, t∗)
+
(
f i−1,±
(
xi−1,±(p∗, t∗), p∗, t∗
)− f i±(xi,±(p∗, t∗), p∗, t∗))ti±p (p∗). (4.10)
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Satz 4.27 (Sensitivita¨ten bei mehreren aktiven Schaltfunktionen)
Ein mehrschichtiges parameterabha¨ngiges System habe zur Zeit t∗ fu¨r den Parameter-
wert p∗ mehrere aktive Schaltfunktionen, fu¨r die jeweils die Regularita¨tsbedingungen (4.7)
erfu¨llt seien. Es gelte weiter
xnq−(p∗, t∗) = xnq+(p∗, t∗)
sowie fnq := fnq− = fnq+ in einer Umgebung von
(
xnq−(p∗, t∗), p∗, t∗
)
. Dann ist die
Lo¨sung xnq genau dann in V stetig differenzierbar, wenn
xnq−p (p
∗, t∗) = xnq+p (p
∗, t∗)
gilt. Falls eine der a¨quivalenten Bedingungen erfu¨llt ist, so gelten die folgenden Zusam-
menha¨nge:
x˙nqp = f
nq
x (x
nq , p, t)xnqp + f
nq
p (x
nq , p, t), xnqp (p
∗, t∗) = xnq−p (p
∗, t∗) = xnq+p (p
∗, t∗).
Beweis:
a) Wir setzen voraus, dass xnq auf V stetig differenzierbar ist. Dann folgt aus der De-
finition von xnq in Gleichung (4.8) und aus der Stetigkeit von x
nq+
p eine Richtung der
A¨quivalenzaussage des Satzes.
b) Wir setzen x
nq−
p (p∗, t∗) = x
nq+
p (p∗, t∗) =: x∗p voraus und bezeichnen x
∗ := xnq−(p∗, t∗) =
xnq+(p∗, t∗). Aus der Eindeutigkeit der Lo¨sung der Anfangswertprobleme
x˙nq− = fnq−(xnq−, p∗, t), xnq−(p∗, t∗) = x∗,
x˙nq+ = fnq+(xnq+, p∗, t), xnq+(p∗, t∗) = x∗
folgt zusammen mit der Gleichheit der rechten Seiten fnq−, fnq+ die Identita¨t xnq+ = xnq−
auf V 0. Damit ist xnq stetig auf V . Nach Bemerkung 4.26 existieren fu¨r xnq− und xnq+
stetige Parametersensitivita¨ten auf U . Sie erfu¨llen insbesondere auf V 0 die Sensitivita¨ts-
gleichungen, die wegen der Stetigkeit von xnq auf V wie folgt geschrieben werden ko¨nnen:
x˙nq−p = f
nq−
x
(
xnq(p∗, t), p∗, t
)
xnq−p + f
nq−
p
(
xnq(p∗, t), p∗, t
)
,
x˙nq+p = f
nq+
x
(
xnq(p∗, t), p∗, t
)
xnq+p + f
nq+
p
(
xnq(p∗, t), p∗, t
)
.
Zusammen mit fnq− = fnq+ in einer Umgebung von (x∗, p∗, t∗) folgt, dass die rechten
Seiten dieser Differentialgleichungen fu¨r t ≥ t∗ u¨bereinstimmen. Mit dem jeweils gleichen
Anfangswert x∗p ergibt sich analog zu oben die Gleichung x
nq−
p = x
nq+
p auf V 0 und damit
insgesamt die stetige Differenzierbarkeit von xnq auf V .
In unseren bisherigen U¨berlegungen dieses Abschnitts ist die Schaltstruktur des mehr-
schichtigen hybriden Systems in der Umgebung von (p∗, t∗) bekannt. Wir gehen jetzt
einen Schritt zuru¨ck und knu¨pfen an die Systeme aus Abschnitt 3.2.2 an, deren eindeutige
Lo¨sbarkeit am Ereignispunkt durch nachpru¨fbare Kriterien der Problemstruktur gesichert
ist. Da die Abha¨ngigkeit bzgl. eines Parameters neben der eindeutigen Lo¨sbarkeit einen
zusa¨tzlichen Aspekt der Systemlo¨sung beleuchtet, ist zu erwarten, dass fu¨r die Existenz
von Sensitivita¨ten weitere Voraussetzungen an die Struktur zu stellen sind. Hier erweisen
sich die reduziert gekoppelten Systeme mit ` = 0 als ada¨quate Problemklasse, die die
einfach gekoppelten Systeme aus Korollar 3.27 miteinschließt.
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Satz 4.28 (Sensitivita¨ten fu¨r reduziert gekoppelte Systeme mit ` = 0)
Gegeben sei ein parameterabha¨ngiges reduziert gekoppeltes System mit ` = 0 (vgl. Bemer-
kung 3.26): 
ξ˙0
ξ˙1
...
ξ˙m
 = x˙ = f s(x, p, t) =

ϕ0(x, p, t)
ϕ1,s1(x, p, t)
...
ϕm,sm(x, p, t)
 ,
qk = qk(ξ0, ξk, p, t) fu¨r k = 1, . . . ,m,
qi = qi(x, p, t) fu¨r i = m+ 1, . . . , nq.
Die Gro¨ßen ξk korrespondieren zu den Schalterstellungen s, die lokal vor dem Ereignis-
zeitpunkt t∗ gu¨ltig sind. Die Gro¨ßen ξ
k
bezeichnen im Folgenden die Komponenten der
Lo¨sung, die mit den lokal fu¨r t > t∗ bestimmten Schalterstellungen s erzeugt werden. Die
zugeho¨rigen Komponenten der rechten Seite werden mit φk benannt. Dann existieren die
Parametersensitivita¨ten ξ
k
p fu¨r p = p
∗, t ≥ t∗ unter folgenden Voraussetzungen:
Alle Richtungsableitungen D±qk seien in (x∗, p∗, t∗) mit x∗ := x(p∗, t∗) ungleich Null,
und es gebe fu¨r keine aktive Schaltfunktion den Fall 3 aus Tabelle 3.1. Die Abbildun-
gen f s seien fu¨r alle auftretenden Schalterstellungen glatt, ebenso die Schaltfunktionen qi
fu¨r i = 1, . . . , nq.
Es gilt dann ξ
0
p(p
∗, t∗) = ξ0p(p
∗, t∗) und fu¨r k = 1, . . . ,m:
ξ
k
p(p
∗, t∗) = ξkp (p
∗, t∗) +
[
ϕk,sk − φk](x∗, p∗, t∗)tkp(p∗)
mit
tkp(p
∗) = −
[
qkξ0ξ
0
p(p
∗, t∗) + qk
ξk
ξkp (p
∗, t∗) + qkp
qkξ0ϕ
0 + qk
ξk
ϕk,sk + qkt
]
(x∗, p∗, t∗).
Beweis:
Ziel des Beweises ist, die Voraussetzungen aus Satz 4.27 zu zeigen. Dazu bringen wir das
System zuna¨chst in die Form aus Bemerkung 4.24. Fu¨r das System mit unstetiger rechter
Seite verwenden wir die Bezeichnungen aus Bemerkung 3.26.
Da alle Richtungsableitungen ungleich Null sind, besitzen sie aus Stetigkeitsgru¨nden keine
Nullstellen in einer Umgebung von (x∗, p∗, t∗). Somit ist s unabha¨ngig von p in einer
Umgebung von p∗. Hieraus folgt insbesondere, dass φ = φ(x, p, t) glatt ist.
Nach Satz 4.3 existiert x0p zur Lo¨sung x
0 := (ξ0
T
, . . . , ξmT)T fu¨r die Zeit t ≤ t∗. Wir
definieren damit
Rk := −
[
qkξ0ξ
0
p(p
∗, t∗) + qk
ξk
ξkp (p
∗, t∗) + qkp
qkξ0ϕ
0 + qk
ξk
ϕk,sk + qkt
]
(x∗, p∗, t∗)
fu¨r k = 1, . . . ,m. Ohne Einschra¨nkung nehmen wir m = nq an, ansonsten ignorieren
wir die aktiven Schaltfunktionen qi mit i = m + 1, . . . , nq, da sie die Lo¨sung lokal nicht
beeinflussen. Des Weiteren seien die Komponenten ξk so sortiert, dass folgendes gilt:
R1 ≥ R2 ≥ · · · ≥ Rm.
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Wenn die Rk nicht paarweise voneinander verschieden sind, dann werden die entsprechen-
den Schichten gema¨ß Bemerkung 4.25 zusammengefasst. Man sieht sofort, dass q1− = q1
gilt und f 1− wie in (4.11) darstellbar ist. Induktiv ergibt sich qk− = qk und fk− sowie
analog qk+ = qm−k+1 und fk+:
f 1− :=

φ0
φ1
ϕ2,s2
...
...
ϕm,sm

, fk− :=

φ0
...
φk
ϕk+1,sk+1
...
ϕm,sm

, fk+ :=

ϕ0
...
ϕm−k,sm−k
φm−k+1
...
φm

. (4.11)
Da die vorausgesetzte Problemklasse keine unstetigen Zustandsa¨nderungen enha¨lt gilt
offensichtlich Ak± = idx. Wir berechnen die Sensitivita¨ten gema¨ß Gleichung (4.10). We-
gen t1−p (p
∗) = R1 folgern wir induktiv fu¨r k = 1, . . . ,m:
xk−p (p
∗, t∗) = xk−1,−p (p
∗, t∗) +
[
fk−1,− − fk−](x∗, p∗, t∗) · tk−p (p∗)
= xk−1,−p (p
∗, t∗) +

0
...
0
ϕk,sk − φk
0
...
0

(x∗, p∗, t∗) · tk−p (p∗) =

ξ
0−
p
...
ξ
k−
p
ξk+1p
...
ξmp

(p∗, t∗).
Daraus folgt fu¨r k < m jeweils tk+1,−p (p
∗) = Rk+1. Analog erha¨lt man
xk+p (p
∗, t∗) = xk−1,+p (p
∗, t∗) +
[
fk−1,+ − fk+](x∗, p∗, t∗) · tk+p (p∗)
= xk−1,+p (p
∗, t∗) +

0
...
0
ϕα,sα − φα
0
...
0

(x∗, p∗, t∗) · tk+p (p∗) =

ξ0p
...
ξm−kp
ξ
α,+
p
...
ξ
m+
p

(p∗, t∗)
mit α := m− k + 1 und tk+p (p∗) = Rm−k+1.
Die Identita¨t xm−(p∗, t∗) = xm+(p∗, t∗) ist trivialerweise erfu¨llt, zudem folgt wegen ϕ0 = φ0
die Gleichung fm− = φ = fm+ in einer Umgebung von (x∗, p∗, t∗). Zu guter Letzt folgt
aus obigen U¨berlegungen an der Stelle (p∗, t∗):
xm−p =

ξ
0−
p
ξ
1−
p
...
ξ
m−
p
 =

ξ0p
ξ1p
...
ξmp
+

0
(ϕ1,s1 − φ1)t1p(p∗)
...
(ϕm,sm − φm)tmp (p∗)
 =

ξ
0+
p
ξ
1+
p
...
ξ
m+
p
 = xm+p .
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Somit sind alle Voraussetzungen von Satz 4.27 erfu¨llt und daher alle Behauptungen bewie-
sen. Es bleibt anzumerken, dass fu¨r die Berechnung der Sensitivita¨ten am Ereignispunkt
keine Sortierung der Komponenten ξk no¨tig ist, da alle relevanten Werte von der Rei-
henfolge der Teilsysteme 1, . . . ,m unabha¨ngig sind. Fu¨r die praktische Berechnung muss
folglich auch keine Zusammenfassung gema¨ß Bemerkung 4.25 durchgefu¨hrt werden.
Bemerkung 4.29 (Sensitivita¨ten mit aktiven regula¨ren Schaltfunktionen)
Der Fall genau einer aktiven regula¨ren Schaltfunktion wurde bereits in Abschnitt 4.1.4
besprochen. Die Argumentation im Beweis von Satz 4.28 la¨sst sich auch fu¨r regula¨re
Schaltfunktionen fu¨hren, wenn man wie in Bemerkung 3.29 als aktive Schaltfunktion
einen beliebigen, aber festen glatten Ast der regula¨ren Schaltfunktion verwendet.
Die Voraussetzungen in Satz 4.28 sind so gewa¨hlt, dass jede Komponente der rechten Sei-
te des unstetigen Systems ho¨chstens von einem aktiven Schalter abha¨ngt. Damit ist fu¨r
jede Sensitivita¨tskomponente eine eindeutige Zuordnung zu einer Ableitung tkp(p
∗) garan-
tiert. Beispiel 4.31 wird im na¨chsten Abschnitt demonstrieren, dass die Sensitivita¨ten im
Allgemeinen nicht existieren, wenn Zustandsableitungen von mehreren aktiven Schaltern
abha¨ngen.
4.2.2 Beispiele
Beispiel 4.30 (Entkoppelte Systeme)
Ein natu¨rlicher Test, die Aussagen von Satz 4.28 zu pru¨fen, ist die Zusammenfassung zwei-
er vo¨llig entkoppelter Systeme, die zufa¨llig zum selben Zeitpunkt aktive Schaltfunktionen
besitzen. Es seien also die folgenden Systeme gegeben:
ξ˙1 = ϕ1,s1(ξ1, p, t) =
{
ϕ1,+1(ξ1, p, t), falls q1(ξ1, p, t) > 0,
ϕ1,−1(ξ1, p, t), falls q1(ξ1, p, t) < 0,
ξ˙2 = ϕ2,s2(ξ2, p, t) =
{
ϕ2,+1(ξ2, p, t), falls q2(ξ2, p, t) > 0,
ϕ2,−1(ξ2, p, t), falls q2(ξ2, p, t) < 0.
Es gelte: q1
(
ξ1(p∗, t∗), p∗, t∗
)
= 0, q2
(
ξ2(p∗, t∗), p∗, t∗
)
= 0. Bei getrennter Betrachtung der
Systeme errechnen sich die Sensitivita¨ten am Ereignispunkt nach Satz 4.7 und Bemer-
kung 4.8 mit den rechten Seiten φk fu¨r t ≥ t∗ und k = 1, 2 wie folgt:
ξ
k
p(p
∗, t∗) = ξkp (p
∗, t∗) +
[
ϕk,sk − φk](ξk(p∗, t∗), p∗, t∗)tkp(p∗).
Dabei gilt
tkp(p
∗) = −
[
qk
ξk
ξkp (p
∗, t∗) + qkp
qk
ξk
ϕk,sk + qkt
] (
ξk(p∗, t∗), p∗, t∗
)
.
Dies entspricht genau den Zusammenha¨ngen, die sich aus Satz 4.28 mit nξ0 = 0 ergeben,
wenn die beiden Systeme in einem System geschrieben werden:
x˙ =
(
ξ˙1
ξ˙2
)
=
(
ϕ1,s1(ξ1, p, t)
ϕ2,s2(ξ2, p, t)
)
= f s(x, p, t).
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Abbildung 4.5: Schaltkreis fu¨r paralleles Einschalten von Verbrauchern mit Tabelle der
verwendeten Gro¨ßen und Parameter, siehe Beispiel 4.31.
Beispiel 4.31 (Gleichzeitiges Zuschalten von elektrischen Verbrauchern)
Nachdem im vorangegangenen Beispiel gezeigt wurde, wie Satz 4.28 angewendet werden
kann, betrachten wir nun ein Modell, das die Voraussetzungen des Satzes nicht erfu¨llt. Die
elektrische Schaltung aus Abbildung 4.5 beschreibt zuschaltbare Lasten G1 und G2, die
u¨ber die Schalter S1, S2 parallel zu einer Grundlast G an eine Gleichspannungsquelle und
eine lineare Induktivita¨t L angeschlossen sind. Alle Lasten sind durch ihre linearen Leit-
werte bekannt. Zuna¨chst seien beide Schalter offen. Schalter S1 schließt nach einer halben
Sekunde und erho¨ht die Gesamtlast. Der Zeitpunkt, wann Schalter S2 die Last G2 hinzu-
schaltet, sei variabel und u¨ber den Parameter p festgelegt. Der Zeitverlauf des Stroms i
durch die Spule wird u¨ber die lineare Differentialgleichung
di
dt
=
1
L
(
V − 1
G+G∗1 +G
∗
2
i
)
mit
G∗1 :=
{
0, falls t < 1
2
,
G1, falls t >
1
2
,
G∗2 :=
{
0, falls t < p,
G2, falls t > p
und dem Anfangswert i(0) = 0 modelliert. Das System hat eine unstetige rechte Seite
mit mehreren Schaltern nach Definition 3.12. Fu¨r p∗ = 1
2
sind die beiden Schaltfunk-
tionen t− 1
2
und t− p zur Zeit t∗ = 1
2
gleichzeitig aktiv. Da beide Schalter die Zeitablei-
tung von i beeinflussen, geho¨rt dieses Modell nicht zur Problemklasse aus Satz 4.28. Die
Lo¨sung des Problems la¨sst sich elementar berechnen und lautet in Abha¨ngigkeit von p
und t:
0 < p ≤ 1
2
1
2
< p
i(p, t) =

i0(p, t), falls 0 ≤ t < p,
i1−(p, t), falls p ≤ t < 1
2
,
i2−(p, t), falls 1
2
≤ t,
i(p, t) =

i0(p, t), falls 0 ≤ t < 1
2
,
i1+(p, t), falls 1
2
≤ t < p,
i2+(p, t), falls p ≤ t
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mit
i0(p, t) = V G
(
1− e− tLG
)
,
i1−(p, t) = V
(
G+G2 −
(
G2 +Ge
− p
LG
)
e
− t−p
L(G+G2)
)
,
i2−(p, t) = V
(
G+G1 +G2 −
(
G1 +
(
G2 +Ge
− p
LG
)
e
−
1
2−p
L(G+G2)
)
e
− t−
1
2
L(G+G1+G2)
)
,
i1+(p, t) = V
(
G+G1 −
(
G1 +Ge
− 1
2LG
)
e
− t−
1
2
L(G+G1)
)
,
i2+(p, t) = V
(
G+G1 +G2 −
(
G2 +
(
G1 +Ge
− 1
2LG
)
e
− p−
1
2
L(G+G1)
)
e
− t−p
L(G+G1+G2)
)
.
Hierbei werden die Schreibweisen aus Abschnitt 4.2.1 verwendet. Aus den Lo¨sungsa¨sten
errechnen sich die Sensitivita¨ten wie folgt:
i0p(p, t) = 0,
i1−p (p, t) =
V G2
L(G+G2)
(
e−
p
LG − 1
)
e
− t−p
L(G+G2) ,
i2−p (p, t) =
V G2
L(G+G2)
(
e−
p
LG − 1
)
e
−
1
2−p
L(G+G2)
− t−
1
2
L(G+G1+G2) ,
i1+p (p, t) = 0,
i2+p (p, t) =
V G2
L(G+G1 +G2)
(
1
G+G1
(
G1 +Ge
− 1
2LG
)
e
− p−
1
2
L(G+G1) − 1
)
e
− t−p
L(G+G1+G2) .
Der Lo¨sungsverlauf und die Sensitivita¨ten sind in Abbildung 4.6 zusammen mit den para-
meterabha¨ngigen Kurven fu¨r die Schaltzeitpunkte t(p) = 1
2
und t(p) = p in einer Umge-
bung um den Punkt (p∗, t∗) dargestellt. Der farbcodierte Verlauf der Sensitivita¨ten zeigt,
dass die Lo¨sung auf {(p∗, t) : t > t∗} nicht differenzierbar nach p ist. Rechts- und links-
seitige Grenzwerte der Differenzenquotienten stimmen nicht u¨berein. Insbesondere gelten:
i2−p (p
∗, t∗) =
V G2
L(G+G2)
(
e−
1
2LG − 1
)
= −10.0,
i2+p (p
∗, t∗) =
V GG2
L(G+G1 +G2)(G+G1)
(
e−
1
2LG − 1
)
= −2.5.
Will man diese Sensitivita¨ten mit Hilfe von Bemerkung 4.26 berechnen, so beno¨tigt man
die folgenden Funktionen, die die Werte in den letzten beiden Zeilen der Tabelle zur Folge
haben:
k 0 1− 2− 1+ 2+
qk — t− p t− 1
2
t− 1
2
t− p
fk 1
L
(
V − 1
G
i
)
1
L
(
V − 1
G+G2
i
)
1
L
(
V − 1
G+G1+G2
i
)
1
L
(
V − 1
G+G1
i
)
f 2−
Ak 0 idi idi idi idi
tkp(p
∗) — 1 0 0 1
ikp(p
∗, t∗) 0 −10.0 −10.0 0 −2.5
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Abbildung 4.6: Lo¨sungsverlauf i(p, t) (links) und Parameterableitung ip(p, t) (rechts) fu¨r
Beispiel 4.31. Blaue Kurve: Schaltfla¨che zu t(p) = 1
2
. Schwarze Kurve:
Schaltfla¨che zu t(p) = p. Die Schaltfla¨chen sind in den Lo¨sungsfla¨chen
eingetragen.
Sowohl die Berechnung u¨ber die analytische Lo¨sung als auch die Anwendung von Satz 4.27
fu¨hren wegen i2−p (p
∗, t∗) 6= i2+p (p∗, t∗) zu dem Ergebnis, dass der Strom i fu¨r die Zeit nach
dem zeitgleichen Umschalten keine Parametersensitivita¨ten besitzt.
Beispiel 4.32 (Nichtglatte Verla¨ufe der Schaltzeitpunkte)
Das Ziel dieses Beispiels ist zu zeigen, dass die Verla¨ufe der Schaltzeitpunkte in Abha¨ngig-
keit eines Parameters an mehrfachen Ereignispunkten nichtglatt aneinander schließen
ko¨nnen. Dazu ist ein eindimensionales System mit zustandsabha¨ngiger Schaltfunktion
ausreichend:
x˙ = a+ b, x(0) = 0, p∗ = 2, t∗ = 3
mit
a =
{
9, falls t < 39− x,
p, falls t > 39− x und b =
{
p+ 1, falls t < p+ 1,
1, falls t > p+ 1.
Die analytische Lo¨sung errechnet sich fu¨r 0 < p ≤ 2 wie folgt:
x(p, t) =

(p+ 10)t, falls t ≤ p+ 1,
10t+ p2 + p, falls p+ 1 ≤ t ≤ −p2−p+39
11
,
(p+ 1)t+ 1
11
p3 + 3
11
p2 − 37
11
p+ 351
11
, falls −p
2−p+39
11
≤ t.
Im Fall p > 2 gilt:
x(p, t) =

(p+ 10)t, falls t ≤ 39
p+11
,
(2p+ 1)t+ 351−39p
p+11
, falls 39
p+11
≤ t ≤ p+ 1,
(p+ 1)t+ p2 + p+ 351−39p
p+11
, falls p+ 1 ≤ t.
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Abbildung 4.7: Lo¨sungsverlauf x(p, t) (links) und Parameterableitung xp(p, t) (rechts) fu¨r
Beispiel 4.32. Blaue Kurve: Schaltfla¨che zu q(p, t) = t − p − 1. Schwarze
Kurve: Schaltfla¨che zu q(x, t) = t+ x− 39 ist im Ereignispunkt (p∗, t∗) =
(2, 3) nicht differenzierbar.
Untersucht man das Beispiel mit den Methoden aus Abschnitt 4.2.1, so erha¨lt man fol-
gende Funktionen und Werte:
k 0 1− 2− 1+ 2+
qk — t− p− 1 t+ x− 39 t+ x− 39 t− p− 1
fk p+ 10 10 p+ 1 2p+ 1 p+ 1
Ak 0 idx idx idx idx
tkp(p
∗) — 1 − 5
11
− 3
13
1
xkp(p
∗, t∗) 3 5 20
11
18
13
44
13
Wie in Beispiel 4.31 gilt x2−p (p
∗, t∗) 6= x2+p (p∗, t∗), somit ist die Lo¨sung lokal fu¨r t > t∗
nicht nach p differenzierbar (Satz 4.27). Zusa¨tzlich fa¨llt hier t2−p (p
∗) 6= t1+p (p∗) auf. Al-
le Eigenschaften des Problems lassen sich auch in Abbildung 4.7 an der Lo¨sung bzw.
Parameterableitung mit den parameterabha¨ngigen Schaltzeitpunkten t(p) = p + 1 und
t(p) = 39 − x(p, t(p)) erkennen. Selbst bei diesem einfachen Beispiel mit glatten Schalt-
funktionen und abschnittsweise konstanten rechten Seiten erha¨lt man Kurven t(p), die
am Ereignispunkt jeweils nicht differenzierbar ineinander u¨bergehen.
Abschnitt 4.2 zeigt, dass Zusatzvoraussetzungen an unstetige Systeme mit mehreren ak-
tiven Schaltfunktionen zu stellen sind, um die Existenz von Parametersensitivita¨ten zu
garantieren. Selbst fu¨r den
”
Standard“-Fall einer aktiven Schaltfunktion ergeben sich in
Abschnitt 4.1.2 unterschiedliche Aspekte, je nachdem, ob die glatten Teillo¨sungen separat
oder als zusammengesetzte Lo¨sung betrachtet werden. Die Ergebnisse der theoretischen
Untersuchungen in Kapitel 4 bilden die Grundlage fu¨r die im nachfolgenden Kapitel be-
trachteten Verfahren zur numerischen Berechnung der Sensitivita¨ten unstetiger Modelle.
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5 Numerische Sensitivita¨tsanalyse
unstetiger Modelica-Modelle
Die Numerik gewo¨hnlicher Differentialgleichungen und differential-algebraischer Gleichun-
gen ist eine in den letzten drei Jahrzehnten tief erforschte Thematik (siehe etwa [HW96,
KM06] und die darin enthaltenen Referenzen). Da die virtuelle, auf Software basierende
Untersuchung in der Entwicklung neuer Produkte und Verfahren eine entscheidende Rolle
spielt, wa¨chst die Anzahl und die Vielfalt von Anwendungen, die auf den numerischen Ver-
fahren zur Integration der dynamischen Systeme aufbauen. Praktisch alle anspruchsvollen
Implementierungen von Zeitintegrationsverfahren enthalten Algorithmen mit lo¨sungsan-
gepasstem, variablem Zeitgitter und stetiger Lo¨sungsdarstellung. Des Weiteren unter-
stu¨tzen Routinen die Schaltpunktsuche fu¨r vorgegebene Schaltfunktionen, die mit ihren
Nullstellen Ereignisse an Unstetigkeitsstellen anzeigen [ST00]. Nach einem Ereignispunkt
beginnt die Integration wie am Anfangszeitpunkt von Neuem. Die genannten Techniken
sind etwa im Programmpaket Dassl [Pet82a] implementiert, dem das BDF-Verfahren
zu Grunde liegt. Dieser Code und weitere Pakete (Lsodar aus Odepack [Hin83] und
Runge-Kutta-Verfahren aus Godess [Ols98]) sind in der Software Dymola [Dym] einge-
bunden und werden dazu verwendet, Modelica-Modelle numerisch zu integrieren.
Im genannten Umfeld wollen wir numerische Software entwickeln, die sowohl Filippov-
Lo¨sungen als auch die Sensitivita¨ten der in Kapitel 3 konstruierten Lo¨sungen der hybriden
Systeme berechnet. Im ersten Abschnitt stellen wir grundsa¨tzliche Mo¨glichkeiten vor, Sen-
sitivita¨ten numerisch zu berechnen. Wir gehen dabei auf die Integration der Sensitivita¨ts-
gleichungen mit dem Programmpaket Daspk3.1 [LP99] na¨her ein, da wir diesen Ansatz
fu¨r die numerischen Untersuchungen in der Arbeit wa¨hlen. Die Einbettung von Daspk3.1
in die neu entwickelte Softwareumgebung Fisemo sowie die Beschreibung der weiteren
Bestandteile sind Gegenstand des zweiten Abschnitts. Es wird dargelegt, welche Problem-
klassen von der Umgebung verarbeitet werden ko¨nnen, bevor im letzten Teil numerische
Versuche an Modelica-Modellen die Funktionalita¨t der Implementierung zeigen und die
Genauigkeit der Ergebnisse beleuchten. Solange keine Verwechslungsgefahr besteht, un-
terscheiden wir in den Bezeichnungen die numerische und analytische Lo¨sung nicht.
5.1 Ansa¨tze zur numerischen Sensitivita¨tsberechnung
Die unterschiedlichen Methodiken, die Sensitivita¨ten xp numerisch zu berechnen, beschrei-
ben wir fu¨r das folgende parameterabha¨ngige Anfangswertproblem mit der generischen
rechten Seite f : Rnx+np+1 → Rnx und den Anfangswerten A : Rnp → Rnx :
x˙ = f(x, p, t), x(t0) = A(p). (5.1)
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5.1.1 Externe und interne numerische Differentiation, adjungierte
Variablen
Der Begriff externe numerische Differentiation wurde von Bock [Boc81] gepra¨gt und be-
deutet die (na¨herungsweise) Differentiation der gesamten implementierten Routine eines
Integrationsverfahrens. Hierfu¨r stehen prinzipiell die beiden Mo¨glichkeiten der finiten Dif-
ferenzen oder des automatischen Differenzierens zur Verfu¨gung. Einfachster Vertreter der
finiten Differenzen ist der einseitige Differenzenquotient
x(p+∆pj ej, t)− x(p, t)
∆pj
, j = 1, . . . , np, ∆pj 6= 0,
der xpj(p, t) anna¨hert. Die Vorteile dieses Ansatzes liegen klar darin, dass er sehr leicht
zu implementieren und auch leicht zu parallelisieren ist. Die Parallelisierung kann bei
entsprechender Verfu¨gbarkeit von Rechenknoten die Rechenzeit stark reduzieren. Damit
wird die Tatsache, dass die Methodik mit einem hohen Rechenaufwand verbunden ist,
abgemildert. Der Aufwand steigt insbesondere dann an, wenn ada¨quate Genauigkeiten fu¨r
die Sensitivita¨ten erreicht werden sollen. Eine Fehleranalyse des einseitigen Differenzen-
quotienten ergibt [HNW93] einen Fehler der Gro¨ßenordnung
O(∆pj) +O
(
TOL
∆pj
)
,
wenn TOL die vorgegebene Fehlertoleranz fu¨r den Integrationsalgorithmus bezeichnet. Die
Integrationsalgorithmen mit ihren adaptiven Komponenten (Schrittweitensteuerung, Ord-
nungssteuerung, Newton-Iteration, Schaltpunktsuche) beschreiben im Allgemeinen keine
differenzierbaren Abbildungen, so dass der obige Fehleranteil O(TOL/∆pj) von der un-
abha¨ngigen Berechnung der numerischen Lo¨sungen mit den unterschiedlichen Parameter-
werten herru¨hrt. Mit der Wahl ∆pj = O(
√
TOL) wird der Fehler na¨herungsweise mini-
miert, ist dann aber immer noch O(√TOL). Folglich muss TOL fu¨r moderate Genauig-
keiten der Ableitungen sehr klein gewa¨hlt werden, was zu dem betra¨chtlichen Anstieg im
Rechenaufwand fu¨hren kann. Man stellt in der Praxis ha¨ufig fest, dass die Sensitivita¨ten
ungenauer als die Fehlerscha¨tzung O(√TOL) sind – insbesondere wenn Modellgleichun-
gen und Parameter ungu¨nstig skaliert sind.
In [SBS98] wird darauf hingewiesen, dass die externe numerische Differentiation mit auto-
matischem Differenzieren ebenfalls fu¨r die Sensitivita¨ten ungenaue Ergebnisse liefert, die
von adaptiven Programmbausteinen verursacht werden. Um die Differentiation der adap-
tiven Elemente zu vermeiden, entwickelte Bock [Boc81] das Konzept der internen nume-
rischen Differentiation, das nur die Differentiation der Diskretisierungsvorschrift vorsieht.
Damit erha¨lt man die Sensitivita¨ten der numerischen Lo¨sung auch fu¨r grobe Fehlertole-
ranzen mit einer akzeptablen Genauigkeit. Die Berechnung der Ableitungen muss hierfu¨r
mit dem Integrationsalgorithmus so verschmolzen werden, dass sich die nichtglatten Algo-
rithmenbestandteile in jedem Integrationsschritt fu¨r die Lo¨sung und die Sensitivita¨ten je-
weils gleich verhalten. Deshalb bietet der Ansatz Potential fu¨r eine effiziente Implementie-
rung und den daraus folgenden Rechenzeitgewinn im Vergleich zur externen numerischen
Differentiation [Boc87, FK00].
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Man kann zwischen drei Varianten der internen numerischen Differentiation unterschei-
den. Im ersten Fall werden Sensitivita¨ten in jedem Integrationsschritt durch finite Dif-
ferenzen von Lo¨sungsvektoren zu unterschiedlichen Parameterwerten berechnet. Dieses
Vorgehen wird auch als Integration mit eingefrorener Schrittweite bezeichnet [Kie98]. Fu¨r
lineare Integrationsvorschriften ist dazu der zweite Ansatz a¨quivalent [Boc87], fu¨r den die
entsprechenden finiten Differenzen auf die rechte Seite f u¨bertragen und zusa¨tzlich zum
Nominalsystem integriert werden. Im Fall des einseitigen Differenzenquotienten erha¨lt
man die rechten Seiten
f(x+ xp∆pj ej, p+∆pj ej, t)− f(x, p, t)
∆pj
, j = 1, . . . , np, ∆pj 6= 0.
Der Fehler fu¨r die Sensitivita¨ten xpj la¨sst sich dadurch mit der Maschinengenauigkeit eps
zu
O(TOL) +O(∆pj) +O
(
eps
∆pj
)
angeben. Mit ∆pj =
√
eps bleibt der Fehler fu¨r TOL ≥ √eps durch O(TOL) beschra¨nkt,
was damit gleichbedeutend ist, dass die Genauigkeiten der Nominallo¨sung und der Sensi-
tivita¨ten gleich sind.
Aus dem Grenzu¨bergang der finiten Differenzen resultieren in der dritten Variante die
Sensitivita¨tsgleichungen x˙p = fxxp + fp, die gleichzeitig mit den Nominalgleichungen
vom Integrationsalgorithmus numerisch gelo¨st werden. Die Integration der Sensitivita¨ts-
gleichungen wird im na¨chsten Abschnitt ausfu¨hrlich am Beispiel des IntegratorsDaspk3.1
besprochen. Generell la¨sst sich feststellen, dass zahlreiche Implementierungen das Prin-
zip der internen numerischen Differentiation mehr oder weniger streng beru¨cksichtigen.
In [BBB+01] findet man eine Auflistung effizienter Umsetzungen der Sensitivita¨tsberech-
nungen.
Wenn im Rahmen einer Sensitivita¨tsanalyse statt der zeitabha¨ngigen Ableitungen xp(p, t)
der Modellzusta¨nde nur die Ableitungen von Gro¨ßen C(p) = c
(
x(p, t∞), p, t∞
)
beno¨tigt
werden, dann lassen sich diese Ableitungen mit Hilfe der adjungierten Variablen λ berech-
nen. In Abschnitt 4.1.3 werden die definierenden Gleichungen samt den U¨bergangsbedin-
gungen an Ereignispunkten hybrider Systeme hergeleitet. Nun beleuchten wir die numeri-
schen Belange der Berechnung von Cp fu¨r glatte Systeme. Zuna¨chst nehmen wir C(p) ∈ R
an und erhalten:
Cp(p) = cp
(
x(p, t∞), p, t∞
)
+
t∞∫
t0
λT(t)fp
(
x(p, t), p, t
)
dt+ λT(t0)Ap(p) (5.2)
mit den adjungierten Gleichungen λ˙ = −fTx λ und λ(t∞) = cTx
(
x(p, t∞), p, t∞
)
. Da der End-
wert λ(t∞) vorgegeben wird, scheidet eine gleichzeitige Integration des Nominalsystems
und der adjungierten Gleichungen aus. Die Lo¨sung erfolgt daher zuna¨chst in Vorwa¨rts-
richtung von t0 bis t∞ fu¨r das Nominalsystem (5.1) und im Anschluss fu¨r die adjungierten
Gleichungen ru¨ckwa¨rts von t∞ bis t0.
Implementierungen [LP02, SH03, Wal03] der Ru¨ckwa¨rtsintegration setzen oft Checkpoin-
ting-Techniken ein, um den Speicherbedarf zu begrenzen, der dadurch entsteht, dass die
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numerische Lo¨sung x(p, t) fu¨r das gesamte Zeitintervall per Interpolation verfu¨gbar sein
muss. Dazu wird das Intervall in mehrere Teilintervalle aufgeteilt und innerhalb dieser
die Lo¨sung im Speicher gehalten. Gleichzeitig zur Ru¨ckwa¨rtsintegration kann das Integral
in Gleichung (5.2) durch zusa¨tzliche Komponenten im Zustandsvektor berechnet werden.
Alternativ verwendet man nach der Integration eine Quadraturformel. Nach [Boc87] sollte
die numerische Berechnung der adjungierten Variablen ebenfalls das Prinzip der internen
numerischen Differentiation erfu¨llen.
Der Berechnung von λTfp bzw. f
T
x λ kommt besondere Bedeutung zu, falls fp und fx nicht
analytisch vorliegen. Numerische Approximationen mit Richtungsableitungen kommen
hierfu¨r nicht in Frage, da die Ableitungsmatrizen von links mit λT multipliziert werden.
Die Diskretisierung mit finiten Differenzen erfordert daher die direkte und oft rechen-
intensive Approximation der vollen Matrizen fx und fp fu¨r jede Auswertung der rechten
Seite der Ru¨ckwa¨rtsintegration [CLP02]. Um diesen Aufwand zu verringern, sollte – falls
mo¨glich – automatisches Differenzieren verwendet werden, um die Terme λTfp und f
T
x λ
auszuwerten. Im Ru¨ckwa¨rtsmodus des automatischen Differenzierens ko¨nnen diese Aus-
dru¨cke sehr effizient berechnet werden [Gri00].
Der Vorteil der adjungierten Berechnung der Ableitungen Cp liegt darin, dass der Auf-
wand im Wesentlichen von den Dimensionen nx und nC und kaum von np abha¨ngt. Im
Fall nC > 1 kommt fu¨r jede Komponente von C ein neuer Satz von adjungierten Variablen
zum System hinzu, woraus die Gesamtdimension nxnC fu¨r die Ru¨ckwa¨rtsintegration folgt,
falls eine Quadraturformel benutzt wird. Daher bringt der adjungierte Ansatz Vorteile,
wenn die Ableitungen von relativ wenigen Funktionen Ci bzgl. vieler Parameter gefragt
sind. Die Zeitverla¨ufe der adjungierten Variablen geben allerdings keine direkten Infor-
mationen u¨ber das Systemverhalten preis, insbesondere kann d
dp
c
(
x(p, t), p, t
)
fu¨r t < t∞
damit nicht berechnet werden.
5.1.2 Integration der Sensitivita¨tsgleichungen mit DASPK3.1
Wir stellen die wesentlichen Techniken vor, die im Softwarepaket Daspk3.1 [LP99] ent-
halten und fu¨r die vorliegende Arbeit relevant sind. Dieses Paket ist eine Weiterentwick-
lung des weitverbreiteten Dassl-Codes [Pet82a] zur numerischen Lo¨sung von differential-
algebraischen Anfangswertproblemen
F (x˙, x, t) = 0, x(t0) = A
mit Differentiationsindex Eins oder Null in unstrukturierter Form sowie mit Index Zwei
in Hessenbergform. Das eingesetzte BDF-Verfahren [HNW93] nutzt ru¨ckwa¨rtsgerichte-
te Differenzenquotienten zur Approximation der Ableitung x˙. Wenn k > 0 die Ord-
nung des Verfahrens ist, dann wird die Lo¨sung im BDF-Ansatz an den k + 1 Zeit-
punkten τn−k+1, . . . , τn+1 polynomial interpoliert. Aus der Forderung, dass das Interpo-
lationspolynom die Differentialgleichung zur Zeit τn+1 erfu¨llen soll, ergibt sich die BDF-
Diskretisierung fu¨r konstante Zeitschrittweiten h und xn := x(τn):
F
(
1
h
k∑
j=1
1
j
∇jxn+1, xn+1, τn+1
)
= 0, ∇0xn := xn, ∇jxn+1 := ∇j−1xn+1 −∇j−1xn.
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Allgemein erha¨lt man fu¨r variable Schrittweiten hn = τn+1 − τn die Form
F
(
k∑
j=0
αn,k−jxn+1−j, xn+1, τn+1
)
= 0. (∗)
Die Koeffizienten αn,j ha¨ngen dabei von den (vorherigen) Schrittweiten hn−k+1, . . . , hn ab.
Gleichung (∗) muss in jedem Integrationsschritt n → n + 1 nach xn+1 aufgelo¨st werden.
Das definierende nichtlineare Gleichungssystem schreibt man am besten in der kompakten
Form
F (αx+ β, x, τn+1) = 0 (5.3)
mit dem unbekannten Vektor x, einem skalaren Wert α und einem Vektor β (der von den
Ergebnissen xn+1−j aus zuru¨ckliegenden Zeitschritten abha¨ngt):
α =
1
hn
k∑
j=1
1
j
, β =
k∑
j=1
αn,k−jxn+1−j.
Das geda¨mpfte Newton-Verfahren zur Lo¨sung der impliziten Gleichung (5.3) liest sich mit
dem Iterationsza¨hler m ≥ 0 wie folgt:
x(m+1) = x(m) − γJ−1(x(m))F(αx(m) + β, x(m), τn+1).
Als Startwert fu¨r die Korrektoriteration wird das Polynom, das die zuru¨ckliegenden Lo¨sun-
gen xn−k, . . . , xn interpoliert, an der Stelle τn+1 ausgewertet (Pra¨diktorwert). Aus Effi-
zienzgru¨nden wird die Jacobimatrix J(x) := [αFx˙ + Fx](αx + β, x, τn+1) mo¨glichst lange
u¨ber mehrere Integrationsschritte hinweg unvera¨ndert gelassen und nur dann neu be-
rechnet, wenn eine ausreichend schnelle Konvergenz der Iteration ausbleibt (modifiziertes
Newton-Verfahren). Zudem soll sich eine geschickte Wahl des Faktors γ > 0 konvergenz-
beschleunigend auf die Iteration auswirken – Details zu den Werten von γ sind in [BCP96]
nachzulesen. Wenn fu¨r die Berechnung der Jacobimatrix keine benutzerdefinierte Funktion
bereitgestellt wird, dann approximiert Daspk3.1 die Matrix mit einseitigen Differenzen-
quotienten. Die i-te Spalte von J(x) wird mit x = (x1, . . . , xnx)
T somit durch
F (αx+ β + α∆xi ei, x+∆xi ei, τn+1)− F (αx+ β, x, τn+1)
∆xi
angena¨hert. Fu¨r das Inkrement wird ∆xi =
√
eps ·max (|xi|, |hn(αxi + βi)|, |xi|RTOLi +
ATOLi
)
gewa¨hlt.
Wie genau die berechnete numerische Lo¨sung x sein soll, kann u¨ber die relativen und
absoluten Fehlertoleranzen RTOL, ATOL ∈ Rnx vorgegeben werden. Es wird dann mit
Hilfe der gewichteten 2-Norm
‖ε‖ =
√√√√ 1
nx
nx∑
i=1
(
εi
|xi|RTOLi +ATOLi
)2
eines Fehlerscha¨tzers ε = (ε1, . . . , εnx)
T versucht, das Abbruchkriterium fu¨r die Korrektor-
iteration und die Berechnung der Schrittweiten so zu steuern, dass die geforderten To-
leranzvorgaben fu¨r den aktuell berechneten Wert x = xn+1 eingehalten werden. Auf der
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anderen Seite sollen diese Vorgaben mit mo¨glichst geringem Berechnungsaufwand rea-
lisiert werden. Dazu wa¨hlt der implementierte Algorithmus die Schrittweiten und die
Ordnung 1 ≤ k ≤ 5 des Verfahrens automatisch unter Beru¨cksichtigung des Lo¨sungsver-
haltens. Am Anfang der Integration (n = 1) kann die Ordnung nur schrittweise von k = 1
an erho¨ht werden, da stets k ≤ n gelten muss, um genu¨gend Interpolationspunkte fu¨r das
BDF-Polynom zur Verfu¨gung zu haben.
Das Polynom dient auch dazu, eine stetige Darstellung der numerischen Lo¨sung zu erzeu-
gen. Fu¨r beliebiges t ∈ [τn, τn+1] wird als numerische Approximation fu¨r x(t) der Wert
des Polynoms verwendet, das zur Berechnung von xn+1 konstruiert wurde. Des Weiteren
spielt das Interpolationspolynom eine wichtige Rolle, um die Nullstellen von Schaltfunk-
tionen ρ(x˙, x, t), ρ : R2nx+1 → Rnρ genau zu berechnen. Hierfu¨r wird nach der erfolgrei-
chen Berechnung von xn+1 gepru¨ft, ob fu¨r i = 1, . . . , nρ die Werte ρi(x˙n+1, xn+1, τn+1) und
ρi(x˙n, xn, τn) unterschiedliche Vorzeichen haben. Wenn das fu¨r ein i der Fall ist, bestimmt
Daspk3.1 ein Intervall [τ ∗, t∗] ⊂ [τn, τn+1], fu¨r das die Bedingungen
ρi∗(τ
∗) ρi∗(t∗) ≤ 0, |t∗ − τ ∗| < 100 eps|τn+1| und ρi∗(τ ∗) 6= 0
gelten. Der Index i∗ wird dabei so gewa¨hlt, dass der Abstand |t∗ − τn| bzgl. i minimal
ist. Fu¨r die Auswertungen von ρ wird zur Approximation von x und x˙ das BDF-Polynom
und seine Ableitung herangezogen. Mit dem Test
ρi(τ
∗) ρi(t∗)
?≤ 0, i = 1, . . . , nρ
werden nach der Berechnung von [τ ∗, t∗] alle Komponenten auf Nullstellen gepru¨ft, um
mehrere aktive Schaltfunktionen zu erkennen. Der Zeitpunkt t∗ wird als Ereigniszeitpunkt
der so erkannten aktiven Schaltfunktionen angesehen.
In Daspk3.1 ist zusa¨tzlich zu den genannten Routinen ein Teil fu¨r die Integration der
Sensitivita¨tsgleichungen enthalten. Im Nachfolgenden beschreiben wir diesen Teil genauer.
Ein erster wichtiger Punkt betrifft die Auswertung der Sensitivita¨tsgleichungen, die fu¨r
ein parameterabha¨ngiges differential-algebraisches System
F (x˙, x, p, t) = 0, x(p, t0) = A(p)
die folgende Gestalt annehmen:
Fx˙(x˙, x, p, t) x˙p + Fx(x˙, x, p, t)xp + Fp(x˙, x, p, t) = 0, xp(p, t
0) = Ap(p).
Entweder werden die Ableitungen Fx˙, Fx, Fp vom Benutzer bereitgestellt, z. B. auch u¨ber
automatisches Differenzieren, oder finite Differenzen kommen zur Anwendung. Um Aus-
wertungen von F einzusparen und dennoch eine hohe Genauigkeit zu erreichen, werden
Richtungsableitungen zweiter Ordnung eingesetzt:
F (x˙+ x˙p δpj, x+ xp δpj, p+ δpj, t)− F (x˙− x˙p δpj, x− xp δpj, p− δpj, t)
2∆pj
= 0. (5.4)
Als abku¨rzende Bezeichnung benutzen wir δpj := ∆pj ej mit j = 1, . . . , np. Den Wert
fu¨r ∆pj zu definieren, ist insbesondere fu¨r ungu¨nstig skalierte Probleme schwierig. In
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der Literatur gibt es unterschiedliche Ansa¨tze, ∆pj mo¨glichst gut zu wa¨hlen. In einer
Vorga¨ngerversion [MP96] von Daspk3.1 wird ein relatives Inkrement O(√eps) fu¨r den
einseitigen Differenzenquotienten vorgeschlagen. Fu¨r den symmetrischen Differenzenquo-
tienten wird in [LH00, SH03] ein relatives InkrementO(√RTOL) empfohlen. InDaspk3.1
wird versucht, u¨ber die Gro¨ßenordnungen von pj, x und xpj einen Kompromiss zu finden,
der in [LP99] na¨her begru¨ndet wird:
∆pj := ζmax(|pj|, ‖ϑj‖−12 ). (5.5)
Die Vektoren ϑj errechnen sich dabei aus
ϑj = (ϑj1, . . . , ϑ
j
nx)
T, ϑji :=
|(xp)ij|RTOLij +ATOLij
|xi|RTOLi +ATOLi . (5.6)
Die eingesetzten Fehlertoleranzen RTOL, ATOL ∈ Rnx×np korrespondieren zu den Sensi-
tivita¨tszusta¨nden xp und ko¨nnen individuell vorgegeben werden. Der Faktor ζ > 0 in (5.5)
kann benutzerdefiniert vorgegeben werden, standardma¨ßig wird dafu¨r der Wert 10−3 vor-
geschlagen. In Abschnitt 5.2.1 werden wir eine vom Standardwert abweichende Definition
fu¨r ζ erla¨utern.
Insgesamt erhalten wir nxnp Sensitivita¨tsgleichungen und nx Nominalgleichungen, die nu-
merisch gelo¨st werden mu¨ssen. Wie in Abschnitt 5.1.1 angedeutet, werden die Gleichungen
gleichzeitig integriert, damit genaue Ergebnisse mit einer effizienten Implementierung be-
rechnet werden ko¨nnen. In jedem Integrationsschritt fu¨hren die Gleichungen vektoriell
zusammengefasst zu dem System
Φ(X˙,X, p, t) = 0, X(p, t0) =
(
AT(p), ATp1(p), . . . , A
T
pnp
(p)
)T
mit den Bezeichnungen
X :=

x
xp1
...
xpnp
 , Φ(X˙,X, p, t) :=

F
Fx˙x˙p1 + Fxxp1 + Fp1
...
Fx˙x˙pnp + Fxxpnp + Fpnp
 (x˙, x, p, t).
Analog zu Gleichung (5.3) fu¨hrt der BDF-Ansatz zu einem nichtlinearen Gleichungssystem
Φ(αX +B,X, p, τn+1) = 0 (5.7)
mit den Vektoren
B =
(
βT, BT1 , . . . , B
T
np
)T
, Bi =
k∑
j=1
αn,k−jxpi,n+1−j (i = 1, . . . , np).
Zur Lo¨sung dieses Systems kann in Daspk3.1 eine von drei Varianten gewa¨hlt werden.
Die erste Technik betrachtet Gleichung (5.7) als Gesamtsystem, das mit dem modifizierten
Newton-Verfahren
X(m+1) = X(m) − γΛ−1(X(m))Φ(αX(m) +B,X(m), p, τn+1)
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und der Jacobimatrix
Λ(X) =

J 0 · · · · · · 0
J1 J 0
...
J2 0 J
. . .
...
...
...
. . . . . . 0
Jnp 0 · · · 0 J
 (X)
mit
J(x) := J˜(αx+ β, x, p, τn+1), J˜(x˙, x, p, t) := [αFx˙ + Fx](x˙, x, p, t),
Jj(x, xpj) := J˜j(αx+ β, αxpj +Bj, x, xpj , p, τn+1)
sowie
J˜j(x˙, x˙pj , x, xpj , p, t) :=
d
dx˙
(
J˜(x˙, x, p, t) x˙pj
)
+
d
dx
(
J˜(x˙, x, p, t)xpj
)
+ J˜pj(x˙, x, p, t)
gelo¨st wird. Deswegen bezeichnen die Autoren diese Variante als gleichzeitiges Korrektor-
verfahren. In der Implementierung reicht es fu¨r die lokale Konvergenz aus, die appro-
ximierte Jacobimatrix blockdiag (J, . . . , J) in einem modifizierten Newton-Verfahren zu
verwenden [MP96]. Das erspart die evtl. aufwendige Berechnung der Matrizen Jj und
ermo¨glicht die Beibehaltung von J u¨ber mehrere Integrationsschritte.
Der zweite Ansatz fu¨r die Lo¨sung von Gleichung (5.7) sieht eine stufenweise Vorgehens-
weise vor. Zuna¨chst wird wie fu¨r den Fall, dass keine Sensitivita¨ten berechnet werden,
nur die Korrektoriteration fu¨r die Lo¨sung xn+1 ausgefu¨hrt. Ausgehend von dieser gibt es
zwei Mo¨glichkeiten die Sensitivita¨ten zu ermitteln. Im stufenweisen Korrektorverfahren
iteriert ein modifiziertes Newton-Verfahren bzgl. xpj u¨ber den Gleichungen
[Fx˙(αxpj +Bj) + Fxxpj + Fpj ](x˙n+1, xn+1, p, τn+1) = 0. (5.8)
Die dafu¨r no¨tige Jacobimatrix J(xn+1) wird durch die Iterationsmatrix fu¨r das Nominal-
system ersetzt. Damit ist keine zusa¨tzliche Auswertung und Zerlegung von J erforderlich.
Will man den Aufwand aufbringen, die Matrix J in jedem Integrationsschritt zu berech-
nen und zu faktorisieren, dann werden die bzgl. xpj linearen Gleichungen (5.8) direkt
gelo¨st, und man erha¨lt das stufenweise direkte Verfahren.
5.2 FISEMO: Filippov-Lo¨sungen und Sensitivita¨tsanalyse
von Modelica-Modellen
In Abschnitt 3.1.3 und 3.2.1 zeigen Beispiele, welche unstetigen Modelle Filippov-Lo¨sun-
gen besitzen und dass die verallgemeinerten Lo¨sungen die Dynamik der Systeme korrekt
wiedergeben. Will man die entsprechenden Modellgleichungen mit einer Schaltlogik nume-
risch lo¨sen, die nur die beiden Schalterpositionen ±1 kennt, so fu¨hrt dies zu sehr ha¨ufigem
Hin- und Herschalten zwischen den Schalterzusta¨nden [Eic92]. Der Effekt wird in der Li-
teratur auch als Chattering [UGS99] bezeichnet. Praktisch bedeutet Chattering, dass die
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numerische Integration sehr ineffizient wird und meistens mit einem benutzergewollten
Abbruch endet. Folglich geho¨ren Modelle mit Filippov-Lo¨sungen nicht zu der Problem-
klasse, die mit einer zweiwertigen Schaltlogik effizient behandelt werden ko¨nnen.
Ein Ziel der im Rahmen der vorliegenden Arbeit neu entwickelten Umgebung ist die
automatische Berechnung der Filippov-Lo¨sung von Modelica-Modellen. Damit kann ei-
ne breitere Problemklasse von unstetigen Modellen ohne aufwendige Modella¨nderungen
rechnerunterstu¨tzt gelo¨st werden.
Das zweite Ziel der Softwareumgebung ist die Ermittlung der Parametersensitivita¨ten –
insbesondere fu¨r unstetige Modelle. Um ein mo¨glichst universelles Werkzeug zu erhalten,
wird die Integration der Sensitivita¨tsgleichungen als Berechnungsmethode gewa¨hlt. Die In-
tegration der adjungierten Gleichungen liefert im Vergleich nur die Parameterableitungen
ausgewa¨hlter Ausgabegro¨ßen am Endzeitpunkt. Externe numerische Differentiation mit
finiten Differenzen kann zu sehr ungenauen Resultaten fu¨hren und einen hohen Rechen-
bedarf erfordern. Wie in Abschnitt 5.1.1 dargelegt, ist die interne numerische Differen-
tiation eng mit der numerischen Lo¨sung der Sensitivita¨tsgleichungen verwandt, lediglich
Implementierungsdetails ko¨nnen unterschiedlich sein.
Mit Daspk3.1 verwenden wir einen frei verfu¨gbaren Code1, der die Sensitivita¨tsgleichun-
gen mittels BDF-Verfahren mit Schrittweiten- und Ordnungssteuerung numerisch inte-
griert (siehe vorhergehenden Abschnitt). Grundlage hierfu¨r ist Dassl, das in Dymola
eingebettet einen der wichtigsten Integrationsalgorithmen zur numerischen Behandlung
von Modelica-Modellen darstellt. Das Mehrschrittverfahren berechnet besonders fu¨r steife
Probleme effizient und robust die Lo¨sungstrajektorien.
Enthalten die Trajektorien viele Ereigniszeitpunkte, dann ko¨nnen Einschrittverfahren effi-
zienter sein, weil diese Verfahren nach dem Ereignispunkt schneller starten und dann dort
mit einer ho¨heren Ordnung rechnen. Es existieren auch Ansa¨tze, Mehrschrittverfahren
mit einigen Schritten eines Einschrittverfahrens zu starten [Gea80, SB95]. Diese wurden
nach Wissen des Autors bisher nicht zur Integration von Modelica-Modellen eingesetzt.
Die Wahl der Anfangsschrittweite im Anschluss an einen Ereignispunkt kann sich eben-
falls wesentlich auf die Rechenzeit der Integration auswirken, wenn zahlreiche Ereignisse
eintreten. Erlauben es die Ereignisse, die (großen) aktuellen Schrittweiten, die kurz vor
den Ereigniszeitpunkten mo¨glich waren, beizubehalten, so beschleunigen entsprechende
Anfangsschrittweiten die Startphase nach den Ereigniszeitpunkten [KO06].
In den na¨chsten beiden Abschnitten stellen wir die entwickelte Software-Umgebung Fi-
semo vor, die es einheitlich ermo¨glicht, die Filippov-Lo¨sungen von unstetigen multidiszi-
plina¨ren Modellen zu ermitteln. Des Weiteren werden innerhalb der Umgebung gleichzeitig
mit der Lo¨sung die Sensitivita¨tstrajektorien der unstetigen Modelle berechnet.
5.2.1 Die Softwareumgebung FISEMO
Die Softwareumgebung Fisemo zur Berechnung von Filippov-Lo¨sungen und zur numeri-
schen Sensitivita¨tsanalyse von Modelica-Modellen ist modular aufgebaut. Sie besteht im
1Der Autor ist L. R. Petzold dankbar fu¨r die U¨berlassung des Codes Daspk3.1.
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Abbildung 5.1: Programmarchitektur von Fisemo zur Berechnung von Filippov-Lo¨sun-
gen und zur numerischen Sensitivita¨tsanalyse von Modelica-Modellen.
Wesentlichen aus den in Abbildung 5.1 gezeigten vier Einheiten Modell, Integrationsalgo-
rithmus, Ereignisberechnung und Steuerung der Integration2. Wir beschreiben in diesem
Abschnitt das Zusammenwirken des erzeugten Modellcodes mit dem Integrationspaket
Daspk3.1. Die Steuerung der Integration und die Berechnungen am Ereignis sind dann
Gegenstand des na¨chsten Abschnitts.
Vom Anwender werden die Anforderungen vorgegeben, bzgl. welcher Modellparameter p
eine Sensitivita¨tsanalyse durchgefu¨hrt werden soll und welche Ausgabegro¨ßen y nach
Parametern differenziert werden sollen. Alternativ ko¨nnen auch die Sensitivita¨ten aller
Zusta¨nde x ausgegeben werden. Die Ergebnisse werden auf einem konstanten Zeitgitter
mit vorzugebender Gitterweite ausgegeben, das von den Ereigniszeitpunkten u¨berlagert
wird. Zudem sind das Integrationsintervall [t0, t∞] und sa¨mtliche Toleranzvorgaben RTOL,
ATOL, RTOL, ATOL der Integration zu definieren.
Als Modell verstehen wir den von Dymola [Dym] automatisch erzeugten C-Code eines
Modelica-Modells. Dieser Code entspricht dem in Abschnitt 2.2.2 erla¨uterten transfor-
mierten Modell in numerischer Zustandsform. Die Schnittstelle zwischen dem Modell und
seinen aufrufenden Funktionen besteht neben den Modellvariablen aus einem Modus-
parameter idemand, der verschiedene Auswertungsmoden ermo¨glicht, die in Tabelle 5.1
aufgelistet sind.
Vor der ersten Auswertung des Modells muss dieses im Modus idemand = 0 aufgeru-
fen werden, um die externen Modelldaten zu laden und alle internen Variablen, ins-
besondere auch die Schalterpositionen von unstetigen Modellen, zu initialisieren. Die
Moden 1–4 unterscheiden sich dahingehend, dass bei festen Schalterpositionen je nach
Modus nur bestimmte Teile aller Modellgleichungen ausgewertet werden. Dieser Ansatz
steigert die Effizienz der Modellauswertungen. An Ereignispunkten muss das Modell im
Modus idemand = 5 ausgewertet werden, damit alle Schalter und Variablen richtig gesetzt
2Der Autor bedankt sich bei H. Olsson (Dynasim AB, Lund) fu¨r eine Musterschnittstelle zwischen dem
C-Code eines Modelica-Modells und der Integrationsroutine Daskr.
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Tabelle 5.1: Auswertungsmoden eines von Dymola transformierten Modelica-Modells.
idemand Modus
0 Anfangsinitialisierung zur Zeit t0.
1 Berechnung der relevanten Ausgabegro¨ßen y = g(x, p, t).
2 Auswertung der rechten Seite f(x, p, t).
3 Berechnung aller algebraischen Variablen im Modell.
4 Auswertung der Schaltfunktionen Q(x, p, t).
5 Neuinitialisierung an einem Ereignispunkt.
werden. Diese Berechnung fu¨hrt modellintern oft zu mehreren Modellauswertungen, da die
diskreten Variablen und Schalterpositionen iterativ bestimmt werden, vgl. Iteration 2.8.
Die Schalterpositionen nehmen jeweils einen der zwei mo¨glichen Werte ±1 an, die in
unmittelbarem Zusammenhang mit den Wahrheitswerten der zugeho¨rigen Relationen im
Modell stehen. Grundlage der unstetigen Modelle ist somit zuna¨chst eine zweiwertige
Schaltlogik, die um den dritten Wert 0 außerhalb des eigentlichen Modells erga¨nzt wird.
Dazu liegt zwischen dem Modell und der Integratorschnittstelle zur Auswertung von F
und ρ die Prozedur evalModel. Diese stellt fu¨r den Fall, dass eine Filippov-Lo¨sung berech-
net werden soll, die entsprechende rechte Seite durch zweimaliges Auswerten des Modells
mit den beiden Schalterstellungen der Schaltfunktion q bereit. Ebenso werden die Ersatz-
schaltfunktionen D+q, D−q berechnet.
Die allgemeine Integratorschnittstelle fu¨r die Berechnung von F und ρ ist inDaspk3.1 mit
den beiden Funktionen res und rt vorgegeben. Da die transformierten Modelica-Modelle
in numerischer Zustandsform verfu¨gbar sind, wird aus Sicht des Integrationsverfahrens ein
Index-0-System mit F (x˙, x, p, t) := x˙ − f(x, p, t) und ρ(x˙, x, p, t) := Q(x, p, t) numerisch
gelo¨st. Diese Umrechnung erfolgt in den Funktionen res und rt, nachdem die rechte
Seite bzw. die Schaltfunktionen von evalModel ausgewertet wurden. Wenn keine Filippov-
Lo¨sung vorliegt, dann werden die Funktionsargumente direkt an die Modellauswertung
weitergereicht – evalModel dient somit als Hu¨lle der Auswertung.
Der Festlegung des Inkrementfaktors ζ in Gleichung (5.5) kommt besondere Bedeutung zu,
da von ζ auch die Genauigkeit der numerischen Sensitivita¨ten abha¨ngen kann. Der Faktor
geht in die finite Differenzenapproximation (5.4) bei der Auswertung der Sensitivita¨tsglei-
chungen ein. Die numerische Jacobimatrix hingegen tra¨gt bei einer Nominalintegration
ohne Sensitivita¨tsgleichungen vor allem zu einer effizienten Lo¨sung der impliziten Glei-
chungssysteme in jedem Integrationsschritt bei. Wir definieren
ζ := 3
√
epsf , (5.9)
das nach einer analogen Fehlerbetrachtung wie in Abschnitt 5.1.1 fu¨r Differenzenquotien-
ten zweiter Ordnung optimal ist. Die Genauigkeit epsf gibt dabei die Genauigkeit der
rechten Seite f wieder. In den Sensitivita¨ten ergibt sich damit ein Fehler der Gro¨ßenord-
nung
O(TOL) +O (∆pj2)+O(epsf
∆pj
)
= O(TOL) +O
(
eps
2/3
f
)
, (5.10)
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wenn TOL = RTOLi = ATOLi = RTOLij = ATOLij gilt. Folglich ist die Genauigkeit
der numerischen Sensitivita¨ten in der Gro¨ßenordnung der Genauigkeit der Zusta¨nde, falls
TOL ≥ eps2/3f erfu¨llt ist. Weiter wa¨hlen wir fu¨r die Berechnung der Sensitivita¨ten das
stufenweise Korrektorverfahren, da es das gro¨ßte Effizienzpotential bietet.
5.2.2 Numerische Integration von unstetigen Modelica-Modellen
Der Ablauf der numerischen Integration eines Modelica-Modells innerhalb von Fisemo
ist in Anhang A, Abbildung A.1 dargestellt. Zu Beginn der Integration bei t0 wird das
Modell initialisiert, und es werden die Sensitivita¨ten
xpj(p
∗, t0) = Apj(p
∗) =
A(p∗ +∆pj ej)− A(p∗ −∆pj ej)
2∆pj
+O(∆pj2) (5.11)
der Anfangswerte berechnet. Am Anfang der Integrationsschleife werden zuna¨chst die
Sensitivita¨ten yp der Ausgabegro¨ßen gema¨ß der Diskretisierung
ypj(p
∗, t) =
g
(
η+j (p
∗, t)
)− g(η−j (p∗, t))
2∆pj
+O(∆pj2) (5.12)
mit den Argumenten
η±j (p, t) :=
(
x(p, t)± xpj(p, t)∆pjej, p±∆pjej, t
)
(5.13)
berechnet und anschließend zusammen mit den anderen Gro¨ßen an eine Ergebnisroutine
gemeldet, die die Speicherung und Ausgabe der Resultate u¨bernimmt. Diese fasst die ange-
meldeten Ergebnisse mit fru¨heren zusammen, wenn sie nicht genu¨gend zeitlichen Abstand
zueinander haben. Dies wird erforderlich, falls Ereigniszeitpunkte sehr dicht beieinander
oder zufa¨llig sehr nah an Ausgabezeitpunkten liegen.
Im folgenden Schritt bestimmt der Algorithmus den na¨chsten Zeitpunkt, an dem die Inte-
grationsprozedur Ergebnisse zuru¨ckliefern soll. Zur Auswahl stehen der na¨chste regula¨re
Ausgabezeitpunkt auf dem konstanten Zeitgitter, das na¨chste Zeitereignis oder der End-
zeitpunkt t∞. Als Zeitereignis (englisch: time event) bezeichnen wir dabei ein Ereignis,
dessen Eintrittszeitpunkt im Vorhinein bekannt ist. Es korrespondiert zu einer Schalt-
funktion der Form qZE(p, t) = T (p) − t, fu¨r die keine Nullstellensuche im Integrations-
algorithmus no¨tig ist, da qZE = 0 einfach auflo¨sbar und t∗ = T (p∗) nicht zustandsabha¨ngig
ist. Jedes Ereignis, das kein Zeitereignis ist, heißt auch Zustandsereignis (englisch: state
event).
Jetzt sind alle Vorbereitungen getroffen, um dem Integrationsalgorithmus die numerische
Berechnung der Lo¨sung x und ihrer Sensitivita¨ten xp zu u¨berlassen. Daspk3.1 liefert
die Werte hierfu¨r entweder zum definierten Ausgabezeitpunkt oder zum ersten Zustands-
ereignis, das vorher stattfindet, zuru¨ck. Die Indizes der aktiven Schaltfunktionen stehen
nach der Ru¨ckgabe ebenfalls zur Verfu¨gung. Wenn keine Schaltfunktion aktiv ist, also
bis zum Ausgabezeitpunkt kein Ereignis eingetreten ist, dann kann direkt zuru¨ck zum
Anfang der Integrationsschleife gesprungen werden. Andernfalls werden die Sensitivita¨ten
der Ausgabegro¨ßen zum aktuellen Ru¨ckgabezeitpunkt berechnet und alle Ergebnisse zur
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Ausgabe angemeldet. Es folgen die Berechnungen am Ereignispunkt, die auf den na¨chsten
Seiten genauer erla¨utert werden. Sind die Ereignisberechnungen abgeschlossen, so wird
der Integrationsablauf, beginnend mit der Berechnung der Sensitivita¨ten fu¨r die Aus-
gabegro¨ßen, von Neuem durchlaufen. Die Durchla¨ufe wiederholen sich solange, bis das
Ende des Integrationsintervalls u¨berschritten wu¨rde.
Bemerkung 5.1 (Voraussetzungen an das unstetige Modelica-Modell)
Die theoretischen Untersuchungen in den Kapiteln 3 und 4 zeigen, dass die Modellstruktur
eines hybriden Modells wesentlichen Einfluss darauf hat, ob (Filippov-)Lo¨sungen und
gegebenenfalls Sensitivita¨ten des entsprechenden Systems existieren. Daher verwundert
es nicht, wenn wir fu¨r die numerische Berechnung Anforderungen an die Unstetigkeiten
eines Modelica-Modells stellen:
a) Wir setzen voraus, dass keine unstetigen Zustandsa¨nderungen an Ereignispunkten
vorkommen: Ai = idx fu¨r i ≥ 1.
b) Das hybride System lasse sich an allen Ereignispunkten wie in Korollar 3.27 schrei-
ben. Regula¨re Schaltfunktionen seien zugelassen.
c) Alle schalterabha¨ngigen Schaltfunktionen Qi du¨rfen ho¨chstens vom eigenen Schal-
ter Si und nicht von zusa¨tzlichen Schaltern abha¨ngen: Q
i,S = Qi,Si .
Die Voraussetzung a) erscheint auf den ersten Blick eine einschneidende Einschra¨nkung
der Problemklasse zu sein. Aus praktischer Sicht ist dies nicht der Fall, da unstetige Zu-
standsa¨nderungen in anwendungsrelevanten Modelica-Modellen eher selten vorkommen.
Wir nehmen die Einschra¨nkung vor, weil mit dem von Dymola erzeugten C-Code des Mo-
dells keine wiederholten Auswertungen von Ai mit gesto¨rten Argumenten mo¨glich sind.
Diese wa¨ren aber fu¨r die Berechnung von finiten Differenzen no¨tig.
In Satz 4.28 wird fu¨r Systeme mit einer speziellen Struktur und gleichzeitig aktiven Schalt-
funktionen die Existenz der Sensitivita¨ten nachgewiesen. Da Informationen, wie sie fu¨r
diese Struktur und die Behandlung von schalterabha¨ngigen Schaltfunktionen im Allgemei-
nen beno¨tigt werden, nicht im C-Code des Modells zur Verfu¨gung stehen, passen wir mit
den Voraussetzungen b) und c) die Problemklasse entsprechend an. Strukturdaten ko¨nnen
nur wa¨hrend der Umwandlung des urspru¨nglichen Modelica-Modells in die numerische Zu-
standsform gewonnen werden, was aber im Rahmen der Arbeit nicht weiterverfolgt wurde.
Mit dem System aus Korollar 3.27 sind unabha¨ngige Berechnungen fu¨r jede von mehreren
gleichzeitig aktiven Schaltfunktionen mo¨glich. Insbesondere die Reihenfolge der aktiven
Schaltfunktionen spielt dabei keine Rolle. Satz 4.28 sichert unter diesen Voraussetzungen
zusammen mit Bemerkung 4.29 die Existenz der Sensitivita¨ten xp und deren unabha¨ngige
Berechnung am Ereignispunkt:
xp(p
∗, t∗) = xp(p∗, t∗) +
nq∑
k=1
[
fk−1 − fk](x∗, p∗, t∗) tkp(p∗). (5.14)
Dabei sei fk := fk− mit fk− aus Gleichung (4.11) auf Seite 62.
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Abbildung A.2 zeigt die Berechnungslogik an Ereignispunkten, die sich in zwei wesent-
liche Teile gliedert. Zuna¨chst werden die Indizes der aktiven Schaltfunktionen ermittelt,
in deren Schaltfla¨chen die Lo¨sung nach dem Ereignispunkt verbleibt. Die Untersuchung
der aktiven Schaltfunktionen wird gema¨ß Kapitel 3.1 umgesetzt. Da wegen der Voraus-
setzungen aus Bemerkung 5.1 unabha¨ngige Betrachtungen fu¨r jede aktive Schaltfunktion
mo¨glich sind, berechnen wir fu¨r alle Modellschaltfunktionen qi mit qi(x∗, p∗, t∗) = 0 die
Richtungsableitung
D+qi = qixf
s(i+) + qit
u¨ber die Diskretisierung
D+qi(x∗, p∗, t∗) =
qi
(
µ+i (x
∗, p∗, t∗)
)− qi(µ−i (x∗, p∗, t∗))
2∆t
+O(∆t2) (5.15)
mit
µ±i (x, p, t) :=
(
x± f s(i+)(x, p, t)∆t, p, t±∆t).
Analog werdeD−qi bestimmt. Die rechte Seite f s(i+) entsteht aus f s durch Umschalten des
Schalters si auf +1, vgl. auch Korollar 3.27. Schaltfunktionen, bzgl. derer Filippov-Lo¨sun-
gen lokal fu¨r t ≤ t∗ konstruiert wurden, sind in diesen Berechnungen enthalten. Aktive
Ersatzschaltfunktionen einer bisherigen Filippov-Lo¨sung sind ebenso wie qZE von den Be-
rechnungen ausgenommen. Aktive Ersatzschaltfunktionen zeigen an, dass eine Filippov-
Lo¨sung das Ende ihres Definitionsbereichs erreicht hat und die Lo¨sung die Schaltfla¨che
wieder verla¨sst. Da qZE nicht zustandsabha¨ngig ist, gilt D+qZE = D−qZE = qZEt = −1.
Folglich kann die Schaltfunktion eines Zeitereignisses keine Filippov-Lo¨sung erzeugen.
Fu¨r die Detektion einer Filippov-Lo¨sung nehmen wir an, dass der konstruierte Fall 3 aus
Tabelle 3.1 nicht auftritt. Der Fall ko¨nnte ohnehin nur bei t0 entstehen, wenn die Anfangs-
werte entsprechend gesetzt wu¨rden. Da die Information, welche Schalterstellung welches
Vorzeichen von qi repra¨sentiert, meistens fehlt, wird der Index der Schaltfunktionen daher
bereits fu¨r eine Filippov-Lo¨sung vorgemerkt, wenn die Vorzeichen der Richtungsableitun-
gen unterschiedlich sind.
Im zweiten Teil des Ablaufplans aus Abbildung A.2 werden die Sensitivita¨tsberechnungen
fu¨r den Ereignispunkt durchgefu¨hrt. Ziel ist es, die Sensitivita¨tszusta¨nde neu zu berech-
nen. Dazu nutzen wir in der Implementierung Formel (5.14), da man die Vektoren fk
durch sukzessives Umschalten der Schalter auf die Stellungen nach dem Ereignispunkt
mit anschließendem Auswerten des Modells (idemand = 2) erha¨lt. Zudem berechnen wir
tkp(p
∗) = −
[
qkxxp(p
∗, t∗) + qkp
qkxf
s + qkt
]
(x∗, p∗, t∗) (5.16)
fu¨r k = 1, . . . , nq mit der Diskretisierung
tkpj(p
∗) = − ∆t
∆pj
qk
(
η+j (p
∗, t∗)
)− qk(η−j (p∗, t∗))
qk
(
µ+(x∗, p∗, t∗)
)− qk(µ−(x∗, p∗, t∗)) +O(∆pj2) +O(∆t2), (5.17)
die den Za¨hler und Nenner von Gleichung (5.16) durch Richtungsableitungen zweiter
Ordnung approximiert. Als abku¨rzende Bezeichnungen seien dabei (5.13) und
µ±(x, p, t) :=
(
x± f s(x, p, t)∆t, p, t±∆t)
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verwendet. Fu¨r aktive Ersatzschaltfunktionen muss tp nicht berechnet werden, da die
zugeho¨rige Differenz fk−1 − fk nach Beispiel 4.22 verschwindet.
Die Ableitung tZEp des Zeitpunkts eines Zeitereignisses muss bereits beim letzten Ereignis-
punkt berechnet worden sein, da qZE im Rahmen einer Modellauswertung mit idemand= 5
den Zeitpunkt T (p∗) > t∗ des na¨chsten Zeitereignisses zuru¨ckliefert. Zur Approximation
von tZEp dient der Differenzenquotient zweiter Ordnung:
tZEp (p
∗) = Tp(p∗) =
T (p∗ +∆pjej)− T (p∗ −∆pjej)
2∆pj
+O(∆pj2). (5.18)
Nachdem anschließend alle Schalter im Modell auf ihre richtige Position fu¨r die Zeit nach
dem Ereignis gebracht werden, sind alle Berechnungen am Ereignispunkt abgeschlos-
sen und die Integratorsteuerung kann die Zeitintegration mit der neuen rechten Seite
fortfu¨hren.
Bemerkung 5.2 (Inkremente in finiten Differenzen)
Die in diesem Abschnitt aufgestellten Differenzenquotienten zweiter Ordnung enthalten
die Inkremente ∆t und ∆pj, die wir in der Implementierung wie folgt festlegen:
∆t = 3
√
epsM |t∞ − t0|, ∆pj = 3
√
epsM max(|pj|, σj).
Der Faktor 3
√
epsM resultiert aus analogen U¨berlegungen zum zentralen Differenzenquo-
tienten wie im vorherigen Abschnitt. Die Gro¨ße epsM definiert die Genauigkeit einer Mo-
dellauswertung, die wir in unseren Berechnungen mit epsM = 10
−16 festsetzen. In der
Phase einer Filippov-Lo¨sung erha¨lt man damit eine gescha¨tzte Genauigkeit der konstru-
ierten rechten Seite von epsf = eps
2/3
M . Aus diesen U¨berlegungen ergibt sich dann in
Gleichung (5.5) und (5.9) fu¨r das relative Inkrement
ζ = 3
√
epsf = eps
2/9
M
.
= 2.8 · 10−4,
das wir als feste Gro¨ße auch außerhalb von Filippov-Lo¨sungen einsetzen. Um zu kleine
Werte fu¨r ∆pj zu verhindern, setzen wir fu¨r die Formeln (5.12), (5.17) σj := ‖ϑj‖−12 mit ϑj
aus Gleichung (5.6). In den restlichen Quotienten (5.11) und (5.18) sei σj := 6
√
epsM als
untere Schranke gewa¨hlt.
Bemerkung 5.3 (Algebraische Variablen und Filippov-Lo¨sung)
Wir weisen noch auf eine Randerscheinung hin, die wa¨hrend der Berechnung einer Filip-
pov-Lo¨sung (bzgl. einer Schaltfunktion q) auftritt. In dieser Phase ist es unter Umsta¨nden
nicht mo¨glich, alle algebraischen Variablen im Modell eindeutig zu berechnen. Ha¨ngt die
Funktion g = gs zur Berechnung der algebraischen Variablen von der Schalterstellung s
der Schaltfunktion q ab, so mu¨sste gs mit s = 0 berechnet werden. Da vonseiten der
Modellierung aber nur die zweiwertige Schaltlogik mit s = ±1 beru¨cksichtigt wird, ist
dies nicht mo¨glich. Man erha¨lt fu¨r y(p, t) entweder g+1
(
x(p, t), p, t
)
oder g−1
(
x(p, t), p, t
)
.
Dieses prinzipielle Problem ko¨nnte nur durch zusa¨tzliche Sprachelemente im Modell gelo¨st
werden, um gs mit s = 0 festzulegen.
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Abbildung 5.2: Zeitverla¨ufe der drei Zusta¨nde fu¨r das Modell des belasteten Elektromo-
tors, siehe Beispiel 5.4.
5.3 Numerische Ergebnisse
Beispiel 5.4 (Belasteter Elektromotor – numerische Tests)
Wir unterziehen das Modelica-Modell aus Abbildung 2.2 auf Seite 11 einer Sensitivita¨ts-
analyse und vergleichen die Ergebnisse der hier neu entwickelten Umgebung Fisemo mit
den Resultaten einer externen numerischen Differentiation mit finiten Differenzen. Die
Parameterwerte des Modells sind Tabelle 3.3 auf Seite 26 zu entnehmen. Fu¨r die Testrech-
nungen definieren wir das Lastdrehmoment wie in Beispiel 3.28. Die Einschaltzeit τ = 0.2 s
ist so gewa¨hlt, dass sie nicht mit einem der Ereigniszeitpunkte, die von der Diode verur-
sacht werden, zusammenfa¨llt. Im Parametervektor p = (Ri, R, C, L, k, J,M, τ)
T fassen wir
die Gro¨ßen zusammen, bezu¨glich derer Sensitivita¨ten berechnet werden. Zuna¨chst sind in
Abbildung 5.2 die in Fisemo berechneten Zeitverla¨ufe der drei Zusta¨nde x = (vC , iL, ω)
T
dargestellt. Der Spulenstrom iL und die Kondensatorspannung vC schwingen im Wesentli-
chen mit der Frequenz der Spannungsquelle jeweils um einen konstanten Wert. Die Dreh-
geschwindigkeit ω des Motors nimmt bis zum Zuschalten der Last bei t = 0.2 s monoton
zu. Im Anschluss daran sinkt sie etwas ab und beha¨lt einen oberwelligen Anteil mit der
Frequenz der Spannungsquelle.
In einer Serie von Testrechnungen untersuchen wir beispielhaft die Sensitivita¨ten der
Winkelgeschwindigkeit ω. Dazu integrieren wir mit Daspk3.1 das Nominalmodell zu-
sammen mit den Sensitivita¨tsgleichungen fu¨r verschiedene Toleranzvorgaben TOLSI :=
RTOLi = ATOLi = RTOLij = ATOLij (i = 1, . . . , nx, j = 1, . . . , np) im Bereich von 10
−3
bis 10−9. Zum Vergleich berechnen wir externe numerische Differenzenquotienten
ω(p∗ +∆pjej, t)− ω(p∗, t)
∆pj
erster Ordnung mit ∆pj = p
∗
j
√
TOLFD wie in Abschnitt 5.1.1. Die verwendete Toleranz-
vorgabe TOLFD bezieht sich auf die Integration des Nominalsystems mit den vorgegebenen
und den gesto¨rten Parameterwerten. Diese Integrationen werden ebenfalls mit Fisemo
durchgefu¨hrt. In Anhang B sind in den Abbildungen B.3 und B.4 die Fehler der berechne-
ten Sensitivita¨ten u¨ber der Zeit aufgetragen. Die linken Spalten der Abbildungen zeigen
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Tabelle 5.2: Legende zu den Ergebnisabbildungen. SI: Sensitivita¨tsintegration. FD: Ex-
terne numerische Differentiation mit finiten Differenzen.
TOL 10−3 10−4 10−5 10−6 10−7 10−8 10−9
SI
FD
jeweils die Ergebnisse der Sensitivita¨tsintegration (SI), wohingegen in den rechten Dia-
grammen die Fehler der externen Differenzenquotienten (FD) dargestellt sind. Die beiden
Diagramme in jeder Zeile beziehen sich jeweils auf dieselbe Komponente des Parameter-
vektors p. Die in Tabelle 5.2 aufgelisteten Farben symbolisieren die Toleranzvorgaben fu¨r
die numerische Integration.
Die numerischen Fehler der Sensitivita¨tsverla¨ufe sind als skalierte Fehler bezu¨glich einer
Referenzlo¨sung ωRefpj dargestellt:∣∣∣ωTOLpj (t)− ωRefpj (t)∣∣∣
1 + ωpj
, ωpj :=
1
N + 1
N∑
i=0
∣∣∣ωRefpj (t0 + i δt)∣∣∣ , N := ⌊t∞ − t0δt
⌋
. (5.19)
Der zeitliche Mittelwert ωpj der absoluten Referenzlo¨sung ergibt sich hierbei als arith-
metisches Mittel der N + 1 Werte auf einem a¨quidistanten Zeitgitter mit der Gitter-
weite δt := 3 ·10−3. Die Skalierung bewirkt, dass fu¨r großes ωpj der relative Fehler und fu¨r
kleine Werte von ωpj der absolute Fehler zum Tragen kommen. Als Referenzlo¨sung dient
die numerische Lo¨sung mit TOLSI = 10
−9.
Deutlich zu erkennen ist in den Abbildungen B.3 und B.4, dass die numerische Lo¨sung
sowohl von SI als auch von FD fast durchga¨ngig genauer wird, wenn die Toleranzvorga-
ben kleiner gewa¨hlt werden. Vergleicht man die Ergebnisse in den linken Diagrammen der
Abbildungen mit denen der rechten, so ist offensichtlich, dass (bei u¨blichen Fehlertoleran-
zen) eine wesentlich ho¨here Genauigkeit der Sensitivita¨ten mit SI erreicht werden kann
als mit FD. Um dieselbe Genauigkeit zu erzielen wie mit TOLFD = 10
−9, reicht sogar
TOLSI = 10
−3 bzw. 10−4 aus.
Eine detaillierte Bewertung, wie sich die Genauigkeitsvorgaben auf die tatsa¨chliche Ge-
nauigkeit bei diesem Beispiel auswirken, zeigen die Abbildungen B.5 und B.6, die die
Fehlerdiagramme mit Bezug auf den zu erwartenden Fehler TOLSI bzw.
√
TOLFD ent-
halten. Fu¨r SI bleiben die Sensitivita¨tsfehler der Parameter 3, 5, 7 und 8 sehr gut unter
den vorgegebenen Schranken – z. T. sogar um ein bis zwei Gro¨ßenordnungen. Die Fehler
bzgl. Parameter 1, 2, 4, 6 bleiben zum Großteil unter 10TOLSI. Schwierigkeiten bereiten
offenbar die kleinen Toleranzanspru¨che, was besonders bei Parameter 1 und 4 gilt.
Die Gu¨te der externen Differenzenquotienten ist uneinheitlicher, da nur die Fehler der
FD-Sensitivita¨ten von Parameter 3 und 7 unterhalb von
√
TOLFD bleiben. Parameter 1
bereitet wie bei SI Schwierigkeiten, die allerdings darin resultieren, dass die ohnehin schon
groben Fehlerschranken teilweise um mehrere Gro¨ßenordnungen u¨berschritten werden.
Am ehesten erfu¨llen die Sensitivita¨ten mit den Toleranzen TOLFD = 10
−8, 10−9 bei Pa-
rameter 1 die Vorgaben, wohingegen die Fehler fu¨r TOLFD = 10
−3, 10−4 und 10−5 zu
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Abbildung 5.3: Numerische Lo¨sungen (links) und zugeho¨rige Fehler (rechts) der Winkelge-
schwindigkeit ω1 aus Beispiel 5.5 fu¨r verschiedene Fehlertoleranzen gema¨ß
Tabelle 5.2.
deutlichen Abweichungen in den Zeittrajektorien der Sensitivita¨ten fu¨hren, siehe Abbil-
dung B.7. Die Lo¨sungskurven der restlichen Sensitivita¨ten sind optisch nur fu¨r die gro¨ßeren
Toleranzen von der Referenzlo¨sung zu unterscheiden.
Die Lo¨sung ωp8 = ωτ zeigt fu¨r t = 0.2 s einen unstetigen Verlauf, der von den externen
Differenzenquotienten nur na¨herungsweise (mit stetigen Kurven) aufgelo¨st wird. Daher
ist im zugeho¨rigen Diagramm in Abbildung B.6 an der Stelle t = 0.2 s ein sprunghafter
Ausschlag im Fehlerdiagramm sichtbar. Der unstetige Sensitivita¨tsverlauf wird durch die
Berechnungen am Ereignispunkt, wie sie in Abschnitt 5.2.2 beschrieben sind, korrekt
erfasst. Die Ho¨he des Sprungs wird unabha¨ngig von TOLSI u¨ber die unstetige rechte Seite
an dem Ereigniszeitpunkt berechnet, weshalb im zugeho¨rigen Diagramm in Abbildung B.5
die Fehler von SI in der Na¨he der Stelle t = 0.2 s in der Gro¨ßenordnung der Fehler des
gesamten Zeitintervalls [t0, t∞] bleiben.
Beispiel 5.5 (Sensitivita¨ten des verlustbehafteten Getriebes)
In Beispiel 3.22 wird die Lo¨sung fu¨r das Getriebemodell mit Leistungsverlusten analy-
tisch konstruiert. Die Zeitabschnitte, wa¨hrend derer sich das Getriebe nicht dreht, be-
dingen die Berechnung einer Filippov-Lo¨sung. Wir integrieren das Modelica-Modell (Ab-
bildung 3.4) mit Fisemo auf dem Zeitintervall [0, 0.5] mit unterschiedlichen Toleran-
zen TOL := RTOLi = ATOLi (i = 1, . . . , nx) und betrachten die numerischen Lo¨sungen
fu¨r die Winkelgeschwindigkeit ω1 in Abbildung 5.3 (links).
Die Filippov-Lo¨sungen werden fu¨r alle Toleranzen korrekt berechnet, eine sichtbare Ab-
weichung ist im gesamten Lo¨sungverlauf nur fu¨r TOL = 10−3 zu erkennen. Im rechten
Diagramm zeigen die skalierten Fehler (analog zu den Ausdru¨cken (5.19) mit der analyti-
schen Lo¨sung als Referenzlo¨sung), dass die gemessenen Genauigkeiten die vorgegebenen
Fehlertoleranzen ho¨chstens um den Faktor 10 u¨berschreiten. In den Phasen der Filippov-
Lo¨sung stimmen die numerischen Werte unabha¨ngig von den Toleranzvorgaben sehr genau
mit der Lo¨sung u¨berein (Fehler < 10−10). Es ist bei diesem Beispiel nicht zu beobachten,
dass sich die numerische Filippov-Lo¨sung von der Schaltfla¨che entfernt (kein Drift-off).
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Abbildung 5.4: Modelica-Modell des belasteten Elektromotors mit Getriebe, vgl. auch
Abbildung 2.2.
In einem zweiten Schritt werden fu¨r die Parameter p = (J1, η)
T aus Tabelle 3.5 die Sen-
sitivita¨ten von ω1 wie in Beispiel 5.4 mit SI und FD ermittelt. Die Zeitverla¨ufe der FD-
Sensitivita¨ten zeigen im Vergleich zu den Referenzsensitivita¨ten fu¨r Parameter 1 optisch
sehr gute Ergebnisse (siehe Abbildung B.1), die auch in den Fehlerdiagrammen von Ab-
bildung B.2 besta¨tigt werden. Die Genauigkeiten unterschreiten die gescha¨tzten theoreti-
schen Fehler
√
TOLFD um ein bis zwei Gro¨ßenordnungen.
Fu¨r Parameter 2 ergibt sich ein etwas anderes Bild. Hier sind die Sensitivita¨ten vor jeder
Phase mit Filippov-Lo¨sung unstetig. Diese Unstetigkeiten werden – wie schon in Bei-
spiel 5.4 – von den externen Differenzenquotienten nur angena¨hert. Folglich treten große
Fehler in der Na¨he der entsprechenden Ereigniszeitpunkte zutage. In den dynamischen
Lo¨sungsabschnitten entspricht die Genauigkeit der FD-Sensitivita¨ten bis auf einen Fak-
tor 10 anna¨hernd den Erwartungen. Wa¨hrend der Filippov-Phasen sind teilweise deutlich
genauere Sensitivita¨tsergebnisse bzgl. beider Parameter sowohl fu¨r FD als auch fu¨r SI
zu beobachten. Die SI-Fehler a¨hneln sich fu¨r beide Parameter auf dem gesamten Simu-
lationszeitraum und u¨berschreiten die gewa¨hlten Toleranzen maximal um das Zehnfache.
Die Ergebnisse demonstrieren, dass die Filippov-Lo¨sungen und Sensitivita¨ten fu¨r dieses
Modelica-Modell von Fisemo numerisch zuverla¨ssig berechnet werden.
Beispiel 5.6 (Belasteter Elektromotor mit Getriebe)
Als Fortfu¨hrung von Beispiel 5.4 und 5.5 werden fu¨r das kombinierte, etwas komplexere
Modelica-Modell aus Abbildung 5.4 analoge numerische Tests wie fu¨r Beispiel 5.4 durch-
gefu¨hrt. Das Modell entha¨lt zwischen Motor und Belastungsvorgabe das Getriebe, das
zeitweise Filippov-Lo¨sungen induziert. Das Belastungsmoment ML wird hierfu¨r wie folgt
festgelegt:
ML(t) =

−50, falls t < τ,
−50 + M
2
(t− τ), falls τ < t < τ + 2,
−50 +M, falls τ + 2 < t
mit den Werten τ = 0.2 s und M = 8Nm. In Abbildung 5.5 unterteilt sich die numerische
Lo¨sung der lastseitigen Drehgeschwindigkeit ω2 in 15 abwechselnde Phasen mit klassischer
Lo¨sung (ω2 6= 0) und Filippov-Lo¨sung (ω2 = 0). Ein ausreichendes Antriebsmoment fu¨r
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Abbildung 5.5: Numerische Lo¨sung fu¨r Beispiel 5.6 (belasteter Elektromotor mit Getrie-
be), berechnet in Fisemo mit TOL = 10−9.
eine durchga¨ngige Drehbewegung ist erst nach einigen Oszillationen der Versorgungsspan-
nung verfu¨gbar.
Die Sensitivita¨ten (ω2)p bzgl. der acht Parameter p = (Ri, R, C, L, k, J,M, τ)
T finden sich
in den Zeitverla¨ufen in Abbildung B.8 sowie den ausfu¨hrlichen Fehlerdiagrammen der
Abbildungen B.9 bis B.12 wieder. Es ist ersichtlich, dass die Sensitivita¨ten aller Para-
meter vor den U¨berga¨ngen zu Filippov-Lo¨sungen jeweils Unstetigkeiten besitzen. Ent-
sprechend ungenaue Resultate liefert die externe numerische Differentiation in der Na¨he
der Ereignispunkte. Aber auch jenseits der Ereignispunkte sind die Genauigkeiten der
FD-Sensitivita¨ten fu¨r grobe Toleranzen außerhalb der Filippov-Phasen z. T. deutlich un-
befriedigend (Parameter 1, 2) und uneinheitlich.
Die Ergebnisse der Sensitivita¨tsintegration halten fu¨r TOLSI ≥ 10−7 fast alle (bis auf die
Resultate von Parameter 2) die Fehlertoleranzen ein und unterstreichen damit die robuste
numerische Lo¨sung auch fu¨r gro¨ßere Toleranzvorgaben. Die Anforderung TOLSI = 10
−8
kann insbesondere fu¨r die Parameter 2 und 5 nicht durchga¨ngig erfu¨llt werden. A¨hnliche
Probleme sind bereits in Beispiel 5.4 aufgetreten. Ein mo¨glicher Grund hierfu¨r ko¨nnte die
Abscha¨tzung (5.10) sein, die die Genauigkeit der Sensitivita¨tszusta¨nde nur fu¨r
TOLSI ≥ eps2/3f = eps4/9M .= 10−7
garantiert. Auch bei diesem Beispiel ist festzustellen, dass die Sensitivita¨ten in den Phasen
der Filippov-Lo¨sung fu¨r SI und FD nahezu unabha¨ngig von den Fehlertoleranzen sehr
genau berechnet werden.
Beispiel 5.7 (Drei Elektromotoren mit Getriebe)
Die Eigenschaft von Fisemo, Modelica-Modelle mit gleichzeitig aktiven Schaltfunktionen
bzw. zeitlich parallelen Filippov-Lo¨sungen (vgl. Bemerkung 3.24) integrieren zu ko¨nnen,
zeigen wir an den folgenden Beispielen.
Wir instanzieren das Modell des Elektromotors mit Getriebe (Beispiel 5.6) dreimal in
ein neues Modell. Damit werden drei identische Teilsysteme zu einem System zusammen-
gefasst und als solches gelo¨st. Die Sensitivita¨tsberechnungen werden mit verschiedenen
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Abbildung 5.6: Links: Skalierte Differenz zwischen den Sensitivita¨ten des ersten Teilmo-
dells und der beiden anderen identischen Teilmodelle aus Beispiel 5.7.
Rechts: Numerische Lo¨sungen ω2 fu¨r die drei unterschiedlichen Teilmodelle
aus Beispiel 5.7, berechnet in Fisemo mit TOL = 10−9.
Fehlertoleranzen fu¨r die acht Parameter aus Beispiel 5.4 durchgefu¨hrt. In Abbildung 5.6
(links) bleiben die skalierten Differenzen zwischen den Sensitivita¨ten (ω2)p des ersten Mo-
dells und der beiden zusa¨tzlichen Modelle unter 10−9. Dies gilt sowohl fu¨r alle Parameter
als auch fu¨r alle Toleranzvorgaben, womit insgesamt die Differenzen zwischen den Ergeb-
nissen der Teilmodelle geringer sind als die zu erwartenden numerischen Fehler auf Grund
der Fehlertoleranzen.
In einem zweiten Versuch weisen wir den drei Teilmodellen unterschiedliche Parameter-
werte zu. Das erste Modell habe den Wert p∗ aus Beispiel 5.6. Dem zweiten Modell werde
der Wert 1.1 p∗ und dem dritten die Gro¨ße 0.9 p∗ u¨bergeben. Die resultierenden Zeit-
verla¨ufe fu¨r ω2 sind in Abbildung 5.6 (rechts) dargestellt und geben einen Eindruck, wie
bereits bei diesem noch u¨berschaubaren Modell durchaus komplexere Vorga¨nge durch die
zeitlich u¨berlappenden, parallelen Filippov-Lo¨sungen zustande kommen. Die entwickelte
Software erkennt automatisch die einzelnen Phasen und berechnet die zugeho¨rigen rechten
Seiten fu¨r die verschiedenen Komponenten des Zustandsvektors.
Die Ergebnisse dieses Abschnitts belegen, dass die entwickelte Software in der Lage ist,
numerische Lo¨sungen und Sensitivita¨ten von Modellen mit den in Bemerkung 5.1 ange-
gebenen Eigenschaften korrekt zu berechnen. Weitere Bestandteile der Verifizierung sind
die Fehleranalysen in den Beispielen 5.4 bis 5.6, die insbesondere an Ereigniszeitpunkten
mit unstetigen Sensitivita¨ten durch die externen Differenzenquotienten besta¨tigt werden.
Auf einen Vergleich der Rechenzeiten fu¨r die Zeitintegration der Sensitivita¨tsgleichungen
bei verschiedenen Fehlertoleranzen wurde in diesem Kapitel verzichtet, da in Kapitel 6
ausfu¨hrliche Rechenzeitvergleiche fu¨r ein Robotermodell im Rahmen einer Optimierung
vorgenommen werden.
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6 Anwendung: Gradientenbasierte
Parameteridentifizierung eines
Robotermodells
Eine wesentliche Anwendung der Sensitivita¨tsanalyse dynamischer Systeme besteht in der
Parameteroptimierung derartiger Systeme. Effiziente numerische Optimierungsverfahren
nutzen Ableitungsinformationen der Zielfunktionen, so dass sich hier ein Anknu¨pfungs-
punkt zwischen Sensitivita¨tsanalyse und Optimierung ergibt. Hinreichend genaue Sensi-
tivita¨ten tragen mitunter zur Konvergenz der iterativen Optimierungsverfahren und zur
Qualita¨t des Optimierungsergebnisses bei. Abschnitt 6.1 fu¨hrt in die Thematik der Para-
meteridentifizierung von Systemmodellen sowie der numerischen Optimierung fu¨r die zu
Grunde liegende Zielfunktion ein. Numerische Tests an einem Modelica-Robotermodell
liefern in Abschnitt 6.2 Ergebnisse von Optimierungsla¨ufen. Zum einen wird dadurch die
Funktionalita¨t der Softwareumgebung Fisemo an einem komplexen Modell fu¨r Industrie-
anwendungen unter Beweis gestellt, zum anderen illustrieren die Ergebnisse die Vorteile
der in der Arbeit gewa¨hlten Sensitivita¨tsanalyse im Vergleich zur externen numerischen
Differentiation.
6.1 Parameteridentifizierung und numerische
Lo¨sungsansa¨tze
Parameteridentifizierung bescha¨ftigt sich mit der Berechnung optimaler Parameterwerte
eines parameterabha¨ngigen dynamischen Systems. Die Gu¨te der Parameter p bewertet
man hierbei mit einer zu minimierenden Zielfunktion C(p), die den Unterschied zwi-
schen Simulationsergebnissen und Messreihen darstellt. Im ersten Abschnitt definieren
wir das Problem der Parameteridentifizierung. Anschließend beschreiben wir das SQP-
Verfahren [Spe93, NW06] und die OptimierungsumgebungMops [Joo07] zur numerischen
Lo¨sung des Optimierungsproblems.
6.1.1 Identifizierung von Modellparametern
Als wichtiger Bestandteil eines allgemeinen Modellbildungs- bzw. Systemidentifizierungs-
prozesses [Ise88a, Maj98, Sch04a] gleicht man in der Parameteridentifizierung ein para-
metrisiertes Modell mit fester Modellstruktur an Messdaten des beschriebenen Systems
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an. Wir nehmen an, die physikalischen Gro¨ßen der Ausgabegro¨ßen y = g(x, p, t) ei-
nes parameterabha¨ngigen Anfangswertproblems (5.1) werden zu diskreten Zeitpunkten ti
(i = 0, . . . , N) gemessen und mit γji (j = 1, . . . , ny) bezeichnet. Es gibt verschiedene
Ansa¨tze, den Unterschied zwischen Modell und Messung quantitativ zu definieren. Sehr
verbreitet ist ein Modellangleich im Sinn der kleinsten Fehlerquadrate, also
C(p) :=
ny∑
j=1
N∑
i=0
(
yj(p, ti)− γji
)2
bzgl. p zu minimieren. Statistische U¨berlegungen [Boc87] beziehen Streuungen σji der
Messergebnisse in die Quadratsumme mit ein, was zu einer gewichteten Summe
C(p) :=
ny∑
j=1
N∑
i=0
1
σ2ji
(
yj(p, ti)− γji
)2
(6.1)
fu¨hrt. Unter bestimmten Annahmen erha¨lt man aus der Minimierung von C den Maxi-
mum-Likelihood-Scha¨tzwert [Ise88b] fu¨r die Parameter p. Weiter verallgemeinert ergibt
sich
C(p) :=
ny∑
j=1
tN∫
t0
ωj(t)
(
yj(p, t)− ŷj(t)
)2
dt. (6.2)
Hierbei werden die diskreten Messwerte γji durch zeitabha¨ngige Funktionen ŷj ersetzt,
die den Verlauf der Messwerte interpolieren oder approximieren. Weiter werden die Ge-
wichte σ−2ji aus (6.1) zu zeitabha¨ngigen Gewichtsfunktionen ωj verallgemeinert. Der An-
satz (6.2) wird als L2-Kriterium zur Parameteridentifizierung bezeichnet [ND83, Boc87,
Hei92]. Fu¨r interpolierende und zwischen den Zeitpunkten ti stu¨ckweise konstante Funk-
tionen ŷj ergibt sich mit geeigneten Gewichtsfunktionen genau die Darstellung von (6.1).
Grundsa¨tzlich stellt sich die Frage, welche Parameter aus der Minimierung von C eindeu-
tig rekonstruiert werden ko¨nnen. Beispielsweise ko¨nnen die Induktivita¨ten L1, L2 von zwei
in Serie geschalteten linearen elektrischen Spulen, vgl. auch Beispiel 2.1, zusammen nicht
eindeutig aus Strommessungen bestimmt werden. Diese Tatsache ist darin begru¨ndet,
dass nur die Summe L1 + L2 in die Komponentengleichung v = (L1 + L2)
di
dt
und damit
in die Zielfunktion C eingeht. Des Weiteren lassen sich Parameter, die kaum oder gar
keinen Einfluss auf C haben, nur sehr ungenau bzw. gar nicht ermitteln. Diese Aussage
gilt gleichermaßen fu¨r jedes Optimierungsproblem – auch jenseits von Parameteridentifi-
zierungsaufgaben. Es existieren mehrere Methodiken, ein Maß fu¨r die Identifizierbarkeit
von Parametern zu definieren. Alle in Bemerkung 6.1 vorgestellten Techniken basieren auf
Linearisierungen bzgl. der Parameter und damit auf der Sensitivita¨tsanalyse.
Bemerkung 6.1 (Identifizierbarkeitsmaße)
In einem ersten, pragmatischen Ansatz bewerten wir Parametera¨nderungen in der Na¨he
der Startparameter p0 mit Hilfe der relativen Sensitivita¨ten [Maj98]
bi :=
p0i
C(p0)
Cpi(p
0) (p0i , C(p
0) 6= 0). (6.3)
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Mit dem in erster Na¨herung geltenden Zusammenhang
C (p0 +∆pi)− C(p0)
C(p0)
.
= bi
∆pi
p0i
kennt man lokal die relative Auswirkung einer relativen Parametera¨nderung auf die Ziel-
funktion C. Die Werte bi sind skalierungsinvariant gegenu¨ber linearen Skalierungen der
Parameter und der Zielfunktion. Je gro¨ßer die Betra¨ge der relativen Sensitivita¨ten sind,
umso wichtiger ist es, die Werte der zugeho¨rigen Parameter lokal um p0 zu verbessern.
Kleine Betragswerte von bi lassen darauf schließen, dass die entsprechenden Parameter
lokal schlecht identifiziert werden ko¨nnen.
Weitere Mo¨glichkeiten der Parameterklassifikation beruhen auf der Maximum-Likelihood-
Scha¨tzung. Die skalierte Fisher-Informationsmatrix [Maj98]
M = (mij) := H
TΣ−1MessH ∈ Rnp×np
ergibt sich mit der MatrixH := Yp(p
0) diag p0 aus der Normalengleichung des linearisierten
Parameteridentifizierungsproblems. Hierfu¨r sei der Vektor
Y (p) :=
(
y1(p, t0), . . . , y1(p, tN), . . . , yny(p, t0), . . . , yny(p, tN)
)T
definiert. Die Kovarianzmatrix ΣMess ∈ RnY ×nY entha¨lt die Varianzen der Messdaten
fu¨r jede Komponente von y und jeden Zeitpunkt ti. Es gelte die Voraussetzung, dass
die Fehler der Messwerte unkorreliert und normalverteilt mit Erwartungswert Null seien.
In [Sch04a] wird als Maß der Identifizierbarkeit des Parameters pi unter anderem die
Gro¨ße mii verwendet.
Alternativ kann auch die Kovarianzmatrix K = (kij) := M
−1 der Parameterscha¨tzung
bzgl. der Messfehler betrachtet werden, falls M regula¨r ist. Je kleiner die relativen Para-
meterstreuungen
√
kii ausfallen, desto unempfindlicher reagieren die Parameterscha¨tzun-
gen in der Na¨he von p0 auf Fehler der Messdaten. Eine singula¨re Matrix M deutet auf
nicht identifizierbare Parameter hin.
Majer [Maj98] kombiniert die Analyse der Identifizierbarkeit mit der Identifizierung und
geht schrittweise vor. Die Parameter werden in dem Verfahren u¨ber die gescha¨tzten Streu-
ungen von transformierten Parameterwerten bewertet. Die transformierten Parameter
werden dabei in der zur symmetrischen Matrix M geho¨renden Eigenvektorbasis darge-
stellt. Der kleinste Eigenwert λmin von M tra¨gt zur gro¨ßten Streuung σ =
√
1/λmin der
Parameter bei. U¨berschreitet σ eine vorgegebene Schranke, so wird die betragsgro¨ßte
Komponente des Eigenvektors zu λmin bestimmt. Der dazugeho¨rige Parameter wird so-
dann aus dem Identifizierungsproblem entfernt, indem er konstant gehalten wird. Die
damit in der Dimension reduzierte Informationsmatrix M kann dann analog untersucht
werden. Diese Prozedur wird solange fortgefu¨hrt, bis die Streuung σ die Vorgabe unter-
schreitet. Nach der Identifizierung der ausgewa¨hlten Parameter wird eine erneute Analyse
aller Parameterstreuungen ausgefu¨hrt, um so iterativ mo¨glichst viele Parameter erfolgreich
zu identifizieren.
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In [Boc87, Gru96] wird eine abschließende statistische Analyse der als optimal ermittel-
ten Maximum-Likelihood-Scha¨tzwerte p∗ durchgefu¨hrt. Zu den Parameterwerten werden
Konfidenzintervalle [p∗ − z, p∗ + z] berechnet, die zu einer vorgegebenen Wahrscheinlich-
keit β ∈ (0, 1) den Bereich abscha¨tzen, in dem sich die gesuchten Parameterwerte befinden.
Die halben Intervallla¨ngen zi berechnen sich zu
zi := p
∗
i
√
χ2β(np)k
∗
ii. (6.4)
In der Formel ist das β-Quantil der χ2-Verteilung mit np Freiheitsgraden enthalten sowie
ein Diagonalelement der Kovarianzmatrix K∗ = K(p∗), die im ermittelten Optimalpunkt
ausgewertet ist. Je kleiner die Intervalle sind, umso geeigneter sind die Betriebspunkte der
Versuchsreihe, die unbekannten Parameter zu bestimmen. Eine zufriedenstellende Para-
meteridentifizierung ist erst dann abgeschlossen, wenn mit den berechneten Parametern p∗
hinreichend genaue Modellaussagen auch fu¨r Betriebspunkte und Anregungen, die nicht
direkt in die Bestimmung von p∗ einfließen, mo¨glich sind (Extrapolation). Voraussetzung
hierfu¨r ist eine korrekte Modellstruktur, die im Falle unbefriedigender Extrapolations-
resultate korrigiert werden sollte [Ise88a, Maj98].
6.1.2 Numerische Lo¨sung des Optimierungsproblems –
SQP-Verfahren
Die Minimierung der Fehlerfunktion C aus Abschnitt 6.1.1 fu¨hrt zu einem nichtlinearen
Optimierungsproblem, das oft Beschra¨nkungen in den Parametern besitzt: pi ≤ p ≤ Π. Die
Vektoren pi, Π ∈ Rnp sind dabei feste Grenzen, zwischen denen die Parameterwerte vari-
ieren ko¨nnen. Beschra¨nkte nichtlineare Optimierungsprobleme betrachtet man allgemein
in der Form
min
p
C(p) unter
hj(p) = 0, j = 1, . . . , nG,hj(p) ≥ 0, j = nG + 1, . . . , nh. (6.5)
Der Parameterraum, in dem das Minimum der Zielfunktion C : Rnp → R gesucht werden
soll, wird durch Gleichheits- und Ungleichheitsbedingungen mit den Komponenten der
Funktion h : Rnp → Rnh eingeschra¨nkt. Mit Hilfe der Lagrange-Funktion
L(p, v) := C(p)−
nh∑
j=1
vjhj(p), vj ∈ R,
lassen sich beschra¨nkte Optimierungsprobleme umformulieren. Beispielsweise existieren
fu¨r eine lokale Optimalstelle p∗ von (6.5) unter gewissen Voraussetzungen an C und h
Lagrange-Multiplikatoren v∗j ∈ R (j = 1, . . . , nG) und v∗j ≥ 0 (j = nG + 1, . . . , nh), mit
denen die Identita¨t ∇L(p∗, v∗) = 0 gilt [Spe93].
Numerische Verfahren zur Lo¨sung von (6.5) erzeugen ausgehend von einem Startvektor p0
iterativ verbesserte Lo¨sungen pk (k ≥ 0), bis der Algorithmus von einem Konvergenz- oder
Abbruchkriterium beendet wird. In der Literatur [Spe93, NW06] wird das SQP-Verfahren
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als effiziente universell einsetzbare Optimierungsmethode angesehen. Die Idee der sequen-
tiellen quadratischen Optimierung (englisch: Sequential Quadratic Programming, SQP)
beruht auf der sukzessiven Approximation von (6.5) durch eine quadratische Zielfunktion
mit linearisierten Nebenbedingungen [Sch81]:
min
d
dTBkd+ Cp(p
k)d unter
h
′
j(p
k)d+ hj(p
k) = 0, j = 1, . . . , nG,
h′j(p
k)d+ hj(p
k) ≥ 0, j = nG + 1, . . . , nh.
(6.6)
Die Matrix Bk ∈ Rnp×np ist dabei eine positiv definite Approximation der Hessematrix Lpp
im Optimalpunkt. Das quadratische Ersatzproblem (6.6) wird mit Methoden der quadra-
tischen Optimierung gelo¨st, auf die wir nicht na¨her eingehen wollen. Details finden sich
etwa in [Spe93, NW06]. Die optimale Lo¨sung von (6.6) sei mit dk und die zugeho¨ri-
gen Lagrange-Multiplikatoren seien mit uk bezeichnet. Daraus berechnen sich mit einer
Schrittweite αk > 0 die neuen Iterierten p
k+1 := pk + αkd
k und vk+1 := vk + αk(u
k − vk).
Als Startwert kann v0 := 0 gesetzt werden. Um αk zu bestimmen, wird die Testfunktion
Φ(α) := Φ˜
(
(pk, vk) + α(dk, uk − vk))
mit der erweiterten Lagrange-Funktion Φ˜ : Rnp+nh → R minimiert [Sch81]. Bevor der
Iterationsza¨hler k um Eins erho¨ht wird, berechnet man die Matrix Bk+1 aus der BFGS-
Formel
Bk+1 := Bk +
1
akT∆pk
akak
T − 1
∆pkTBk∆pk
Bk∆pk∆pk
T
Bk
mit
∆pk := pk+1 − pk, ak := θak + (1− θ)Bk∆pk und ak := LTp (pk+1, uk)− LTp (pk, uk).
Wenn Bk positiv definit ist, dann kann der Wert θ ∈ [0, 1] stets so gewa¨hlt werden,
dass Bk+1 ebenfalls positiv definit wird. Fu¨r den Beginn der Iteration muss B0 eine positiv
definite Matrix, z. B. die Einheitsmatrix, sein.
Aus software-technischer Sicht beno¨tigt man neben dem Optimierungsalgorithmus auch
Schnittstellen zwischen der Optimierungsroutine und der Auswertung von C, h sowie
den Ableitungen Cp, hp. Fu¨r die numerischen Untersuchungen im na¨chsten Abschnitt
verwenden wir die Optimierungsumgebung Mops (englisch: Multi-Objective Parameter
Synthesis) [Joo07], die eine einheitliche Oberfla¨che zur Definition und Lo¨sung von Opti-
mierungsproblemen sowie zur Visualisierung des Optimierungsfortschritts und der Ergeb-
nisse bietet. Grundstock der Umgebung bildet eine Auswahl an verschiedenen numerischen
Optimierungsalgorithmen, die alle auf die einmal zu definierende Problemformulierung zu-
greifen ko¨nnen. Neben ableitungsfreien Methoden wie Simplex-Verfahren oder genetischen
Algorithmen entha¨lt Mops Verfahren, die auf Gradienten zuru¨ckgreifen.
Die SQP-Implementierung inMops ist eine Variante aus der Rasp-Bibliothek [GJ91], die
insbesondere fu¨r regelungstechnische Entwurfsprobleme eingesetzt wurde. Zusa¨tzlich zu
den regelungstechnischen Aufgaben [JBL+02] werden mitMops beispielsweise verbesserte
Flugzeugsystemarchitekturen [SPB06] gesucht. Besonderes Augenmerk wird in der Opti-
mierungsumgebung darauf gelegt, mehrere Entwurfskriterien (Zielfunktionen) gleichzeitig
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Abbildung 6.1: Prinzipieller Aufbau des Modelica-Modells fu¨r einen Kuka-Industrie-
roboter.
formulieren und mit verschiedenen Ansa¨tzen auf eine Zielfunktion fu¨r den Optimierungs-
algorithmus reduzieren zu ko¨nnen. Als grafisches A¨quivalent der mehrzieligen Problem-
formulierung sind die parallelen Koordinaten zu sehen, die die Kriteriensituation fu¨r einen
konkreten Parametervektor visuell wiedergeben.
6.2 Numerische Ergebnisse fu¨r ein Robotermodell
Die Anforderungen der Industrierobotik wachsen kontinuierlich in Bezug auf die Bahn-
genauigkeit hochdynamischer Bewegungen. Einen wesentlichen Beitrag zur Bewa¨ltigung
der anspruchsvollen Vorgaben leisten modellbasierte Regelalgorithmen. Ein dafu¨r no¨tiges,
komplexes Modell der Roboterdynamik wird im Folgenden genauer beschrieben und an-
schließend mit den Methoden der Parameteridentifizierung an Messergebnisse angeglichen.
Numerische Tests beleuchten dabei speziell das Iterationsverhalten des SQP-Verfahrens
sowie den Zusammenhang zu Sensitivita¨tsberechnungen.
6.2.1 Dynamisches Robotermodell in Modelica
Wir beschreiben das Modell1 eines sechsachsigen Knickarmroboters der FirmaKuka2, das
in [Thu¨06] ausfu¨hrlich besprochen wird. Da die Modellierung in Modelica erfolgt, richtet
sich der Modellaufbau in Abbildung 6.1 nach der physikalischen Struktur des Roboters.
Der Roboter besteht aus oft starr angenommenen Gliedern und elastischen Gelenken.
1Der Autor ist M. Reiner (DLR Oberpfaffenhofen) dankbar fu¨r die Bereitstellung des Modelica-Modells
und der Messdaten.
2KUKA Roboter GmbH, www.kuka.com.
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Diese kinematisch offene Kette wird mit entsprechend parametrisierten Teilmodellen fu¨r
die Strukturelemente und Gelenke realisiert, die komponentenbezogene Gleichungen der
dreidimensionalen Mehrko¨rperdynamik enthalten. Die Basisklassen fu¨r die Teilmodelle
sind der Modelica-Standardbibliothek Modelica.Mechanical.Multibody entnommen.
Neben der Mehrko¨rperdynamik spielen (eindimensionale) Effekte in den Antriebsstra¨ngen
eine wesentliche Rolle. In einem Antriebsstrang sind der Motor, das Getriebe und die Leis-
tungselektronik zusammengefasst. Elektrische Bestandteile des Antriebsstrangs werden in
dem vorliegenden Modell vernachla¨ssigt, da das elektrische Verhalten wesentlich schneller
als das mechanische ist. Jedes Antriebsstrangmodell beschreibt neben der Motortra¨gheit
die U¨bersetzung, Elastizita¨t und Da¨mpfung des Getriebes sowie die Reibung in der Motor-
lagerung, im Getriebe und im Gelenk. Die Elastizita¨ten in den Getrieben werden dabei
von nichtlinearen Kennlinien modelliert, um die Dynamik der Antriebsstra¨nge mo¨glichst
realita¨tsnah wiederzugeben. Das Reibungsmodell kombiniert die verschiedenen Quellen
von Reibungseinflu¨ssen und bildet Coulomb-Reibung mit viskoser Reibung ab. Das Reib-
moment MR berechnet sich mit dem Gelenkwinkel ϕ und positiven Parametern Rv, Rh
geschwindigkeitsabha¨ngig zu
MR(ϕ˙) =
{
Rvϕ˙+Rh, falls ϕ˙ > 0,
Rvϕ˙−Rh, falls ϕ˙ < 0.
Dieses Reibungsmodell kann zu inkonsistentem Schalten (siehe Abschnitt 3.1.2) fu¨hren
und Filippov-Lo¨sungen bedingen. Da Reibung in allen Achsen des Roboters modelliert
ist, treten Filippov-Lo¨sungen parallel in Teilmodellen auf und mu¨ssen mit den Ansa¨tzen
aus den Abschnitten 3.2.2 bzw. 4.2 untersucht werden. Hier ergeben sich aus methodi-
scher Sicht anspruchsvolle Strukturen, die denen aus Beispiel 5.7 a¨hneln, aber durch die
Roboterkinematik verkoppelt sind. Die hier verwendete Technik, die Filippov-Lo¨sung der
unstetigen Reibungsmodelle außerhalb des Modells zu berechnen, ist in der vorliegenden
Arbeit erstmals an Modelica-Modellen realisiert. Die bisher bekannte Simulation setzt Zu-
standsautomaten innerhalb jedes Reibungsmodells ein, um die Gleit- und Haftphasen zu
unterscheiden [OEM99]. Ohne Unstetigkeiten kommen gegla¨ttete Modelle aus, deren Ge-
nauigkeit und numerische Eigenschaften dann aber zusa¨tzlich von Gla¨ttungsparametern
abha¨ngen [Thu¨06].
Jede Achse des Roboters wird separat mit einem PPI-Kaskadenregler auf die motorseitige
Position und Geschwindigkeit geregelt. Hierzu berechnet der Regler aus den Regelfehlern
von Position und Geschwindigkeit zusammen mit einem Vorsteuermoment das aktuelle
Motormoment, das der Elektromotor intern umsetzen muss. Wir beschra¨nken uns fu¨r die
numerischen Untersuchungen auf ein Modell mit Reglern der ersten drei Hauptachsen.
Fu¨r die anderen Achsen wird im Folgenden das Reglermoment direkt aus Messungen
vorgegeben. Insgesamt liegt ein nichtlineares, gekoppeltes dynamisches Modell mittler-
er Dimension (40 Zusta¨nde, u¨ber 1100 nichttriviale Gleichungen) vor, das die Dynamik
eines Industrieroboters inklusive der Regler abbildet. Es ist Grundlage fu¨r die Ausle-
gung von verbesserten Reglern und Reglerstrukturen. Durch dynamische Invertierung
von Modellvarianten la¨sst sich beispielsweise eine qualitativ hochwertige Vorsteuerung
konstruieren [LTK+05]. Voraussetzung dafu¨r ist eine gute U¨bereinstimmung der Simula-
tionsergebnisse des Modells mit vergleichbaren Messungen am Roboterpru¨fstand.
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6.2.2 Optimierungs- und Identifizierungsergebnisse
Einen wesentlichen Einfluss auf das Verhalten des Robotermodells haben Steifigkeits- und
Da¨mpfungsparameter p˜. Da diese im Gegensatz zu Massen- und Geometrieparametern
schwierig zu messen sind, werden sie mit dem Ansatz der Parameteridentifizierung aus Ab-
schnitt 6.1.1 bestimmt. Werte fu¨r Da¨mpfungs- und insbesondere Steifigkeitskoeffizienten
sind oftmals sehr groß (> 105), und ihre mo¨glichen Gu¨ltigkeitsbereiche ko¨nnen mehre-
re Gro¨ßenordnungen umfassen. Daher hat es sich fu¨r das Robotermodell als vorteilhaft
erwiesen, statt der Parameterwerte p˜ die logarithmierten Gro¨ßen p := log10 p˜ zu identifi-
zieren.
Fu¨r die Bewertung der Parameter verwenden wir den Vergleich der kartesischen Beschleu-
nigungen y := (a1, a2, a3) am Roboterwerkzeug und formulieren Gleichung (6.2) wie folgt:
C˙(p, t) =
3∑
j=1
(
aj(p, t)− âj(t)
)2
, C(p, t0) = 0.
In dieser differenzierten Form la¨sst sich C direkt im Modelica-Modell definieren und da-
mit auch Cp mit Fisemo berechnen. Als Na¨herungsfunktionen âj der Messdaten werden
lineare Interpolationen tiefpassgefilterter Datenpunkte [Rei07] verwendet. Die Gewichts-
funktionen setzen wir ωj = 1, weil die Beschleunigungen in den drei Raumrichtungen
gleichberechtigt und mit Messfehlern derselben Gro¨ßenordnung behaftet sind. Daher neh-
men wir an, dass die Kovarianzmatrix der Messwerte die Gestalt ΣMess = σ
2
MessI hat,
die Messfehler also immer dieselbe Verteilung besitzen. In den linken Diagrammen von
Abbildung C.1 in Anhang C sind die Zeitverla¨ufe der gemessenen und der mit den Start-
parametern p0 simulierten Beschleunigungen dargestellt.
Bemerkung 6.2 (Auswahl der zu identifizierenden Parameter)
Zuna¨chst untersuchen wir das Modell mit den in Bemerkung 6.1 vorgestellten Mo¨glichkei-
ten, um die Parameter in den Startwerten nach ihrem Identifizierbarkeitsmaß zu sortieren.
Da fu¨r die Reihenfolge der Parameter der Wert von σMess irrelevant ist, setzen wir vor-
erst σMess = 1. Tabelle 6.1 listet die Ergebnisse der vier Ansa¨tze fu¨r 19 Parameter des
Robotermodells auf. Die Berechnung der Sensitivita¨ten Cp und Yp erfolgt mit Fisemo und
einer Fehlertoleranz von TOLSI = 10
−7. Die Parameter sind nach den Absolutwerten der
relativen Sensitivita¨ten bi sortiert. Die restlichen Kriterien sind nicht durchga¨ngig mono-
ton bzgl. i, kommen aber in der Tendenz zu a¨hnlichen Aussagen. Die markierten Eintra¨ge
kennzeichnen in jeder Zeile der Tabelle die fu¨nf Parameter, die dem Maß entsprechend am
besten identifiziert werden ko¨nnen. Die ersten vier Parameter werden von jedem Kriteri-
um in dieser Gruppe erkannt. Da sich auch die Werte der Maße fu¨r i > 4 im Wesentlichen
deutlich von denen fu¨r i ≤ 4 unterscheiden, wa¨hlen wir die Parameter p1, . . . , p4 als die zu
identifizierenden Parameter (zur Vereinfachung ebenfalls im Vektor p zusammengefasst)
fu¨r die nachfolgenden Testrechnungen mit der SQP-Implementierung von Mops aus.
Neben der logarithmischen Skalierung der Parameter, die im Robotermodell selbst reali-
siert ist, wird zwischen dem eigentlichen Optimierungsalgorithmus und der numerischen
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Tabelle 6.1: Identifizierbarkeitsmaße und Streuungen gema¨ß Bemerkung 6.1 am Beispiel
des Robotermodells. Berechnung fu¨r die Startwerte p0. Sortierung der Para-
meter nach |bi|. Farbliche Kennzeichnung der fu¨nf Parameter, die nach dem
jeweiligen Kriterium am besten identifiziert werden ko¨nnen.
i 1 2 3 4 5 6 7 8 9 10
|bi| 3.0 0.9 0.41 0.37 0.05 0.04 0.02 0.012 0.010 0.008
mii 10
6 4 · 104 6 · 104 5 · 105 30 266 1.8 71 0.9 0.4√
kii 0.0001 0.003 0.008 0.009 0.1 0.04 18 11 6.6 188
λ
−1/2
min 0.001 0.03 0.01 0.0015 0.25 0.18 1.1 0.8 2.6 4.3
i 11 12 13 14 15 16 17 18 19
|bi| 0.007 0.005 0.004 0.0008 0.0004 9 · 10−5 7 · 10−5 5 · 10−5 4 · 10−5
mii 5 · 104 1.9 0.1 0.02 0.03 0.008 0.0003 0.01 0.0001√
kii 0.2 57 82 982 222 297 2 · 104 67 6 · 104
λ
−1/2
min 0.16 8.0 9.5 20 16 17 137 8.3 253
Integration der Modellgleichungen eine affine Skalierung der Form p := Dp+d vorgenom-
men. Die Diagonalmatrix D und der Vektor d sind dabei so bestimmt, dass die vorgege-
benen Unter- und Oberschranken pi, Π fu¨r die Parameter p auf die Werte ±1 abgebildet
werden: p ∈ [−1, 1]np . Zu den Intervallvorgaben kommen keine weiteren Nebenbedingun-
gen hinzu. Ausgehend von den Startparametern p0 = (0.65,−0.12, 0.16, 0.64)T werden
Serien von Optimierungsla¨ufen durchgefu¨hrt, die sich in den Toleranzvorgaben fu¨r die In-
tegration des Modells unterscheiden. Die Toleranzwerte TOLNom = RTOLi = ATOLi fu¨r
die nominelle Integration des Modells allein (Auswertung von C) und TOLSI = RTOLi =
ATOLi = RTOLij = ATOLij (i = 1, . . . , nx, j = 1, . . . , np) fu¨r die Integration des Mo-
dells mit den Sensitivita¨tsgleichungen (Auswertung von Cp) variieren hierfu¨r im Bereich
zwischen 10−2 und 10−7.
Die Abbruchschranke des SQP-Verfahrens wird fu¨r alle Tests konstant auf 10−3 gesetzt,
um die Optimierungsla¨ufe vergleichen zu ko¨nnen. Die wesentlichen Ergebnisse ko¨nnen
aus Tabelle C.1 entnommen werden. Neben der Anzahl der Auswertungen von Zielfunk-
tion (#C) und Sensitivita¨ten (#Cp) sind die berechneten optimalen Parameter p
∗, der
zugeho¨rige Zielfunktionswert sowie die beno¨tigte Rechenzeit aufgelistet. Die Anzahl der
gelo¨sten quadratischen Hilfsprobleme im SQP-Algorithmus entspricht der Anzahl der Aus-
wertungen von Cp. Alle Berechnungen werden auf einem Laptop mit 2 × 2.2 GHz CPU
ausgefu¨hrt.
Das Ziel der Tests ist es, die Abha¨ngigkeit des Optimierungsverlaufs und der Opti-
mierungsergebnisse von den gewa¨hlten Toleranzvorgaben TOLNom und TOLSI zu ana-
lysieren. In einem ersten Schritt betrachten wir dazu die Zielfunktionswerte C(p∗) aller
Optimierungsla¨ufe in den jeweiligen Optimalwerten p∗. In Abbildung 6.2 ist die Diffe-
renz C(p∗)− CRef in Abha¨ngigkeit von TOLSI und TOLNom dargestellt. Die Referenz-
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Abbildung 6.2: Links: Legende fu¨r die unterschiedliche Kennzeichnung der Ergebnisse mit
TOLNom im Bereich zwischen 10
−2 und 10−7. Mitte: Abstand des berechne-
ten optimalen Zielfunktionswerts vom Referenzwert CRef fu¨r alle Kombi-
nationen der Toleranzvorgaben TOLSI und TOLNom. Rechts: Numerische
Integrationsfehler fu¨r p = pRef und verschiedene Fehlertoleranzen TOLNom.
gro¨ße CRef = 0.9904399187 fu¨r den optimalen Zielfunktionswert resultiert dabei aus einer
Optimierung mit den Einstellungen TOLNom = TOLSI = 10
−7. Der zugeho¨rige Para-
meterwert sei mit pRef bzw. in der skalierten Version mit pRef bezeichnet. Die ermittelte
Genauigkeit in der Zielfunktion ha¨ngt insbesondere von TOLNom ab. Die Zielfunktions-
werte sind fu¨r TOLSI ≤ 10−6 in etwa so genau wie in der Integration des Modells mit dem
konstanten Parameterwert p = pRef und verschiedenen Fehlertoleranzen TOLNom (siehe
Abbildung 6.2 rechts). Die Vorgabe von TOLSI im Bereich 10
−5, . . . , 10−2 bewirkt eine
Beschra¨nkung der minimalen Fehler nach unten – insbesondere fu¨r wachsendes TOLSI.
Damit beeinflusst also neben TOLNom auch TOLSI die Genauigkeit des Optimierungs-
ergebnisses. Fu¨r die Werte TOLNom = 10
−2, 10−3, 10−4 zeigen die Gro¨ßenordnungen der
Zielfunktionswerte im Optimum keine wesentliche Abha¨ngigkeit von TOLSI.
Der zweite Schritt der Analysen beleuchtet den rechenzeitabha¨ngigen Verlauf der Zielfunk-
tionswerte wa¨hrend der Optimierungen. Dazu beobachten wir in den Abbildungen C.2,
C.3 und C.4 den Abstand C(p)−CRef fu¨r die Parameterwerte p der SQP-Iterationen. Jeder
Wert von TOLSI fu¨hrt zu einer Gruppe von Optimierungsla¨ufen mit verschiedenen Gro¨ßen
fu¨r TOLNom, die farblich gema¨ß Abbildung 6.2 unterschieden werden. Zu jedem TOLSI zei-
gen Diagramme das Verhalten der Zielfunktionswerte in den ersten 60 Minuten Rechenzeit
sowie die Gro¨ßenordnung der Fehler insbesondere im Konvergenzbereich.
Es wird deutlich, dass grobe Fehlertoleranzen (≥ 10−4) von TOLNom und TOLSI ausgehend
von den Startparametern einen schnellen Abfall in der Zielfunktion bringen. Vergleicht
man die Rechenzeiten fu¨r TOLNom = 10
−4, 10−5, 10−6, so ergeben sich in den Grup-
pen TOLSI = 10
−2, 10−3, 10−5, 10−6 jeweils etwa gleiche Zeitspannen. Die Genauigkeiten,
mit der die Zielfunktionen innerhalb einer Gruppe an die Referenzlo¨sung heranreichen,
unterscheiden sich jedoch fu¨r TOLSI = 10
−5, 10−6. Folglich erha¨lt man in diesen Gruppen
mit TOLNom = 10
−6 bei gleichem Aufwand genauere Ergebnisse in der Zielfunktion als
mit TOLNom > 10
−6. In den Gruppen TOLSI ≤ 10−5 bleibt die Differenz der Zielfunktion
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vom Referenzwert fu¨r die meisten Werte von TOLNom fu¨r einige Iterationsschritte – und
damit fu¨r eine gewisse Rechenzeit – auf dem hohen Niveau 4.3 nahezu konstant. Das SQP-
Verfahren schafft es dennoch in allen Fa¨llen mit TOLNom ≤ 10−4, den Zielfunktionswert
auf die Referenzlo¨sung zu reduzieren.
Die Parameteridentifizierung setzt ihren Schwerpunkt auf die Bestimmung der Parameter.
Die Zielfunktion u¨bernimmt dabei die Rolle einer Hilfsfunktion, um die optimalen Para-
meter beschreiben und berechnen zu ko¨nnen. Daher ist der letzte Schritt unserer Analysen
die Beurteilung der Gu¨te der Parameterwerte, die aus den 36 Optimierungsla¨ufen in Ta-
belle C.1 hervorgehen. Die Diagramme in Abbildung C.5 sind nach den Werten fu¨r TOLSI
sortiert und visualisieren die optimalen Parameterwerte p∗. Als Vergleich zu den Para-
meterschwankungen, die unterschiedliche Fehlertoleranzen des Integrators bewirken, sind
die 95%-Konfidenzintervalle zu pRef mit der beispielhaften Messfehlerstreuung σMess = 0.5
eingetragen. Die Intervalle werden gema¨ß Gleichung (6.4) aus der Sensitivita¨tsmatrix Yp
mit TOLSI = 10
−7 berechnet: z = (0.029, 0.189, 0.046, 0.082)T. Das Intervall um pRef2 ist
deutlich gro¨ßer als die Intervalle der restlichen Parameter. Der Umstand, dass p2 folglich
die Zielfunktion in der Na¨he des Optimums weniger beeinflusst als die anderen Parameter,
tritt auch in den Streuungen der numerischen, optimalen Parameterwerte fu¨r verschiedene
Vorgaben von TOLSI und TOLNom zutage.
Fu¨r jede Vorgabe von TOLSI konvergieren die Parameter, wenn TOLNom gegen Null strebt.
In den Fa¨llen TOLSI ≤ 10−5, TOLNom ≤ 10−4 sind die Parameterwerte in den Dia-
grammen nicht mehr zu unterscheiden. Fu¨r TOLSI ≥ 10−4 konvergieren die Parameter
fu¨r TOLNom → 0 teilweise gegen ”falsche“ Werte, die einen betra¨chtlichen Abstand zu
den Referenzwerten besitzen. Bemerkenswert ist die Beobachtung, dass fu¨r TOLSI = 10
−7
sogar die von TOLSI stark abweichenden Fehlertoleranzen TOLNom = 10
−2, 10−3 der
Nominalintegration gute Identifzierungsergebnisse im Rahmen der Konfidenzintervalle lie-
fern.
Insgesamt garantieren stringentere Fehlertoleranzen TOLSI und TOLNom in der Para-
meteridentifizierung des Robotermodells sowohl Konvergenz gegen den optimalen Ziel-
funktionswert als auch Konvergenz der Parameterwerte gegen die Referenzparameter.
Die Rechenzeiten verla¨ngern sich entsprechend, insbesondere fu¨hrt TOLNom = 10
−7 im
Vergleich zu TOLNom = 10
−6 in allen Gruppen zu erheblichem Mehraufwand. Gro¨ßere
Werte (≥ 10−3) fu¨r TOLNom und TOLSI bedingen in den untersuchten Fa¨llen unbefrie-
digende Resultate in den optimalen Zielfunktions- und Parameterwerten. Um die Gu¨te
der Referenzparameter pRef zu testen, sind in Abbildung C.7 die Simulationsergebnis-
se des Robotermodells fu¨r andere Anregungsfunktionen und damit fu¨r andere Sollgro¨ßen
fu¨r Motorposition, Motorgeschwindigkeit und Vorsteuermoment vergleichend fu¨r die Para-
meter p = p0 und p = pRef dargestellt. Die simulierten Beschleunigungstrajektorien decken
sich fu¨r p = pRef recht gut mit den gemessenen Gro¨ßen, obwohl die zugeho¨rigen Anregungs-
gro¨ßen nicht in die Identifizierung von p eingegangen sind.
Die Ergebnisse der Parameteridentifizierung erwecken den Eindruck, dass es zu Anfang
eines Optimierungslaufs ausreicht, grobe Toleranzvorgaben an die Integration zu stel-
len. Erst fu¨r die Konvergenz der Parameterwerte, wenn die Zielfunktion schon in der
Gro¨ßenordnung des Referenzwertes liegt, sind anscheinend kleinere Fehlertoleranzen not-
wendig. Aus mathematischer Sicht wa¨re es denkbar, ausgehend von gro¨ßeren Werten die
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Toleranzvorgaben fu¨r TOLNom und TOLSI im Laufe der SQP-Iterationen automatisch zu
verkleinern, um damit Rechzeit im Vergleich zu konstant kleinen Werten einzusparen.
In der Praxis bedeutet dieser Ansatz jedoch eine Kopplung des SQP-Verfahrens mit der
Integration der Modellgleichungen, die nicht ohne Weiteres realisiert werden kann. Zudem
stellt sich die (schwierige) Frage, wann auf welche Fehlertoleranzen umgeschaltet werden
soll, damit man eine mo¨glichst effizient – aber zuverla¨ssig – berechnete Lo¨sung erha¨lt.
Zuverla¨ssigkeit ist in der praktischen Anwendung oftmals wichtiger als die Rechenzeit,
solange sie sich in gewissen Grenzen ha¨lt.
Abschließend fu¨hren wir die Identifizierung der Parameter mit externer numerischer Dif-
ferentiation (finite Differenzen) als Methode der Sensitivita¨tsberechnung durch. Unter
denselben Rahmenbedingungen wie oben werden die Toleranzwerte TOLNom variiert. Die
Gradienten der Zielfunktion werden mit einseitigen Differenzenquotienten angena¨hert.
Als Parameterinkremente ∆pi der finiten Differenzen dienen – wie in Abschnitt 5.3 – die
Gro¨ßen pi
√
TOLNom. Tabelle C.2 und Abbildung C.6 fassen die Resultate in derselben
Form zusammen wie oben fu¨r SI dargelegt wurde. Die reduzierte Genauigkeit der finiten
Differenzen macht sich in den Ergebnissen klar bemerkbar. Sie bedingt fu¨r TOLNom ≥ 10−4
relativ schnelle Abbru¨che der SQP-Iterationen, die sich entsprechend auf die Zielfunktions-
und Parameterwerte niederschlagen. Nur hohe Genauigkeitsvorgaben fu¨hren zu Werten
in der Zielfunktion, die mit SI fu¨r Durchschnittsanforderungen erreicht werden. Die dafu¨r
no¨tigen Berechnungszeiten sind mit SI zum Teil erheblich kleiner. Ein Blick auf die er-
rechneten optimalen Parameterwerte verdeutlicht, dass Schwierigkeiten bestehen, die Pa-
rameter des Robotermodells mit Hilfe von finiten Differenzen zu identifizieren.
Zusammenfassend la¨sst sich feststellen, dass wir einen Ausschnitt einer umfassenden Para-
meteridentifizierung an einem industriell eingesetzten Robotermodell mit Unstetigkeiten
nachvollziehen ko¨nnen. Unter Einbindung der entwickelten Softwareumgebung Fisemo
gelingt es fu¨r das eingesetzte SQP-Verfahren, genauere Gradienten zu erzeugen, als mit
finiten Differenzen erreicht werden. Die Vorteile dieses Berechnungsansatzes ko¨nnen an
dem komplexen Modell und seiner Parameteridentifizierung nachgewiesen werden. Die-
se Aussage gilt ganz besonders fu¨r ho¨here Genauigkeitsanspru¨che an das Optimierungs-
ergebnis.
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Mathematische Modelle technischer Systeme bilden eine wichtige Sa¨ule in der Forschung
und in der Entwicklung neuer Produkte. Die Systemmodellierung, -simulation und -opti-
mierung dynamischer Prozesse werden auf immer komplexer vernetzte Problemstellungen
angewendet. Daher spielen multidisziplina¨re Untersuchungen, beispielsweise zur Regler-
auslegung oder zur Bewertung von dynamischen Systemeigenschaften, eine entscheidende
Rolle. Zusa¨tzlich zur Modellierungsbreite steht die Frage nach der angemessenen Mo-
dellierungstiefe im Raum. Werden gewisse physikalische Gesetzma¨ßigkeiten vereinfacht
oder a¨hnliche Einflu¨sse zusammengefasst, so entstehen in diesem Zusammenhang ha¨ufig
Modellgleichungen, die Unstetigkeiten und Umschaltvorga¨nge enthalten.
Diese unstetigen mathematischen Systemmodelle ko¨nnen grundlegend andere theoreti-
schen Eigenschaften besitzen. Auch fu¨r die numerische Lo¨sung und Optimierung stellen
strukturvariable Gleichungen eine Herausforderung dar, weil fu¨r viele Verfahren mehrfach
differenzierbare Funktionen vorausgesetzt werden. Ein u¨blicher Ansatz zur numerischen
Zeitintegration unstetiger Modellgleichungen verwendet Schaltfunktionen, die u¨ber ihre
Nullstellen die exakten Ereigniszeitpunkte der Unstetigkeitsstellen definieren und damit
das Integrationsintervall in Teilintervalle zerlegen. Innerhalb der Teilintervalle ko¨nnen
dann hinreichend glatte Modellgleichungen mit Standardalgorithmen integriert werden,
bevor jeweils auf das zeitlich anschließende Teilsystem umgeschaltet wird.
Die vorliegende Arbeit leistet sowohl zur Theorie unstetiger Systeme als auch zur nume-
rischen Problemlo¨sung neue Beitra¨ge. Im theoretischen Teil wird eine Lo¨sungstheorie, die
Parametersensitivita¨ten mit einschließt, fu¨r unstetige Systemmodelle entwickelt. Beson-
deres Augenmerk liegt darauf, die verallgemeinerten Lo¨sungen nach Filippov als festen
Bestandteil in die Ausfu¨hrungen aufzunehmen. Es gelingt, Lo¨sungen fu¨r Systeme mit
nichtglatten Schaltfunktionen zu konstruieren. Die Anregung, diese Klasse von unste-
tigen Systemen zu studieren, geht auf ein anwendungsbezogenes mechanisches Beispiel
zuru¨ck. Praktische Anwendungen erfordern zusa¨tzlich die Analyse von Unstetigkeiten,
die durch mehrere zeitgleich aktiv werdende Schaltfunktionen hervorgerufen werden. Ihre
Auswirkungen auf die Lo¨sungsdefinition – auch im Hinblick auf Filippov-Lo¨sungen – sind
Bestandteil der aufgezeigten Lo¨sungtheorie.
Die Sensitivita¨tsanalyse baut auf den Ergebnissen des konstruktiven Lo¨sungsnachweises
auf. Die Sensitivita¨tsgleichungen definieren die Sensitivita¨tszusta¨nde zwischen den Um-
schaltzeitpunkten. Wa¨hrend des Umschaltens ko¨nnen diese Zusta¨nde unstetige A¨nderun-
gen erfahren, die dazu fu¨hren, dass die Sensitivita¨ten der zusammengesetzten Lo¨sung am
Ereignispunkt unter Umsta¨nden nicht existieren. Die Formeln der abschnittsweise festge-
legten Parametersensitivita¨ten u¨bertragen sich in natu¨rlicher Weise auf die der Filippov-
Lo¨sung. Neue Ergebnisse werden zur Sensitivita¨tsanalyse der unstetigen Systeme mit meh-
reren zeitgleich aktiven Schaltfunktionen pra¨sentiert. Unter gewissen Voraussetzungen an
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die Schaltstruktur werden Wege aufgezeigt, die Existenz der Sensitivita¨ten nachzuweisen
und diese zu berechnen. Gegenbeispiele belegen die Notwendigkeit der Voraussetzungen
und demonstrieren Situationen, in denen die Sensitivita¨ten nach dem Umschalten nicht
mehr existieren.
Der numerische Teil der Arbeit stellt die Softwareumgebung Fisemo vor, die einen Teil
der theoretischen Erkenntnisse umsetzt. Grundlage dafu¨r ist die Modellierungssprache
Modelica – eines der Standardwerkzeuge zur systemdynamischen Analyse multiphysika-
lischer Systeme in Forschung und praktischen Anwendungen. Wesentliche Bausteine von
Fisemo sind der von Dymola automatisch erzeugte C-Code zumModelica-Modell, das Pa-
ket Daspk3.1 zur Integration der Sensitivita¨tsgleichungen sowie die neu implementierten
Berechnungen an den Ereignispunkten. Diese Berechnungen dienen dazu, den U¨bergang zu
Filippov-Lo¨sungen festzustellen und fu¨r unstetige A¨nderungen der Sensitivita¨tszusta¨nde
die Anfangswerte fu¨r den nachfolgenden Zeitabschnitt neu zu setzen. Numerische Ergeb-
nisse ausgewa¨hlter multidisziplina¨rer Modelica-Modelle aus der Elektromechanik weisen
die Funktionalita¨t der Software Fisemo nach. Die Genauigkeit der berechneten Lo¨sungen
und der Sensitivita¨ten liegen im Wesentlichen im Bereich der vorgegebenen Fehlertoleran-
zen.
Mit dem Einfachschießverfahren werden vier Parameter eines Industrierobotermodells er-
folgreich identifiziert. Die Auswahl der Parameter stu¨tzt sich im Vorfeld der Optimierung
auf verschiedene Kriterien, die allesamt mit Hilfe der Sensitivita¨ten des Modells berech-
net werden. Die Achsenantriebe innerhalb des Robotermodells verursachen Haftreibungs-
phasen, deren Filippov-Lo¨sungen von Fisemo ohne zusa¨tzliche Modellinformationen nu-
merisch berechnet werden. Die SQP-Optimierungsresultate werden fu¨r unterschiedliche
Genauigkeitsvorgaben an die Integration gegenu¨bergestellt. Sie beleuchten neben den
Werten der Zielfunktion besonders die optimalen Parameter. Streuungen der identifi-
zierten Parameterwerte, die von Unsicherheiten in den Messwerten der vergleichenden
Gro¨ßen verursacht werden, u¨berlagern sich mit den numerischen Abweichungen auf Grund
der Fehlertoleranzen. Die Ergebnisse illustrieren den erfolgreichen Einsatz der Methodik
und der Software in einer komplexen Anwendung. Der abschließende Vergleich, die Op-
timierung mit finiten Differenzen zur Ableitungsberechnung durchzufu¨hren, unterstreicht
zusa¨tzlich die Vorteile der in Fisemo implementierten Technik.
Weiterfu¨hrende Arbeiten sind in verschiedene Richtungen denkbar. In den implementier-
ten Berechnungsverfahren wa¨ren Effizienzsteigerungen mo¨glich, wenn Strukturinforma-
tionen des Modells fu¨r die Auswertung von partiellen Ableitungen oder der rechten Seite
fu¨r Filippov-Lo¨sungen ausgenutzt wu¨rden. Dafu¨r wa¨re es notwendig, die Strukturdaten
im C-Code eines Modelica-Modells verfu¨gbar zu machen. Die Sensitivita¨tsberechnungen
ko¨nnten in der Optimalsteuerung von unstetigen multidisziplina¨ren Modellen zu verbes-
sertem Konvergenzverhalten der gradientenbasierten Optimierungsverfahren beitragen.
Sinnvolle Erweiterungen des Modelica-Standards fu¨r eine anwenderfreundliche optimale
Versuchsplanung zur Parameteridentifizierung ko¨nnten diesem Thema noch weiteres Ge-
wicht geben. Daru¨ber hinaus wa¨re es vorstellbar, die Modelica-Sprache allgemein mehr
in die Richtungen Optimierung und Optimalsteuerung von unstetigen Systemmodellen
weiterzuentwickeln. Die Sensitivita¨tsanalyse wa¨re hierfu¨r ein geeignetes Bindeglied.
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Abbildung A.1: Ablaufplan der Integratorsteuerung in der Umgebung Fisemo.
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Abbildung A.2: Ablaufplan fu¨r die Berechnungen am Ereignispunkt. Aufgeteilt in die Er-
kennung von Filippov-Lo¨sungen und die Sensitivita¨tsberechnungen.
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Abbildung B.1: Zeitverla¨ufe der Sensitivita¨ten (ω1)p von Beispiel 5.5. Externe Differen-
zenquotienten mit verschiedenen Vorgaben fu¨r TOLFD im Vergleich zur
Referenzlo¨sung (braune Linie). Farbgebung nach Tabelle 5.2.
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Abbildung B.2: Fehler in den Sensitivita¨ten (ω1)p von Beispiel 5.5. Integration der Sensi-
tivita¨ten (links) im Vergleich zu externen Differenzenquotienten (rechts).
Farbgebung nach Tabelle 5.2.
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Abbildung B.3: Fehler in den Sensitivita¨ten ωp von Beispiel 5.4. Integration der Sensiti-
vita¨ten (links) im Vergleich zu externen Differenzenquotienten (rechts).
Verschiedene Vorgaben fu¨r TOLSI, TOLFD. Farbgebung nach Tabelle 5.2.
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Abbildung B.4: Fehler in den Sensitivita¨ten ωp von Beispiel 5.4. Integration der Sensiti-
vita¨ten (links) im Vergleich zu externen Differenzenquotienten (rechts).
Verschiedene Vorgaben fu¨r TOLSI, TOLFD. Farbgebung nach Tabelle 5.2.
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Abbildung B.5: Fehler in den Sensitivita¨ten ωp von Beispiel 5.4 bezogen auf die vorgege-
bene Fehlertoleranz TOLSI. Integration der Sensitivita¨tsgleichungen mit
unterschiedlichen Fehlertoleranzen TOLSI. Farbgebung nach Tabelle 5.2.
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Abbildung B.6: Fehler in den Sensitivita¨ten ωp von Beispiel 5.4 bezogen auf die zu er-
wartende Genauigkeit
√
TOLFD. Externe Differenzenquotienten mit un-
terschiedlichen Fehlertoleranzen TOLFD. Farbgebung nach Tabelle 5.2.
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Abbildung B.7: Zeitverla¨ufe der Sensitivita¨ten ωp von Beispiel 5.4. Externe Differenzen-
quotienten mit verschiedenen Vorgaben fu¨r TOLFD im Vergleich zur Re-
ferenzlo¨sung (braune Linie). Farbgebung nach Tabelle 5.2.
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Abbildung B.8: Zeitverla¨ufe der Sensitivita¨ten (ω2)p von Beispiel 5.6. Externe Differen-
zenquotienten mit verschiedenen Vorgaben fu¨r TOLFD im Vergleich zur
Referenzlo¨sung (braune Linie). Farbgebung nach Tabelle 5.2.
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Abbildung B.9: Fehler in den Sensitivita¨ten (ω2)p von Beispiel 5.6. Integration der Sensi-
tivita¨ten (links) im Vergleich zu externen Differenzenquotienten (rechts).
Verschiedene Vorgaben fu¨r TOLSI, TOLFD. Farbgebung nach Tabelle 5.2.
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Abbildung B.10: Fehler in den Sensitivita¨ten (ω2)p von Beispiel 5.6. Integration der Sensi-
tivita¨ten (links) im Vergleich zu externen Differenzenquotienten (rechts).
Farbgebung nach Tabelle 5.2.
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Abbildung B.11: Fehler in den Sensitivita¨ten (ω2)p von Beispiel 5.6 bezogen auf die Feh-
lertoleranz TOLSI. Integration der Sensitivita¨tsgleichungen mit unter-
schiedlichen Fehlertoleranzen TOLSI. Farbgebung nach Tabelle 5.2.
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Abbildung B.12: Fehler in den Sensitivita¨ten (ω2)p von Beispiel 5.6 bezogen auf die zu er-
wartende Genauigkeit
√
TOLFD. Externe Differenzenquotienten mit un-
terschiedlichen Fehlertoleranzen TOLFD. Farbgebung nach Tabelle 5.2.
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Abbildung C.1: Zeitverla¨ufe der Beschleunigungen fu¨r p = p0 (links) und p = pRef (rechts).
Fehlertoleranz TOL = 10−7. Blau: Messungen. Rot: Simulationsergeb-
nisse.
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Tabelle C.1: Ergebnisse der Optimierungsla¨ufe mit unterschiedlichen Vorgaben der Fehler-
toleranzen TOLSI und TOLNom. Integration der Sensitivita¨ten mit Fisemo.
p∗i Rechenzeit
TOLSI TOLNom #C #Cp C(p
∗) i = 1 2 3 4 in min
10−2 10−2 61 13 2.41 0.33 0.16 −0.12 0.03 32
10−2 10−3 75 17 1.27 0.32 0.10 −0.08 −0.08 47
10−2 10−4 83 30 1.02 0.31 0.51 −0.11 0.00 84
10−2 10−5 71 25 1.03 0.32 0.18 −0.12 0.00 91
10−2 10−6 66 26 1.03 0.32 0.19 −0.11 −0.02 96
10−2 10−7 67 26 1.03 0.32 0.19 −0.11 −0.02 197
10−3 10−2 35 6 2.82 0.50 −1.00 −0.39 1.00 19
10−3 10−3 70 12 1.23 0.34 −0.12 0.01 −0.18 45
10−3 10−4 55 16 1.02 0.32 0.20 −0.12 0.01 58
10−3 10−5 47 21 1.00 0.34 −0.07 −0.12 0.01 68
10−3 10−6 47 21 1.00 0.34 −0.07 −0.12 0.01 75
10−3 10−7 50 21 1.00 0.34 −0.07 −0.12 0.01 154
10−4 10−2 36 5 2.47 0.42 −0.49 −0.12 0.09 24
10−4 10−3 83 26 1.26 0.33 0.16 −0.13 0.03 81
10−4 10−4 47 23 1.02 0.33 0.20 −0.11 0.00 76
10−4 10−5 46 22 1.01 0.32 0.20 −0.11 0.00 88
10−4 10−6 67 36 0.99 0.37 −0.29 −0.11 0.00 143
10−4 10−7 76 36 0.99 0.37 −0.29 −0.11 0.00 273
10−5 10−2 43 7 2.41 0.30 0.48 −0.26 0.38 36
10−5 10−3 16 4 5.32 1.00 −0.06 −0.18 0.11 21
10−5 10−4 47 22 1.02 0.38 −0.41 −0.11 −0.01 109
10−5 10−5 47 21 0.99 0.38 −0.41 −0.11 −0.01 122
10−5 10−6 47 22 0.99 0.38 −0.41 −0.11 −0.01 133
10−5 10−7 46 21 0.99 0.38 −0.41 −0.11 −0.01 211
10−6 10−2 48 8 2.40 0.36 −0.32 −0.28 0.44 50
10−6 10−3 44 11 1.71 0.51 −1.00 0.02 −0.16 74
10−6 10−4 51 25 1.02 0.38 −0.42 −0.11 −0.01 153
10−6 10−5 42 25 0.99 0.38 −0.42 −0.11 −0.01 160
10−6 10−6 41 22 0.99 0.38 −0.42 −0.11 −0.01 151
10−6 10−7 41 22 0.99 0.38 −0.42 −0.11 −0.01 227
10−7 10−2 69 20 2.30 0.36 0.25 −0.08 −0.05 188
10−7 10−3 81 23 1.30 0.39 −0.43 −1.00 −0.02 219
10−7 10−4 42 22 1.02 0.38 −0.42 −0.11 −0.01 207
10−7 10−5 44 25 0.99 0.38 −0.41 −0.11 −0.01 249
10−7 10−6 46 25 0.99 0.38 −0.41 −0.11 −0.01 256
10−7 10−7 58 26 0.99 0.38 −0.42 −0.11 −0.01 380
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Abbildung C.2: Differenz zwischen Zielfunktion und Referenzwert in Abha¨ngigkeit der
beno¨tigten Rechenzeit wa¨hrend der SQP-Iterationen fu¨r TOLSI = 10
−2,
10−3. Lineare Skalierung des Fehlers fu¨r die ersten 60min. Logarithmi-
sche Skalierung in der globalen Sicht. Farbgebung fu¨r TOLNom nach Ab-
bildung 6.2.
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Abbildung C.3: Differenz zwischen Zielfunktion und Referenzwert in Abha¨ngigkeit der
beno¨tigten Rechenzeit wa¨hrend der SQP-Iterationen fu¨r TOLSI = 10
−4,
10−5. Lineare Skalierung des Fehlers fu¨r die ersten 60min. Logarithmi-
sche Skalierung in der globalen Sicht. Farbgebung fu¨r TOLNom nach Ab-
bildung 6.2.
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Abbildung C.4: Differenz zwischen Zielfunktion und Referenzwert in Abha¨ngigkeit der
beno¨tigten Rechenzeit wa¨hrend der SQP-Iterationen fu¨r TOLSI = 10
−6,
10−7. Lineare Skalierung des Fehlers fu¨r die ersten 60min. Logarithmi-
sche Skalierung in der globalen Sicht. Farbgebung fu¨r TOLNom nach Ab-
bildung 6.2.
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Abbildung C.5: Identifizierte Parameterwerte in Abha¨ngigkeit von TOLSI und TOLNom.
Startwerte p0 sind mit gekennzeichnet. Farbgebung fu¨r TOLNom nach
Abbildung 6.2.
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Tabelle C.2: Ergebnisse der Optimierungsla¨ufe mit unterschiedlichen Vorgaben der Fehler-
toleranzen TOLNom. Finite Differenzenapproximation der Sensitivita¨ten.
p∗i Rechenzeit
TOLNom #C #Cp C(p
∗) i = 1 2 3 4 in min
10−2 44 4 6.18 −0.03 −0.23 −0.26 0.51 22
10−3 25 2 8.48 0.24 −0.27 0.05 0.68 16
10−4 44 8 1.55 0.44 −0.69 −0.30 0.42 66
10−5 60 12 1.17 0.37 −0.42 −0.22 0.18 124
10−6 41 14 1.01 0.34 −0.07 −0.11 −0.01 131
10−7 58 29 1.01 0.31 0.43 −0.09 −0.03 543
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Abbildung C.6: Optimierung mit finiten Differenzen als Sensitivita¨ten. Oben, Mitte: Dif-
ferenz zwischen Zielfunktion und Referenzwert. Unten: Identifizierte Pa-
rameterwerte. Farbgebung fu¨r TOLNom nach Abbildung 6.2.
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Abbildung C.7: Zeitverla¨ufe der Beschleunigungen fu¨r p = p0 (links) und p = pRef (rechts).
Andere Anregungsfunktionen als bei der Bestimmung von pRef. Fehler-
toleranz TOL = 10−7. Blau: Messungen. Rot: Simulationsergebnisse.
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