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CROSSED PRODUCTS BY AUTOMORPHISMS WITH THE
TRACIAL QUASI-ROKHLIN PROPERTY
JULIAN BUCK
Abstract. We introduce the tracial quasi-Rokhlin property for an automor-
phism α of a unital C∗-algebra A, which is not assumed to be simple. We show
that under suitable hypotheses, the associated crossed product C∗-algebra
C∗(Z, A, α) is simple, and there is a bijection between the space of tracial
states on C∗(Z, A, α) and the α-invariant tracial states on A. We show that,
for a minimal dynamical system (X, h) and a simple, separable, unital C∗-
algebra A, the automorphism β which extends the action of h on C(X) has
the tracial quasi-Rokhlin property, and hence that C∗(Z, C(X,A), β) has the
structural properties described above.
1. Introduction
The study of C∗-algebras arising through crossed product constructions has been
an area of significant interest in the Elliott classification program for nuclear C∗-
algebras. Two areas where considerable success has been achieved are crossed
products associated to minimal dynamical systems and crossed products by au-
tomorphisms with various forms of the Rokhlin property. In the first situation,
the case of Cantor minimal systems was studied extensively (see for example [8]
and [31]), and the techniques of [31] were later considerably generalized first to
minimal diffeomorphisms of finite-dimensional compact manifolds (see the long un-
published preprint [24], and also the survey articles [22] and [23]), and later to
finite-dimensional compact metric spaces (see [20] and [33] for the best known re-
sults). In the second situation, see for example [10], [11], [12], [13], and [19] for
results related to the Rokhlin property, and [2], [7], [27], and [30] for results related
to various forms of the tracial Rokhlin property.
There is little existing overlap between these two branches of research into crossed
products. Most forms of the Rokhlin and tracial Rokhlin properties are formulated
for C∗-algebras containing many projections (such as in the real rank zero case),
while the C∗-algebra C(X) may have few or no non-trivial projections. We intro-
duce the tracial quasi-Rokhlin property for automorphisms of a unital, separable
C∗-algebra A which is not assumed to be simple nor contain any non-trivial pro-
jections. In fact, the C∗-algebras in which we will be most interested will be of the
form C(X,A), where X is an infinite compact metrizable space and A is a simple,
separable, unital, infinite-dimensional C∗-algebra.
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In Section 2, we define the tracial quasi-Rokhlin property, and show that if α is
an automorphism of A and A has no non-trivial α-invariant ideals, then the crossed
product C∗(Z, A, α) is simple. Further, an additional technical assumption about
A (which is satisfied for our main algebras of interest) allows us to also show that
the restriction mapping T (C∗(Z, A, α)) → Tα(A), between the simplex of tracial
states on the crossed product and the simplex of α-invariant tracial states on A, is
a bijection.
In Section 3 we use this condition to show that (with appropriate hypotheses on
X and A) certain automorphisms β of the algebra C(X,A), which act minimally
on the center C(X), have the tracial quasi-Rokhlin property. After examining the
structure of ideals in C(X,A) and of its tracial state space, it will follow that
the structural theorems of Section 2 apply the the associated crossed product C∗-
algebras C∗(Z, C(X,A), β).
We would like to thank N. Christopher Phillips for his numerous contributions
and insights as this research was completed as part of the author’s Ph.D. thesis
under his supervision. We would also like to thank Dawn Archey, George Elliott,
Huaxin Lin, and Efren Ruiz for helpful suggestions and comments.
2. The Tracial Quasi-Rokhlin Property
The following definition is based on Definition 1.1 of [27] and also on the behavior
of automorphisms induced by minimal homeomorphisms.
Definition 2.1. Let A be a separable, unital C∗-algebra, and let α ∈ Aut(A). We
say that α has the tracial quasi-Rokhlin property if for every ε > 0, every finite set
F ⊂ A, every n ∈ N, and every positive element x ∈ A with ‖x‖ = 1, there exist
c0, . . . , cn ∈ A such that:
(1) 0 ≤ cj ≤ 1 for 0 ≤ j ≤ n;
(2) cjck = 0 for 0 ≤ j, k ≤ n and j 6= k;
(3) ‖α(cj)− cj+1‖ < ε for 0 ≤ j ≤ n− 1;
(4) ‖cja− acj‖ < ε for 0 ≤ j ≤ n and for all a ∈ F ;
(5) with c =
∑n
j=0 cj , there exist N ∈ N, positive elements e0, . . . , eN ∈ A,
unitaries w0, . . . , wN ∈ A, and d(0), . . . , d(N) ∈ Z such that:
(a) 1− c ≤∑Nj=0 ej;
(b) wjα
d(j)(ej)w
∗
jwkα
d(k)(ek)w
∗
k = 0 for 0 ≤ j, k ≤ N and j 6= k;
(c) wjα
d(j)(ej)w
∗
j ∈ xAx for 0 ≤ j ≤ N ;
(6) with c as above, ‖cxc‖ > 1− ε.
The key differences between this definition and Definition 1.1 of [27] are the
change from projections to positive contractions, and the statement of condition
(5) (as compared to condition (3) in Definition 1.1 of [27]). We also make no
assumptions about the simplicity of the algebra A, but it should be noted that
this definition is only formulated for cases where the algebra A is expected to be
emphα-simple (have no non-trivial α-invariant ideals), and this will be assumed in
the applications that follow.
Lemma 2.2. Let A be a separable, unital C∗-algebra, let α ∈ Aut(A), and let u
be the canonical unitary of the crossed product C∗-algebra C∗(Z, A, α). Given any
ε > 0 and n ∈ N, let c0, . . . , cn ∈ A satisfy:
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(1) 0 ≤ cj ≤ 1 for 0 ≤ j ≤ n;
(2) cjck = 0 for 0 ≤ j, k ≤ n and j 6= k;
(3) ‖α(cj)− cj+1‖ < ε for 0 ≤ j ≤ n− 1.
Then for 0 ≤ j ≤ n and 1 ≤ k ≤ n, we have ∥∥cju−kcj∥∥ < 3nε and ∥∥cjukcj∥∥ < 3nε.
Proof. For 0 ≤ i ≤ j − 1, we have∥∥αk+i(cj−i)αi(cj−i)∥∥ ≤ 2 ‖cj−i − α(cj−i−1)‖+ ∥∥αk+i+1(cj−i−1)αi+1(cj−i−1)∥∥ .
Also, for k 6= 0 we observe that∥∥αk(c0)− ck∥∥ ≤ k−1∑
i=0
∥∥αk−i(ci)− αk−i−1(ci+1)∥∥ = k−1∑
i=0
‖α(ci)− ci+1‖ < nε
For 1 ≤ k ≤ n, combining this with repeated application of the previous inequality
and using ckc0 = 0 gives∥∥cju−kcj∥∥ ≤ ∥∥αk(cj)cj∥∥ ≤ ∥∥αk+j(c0)αj(c0)∥∥+ 2 j−1∑
i=0
‖cj−i − α(cj−i−1)‖
<
∥∥αk(c0)c0∥∥+ 2nε
≤
∥∥αk(c0)− ck∥∥+ 2nε
< 3nε.
The inequality
∥∥cjukcj∥∥ < 3nε is proven similarly. 
Lemma 2.3. Let A be a separable, unital C∗-algebra, let α ∈ Aut(A), and let
a ∈ C∗(Z, A, α) be positive and non-zero. Then for any ε > 0, there exist N ∈ N
and aj ∈ A for −N ≤ j ≤ N such that ‖a0‖ = 1 and∥∥∥∥a− N∑
j=−N
aju
j
∥∥∥∥ < ε.
Proof. Let E : C∗(Z, A, α) → A be the standard faithful conditional expectation.
Set b = a1/2, which is positive and non-zero. Then as E is faithful, it follows that
E(a) = E(b2) = E(b∗b) 6= 0,
By replacing a with ‖E(a)‖−1 a if necessary, we may assume that ‖E(a)‖ = 1. Since
Cc(Z, A, α) is dense in C
∗(Z, A, α), there exist N ∈ N and b˜j ∈ A for −N ≤ j ≤ N
such that ∥∥∥∥ (a− E(a))− N∑
j=−N
b˜ju
j
∥∥∥∥ < 12ε.
Using E(a− E(a)) = 0 and E
(∑
b˜ju
j
)
= E(˜b0), we estimate∥∥b˜0∥∥ = ∥∥∥E (a− E(a))− E (∑ b˜juj)∥∥∥ ≤ ∥∥∥(a− E(a))−∑ b˜juj∥∥∥ < 12ε.
Now set b0 = 0 and bj = b˜j for 1 ≤ |j| ≤ N . Then∥∥∥∥ (a− E(a)) − N∑
j=−N
bju
j
∥∥∥∥ ≤ ∥∥b˜0∥∥+ ∥∥∥∥ (a− E(a))− N∑
j=−N
b˜ju
j
∥∥∥∥ < ε.
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By defining a0 = E(a) and aj = bj for 1 ≤ |j| ≤ N , it follows that ‖a0‖ = 1 and∥∥∥∥a− N∑
j=−N
aju
j
∥∥∥∥ = ∥∥∥∥ (a− E(a))− N∑
j=−N
bju
j
∥∥∥∥ < ε,
as required. 
Theorem 2.4. Let A be a separable, unital C∗-algebra, let α ∈ Aut(A) have the
tracial quasi-Rokhlin property, and suppose that A is α-simple. Then C∗(Z, A, α)
is simple.
Proof. Let J ⊂ C∗(Z, A, α) be a non-zero ideal, let u ∈ C∗(Z, A, α) be the canonical
unitary in the crossed product, let 0 < ε <, and let a ∈ J be non-zero and positive.
By Lemma 2.3 there exist n ∈ N and ak ∈ A for −n ≤ k ≤ n such that ‖a0‖ = 1
and ∥∥∥∥a− n∑
k=−n
aku
k
∥∥∥∥ < 14ε.
Define continuous functions f, g : [0, 1]→ [0, 1] by
f(t) =

0 t ≤ 1− ε8
16
ε (t− 1) + 2 1− ε8 < t < 1− ε16
1 t ≥ 1− ε16
and
g(t) =
{
0 t < 1− ε16
16
ε (t− 1) + 1 t ≥ 1− ε16 .
Setting q = g(a
1/2
0 ) and r = f(a
1/2
0 ), we have the relations q, r ≥ 0, rq = q, and
‖q‖ = ‖r‖ = 1. Now set M =∑k 6=0 ‖ak‖ and
ε′ =
ε
12(M(n+ 1)2 + 1)
and F = {ak : − n ≤ k ≤ n}. Apply the tracial quasi-Rokhlin property with F, ε′, n,
and q to obtain c0, . . . , cn ∈ A such that
(1) 0 ≤ cj ≤ 1 for 0 ≤ j ≤ n;
(2) cjck = 0 for 0 ≤ j, k ≤ n and j 6= k;
(3) ‖α(cj)− cj+1‖ < ε′ for 0 ≤ j ≤ n− 1;
(4) ‖cjak − akcj‖ < ε′ for 0 ≤ j ≤ n and −n ≤ k ≤ n;
(5) with c =
∑n
j=0 cj, we have ‖cqc‖ > 1− ε′.
Using the mutual orthogonality of the cj , we have∥∥∥∥ n∑
j=0
cjacj −
n∑
j=0
n∑
k=−n
cjaku
kcj
∥∥∥∥ = ∥∥∥∥ n∑
j=0
cj
(
a−
n∑
k=−n
aku
k
)
cj
∥∥∥∥
≤ max
0≤j≤n
∥∥∥∥cj(a− n∑
k=−n
aku
k
)
cj
∥∥∥∥
≤
∥∥∥∥a− n∑
k=−n
aku
k
∥∥∥∥ < 14ε.
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Since the cj approximately commute with the ak, we obtain∥∥∥∥ n∑
j=0
n∑
k=−n
cjaku
kcj −
n∑
j=0
n∑
k=−n
akcju
kcj
∥∥∥∥ = ∥∥∥∥ n∑
j=0
n∑
k=−n
(cjak − akcj)ukcj
∥∥∥∥
≤
n∑
j=0
n∑
k=−n
‖cjak − akcj‖
< 2(n+ 1)2ε′ < 14ε.
Next, applying Lemma 2.2 gives∥∥∥∥ n∑
j=0
n∑
k=−n
akcju
kcj −
n∑
j=0
a0c
2
j
∥∥∥∥ = ∥∥∥∥ n∑
j=0
∑
k 6=0
akcju
kc2j
∥∥∥∥
≤
n∑
j=0
∑
k 6=0
‖ak‖
∥∥cjukcj∥∥
< 3n(n+ 1)Mε′ < 14ε.
Finally, orthogonality of the cj gives c
2 =
∑n
j=0 c
2
j , and using this we obtain the
estimate∥∥∥∥ n∑
j=0
a0c
2
j − ca0c
∥∥∥∥ = ∥∥∥∥ n∑
j=0
(a0cj − cja0)cj
∥∥∥∥ ≤ n∑
j=0
‖a0cj − cja0‖ < (n+ 1)ε′ < 14ε.
Setting x =
∑n
j=0 cjacj , it follows that
‖x− ca0c‖ < 14ε+ 14ε+ 14ε+ 14ε = ε.
We next show that ‖ca0c‖ is sufficiently large. With f(t) as before, we compute∥∥a1/20 r − r∥∥ = sup
t∈[0,1]
|tf(t)− f(t)| ≤ 18ε
Since rq = q and ‖q‖ = 1, it follows that
∥∥a1/20 q − q∥∥ < 18ε. This gives
1− 112ε < 1− ε′ < ‖cqc‖ ≤
∥∥cqc− ca1/20 qc∥∥+ ∥∥ca1/20 qc∥∥
≤
∥∥q − a1/20 q∥∥+ ∥∥ca1/20 ∥∥
< 18ε+
∥∥∥ca1/20 ∥∥∥ ,
and so
∥∥ca1/20 ∥∥ > 1− 524ε. Now the assumption ε < 1 gives
‖ca0c‖ =
∥∥(ca1/20 )(ca1/20 )∗∥∥ = ∥∥ca1/20 ∥∥2 > (1− 524ε)2 = (1− 524)2 = 361576 .
Now suppose that J ∩ A = 0. By Theorem 3.1.7 of [26], A+ J is a C∗-subalgebra
of C∗(Z, A, α), and the assumption that J ∩ A = 0 implies that the projection
map pi : A + J → (A + J)/J is isometric when restricted to A (and of course it is
norm-reducing in general). Since ca0c ∈ A and x ∈ J , it follows that
361
576 < ‖ca0c‖ = ‖pi(ca0c)‖ = ‖pi(ca0c− x)‖ ≤ ‖ca0c− x‖ < 18 ,
a contradiction. So there must be a non-zero element in J∩A. Finally, we claim that
J ∩A is an α-invariant ideal of A. To see this, let b ∈ J ∩A. Then α(b) = ubu∗ ∈ J
since J is an ideal, and clearly α(b) ∈ A, so α(b) ∈ J ∩ A. Thus, J ∩ A is a
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non-zero α-invariant ideal of A, which implies that J ∩ A = A. It follows that
J = C∗(Z, A, α), and so C∗(Z, A, α) is simple. 
Lemma 2.5. Let f ∈ C([0, 1]).
(1) For any ε > 0, there is a δ > 0 (depending on both ε and f) such that if A
is a unital C∗-algebra and a, b ∈ A satisfy 0 ≤ a, b ≤ 1, then ‖ab− ba‖ < δ
implies ‖f(b)a− af(b)‖ < ε.
(2) For every ε > 0, there is a δ > 0 (depending on both ε and f) such that if
A is a unital C∗-algebra and a, b ∈ A satisfy 0 ≤ a, b,≤ 1, then ‖a− b‖ < δ
implies ‖f(a)− f(b)‖ < ε.
Proof. The proofs the the same as in Lemma 2.5.11 of [15]. 
Lemma 2.6. Let A be a separable, unital C∗-algebra, let α ∈ Aut(A), let Tα(A)
denote the space of all α-invariant tracial states on A, and let τ ∈ Tα(A). Then
the set I = {a ∈ A : τ(a∗a) = 0} is an α-invariant ideal of A.
Proof. The map a 7→ τ(a∗a) is clearly a bounded linear functional A → C, so the
set I = {a ∈ A : τ(a∗a) = 0} is closed. In Section 3.4 of [26] it is shown that I is
a closed left ideal of A (using Theorem 3.3.7 there). As τ(aa∗ = τ(a∗a), it is clear
that a ∈ I if and only if a∗ ∈ I. Therefore I is a closed left ideal of A that is closed
under adjoints. But then for any b ∈ A and a ∈ I, we have b∗ ∈ A and a∗ ∈ I.
Since I is a left ideal of A, we get b∗a∗ ∈ I, and since I is closed under adjoints, it
follows that ab = (b∗a∗)∗ ∈ I. Therefore, I is an ideal of A. Finally, given a ∈ I,
the α-invariance of τ implies that
τ((α(a))∗(α(a))) = τ(α(a∗)α(a)) = τ(α(a∗a)) = τ(a∗a) = 0,
and this gives α(a) ∈ I. Therefore, I is α-invariant. 
Proposition 2.7. Let A be a separable, unital C∗-algebra, let α ∈ Aut(A), and
assume that A is α-simple. Then given any τ ∈ Tα(A) and any y ∈ A with
sp(y) = [0, 1], and with µ the spectral measure for τ on C∗(y, 1), there is an open
interval U ⊂ [0, 1] such that U 6= ∅ and µ(U) < ε.
Proof. SinceA has no non-trivial α-invariant ideals, Lemma 2.6 implies that τ(a∗a) =
0 if and only if a = 0, and so τ is faithful. Let V ⊂ [0, 1] be any non-empty open
interval, let x0 ∈ V , and choose an f ∈ C∗(y, 1) ∼= C([0, 1]) such that f(x0) = 1
and supp(f) ⊂ V . Then
µ(V ) ≥
∫ 1
0
f dµ = τ(f) > 0.
Hence all non-empty open intervals in [0, 1] have positive µ-measure. For n =
2, 3, 4, . . . define open intervals Un ⊂ [0, 1] by Un =
(
1
n+1 ,
1
n
)
. Then the collection
(Un)
∞
n=1 is pairwise disjoint, and µ(Un) > 0 for all n ≥ 1 by the previous argument.
By pairwise disjointness it follows that
∞∑
n=2
µ(Un) = µ
( ∞⋃
n=2
Un
)
≤ µ([0, 1]) = 1
and so this series converges. Thus for some N ∈ N we must have∑∞n=N µ(Un) < ε,
and so by setting U = UN we obtain a non-empty open interval U ⊂ [0, 1] with
µ(U) < ε. 
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In order for the previous lemma to be useful we must know that our C∗-algebra
A contains a positive element with spectrum equal to [0, 1]. We thus introduce the
following definition.
Definition 2.8. A C∗-algebra A is called scattered if every state on A is atomic;
that is, given any state ω on A, there exist pure states (ωj)
∞
j=1 and real numbers
(tj)
∞
j=1, satisfying tj ≥ 0 for all j ≥ 1 and
∑∞
j=1 tj = 1, such that ω =
∑∞
j=1 tjωj.
By Theorem 2.2 of [14], a C∗-algebra is scattered if and only if the spectrum of
every self-adjoint element of A is countable. The argument in the fourth fact about
scattered C∗-algebras on page 61 of [1] shows that if A is unital and not scattered,
then there is a positive element y ∈ A with sp(y) = [0, 1]. For the case in which
we have the most interest the algebras involved are not scattered. (See Proposition
3.24 for the justification of this claim.)
Proposition 2.9. Let A be a separable, unital C∗-algebra that is not scattered, let
α ∈ Aut(A) have the tracial quasi-Rokhlin property, and assume that A is α-simple.
Then for every ε > 0, every finite set F ⊂ A, every n ∈ N, and every τ ∈ Tα(A),
there exist c0, . . . , cn ∈ A such that
(1) 0 ≤ cj ≤ 1 for 0 ≤ j ≤ n;
(2) cjck = 0 for 0 ≤ j, k ≤ n and j 6= k;
(3) ‖α(cj)− cj+1‖ < ε for 0 ≤ j ≤ n− 1;
(4) ‖acj − cja‖ < ε for 0 ≤ j ≤ n and for all a ∈ F ;
(5) with c =
∑n
j=0 cj, we have τ(1 − c) < ε.
Proof. Let ε > 0, F ⊂ A finite, n ∈ N, and τ ∈ Tα(A) be given. Since A is not
scattered, there is a y ∈ A with sp(y) = [0, 1]. Let µ be the spectral measure for τ
on C∗(y, 1) ∼= C([0, 1]), so that
τ(f(y)) =
∫ 1
0
f dµ
for all f ∈ C([0, 1]). By Proposition 2.7, there is a non-empty open interval I ⊂
[0, 1] such that µ(I) < ε. Since I is an open interval, there exist 0 < t0 < t1 <
t2 < t3 < t4 < t5 < t6 < 1 such that I = (t0, t6). Define continuous functions
f, g : [0, 1]→ [0, 1] by
f(t) =

0 0 ≤ t < t1
t−t1
t2−t1
t1 ≤ t < t2
1 t2 ≤ t < t4
t4−t
t5−t4
t4 ≤ t < t5
0 t5 ≤ t ≤ 1
and g(t) =

0 0 ≤ t < t2
t−t2
t3−t2
t2 ≤ t < t3
t3−t
t4−t3
t3 ≤ t < t4
0 t4 ≤ t ≤ 1
Then supp(f), supp(g) ⊂ I, fg = g, and f, g 6= 0. Set x = g(y) and b = f(y). Then
0 ≤ x ≤ b ≤ 1 and xb = bx = x. Now for any a ∈ xAx with 0 ≤ a ≤ 1, we have
a = b1/2ab1/2 ≤ b1/2(‖a‖ · 1)b1/2 ≤ b, and so τ(a) ≤ τ(b). It follows that for any
a ∈ xAx, we have
τ(a) ≤ τ(b) =
∫ 1
0
f dµ ≤ µ(I) < ε.
Now apply the tracial quasi-Rokhlin property with ε, F, n, and x, obtaining c0, . . . , cn ∈
A such that:
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(1) 0 ≤ cj ≤ 1 for 0 ≤ j ≤ n;
(2) cjck = 0 for 0 ≤ j, k ≤ n and j 6= k;
(3) ‖α(cj)− cj+1‖ < ε for 0 ≤ j ≤ n− 1;
(4) ‖acj − cja‖ < ε for 0 ≤ j ≤ n and for all a ∈ F ;
(5) with c =
∑n
j=0 cj , there exists N ∈ N, positive elements e0, . . . , eN ∈ A,
unitaries w0, . . . , wN ∈ A, and d(0), . . . , d(N) ∈ Z such that:
(a) 1− c ≤∑Nj=0 ej;
(b) αd(j)(ej)α
d(k)(ek) = 0 for 0 ≤ j, k ≤ N ;
(c) j 6= k, and wjαd(j)(ej)w∗j ∈ xAx for 0 ≤ j ≤ N .
Since each wjα
d(j)(ej)w
∗
j ∈ xAx, it follows that
∑N
j=0 wjα
d(j)(ej)w
∗
j ∈ xAx, and
so
τ
( N∑
j=0
wjα
d(j)(ej)w
∗
j
)
< ε
Then the linearity and α-invariance of τ imply that
τ(1 − c) ≤
N∑
j=0
τ(ej) =
N∑
j=0
τ
(
αd(j)(ej)
)
=
N∑
j=0
τ
(
wjα
d(j)(ej)w
∗
j
)
< ε,
which completes the proof. 
Theorem 2.10. Let A be a separable, unital C∗-algebra that is not scattered,
let α ∈ Aut(A) have the tracial quasi-Rokhlin property, and suppose that A is
α-simple. Then the restriction map T (C∗(Z, A, α))→ Tα(A) is bijective.
Proof. We first verify that every trace on T (C∗(Z, A, α)) is α-invariant when re-
stricted to A, so that the restriction map indeed has codomain Tα(A). For any
τ ∈ T (C∗(Z, A, α)) and any a ∈ A, we have
τ(α(a)) = τ(uau∗) = τ(au∗u) = τ(a),
and so this is in fact the case.
Next, we show that the restriction map is injective. Let τ ∈ T (C∗(Z, A, α)), let
ε > 0 be given, let a ∈ A be non-zero, let k ∈ N \ {0}, and let u ∈ C∗(Z, A, α) be
the canonical unitary. Set F = {a} and choose n ∈ N such that n > k and
1
n
<
ε2
16k2(‖a∗a‖+ 1) .
Apply Lemma 2.5(1) with f(x) =
√
x to obtain δ1(ε) > 0 such that for all b, e ∈ A
with 0 ≤ b, e ≤ 1 and ‖be− eb‖ < δ1(ε), we have∥∥b1/2e− eb1/2∥∥ < ε
8n
.
Similarly, apply Lemma 2.5(2) with the same f to obtain δ2(ε) > 0 such that for
all b, e ∈ A with 0 ≤ b, e ≤ 1 and ‖e− b‖ < δ2(ε), we have∥∥e1/2 − b1/2∥∥ < ε
8nk(‖a‖+ 1) .
Define
δ = min
{
1
2n3 + n2 + 1
, δ1(ε), δ2(ε),
ε2
4(τ(a∗a) + 1)
}
> 0
and apply Proposition 2.9 with δ, F, n, and τ (identifying τ with its image in Tα(A)
under the restriction map) to obtain c0, . . . , cn ∈ A such that:
THE TRACIAL QUASI-ROKHLIN PROPERTY 9
(1) 0 ≤ cj ≤ 1 for 0 ≤ j ≤ n;
(2) cjck = 0 for 0 ≤ j, k ≤ n and j 6= k;
(3) ‖α(cj)− cj+1‖ < δ for 0 ≤ j ≤ n− 1;
(4) ‖cja− acj‖ < δ for 0 ≤ j ≤ n;
(5) with c =
∑n
j=0 cj, we have τ(1 − c) < δ.
By the choice of δ, and since automorphisms commute with continuous functional
calculus, we further obtain∥∥α(c1/2j )− c1/2j+1∥∥ < ε8nk(‖a‖+ 1)
for 0 ≤ j ≤ n− k, and ∥∥c1/2j a− ac1/2j ∥∥ < ε8n
for 0 ≤ j ≤ n. It is easy to see that 0 ≤ c ≤ 1 and hence also 0 ≤ 1 − c ≤ 1.
Then (1 − c)1/2 is a well-defined positive element of A that satisfies 1 − c ≤ 1.
Observing that that continuous functions f0, f1 : [0, 1] → [0, 1] given by f0(t) = t2
and f1(t) = t satisfy f0 ≤ f1, continuous functional calculus gives (1−c)2 ≤ (1−c).
It follows that τ((1 − c)2) ≤ τ(1 − c) and so the Cauchy-Schwarz inequality yields∣∣τ(auk(1− c))∣∣2 ≤ τ((1 − c)∗(1− c))τ((auk)(auk)∗)
= τ((1 − c)2)τ((auk)∗(auk))
= τ((1 − c)2)τ(u−ka∗auk)
= τ((1 − c)2)τ(a∗a)
≤ τ(1 − c)τ(a∗a)
< δτ(a∗a).
Hence
∣∣τ(auk(1 − c))∣∣ <√δτ(a∗a) < 12ε.
Next, let e, b ∈ A be positive and orthogonal. We compute∥∥b1/2e∥∥2 = ∥∥(b1/2e)∗(b1/2e)∥∥ = ‖ebe‖ = 0,
which implies that b1/2e = 0. This gives∥∥e1/2b1/2∥∥2 = ∥∥(e1/2b1/2)∗(e1/2b1/2)∥∥ = ∥∥b1/2eb1/2∥∥ = 0,
which implies that e1/2b1/2 = 0 as well. In particular, for 0 ≤ j ≤ n − k, we have
c
1/2
j c
1/2
j+k = 0, and so τ(c
1/2
j+kau
kc
1/2
j ) = τ(au
kc
1/2
j c
1/2
j+k) = 0. For 0 ≤ j ≤ n− k, we
also have the inequality
∥∥αk(c1/2j )− c1/2j+k∥∥ ≤ k−1∑
i=0
∥∥αk−i(c1/2j+i)− αk−i−1(c1/2j+i+1)∥∥
=
k−1∑
i=0
∥∥α(c1/2j+i)− c1/2j+i+1∥∥ < kδ.
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It follows that for 0 ≤ j ≤ n− k,∣∣τ(aukcj)∣∣ = ∣∣τ(aukc1/2j c1/2j )∣∣
=
∣∣τ(aαk(c1/2j )ukc1/2j )∣∣
≤ ∣∣τ(aαk(c1/2j )ukc1/2j )− τ(ac1/2j+kukc1/2j )∣∣+ ∣∣τ(ac1/2j+kukc1/2j )∣∣
=
∣∣τ(a(αk(c1/2j )− c1/2j+k)ukc1/2j )∣∣+ ∣∣τ((ac1/2j+k − c1/2j+ka)ukc1/2j )∣∣
≤ ‖τ‖
∣∣a(αk(c1/2j )− c1/2j+k)ukc1/2j ∣∣+ ‖τ‖ ∣∣(ac1/2j+k − c1/2j+ka)ukc1/2j ∣∣
≤ ‖a‖
∣∣αk(c1/2j )− c1/2j+k∣∣+ ∣∣ac1/2j+k − c1/2j+ka∣∣
< ‖a‖ k
( ε
8nk(‖a‖+ 1)
)
+
ε
8n
<
ε
4n
.
For 0 ≤ k ≤ n− 1 the α-invariance of τ implies that
|τ(cj+1)− τ(cj)| = |τ(cj+1)− τ(α(cj))| = |τ(cj+1 − α(cj))| ≤ ‖cj+1 − α(cj)‖ < δ,
and so we obtain∣∣∣∣(n+ 1)τ(c0)− n∑
j=0
τ(cj)
∣∣∣∣ ≤ n∑
j=1
|τ(cj)− τ(c0)| ≤
n∑
j=1
j−1∑
i=0
|τ(cj−i)− τ(cj−i−1)|
<
n∑
j=1
jδ ≤ n2δ.
Now, since 0 ≤ c ≤ 1, we have ∑nj=0 τ(cj) ≤ 1. Combining this with the previous
result gives
(n+ 1)τ(c0) < n
2δ +
n∑
j=0
τ(cj) ≤ n2δ + 1,
and this implies that
τ(c0) <
n2δ + 1
n+ 1
<
1
2n + 1
n+ 1
<
1
n
.
Further, since |τ(cj)− τ(c0)| < nδ for 1 ≤ j ≤ n (this follows by iterating one of the
previous inequalities with the triangle inequality), we conclude that for 0 ≤ j ≤ n,
we have
τ(cj) < nδ + τ(c0) < nδ +
n2δ + 1
n+ 1
<
(2n2 + n)δ + 1
n+ 1
<
1
n + 1
n+ 1
=
1
n
.
Now 0 ≤ cj ≤ 1 implies that c2j ≤ cj by the same functional calculus argument that
was used to show (1 − c)2 ≤ 1 − c, and consequently 0 ≤ τ(c2j ) ≤ τ(cj). Applying
Theorems 3.3.2 and 3.3.7 of [26] gives∣∣τ(aukcj)∣∣2 ≤ ‖τ‖ τ((aukcj)∗(aukcj)) = τ((ukcj)∗a∗a(ukcj))
≤ ‖a∗a‖ τ((ukcj)∗(ukcj))
= ‖a∗a‖ τ(c2j ) ≤ ‖a∗a‖ τ(cj) <
‖a∗a‖
n
<
ε2
16k2
,
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which implies
∣∣τ(aukcj)∣∣ < ε4k . Finally, we compute∣∣τ(auk)∣∣ ≤ ∣∣τ(auk(1− c))∣∣+ ∣∣τ(aukc)∣∣
< 12ε+
n−k∑
j=0
∣∣τ(aukcj)∣∣+ n∑
j=n−k+1
∣∣τ(aukcj)∣∣
< 12ε+
n−k∑
j=0
ε
4n
+
n∑
j=n−k+1
ε
4k
≤ 12ε+ 14ε+ 14ε
= ε.
Since ε > 0 was arbitrary, it follows that τ(auk) = 0. Now if k ∈ Z with k < 0,
then the previous argument implies that τ(a∗u−k) = 0, and therefore
τ(auk) = τ(uka) = τ((a∗u−k)∗) = τ(a∗u−k) = 0.
Thus for any τ ∈ T (C∗(Z, A, α)), any non-zero a ∈ A, and any k ∈ Z \ {0}, we
have τ(auk) = 0. Let E : C∗(Z, A, α)→ A be the standard conditional expectation.
Then for any element
∑N
j=−N aju
j ∈ Cc(Z, A, α), we have
τ
( N∑
j=−N
aju
j
)
= τ(a0) = τ
(
E
( N∑
j=−N
aju
j
))
,
and so τ = τ ◦E on a dense subset of C∗(Z, A, α). This implies that the restriction
map T (C∗(Z, A, α))→ Tα(A) is injective.
For surjectivity, let τ ∈ Tα(A), and let E be the standard conditional expectation
introduced above. We claim that τ˜ = τ ◦ E is a tracial state on C∗(Z, A, α) that
satisfies τ˜ |A = τ . It is clear that τ˜ is a positive linear map since both τ and E are
positive, and we compute τ˜(1) = τ(E(1)) = τ(1) = 1. Let a = a0u
m and b = b0u
n
for some a0, b0 ∈ A and m,n ∈ Z. Then we obtain the formulas
ab = a0u
mb0u
n = a0α
m(b0)u
m+n
and
ba = b0u
na0u
m = b0α
n(a0)u
m+n
If m 6= n, then E(ab) = 0 = E(ba), and consequently τ˜(ab) = 0 = τ˜ (ba). So assume
that m = −n, which implies E(ab) = a0α−n(b0) and E(ba) = b0αn(a0). Using the
α-invariance of τ and the trace property, we obtain
τ(a0α
−n(b0)) = τ(α
−n(αn(a0)b0) = τ(α
n(a0)b0) = τ(b0α
n(a0)),
which implies that
τ˜ (ab) = τ(E(ab)) = τ(E(ba)) = τ˜ (ba).
Since the dense subset Cc(Z, A, α) of C
∗(Z, A, α) is linearly spanned by elements of
the form aun for a ∈ A and n ∈ Z, it follows that τ˜ is a tracial state on C∗(Z, A, α).
Since E(a) = a for all a ∈ A, we clearly have τ˜ |A = τ , which completes the
proof that the restriction map T (C∗(Z, A, α)) → Tα(A) is surjective, and hence a
bijection. 
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3. Automorphisms of C(X,A) with the Tracial Quasi-Rokhlin
Property
Our next goal is to study the automorphisms for a sort of noncommutative min-
imal dynamical system, where the commutative C∗-algebra C(X) is tensored with
a simple, separable, unital, infinite-dimensional C∗-algebra A. We prove that au-
tomorphisms of such algebras which take the action of a minimal homeomorphism
when restricted to the central subalgebra C(X) satisfy the tracial quasi-Rokhlin
property (under some additional technical assumptions). After further considera-
tion of the structure of these algebras, it will follow that our results for crossed
products by automorphisms with the tracial quasi-Rokhlin property in Section 2
will apply to their associated crossed product C∗-algebras.
Notation 3.1. Throughout, we let X be an infinite compact metrizable space,
and let h : X → X be a minimal homeomorphism. The corresponding minimal
dynamical system (X,h) will sometimes be denoted simply by X , with the home-
omorphism h understood. We denote by Mh(X) the space of h-invariant Borel
probability measures on X . Whenever necessary, it will be assumed that X is a
metric space with metric d. In this case, for x ∈ X and ε > 0, we will denote the
ε-ball centered at x by
B(x, ε) = {y ∈ X : d(x, y) < ε} .
We denote the boundary of a set A ⊂ X by ∂A. In particular, if U ⊂ X is open
then ∂U = U \ U , and if C ⊂ X is closed then ∂C = C \ int(C). We take A to
be a simple, unital, separable, infinite-dimensional nuclear C∗-algebra. Form the
algebra C(X,A), which we frequently identify with C(X)⊗A in the canonical way.
For f ∈ C(X) and a ∈ A, we denote by f ⊗ a the element of C(X,A) given by
(f ⊗ a)(x) = f(x)a for all x ∈ X , noting that these elements span C(X,A). We
identify C(X) with the central subalgebra of C(X,A) given by {f ⊗ 1: f ∈ C(X)}.
We will eventually want it to be the case that C(X,A) has cancellation of pro-
jections and order on projections determined by traces. This will in fact occur for
many reasonable choices of A. The proof of the following proposition uses heavy
machinery, and it is likely that its conclusion applies to a more general class of
algebras A.
Proposition 3.2. Let (X,h) and A be as in Notation 3.1. Assume in addition
that A has tracial rank zero and satisfies the Universal Coefficient Theorem. Then
C(X,A) has cancellation of projections, and order on projections over C(X,A) is
determined by traces.
Proof. Since A has tracial rank zero and satisfies the Universal Coefficient Theorem,
Lin’s classification theory (see [18]) implies that A is a simple infinite-dimensional
AH-algebra with no dimension growth. Write A ∼= lim
−→
An, where the An are ho-
mogeneous algebras and the direct system has no dimension growth, and observe
that
C(X,A) ∼= C(X)⊗A ∼= C(X)⊗
(
lim
−→
An
) ∼= lim
−→
C(X)⊗An ∼= lim
−→
C(X,An).
Hence C(X,A) itself is a simple, infinite-dimensional inductive limit of homoge-
neous algebras with no dimension growth. Now Corollary 1.9 of [29] implies that
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the associated direct system has strict slow dimension growth. By Theorem 3.7 of
[25], it follows that C(X,A) has cancellation and order on projections over C(X,A)
is determined by traces. 
Unfortunately, the assumption that A has real rank zero (in addition to the other
standard hypotheses) is not sufficient to guarantee that C(X,A) has cancellation.
We are thankful to Efren Ruiz for pointing out the following result.
Proposition 3.3. Let (X,h) and A be as in Notation 3.1, and assume that A is
purely infinite. Then C(X,A) does not have cancellation of projections.
Proof. Let p ∈ A be a non-zero projection. Since A is purely infinite, there is a
unital embedding
ι : O2 → (1⊗ p)C(X,A)(1 ⊗ p) ⊂ C(X,A).
Then 0+ι(1) ∼ ι(1)+ι(1), but 0 is not Murray-von Neumann equivalent to ι(1). 
Remark 3.4. It is possible that A being infinite-dimensional, stably finite, and
having real rank zero is sufficient to imply that C(X,A) has cancellation of projec-
tions and order on projections determined by traces. On the other hand, real rank
zero is certainly not necessary. If X is connected and Z is the Jiang-Su algebra,
then C(X,Z) has no nontrivial projections and so both properties hold.
Proposition 3.5. Let (X,h) and A be as in Notation 3.1. For x ∈ X , denote
by µx ∈M(X) (where M(X) is the space of all Borel probability measures on X)
the point-mass measure concentrated at x. Then T (C(X,A)) is the weak*-closed
convex hull of the set
{µx ⊗ τ : x ∈ X, τ ∈ T (A)} .
Proof. It suffices to prove that for any ε > 0, any finite set F ⊂ C(X,A), and any
τ ∈ T (C(X,A)), there exist x1, . . . , xn ∈ X , τ1, . . . , τn ∈ T (A), and λ1, . . . , λn ∈
[0, 1] with
∑n
j=1 λj = 1 such that∣∣∣∣τ(b)− n∑
j=1
λjµxj ⊗ τj(b)
∣∣∣∣ < ε
for all b ∈ F . Let ε > 0, a finite set F ⊂ C(X,A), and τ ∈ T (C(X,A)) be
given. Choose δ > 0 such that whenever E ⊂ X with diam(E) < δ, we have
‖b(x)− b(y)‖ < ε for any b ∈ F and all x, y ∈ E (this can be done since F is
finite). Choose an open cover {Ej}nj=1 for X such that diam(Ej) < δ for 1 ≤ j ≤ n.
Choose a partition of unity {gj}nj=1 subordinate to this cover. For 1 ≤ j ≤ Ej ,
choose xj ∈ Ej . By the choice of the sets Ej we then have∥∥∥∥b− n∑
j=1
gj ⊗ b(xj)
∥∥∥∥ < ε
for each b ∈ F . For 1 ≤ j ≤ n define σj(a) = τ(gj ⊗ a). Then each σj is clearly
a positive linear functional on A that satisfies the trace property, and so there is a
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λj ≥ 0 and a τj ∈ T (A) such that σj = λjτj . Now for any b ∈ F , we have∣∣∣∣τ(b) − n∑
j=1
λjµxj ⊗ τj(b)
∣∣∣∣ = ∣∣∣∣τ(b)− n∑
j=1
λjτj(b(xj))
∣∣∣∣
=
∣∣∣∣τ(b)− n∑
j=1
τ(gj ⊗ b(xj)
∣∣∣∣ ≤ ∥∥∥∥b− n∑
j=1
gj ⊗ b(xj)
∥∥∥∥ < ε,
which completes the proof. 
Lemma 3.6. Let (X,h) and A be as in Notation 3.1. Let α : X → Aut(A) (where
α(x) will be denoted αx) be a map which is continuous in the strong operator
topology. (In other words, for each a ∈ A the mapping x → αx(a) is norm-
continuous.) Then the map α−1 : X → Aut(A) given by α−1(x) = α−1x is continuous
in the strong operator topology.
Proof. This is a straightforward calculation. 
Proposition 3.7. Let (X,h) and A be as in Notation 3.1. Let α : X → Aut(A)
be a map which is continuous in the strong operator topology. Define a map
β : C(X,A) → C(X,A) by β(f)(x) = αx(f ◦ h−1(x)) for each x ∈ X . Then
β ∈ Aut(C(X,A)).
Proof. We first verify that β(f) is continuous for f ∈ C(X,A). Let ε > 0 be
given, let f ∈ C(X,A), and let x ∈ X . Since f ◦ h−1(x) ∈ A and α is continuous
in the strong operator topology, there exists δ1 > 0 such that d(x, y) < δ1 im-
plies
∥∥αx(f ◦ h−1(x)) − αy(f ◦ h−1(x))∥∥ < ε/2. Since f is continuous, there exists
δ2 > 0 such that d(x, y) < ε/2 implies ‖f(x)− f(y)‖ < ε/2. Also, since h is a home-
omorphism, there is a δ3 > 0 such that d(x, y) < δ3 implies d(h
−1(x), h−1(y)) < δ2.
Now let δ = min {δ1, δ2, δ3}. Then for all y ∈ X with d(x, y) < δ, we have
‖β(f)(x) − β(f)(y)‖ =
∥∥αx(f ◦ h−1(x)) − αy(f ◦ h−1(y))∥∥
<
ε
2
+ ‖αx‖
∥∥f ◦ h−1(x)− f ◦ h−1(y)∥∥
< ε.
Thus β(f) is continuous at x. Since this holds for any x ∈ X , it follows that
β(f) ∈ C(X,A).
Since the operations on C(X,A) are given pointwise, each αx is an automorphism
on A for x ∈ X , and the map f 7→ f ◦ h−1 is an automorphism of C(X), it follows
easily that for all f, g ∈ C(X,A), we have β(f+g) = β(f)+β(g), β(fg) = β(f)β(g),
and β(f∗) = β(f)∗. This implies that β is a ∗-homomorphism.
Next suppose that f ∈ ker(β). Then β(f)(x) = 0 for all x ∈ X , and so αx(f ◦
h−1(x)) = 0 for all x ∈ X . Since each αx is an automorphism of A, this implies that
f ◦h−1(x) = 0 for each x ∈ X , and hence f ◦h−1 = 0. As h is a homeomorphism, it
follows that f = 0. Now let f ∈ C(X,A). Define g : X → A by g(x) = α−1x (f◦h(x)).
That g is continuous follows from the same argument that shows β is continuous,
using Lemma 3.6. Now for each x ∈ X , β(g)(x) = αx(α−1x ((f ◦h)◦h−1(x))) = f(x),
and so β(g) = f . It follows that β is bijective, and hence β ∈ Aut(C(X,A)). 
Proposition 3.8. Let (X,h) and A be as in Notation 3.1. Let α : X → Aut(A) be
continuous in the strong operator topology. For k ∈ Z \ {0}, we define α(k) : X →
Aut(A) by α(k)(x) = αx◦αh−1(x)◦· · ·◦αh−(k−1)(x) if k ≥ 1 and α(k)(x) = αh(x)◦· · ·◦
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αh|k|(x) if k < 0, henceforth denoting α
(k)(x) by α
(k)
x . Then α(k) is continuous in
the strong operator topology. Moreover, the map α−(k) : X → Aut(A), defined by
α
−(k)
x = α
−1
h−(k−1)(x)
◦ · · ·α−1h−1(x) ◦α−1x for k ≥ 1 and α
−(k)
x = α
−1
h|k|(x)
◦ · · · ◦α−1h(x) for
k < 0, is continuous in the strong operator topology and satisfies α
−(k)
x = (α
(k)
x )−1
for all x ∈ X .
Proof. First, assume that k ≥ 1. We proceed by induction on k. When k = 1
the map α(1) : X → Aut(A) is simply α(1)x = αx, which is continuous in the strong
operator topology by assumption. Suppose that α(k) is continuous in the strong
operator topology for some k ≥ 1. Let ε > 0 be given, let a ∈ A, and let x ∈ X .
Then there is a δ1 > 0 such that d(x, y) < δ1 implies
∥∥∥α(k)x (a)− α(k)y (a)∥∥∥ < 12ε.
Further, with b = α
(k)
x (a), the strong operator continuity of α = α(1) gives a δ2 > 0
such that d(x, y) < δ2 implies ‖αx(b)− αy(b)‖ < 12ε. Let δ = min {δ1, δ2}. Then
d(x, y) < δ implies that∥∥∥α(k+1)x (a)− α(k+1)y (a)∥∥∥ ≤ ∥∥∥α(k+1)x (a)− αy ◦ α(k)x (a)∥∥∥+ ∥∥∥αy ◦ α(k)x (a)− α(k+1)y (a)∥∥∥
=
∥∥∥αx(α(k)x (a))− αy(α(k)x (a))∥∥∥+ ∥∥∥αy(α(k)x (a)− α(k)y (a))∥∥∥
≤ ‖αx(b)− αy(b)‖ +
∥∥∥α(k)x (a)− α(k)y (a)∥∥∥
< 12ε+
1
2
= ε.
It follows that α(k+1) is continuous at x in the strong operator topology. Since
this holds for all x ∈ X , α(k+1) is continuous in the strong operator topology. By
induction, α(k) is continuous in the strong operator topology for all k ≥ 1. To
obtain continuity for all k ∈ Z \ {0}, note that g = h−1 is also a homeomorphism,
and for any k ≥ 1 we have
α(−k)x = αhx ◦ · · · ◦ αhk(x) = αg−1(x) ◦ · · · ◦ αg−k(x).
Applying the above argument to the map γ(k) : X → Aut(A) given by γ(k)(x) =
αx ◦ αg−1(x) ◦ αg−k(x) shows that γ(k)x = αx ◦ α(−k)x is continuous at x in the strong
operator topology for k ≥ 1. Since α−1x is also continuous at x in the strong operator
topology, so is α
(−k)
x = α−1x ◦ γ(k)x Thus α(k) is continuous in the strong operator
topology for all k ∈ Z.
Finally, α−1 is continuous in the strong operator topology by Lemma 3.6, and so
an argument analogous to the one above, with α−1 in place of α, shows that α−(k)
is continuous in the strong operator topology for all k ∈ Z. Further, it is easy to
see that for any x ∈ X , α(k)x ◦ α−(k)x = idA = α−(k)x ◦ α(k)x . 
Corollary 3.9. Let (X,h) and A be as in Notation 3.1, and let β ∈ Aut(C(X,A))
be the automorphism of Proposition 3.7. For n ∈ Z \ {0}, the automorphism
βn ∈ Aut(C(X,A)) is given explicitly by βn(f)(x) = α(n)x (f ◦h−n(x)) for all x ∈ X .
Proof. We consider first the case where n ≥ 1, and proceed by induction on n.
Observe that for all x ∈ X , we have
β1(f)(x) = β(f)(x) = αx(f ◦ h−1(x)) = α(1)x (f ◦ h−1(x))
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and so the base case holds. Next, suppose that βn(f)(x) = α
(n)
x (f ◦ h−n(x)) for
some n ≥ 1. Then for all x ∈ X , we compute
βn+1(f)(x) = βn(β(f))(x)
= α(n)x ((β(f)) ◦ h−n(x))
= α(n)x (β(f)(h
−n(x)))
= α(n)x (αh−n(x)(f ◦ h−1(h−n(x))))
= α(n)x ◦ αh−n(x)(f ◦ h−1−n(x))
= α(n+1)x (f ◦ h−(n+1)(x)).
It follows that the result holds for all n ≥ 1. To extend this result to all n ∈ Z\{0},
we first observe that ψ ∈ Aut(C(X,A)), given by ψ(f)(x) = α−1h(x)(f◦h(x)), satisfies
ψ ◦β(f)(x) = f(x) = β ◦ψ(f)(x) for all f ∈ C(X,A) and x ∈ X , and hence ψ ◦β =
idC(X,A) = β ◦ ψ. This gives ψ = β−1. Further, an induction argument entirely
analogous to the one above shows that for k ≥ 1, ψk(f)(x) = α(−k)x (f ◦hk(x)) for all
f ∈ C(X,A) and x ∈ X . But ψ = β−1 implies that β−k(f)(x) = α(−k)x (f◦hk(x)) for
k ≥ 1. Letting n = −k, it follows that βn(f)(x) = α(n)x (f ◦ h−n(x)) for n < 0. 
Lemma 3.10. Let (X,h) and A be as in Notation 3.1, and let α : X → Aut(A) be
continuous in the strong operator topology. Assume in addition that C(X,A) has
order on projections determined by traces. Let p0 ∈ A be a non-zero projection, let
k ∈ Z, and let α(k) be as in Proposition 3.8. Then for any projection p ∈ A with
the property that
inf
τ∈T (A)
τ(p0)− sup
τ∈T (A)
τ(p) > 0,
the function qp,k : X → A given by qp,k(x) = α(k)x (p) is a projection in C(X,A)
that satisfies qp,k - 1⊗ p0.
Proof. It is clear that qp,k is continuous, that q
∗
p,k = qp,k, and that q
2
p,k = qp,k.
Therefore, qp,k is a projection in C(X,A). By Proposition 3.5, in order to show that
λ(qp,k) < λ(1⊗p0) for all λ ∈ T (C(X,A)), it suffices to show that λ(qp,k) < λ(1⊗p0)
for all λ of the form λ = µ ⊗ τ , where µ ∈ M(X) and τ ∈ T (A). We first observe
that for any x ∈ X , α(k)x ∈ Aut(A) implies that τ ◦ α(k)x ∈ T (A). Then for any
µ ∈M(X), any τ ∈ T (A), and λ = µ⊗ τ , we have
λ(qp,k) =
∫
X
τ(qp,k(x)) dµ =
∫
X
τ(α(k)x (p)) dµ
≤ sup
σ∈T (A)
∫
X
σ(p) dµ
< inf
σ∈T (A)
∫
X
σ(p0) dµ
≤
∫
X
τ(p0) dµ = λ(1⊗ p0).
As mentioned above, this is sufficient to imply that λ(qp,k) < λ(1 ⊗ p0) for all
λ ∈ C(X,A). Since order on projections over C(X,A) is determined by traces, we
conclude that qp - 1⊗ p0. 
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Lemma 3.11. Let (X,h) and A be as in Notation 3.1, and assume in addition
that C(X,A) has cancellation of projections. Let p, q ∈ C(X,A) be projections
with p - q. Then there is a unitary w ∈ C(X,A) such that wpw∗ ≤ q.
Proof. Since C(X,A) has cancellation, there exists a projection e ∈ C(X,A) such
that e ≤ q and partial isometries s, t ∈ C(X,A) such that s∗s = p, ss∗ = e, t∗t =
1 − p, and tt∗ = 1 − e. Define w = s + t. It is straightforward to check that
s∗t = st∗ = ts∗ = t∗s = 0, from which it follows that w∗w = (s∗ + t∗)(s + t) =
s∗s+ t∗t = p+(1− p) = 1 and ww∗ = (s+ t)(s∗+ t∗) = ss∗+ tt∗ = e+(1− e) = 1,
so w is unitary. Moreover,
wpw∗ = (s+ t)p(s∗ + t∗)
= sps∗ + tpt∗ + spt∗ + tps∗
= ss∗ss∗ + t(1 − t∗t)t∗ + ss∗st∗ + t(1− t∗t)s∗
= e2 + tt∗ − tt∗tt∗
= e+ (1− e)− (1− e)2
= e,
as required. 
Definition 3.12. Let (X,h) and A be as in Notation 3.1. For an open set V ⊂ X
and a projection p ∈ A, the hereditary subalgebra of C(X,A) determined by V
and p, denoted by Her(V, p), is defined to be the hereditary subalgebra of C(X,A)
generated by all functions f ∈ C(X,A) such that supp(f) ⊂ V and f ≤ 1⊗ p.
We wish to show that given a hereditary subalgebra determined by some non-
zero projection p and non-empty open set V , any sufficiently small positive central
element f ⊗ 1 of C(X,A) can be decomposed into positive elements which, upon
translating by β and conjugating by unitaries, are mutually orthogonal elements of
the hereditary subalgebra. To do this requires us to be able to carry out a similar
decomposition at the level of the space X . Definition 3.14, which first appeared in
[5], gives a property which allows such a decomposition. In order to state it, and
for some results which come later, we need definitions describing certain smallness
properties for closed sets.
Definition 3.13. Let (X,h) be as in Notation 3.1, and let F ⊂ X be closed.
(1) We say F is universally null if µ(F ) = 0 for all µ ∈Mh(X).
(2) We say F is topologically h-small if there is some m ∈ Z+ such that when-
ever d(0), d(1), . . . , d(m) are m+ 1 distinct elements of Z, then hd(0)(F ) ∩
hd(1)(F ) ∩ · · · ∩ hd(m)(F ) = ∅.
In Corollary 2.11 of [5], it is shown that a topologically h-small set is universally
null. This fact will be used repeatedly in the proof of Theorem 3.19.
Definition 3.14. Let (X,h) be as in Notation 3.1. We say (X,h) has the dynamic
comparison property if whenever U ⊂ X is open and C ⊂ X is closed with ∂C, ∂U
universally null and µ(C) < µ(U) for every µ ∈ Mh(X), then there are M ∈ N,
continuous functions fj : X → [0, 1] for 0 ≤ j ≤ M , and d(0), . . . , d(M) ∈ Z such
that
∑M
j=0 fj = 1 on C, and such that the sets supp(fj ◦h−d(j)) are pairwise disjoint
subsets of U for 0 ≤ j ≤M .
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In [5] it is shown this property holds for a large class of minimal dynamical
systems (X,h) that includes all finite-dimensional examples. It will also be used in
the proof of our main result.
Proposition 3.15. Let (X,h) and A be as in Notation 3.1. Let β ∈ Aut(C(X,A))
be the automorphism of Proposition 3.7. Assume that (X,h) has the dynamic
comparison property and that A is a non-elementary C∗-algebra with real rank zero
and order on projections determined by traces. Then for every non-zero projection
p0 ∈ A and every non-empty open set V ⊂ X , there exist M ∈ N and ε > 0
such that whenever g0 ∈ C(X) is positive and satisfies µ(supp(g0)) < ε for all
µ ∈ Mh(X), then there exist for 0 ≤ k ≤ M positive elements ak ∈ C(X,A),
unitaries wk ∈ C(X,A), and r(k) ∈ Z such that:
(1)
∑M
k=0 ak ≥ g0 ⊗ 1;
(2) the elements βr(k)(ak) are mutually orthogonal, and supp(β
r(k)(ak)) ⊂ V
for each k;
(3) with bk = wkβ
r(k)(ak)w
∗
k, the bk are mutually orthogonal positive elements
in Her(V, p0).
Proof. Set δ = infτ∈T (A) τ(p0) > 0, and choose N ∈ N such that N > 1 and
1/N < δ/2. Then by Theorem 1.1 of [34] there exist 2N + 1 mutually orthogonal
projections q0, . . . , q2N such that q0 - q1 ∼ · · · ∼ q2N and
∑2N
j=0 qj = 1. We
immediately obtain τ(q1) = · · · = τ(q2N ) for all τ ∈ T (A). Then for 1 ≤ j ≤ 2N
and each τ ∈ T (A), we have
1 = τ(1) =
2N∑
i=0
τ(qi) ≥
2N∑
i=1
τ(qi) = 2
Nτ(qj),
and so τ(qj) ≤ 1/2N . This gives τ(qj) < 1/N < δ/2 for 1 ≤ j ≤ 2N , and hence
that
inf
τ∈T (A)
τ(p0)− sup
τ∈T (A)
(qj) > δ − δ/2 = δ/2 > 0
for all τ ∈ T (A). In particular, we clearly have τ(qj) < τ(p0) for 1 ≤ j ≤ 2N and
for all τ ∈ T (A), and since the order on projections in A is determined by traces,
we conclude that qj - p0 for 1 ≤ j ≤ 2N . Since q0 - q1, we actually obtain qj - p0
for 0 ≤ j ≤ 2N .
Set J = 2N , and let σ = infµ∈Mh(X) µ(V ) > 0. Choose J distinct points
x0, . . . , xJ ∈ V and for each j consider the nested sequence of neighborhoods
(B(xj , 1/k))
∞
k=1. Choose KJ+1 ∈ N so large that the sets B(xj , 1/KJ+1) are pair-
wise disjoint subsets of V for 0 ≤ j ≤ J .
For each 0 ≤ j ≤ J , apply the same argument as in the proof of Lemma 1.4 of [5]
to find a Kj ∈ N so large that µ(B(xj , 1/Kj)) < σ/(J + 1) for every µ ∈ Mh(X).
Let K = max {K0, . . . ,KJ+1}, and for 0 ≤ j ≤ 2N set Vj = B(xj , 1/K). Then for
0 ≤ j ≤ J , we have µ(Vj) < σ/(J + 1) for every µ ∈ Mh(X), and the sets Vj are
pairwise disjoint subsets of V . Using Proposition 3.9 of [5], for 0 ≤ j ≤ J choose
open sets Wj such that xj ∈ Wj ⊂W j ⊂ Vj with ∂Wj topologically h-small. Now
set
ε = min
0≤j≤M
inf
µ∈Mh(X)
µ(Wj) > 0.
Choose an open set E ⊂ X such that µ(E) < ε for all µ ∈ Mh(X), and let
g0 ∈ C(X) be positive such that C0 = supp(g0) ⊂ E. Apply Proposition 3.9 of [5]
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to obtain a closed set C with C0 ⊂ C ⊂ E and ∂C topologically h-small. Then for
0 ≤ j ≤ J , we have µ(C) < ε < µ(Wj) for all µ ∈ Mh(X), with the sets ∂C and
∂Wj universally null. By assumption, (X,h) has the dynamic comparison property.
Thus for each 0 ≤ j ≤ J there exist Mj ∈ N, continuous functions fj,i : X → [0, 1]
for 0 ≤ i ≤ Mj , and rj(i) ∈ Z for 0 ≤ i ≤ Mj, such that
∑Mj
i=0 fj,i = 1 on C (and
hence also on C0 = supp(g0)) and such that the sets supp(fj,i ◦h−rj(i)) are pairwise
disjoint subsets of Wj ⊂ Vj for 0 ≤ i ≤Mj.
For 0 ≤ j ≤ J and 0 ≤ i ≤ Mj, define qj,i : X → A by qj,i(x) = α(rj(i))x (qj).
From the inequality computed earlier, we have
inf
τ∈T (A)
τ(p0)− sup
τ∈T (A)
τ(qj,i) ≥ δ/2 > 0.
Then by Lemma 3.10, each qj,i is an element of C(X,A) and qj,i - 1⊗p0. Hence by
Lemma 3.11, there exist unitaries wj,i ∈ C(X,A) for 0 ≤ j ≤ J , 0 ≤ i ≤ Mj such
that wj,iqj,iw
∗
j,i ≤ 1 ⊗ p0. Now for 0 ≤ j ≤ J and 0 ≤ i ≤ Mj set aj,i = fj,i ⊗ qj
and bj,i = wj,iβ
rj(i)(aj,i)w
∗
j,i.
Let x ∈ X . If x 6∈ C, then (g0 ⊗ 1)(x) = 0 ≤
∑J
j=0
∑Mj
i=0 aj,i(x). If x ∈ C, then
we compute
J∑
j=0
Mj∑
i=0
aj,i(x) =
J∑
j=0
Mj∑
i=0
fj,i(x)qj =
J∑
j=0
qj
( Mj∑
i=0
fj,i(x)
)
=
J∑
j=0
qj = 1.
It follows that g0 ⊗ 1 ≤
∑J
j=0
∑Mj
i=0 aj,i. Next, for any x ∈ X , we have
βrj(i)(aj,i)(x) = α
(rj(i))
x ((fj,i ◦ h−rj(i)(x))qj)
= (fj,i ◦ h−rj(i)(x))α(rj(i))x (qj)
= (fj,i ◦ h−rj(i)(x))qj,i(x).
This gives supp(βrj(i)(aj,i)) ⊂ supp(fj,i ◦ h−rj(i)) ⊂ V which implies the sets
supp(βrj(i)(aj,i)) are pairwise disjoint, and hence that the elements β
rj(i)(aj,i)
are mutually orthogonal. Since supp(bj,i) ⊂ supp(βrj(i)(aj,i)), it follows imme-
diately that the bj,i are also mutually orthogonal. Moreover, as 0 ≤ fj,i ≤ 1 and
wj,iqj,iw
∗
j,i ≤ p0, it follows that 0 ≤ bj,i ≤ 1 ⊗ p0. Therefore, the bj,i are mutually
orthogonal positive elements in Her(V, p0). Now simply order the aj,i, wj,i, dj(i),
and bj,i as ak, wk, d(k), and bk for 0 ≤ k ≤M , where M + 1 =
∑J
j=0Mj. 
Lemma 3.16. Let E ⊂ C be open, let f : E → C be continuous, let A be a unital
C∗-algebra, and set Q = {b ∈ A : b is normal with sp(b) ⊂ E}. Then ϕ : Q → A
given by ϕ(b) = f(b) is norm-continuous.
Proof. This is easily adapted from Lemma 2.5.11 of [15]. 
Proposition 3.17. Let (X,h) and A be as in Notation 3.1. Let g ∈ C(X,A) be
a non-zero positive element with ‖g‖ = 1. Then there is an open set V ⊂ supp(g),
a non-zero projection p0 ∈ A, and a unitary w ∈ C(X,A) such that wfw∗ ∈
gC(X,A)g for all f ∈ Her(V, p0).
Proof. Let ε > 0 be given, and assume that ε < 1. Since ‖g‖ = 1 and X is compact,
there exists x0 ∈ supp(g) such that ‖g(x0)‖ = 1. Let a = g(x0) (note that a ≥ 0
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since g is positive) and define continuous functions k1, k2 : [0, 1]→ [0, 1] by
k1(t) =
{
32
32−ε t 0 ≤ t ≤ 1− ε32
1 1− ε32 < t ≤ 1
and
k2(t) =
{
0 0 ≤ t ≤ 1− ε64
64
ε (t− 1) + 1 1− ε64 < t ≤ 1.
Setting a1 = k1(a) and a2 = k2(a), we observe that a2a1 = a2 and
‖a− a1‖ = sup
t∈[0,‖a‖]
|t− k1(t)| < 116ε.
This gives ‖a2a− a2‖ = ‖a2a− a2a1‖ ≤ ‖a− a1‖ < 116ε. Since A has real rank
zero, there is a non-zero projection q ∈ a2Aa2. Then a2a1 = a2 implies that
qa1 = q. We thus obtain ‖qa− q‖ = ‖qa− qa1‖ ≤ ‖a− a1‖ < 116ε, and similarly
‖aq − q‖ < 116ε. Now choose a neighborhood U of x0 such that ‖g(x)− g(x0)‖ < 18ε
for all x ∈ U . Using the compactness of X , choose an open setW ⊂ U withW ⊂ U ,
and set K =W . Then for all x ∈ K,
‖qg(x)− q‖ ≤ ‖qg(x)− qg(x0)‖+ ‖qg(x0)− q‖
≤ ‖g(x)− g(x0)‖+ ‖qa− q‖
< 18ε+
1
8ε
= 14ε.
So for all x ∈ K, we have
‖g(x)qg(x)− q‖ ≤ ‖g(x)qg(x) − g(x)q‖ + ‖g(x)q − q‖
≤ ‖g(x)‖ ‖qg(x)− q‖+ ‖g(x)q − q‖
< 14ε+
1
4ε
= 12ε.
SetE = (−∞, 1/2)∪(1/2,∞), f = χ(1/2,∞), andQ = {b ∈ A : bb∗ = b∗b, sp(b) ⊂ E}.
Apply Lemma 3.16 to obtain a continuous function ϕ : Q → A such that ϕ(b) =
χ(1/2,∞)(b) for all b ∈ Q. Next observe that for all x ∈ K, ‖g(x)qg(x) − q‖ < 12ε < 12
implies that g(x)qg(x) ∈ Q. Thus we may define a function ψ : K → Q by
ψ(x) = g(x)qg(x). Further, for x, y ∈ K we have
‖ψ(x) − ψ(y)‖ = ‖g(x)qg(x)− g(y)qg(y)‖
≤ ‖g(x)qg(x)− q‖+ ‖q − g(y)qg(y)‖
< 12ε+
1
2ε
= ε,
which implies that ψ is continuous onK. Now setting p(0) = ϕ◦ψ gives a continuous
function p(0) : K → A with p(0)(x) = χ(1/2,∞)(g(x)qg(x)) ∈ g(x)Ag(x) for all x ∈
K. Extend p(0) to a continuous function p : X → A such that supp(p) ⊂ supp(g).
Choose δ > 0 so small that δ < 1 and d(x, x0) < δ implies p(x) is a projection. Set
V0 = B(p(x0), δ) and V = p
−1(V0). Then x0 ∈ V ⊂ V , and ‖p(x)− p(x0)‖ ≤ 12 < 1
for all x ∈ V by the continuity of p. Let p0 = p(x0) and F = V .
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Set pF = p|F and let e : F → A be the constant function e(x) = p0. Then pF
and e are projections in C(F,A), and satisfy ‖pF (x)− e(x)‖ = ‖p(x)− p0‖ ≤ δ for
all x ∈ F . This implies that ‖pF − e‖ < 1, and so by Lemma 2.5.1 of [15], there
is a unitary u ∈ C(F,A) such that upFu∗ = e and ‖1− u‖ ≤
√
2 ‖pF − e‖. This
norm estimate further implies that ‖1− u‖ < √2, and so u ∈ U0(C(F,A)). (Recall
that for a unital C∗-algebra B, U0(B) denotes the connected component of U(B)
containing 1B). Since the restriction map U0(C(X,A))→ U0(C(F,A)) is surjective,
there is a w ∈ U0(C(X,A)) such that w|F = u. If f ∈ Her(V, p0), then supp(f) ⊂ F
and f ≤ 1⊗ p0. Then for any x ∈ supp(f), we have w(x)f(x)w(x)∗ ≤ w(x)p0w∗x =
u(x)p0u
∗
x = p(x). Thus for every f ∈ Her(V, p0), supp(f) ⊂ F ⊂ supp(g) and
f(x) ∈ g(x)Ag(x) for all x ∈ X . 
In order to prove our main result, we require a well-known tool in applications
of topological dynamics to C∗-algebras: the Rokhlin tower construction.
Theorem 3.18. Let (X,h) be as in Notation 3.1. Let Y ⊂ X be a closed set
with int(Y ) 6= ∅. For y ∈ Y , define r(y) = min {m ≥ 1: hm(y) ∈ Y }. Then
supy∈Y r(y) <∞, so there are finitely many distinct values n(0) < n(1) < · · · < n(l)
in the range of r. For 0 ≤ k ≤ l, set
Yk = {y ∈ Y : r(y) = n(k)} and Y ◦k = int({y ∈ Y : r(y) = n(k)}).
Then:
(1) the sets hj(Y ◦k ) are pairwise disjoint for 0 ≤ k ≤ l and 0 ≤ j ≤ n(k)− 1;
(2)
⋃l
k=0 Yk = Y ;
(3)
⋃l
k=0
⋃n(k)−1
j=0 h
j(Yk) = X .
Proof. Proofs of some or all of the statements in this theorem can be found in [22],
[23], and [24] (as well as other places). 
We are now in position to prove that our automorphisms β satisfy the tracial
quasi-Rohklin property.
Theorem 3.19. Let (X,h) and A be as in Notation 3.1. Suppose in addition that
(X,h) has the dynamic comparison property, that A is non-elementary with real
rank zero and order on projections determined by traces such that C(X,A) has
cancellation of projections and order on projections determined by traces, and that
β ∈ Aut(C(X,A)) is the automorphism of Proposition 3.7. Then β has the tracial
quasi-Rokhlin property.
Proof. Let ε > 0, let F ⊂ C(X,A) be finite, let n ∈ N, and let g ∈ C(X,A) be
positive with ‖g‖ = 1. By Proposition 3.17, there is non-zero projection p0 ∈ A,
an open set V ⊂ supp(g), and a unitary u ∈ C(X,A) such that ufu∗ ∈ gC(X,A)g
for all f ∈ Her(V, p0). By Proposition 3.15, there is an M ∈ N and a δ > 0 such
that for any positive element g0 ∈ C(X) with µ(supp(g0)) < δ for all µ ∈ Mh(X),
there exist for 0 ≤ k ≤M positive elements ak ∈ C(X,A), unitaries wk ∈ C(X,A),
and r(k) ∈ Z such that ∑Mk=0 ak ≥ g0 ⊗ 1, the elements βr(k)(ak) are mutually
orthogonal, and such that with bk = wkβ
r(k)(ak)w
∗
k, the bk are mutually orthogonal
elements of Her(V, p0). By the continuity of g and the compactness of X , there
exist x0 ∈ X with ‖g(x0)‖ = 1 and an open neighborhood G of x0 such that
‖g(x)‖ > 1 − 12ε for all x ∈ G. Choose open neighborhoods G0, G1, G2 of x0 such
that G2 ⊂ G2 ⊂ G1 ⊂ G1 ⊂ G0 ⊂ G, µ(G0) < δ for all µ ∈ Mh(X), ∂G2 is
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topologically h-small. and ‖g(x)‖ > 1 − ε for all x ∈ G2. To see this can be done,
observe that such a neighborhood G0 exists by applying Corollary 1.5(4) of [5] to
the closed set {x0}, while G1 and G2 exist using local compactness, continuity,
and Proposition 3.9 of [5]. Choose continuous functions g0, g1 : X → [0, 1] such
that g1 = 1 on G2, supp(g1) ⊂ G1, g0 = 1 on G1, and supp(g0) ⊂ G0. Apply
Proposition 3.15 with g0 to obtain the ak, wk, and r(k) described above. Set σ =
min
{
1
2 infµ∈Mh(X) µ(G2), ε
}
> 0 and choose K ∈ N so large that 1K < 18σ. Apply
Lemma 4.4 of [5] with N = nK to obtain a closed set Y ⊂ X such that int(Y ) 6= ∅,
∂Y is topologically h-small, and the sets Y, h(Y ), . . . , hnK(Y ) are pairwise disjoint.
Adopt the notation of Theorem 3.18, and let M = (l + 1)
∑l
k=0 n(k). Then:
(1) the sets hj(Y ◦k ) are pairwise disjoint for 0 ≤ k ≤ l and 0 ≤ j ≤ n(k)− 1;
(2)
⋃l
k=0 Yk = Y ;
(3)
⋃l
k=0
⋃n(k)−1
j=0 h
j(Yk) = X ;
(4) ∂hj(Yk) is topologically h-small for 0 ≤ k ≤ l and 0 ≤ j ≤ n(k)− 1;
(5) for 0 ≤ k ≤ l, there exists an open set Uk ⊂ Y ◦k such that Uk ⊂ Y ◦k , ∂Uk is
topologically h-small, and µ(Y ◦k \ Uk) < σ8M for all µ ∈Mh(X);
(6) for 0 ≤ k ≤ l, there exists an open set Wk ⊂ Uk such that W k ⊂ Uk, ∂Wk
is topologically h-small, and µ(Uk \W k) < σ8M for all µ ∈Mh(X).
Properties (1)-(3) follow immediately from Theorem 3.18, and property (4) is given
by Lemma 4.5 of [5]. For (5), we observe that ∂Y ok = ∂Yk has µ(∂Y
o
k ) = 0 for all
µ ∈ Mh(X), and then, for each k, apply Corollary 1.5(3) of [5] to Y ok , obtaining
open sets U
(0)
k such that U
(0)
k ⊂ U
(0)
k ⊂ Y ok and µ(Y ok \ U
(0)
k ) <
σ
8M for all µ ∈
Mh(X). Now, apply Proposition 3.9 of [5] to obtain, for each k, an open set Uk
with U
(0)
k ⊂ Uk ⊂ Uk ⊂ Y ok and such that ∂Uk is topologically h-small. (Notice that
Uk plays the role of the open set V there, and we ignore the other conclusions.)
Then U
(0)
k ⊂ Uk clearly implies that µ(Y ok \ Uk) ≤ µ(Y ok \ U
(0)
k ) <
σ
8M for all
µ ∈Mh(X). The argument to obtain (6) is entirely analogous to that for (5), with
Uk,W
(0)
k , and Wk in place of Y
o
k , U
(0)
k , and Uk respectively.
Now for 0 ≤ k ≤ l set s(k) = max {m ≥ 1: mn ≤ n(k)− 1}. Note that s(k) ≥ K
by the choice of Y . For 0 ≤ k ≤ l and 0 ≤ j ≤ s(k), choose continuous functions
c
(0)
k,j : X → [0, 1] such that c(0)k,j = 1 on hjn(W k), and supp(c(0)k,j) ⊂ hjn(Uk). Next set
ck,j = c
(0)
k,j ⊗ 1 for 0 ≤ k ≤ l and 0 ≤ j ≤ s(k). Finally, define c0, . . . , cn ∈ C(X,A)
by setting
c0 =
l∑
k=0
s(k)∑
i=0
ck,i
and cj+1 = β(cj) for 0 ≤ j ≤ n− 1. It follows immediately from these definitions
that:
(1) 0 ≤ cj ≤ 1 for 0 ≤ j ≤ n;
(2) cjck = 0 for 0 ≤ j, k ≤ n and j 6= k;
(3) ‖β(cj)− cj+1‖ = 0 for 0 ≤ j ≤ n− 1;
(4) ‖cjf − fcj‖ = 0 for 0 ≤ j ≤ n and for all f ∈ F .
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Now set c =
∑n
j=0 cj and C = supp(1− c). Also set
F = X \
l⋃
k=0
s(k)n⋃
j=0
hj(Wk).
Then we immediately have C ⊂ F , and we observe that
∂F = ∂
l⋃
k=0
s(k)n⋃
j=0
hj(Wk) ⊂
l⋃
k=0
s(k)n⋃
j=0
∂hj(Wk).
Since each set hj(Wk) is topologically h-small, it follows that F is topologically
h-small by Lemma 2.3(3) of [5]. Also, ∂Yk topologically h-small for 0 ≤ k ≤ l
implies that µ(∂Yk) = 0 for all µ ∈ Mh(X), and so µ(Yk) = µ(Y ◦k ). Since the Y ◦k
are pairwise disjoint, we obtain for each µ ∈Mh(X) the inequality
µ(Y ) = µ
( l⋃
k=0
Yk
)
≥ µ
( l⋃
k=0
Y ◦k
)
=
l∑
k=0
µ(Y ◦k ) =
l∑
k=0
µ(Yk).
Further, the h-invariance of µ and the pairwise disjointness of the sets hj(Y ) for
0 ≤ j ≤ nK imply that
1 ≥
nK∑
j=0
µ(hj(Y )) =
nK∑
j=0
µ(Y ) = nKµ(Y )
for every µ ∈ Mh(X), and so we have µ(Y ) < 1/(nK). Observing that µ(∂Uk) =
mu(∂Wk) = 0 for all µ ∈Mh(X), it follows that, for any µ ∈Mh(X),
µ(F ) ≤ µ
(
X \
l⋃
k=0
s(k)n⋃
j=0
hj(Wk)
)
≤
l∑
k=0
n(k)−1∑
j=s(k)n+1
µ(hj(Yk)) +
l∑
k=0
s(k)n∑
j=0
(
µ(hj(Uk \Wk)) + µ(hj(Yk \ Uk))
)
=
l∑
k=0
n(k)−1∑
j=s(k)n+1
µ(Yk) +
l∑
k=0
s(k)n∑
j=0
(µ(Uk \Wk) + µ(Yk \ Uk))
≤ (n+ 1)µ(Y ) +M
( σ
8M
+
σ
8M
)
<
n+ 1
nK
+ 14σ
<
2
K
+ 14σ
< 12σ.
Thus for all µ ∈Mh(X) we have
µ(F ) < σ < inf
µ∈Mh(X)
µ(G) ≤ µ(G2),
with both ∂F and ∂G2 topologically h-small, and hence universally null. Then
by the dynamic comparison property there exist N ∈ N, continuous functions
f
(0)
j : X → [0, 1] for 0 ≤ j ≤ N , and d(0), . . . , d(N) ∈ Z such that
∑N
j=0 f
(0)
j = 1
on F , and such that the sets supp(f
(0)
j ◦ h−d(j)) are pairwise disjoint subsets of G2
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for 0 ≤ j ≤ N . Define continuous functions fj : X → A by fj = f (0)j ⊗ 1. Then
1− c ≤∑Nj=0 fj since C ⊂ F , and for 0 ≤ j ≤ N , the elements βd(j)(fj) are mutu-
ally orthogonal positive elements in (g1 ⊗ 1)C(X,A)(g1 ⊗ 1). For 0 ≤ j ≤ N and
0 ≤ k ≤M , define ej,k = fjβ−d(j)(ak). Since the βd(j)(fj) are mutually orthogonal
elements of (g1 ⊗ 1)C(X,A)(g1 ⊗ 1), it follows that
∑N
j=0 β
d(j)(fj ⊗ 1) ≤ g0 ⊗ 1.
Moreover, since βd(j)+r(k)(ej,k) = β
r(k)+d(j)(fj)β
r(k)(ak) and the fj are central,
the elements βd(j)+r(k)(ej,k) are mutually orthogonal. Now let uj,k = uwk for
0 ≤ j ≤ N , 0 ≤ k ≤M . Then
uj,kβ
d(j)+r(k)(ej,k)u
∗
j,k = β
d(j)+r(k)(fj)uwkβ
r(k)(ak)w
∗
ku
∗ = βd(j)+r(k)(fj)ubku
∗.
Since βd(j)+r(k)(fj) ∈ C(X) and ubku∗ ∈ gC(X,A)g, it follows that uj,kej,ku∗j,k ∈
gC(X,A)g. Finally, we compute
N∑
j=0
M∑
k=0
ej,k =
N∑
j=0
M∑
k=0
fjβ
−d(j)(ak) =
N∑
j=0
fjβ
−d(j)
( M∑
k=0
ak
)
≥
N∑
j=0
fjβ
−d(j)(g0 ⊗ 1)
=
N∑
j=0
β−d(j)(βd(j)(fj)(g0 ⊗ 1))
=
N∑
j=0
β−d(j)(βd(j)(fj))
=
N∑
j=0
fj ≥ 1− c.
Now re-order the elements ej,k, uj,k, and d(j)+ r(k) as ei, ui, and t(i) for 0 ≤ i ≤ I,
where I = (M + 1)(N + 1). It follows that 1 − c ≤ ∑Ii=0 ei, βt(i)(ei)βt(j)(ej) = 0
for 0 ≤ i, j ≤ I and i 6= j, and uieiu∗i ∈ gC(X,A)g for 0 ≤ i ≤ I. Finally,
as infµ∈Mh(X)[µ(G2) − µ(C)] ≥ infµ∈Mh(X)[µ(G2) − µ(F )] > 0, there is an x ∈
G2 such that x 6∈ C. Then (1 − c)(x) = 0, and so c(x) = 1. It follows that
‖c(x)g(x)c(x)‖ = ‖g(x)‖ > 1 − ε, which implies that ‖cgc‖ > 1 − ε. Thus, β has
the tracial quasi-Rokhlin property. 
In order to apply our structure theorems from Section 2 to C∗(Z, C(X,A), β),
we require information about the ideals of C(X,A).
Lemma 3.20. Let (X,h) and A be as in Notation 3.1. If F ⊂ X is closed, then
IF = {f ∈ C(X,A) : f |F = 0} is an ideal in C(X,A). Moreover, given any ideal
I ⊂ C(X,A), I = IF for some closed set F ⊂ X .
Proof. For F ⊂ X closed, it is clear that IF is an ideal in C(X,A). Now let
I ⊂ C(X,A) be an ideal. Define F ⊂ X by F = {x ∈ X : f(x) = 0 for all f ∈ I},
which is certainly a closed subset of X . Set IF = {f ∈ C(X,A) : f |F = 0}, which
we have already shown is an ideal of C(X,A). From the definition of F it is clear
that I ⊂ IF . To prove the converse, let x0 ∈ X \ F . We claim that {g(x0) : g ∈ I}
is dense in A. To see this, let δ > 0 be given, and let a ∈ A. Since x0 6∈ F , there is
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a function g0 ∈ I such that g0(x0) 6= 0. Then the ideal Ag0(x0)A is non-zero and so
equals A by the simplicity of A. It follows that there exist b1, . . . , bn, c1, . . . , cn ∈ A
such that
∥∥∥a−∑nj=1 bjg0(x0)cj∥∥∥ < δ. Define a function g ∈ C(X,A) by g =∑n
j=1(1 ⊗ bj)g0(1 ⊗ cj). Then f ∈ I as g0 ∈ I and 1 ⊗ bj , 1 ⊗ cj ∈ C(X,A), and
‖gx0 − a‖ < δ. Now let ε > 0 be given and let q ∈ IF . For each x ∈ X , choose
fx ∈ I such that ‖fx(x)− q(x)‖ < 14ε. This can be done by taking fx = 0 whenever
x ∈ F , and for x 6∈ F , fx can be obtained from the previous claim. Next for each
x ∈ X choose an open neighborhood Ux of x such that ‖fx(x) − fx(y)‖ < 14ε
and ‖q(x)− q(y)‖ < 14ε for all y ∈ Ux. We obtain an open cover {Ux : x ∈ X}
of X , which has a finite subcover {Ux1 , . . . , UxN}. Let f1, . . . , fn be the functions
corresponding to the points x1, . . . , xn. Choose a partition of unity ϕ1, . . . , ϕN
subordinate to this cover, let gj = ϕjfj for 1 ≤ j ≤ N , and set g =
∑N
j=1 gj . Then
g ∈ I, and for 1 ≤ j ≤ N and every x ∈ X we have
‖q(x) − fj(x)‖ ≤ ‖q(x) − q(xj)‖+ ‖q(xj)− fj(xj)‖+ ‖fj(xj)− fj(x)‖
< 14ε+
1
4ε+
1
4ε
= 34ε.
For x ∈ X , let J(x) = {j : x ∈ Uj}. Then for every x ∈ X , we have
‖q(x) − g(x)‖ =
∥∥∥∥q(x)− N∑
j=1
ϕj(x)fj(x)
∥∥∥∥
=
∥∥∥∥∑
J(x)
ϕj(x)q(x) −
∑
J(x)
ϕj(x)fj(x)
∥∥∥∥
=
∥∥∥∥∑
J(x)
ϕj(x)(q(x) − fj(x))
∥∥∥∥
≤
∑
J(x)
ϕj(x) ‖q(x)− fj(x)‖
≤
(∑
J(x)
ϕj(x)
)
max
J(x)
{‖q(x)− fj(x)‖}
< 34ε.
It follows that ‖q − f‖ < ε, and hence q ∈ I as I is closed. Therefore IF ⊂ I, which
completes the proof. 
Proposition 3.21. Let (X,h) and A be as in Notation 3.1. Then the C∗-algebra
C(X,A) has no non-trivial β-invariant ideals.
Proof. Let I ⊂ C(X,A) be a non-trivial ideal. By Lemma 3.20, there is a closed
set F ⊂ X such that I = {f ∈ C(X,A) : f(x) = 0 for all x ∈ F}. Then F 6= ∅ and
F 6= X as I is non-trivial. Suppose that I is β-invariant. Then β(I) ⊂ I, and so
for any f ∈ I, we have β(f) ∈ I. Then for any x ∈ F , f(x) = 0 and β(f)(x) = 0.
But 0 = β(f)(x) = αx(f ◦ h−1(x)) implies that f ◦ h−1(x) = 0 since αx ∈ Aut(A).
Thus f(x) = 0 for all x ∈ F ∩ h−1(F ). The β-invariance of I further implies that
βn(f) ∈ I for all n ∈ N , and recalling that βn(f)(x) = α(n)x (f ◦ h−n(x)) (this
is Corollary 3.9) and that α(n) ∈ Aut(A), it follows that for any f ∈ I, we have
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f(x) = 0 for all x ∈ ⋃∞n=0 h−n(F ). By assumption F is closed and non-empty, and
so the minimality of h gives
⋃∞
n=0 h
−n(F ) = X . Thus f(x) = 0 for all x ∈ X ,
which implies f = 0. It follows that I = 0, a contradiction. Therefore I cannot be
β-invariant, and the desired result follows. 
Corollary 3.22. Let (X,h), A, and β be as in Theorem 3.19. Then the crossed
product C∗-algebra C∗(Z, C(X,A), β) is simple.
Proof. By Proposition 3.21, C(X,A) has no non-trivial β-invariant ideals. Since β
has the tracial quasi-Rokhlin property, Theorem 2.4 implies that C∗(Z, C(X,A), β)
is simple. 
Definition 3.23. A topological space X is topologically scattered if every closed
subset Y of X contains a point y that is relatively isolated in Y .
It is a standard result (see [28]) that a compact Hausdorff spaceX is topologically
scattered if and only if every Radon measure on X is atomic; that is, if and only if
for any Radon measure ν on X , there exist point-mass measures (νj)
∞
j=1 and real
numbers (tj)
∞
j=1, satisfying tj ≥ 0 for all j ≥ 1 and
∑∞
j=1 tj = 1, such that
ν =
∞∑
j=1
tjνj .
Definition 2.8 can be thought of as a noncommutative version of this one, with an
atomic state playing the role of a “noncommutative atomic Radon measure”.
Proposition 3.24. Given any infinite compact metrizable space X that has a
minimal homeomorphism h : X → X and any simple, separable, unital C∗-algebra
A, the C∗-algebra C(X,A) is not scattered.
Proof. First note that as X has a minimal homeomorphism, it cannot be topologi-
cally scattered. Indeed if we take Y = X , then for X to be topologically scattered
it must contain at least one isolated point y, which is impossible since the h-orbit
of y is dense in X . Therefore X has a non-atomic radon measure ν. Define a state
ϕν on C(X) by
ψν(f) =
∫
X
f dν.
We claim that ψν is a non-atomic state. If it were atomic, we could write ψν =∑∞
i=1 δiϕi for some sequence of pure states (ϕi)
∞
i=1 and some sequence of nonneg-
ative real numbers (δi)
∞
i=1 such that
∑∞
i=1 δi = 1. By the Riesz Representation
Theorem, we would obtain ν =
∑∞
i=1 νi for some sequence of point-mass measures
νi, a contradiction. Now let ω be any non-zero state on A, and suppose the state
ψν⊗ω is atomic. By Theorem IV.4.14 of [32], we may write ψν⊗ω =
∑∞
i=1 ti(ϕi⊗ωi)
for some sequences of pure states (ϕi)
∞
i=1 on C(X) and (ωi)
∞
i=1 on A, and for some
sequence of nonnegative real numbers (ti)
∞
i=1 such that
∑∞
i=1 ti = 1. Then for any
f ∈ C(X), we have
(ψν ⊗ ω)(f ⊗ 1) =
∞∑
i=1
tiϕi(f)
which implies that ψν =
∑∞
i=1 tiϕi, a contradiction to ψν being non-atomic. 
Corollary 3.25. Let (X,h), A, and β be as in Theorem 3.19. Then the restriction
map T (C∗(Z, C(X,A), β))→ Tβ(C(X,A)) is a bijection.
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Proof. By Proposition 3.24, C(X,A) is not a scattered C∗-algebra, and by Proposi-
tion 3.21, C(X,A) has no β-invariant ideals. Since β has the tracial quasi-Rokhlin
property, the given bijection follows from Theorem 2.10. 
In the case where the homeomorphism h is uniquely ergodic (there is a unique
h-invariant Borel probability measure on X , and hence a unique h-invariant tracial
state on C(X)) and where A has a unique tracial state, we obtain the following
nice corollary.
Corollary 3.26. Let (X,h), A, and β be as in Theorem 3.19, and assume that h
is uniquely ergodic and that A has a unique tracial state. Then C∗(Z, C(X,A), β)
has a unique tracial state.
We summarize the results of this section for crossed product C∗-algebras by
automorphisms with the tracial quasi-Rokhlin property.
Theorem 3.27. Let X be an infinite compact metrizable space, let h : X → X be a
minimal homeomorphism, and let A be a simple, separable, unital, non-elementary
C∗-algebra with real rank zero, such that C(X,A) has cancellation of projections
and order on projections determined by traces. Let β ∈ Aut(C(X,A)) be defined
as in Proposition 3.7. Suppose that (X,h) has the dynamic comparison property.
Then the crossed product C∗-algebra C∗(Z, C(X,A), β) is simple, and there is a
bijection T (C∗(Z, C(X,A), β))→ Tβ(C(X,A)).
If A = C, then C∗(Z, C(X,A), β) is just C∗(Z, X, h), whose structure has been
extensively studied in [24], [20], and [33] (among other places), as discussed in the
Introduction. In particular, in the case where X has finite covering dimension and
projections separate traces, then C∗(Z, X, h) has tracial rank zero. Even if one
omits the assumption that projections separate traces, one of the main theorems
of [33] shows that C∗(Z, X, h) is stable under tensoring with the Jiang-Su algebra.
Whether these results can be extended to the situation we have studied in this
paper is a question of considerable interest. Hua (see [9]) has shown that in the
case where X is the Cantor set and A has tracial rank zero, the crossed product
C∗(Z, C(X,A), β) has tracial rank zero under some additional technical assump-
tions. However, the case for more general spaces X remains open. Aspects related
to this will be considered in subsequent papers [4] and [6].
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