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Sommario
In questa tesi viene descritto lo studio delle fasi liquido-cristalline del 4-n-
ottil - 4′-cianobifenile eseguito tramite simulazioni al calcolatore molecular
dynamics, sia per campioni bulk che per film smectici sottili. Impiegando
un campo di forze “molecular mechanics” precedentemente usato con suc-
cesso per studiare sistemi composti da 250 molecole della serie degli n-
cianobifenili (nCB, con n pari a 4-8 atomi di carbonio nella catena alifatica),
si è simulato il comportamento di un sistema bulk di 750 molecole e di un
film smectico di 1500 molecole. Nel primo caso, sottoponendo il campione a
un graduale raffreddamento, si è osservata la formazione spontanea di fasi
ordinate quali quella nematica e quella smectica. Nel secondo caso, invece,
si è studiata l’influenza dell’interfaccia con il vuoto sull’ordine posizionale
e orientazionale di film sottili di diverso spessore e temperatura. Si sono
confrontate le proprietà di entrambi i sistemi simulati con i dati sperimentali
disponibili in letteratura, confermando la bontà del modello nel riprodurre
fedelmente le caratteristiche dei campioni reali.
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Chapter 1
Liquid Crystals
1.1 History of liquid crystals
The discovery of liquid crystals (LC) dates back to 1888 when Professor
Friedrich Reinitzer, an Austrian chemist and botanist working at the Institute
of Plant Physiology of the University of Prague, observed a strange phe-
nomenon. While trying to determine the melting point of cholesteryl ben-
zoate in order to assess its purity, he was surprised to observe that such
sustance seemed to have two melting points. The solid crystal melted first
into a cloudy liquid at 145.5 ◦C, a state that persisted untill 178.5 ◦C, at
which cloudiness suddenly disappeared leaving a transparent liquid. Even
though Reinitzer hypothesized this was just an effect of impurities, further
purifications did not change the behaviour of the liquid.
In order to explain such discovery, Reinitzer asked for help to Otto Lehmann,
a German physicist expert in the field of crystal optics. Lehmann proposed
that the cloudy state of the liquid was indeed a new state of the matter which
shared some properties of both solids and liquids. In particular, he found
that in contrast with common liquids, for which properties are isotropic, LCs
align to each other after the application of a relatively weak field and thus
their properties strongly depend on the direction in which they are mea-
sured, even if the substance is fluid. In 1889 he published the paper “Über
fliessende Krystalle” (On flowing crystals), later coining the term “liquid crys-
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tal”, which emphasized the peculiar order of this phase. The existence of
different phases other than the regular ones was not accepted with ease by
the scientific community, as some scientists deprecated the newly discov-
ered state of matter as just a mixture of solid and liquid components. In
1922, Friedel published his famous two-hundred page review in the Annales
de Physique, setting out most of the basic classification of liquid crystals
compounds into several categories: nematics, smectics and cholesteric. He
also shed some light on the orienting effect of electric fields and on the pres-
ence of defects in liquid crystals. Between 1922 and 1939, Carl W. Oseen
of the swedish University of Uppsala and Hans Zöcher of the University of
Prague developed a macroscopic mathematical model for the study of liquid
crystal order, introducing the formulation of the orientational order parame-
ter.
The interest in the liquid crystal field slowly lapsed after the mid 30’s due to
the lack of technical applications and the belief that all significant problems
in this area had been fully investigated. In 1936 a British patent for the first
practical application of LC, "The Liquid Crystal Light Valve", was awarded to
the Marconi Wireless Telegraph company, but nothing further came of this.
Only in the 1960s, some important studies and applications drawn new at-
tention to LCs. From a theoretical point of view, a big leap in the knowl-
edge of the soft matter physics was made by the French scientist Pierre-
Gilles de Gennes, whose studies were awarded with the Nobel Prize in
Physics later in 1991 and whose work “The Physics of Liquid Crystals”
has become a classical textbook nowadays. In the same decade, a great
breakthrough regarding technical applications of liquid crystals was made
by George Heilmeier, who presented the first liquid crystal display in 1968
based on what he called the dynamic scattering mode (DSM). Application
of a voltage to a DSM display switches the initially clear transparent liq-
uid crystal layer into a milky turbid state. This type of display required a
considerable current flow in order to operate and generated an excessive
amount of heat. Still in 1968, the first room-temperature nematic phase
was observed in the compound MBBA synthesized by Hans Kelker, but the
substance did not qualify for any technological application due to the nar-
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row nematic phase range, which was also strongly affected by impurities.
The twisted nematic (TN) field effect in liquid crystals was filed for patent
on December, 1970 by Hoffmann-LaRoche in Switzerland, (Swiss patent
No. 532 261) with Wolfgang Helfrich and Martin Schadt listed as inventors.
The invention was later licensed to the Swiss manufacturer Brown, Boveri
& Cie which produced displays for wrist watches during the 70’s. At the
same time, a similar patent was filed by James Fergason, who was working
as associate director at the Liquid Crystal Institute of the Kent State Uni-
versity, together with Alfred Saupe (already famous for the ground breaking
work on the nematic-isotropic phase tranisition, the Maier-Saupe Theory).
In 1971, the company of Fergason ILIXCO produced the first liquid crystal
display (LCD) based on the TN effect, which soon superseded the poor-
quality DSM types due to their lower operating voltages and lower power
consumption. The success of this technology was also possible thanks to
the synthesis of stable cyanobiphenyl compounds by George W. Gray in
1973, which exhibited room-temperature nematic phase in a large tempera-
ture window. These materials were not only extremely stable, but they also
possessed a large positive dielectric anisotropy and strong birefringence
thus making them almost ideal for the twisted nematic cell. In the follow-
ing years, such technology became widespread, mostly in portable devices
with small screens such as watches and calculators. In 1981, Epson manu-
factured the Epson HX-20, the first laptop computer featuring a LCD, while
the earliest LCD television, the Casio TV-10, was introduced in 1983. Since
then, more and more applications of this particular phase of the matter are
discovered, ranging from optics to organic electronic to biosensors.
1.2 General properties of liquid crystals
Liquid crystals are a peculiar state of matter possessing properties of both
isotropic liquids and crystals. In isotropic liquids, a partial correlation in po-
sitions and orientations is found only at short distances, usually within the
first or the second coordination shell. Instead, molecules in a LC phase
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are aligned with each other, even at large intermolecular distances. From
a macroscopic point of view, LCs behave similarly to isotropic fluids, but
molecules can be easily oriented either by applying weak magnetic or elec-
tric fields or, if the LCs is placed in a cell of few µm2 size, by surface
treatment of the cell walls, thus showing the typical anisotropy of crystals.
Nonetheless, LC molecules mantain rotational and translational freedom
and all those properties which are typical of liquids, e.g. they adapt to
the shape of their container. Also, LCs possess a viscosity comparable
to isotropic fluids, although anisotropic, and can form a free surface charac-
terized by a considerable surface tension.
Liquid crystals can be divided in two main categories: lyotropics and ther-
motropics. In the former, the type of phase they assume depends on their
concentration in a solvent, while the latter undergo phase transitions as the
temperature is changed. Among the many LC phases (nematic, smectic,
columnar, discotic etc.), we will mainly focus on the nematic and smectic
ones, since they will be subject of study in the following chapters.
Nematic phase
Among all the thermotropic phases, the nematic one is probably the most
common and important for technological applications (e.g. LCDs). The ori-
gin of its name comes from the Greek word νηµα (nema), which means
“thread”. This term is often used to describe the thread-like topological de-
fects that can be recognized when observing a nematic phase through a
polarized light microscope, as shown in Figure 1.1. Threads are analogous
to dislocations in solids and are usually referred to as ’disclinations’.
The most peculiar characteristic of this phase is the presence of long-range
orientational order, i.e. molecules tend to align their long molecular axis
along a preferred direction called director. In absence of external orienting
factors, such as an electric field or boundaries, the orientation of the direc-
tor varies continuously throughout the sample. This is due to the thermal
energy which causes fluctuations in the orientation of the molecules as they
diffuse through the sample. These director fluctuations in turn modulate the
12
Figure 1.1: Typical schlieren textures of nematic liquid crystals observed
through a polarized light microscope.
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MBBA
5CB
PAA
Figure 1.2: Typical liquid crystal compounds: N-(4-Methoxybenzylidene)-
4-butylaniline (MBBA), 4-Cyano-4’-pentylbiphenyl (5CB), para-Azoxyanisole
(PAA)
refractive index of nematics on a microscopic scale and lead to a strong
light scattering, from which their turbid appearance originates. In nematic
fluids there is no long-range order in the positions of the center of mass,
but a certain amount of short-range organization can be found as in ordi-
nary isotropic liquids. Nematic phases commonly show anisotropy in their
physical properties, even though on average such properties usually resem-
ble those of other organic fluids. In Table 1.2 a few common examples of
molecules possessing a liquid crystalline phase are reported.
Smectic phase
Smectic phases have further degrees of order compared to the nematic one
and are usually found at lower temperatures. The term smectic comes from
the greek word σµηγµα (smegma) which means soap, due to the prepon-
derance of soap-like compounds that featured this peculiar phase at the
time of their discovery. Smectics have stratified, lamellar structures, with a
well defined interlayer spacing. Molecules exhibit some correlations in their
positions in addition to the orientational ordering. Given the weakness of
14
Figure 1.3: Typical focal-conic textures of smectic liquid crystals observed
through a polarized light microscope.
the interlayer attractions, layers are able to slide over one another relatively
easily, giving rise to a highly viscous fluid system. The smectic phase can
be divided in several subgroups, each defined by the extent of the in-plane
positional ordering of the molecules and by the orientational order given by
the tilt of the long molecular axis with respect to the layer planes.
The simplest structure belonging to this category is the smectic A. In this
phase, molecules are arranged in diffuse layers each composed by molecules
with their long axis on average perpendicular to the layer planes. Within
each layer the molecular center of mass are ordered randomly in a liquid-
like fashion and they have considerable translational and rotational freedom
around their long-axes. Given the flexibility of layers, distortions are often
present in smectic A phases, giving rise to optical patterns known as focal-
conic textures, shown in Figure 1.3.
The long molecular axis can be tilted up to 15◦ from the layer normal, mak-
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ing the layer spacing slightly shorter than the molecular length. However,
since the tilting occurs randomly across the bulk phase, the direction of the
molecules is on average perpendicular to the layer planes thus making the
phase uniaxial.
Another common lamellar system is the smectic C one. In this phase,
molecules are still arranged in layers, but the orientation of the molecular
long axis is tilted at a temperature-depentent angle with respect to the layer
planes. Many other types of smectic phases exist (SB, SI , SF , SL, SJ ,
SG, SE and so on), each featuring either a peculiar molecular orientation or
molecular packing. Later in Chapter 4 we will throughly discuss the nature
of the smectic Ad phase, which is very similar in nature to the smectic A but
is characterized by the presence of bilayers.
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Chapter 2
Molecular dynamics simulations
2.1 Introduction
Molecular dynamics (MD) is a computer simulation technique where the time
evolution of a set of interacting particles (generally atoms or molecules) is
followed step by step by integrating their equations of motion. MD is there-
fore a deterministic technique if we use a reversible dynamic algorithm:
given an initial set of positions and velocities, the subsequent time evolu-
tion is completely determined and in principle reversible.
The forces are usually obtained as the gradient of a potential energy func-
tion, depending on the positions and possibly on the orientations of the par-
ticles. The realism of the simulation therefore depends on the ability of the
potential chosen to reproduce the one experienced by the real system un-
der the conditions at which the simulation is run, on the numerical accuracy
of the integration of the equations of motions and on the time length ex-
plored, which should be chosen in function of the time scale of the studied
phenomena.
In a classical MD simulations, forces are derived from classical potentials,
i.e. an interaction potential that is a function of the positions of the atoms
(molecules), and does not take in account the electrons positions. A quan-
tum MD simulation is one in which the forces can be calculated from both a
classical potential and the electronic Schrödinger equation.
While evolving in space through time, the system explores a region of "phase
space", the collection of all the configurations or states a system could as-
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sume if there were no constraints on it. However, in reality we only consider
systems under some forms of constraints, in which case only a region of
phase space, called ensemble, is accessible. Thermodynamic properties
can be obtained by taking their average value throughout the ensemble: this
technique is analogous to obtaining ensemble averages based on probabil-
ity distribution functions and can be rationalized with the help of statistical
mechanics theory.
The simulations usually need extensive computer power, and even with the
most powerful computers available today it is not possible to calculate the
evolution of more than perhaps 106 atoms at a time. This is very little, con-
sidering that a sample employed to measure experimentally a macroscopic
property has a dimension of 1020 atoms. Also, depending on system size, it
is not possible to simulate processes that last more than one microsecond.
In spite of these limitations, molecular dynamics simulations can be used to
examine and describe numerous problems in physics and chemistry.
2.2 Historical background
The molecular dynamics method was first introduced by Alder and Wain-
wright in the late 1950’s [1,2]: the purpose of the paper was to investigate
the phase diagram of a hard sphere system, and in particular the solid and
liquid regions. Many important insights concerning the behaviour of simple
liquids emerged from their studies.
In 1960 we find the article “Dynamics of radiation damage” by J. B. Gibson et
al. [3] from Brookhaven National Laboratory, that is probably the first example
of a molecular dynamics calculation with a continuous potential based on a
finite difference time integration method. The calculation for a 500-atoms
system was performed on an IBM 704, and took about a minute per time
step.
The next major advance was in 1964, when Aneesur Rahman, in his famous
paper “Correlations in the motion of atoms in liquid argon” [4], studied a num-
ber of properties of liquid Ar, using the Lennard-Jones potential on a sys-
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tem containing 864 atoms and a CDC 3600 computer. Rahman’s computer
codes are still currently employed in many molecular dynamics programs.
In 1967, Loup Verlet calculated the phase diagram of argon using the Len-
nard-Jones potential, and computed correlation functions to test theories of
the liquid state [5,6]. The Verlet time integration algorithm and the trick of
keeping a list of the neighbouring particles within the cutoff sphere to speed
up the calculation, the so-called Verlet neighbour list, were both introduced
in these papers. Phase transitions in the same system were investigated by
Hansen and Verlet two years later [7].
The first molecular dynamics simulation of a realistic system was performed
by Rahman and Stillinger in their simulation of liquid water in 1974 [8], while
the first protein simulations appeared in 1977 with the simulation of the
bovine pancreatic trypsin inhibitor (BPTI) by McCammon et al. [9].
Nowadays, the number of simulation techniques has greatly expanded and
evolved in many specialized techniques for particular problems, including
mixed quantum mechanical - classical simulations [10]. Molecular dynamics
simulations are being widely used to study the physics and the chemistry of
materials (liquids, liquid crystals, crystals, proteins, membranes, surfaces,
clusters, defects, friction, fracture), and are proving day by day to be a use-
ful, everyday all-purpose tool also for the experimental researcher.
2.3 Hamiltonian dynamics
The trajectory of a system can be followed with the help of Hamiltonian dy-
namics. Hamiltonian dynamics was introduced in 1834 as a generalization
of Newton’s equations for a point particle in a force field; virtually all of the
fundamental models in physics are described by such dynamics.
Because of Hamilton’s equations being of first-order, and due to the symme-
try between momenta and positions, the Hamiltonian formulation is easier
to simulate numerically than other formulation such as the Euler-Lagrange.
The Lagrangian of a system is defined as
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L = T − V (2.1)
where T is the total kinetic energy and V is the total potential energy. Given
a Lagrangian L, we can define the Hamiltonian of a system as
H(q, q̇, t) =
n∑
i=1
(q̇ipi)− L(q, q̇, t) (2.2)
where qi is a generalized coordinate, pi is a generalized momentum, that for
most of the studied systems correspond to position ri and momentum pi =
mivi, with mi being the mass of the i-th particle moving at the velocity vi. If
L is a sum of functions homogeneous (i.e., no products of different degrees)
in generalized velocities of degrees 0, 1, and 2 and the equations defining
the generalized coordinates are not functions of time, then the Hamiltonian
can be expressed as follows:
H = T + V = E (2.3)
where T is the kinetic energy, V is the potential energy, and E is the total
energy of the system.
As pi and qi are conjugate variables, an Hamiltonian system has always
and even number of dimensions 2N , therefore N integrals are necessary to
specify a trajectory, following Hamilton’s equations:
q̇i =
∂H
∂pi
(2.4)
ṗi = −
∂H
∂qi
(2.5)
Ḣ = −∂L
∂t
(2.6)
These equations have fixed points when
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q̇i =
∂H
∂pi
= 0 (2.7)
ṗi = −
∂H
∂qi
= 0 (2.8)
In other words an equilibrium point is found when ∇H = 0, i.e. when the
system reaches a critical point of the total energy function H.
A Hamiltonian system is conservative, as the energy is invariant along the
trajectories:
dH
dt
=
n∑
i=1
(
∂H
∂qi
∂qi
∂t
+
∂H
∂pi
∂pi
∂t
)
=
n∑
i=1
(
∂H
∂qi
∂H
∂pi
− ∂H
∂pi
∂H
∂qi
)
= 0 (2.9)
It can also be proved that Hamiltonian flows are volume preserving. From
these properties of the Hamiltonian systems it follows that the trajectories
obtained belongs to the microcanonical (NVE, with constant number of mole-
cules, volume and energy) ensemble.
2.4 Integration of the equations of motion
Solving the equations of motion requires a numerical integration of the differ-
ential equations. The integration is typically done by discretizing the variable
t in small timesteps dt using finite difference methods. These are explicit
methods, based on a Taylor expansion of the positions and momenta at a
time t + dt (Equation 2.10), that use the state of the system at a time t to
predict the state at a time t+ dt:
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r(t+ dt) = r(t) + ṙ(t)dt +
r̈(t)
2
dt2 + ...
= r(t) + v(t)dt +
f(t)
2m
dt2 + ... (2.10)
2.4.1 Verlet integrator
The most common integration algorithm in Molecular dynamics is the Verlet
integrator [5], which is based on the addition of two Taylor expansions in time,
one forward and one backward:
r(t+ dt) = r(t) + v(t)dt +
f(t)
2m
dt2 + ... (2.11)
r(t− dt) = r(t)− v(t)dt + f(t)
2m
dt2 + ... (2.12)
r(t+ dt) = 2r(t) + r(t− dt) + f(t)
2m
dt2 + O(dt4) (2.13)
Advantages and drawbacks of Verlet’s algorithm are the following:
- Integration does not require the velocities, which are nevertheless re-
quired for the calculation of the energy. These can be extimated with
the formula obtained subtracting the expansion above:
v(t) = [r(t+ dt) + r(t− dt)]/(2dt) (2.14)
- Only a single evaluation of forces is required at each time step.
- The formulation is time reversible.
- Rather large numerical errors, due to the addition of an O(dt0) term
[2r(t) + r(t− dt)] to an O(dt2) term [ f(t)
m
dt2].
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2.5 Constant temperature molecular dynamics
As we have seen before, Hamilton equations lead to a trajectory in the mi-
crocanonical (NVE) ensemble. To run simulations in other ensembles, some
tricks of the trade, or some modification of the Lagrangian are needed. Sim-
ulating a system at constant temperature, thus in a canonical (NVT) ensem-
ble, has the thermodynamical meaning of bringing the system into thermal
contact with a large heat bath. In any case the simulation temperature can
be calculated from the average kinetic energy of the system 〈K〉 = 1/2 mv2:
3
2
NkT = 〈K〉 (2.15)
T =
2
3k
〈K〉
=
1
3kN
〈
∑
miv
2
i 〉 (2.16)
2.5.1 Constant kinetic energy methods
The simplest way to perform simulations at constant temperature is to rescale
all the velocities in order to keep kinetic energy constant. It is a very crude
approach that consists in a periodic scaling of all the particle velocities of a
factor (Text
T
)
1
2 , where T is the instantaneous system temperature, calculated
from equation 2.16, and Text is the temperature of the thermal bath. This
technique is also often used to equilibrate systems during the the first few
hundred MD steps before the production run starts and data are collected.
A more gentle way, known as Berendsen or weak-coupling thermostat [11],
is to use a factor that depends on the deviation of the instantaneous kinetic
energy K from the average value K0, corresponding to desired temperature
T0. At each time step velocities are scaled by the factor λ:
λ2 = 1 +
dt
τT
(
K
K0
− 1) (2.17)
where dt is the MD time step, and τT is a parameter that defines the strength
of the coupling with the thermostat and has the dimension of a time.
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Both methods do not reproduce canonical ensemble, as the condition of
constant average kinetic energy does not correspond to the condition of
constant temperature, i.e. the fluctuations of the temperature and kinetic
energy follow different laws. Nevertheless, these methods lead to trajecto-
ries whose average values correspond to the ones of the canonical enseble,
even if their fluctuations do not [12,13].
2.6 Constant pressure molecular dynamics
It is also possible to run simulations in NPT and NPH ensembles, corre-
sponding to isobaric and isoenthalpic conditions respectively.
The system pressure tensor Π is measured as sum of the kinetic energy
contribution (ideal gas contribution, always positive) plus the interparticle
energy contribution (the so called virial tensor,W). The pressure P is then
calculated from the trace of the pressure tensor:
P =
1
3
Tr(Π) (2.18)
Π =
1
V
[
N∑
i
mi(vi ⊗ vi) + W
]
(2.19)
W =
N∑
i=1
ri ⊗ fi (2.20)
If a cutoff scheme is used, the virial must be calculated from the pairwise
forces instead of being calculated from the total force acting on each particle
(see reference [14]):
W =
N∑
i=1
∑
j>i
rij ⊗ fij (2.21)
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The barostat formulations generally mimic the ones derived for thermostats:
in particular, the most used barostats are again the weak-coupling barostat
and the more elegant Parrinello–Rahman [15].
2.6.1 Weak coupling barostat
The weak coupling scheme can be also applied to couple the system to a
“pressure bath” [11]. Once fixed the desired external pressure Pext, the task
can be accomplished by periodically rescaling all center of mass coordinates
and box size, either isotropically or anisotropically, following a first order
relaxation law:
dP
dt
=
Pext − P
τP
(2.22)
P (t+ ∆t) = P (t) + (Pext − P (t))
∆t
τP
(2.23)
In the first case, the coordinate scaling factor µ is given by:
µ =
[
1 +
∆t
τP
β(P − Pext)
] 1
3
(2.24)
where τP is the pressure coupling time constant (usually ≈ 1ps) and β is
the experimental isothermal compressibility of the system. When the latter
is not known, it is common pratice to use water compressibility (βH2O =
4.5−10 Pa−1 ), as β influences only the pressure fluctuations frequency and
not the pressure itself, and as many liquids have similar values.
To obtain an anisotropic coupling and eventually run a simulation with non-
orthogonal box, one must deal with the 3 × 3 matrix h, whose lines are
the vectors defining the simulation cell and whose determinant is the cell
volume.
The variation matrix M is then obtained from the the pressure tensor:
M =
[
β
τP
(Π− PextI)
]
(2.25)
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The new (scaled) h matrix is given by:
h(t+ ∆t) = h(t) + M h(t) (2.26)
The coordinates scaling is then accomplished as follows:
rscaled = h(t+ ∆t) h
−1(t) r (2.27)
2.7 Finite size effects and boundary conditions
The finite–size of the simulated sample introduces systematic deviations
from bulk (infinite) behaviour. In order to reduce their influence on sim-
ulations, we employ the common artifact of periodic boundary conditions
(PBC). This way, the simulation box is replicated in all directions to form an
infinite lattice (see Figure 2.1); in this way, the volume of interaction around
each particle has the same geometry as the sample cell.
Figure 2.1: Graphical representation of periodic boundary conditions
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In the course of the simulation, as a molecule moves in the original box,
its periodic images in each of the neighbouring boxes move in the same
way. Thus, if a molecule leaves the central box, one of its images will enter
through the opposite face. In this way, the system does not present free sur-
faces, even if we have introduced an additional spurious periodic correlation
between the particles. In the case of a short range intermolecular potential
this does not constitute a problem; indeed if the range of the molecular inter-
action is less than half side length, the central box comprises all interactions
and we use the minimum image convenction, that is, the distance between
two different particles i and j is taken as the distance between i and the
nearest image of j [16]. Thus every particle i interacts only with the nearest
image of another molecule j. In practice, most simulations evaluate poten-
tials using some cutoff scheme for computational efficiency: each particle
does not interact with all the nearest images of the other N − 1 particles,
but only with those minimum images contained in a sphere of cut-off radius
Rc centered at the particle. It is therefore assumed that the interactions are
negligible outside the sphere volume.
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Chapter 3
Force fields for molecular
simulations
3.1 Molecular mechanics
Theoretical studies of molecules allow to analyze the relationships between
structure, function and dynamics at the atomic level. Since the majority of
the problems that one would like to address in complex chemical systems
involve many atoms, it is not yet feasible to treat these systems using quan-
tum mechanic (QM) methods.
The answer to the need of high detail at low computational cost is Molecular
Mechanics (MM), a technique which uses classical mechanics to analyze
the structure and dynamics of molecular systems.
Within this approximation, the molecule is treated at the atomic level, i.e. the
electrons are not treated explicitly. The energy and the forces are calculated
through a given potential energy function, or force field (FF), which is trans-
lationally and rotationally invariant and depends on the relative positions of
the atoms and on a small number of parameters that have been determined
either experimentally or via quantum mechanical calculations. In this way,
given a particular conformation or configuration, the energy of the system
can be calculated straighforwardly.
The interatomic interactions are typically described by simple two-, three-,
29
and four-body potential energy functions. This classical force field-based
approach is a great simplification over quantum chemistry, which describes
systems in terms of nuclei, electrons, and wavefunctions. This simplicity al-
lows molecular mechanics to be applied to much larger systems than those
that can be studied by QM methods.
Current generation force fields provide a reasonably good compromise be-
tween accuracy and computational efficiency. They are often calibrated to
experimental results and quantum mechanical calculations of small model
compounds. The development of parameter sets is a very laborious task,
requiring extensive optimization. This is an area of continuing research and
many groups have been working over the past two decades to derive func-
tional forms and parameters for potential energy functions of general appli-
cability to biological molecules.
During the past ten years, several force fields have been developed for pro-
tein simulations, such as CHARMM [17], GROMOS [18] and OPLS/AMBER [19,20]
force fields, while the UFF [21] and MM3 [22] force fields are more likely used to
study small, isolated molecules. Most recent force fields that have obtained
some success are the NERD [23] united atom FF for hydrocarbons and the
very complex, yet effective, COMPASS force field [24].
The most important limitation of traditonal force fields is that no drastic
changes in electronic structure are allowed, i.e., no events like bond making
or breaking can be modeled. If one is interested in treating chemical reac-
tions, a quantum mechanical treatment or an alternative, new formulation of
force fields is necessary, like the REAXFF one [25].
Recent developments regarding force fields are currently focused on the ex-
plicit inclusion of the electronic polarization for the treatment of nonbonded
interactions, leading to the so called polarizable or non additive force fields.
This in principle will allow to simultaneously treat molecules in environments
with significantly different polar character with high accuracy [26].
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3.2 The potential
The typical potential energy function is a sum of diverse bonded and non–
bonded contributions, each of them containing a sum over the atoms or
groups of atoms.
Utotal = Ubonds + Uangle + Udihed + ULJ + Ucharge (3.1)
Ubonds =
∑
bonds
Ktitjr (rij − rtitjeq )2 (3.2)
Uangles =
∑
angle
K
titjtk
θ (θijk − θ
titjtk
eq )
2 (3.3)
Udihed =
∑
dihed
V
titjtktl
φ [1 + cos(n
titjtktlφijkl − γtitjtktl)] (3.4)
ULJ = 4
∑
i<j
f 1,4LJ εtitj
[(
σtitj
rij
)12
−
(
σtitj
rij
)6]
(3.5)
where εtitj = (εtiεtj)
1
2 , σtitj =
σti + σtj
2
Ucharge =
∑
i<j
f 1,4q
qiqj
rij
(3.6)
The terms contributing to the energy reported above are common to the ma-
jority of the currently used force fields, including CHARMM, AMBER, GRO-
MOS, OPLS among others. The variables contained in Equations 3.2–3.6
are distances rij, angles θijk and dihedral angles φijkl; all the other terms
are force field parameters.
The first ‘bonded’ sum is over bonds between atom pairs; the second sum is
over bond angles defined by three atoms; the third sums is over atom four-
somes. In the ‘nonbonded’ interactions (Lennard Jones and electrostatics),
the summation is over atom couples i and j, where i < j simply ensures that
each interaction is counted only once. Generally, atoms separated by one
or two bonds are excluded from the nonbonded sum, and those separated
by three bonds, the so called ‘1-4 interactions’, may have nonbonded inter-
actions reduced by a multiplicative scale factor (f 1,4LJ ,f
1,4
q ). For bookkeeping
purposes, each atom is assigned a number, but it is unlikely to have specific
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parameters for each atom; instead the force fields are based on the concept
of atom types (ti,tj), i.e. a set of parameters defined for a chemical type of
atom that can possibly used in the MM description of a class of molecules,
rather than for a single molecular specie (e.g. methylene carbon or aromatic
carbon are typical atom types).
3.3 Bonded interactions
This type of interactions has the main purpose of correctly describing the
equilibrium geometry of the molecule, but to a certain extent also to repro-
duce its conformational space. The description of bonded interactions is
based on the molecular topology, i.e. on a fixed connection matrix, mak-
ing this approach clearly not feasible to describe chemical reactions. As a
convention, the bonded energy minimum is set as zero, so the bonded en-
ergy is always positive. Bonded interactions are represented schematically
in Figure 3.1.
3.3.1 Bonds and angles
The standard way to approximate the potential energy for a bond in molec-
ular mechanics is to use a Hooke’s law term:
Ubond,Hooke = K(rij − req)2 (3.7)
where rij is the distance between the two bonded atoms i, j, req is the equi-
librium bond length and K is a force constant.
The shape of the potential energy well will be parabolic (see Figure 3.2) and
the motion will therefore tend to be harmonic. This kind of approach does
not attempt to reflect the energy of formation of the bond - it only seeks to
reflect the energy difference on a small motion about the equilibrium value.
A much more accurate representation of the bond stretching is based on
the application of the Morse potential, which has an anharmonic potential
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Figure 3.1: Graphical representation of bonded interactions.
energy well as shown in Figure 3.2.
Ubond,Morse = De[1− e−(rij−req)]2 (3.8)
where De is the "equilibrium" dissociation energy of the molecule (measured
from the potential minimum). This formulation is not commonly used for
applications in which the main focus is on the study of structural details, but
is necessary if one is interested in spectroscopic applications.
A bond angle between atoms i-j-k is defined as the angle between the
bonds i-j and j-k. As bond angles, in a similar manner to bond lenghts, are
found, experimentally and theoretically, to vary around a single value, it is
sufficient in most applications to use an harmonic representation in order to
provide an accurate description:
Uangle = K
titjtk
θ (θijk − θ
titjtk
eq )
2 (3.9)
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3.3.2 Torsion angles
Torsion angles are distinguished in two brands: dihedral or proper torsion
angles and improper torsion angles.
Formally, the dihedral angle (also known as a torsion angle) between four
atoms i-j-k-l is defined as the angle between the planes ijk and jkl (see
Figure 3.1). The angle can vary from -180 to 180, and its sign is taken as
the one of the scalar product (nijk × njkl) · rjk, where the n are the normal
to the planes.
The standard functional form for representing the potential energy for a tor-
sional rotation was introduced by Pitzer [27]:
Udihed = Vφ[1 + cos(n φijkl − γ)] (3.10)
where Vφ is the half energy barrier to rotation, n is the number of maxima (or
minima) in one full rotation and γ determines the angular phase. Barriers
for dihedral angle rotation can be attributed to the exchange interaction of
electrons in adjacent bonds and to steric effects.
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The Pitzer potential is insufficient to give a full represention of the energy
barriers of a dihedral angle change. Modern potential energy functions nor-
mally model the dependence of the energy on dihedral angle change by a
combination of truncated Fourier series and non-bonded effects.
Improper torsions are named so because the atoms involved are not serially
bonded but rather branched, and the form of the potential used is the same
employed for bond angles (Equation 3.10).
The convention is that the central atom is listed in the third position of the
dihedral, and the order of the other three is determined alphabetically by
atom type - and when types are the same, by atom number (order in the
molecule).
Improper dihedral potentials are sometimes necessary to reproduce out-of-
plane bending frequencies, i.e. to keep four atoms properly trigonal planar
for a two-fold torsional potential. They are additionally used in the united-
atom force field model when a carbon with an implicit hydrogen is a chiral
center, thus preventing an unphysical inversion of chirality.
3.4 Nonbonded interactions
The number of valence interactions that must be calculated for a molecule is
usually proportional to the number of atoms NA. The number of nonbonded
terms, however is roughly proportional to N2A, since they involve almost all
possible pairs of atoms, except the ones bonded, directly or in α, one to
each other.
Despite the systematic use of cutoffs, for large systems the bulk of com-
putational time is spent calculating the nonbonded interactions, thus great
efforts have been made to optimize these calculations for vector and parallel
processors.
35
3.4.1 Charges
Electrostatic forces are of paramount importance in determining intermolec-
ular interactions. The most common approach to include their contribution
in a simulation is to place a charge at each atomic center (nucleus). The
charge can take a fraction of an electron and can be positive or negative.
Charges on adjacent atoms (joined by one or two covalent bonds) are nor-
mally made invisible to one another, since the interactions between these
atoms are taken into account by the bonded interaction term.
The electrostatic attraction or repulsion between two charges is described
by Coulomb’s law:
Ucharge =
1
4πε0εr
qiqj
rij
(3.11)
where qi and qj are the atoms partial charges, rij is the distance separating
the atom centers, ε0 is the permittivity of free space, and εr is the relative
dielectric coefficient of the medium between the charges (often taken as
one).
Using partial charges at nuclear centres is the crudest effective abstraction.
To obtain a more accurate representation, two approaches are commonly
used: the first is to add dipole, quadrupole and higher moments to the nu-
clear centres; the second is to introduce further non-nuclear centres. This
is commonly done to represent the anisotropy in a potential caused by lone
pairs on oxygen atoms [28].
In many respects, electrostatic interactions represent the biggest problem to
computational studies of soft matter, as, by their nature, they are long range
and dependent on the properties of the surrounding medium.
3.4.2 Lennard–Jones
The equilibrium distance between two proximal atomic centers is deter-
mined by a trade off between an attractive dispersion force and a core-
repulsion force that reflects electrostatic repulsion.
The Lennard-Jones potential represents a successful effort in reproducing
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this balance with a simple expression:
ULJ = 4ε
[(
σ
rij
)12
−
(
σ
rij
)6]
=
A
r12ij
− B
r6ij
(3.12)
where σ is the contact distance (where ULJ(σ) = 0) and ε is the well depth
(where ∂ULJ/∂rij = 0).
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Figure 3.3: Typical LJ potential used in atomistic simulation: the impossibility
of taking a cutoff lower than 9 is apparent.
The term r−12ij dominating at short distance, models the repulsion between
atoms when they are brought very close to each other. Its physical origin
is related to the Pauli principle: when the electronic clouds surrounding the
atoms starts to overlap, the energy of the system increases abruptly. The
exponent 12 was chosen exclusively on a practical basis, as it is particularly
easy to compute, knowing the attractive term. In fact, on physical grounds
an exponential behavior would be more appropriate, as represented in the
Buckingham potential, used in simulations of solids:
UBuckingham = A exp(−Brij)−
C
r6ij
(3.13)
The term r−6ij , dominating at large distance, constitutes the attractive part.
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This is the term which gives cohesion to the system and originates from
van der Waals dispersion forces rising from dipole-dipole interactions which
are due to fluctuating dipoles. These are rather weak interactions, which
however dominate the bonding character of closed-shell systems, that is,
rare gases such as Ar or Kr, and also apolar solvents.
For simplicity, Lennard-Jones forces are typically modeled as effectively
pair-wise additive, and the rules to calculate the mixing parameters for cou-
ples of different atom types, are simple as well. Nonetheless, one of the
major issue that limits the possibility to mix LJ parameters from different
force fields originates from the different combining rules employed to com-
pute such interactions. These rules are used to take LJ parameters σi and
ri for an individual atom i and combine them with the ones of an atom j
in order to yield the LJij interaction for a specific atom pair. Unfortunately,
each force field employs a different way to combine parameters. For ex-
ample, CHARMM and AMBER obtain the combined σij value via geometric
mean and the rij value via arithmetic mean, while OPLS combines both pa-
rameters through geometric mean. In cases where the combining rules for
two force fields are different, it is typically not recommended to transfer pa-
rameters between the two force field, since this could lead to unexpected,
non-realistic results.
For its simplicity and effectiveness, LJ is the standard potential used for all
the investigations where the focus is on fundamental issues, rather than
studying the properties of a specific material.
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Chapter 4
Atomistic simulations of bulk
8CB
4.1 Introduction
Nowadays, atomistic simulations of condensed matter, and of LCs in par-
ticular, offer a view with an unprecedent level of detail on the molecular
organization and dynamics, allowing to inspect for the first time the role of
specific molecular features like internal flexibility and dipoles on the phase
behaviour [29–34].
Compared with generic models, like the Gay-Berne one [35,36], where the
mesogen molecule is replaced by a single rigid object, the atomistic level of
description grants us the access to those chemical details needed to pre-
dict or at least interpret the results of x-ray diffraction, nuclear magnetic
resonance (NMR) and other real experiments. For instance, several works
published in the last few years have proved that “in silico” nematics like
cynnamates [29] and cyanobiphenyls [29,37] can reproduce a large number of
experimental results like transition temperatures, density, order parameters,
NMR dipolar couplings and can help to interpret the origin of phenomena
like the odd-even effect, i.e. the alternation in nematic-isotropic transition
temperatures determined by the variation of the number of aliphatic carbon
atoms in homologue series of these LC compounds.
It is also worth pointing out that atomistic simulations have a significant pre-
dictive value: for example, values of the fourth rank orientational order pa-
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Figure 4.1: Structural formula of 8CB (4 n octyl - 4′cyanobiphenyl)
rameter 〈P4〉 obtained for 4 n pentyl - 4′ cyanobiphenyl (5CB) were at vari-
ance with those available at the time of publication [38], but have proved in
good agreement with those recently obtained using an improved version
of the same depolarized Raman scattering technique [39]. The comparison
with experimental evidences is not always straightforward, given the large
scattering found among measurements published by different groups, even
when the same analytical technique was used.
While the quality of observable results obtained from MD is approaching
that of real experiments for nematics, much less is known on the possibility
of reproducing smectic molecular organizations and properties.
From this point of view, 4 n octyl - 4′cyanobiphenyl (8CB, whose structural
formula is shown in Figure 4.1) is an ideal test bench since it has been the
subject of numerous experimental investigations and of some of the first
atomistic simulations a few years ago [40], even though these simulations
were started assuming molecular positions already placed in layers and the
trajectories were followed for a time lower than the expected rotational re-
laxation time for a molecule of that size.
More recently, several groups have reported their results regarding simula-
tions of the 8CB bulk phase. McDonald and Hanna [41], employing a united
atom (UA) level of modeling, succesfully obtained a smectic phase but did
not reproduce the dimerization of 8CB molecules and the transition temper-
atures. Prampolini [42] and coworkers, employing a mixed UA – all atoms
model, found the spontanous onset of a partial bilayer smectic phase in a
temperature range compatible with the experimental evidence, but the layer
spacing was still slightly far from the one obtained by X-ray measurements
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and the limited number of simulations did not allow to precisely assess the
transition temperatures.
It remains to be verified whether a smectic organization similar to the real
one (in terms of layer spacing, transition temperatures etc.) can be obtained
by simply cooling an isotropic liquid.
Here, we take advantage of a recently developed force field for cyanobiphenyls [29].
One of the significant issues we plan to investigate is the type and ex-
tent of antiparallel arrangement for these molecules with a strong terminal
dipole [43].
4.2 Methods and computational details
Each simulated sample was composed of 750 molecules of 8CB, corre-
sponding to 16500 interaction centers, and was modelled at united atoms
(UA) level of detail using a AMBER-OPLS force field [44,45], which was pre-
viously tuned to reproduce the experimental nematic-isotropic transition of
n-alkyl cyano biphenyls with 5 to 8 carbon atoms in the linear alkyl chain [46]
but was that not optimized for the smectic phase.
We decided to perform our simulations according to a previously established
procedure [34,46,47]: we started from a temperature at which the sample is
isotropic and then progressively cooled it at lower temperatures, allowing to
observe, if present, its spontaneous organization. To study the 8CB liquid
crystalline phases, we ran a series of MD–NPT simulations using NAMD [48]
with multiple step integration: bonded, van der Waals and electrostatic in-
teractions were calculated every 2, 4 and 8 fs respectively. The sample
was kept at the constant pressure of 1 atm using a Berendsen barostat [49],
while the temperature, which ranged from 300 to 320 K, was kept constant
through velocity rescaling. Three dimensional periodic boundary conditions
were used and long range electrostatic interactions were computed through
the Particle Mesh Ewald method [50] with the grid spacing set to 1.2 Å.
The average simulation runtime for each sample was about 150 ns long, a
time much larger than the expected rotational and translational decay time. It
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Figure 4.2: Comparison between experimental and simulated density as a
function of temperature. ∆ρ% is the percent deviation of the simulated den-
sity from the experimental value. Vertical dashed lines represent the exper-
imental transition temperatures TSmN and TNI .
is worth noting that for samples at temperatures close to a phase transition,
we prolonged the production time up to 400 ns.
4.3 Results and discussion
4.3.1 Density
A preliminary validation of our results can be found comparing density val-
ues obtained by our simulations with the experimental ones available in lit-
erature [51] (Figure 4.2).
The simulated density decreases while the sample is heated, reproduc-
ing precisely the experimental trend, like already shown in reference [46] for
smaller samples composed of 250 molecules. Still in Figure 4.2, it can be
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(a-c) data from refractive index measurements in references [52–54] and (d -f)
from polarised Raman spectroscopy measurements in references [38,55]
noticed how the most accurate results are obtained in proximity of the exper-
imental nematic-isotropic transition temperature TNI , with a deviation from
experiment not greater than 0.1%. Moving away from the transition region,
this discrepancy increases to 1%, though these results still qualify as accu-
rate.
4.3.2 Orientational order
The liquid crystalline phase of 8CB presents two different mesophases in
a very narrow temperature range. In particular, the smectic-nematic and
nematic-isotropic transition temperatures (TSmN and TNI), which will be rep-
resented as vertical dashed lines in the following figures, are located at
306.6 and 313.6 K respectively. The presence of an order-disorder ther-
motropic phase transition can be easily identified observing the variation
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with temperature of a suitably defined orientational order parameter, such as
〈P2〉 for nematic-isotropic transitions. This is calculated through a standard
procedure for liquid crystal studies, which requires to build and diagonalize
an order matrix Q, summing over all N molecules of the sample:
Q(t) =
1
2N
N∑
I=1
[3uI(t)⊗ uI(t)− I] , (4.1)
where uI(t) is the chosen reference molecular axis and I is the identity ma-
trix. The instantaneous order parameter P2(t), which corresponds to the
value of P2 for each configuration, can be obtained from the eigenvalues
λ−(t) < λ0(t) < λ+(t) of the Q matrix. According to the most common
convention, P2(t) corresponds to the largest eigenvalue, which is to say
P2(t) = λ+, and once a sufficiently long trajectory is available, the time
average 〈P2〉 is calculated.
As can be seen in Figure 4.3, at high temperatures the samples possess
a very low value of 〈P2〉, ranging from 0.1 to 0.2. Between 313 and 312 K
we observe a steep rise of the order parameter, suggesting a spontaneous
onset of a nematic phase. In fact, after the isotropic-nematic transition, 〈P2〉
increases from 0.4 to slightly less than 0.6 as we move toward the nematic-
smectic transition.
Still in Figure 4.3, the results obtained by our simulations can be compared
with different sets of experimental data, in particular with birifringence and
Raman depolarization spectroscopy measurements [38,52–54]. We notice that
data obtained from our simulations are in good agreement with the average
of the various, rather scattered experimental data sets.
The nematic-isotropic transition is characterized by considerable oscillations
of 〈P2〉, with a standard deviation comparable to the value of the order pa-
rameter itself (cf the error bars in Figure 4.3). This is due to the presence
of oder-disorder fluctuations during the time evolution of the sample, each
denoted by either high or low P2 values. That explains the high uncertainity
on P2 values calculated at 311-313 K and is consistent with the first order
nature of the NI transition.
We arbitrarily choose to consider a phase as “nematic” when it shows a
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Figure 4.4: Distribution histograms of the istantaneous values of P2 at differ-
ent temperatures.
〈P2〉 greater than 0.3, hence locating TNI between 312 and 313 K. This
assumption can be confirmed by observing the distributions of 〈P2〉 at each
temperature (Figure 4.4), which allow to easily spot the temperature at which
the nematic transition takes place. For temperatures above 313 K, it can be
noticed how every sample possesses a broad distribution of 〈P2〉, with a
peak close to 0, highlighting how most of the molecules in those samples
possess isotropic 〈P2〉 values.
On the other hand, below 312 K peaks look sharper and are shifted to-
ward high values of the order parameter, as a consequence of the onset
of highly ordered liquid crystalline phases such as the nematic and smectic
ones. The sudden inversion of the population of molecules possessing high
or low 〈P2〉 values happening between 313 and 312 K confirms once again
our estimate of the transition temperature, which is closer to the experimen-
tal value [56] of 313.6 K with respect to previous simulations performed on
samples of 250 molecules (317 K). This also shows the importance of the
sample size, which must be sufficiently large in order to accurately locate
phase transitions. Below 308 K, the order parameter is almost constant with
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the temperature and its fluctuations become much smaller thus leading to
sharper distributions.
The orientational order of the simulated samples was further investigated by
studying the fourth rank order parameter 〈P4〉, which contains information of
the fourth moment of the orientational distribution and that can be calculated
as follows:
〈P4〉 =
1
8N
N∑
i=1
〈35 cos4 β − 30 cos2 β + 3〉, (4.2)
where β is the angle between the reference axis of the i molecule and the
istantaneous phase director, computed as the eigenvector of Q(t) with the
largest eigenvalue. The value of 〈P4〉 at each temperature is compared
in Figure 4.3 with experimental data from Raman depolarization measure-
ments [55]: it can be seen that the experimental trend is again well repro-
duced by simulations. Moreover, the profile of the fourth rank order param-
eter follows closely the one observed for 〈P2〉, dropping to zero above 312 K
and thus confirming our previous estimate of the transition temperature.
4.3.3 Radial distributions
In order to characterize 8CB mesophases, it is convenient to evaluate also
the positional order of the sample. In particular, we considered the radial
distribution function:
g0(r) =
1
4πr2ρN
〈δ(r − rIJ)〉IJ , (4.3)
where rIJ is the vector corresponding to the distance lying between the ref-
erence centers of the I and J molecules and ρN = N/V is the number
density of the sample. g0(r) is calculated considering the charge centre of
molecules as the reference centre. Figure 4.6 shows the radial distributions
of the smectic, nematic and isotropic phases. It can be seen that each phase
has a liquid-like distribution, characterized by the absence of peaks in the
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interdigitation
ε
layer shift λ
down (-)
up (+)
Figure 4.5: Orientational and positional arrangement of two molecules iso-
lated from the smectic sample at 304 K. d is the layer spacing and ε = d−2λ
is the layer interdigitation.
long range region and tending asymptotically to 1 for r greater than 30 Å.
In the short range region though, each system shows three distinct peaks,
indicating the presence of local coordination shells. In particular, the first
peak located at 3.8 Å suggests the presence of quasi dimeric associations
(as shown in Figure 4.5) in both the isotropic and anisotropic phases, a com-
mon feature for systems made of molecules bearing a strongly polar group
such as the cyano group. When the temperature is raised, the short range
structure becomes less definite as shown by the radial density distribution
of the isotropic sample.
The following step in the evaluation of the positional-orientational order was
to combine the knowledge of both the radial distribution and the molecular
orientations in order to obtain radial orientational correlation functions:
g1(r) = 〈δ(r − rIJ)(µ̂I · µ̂J)〉IJ , (4.4)
g2(r) = 〈δ(r − rIJ)
[
3
2
(µ̂I · µ̂J)2 −
1
2
]
〉IJ , (4.5)
where µ̂I , µ̂J are the electric dipole unit vectors and rIJ is the distance be-
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tween the charge centres of I and J molecules.
In particular, the g1(r) function shown in Figure 4.6 allows to clarify the local
polar order generated by dipole alignment. In the short range region, a neg-
ative value for g1(r) is expected, since the first neighbouring molecules are
paired in an antiparallel fashion, thus yielding a negative average of µ̂I · µ̂J .
At a somewhat greater distance, a change of sign of g1(r) is observed, since
those molecules belonging to the next coordination shell are parallel to the
ones in the first shell (but antiparallel to the reference molecule). Between
8 and 14 Å, we observe the same trend described for the first and sec-
ond neighbours, but less pronounced since the influence of the reference
molecule gets weaker as the distance increases. At long range, the value of
g1(r) tends asymptotically to 0 as the interaction with the reference molecu-
lar dipole becomes negligible, therefore leading to a statistical orientation of
the most distant molecules.
The g2(r) function allows to evaluate the relative order parameter P2 of a
molecule with respect to the orientation of the reference molecule as a func-
tion of the intermolecular distance. Figure 4.6 clearly shows the presence
of a peak in the short range region, corresponding to the orientational order
raising from the short range interactions, in analogy with the behaviour of
isotropic fluids [37,43,57]. At greater distances, in our case for r > 30 Å, g2(r)
decreases and tends asymptotically to the 〈P2〉2 of the phase.
4.3.4 Positional order and density profiles
The analysis of the molecular mass center distribution is also useful to ver-
ify the formation of a smectic phase, that experimentally occurs below 306.6
K [56] for 8CB. For this purpose, we plot in Figure 4.7 the linear density dis-
tribution normalized to the average density of the sample g(z) = ρ(z)/ρ0,
where z is the layer normal, which in this case corresponds also to phase
director. It is evident that at low temperatures the density profile has an
ondulatory trend, due to the presence of smectic layers. This behaviour pro-
gressively vanishes for samples at temperatures above 307 K, even though
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Figure 4.6: Dipole-dipole orientational correlation functions g1(r), g2(r) and
of the radial density distribution of centers of charge g0(r) for samples at
304, 311 and 316 K (representing the smectic, nematic and isotropic phases
respectively).
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Figure 4.7: On the left, trend of the normalized density distribution along
the z axis for samples at 304, 311 and 316 K (representing the smectic,
nematic and isotropic phases respectively). On the right, comparison of up
and down molecules density profiles g±(z) with the one of the whole sample
g(z) at the temperature of 304 K.
an evident discontinuity is not present, suggesting a second order nature for
the transition between the nematic and the smectic phase.
The smectic phase of 8CB, which belongs to the SmAd [58] category, is char-
acterized by the presence of bilayers formed by two interdigitated sublayers
of molecules oriented in opposite directions in order to optimize the inter-
action between the polar groups. In particular, 8CB bilayers are commonly
described as partial, since the distance d between bilayers is lower than
twice the molecular length l, differently from smectics composed by single
layers, where d is about as large as l [58]. In particular, the distance mea-
sured experimentally between 8CB layers is 31.4 Å [59], that is approximately
1.5 times the length of onw molecule.
For a matter of convenience, in the following paragraphs we referer to mole-
cules forming the sublayers either as up(+) or down(-) molecules, depending
on whether their dipolar vector is parallel or antiparallel to the arbitrarily cho-
sen layer normal direction.
The snapshot in Figure 4.8 shows the evident interdigitation between up and
down (red and blue) molecules forming the bilayer of the simulated sample,
which faithfully reproduces the disposition of molecules in a real sample.
In the simplest case [60,61], the normalized density profile along the layer nor-
mal director z of a non tilted smectic sample (Figure 4.7) can be approxi-
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mated with the following sinusoidal function:
g(z) =
ρ(z)
ρ0
≈ 1 + A cos qz, (4.6)
where q = 2π/d, with d being the interlayer distance, and where A rep-
resents the amplitude of oscillations - here being either the smectic order
parameter 〈τ〉 = 〈cos qz〉, if we are referring to the whole sample, or 〈τ±〉 if
we consider up/down molecules only. Values of 〈τ〉 and 〈τ±〉 calculated by
fitting the density distribution profiles with Equation 4.6 are reported in Table
4.1. As shown in Figure 4.7, both + and - profiles have exactly the same
trend, but they are shifted by a certain phase qλ. Once λ and d values are
known, we will be able to determine the bilayer interdigitation ε (Figure 4.5).
The normalized total density profile is given by the superposition of the up
and down density waves, provided they are suitably shifted:
g(z) =
1
2
[g+(z) + g−(z + λ)]
= 1 +
1
2
〈τ±〉[cos q(z −
λ
2
) + cos q(z +
λ
2
)], (4.7)
Equation 4.7 reproduces the density profile of the whole sample (Figure
4.7) and features a maximum located at z = 0, thus we used it to fit the
density profiles of the samples, determining the values of d, λ and hence
the interdigitation ε, reported in Table 4.1.
Once derived the value of d and λ, it is possible to obtain an estimate of 〈τ〉
directly from 〈τ±〉 by combining Equations 4.6 and 4.7:
〈τ〉 = 〈τ±〉 cosπ
λ
d
, (4.8)
The presence of the smectic-nematic transition is denoted by a sudden fall
of the smectic order parameter 〈τ〉 and a slight inflection of the interlayer dis-
tance d above 307 K, in very good agreement with the experimental smectic-
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Figure 4.8: Layer interdigitation in a smectic sample at 304 K (replicated
twice along x, y and z axes). Red and blue colors represent parallel and
antiparallel molecules.
nematic transition temperature of 306.6 K. It is worth noting that smectic
fluctuations are present also in the whole nematic phase, in agreement with
experimental x-ray measurements [62,63].
Below 307 K, the samples we simulated feature an average interlayer dis-
tance d of about 32.4 Å (see Table 4.1), which is much closer to the experi-
mental value [62] of 31.7 Å with respect to previous simulation studies [41,42,64].
Besides, the interlayer distance obtained from simulations remains constant
in the temperature range of the smectic phase, in agreement with the trend
found experimentally through X-ray measurements by Urban and cowork-
ers [65].
4.3.5 Diffusion in the smectic phase
Since we are dealing with a fluid of anisotropic nature, it is of interest to
evaluate the behaviour of translational diffusion tensor components Dii in
function of the temperature, hence in each different phase (in particular in
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the SmAd one), in order to further validate the simulation results through the
comparison with dynamics experimental data [66]. Dii can be calculated from
the mean square positional fluctuations using the classic Einstein formula:
Dii = lim
t→∞
〈(ri(0)− ri(t))2〉
2t
, (4.9)
where ri is the component along the axis i = x, y, z of the director frame
of the molecular position vector for each molecule, and with the limit for
t → ∞ approximated to the value of t = 10 ns. The parallel and perpendic-
ular diffusion coefficients D‖ and D⊥ correspond to Dzz and (Dxx + Dyy)/2
respectively, while the isotropic diffusion coefficient Diso was calculated as
(Dxx + Dyy + Dzz)/3. It is known that for molecules modeled at UA level
of detail, the calculated diffusion coefficients are usually higher than experi-
mental values [46,64] as a result of the smoother molecular surface, and such
case applies to our sample. While this prevents us from performing a direct
comparison with experimental results, we can at least confront the trend of
our results and the anisotropy of the diffusion tensor.
The simulated and experimental isotropic diffusion coefficients have an Ar-
rhenius temperature dependence:
Diso = D0e
− Ea
RT , (4.10)
where D0 is the diffusion coefficient for T → ∞ and Ea is the activation
energy required for molecules to get over the potential barrier encountered
while moving across the sample.
We perform a linear interpolation of the diffusion coefficients, obtaining a
simulated activation energy Ea,sim equal to 34.0 kJ mol−1, very close to the
experimental value [66] Ea,exp of 34.2 kJ mol−1, and a D0,sim of 1.97×106 m2/s
against the experimental value we extrapolated from the NMR work of A.
Maliniak and coworkers [66](D0,exp ∼ 1.96×105 m2/s). As previously noted,
the D0 value obtained from simulations is greater than the one from real
samples, in this case being roughly one order of magnitude higher with re-
54
spect to experimental results.
To increase the predictivity of the force field with regard to the dynamic prop-
erties (e.g. viscosity or relaxation times), it can be useful to have a function
that, given a simulated diffusion coefficient, returns a rescaled one directly
comparable to experimental values. For this purpose, we define two rescal-
ing factors:
α =
D0,exp
D0,sim
, β =
Ea,exp
Ea,sim
, (4.11)
which in our case correspond to α = 0.1 and β = 1.01, that we employed in
the following expression:
Diso,sr = αe
(1−β)
Ea,sim
RT Diso,sim, (4.12)
where Diso,sr is the simulation-rescaled isotropic diffusion coefficient. We
applied Equation 4.12 not only to rescale the isotropic coefficient, but also
to D‖ and D⊥. The rescaled coefficients Diso,sr, D‖,sr and D⊥,sr can be
compared to the experimental data in Figure 4.9.It is important to note that
this approach works best at rescaling isotropic diffusion coefficients and it
may fail when applied to parallel and perpendicular diffusion coefficients
for anisotropic phases. In particular, the Arrhenius equation does not hold
at temperatures close to a transition or when a smectic phase is present.
Since the nematic temperature range for 8CB is extremely narrow, we can-
not safely rely on Equation 4.10 to interpolate D‖ and D⊥ in both nematic
and smectic ranges, nor we should use Equation 4.12 to apply a rescaling.
To overcome this issue, we employed the Chu and Moroi (CM) model [67],
which allows us to compute D‖ and D⊥ for nematic phases as follows:
D‖ = 〈Diso〉
[
1 + 2〈P2〉
1− ρ
2ρ+ 1
]
, (4.13)
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and
D⊥ = 〈Diso〉
[
1− 〈P2〉
1− ρ
2ρ+ 1
]
, (4.14)
where ρ=πd/(4L) is a geometrical factor for rod-like molecules of diame-
ter d and lenght l. Thanks to the CM model, once Diso,sim, 〈P2〉 and ρ at
each temperature are determined from the simulation, we are able to obtain
rescaled parallel and perpendicular diffusion coefficients D‖,CM and D⊥,CM
in the nematic phase using Equations 4.12-4.14. It should be noted that we
used the CM model to compute diffusion coefficients even for samples at
temperatures below 307 K, though more complex models which take into
account the presence of a periodic potential along the director in smectic
phases would suit better for the task [68]. This approximation can be made
given the low smectic order parameter of 8CB, which should not lead to
tangible deviations.
In Figure 4.9 we reported a comparison between the simulation-rescaled
and experimental diffusion coefficients. It can be seen that, once adequately
rescaled, the diffusion coefficients of simulated samples accurately fit the
experimental trend. Moreover, it can be noticed that there is only a slight
difference between the values of D‖ and D⊥ calculated from our rescaling
and those predicted by the CM model, the latter method being more effective
for D‖.
As common for nematic phases, diffusion along the director is faster com-
pared to the one in the direction perpendicular to the director. This behaviour
is inherited by the smectic phase, without showing any sign of discontinu-
ity in correspondence of the smectic-nematic transition. This trend might
seem surprising considering the nature of a smectic phase, as one would
expect a lower diffusion along the director due to the presence of an inter-
layer potential. Nevertheless, it has been reported several times in previous
experimental [69–71] and computational [32,40] studies that materials with weak
smectic-nematic transitions exhibit a smectic phase with a nematic-like dif-
fusional behaviour.
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4.4 Conclusions
The liquid crystalline nematic and smectic phases of 4 n octyl - 4′cyanobi-
phenyl were investigated with atomistic Molecular Dynamics simulations, by
performing a progressive cooling of an isotropic sample composed by 750
molecules. Both the isotropic-nematic and nematic-smectic transition tem-
peratures were reproduced in very good agreement with experimental val-
ues available in the present literature [56]. We observed the spontaneous
onset of a smectic phase, which we thoroughly studied and characterized
by determining its density, orientational and positional order and its dynamic
properties. In particular, we found the smectic character of 8CB to be weak,
with low values of the smectic order parameter. The interlayer distance ex-
hibited by our samples is in very good agreement with the experimental
value [62] and we succeded in measuring the sublayer interdigitation. The
diffusion coefficients, although being faster of an order of magnitude, can
be used to closely reproduce the experimental trend [66] with a method that
we introduced employing pre-existing theoretical models.
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Chapter 5
Atomistic simulations of 8CB thin
films
5.1 About freely suspended smectic thin films
A unique property of smectic liquid crystals is their ability, due to the layered
structure, to form stable films that are freely suspended or free-standing over
an aperture in a frame. This property has been known since the beginning of
the last century. However, it was not until the 1970s that smectic membranes
found extensive usage in experimental studies [72–74]. In such films, smectic
layers align parallel to the two interfaces with air, which are flat because the
surface tension minimizes the surface area of the film. Apart from the edges,
such films can be considered as substrate-free. Thus in essence they can
be seen as membranes consisting of parallel stacks of smectic layers. Such
systems have a high degree of uniformity: the alignment of the smectic lay-
ers is almost perfect, allowing the study of single-domain samples of various
thicknesses. The surface area can be as large as a thousand mm2, while
the thickness can be easily varied from thousands of layers (tens of µm)
down to two layers (about 5 nm). Membranes thicker than several hundred
layers can be considered as bulk systems. In addition, in liquid crystals
(and thus in smectic membranes) a free surface may stabilize a higher-
ordered phase that is only found at lower temperatures or not observed at
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all in the bulk. This is in contrast to solids, which exhibit surface-induced
disorder that can lead to surface melting [75]. In the case of liquid crystals,
surface freezing occurs instead. Outside the field of liquid crystals surface
freezing is a rare phenomenon found only in some long-chain alkanes and
alcohols [76]. Smectic membranes can be controlled to an extent that is rare
for physical systems. In combination with the just mentioned properties, this
makes them ideal models for studying low-dimensional fluctuation behavior
and phase transitions, which have almost no equivalent in any other type of
system and more generally the variation of properties from bulk to film as
the number of layers decreases.
5.2 Methods and simulation details
5.2.1 Sample preparation
In order to simulate a sufficient number of layers without excessively reduc-
ing the horizontal cell section, we decided to perform the simulations on a
larger system compared to the one studied in Chapter 4; thus we duplicated
the cell composed of N=750 molecules obtaining a larger sample of N=1500
molecules. In order to simulate an infinite planar film in a vacuum environ-
ment, we enlarged the heigth of the cell leaving empty space above and
below the film, which is instead periodic in the xy plane. Given the impos-
sibility of using planar periodic boundary condition in combination with the
Particle Mesh Ewald (PME) method [48], the height of the cell was adjusted
so that no significant interaction was present between replicas on the z axis
(Figure 5.1). To test such condition, we run several simulations studying the
variation of the potential energy of the system as the z side of the cell was
increased. Leaving 600 Å of empty space above and below the film leads to
a 0.06% increment of potential energy with respect to only 50 Å, therefore
we opted for an average of 300 Å as a good compromise between avoiding
spurious interactions between periodic images along the z axis and the in-
crease of computational time, since the cost of PME method scales with the
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Figure 5.1: Influence of the vacuum height above and below the sample. On
the left, green arrows represent a sufficient spacing between replicas on the
z axis, whereas on the right the short distance between the sample and its
periodic images lead to spurious interactions (red arrows).
volume of the box.
Choice of the cell dimensions
In order to obtain systems each containing an exact number of smectic lay-
ers, we adjusted the cell section accordingly to the following relation:
nl =
nmol · Amol
Acell
(5.1)
Here, nl is the calculated number of layers as a function of the area of the
horizontal cell section Acell, nmol is the number of molecules in the sample
(in this case 1500) and Amol is the area of the cell section occupied by each
vertical 8CB molecule. It can be seen from Equation 5.1 that the number of
layers is inversely proportional to the cell section area. Therefore, increasing
Acell area results in a lower number of layers, whereas reducing it squeezes
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the sample and leads to the formation of a higher number of layers. The
critical step of this approach is the determination of Amol, which can be
found only by a trial and error procedure.
We decided to create cells with a squared base, i.e. the x and y cell side
vectors have the same value. The starting system, which we obtained from
the duplication of the bulk sample, was accomodated in a 64x64 Å2 cell.
After about 10 ns of simulation, the onset of approximately 6 layers was
observed. In order to determine if a 64 Å cell side was the best one to
contain 6 layers, we also run simulations in which the cell side vectors were
set at 65, 63, 62 and 61 Å respectively. The reduction of the cell section
area was obtained by increasing the system pressure whilst the expansion
was performed by manually setting cell vectors.
We then compared the density distributions g(z) along the layer normal of
the sample in each cell and concluded that the one with 62 Å sides, corre-
sponding to a section area of 38.4 nm2, was the one that accomodated the
6 layers at best, given that it featured the sharpest and most regular g(z)
peaks. From Equation 5.1 we derive that for a cell with a section of 38.4
nm2 the average value of Amol is 15.4 Å2. This value was then employed
to obtain an estimate of the x and y cell sides at which the smectic sample
possesses a desired number of layers nl (see Figure 5.2).
Once the appropriate cell dimensions were determined, we ran a series of
NVT simulations at T=300 K for systems possessing a nl = 1− 6, including
also those which should feature a half integer value of nl (see Figure 5.3
for a snapshot of samples studied herein). It must be told in advance that
samples with a half integer value of nl never gave rise to the formation of
half bilayers, instead the formation of an additional, lower density bilayer
was found. Each simulation was run for at least 100 ns of production time.
In order to observe the influence of the free surface on the transition tem-
peratures, we also run a serie of NVT simulations at temperatures ranging
from 310 to 325 K for the sample possessing 6 layers for at least 50 ns of
production time.
The conditions under which we studied smectic films were the same em-
ployed for the bulk system, exception made for the pressure barostat, which
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Figure 5.2: Horizontal cell section area Acell and film thickness h as a func-
tion of the calculated number of layers nl for the studied systems.
was turned off in order to simulate a vacuum environment and to keep the
box shape and volume constant.
5.3 Study of 8CB thin film at different thickness
5.3.1 Surface tension
General definition
At constant temperature and pressure, the surface tension can ben defined
as the derivative of the Gibbs free energy with respect to the surface area:
γ =
(
∂G
∂A
)
T,P,n
(5.2)
In the bulk of a liquid, each molecule is equally attracted by its neighbours,
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Figure 5.3: Equilibrated configurations of films with different thickness stud-
ied in this thesis.
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Figure 5.4: Graphical representation of the surface tension at the liquid-air
interface. Arrows represent the intermolecular forces acting between the
particles of the fluid.
resulting in a strong cohesive force. Conversely, molecules lying on the sur-
face experience an imbalance of forces that usually results in the molecules
being pulled toward the rest of the liquid (see Figure 5.4). Surface tension
has the dimension of force per unit length, e.g. dyn/cm. Alternatively, this
property is often expressed in terms of energy per unit area e.g. erg/cm2. In
this case we will talk about surface energy, which is defined as the energy
difference between the bulk sample and one with any surface exposed to
a different phase. Knowledge about surface tension and the mechanisms
underlying its origin is critical in addressing such basic surface science phe-
nomena such as wetting, adhesion, friction, spreading and detergency.
Surface tension of simulated thin films
Obtaining an estimate of the surface tension from simulations is fairly straight-
forward since the average value of the potential energy for every system is
known.
Surface energy can be calculated as the difference between the average
potential energy of each film Ufilm and the one of the bulk Ubulk, the latter
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corresponding to 3.69·10−14 mJ. Neglecting entropic effects, the ratio be-
tween such excess energy and twice the surface area of each film (since
each sample has two interfaces with the vacuum) returns the surface ten-
sion:
γ =
Ufilm − Ubulk
2Acell
(5.3)
In Table 5.1, the values of the potential energy for systems with different
number of theoretical layer nl is reported. The film featuring just one layer
(nl=1) has a higher value of potential energy compared to the other sam-
ples, even than those with half integer nl (see also Figure 5.5), therefore
suggesting that such system may be unstable. This is in agreement with the
fact that the thinnest film which can be prepared experimentally is at least
two layers thick [77].
Table 5.1: Calculated number of layers nl , area of the horizontal cell section
Acell, potential energy of the film per molecule Ufilm, excess of potential
energy with respect to the bulk sample due to the presence of two surfaces
Usurf and the surface tension γ.
nl A(10
17m2) Ufilm(1014mJ) Usurf (1018mJ) γ(mN/m)
1 23.1 3.763 7.43 24.1
1.5 15.4 3.741 5.18 25.3
2 11.4 3.720 3.09 20.3
2.5 9.22 3.727 3.82 31.1
3 7.74 3.710 2.10 20.3
3.5 6.56 3.716 2.68 30.7
4 5.78 3.704 1.48 19.2
4.5 5.13 3.708 1.95 28.6
5 4.62 3.702 1.28 20.7
5.5 4.23 3.704 1.48 26.3
6 3.84 3.699 0.98 19.2
In Figure 5.5 the potential energy of the sample is plotted as a function of
nl. It can be seen that the potential energy of the system decreases as the
number of layers increases. This is because the more layers are added, the
less significant the fraction of molecules on the surface becomes compared
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Figure 5.5: On the left, potential energy Upot per mole as a function of nl.
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the right, surface tension γ as a function of nl.
to the total number of molecules. It can be assumed that for systems with
a high nl, the potential energy will tend to the one of a bulk sample. It can
also be seen that simulated samples possessing a half integer value of nl
show a higher value of potential energy, indicating that they are less stable
than the ones with integer nl. It is worth noting that as the half integer nl
increases, the stress on the smectic structure rising from the excess/lack of
molecules needed to fit at best the horizontal cell section can be distributed
more efficiently. Therefore, we can expect that for high nl, the excess of en-
ergy in samples featuring a surface/volume ratio that does not correspond
to a finite number of layers becomes always smaller and eventually negligi-
ble, as shown in Figure 5.5. It must be noted that experimentally it is not
possible to draw stable films with non integer nl because of the presence of
the meniscus, which acts as a reservoir of molecules, thus behaving as a
buffer for the excess/lack of molecules created when we try to arbitrary set
the surface/volume ratio, i.e. extend or reduce the surface of the film in a
continuous manner.
Still in Figure 5.5, the trend of the surface tension is reported for both sam-
ples with integer and half integer nl. Experimental measures show that for
very thin films (with nl up to 100) the surface tension can be considered
constant with respect to the thickness [78]. Instead, thick films show a lin-
ear increment of the tension with the number of layers due to the pressure
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difference caused by the concave meniscus [78–80]. The surface tension of
simulated systems with integer nl shows a constant trend, with an average
surface tension of 19.9 ± 0.7 mN/m, not far from experimental measure-
ments, which range from 24 to 30.9 mN/m depending on the technique [81].
Samples featuring a half integer nl possess a higher value of γ than those
with integer nl but, as mentioned above, we expect such difference to de-
crease as systems with a high nl are progressively considered.
5.3.2 Positional order
The main purpose of this section is to inspect the influence of the two free
surfaces on the positional order of the sample. Many liquid crystals are
known to align homeotropically exposing their alkyl chains to a surface with
air or vacuum [82] in order to minimize the portion of molecule exposed to
the surface and the loss of attractive interactions with the neighbours. This
peculiar behaviour originates from the anisotropy of the molecular shape,
which for LCs like 8CB is elongated. The homeotropical disposition of
molecules at the interface promotes the formation of layers oriented per-
pendicularly to the surface across the whole sample and also induces a
high positional order near the surface.
As a consequence, the most outstanding feature of these systems is that
they show considerably high oscillations in the density profile along the z
axis of the cell. Differently from simulations of the bulk system, in this case
the z axis of the cell corresponds also to the phase director, which is normal
to the surface/layers.
As already discussed in the previous chapter, the positional order of a smec-
tic phase can be expressed in terms of the smectic order parameter 〈τ〉 (see
Equation 4.6). By linear interpolation of density distributions g(z)tot for sam-
ples possesing an integer nl with equation 4.6, we obtain an average 〈τ〉 of
0.36, which is an order of magnitude greater than the one found for the bulk
phase 〈τbulk〉 w 0.025. This indicates a strong influence of the surface on
the positional order in thin films.
Even though performing a linear interpolation can give us an approximate
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estimate of the positional order in our systems, it is experimentally known
that the effect of the surface is relevant only in its proximity. In particular, the
positional order parameter assumes the highest value at the surface (τsurf )
and decays exponentially towards τc = τ(z = 0) as we move away from the
interface. The excess of smectic order parameter τexc as a function of the
distance on the z axis from the surface can be defined as [80]:
τexc(z) = τ(z)− τc
=
τsurf
cosh
(
h√
2 ξ
) cosh(√2 z
ξ
)
(5.4)
where ξ is the correlation length and h is the film thickness. The hyperbolic
cosine term accounts for the exponential decays of the order moving away
from the surface, given that cosh(z) = 1
2
(ez + e−z). Unfortunately, it is difficult
to compare the behaviour expected from a theoretical point of view with the
results of our simulations due to the limited thickness h of the simulated
samples. Nevertheless, we attempted to fit our density profiles combining
the following simplified version of Equation 5.4
τexc(z) = ατsurf · cosh(βz) (5.5)
with the function previously used to interpolate density profiles of the bulk
sample in Chapter 4 (Equation 4.6) obtaining the following:
g(z) = 1 + (τexc(z) + τc) cos qz (5.6)
It must be noted that this simplified function describing the variation of τ
features two independent parameters α and β, even though they are theo-
retically correlated since they both contain ξ. This was done because of the
impossibility to perform a direct numerical evaluation of ξ since we run into
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an integer overflow error when computing the value of the hyperbolic term
at the denominator during the fit procedure.
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Figure 5.6: Fit of the normalized density profile along the z axis for the 6
layer film through Equation 5.5.
In Figure 5.6 we report the normalized density profile of a simulated film
with nl=6 together with the fit performed through Equation 5.6 and the trend
of τexc(z). The fitting function reproduces with good precision the amplitude
of g(z) oscillations for the simulated film, particularly in the inner region of
the sample, while the density oscillation at the surface and thus τs is slightly
overstimated. Fit parameters are reported in Table 5.2 while in Figures 5.7
and 5.8 the density profile g(z)tot of the simulated films are shown.
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Table 5.2: Calculated number of layers nl - parameters derived from the fit:
positional order parameter at the surface τs and in the middle of the film τc,
correlation length ξ, fit parameter α, film thickness h′ - film thickness from
g(z) density profiles h.
nl τs τc ξ (Å) α h
′ (Å) h (Å)
2 0.47 0.43 12.4 47.1 71 80
3 0.46 0.39 15.8 70.2 103 108
4 0.46 0.37 17.8 117 130 138
5 0.46 0.35 18.5 188 160 167
6 0.47 0.31 18.8 334 181 200
It can be observed that for each film the density oscillation for the two exter-
nal layers exposed directly to the vacuum is higher compared to the internal
ones. This is confirmed by fitted data in Table 5.2, given that the value of
τc is always smaller than τs. It is also evident that the value of τc decays as
the number of layers increases, and is much higher than the one found for
the bulk sample at the same temperature. This suggests that the influence
of the surfaces is still relevant in the central region of the film. Nonetheless,
it appears that τs is constant with the number of layers and thus does not
depend on the film thickness h.
As already discussed in the previous chapter, 8CB layers are more appro-
priately referred to as bilayers, given that each of them is composed by two
interdigitated layers of molecules oriented in the same direction. While for
the bulk sample the density distributions for “up” and “down” sublayers are
almost identical, apart from the phase shift, in the case of smectic films an
asymmetry is induced by the two surfaces (see Figures 5.7 and 5.8). This
is particularly evident for the two external bilayers, where the sublayer fac-
ing the vacuum has a considerably sharper density distribution compared
to the one facing the bulk of the sample. Since each sublayer is composed
by molecules oriented in the same direction and 8CB possesses a dipole
moment µ of about 6 Debye in gas phase, then the two surfaces possess
a non null opposite dipole moment given the higher density of the external
sublayers.
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Figure 5.7: Density profiles along the z axis for samples with nl =1, 1.5, 2,
2.5, 3, 3.5.
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5.3.3 Pressure profiles along the normal to the layers
Lateral pressure profiles measurements are difficult to perform due to the
absence of direct experimental techniques. Instead, computer simulations
allow to study pressure profiles at the atomistic scale [83]. At each time step
of the simulation, the istantaneous pressure is computed from both the ki-
netic and potential pairwise interactions, the latter including electrostatic and
van der Waals contributions. The pressure tensor P can be computed as:
P =

Pxx Pxy Pxz
Pyx Pyy Pyz
Pzx Pzy Pzz
 = [∑imivi ⊗ vi −∑i<j Fij ⊗ rij] /V (5.7)
where the first term, which includes the mass mi and velocity vi of the i-
th particle, represents the kinetic contribution to the pressure, whereas the
potential component is given by the virial term defined as the cross product
between the force Fij acting on two i, j particles separated by a distance rij.
While the off-diagonal elements of P vanish at the equilibrium, the diagonal
ones are expected to be equal for isotropic systems and conversely are non
equal for anisotropic systems. In particular, for a planar system like 8CB
thin films, we expect the two elements Pxx and Pyy to be equal but to have
a different value from Pzz. Pressure profiles were obtained by diving the
cell along the z axis in slabs with a height of 2 Å and computing the local
pressure in each slab as implemented in NAMD [48].
In Figure 5.9 we report the planar pressure (Pxx + Pyy)/2, the normal pres-
sure Pzz, the scalar average pressure (Pxx + Pyy + Pzz)/3 and the differ-
ence between the normal and planar pressure Pzz− (Pxx+Pyy)/2 computed
in each slab. Negative pressure values indicate the presence of attractive
forces and thus the tendency of a certain portion of the system to compress,
while positive values of pressure correspond to repulsive forces which lead
to expansion.
It can be seen that in correspondence of sublayers, molecules experience a
compressive force on the plane, while the pressure along the normal to the
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Figure 5.9: Pressure profiles along the z axis of the cell
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layers, which is always negative across the whole sample, becomes relevant
only at the internal edges of the sublayers. Moving to the interdigitation
area, we notice that molecules repulse each other on the plane, exterting
a positive pressure on the lateral faces of the cell slabs. At the same time,
they experience a negative, compressive force along the layer normal and
are therefore attracted to the interdigitation site. On the whole, the average
pressure in the middle of two sublayers is always positive, suggesting that
molecules will likely not diffuse through a bilayer. Instead, it becomes almost
null or assumes slightly negative values between bilayers, indicating that
molecules experience either a weak attractive force or no force at all, thus
being free to diffuse from one side of a bilayer to another. The effect of
the surface on the internal pressure can be noticed in particular on those
samples featuring a higher number of layers, as it is evident that the highest
positive and negative peaks are in proximity of the two interfaces and that
their alternation is damped as we move toward the centre of the samples.
The anisotropy of smectic films is also evident in the trend of the pressure
difference ∆P , reflected by sharp negative and positive peaks, especially
in proximity of the surface. The fluid can be considered isotropic only in
the regions between bilayers, where the difference between the planar and
normal pressure is close to zero.
5.3.4 Orientational order
In order to provide a quantitative measure of the degree of orientational
order in 8CB films, we calculated the second rank order parameter 〈P2〉
using the same procedure reported in Chapter 4 for bulk samples. In Figure
5.10 we report the value of 〈P2〉 as a function of the number of layers.
We can say that for systems with an integer nl, 〈P2〉 is on average constant
and thus does not depend on the number of layers.
For samples featuring a half integer value of nl, we can see an increasing
trend of the order, with the exception of the system with nl=1.5, which is
characterized by the co-existence of two distinct regions featuring one and
two layers respectively. Given that the majority of molecules belong to the
76
0.50
0.55
0.60
0.65
0.70
 1  2  3  4  5  6
<
P
2
>
nl
Integer nl
Half integer nl
Figure 5.10: Second rank order parameter 〈P2〉 as a function of the number
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region with two layers, we do not observe any major loss of orientational or-
der of the sample, leading to quite high values of 〈P2〉. In the other samples
featuring a half integer value of nl, we do not observe the formation of dis-
tinct regions with different number of layers and the excess of molecules is
dislocated on the whole sample. Therefore, 〈P2〉 raises with nl as the space
to fit the excess of molecules increases.
A thorough understanding of the orientational order in smectic thin films can
be obtained by studying how the order parameter is related to the peculiar
spatial organization of smectic bilayers. In Figure 5.11 the trend of the local
〈P2〉 as a function of the distance along the layer normal is reported. It can
be seen that in general, for both samples with integer and half integer nl,
each peak is located in correspondence of a bilayer. The highest values
of order parameter can be found at the very heart of each layer, while at
its edges we observe a steep decreasing of the order parameter, probably
caused by the presence of non aligned molecules at the layer boundaries.
A slight excess of 〈P2〉 can be found at the interfaces, whereas peaks within
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the sample are slightly lower. For integer values of nl, no dependence of the
peak height as a function of nl is observed; this explains the constant trend
shown previously in Figure 5.10. Samples with half integer nl feature lower
peaks at the internal layers or no peaks at all for the case of nl=2.5 lay-
ers (Figure 5.11). As the sample thickness increases, the disorder created
by the excess of molecules can be better distributed and thus we observe
gradually higher valued internal peaks, justifying again the trend of the total
order parameter reported in Figure 5.10.
5.4 Temperature dependence of the order in a
8CB thin film
5.4.1 Positional and orientational order
The presence of a surface, other than leading to a higher positional order
and inducing a homeotropical alignment of layers, exerts a major influence
also on the transition temperatures of the LC phase. Experiments show that
for a certain temperature T it exists a maximum film thickness N(T ) above
which the film thins spontaneously, whereas films thinner than N are stable.
In other words, we observe a phenomena called thinning transition, consist-
ing in successive spontaneous layer-by-layer disruptions towards either the
nematic or isotropic phase as the film is heated, each occurring at a precise
temperature. These transitions are first order since the film thickness de-
creases by successive jumps of one or more layers. Smectic films can also
exist above the bulk smectic-nematic transition TSmN , forming a metastable
system called presmectic film. Films above the TSmN mantain the lamellar
structure typical of smectic films, but the amplitude of density oscillations
along the layer normal is much larger at the surface than in the center of the
film. Thus, layers are much more defined at the surface than in the centre
of the system. This effect becomes more and more prominent as the sam-
ple is heated and eventually leads to thinning transitions. It must be noted
that in the case of 8CB, thinning temperatures cannot be determined for
79
systems composed by less than ten layers. This is due to the fact that the
thinning temperature exceeds the nematic-isotropic liquid transition temper-
ature, thus the meniscus melts and droplets of isotropic liquid slip into the
film, which finally breaks [78].
In order to verify whether our model system is able to reproduce any of the
previous experimental observations, we ran a series of simulations on the
sample at nl=6 by heating it from 310 to 325 K.
In Figure 5.12 we report the corresponding density profile along the layer
normal g(z) as a function of temperature. From now on, pairs of layers will
be numbered progressively from l = 1 for the innermost ones to l = nl/2
if nl is even, or l = (nl − 1)/2 if it is odd, with the central layer, if present,
being l = 0. Since the studied sample possess nl = 6, then the inner pair
of layer will be l = 1, the external one l = 3 and the one in between l = 2.
It can be seen that as the sample is heated into the nematic temperature
range (310-312.5 K), density oscillations decrease in its middle, while lay-
ers on the surfaces remain well defined, in agreement with experimental
observations. The transition can be studied more in detail by observing the
trend of 〈τ〉 for each pair of layers in Figure 5.13. While the external layers
(l = 3) experience only a slight loss of positional order as the temperature
is increased, those with l = 1, 2 show a substantial decay of 〈τ〉 between
311 and 315 K. For layers with l = 1 the order parameter lowers much more
quickly than those with l = 2, even though we cannot safely state that the
system undergoes a layer by layer thinning transition. It is worth noting that
even after the transition between 312.4 and 314 K, the value of 〈τ〉l=2 is still
comparable with the ones of the bulk sample studied in Chapter 4. Most
of the previous observations hold also for the density profiles of sublayers,
even though they feature a much larger variation of 〈τ〉 with the distance
along the z axis.
We have seen that due to the presence of the surface, 8CB thin films present
a smectic phase in the temperature range corresponding to the nematic
phase for the bulk sample. Moreover, we have noticed the presence of an
order-disorder transition, located close to TNI , which leads to the onset of a
mesophase that does not feature any positional order, which could either be
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a nematic or isotropic phase.
In Figure 5.13 the trends of 〈P2〉 and 〈τ〉 as a function of the temperature are
reported. Before TNI the system possesses high values of both orientational
and positional order parameter, indicating the presence of a smectic phase.
After 313 K, 〈P2〉 drops to 0.2, suggesting the presence of a direct transition
from a system with high orientational and positional order to an isotropic
system. The simultaneous decline of the order indicates the loss of nematic
phase for very thin films like the one studied in this work.
Figure 5.14 reports the variation of the orientational order as a function of
the position in the film. Compared to the sample at 300 K, systems heated
to the nematic temperature range feature smaller and less defined peaks
of 〈P2〉 in correspondence of layers with l = 1, 2, while the order at the
surface remains substantially unchanged even at high temperatures. As
the system is brought over the TNI , the orientational order profile in the
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inner portion of the sample becomes flat, exception made for the slight order
excess present in layers with l = 2, revealed by the two small peaks just
beside the interfaces.
5.5 Conclusions
The nature of low dimensional systems such as 8CB smectic thin films has
been studied through atomistic Molecular Dynamics simulations. Several
NVT simulations of a N=1500 molecules systems were run on films of var-
ious thickness and at different temperatures in order to study the influence
of the interface on the orientational and positional order as well as on phase
transitions. The surface tension of the system was found to be constant
with respect to the number of layers and its value is comparable with ex-
perimental measurements. The influence of the surface on both the posi-
tional and orientational order was studied, obtaining a qualitative estimate
of the excess of order and of its variation across the system, the latter being
compared to the theoretical model proposed by Picano et al. [80] with good
agreement. The dependence of the positional and orientational order with
respect to the temperature was also studied, and the disappearance of the
nematic phase was found for a thin film 6 layers thick.
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