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Abstract The presence of numerous and disparate information sources available to sup-
port decision-making calls for efficient methods of harnessing their potential. Information
sources may be unreliable, and misleading reports can affect decisions. Existing trust and
reputation mechanisms typically rely on reports from as many sources as possible to miti-
gate the influence of misleading reports on decisions. In the real world, however, it is often
the case that querying information sources can be costly in terms of energy, bandwidth,
delay overheads, and other constraints. We present a model of source selection and fusion
in resource-constrained environments, where there is uncertainty regarding the trustwor-
thiness of sources. We exploit diversity among sources to stratify them into homogeneous
subgroups to both minimise redundant sampling and mitigate the effect of certain biases.
Through controlled experiments, we demonstrate that a diversity-based approach is robust
to biases introduced due to dependencies among source reports, performs significantly bet-
ter than existing approaches when sampling budget is limited and equally as good with an
unlimited budget.
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1 Introduction
The trustworthiness of information sources is an important factor in making informed and
reliable decisions about what is true in the world. Decisions about what to do often depend
on accurate assessments of environmental states: river water level, pressure in a pipeline,
numbers and locations of casualties following a disaster. Typical approaches to estimating
the value of some environmental state is to rely on reports from as many sources as possi-
ble; the underlying assumption being that exploiting the ‘wisdom of the crowd’ effect [38]
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2minimises the influence of biased opinions. In many real-world contexts, however, captur-
ing and distributing evidence can be costly. In distributed environments such as peer-to-peer
and sensor networks, and pervasive computing applications, each participant is responsible
for collecting and combining evidence from others due to the lack of a central authority
or repository. In emergency response, for example, a decision-maker at some node in the
network must make decisions in real time on the basis of high volumes of streaming in-
formation received from a variety of sources through different routes. Major constraints in
these systems are bandwidth, delay overheads, and energy, motivating the need to minimise
the number of messages exchanged. Furthermore, there is often no guarantee that evidence
obtained from different sources are based on direct, independent observations. A notable
example is in social sensing, where information shared by individuals (e.g., via a social
network such as Facebook or Twitter) can be accessed by a wide audience [6, 26]. They
may, in turn, report the same information later, possibly without any acknowledgement1.
Accounting for dependencies in the source population is advantageous, not only as a means
for minimising the cost of information acquisition, but also for making better assessments.
We argue that agents operating in complex, dynamic and constrained environments can
adopt a model of diversity in order to minimise redundant sampling and mitigate the effect of
certain biases. Exploiting source diversity may, for example, provide evidence from groups
of sources with different perspectives on a problem. This has the potential to mitigate the
risk of double-counting evidence due to correlated biases among group members. Broadly
speaking, our view of diversity is a stratification of the source population, such that sources
likely to provide similar reports are grouped together. Our requirement for diversity, how-
ever, goes beyond simply accounting for dependencies among information sources. We seek
to capture richer information contexts, such as differences in expertise and perspectives,
which may be exploited by a decision-maker for making more informed decisions. For ex-
ample, the cost and risk analysis of interacting with certain groups of sources may serve to
inform whom to approach under what circumstances [23]. Such groups may, for example,
be communities in a geographic region, divisions in a corporation, or sensors owned by a
specific organisation.
Thinking about diversity in populations of information/opinion providers is not a new
idea; this is a common tactic used in the social sciences and by polling organisations. Shiller
suggests that people who interact with each other regularly tend to think and behave simi-
larly, and describes how, for example, political beliefs or opinions on policy issues tend to
show geographical and social patterns [37]. This is often referred to as herd mentality (or
herding) [32,38]: the alignment of thoughts or behaviours of individuals in a group through
local interactions. For example, individuals from the same organisation tend to behave in a
similar manner based on certain codes of conduct or policies. In general, entities in different
populations may have diverse beliefs about the state of the world. These populations, or sub-
groups, are often defined by a range of features (e.g., age, nationality, geography, religion)
that may influence their behaviour. Exploiting correlations between behaviour and observ-
able features of agents has also been explored in computational models of trust, where the
problem addressed is which agent should a task be delegated to. Liu et al. use clustering
techniques to learn stereotypes on the basis of past transactions and assess agents according
to those stereotypes [27], and Burnett et al. use model tree learning to form stereotypes that
are used as a prior to a Beta trust model such that direct evidence, when acquired, gradually
overrides the effect of the stereotype [5]. More recently, Sensoy et al. demonstrate the use of
1 See: http://www.bbc.co.uk/news/uk-14490693 for how Twitter was used to spread false rumours during
the England riots of 2011.
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Fig. 1 The TIDY framework
graph mining techniques to formulate stereotypes from structured features, such as patterns
in a social network, that may be used to inform trust assessments [36].
In this research, we are interested in the question of what information sources should be
asked for an opinion regarding the state of the environment given that there are costs asso-
ciated with acquiring information and we need to operate within resource constraints. The
contributions that we claim in this research are: (i) that the TIDY framework offers a gen-
eral approach for resource-constrained information fusion from variously trusted sources;
and (ii) that an instantiation of this framework may be used to select sources such that the
accuracy of the assessment of an environmental state is significantly better than existing
approaches under resource constraints, and robust to dependencies among sources. The in-
stantiation we present employs model tree learning to create a metric to assess the similarity
of sources given histories of reports from those sources, and trust-based heuristics for sam-
pling.
2 The TIDY Framework
The Trust in Information through DiversitY (TIDY) framework for source selection and
fusion is centred around the idea of a Diversity Structure. The framework, illustrated in Fig-
ure 1, uses histories of reports from information sources that exhibit certain features to learn
a similarity metric. This metric is then used to cluster sources on the basis of their features
to form a diversity structure. A sampling strategy is then employed that is informed by this
diversity structure, and reports acquired from the sampling process are fused to provide an
estimate of the environmental state.
4In formalising the TIDY framework, we assume a decision-maker (or agent) that has
the task of monitoring an environmental state (e.g., the weather condition at a location, or
the number of casualties following a disaster). Also, to aid in our presentation of the TIDY
framework, we consider as a running example, a weather station or agent, the task of whom
is to provide weather information.
Definition 1 (Task) A task is the activity of deriving an estimate of some environmental
state θt, at each time t ∈ T within an interval [t1, t2], such that t2 ≥ t ≥ t1.
The domain of the variable θt may be different for different query types, such as “is
it snowing?” and “what is the temperature?”. For a particular query, Θ represents the set
of possible values of θt. The value of θ ∈ Θ can change over time, and the agent must,
therefore, repeatedly update its estimate at time t, θˆt, of the environmental state, θt.
For instance, the task of the weather agent, in our hypothetical scenario, is to make
periodic assessment of the weather situation (e.g., hourly or daily weather updates).
To acquire an estimate of θt, θˆt ∈ Θ, sources of varying trustworthiness may be queried,
the result of which will be a set of reports from the selected sources.
Definition 2 (Information Source) An information source is a tuple 〈x, Vx〉, where x ∈ N
such that N = {1, . . . , n} is a unique identifier and Vx is a vector containing values for x’s
features.
We consider, in our running example, that the weather agent has access to a group of
sensors, the reports from whom can be used to make weather predictions. Each sensor is
furnished with a unique identifier, and has a set of features.
Definition 3 (Report) A report received from source x ∈ N at time t regarding θt is de-
noted otx. The set of all reports from source x, at each time t ∈ T , within an interval [t1, t2]
is denoted OTx .
For example, each sensor can provide reports with continuous values such that, o, θ ∈ R.
In particular, we assume that at some time point, t, a sensor, x, can provide a temperature
reading, o, of say, 0.6◦C, relating to θ ∈ R being ground truth (or actual temperature in this
instance).
The decision-maker maintains histories of reports received from each information source.
Definition 4 (Report History) A history of reports from a source is a sequence, defined as
a function hx : T → OTx,⊥ where OTx,⊥ = OTx ∪ {⊥}. If, for some t, hx(t) = ⊥, then no
report was received from source x at time t. For convenience, we refer to hx(t) as htx, and
we define the reports received at time t as OtX =
⋃
x∈X h
t
x, X ⊆ N .
t1 t2 t3 t4
x1 −0.9◦C 0.9◦C ⊥ 4.6◦C
x2 −1.0◦C 3.0◦C 0.7◦C 4.7◦C
Table 1 Example representation of report history
Table 1 provides an example representation of histories of report for sensors, x1 and x2, as
maintained by the weather station from our scenario. For instance, no temperature reading
was received from sensor x1 at time t3. Also, reports received from all the sensors sampled,
(i.e., x1, x2 ∈ X), at time t1, denoted as Ot1X = {0.6,−1.0}◦C.
We assume that sources have observable features; for example, the number and types of
followers it has in a social network.
5Definition 5 (Feature) Let F = {f1, . . . , fd} be the set of all features. A feature fi ∈ F is
an observable attribute of an information source.
Each feature fi ∈ F , as observed by the decision-maker, has some domain Di, and for
each source x ∈ N , there exists a feature value vi ∈ Vx, also, as observed by the decision-maker,
such that vi ∈ Di ∪ {null}. If a feature is unobserved or not relevant, its value is null for
that source.
Specific details on how features and their corresponding values may be obtained is
application-specific, and beyond the scope of this work. The following illustration shows
an example feature representation for three sensors, x, y, z ∈ N , in our scenario:
F = 〈ownership, cost, battery-life〉
Vx = 〈null, 0.11, 80〉; Vy = 〈UOA, 0.12, 80.5〉; Vz = 〈UOE, 0.6, 12〉
In order to group sources according to their features, we need a good similarity metric
that allows the decision-maker to estimate the degree of similarity between sources.
Definition 6 (Similarity Metric) A similarity metric is a function sim : N ×N → R.
The idea behind this definition of a similarity metric for the TIDY framework is that
similarity in reporting patterns may correlate with similarity in some of the sources’ fea-
tures. If this is the case, then given two sources 〈x, Vx〉 and 〈y, Vy〉, the function sim(x, y)
will give a score representing the degree of similarity that is expected in reports from these
sources. This allows us to overcome the challenge of insufficient or sparse evidence regard-
ing sources’ reporting patterns, and to easily generalise to unseen cases [5].
For instance, the weather agent, in our running example, may over time “learn” the
importance of the composite feature ownership∧ battery-life in defining similarity
among the sensors. That is, sensors owned by the same (or a similar) organisation and with
a similar battery life tend to provide similar reports when queried.
We can then use this similarity metric to stratify, or cluster sources to form a diversity
structure.
Definition 7 (Diversity Structure) A diversity structure,DS, is a stratification of the set of
all sources in the system into exhaustive and disjoint groups. DS = {G1, . . . , GK}, such
that
⋃K
k=1Gk = N and Gk ∩Gl = ∅ for any k, l ∈ {1, . . . ,K} with k 6= l.
Within the context of our weather predication scenario, a diversity structure may, for
example, capture sensors across different geographical locations, or sensors belonging to
different organisations.
In forming a diversity structure, we assume there is some function ∆, such that, given
some set of sources and a similarity metric, will compute a diversity structure. That is,
DS = ∆(sim, N ). This function may be realised through an off-the-shelf clustering algo-
rithm such as hierarchical or k-means clustering [19].
2.1 Source Agreement
Our aim is to generalise from similarity in sequences of reports from different sources to
similarity of sources on the basis of their observable features. In general, we require a func-
tion that, given histories of reports from two sources, provides an assessment of the level
of agreement between the reports received from those sources. In the TIDY framework, we
6make the assumption that agreement between histories of reports from two sources can be
derived from assessments of agreement between individual reports when reports are received
from the two sources at the same time. The rationale for this is that we may then define a
mechanism for assessing agreement between sources that operates efficiently on streams of
reports received.
Definition 8 (Report Agreement) An assessment of the extent to which reports from two
sources, x, y ∈ N , agree is determined by the function νagr : T ×OTx ×OTy → Πagr,⊥,
where Πagr,⊥ = Πagr ∪ ⊥. We require that νagr(t, htx, hty) = ⊥ if either htx = ⊥ or
hty = ⊥; i.e. agreement can only be assessed if we receive reports from two sources at the
same time.
To illustrate this definition, we adapt the illustration provided in Table 1. We assign
a value of 1, to denote an agreement. if the difference between two reports is minimal or
negligible (e.g., <= 0.1). We assign a value of 0, otherwise, to denote a disagreement.
t1 t2 t3 t4
x1 −0.9◦C 0.9◦C ⊥ 4.6◦C
x2 −1.0◦C 3.0◦C 0.7◦C 4.7◦C
Πagr 1 0 ⊥ 1
Table 2 Example representation of report agreement
The report agreement function will depend on the underlying model of report and source
agreement. If, for example, a Beta distribution [20] is used to model agreement, Πagr =
{0, 1}, where 0 indicates that reports do not agree and 1 that they do agree. Now, given an
assessment of the extent to which two reports agree, we may define a means to compute the
agreement between sources.
Definition 9 (Source Agreement) Agreement between sources is some aggregation of a se-
quence of agreements between reports that have been received from the two sources at the
same time. σ : (N ×N )×
(
T ×OTx ×OTy → Πagr
)
→ R
As illustrated in Table 2, reports from the two sensors, x1 and x2, are in agreement at
times t1 and t4, and in disagreement at time t2. However, agreement couldn’t be assessed
at time t3, since no report was received from sensor x1 at that time point. This information
can then be aggregated to determine the degree of agreement between the two sensors.
With assessments of how sources agree, we may revise the function used to assess sim-
ilarity between sources (Definition 6).
Definition 10 (Similarity Metric Revision) The similarity assessment function is revised
on the basis of (dis)agreements between reports received from sources: revise metric :(
(N ×N )×
(
T ×OTx ×OTy → Πagr
)
→ R
)
→ (N ×N → R)
The source agreement function, σ provides a means to compute an agreement score
for each source pair. Through the identifiers of the source pairs we have the values of the
observable features of each source. The revise metric function represents the problem of
computing a classifier that assigns a similarity score for two sources on the basis of the
values of their features.
For instance the weather agent may, over time and with fresh evidence (from source
agreement), learn that the feature ownership is not informative, and therefore no longer
a useful metric for stratification.
72.2 Trust Assessment
In addition to source similarity, an important factor in making source querying decisions is
the extent to which we trust a source to provide an accurate report. We assume that the agent
is able to observe ground truth, θt, but this is only available at a time after which it is useful
for decision making. This observation of ground truth may, however, be used to revise our
assessments of information sources, given we have a history of reports from those sources.
Definition 11 (Report Assessment) The assessment of a report against ground truth is de-
termined by the function νtru : T ×OTx ×ΘT → Πtru,⊥, where Πtru,⊥ = Πtru ∪ ⊥. We
require that νtru(t, htx, θt) = ⊥ if htx = ⊥.
Again, this function will depend on the underlying model, and as with source agreement
we can define a source trust assessment function.
Definition 12 (Source Trustworthiness) The trustworthiness of a source is determined by
assessments of the sequence of reports received from that source over time. τ : N ×(
T ×OTx ×ΘT → Πtru
)
→ R.
Information about the trustworthiness of sources is recorded for each source using an
appropriate instantiation of this function (e.g., a Beta probability density function).
2.3 Sampling
While monitoring the environmental state, the decision-maker will acquire reports from
various sources over time. The decision-maker must make a decision on how to sample for
evidence. In particular, the agent must decide which sources to sample. The objective of a
sampling strategy is to select a subset, N ⊆ N , in order to maximise its utility. The utility of
a sampling decision is a function of the accuracy of the estimate θˆt (or information quality),
and the cost of sampling (or information cost).
The quality of information measures the degree of accuracy of an estimate of the en-
vironmental state with respect to ground truth. In the context of our hypothetical scenario,
this would be the extent to which a temperature reading received from a sensor reflects the
actual temperature or weather outcome.
Definition 13 (Information Quality) The information quality obtained from sampling a set
of sources is a function: qual : Θ × Θ → R. For example, if θt is the environmental state
and θˆt is the estimate of that state obtained, the information quality is qual(θt, θˆt).
In sampling sources, the decision-maker incurs cost. We assume that the cost of sam-
pling a specific source remains fairly stable over time, or changes at a very slow and pre-
dictable rate.2 Nevertheless, costs may vary across sources; e.g., the cost of asking an expert
may be different from polling a group of friends.
Definition 14 (Sampling Cost) Sampling cost is a function: cost : 2N → R. In many set-
tings, sampling costs are strictly additive: cost(N) =
∑
x∈N cost ({x})
The decision-maker’s task is to select a subset of sources in order to maximise its utility,
or, more generally, maximise its expected utility over a sequence of sampling decisions given
that the act of sampling provides information about the characteristics of the information
sources sampled.
2 This is consistent with most real-world economic settings [11].
82.4 Fusion
Fusion provides the decision-maker with the necessary tools for combining reports from
various sources to arrive at an estimate.
Definition 15 (Fusion) Information fusion is a function, F : 2O → Θ, that computes an
estimate of the environmental state, θˆt, given a set of reports, Ot.
For example, the weather agent may take the average temperature reading, from all the
sensors sampled, as an estimate of the actual temperature.
In performing fusion, the decision-maker may take into account estimates of the trust-
worthiness of sources, such as in Subjective Logic [20] where these assessments are used to
discount reports received from sources. Now, given this framework for resource-constrained
information fusion, we present a realisation of this framework that we evaluate in Section 4.
3 A Realisation: TIDY0
Generally speaking, a task refers to the process of determining what is true in the world such
as the current river level. A task may be repetitive, requiring a periodic assessment of the
ground situation (e.g., hourly or daily weather updates). Repetitive task models arise natu-
rally in areas such as time series analysis [29]. In the course of our discussion, we assume
a weather station tasked with the provision of weather information. In order to achieve this
objective, the decision-maker needs to constantly sample available sources at the location of
interest for weather reports. The rationale for this is that the decision-maker is then able to
form an opinion over time regarding the behaviour of the sources. This is as opposed to a
one-shot task, where an agent may need only carry out a single transaction (e.g., buying a life
insurance from a broker) without the need for long-term monitoring. In our experiments, we
assume that interactions are ordered, and refer to each time period that an interaction occurs
(i.e., querying a group of sources and deriving an estimate) as a sampling round.
Information sources can be soft (e.g., human) or hard (e.g., wireless sensors). They
can be structured (e.g., databases) or unstructured (e.g., open-source data on the Internet).
Sources may have different reporting capabilities (or expertise) depending on the context.
For example, a UAV (unmanned aerial vehicle) may do a better job than a human in pro-
viding surveillance coverage of a disaster region. On the other hand, human sources may be
better in differentiating between different kinds of wildlife affected in the aftermath of the
disaster. Sources may also exhibit different behaviours based on a variety of reasons. For
example, a sensor whose battery-life is low may provide imprecise measurements, or drop
packets. Other sources may obfuscate their reports before sharing in order to avoid revealing
sensitive information, or may maliciously report misleading information in order to bias the
decision-making process.
Reports obtained from information sources are used to derive an estimate of the environ-
mental state. A report being an opinion about the state of the world can assume values from
a wide range of domains such as binary, continuous, etc. For example, the report ox = 0,
is interpreted differently for the queries “is it snowing?” and “how many casualties?”. The
first query belongs to a binary domain, s.t. θt ∈ {1, 0}, and the reported value is taken to
represent a negative opinion from source x about the event snow. The domain of the sec-
ond is the set of natural numbers, i.e., θt ∈ N, and the report is interpreted as no casualties.
The confidence measure, δ ∈ [0, 1], represents a degree of confidence in the measured value,
such that a 0 would indicate an absolute lack of confidence or uncertainty, and 1 indicates
9an absolute confidence attached to the measured value. In our evaluation, we assume that
reports are continuous s.t. θt ∈ R (e.g., temperature readings).
Information sources are described by a set of observable features. These features repre-
sent attributes such as organisational affiliation, location, age, etc. Similar to reports, features
can assume a wide range of values in both quantitative (i.e. continuous, discrete, and inter-
val) or qualitative (i.e. nominal, ordinal) domains. For convenience, we assume numeric
values for features in our experiments.
3.1 Computing Source Agreement and Trust
A decision-maker can form opinions based on evidence obtained by interacting, and subse-
quently evaluating the behaviour of sources in the system. Evidence for computing both the
agreement and trustworthiness of sources is gathered from different interaction contexts.
3.1.1 Evidence of Source Agreement
Evidence of agreement between pairs of sources can be obtained following a sampling ac-
tivity. That is, after obtaining reports from sampled sources, the decision-maker is able to
evaluate these reports, and thus update evidence parameters 〈rx,y, sx,y〉 of the agreement for
each source pair, x, y, where rx,y denote the number of positive experiences regarding the
agreement between sources, x and y, and sx,y denote the number of negative experiences.
Using Equation 1, both the positive (rx,y) and negative (sx,y) evidence parameters can be
updated in light of new evidence obtained at time step t. The parameter, δagr represents an
application-specific threshold for the agreement between two reports.
(rtx,y, s
t
x,y) = νagr(t, h
t
x, h
t
y) =

(1, 0), if |htx − hty| ≤ δagr
(0, 1), if |htx − hty| > δagr
(0, 0), otherwise
(1)
3.1.2 Evidence of Source Trustworthiness
After an estimate of the environmental state has been made, we assume that the decision-maker
is able to observe ground truth, θt. The reliability of a source can be assessed on the basis
of the conformity of its report to fact. Evidence used in computing the trustworthiness of a
source, x is accumulated over time as a 〈rx, sx〉 pair, where rx denote the number of pos-
itive experiences regarding the conformity of x’s report to fact, and sx denote the number
of negative experiences. Each experience is obtained using Equation 2, where δtru is an
application-specific threshold value for report reliability.
(rtx, s
t
x) = νtru(t, h
t
x, θ
t) =

(1, 0), if |htx − θt| ≤ δtru
(0, 1), if |htx − θt| > δtru
(0, 0), otherwise
(2)
Having described how evidence may be aggregated, we now describe how these experi-
ences may be used by an agent to compute both source agreement and trust.
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We adopt Beta distribution [20] as a representative model for both source agreement
and trust. The Beta distribution provides a means of forming opinions based on available
evidence. For instance, opinions about the degree of agreement of two sources, x and y can
be formed on the basis of positive (rx,y) and negative (sx,y) evidence. These opinions may
be updated in light of new evidence. The pair 〈rx,y, sx,y〉, provides a source of αx,y and
βx,y parameters of the Beta distribution such that: αx,y = rx,y + 1 and βx,y = sx,y + 1.
The expected value of Beta(σx,y | αx,y, βx,y) can be derived using these parameters:
E(σx,y) =
αx,y
(αx,y + βx,y)
(3)
Similarly, opinions about the trustworthiness of a source, x can be formed on the basis
of positive (rx) and negative (sx) evidence, which may also be updated as new evidence
becomes available. The expected value of Beta(τx | αx, βx) can be derived:
E(τx) =
αx
(αx + βx)
(4)
If considering the trustworthiness of a group of sources, Gi, then group trust τi can be
calculated as the average trust score of group members:
τi =
∑
x∈Gi
τx
|Gi| (5)
While the agreement assessment we have described above provides evidence of similar-
ity among known sources, we still require mechanisms for generalising from this evidence
to a structure that can be used to stratify sources based on their observable features.
3.2 Learning a Similarity Metric
As mentioned, a similarity metric allows a decision-maker to generalise from similarity in
the reports of sources, to similarity on the basis of their observable features. A possible
realisation of this generalisation can be obtained by employing techniques from machine
learning.
Decision trees [3] provide an appropriate representational abstraction for modelling a
similarity metric. They are classification tools, which allow a label to be found for a given
input by selecting paths through a tree based on conditions specified at branching nodes.
Each node of a decision tree represents a particular feature, and branches from nodes are
followed depending on the value of the feature represented by that node. In our own case,
each input feature value holds the distance between the values of that feature for a source
pair. This intuitively captures the notion of similarity in features. Each leaf of the tree rep-
resents a similarity score (or a function producing a similarity score), which is assigned to
every source pair or classification examples reaching that leaf.
Classical decision tree induction techniques are not suitable for problems where the class
value to be predicted is real-valued [12,31]. As our aim is to estimate the degree of similarity
between sources represented by a real-valued similarity score, we require a decision tree
induction technique which accommodates real-valued class labels. One possible technique
that can be employed for this is model tree learning, which allows us to learn a classifier
capable of predicting similarity scores from a real-valued domain [31, 47].
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In model tree learning the leaves of a tree are linear regression models, which can be
used to estimate a target value (similarity score in our own case). Using this technique, a
similarity metric can be induced by using training examples from features of sources as well
as available evidence from their report histories. In particular, we make use of the M5 model
tree algorithm [31]3.
Each training instance to the M5 algorithm is of the form:
〈dis(v1,x, v1,y), . . . , dis(vd,x, vd,y), σx,y〉, comprising of the feature value distances of a
source pair, and their degree of agreement, σx,y representing the class label. For each fea-
ture fi ∈ F , we obtain a value for a source pair x, y as dis(vi,x, vi,y), where vi,x is the
value of feature fi for source x. Any suitable distance function (e.g., Euclidean distance)
can be employed for this task. Our specific instantiation computes the distance for each fea-
ture value dis(vi,x, vi,y) for a source pair, x, y, as the absolute difference of their features;
dis(vi,x, vi,y) = |vi,x − vi,y|4. Where a feature has a null value for either or both sources,
no reasonable comparison can be made. In such instance, the entry for the feature value
for the source pair is assigned a null value. The agreement between a pair, σx,y , is derived
using Equation 3. This value is 0.5 when the system is initially instantiated, portraying an
equal likelihood of both outcomes (i.e., (dis)agreement) before any positive (agreement) or
negative (disagreement) evidence is observed (i.e., rx,y = sx,y = 0). Lack of evidence may
impact the efficacy of the learned metric in identifying the desired correlations. Therefore,
it is necessary that a revision of the model be carried out periodically as evidence is accu-
mulated through repeated interactions.
As well as the ability to handle features of different kinds (e.g., nominal), the model tree
algorithm is robust to missing values that pose a risk of overfitting a learned model [47, p.
86]. This is particularly important to us, given that some of the sources might not have values
for certain features in F . For instance, a human source might not have a value for the feature
battery-life, which may be relevant to other kinds of sources (e.g., wireless sensors).
One way of handling this challenge is to use the class value as a surrogate attribute in a
training set. In a test set, one possible solution is to replace the unknown attribute value with
the average value of that attribute for the training examples that reach the node.
An example representation of a similarity metric (model tree) is shown in Figure 2.
The linear models at the leaf nodes are linear combinations of the attributes with assigned
weights, and are of the form:w0 + w1f1 + w2f2 + w3f3. This metric can be used to classify
pairs of sources by tracing a path through the tree, in order to determine an appropriate
(linear) model to employ. The output is a real value that represents the similarity score for
the source pair. Using this structure, an agent can easily generalise to a notion of similarity
on the basis of sources’ features, and thus being equipped with a useful tool to form a
diversity structure.
3.3 Creating a Diversity Structure
To form a diversity structure, DS, we employ hierarchical clustering [19]. This is a well-
known technique that can be employed for group formation. In contrast with other clustering
techniques such as k-means clustering, hierarchical clustering allows us to cluster into a
set of groups the cardinality of which we do not know in advance. The stratification uses
3 We use the M5 implementation of Weka [14], a popular open-source machine learning toolkit written in
Java.
4 The M5 algorithm can accommodate other feature types including qualitative. As well as this, different
metrics exist for computing the distance between features of other kinds [17].
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f1
f3
f2
LM 1
(4/12.903%)
LM 4
(2/24.185%)
LM 2
(3/18.551%)
LM 3
(1/30.824%)
>0.7 <=0.7
<=0.8 >0.8
<=5.0 >5.0
Fig. 2 An example induced similarity metric
an agglomerative method, where each source starts in a singleton group. The proximity
between each source pair, x, y is then computed using the similarity metric, sim(x, y). That
is, given their feature vectors, an appropriate regression model can be selected for deriving a
similarity score. The two most similar groups are then merged. Merging of groups continues
until a stopping criterion is satisfied. One can, for instance, decide to stop either when the
groups are too far apart to be merged (distance criterion) or when there is a sufficiently small
number of clusters (number criterion). We model the stoppage criterion using a (diversity)
threshold parameter, ψ. This parameter value lies in the interval [0, 1], and specifies the
maximum level of diversity required in the system. For instance, if ψ = 1, all the sources
will be assigned to singleton groups; a condition of extreme diversity. On the other hand, if
ψ = 0, all the sources are assigned to one group; a condition of no diversity.
3.4 Model Validity
A diversity structure once constructed, provides a static estimate of appropriate groupings of
source in the population. Sources and their availability may, however, change. New sources
may appear and sources may become unavailable. Although we can assign new sources to
groups on the basis of their features rather than waiting for behavioural evidence, this does
require us to consider which cluster is the best fit for any new source. Unavailable sources
can be simply removed from their clusters. The behaviour of sources may also change over
time, which may warrant a revision to the model of their relative similarity. New evidence
from the behaviour of sources in previously unseen situations may also provide evidence
that could lead to a more refined similarity metric.
One way of incorporating fresh evidence would be to revise the model periodically by
defining a learning interval L. This interval may be determined by the number of interac-
tions the decision-maker carries out with the environment before invoking the revise metric
function.
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In revising the model, new examples, 〈dis(v1,x, v1,y), . . . , dis(vd,x, vd,y), σx,y〉 are added
to the training set for each source pair in the population, and the model tree is then recon-
structed. It is not necessarily the case that features of sources would change over time. For
example, while it is possible that features such as battery-life (of say wireless sen-
sors) may change over time, other features such as ownership may remain fairly stable
over a period of time. Evidence of agreement between sources is accumulated over time as
a 〈rx,y, sx,y〉 pair, which is then used in Equation 3 to obtain an updated agreement score,
σx,y (see Section 3.1).
Although quite straightforward, employing a learning interval for model revision is in-
sensitive to the dynamics in the population, and therefore may lead to unnecessary over-
heads. It is preferrable that the diversity model be revised based only on evidence. For in-
stance, available evidence may suggest merging groups previously thought to be different,
given the high rate of agreement in the reports of sources belonging to those groups. There
may also be evidence suggesting the need to split certain groups in which members are ob-
served to disagree a lot. An agent could, for example, employ a threshold level of error that
a current model should operate within before being revised. These sort of evidence-based
revisions are necessarily heuristics, and have the advantage of being much quicker than re-
building the model from scratch. However, a limitation with this approach is the chance of
anomalous revisions which may not adapt well to the global population.
We have discussed one possible reaction of an agent to changes in the source popu-
lation. However, that does not preclude other forms of responses from a decision-maker.
For instance, instead of always resorting to model revision, the decision-maker may adapt
its sampling strategies in line with evidence pointing to the current state of the model. A
decision-maker may, for example, decide to sample more from groups where available evi-
dence suggests higher rates of disagreement in the reports and vice versa. This is a non-trivial
decision problem [9, 51], the discussion of which is left to our future work.
3.5 Sampling
The primary objective of a diversity structure is to aid the process of source selection. The
use of a diversity structure as a basis for sampling has some similarities to stratified sam-
pling [7], a technique that has been shown to perform well in many survey applications
including social media analytics [28]. It involves partitioning a population into disjoint sub-
groups according to some stratification variable (e.g., geography, culture, age). Samples are
then taken from each subgroup independently to estimate the variable of interest. While sim-
ilar in some aspects, the sampling strategy we propose in this research is significantly differ-
ent from stratified sampling. It is also important to emphasise here that group membership is
not simply based on similar level of trustworthiness, rather it is a measure of the consistency
of sources in giving similar reports in response to different queries. Therefore, it is possible
for sources in different groups to have similar level of trustworthiness (e.g., sources from
different, but equally reputable organisations). Furthermore, the cost of sampling individ-
ual sources might differ from source to source. Therefore, the decision-maker should sam-
ple intelligently accordingly budgetary constraints. This sort of budget-constrained problem
solving model is becoming quite popular in many application settings including crowdsourc-
ing [24, 30, 42]
The number of groups in a diversity structure is |DS|. For each Gi ∈ DS, the subset of
sources sampled is gi ⊆ Gi. The set G contains all the groups sampled. We consider two
sampling strategies, contingent on a sampling budget, Φ (defined in Section 4.1):
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– Strategy I (Φ ≥ |DS|): The number of candidates to be sampled, or the budget assigned
to a group Gi is determined by the size of the group:
budget(Gi) = |Gi| × (Φ/|N |) (6)
Individual sources are then randomly selected from Gi according to this budget. Apply-
ing this technique may, however, lead to information exclusion in much smaller groups
(e.g., not selecting from singleton groups). For this reason, we select at least one can-
didate from each group, and correspondingly reducing the number of candidates to be
sampled from much larger groups.
– Strategy II (Φ < |DS|): This strategy is applied only if the sampling budget is insuffi-
cient to cover all groups. Groups are ranked in order of members’ trustworthiness. Then
a single source is selected from the most trustworthy group, then the second most trust-
worthy group and so on until the budget is exhausted. The intuition here is that, although
information is lost from some of the groups, it is more beneficial for a decision-maker to
prioritise available resources to more trustworthy groups. A similar intuition is adopted
by most trust models in making source selection decisions [13]. Also, to some extent,
available budget is distributed across diverse group of sources, rather than individual
“trustworthy” sources, who may, for example, be relying on others for their reports. In
our evaluation, we demonstrate in a concrete manner the effect of correlated bias to the
fusion results.
We do not suggest these to be the only methods for sampling. We have selected these
heuristic methods because they exploit our source diversification mechanism, and allow us
to assess (through experiments) the merits of learning a diversity structure. In addition, these
sampling methods are reasonable heuristics that are related to practical survey methods.
3.6 Fusion
Reports from sampled sources are combined in order to derive an estimate, θˆt. The reports
from sources within a group, Gi, are aggregated to form a group estimate θˆti according to
Equation 7.
θˆti =
∑
x∈gi
ox
|gi| (7)
The resulting estimates from each of the groups sampled are then discounted by their corre-
sponding trust scores, τi (see Equation 5). Finally, the normalised opinions from all groups
are combined to obtain the estimate θˆt using Equation 8.
θˆt =
∑
i∈G
θˆti × τi∑
i∈G
τi
(8)
One advantage of this fusion approach as will be demonstrated in our evaluation, is the
potential of minimising the adverse effect of large groups of unreliable sources attempting
to undermine the credibility of the fusion process.
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4 Evaluation
We are interested in understanding the effectiveness of a diversity-based sampling approach
to estimating environmental states in resource-constrained environments where information
sources vary in trustworthiness. To explore this, we conducted two sets of experiments: in
the first set, the independent variables are sampling budget and the proportion of malicious
sources (i.e. sources that are more likely to provide misleading but independent reports); in
the second, the independent variables are sampling budget and the proportion of colluding
sources (i.e. sources that are more likely to copy each other’s reports). In each case the
dependent variable is the mean absolute error in the resulting estimate of the environmental
state.
Our research question is: as budgetary constraints and source trustworthiness (inde-
pendent misleading reports and source collusion) vary, how effective is a diversity-based
sampling strategy? To answer this question, we compare the following models of source
selection and environmental state estimation:
Diversity-Based Sampling (DBS) Diversity-based sampling uses the realisation of the TIDY
framework, TIDY0, defined above.
Observation-Based Sampling (OBS) Observation-based sampling uses assessments of the
trustworthiness of individual sources to guide sampling. This is a common approach
in trust-based service selection models [13, 22, 41]. Various algorithms have been pro-
posed, but we model the trustworthiness of each source using a Beta probability density
function. In addition to driving source selection, trust assessments are used to discount
reports received during fusion; an approach referred to as exogenous discounting [22].
When constrained by budget, OBS selects the most trusted sources according to the
budget allowance. In particular, we compare our model, DBS, to the sensor framework,
RFSN, proposed in [13]. RFSN consists of two modules: (1) an outlier detection scheme
for sensor readings, and (2) a trust representation and update scheme. Similar to DBS,
RFSN uses a sensor node’s trust score, obtained using a Beta probability density func-
tion, as a weight for data reading reported by the node. Also, when faced with the de-
cision of selecting only a subset of sensor nodes, the trust score is used as a decision
making criteria, resulting in the most trusted sensor nodes being selected.
Majority-Based Sampling (MBS) Majority-based sampling is based on endogenous filter-
ing [22]. This technique uses the statistical properties of the reports themselves as a
basis for assessment [46, 50]. In particular, we compare our model, DBS, to that pro-
posed in [50]. In fusion, reports deviating from mainstream opinion are filtered out. In
particular, [50] filters out reports that deviate more than one standard deviation from
the mean report. Therefore, estimation of the environmental state is based on the mean
report of the selected sources. In source selection, sources that are closer to the majority
(mean) opinion are selected preferentially.
Random Sampling (RBS) Random-based sampling is a popular method in conducting sur-
veys [44]. In this approach, each source has an equal probability of being sampled ir-
respective of previous performance. Similar to MBS, RBS estimates the environmental
state using the average report of the sampled sources. The difference being that it does
not perform filtering (as in MBS) or weighting (as in OBS).
The representative models under each class of existing approaches (OBS, MBS, and
RBS) have been selected because of their ability to accommodate continuous reports from
sources.
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Table 3 Experimental Parameter
Parameter Value Description
N 100 No. of sources in popl.
Pl 0.1 Popl. change probability
ψ 0.4 Diversity threshold
L 30 Learning interval
δagr 0.1 Report agreement threshold
δtru 0.1 Report reliability threshold
Table 4 Source profiles
ID f1 f2 f3
p1 x x
p2 x x
p3 x x x
p4 x
p5 x x
4.1 Experimental Environment
A summary of the experimental parameters used is provided in Table 3. Each information
source in our experiments is assigned a profile, which determines its reporting pattern in
relation to other sources in the system. Each profile has three features, and for each feature,
a distribution is defined from which feature values may be drawn for individual sources
in the profile. Each feature value is drawn from a Gaussian distribution, with informative
profile features having a small standard deviation N(µ, 0.01), and uninformative profile fea-
tures following a uniform distribution N(µ, 1.0). In addition, each profile has a conformity
parameter, Pc, that specifies the degree to which reports of sources in a profile tend to be
correlated. Therefore, with probability Pc a source will provide a similar report to other pro-
file members, and with probability 1− Pc, it provides an independent report. Specifically,
a source that does not conform, deviates from mainstream opinion held by its profile. A
low Pc value means that more sources in a profile will report independently, according to
their individual reliability model. A conforming source when reporting, first finds out about
opinions maintained by its profile members. If any exist, it randomly selects one of these
opinions to report, discarding its own private opinion. In this way, we define the target rela-
tionships among groups of sources we wish our model to identify. The Pc parameter adds
an extra challenge to the learning algorithm, and allows us to evaluate the ability of our
model to cope with noise due to uncorrelated feature-behaviour similarity. Unless otherwise
stated, the Pc parameter is set at 0.8 for all profiles. A summary of the profiles is provided
in Table 4. In the figure, informative feature for defining similarity are marked with an “x”,
while unmarked ones are noise features.
Since our work is also placed in the context of large and open environments, sources may
freely join and leave the system at any time. We model this condition in the system using
the population change probability, Pl. Specifically, Pl is used to specify in each interaction
round, the probability that a source would leave the system. When a source leaves, it is
replaced with a new source of the same profile in order to keep the number of sources fixed
throughout the simulation. This property impacts on the ability of the different approaches to
accurately model the behaviour of sources, and emphasises the need for a good exploration
of the population. However, dynamic activity is relaxed in all cases for the first 30 sampling
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Fig. 3 Increasing proportion of malicious sources with different budget (Φ) constraints
rounds of each experiment to enable the different approaches gather information to build
their individual models.
Each source has a reliability parameter, Pr that determines the type of reports it provides
(i.e., honest, malicious). We define the following report types:
– Reliable report: This type of report is closer to the ground truth, θt, and is drawn from
the distribution N(θt + 0, 0.01). Sources with high reliability ratio Pr are more likely to
provide this type of report when queried.
– Malicious report: Reports of this kind are significantly deviated from the ground truth,
and follow the distribution N(θt + 1, 0.01). Sources with low Pr are more likely to
provide this type of report, which, if left unmanaged, could potentially undermine the
fusion result.
The report reliability threshold, δtru is set to 0.1, which reflects the intuition that information
is still useful if it has a small amount of noise or is slightly discounted [35].
To permit a clear discussion and evaluation of our source diversification model, we as-
sume a setting with a fixed budget, Φ, such that: costN ≤ Φ. In particular, we define budget,
Φ, in terms of the number of sources that may be sampled for evidence, such that the sub-
set N ≤ Φ. Consequently, we define a small budget as Φ = 5, a medium budget as Φ = 25,
and a large budget as Φ = 75. This allows us to evaluate the performance of the different
approaches under different sampling constraints.
4.2 Results
Each instance of our simulation was repeated 10 times, with each run having 100 sam-
pling rounds. Statistical significance of differences between strategies was computed using
ANOVA at 95% confidence interval. Analyses of significant differences between pairs of
strategies was performed using Tukey’s honest significant difference (HSD) test. We present
and analyse the mean absolute error (information quality) averaged over multiple runs for
the different strategies considered.
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Budget	   small	   medium	   large	  
Proportion	  of	  
malicious	  
sources	  
	  low	  [0	  –	  0.3]	  	  p-­‐value:	  0.167	  
	  medium	  [0.3	  –	  0.6]	  	  p-­‐value:	  0.092	  
	  high	  [0.6	  –	  0.9]	  	  p-­‐value:	  7.55x10-­‐6	  
	  low	  [0	  –	  0.3]	  	  p-­‐value:	  0.028	  
	  medium	  [0.3	  –	  0.6]	  	  p-­‐value:	  0.13	  
	  high	  [0.6	  –	  0.9]	  	  p-­‐value:	  4.38x10-­‐6	  
	  low	  [0	  –	  0.3]	  	  p-­‐value:	  0.01	  
	  medium	  [0.3	  –	  0.6]	  	  p-­‐value:	  	  0.24	  
	  high	  [0.6	  –	  0.9]	  	  p-­‐value:	  5.16x10-­‐5	  
DBS	  vs.	  OBS	  
p-­‐adjusted:	  0.628	  No	  sig.	  diff.	   p-­‐adjusted:	  0.22	  No	  sig.	  diff.	   p-­‐adjusted:	  0.003	  Diff:	  24%	   p-­‐adjusted:	  0.973	  No	  sig.	  diff.	  	   p-­‐adjusted:	  0.378	  No	  sig.	  diff.	   p-­‐adjusted:	  0.002	  Diff:	  26%	   p-­‐adjusted:	  0.909	  No	  sig.	  diff.	  	   p-­‐adjusted:	  0.929	  No	  sig.	  diff.	   p-­‐adjusted:	  0.007	  Diff:	  26%	  
DBS	  vs.	  RBS	  
p-­‐adjusted:	  0.826	  No	  sig.	  diff.	   p-­‐adjusted:	  0.091	  No	  sig.	  diff.	   p-­‐adjusted:	  0.0001	  Diff:	  39%	   p-­‐adjusted:	  0.800	  No	  sig.	  diff.	   p-­‐adjusted:	  0.107	  No	  sig.	  diff.	   p-­‐adjusted:	  0.0001	  Diff:	  38%	   p-­‐adjusted:	  0.840	  No	  sig.	  diff.	   p-­‐adjusted:	  0.226	  No	  sig.	  diff.	   p-­‐adjusted:	  0.001	  Diff:	  34%	  
DBS	  vs.	  MBS	  
p-­‐adjusted:	  0.735	  No	  sig.	  diff.	   p-­‐adjusted:	  0.192	  No	  sig.	  diff.	   p-­‐adjusted:	  0.0001	  Diff:	  44%	   p-­‐adjusted:	  0.135	  No	  sig.	  diff.	   p-­‐adjusted:	  0.304	  No	  sig.	  diff.	   p-­‐adjusted:	  0.0001	  Diff:	  50%	   p-­‐adjusted:	  0.035	  (-­‐)	  Diff:	  13%	   p-­‐adjusted:	  0.510	  No	  sig.	  diff.	   p-­‐adjusted:	  0.0001	  Diff:	  49%	  	  
Fig. 4 Analysis result with different budget constraints and different proportions of malicious sources
4.2.1 Error vs. Malicious sources
Figure 3 shows how our model compares to other approaches under different budget set-
tings. In Table 4 we present the results of the statistical analysis on the experimental data
under different conditions. In particular, we analyse the results within the contexts of small
and large budgets, and with increasing proportions of malicious sources (i.e., low [0 - 0.3],
medium [0.3 - 0.6], and high [0.6 - 0.9]).
The result of the analysis (Table 4) suggests that there is no significant difference in the
performance of the different approaches (p > 0.05), when considering the case with small
budget and low proportion of malicious sources. In ther words, this result suggests that a
model of diversity does not necessarily lead to a better (or worse) performance under this
condition. The graph in Figure 3(a) however indicates a slight edge in the performance of
Majority-Based Sampling (MBS). This is because MBS benefits from the high proportion of
honest sources, who are likely to provide reliable reports, to filter bogus reports. In addition,
the approach is not affected by the dynamic nature of sources in the system; its filtering is
based only on statistics on the reports, and not on any knowledge of sources’ behaviour. The
performance lag in the case of Diversity-Based Sampling (DBS) and Observation-Based
Sampling (OBS) can be attributed to the discounting of opinions. Both approaches use the
trust scores of sources as discounting weights. When the correct weights are not known,
reports from sources could be misrepresented. This problem is amplified by the dynamic
nature of sources in the system, thus making it even more challenging for the decision-maker
to determine the true reliability of sources, hence appropriate weights for their reports. This
observation in itself suggests that, in environments with low proportion of malicious sources,
discounting may lead to non competitive results, especially when appropriate discounting
weights are not applied.
In the context of small budget, we consider the case with medium proportion of ma-
licious sources. The statistical analysis suggests that there is no significant difference in
the performance of the different approaches (p > 0.05). We do not reject the null hypothe-
sis, and cannot conclude that employing a model of diversity leads to a better (or a worse)
performance. While not statistically significant, the graph in Figure 3(a) shows that DBS
performs better than the other approaches under this condition. In this instance, the perfor-
mance of the MBS approach is observed to degrade comparatively. This result is expected
since majority-based sampling approaches are not robust in the presence of increasing num-
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ber of malicious reports. Though not by huge margins, we also begin to see the merits of
discounting of reports as the number of malicious sources increases.
We examine the condition when there is a high proportion of malicious sources under a
small budget scenario. The statistical analysis suggests that there is a highly significant dif-
ference between the performance of the different approaches (p = 7.55× 10−6). This leads
to the rejection of the null hypothesis. We conclude that there is a significant difference be-
tween the performance of the different approaches. A post hoc analysis (using Tukey’s HSD)
allows us to examine specifically how our model compares to the other approaches in terms
of performance difference. The test: DBS vs. OBS records an adjusted p-value of 0.003.
This suggests a highly significant difference between the performance of both the DBS and
MBS approaches, with DBS having on average an estimation accuracy of about 24% higher
than OBS. The Random-Based Sampling (RBS) is equally outperformed by DBS. The ad-
justed p-value for the test DBS vs. RBS is 0.000, with DBS having on average 39% higher
estimation accuracy. The test: DBS vs. MBS suggests that there is also a highly significant
performance difference between DBS and MBS. The adjusted p-value is 0.000, with DBS
having on average about 44% higher estimation accuracy. These results demonstrate that in
contexts of limited budget, a model of diversity leads to better assessments in the presence
of a high proportion of malicious sources. As observed from the graph in Figure 3(a), both
the DBS and OBS approaches, tend to perform better than the other approaches. This ob-
servation points to the merits of discounting when the proportion of malicious sources is
high in the system. The MBS technique on the other hand, completely falls over when the
majority of sources are unreliable. This technique is observed to be out-performed even by
the random selection strategy (RBS), which may, at certain times select a reliable source by
chance. Performance of DBS remains relatively stable under this condition. In comparison
to OBS, DBS is much more robust to a dynamic population: it exploits knowledge about the
groups of unknown sources to appropriately evaluate their reports.
We consider the case with medium budget (graph not shown due to page constraint). The
result of the statistical analysis suggests a significant difference in the performance of the
different approaches when the proportion of malicious sources is low. However, a post hoc
test indicates that our model does not perform better (or worse) than the other approaches.
The only significant variation in performance is between MBS and RBS (not shown in the
result). The result suggests that there is no significant difference in the performance of the
different approaches with medium proportion of malicious sources. However, DBS once
again shows a consistent high performance when there is a high proportion of malicious
sources. The statistical analysis suggests that the performance of the different approaches
have a highly significant difference (p = 4.38× 10−6). A post hoc analysis indicates that
DBS performs significantly better than OBS, with a 26% higher accuracy level. DBS also
performs significantly better than RBS and MBS with 38% and 50% higher accuracy levels
respectively.
There is an interesting observation in the large budget case, with a low proportion of
malicious sources. The analysis result suggests that there is a significant difference in the
performance of the different approaches. A pairwise comparison (DBS vs. MBS) reveals that
MBS actually performs significantly better than DBS. The p-adjusted value in this instance
is 0.035, with MBS having on average a 13% higher performance than DBS. The intuition
behind this result is that, with larger budgets, trust-based approaches are able to gather more
evidence with which to make their assessments. In the case of MBS techniques, they can
sample more (and possibly) honest sources, the reports from whom can be used to filter out
the few unreliable ones in the set. When compared to the other approaches (OBS and RBS),
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DBS shows no significant difference in performance, even though the graph in Figure 3(b)
indicates a slight improvement of OBS over DBS.
The result of the statistical analysis suggests that there is no significant difference be-
tween the different approaches under the condition of large budget with medium proportion
of malicious sources. However, the graph in Figure 3(b) under this condition shows a slight
performance improvement of DBS over the other approaches.
DBS performs significantly better than the other approaches when the proportion of ma-
licious sources is high under the large budget scenario. Although more budget is assigned,
these other techniques cannot make better assessments given the high proportion of mali-
cious sources. DBS is more robust in this context, given that it deals with groups rather
than individual sources. Even though evidence about a sampled source might not be avail-
able, DBS uses the trust of the group to which a source belongs to weight its reports. The
statistical analysis suggests that the performance of the different approaches have a highly
significant difference (p = 5.16× 10−5). A post hoc analysis shows that DBS performs sig-
nificantly higher than the other techniques, with DBS performing on average 26%, 34%, and
49% better than OBS, RBS, and MBS respectively.
In summary, we can make the following conclusions regarding our first set of experi-
ments:
– The diversity model leads to significantly better assessments under different budget set-
tings when there is a high proportion of malicious sources in the population. The perfor-
mance of the model remains fairly stable with increasing number of malicious sources.
– Although not statistically significant, the performance of the diversity model is observed
to be relatively better under different budget constraints, with a moderate proportion of
malicious sources.
– The performance of the diversity model tend to diminish with a low proportion of mali-
cious sources, under all budget constraints. However, the model performs no worse than
any of the benchmark approaches within this context.
4.2.2 Error vs. Dependent sources
The degree of corroboration of evidence is often used as an indication of trustworthiness,
especially in systems where there are no clear experts. In such scenarios, for example, one
would be more likely to believe an event reported by numerous sources than conflicting evi-
dence supplied by only a few sources. This is the case in applications such as crowdsourcing
and citizen sensing [4,25], where information is often sought from numerous and mostly un-
reliable sources. If those sources are simply relaying what they heard from others, then this
may lead to correlated biases and misinformation.
In this set of experiments, we demonstrate the robustness of our source diversifica-
tion model to varying degrees of source dependence. There are no clear experts, and the
decision-maker relies on the degree of corroboration of reports to estimate environmental
states. We vary the proportion of sources depending on others for reports from 0 to 0.9,
where 0 represents a lack of dependence, and 0.9 represents high correlations.
We present analysis of our results, which demonstrate the significance of our source
diversification model under this setting. Figure 5 shows the performance of our model in
comparison to the baseline approaches. In Table 6, we present the results of the statistical
analysis on the experimental data under different conditions.
Figure 5(a) shows the condition with small sampling budget. The result of the statistical
analysis (Table 6) suggests a highly significant difference in the performance of the different
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Fig. 5 Increasing proportion of dependent sources with different budget (Φ) constraints
Budget	   small	   medium	   large	  
Proportion	  
of	  
dependent	  
sources	  
	  low	  [0	  –	  0.3]	  	  p-­‐value:	  6.92x10-­‐7	  
	  medium	  [0.3	  –	  0.6]	  	  p-­‐value:	  8.27x10-­‐5	  
	  high	  [0.6	  –	  0.9]	  	  p-­‐value:	  3.21x10-­‐5	  
	  low	  [0	  –	  0.3]	  	  p-­‐value:	  0.043	  
	  medium	  [0.3	  –	  0.6]	  	  p-­‐value:	  0.004	  
	  high	  [0.6	  –	  0.9]	  	  p-­‐value:	  6.94x10-­‐4	  
	  low	  [0	  –	  0.3]	  	  p-­‐value:	  0.211	  
	  medium	  [0.3	  –	  0.6]	  	  p-­‐value:	  0.004	  
	  high	  [0.6	  –	  0.9]	  	  p-­‐value:	  0.001	  
DBS	  vs.	  OBS	  
p-­‐adjusted:	  0.034	  Diff:	  2.4%	   p-­‐adjusted:	  0.019	  Diff:	  6.3%	   p-­‐adjusted:	  0.003	  Diff:	  12%	   p-­‐adjusted:	  0.	  491	  No	  sig.	  diff.	  	   p-­‐adjusted:	  0.025	  Diff:	  9%	   p-­‐adjusted:	  0.006	  Diff:	  16%	   p-­‐adjusted:	  0.483	  No	  sig.	  diff.	   p-­‐adjusted:	  0.015	  Diff:	  11%	   p-­‐adjusted:	  0.007	  Diff:	  15%	  
DBS	  vs.	  RBS	  
p-­‐adjusted:	  0.797	  No	  sig.	  diff.	   p-­‐adjusted:	  0.278	  No	  sig.	  diff.	   p-­‐adjusted:	  0.059	  No	  sig.	  diff.	   p-­‐adjusted:	  0.722	  No	  sig.	  diff.	   p-­‐adjusted:	  0.069	  No	  sig.	  diff.	   p-­‐adjusted:	  0.018	  Diff:	  13%	   p-­‐adjusted:	  0.641	  No	  sig.	  diff.	   p-­‐adjusted:	  0.033	  Diff:	  10%	   p-­‐adjusted:	  0.012	  Diff:	  14%	  
DBS	  vs.	  MBS	  
p-­‐adjusted:	  0.0001	  Diff:	  8.2%	   p-­‐adjusted:	  0.0001	  Diff:	  12.8%	   p-­‐adjusted:	  0.0001	  Diff:	  20%	   p-­‐adjusted:	  0.03	  Diff:	  5%	   p-­‐adjusted:	  0.003	  Diff:	  13%	   p-­‐adjusted:	  0.001	  Diff:	  22%	   p-­‐adjusted:	  0.164	  No	  sig.	  diff.	   p-­‐adjusted:	  0.003	  Diff:	  14%	   p-­‐adjusted:	  0.001	  Diff:	  20%	  	  
Fig. 6 Analysis result with different budget constraints and different proportions of dependent sources
approaches (p = 6.92× 10−7), with a low proportion of dependent sources. We reject the
null hypothesis and conclude that there is a significant difference in the performance of the
different approaches in contexts of dependent sources. A pairwise comparison between DBS
and OBS indicates that DBS performs significantly better than OBS. The adjusted p-value
as captured in the result is 0.034, with DBS having on average 2.4% better performance level
than OBS. The performance of OBS is also observed to be increasingly worse in comparison
to that of DBS under the conditions of medium and high proportions of dependent sources.
Two factors may explain the performance of OBS. First, in settings where sources are not
necessarily highly reliable or unreliable, OBS cannot easily exploit models of sources to gain
a competitive performance. Second, since OBS approaches usually assume independence,
they are not robust to correlated biases present in the source population. As observed, the
performance of this approach becomes increasingly worse with an increase in the proportion
of dependent sources. Although the trust component of DBS also does little in learning
source reliability, by modelling the diversity among sources it can better select candidate
sources for fusion in a way that is sensitive to the correlations among the sources. Also,
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by using local fusion based on identified groups, the effect of correlated biases in the final
fusion result is minimised.
The diversity-based approach also dominates when compared to majority-based ap-
proach, MBS. Under the small budget setting, DBS is observed to consistently outperform
MBS in all cases of dependencies. On the other hand, MBS shows a much worse perfor-
mance than all the other approaches. Since there are no clear experts, mainstream opinion
becomes inadequate for filtering out outliers. As the proportion of dependent sources in-
creases in the system, MBS is more inclined towards opinions held by larger groups of
sources. This can be problematic under the considered setting. First, sampling only these
groups may not necessarily lead to reliable assessments, given the lack of experts. Secondly,
by not aiming at diverse reports, MBS, and in fact OBS cannot effectively compensate for
the errors in individual reports obtained. Interestingly, the RBS approach copes much bet-
ter under this setting than the OBS and RBS approaches. Although the graph in Figure 5(a)
shows that DBS performs better than RBS under the small budget condition, the result of the
statistical analysis suggests that there is no significant difference between the performance
of the two approaches (DBS vs. RBS). This is true in all the different cases of dependencies
under the small budget setting. By randomly sampling the population, RBS may, by chance
select from diverse groups, hence being better able to compensate for the errors in individual
reports.
Performance of all the approaches is affected by budget. The graphs (Figure 5) show that
performance tends to improve with increase in budget. This observation confirms our intu-
ition: more evidence tends to approximate to better assessments, especially in environments
where the sources have equal likelihood of being accurate. A more flexible budget provides
an agent with more information with which to deal more robustly with biases. While our
model does not necessarily experience a performance lag under these conditions, the other
approaches are better equipped, with an increased budget, to mitigate the effect of correlated
biases. Worthy of note is the comparison of our model to OBS (DBS vs. OBS) under the
medium budget setting. With a low proportion of dependent sources and an increased bud-
get, OBS picks up in performance. The statistical analysis suggests that under this condition,
DBS performs no better (or worse) than OBS. However, the dominance of our model over
OBS is again emphasised as the proportion of dependent sources becomes high. Similarly,
DBS shows evidence of a superior performance to the random sampling approach under the
condition of medium budget and high dependency. This is because given the opportunity to
sample more sources, RBS becomes equally as vulnerable to the effect of correlated biases
as are OBS and MBS. The adjusted p-value, p-adjusted in this instance is 0.018, with DBS
having on average 13% better performance than RBS.
Performance of all the baseline approaches appear to be marginally similar to that of
DBS under the large budget condition. The result in Table 6 suggests that DBS does no
better (or worse) than the other approaches when budget is large and the proportion of de-
pendent sources is low. However, DBS dominates these other approaches as the proportion
of dependency increases from low to medium and from low to high. The specific perfor-
mance gains under these conditions are recorded in Table 6.
We summarise our conclusions in our second set of experiments:
– With an increasing proportion of dependent sources, a model of diversity can lead to a
significantly higher performance than non-diversified approaches.
– DBS tends to cope much better than the baseline approaches when sampling budget is
low.
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Fig. 7 Comparing different ψ (diversity threshold) parameter values: 0.4 and 0.6
– The merits of the diversity model tend to diminish with a low proportion of depen-
dent sources. However, the model does not perform any worse than non-diversified ap-
proaches.
4.2.3 Sensitivity to parameter settings
As earlier mentioned, the diversity threshold, ψ, allows us to control the process of group
formation. In particular, ψ ∈ [0, 1] models a stoppage criterion during the merging of groups
to form a diversity structure. In our earlier experiments, we set this parameter at 0.4 (see Ta-
ble 3), which, we believe, provides a reasonable cut-off mark for the identification of groups
capable of accommodating different degrees of source dependence, Pc. If for instance, ψ is
set too high, we face the risk of not identifying (or forming) groups, even when evidence of
group effect exists in the system. On the other hand, setting this parameter too low may lead
to assigning all sources to a single group. This may not be the desirable outcome, especially
if it does little to reflect the underlying group effect in the system. To test the sensitivity of
our model to different parameter values, we conduct a separate set of experiments, with a
different ψ value of 0.6. We compare the performance of our model, DBS when ψ = 0.4, as
used in previous experiments, and when ψ is set at 0.6. We label these instances DBS (0.4)
for ψ = 0.4, and DBS (0.6) for ψ = 0.6 for ease of reference.
Figure 7 shows how the two settings DBS (0.4) and DBS (0.6)) compare under varying
budgetary constraints. Performance of both instances appears similar under the small budget
condition (Figure 7(a)), with DBS (0.6) having a slight edge over DBS (0.4). However, the
performance of DBS (0.4) appears to be slightly more stable with increasing proportion
of malicious sources. The performance of DBS (0.4) is also observed to be more stable
than that of DBS (0.6) under the large budget condition (Figure 7(b)). With large sampling
budget, the performance of DBS (0.6) is observed to degrade significantly from that of DBS
(0.4), when the proportion of malicious sources is high (> 0.6).
One possible explanation for the instability in the performance of DBS (0.6) as opposed
to that of DBS (0.4), lies in the nature of groups identified under this setting. While DBS
(0.4) is able to produce groups that more closely reflect the underlying source profiles, this
isn’t the case when ψ is set at 0.6, as captured by DBS (0.6). For instance, DBS (0.6) may
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not be able to group similar sources together given the high diversity threshold of 0.6. In
such an instance, sources that would otherwise have belonged to the same group are not so
identified. This may, for example, lead to inaccurate discounting weights assigned to reports
from certain groups, thereby leading to unstable performance.
5 Related Work
While we have referred to a few trust and reputation mechanisms in this article, we will
highlight here some related approaches relevant in our problem space.
Hang et al. proposed to use mixture of beta distributions to model trustworthiness of
service providers [15, 16]. Wang et al. proposed a probabilistic approach for maintaining
trust based on evidence. The evidence in this approach is used to update the parameters of
trust models based on beta distributions. Similar to these approaches, in this work, we also
used beta distributions to model trust. In the literature, beta distributions are used to model
subjective degree of belief for binomial propositions. The Beta Reputation System (BRS)
[21] uses beta probability density functions to estimate the likelihood of the probability that
a binary proposition, such as ‘agent x is trustworthy’ or ‘agent y provides good services’,
is correct . Aggregated evidence from information sources are used as parameters of beta
distribution. BRS is extended in [46] to handle misleading reports from malicious sources
using a majority-based algorithm. By assuming mainstream opinion to be reliable, minority
opinions statistiscally deviated from the majority opinion are filtered out. This approach,
as demonstrated in our work, performs badly in environments where there are correlated
biases in the reports of sources: sources might simply be copying from others that are not
necessarily reliable.
Teacy et al. attempt to address the shortcoming of BRS [41]. In their TRAVOS model,
the reports of individual sources are weighted or discounted based on their perceived reputa-
tion before fusion. While we adopt a similar discounting measure, we do not seek to model
the trustworthiness of each individual source as in TRAVOS. Interaction with all possible
sources may not be feasible, for instance, in large and dynamic systems. Rather, similar
to [5], an estimate of the trustworthiness of an unknown source may be based on that of
the group members with which it is identified. Regan et al. propose a Bayesian trust model
(BLADE) to deal with the problem of biases in sources’ reports [34]. The evaluation func-
tion used by a source for reporting may be learned by exploiting features of the source. This
approach is very effective in the sense that an agent can make use of all available reports,
with a limited requirement to discount or discard reports considered to be misleading. One
type of bias not covered by BLADE is correlations or dependencies among sources, which
might impact on their reporting patterns. Similarly, Reece et al. [33] propose a model that
enables agents to evaluate the outcome of a transaction based on multiple, and possibly, cor-
related features (e.g., time, cost). By decomposing the outcome of a transaction into multiple
dimensions, an evaluating agent can more directly form opinions on different aspects of a
transaction, especially as these might affect estimates of its expected utility. However, in
contrast with their work, our focus is to disambiguate the features defining similar reporting
patterns among a group of agents, and not necessarily how those features may affect or con-
tribute to the success or failure of a transaction. Furthermore, the authors in [33] propose an
approach for addressing double-counting of evidence in decentralised systems. In particular,
they propose a mechanism whereby a reporting agent labels its reports as either “private”
(not previously communicated to any other agent) or “shared” (communicated to, or re-
ceived from, another agent). By doing this, the authors assume that such metadata about re-
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ports will always be present, let alone provided honestly. As discussed, information sources,
especially in social platforms (e.g., Facebook or Twitters), may provide reports without any
acknowledgement, thus limiting the use of this approach in many settings. In contrast, our
approach does not require agents to provide any extra information. We learn a similarity
function, given report histories and observable features of agents, and show that this can
effectively mitigate the problem of rumour propagation in reputation systems. Teacy et al.
proposed HABIT, which implicitly estimates trustworthiness of information sources using
a hierarchical Bayesian modeling [39]. HABIT exploits similarities between source reports
and direct evidence. Therefore, it may not work when direct evidence is not available.
Yin et al. proposed a truth discovery system, TruthFinder, that works with multiple con-
flicting information sources on the Web [49]. It is based on the assumption that an infor-
mation source is trustworthy if it provides many pieces of true information, and a piece of
information is likely to be true if it is provided by many trustworthy sources. Unlike our
approach, this system assume that sources are independent, so it is vulnerable when the
sources collude to provide misleading reports, e.g., copy from one another. Several authors
have identified the role of source independence when integrating opinions from multiple
sources. A misleading report, for instance, can be spread through copying (e.g., on the Web)
thereby making the discovery of the true state of the world challenging. In order to deal
with this problem, the truth-finder system [43] presents an algorithm for diversifying the
selection of information sources. Although their intuition on diversity is similar to ours,
the authors assume a static and prior knowledge of a stratification metric. For instance,
the authors form a dependence graph on Twitter using the connectedness of sources, such
that individuals “following” others are assumed to be dependent on those sources. While
the proposed metric is quite relevant in the specific system, such knowledge may not al-
ways be available, necessitating the need for an agent to learn a general metric for strat-
ification. Dong et al. use an iterative heuristics to estimate the probability of dependence
and conflicts between sources [8, 45]. Their approach relies on knowledge of ground truth,
and works on the assumption that sources providing same false reports are likely to be de-
pendent. This can be problematic in environments where ground truth is delayed in being
observed or is not altogether available. In contrast, our model does not require knowledge
of ground truth to function: similarity assessments are made solely on reports provided by
the sources. More recently, [10] use a two-layered clustering approach to categorise sources
into different groups based on their subjectivity or reporting patterns. Reports from sources
in different (subjectivity) groups are then “aligned” (i.e., adjusted or re-interpreted based on
observed pattern) according to those of the evaluating agent. This approach assumes that
the decision-maker is in a position to make personal observations of the variable of interest,
which might not necessarily be the case.
Deciding what sources to ask for opinions regarding the state of the world is a familiar
problem. The underlying motives are also varied depending on the application domain and
individual system requirements and/or constraints. In some domains, the selection of sources
might be constrained in certain ways (e.g., cost, energy, timely decisions) [48]. Approaches
that operate under resource constraints often resort to the use of a subset of the source
population. Even quality-driven approaches may (e.g., [21], [41], without any constraints
on resources), at some point, need to draw a line on the number of sources to sample for
information, even if they may not engage any active source selection strategy.
Whereas trust and reputation mechanisms focus on maximising the quality of estimates
of ground truth, cost minimisation or the need to balance the trade-off between information
quality and cost has been the focus of other approaches. We adopt a similar view in this
article. Notable work within this context include [18, 24, 40], which formulate the problem
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of source selection as a Markov Decision Process (MDP). Although MDPs and related tech-
niques (e.g., multi-armed bandits [1]) provide a sound mathematical framework for mod-
elling the problem of choice under uncertainty, they suffer from complexity issues and tend
to be overwhelmed by the explosion of the problem space. As a result, these approaches
can only be applied to problems with limited scale. Still within this context, active learn-
ing [2] presents an interesting body of work, the goal of which is to sample a distribution
(or group of sources) proportionate to the variance of members’ reports. Active learning has
been applied to stratified sampling and multi-armed bandits for optimum allocation [1,2,9].
Given that these approaches do not take the reliability of groups into account, more sam-
pling effort may be appropriated to unreliable groups, which may in turn impact estimations
of ground truth. Recently, the problem of interdependent tasks allocation under budgetary
constraints has been studied within the context of a crowdsourcing application [42]. In par-
ticular, given a budget, the aim of the approach is to determine the number of micro-tasks to
be performed and the price to pay for each task. The authors use a quality control procedure,
known as AccurateAlloc, to efficiently allocate micro-tasks to minimise the probability of
error. The procedure employs a tuning or error bound parameter, such that only those candi-
date solutions that are within the error bound of the most popular candidate are progressed
to a subsequent phase. While the proposed approach provides performance guarantees un-
der fixed budget, its applicability might be limited in environments characterised by biased
sources. This is because the authors assume that sources are not malicious or dependent,
and therefore depend on basic consensus to predict correct answers. Thus, the number of
sources required to attain a certain level of accuracy might increase dramatically depending
on the number of ‘lazy’ workers in the system.
6 Discussion
We have demonstrated that a model of diversity can lead to more accurate estimates of en-
vironmental states under varying budget constraints. This is particularly true if there are
correlations in the reports provided by the sources. It is encouraging, that even when gen-
eralising on the behaviour of sources, our approach still performs as well as classical trust
approaches, the focus of which is on modelling the behaviour of individual sources.
The overarching motivation of our work is to mitigate the double-counting of evidence.
We achieve this goal by ensuring agents in the population belong to distinct groups, hence
reducing the risk of double-counting individual agents, which might not be known apriori.
Our requirement that agents belong to one group, is to enable us calculate the value of
querying individuals from different groups without any form of ambiguity. An agent selected
from a group takes on the known properties of that group (e.g., trust score).
One limitation of our diversity model in terms of generality, which constitutes a key
future direction, is the assumption that sources will exhibit the same kind of correlations.
Sources may, for instance, behave differently or show different kinds of affinity based on
the type of query issued. In other words, a decision-maker may need to strategically stratify
the population in different ways according to different information needs. For example, a
source may respond differently when a question bordering on national interest is posed, as
opposed to one on organisational interest. A possible approach for addressing this concern
is by defining the similarity metric in a way that is sensitive to the query type. In this way,
evidence received may be better utilised given the specific goal of the query.
The use of a learning interval, L, in order to revise the learned model could lead to com-
putation overheads, especially if there wasn’t such need for model revision. Model revisions
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should rather be based on evidence obtained from interaction with the system. Where learn-
ing is not expected to lead to a significant change in the diversity structure, a decision-maker
may instead adapt its sampling strategy in line with the current state of the model.
Another key future direction involves designing a sampling strategy that takes the dy-
namics in the diverse groups into account when sampling from them. Our current strategy,
which is based solely on heuristics doesn’t adapt well under such circumstances. In particu-
lar, by sampling proportionally according to the size of groups, a decision-maker may poten-
tially waste scarce resources, especially in environments where a decision-maker also has to
make decisions concerning the number of sources to sample. For example, a decision-maker
may allocate unnecessary budget to large but unreliable groups. Also, samples drawn from
groups with trustworthy sources may be superfluous, and not necessarily lead to a further
improvement in the estimate. One way of addressing this problem is to find a way to in-
corporate the optimum allocation strategy adopted in active learning approaches [1, 2, 9],
without trading-off our model’s sensitivity to source trustworthiness.
7 Conclusions
In this article we presented a source diversification model, that allows a decision-maker
to group sources based on their perceived similarity. The model is aimed at supporting a
decision-maker to intelligently sample for evidence, such that reliable assessments can be
made within different budget constraints. The results of our experiments show the efficacy
of our model in guiding reliable assessments, especially in situations with high proportions
of biased sources in the population. Where hidden networks or patterns defining correlated
behaviour exist in the population, our source diversification model is able to identify and
exploit such structures in order to cope with constraints in budget, while maintaing the
quality of information. We have demonstrated that our model outperforms classical trust
and survey approaches in making reliable assessments of ground truth.
We have identified the need to incorporate a more principled and rigorous decision-
theoretic mechanism to handle complex source selection strategies. This will enable us to
meet different information needs. For example, the cost and risk analysis of interacting with
certain groups of sources in a diversity structure may serve to inform how sampling decisions
are made. The source diversification model presented in this article provides a good basis
for driving such intelligent source selection strategies.
We believe that the sort of problems addressed by our model have significant impacts in
environments such as sensor networks with real resource constraints, and in social networks
where dependencies among sources increase risks of double-counting of evidence and other
biases.
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