We study the problem of detecting change points (CPs) that are characterized by a subset of dimensions in a multi-dimensional sequence. A method for detecting those CPs can be formulated as a two-stage method: one for selecting relevant dimensions, and another for selecting CPs. It has been difficult to properly control the false detection probability of these CP detection methods because selection bias in each stage must be properly corrected. Our main contribution in this paper is to formulate a CP detection problem as a selective inference problem, and show that exact (non-asymptotic) inference is possible for a class of CP detection methods. We demonstrate the performances of the proposed selective inference framework through numerical simulations and its application to our motivating medical data analysis problem.
Introduction
In this paper, we study change point (CP) detection in multi-dimensional sequences. This problem arises in many areas. Figure 1 shows a motivating example in which copy number variations of four malignant lymphoma patients are plotted. The purpose of this study is to detect common CPs among patients. The difficulty of this problem lies in the fact that the copy number variations are heterogeneous among patients, i.e., they are commonly observed only in a subset of patients as illustrated in the figure.
The goal of this paper is to develop a method for detecting CPs that are characterized by a subset of dimensions in a multi-dimensional sequence. A CP detection method for solving such a problem can be formulated as a two-stage method: one for selecting dimensions, and another for selecting time points 1 . We call the former the aggregation 1 Nagoya Institute of Technology, Nagoya, Japan 2 RIKEN, Tokyo, Japan 3 National Institute for Materials Science, Tokyo, Japan. Correspondence to: Ichiro Takeuchi <takeuchi.ichiro@nitech.ac.jp>.
1 Although our target is not restricted to time sequences, we stage, and the latter the scanning stage. In the aggregation stage, a subset of dimensions is selected and the scores for the selected dimensions are aggregated into a scalar score that represents the plausibility of a common change at the time point. Various forms of aggregation can be considered. In the scanning stage, a time-point that maximizes the aggregated score is selected as a CP by scanning the one-dimensional aggregated score sequence.
In this paper, we our goal is not only to detect CPs but also to properly control the false detection probability at the desired significance level, e.g., α = 0.05. To this end, we must take into account the fact that the CPs are obtained by selecting the dimensions and the time points in the aggregation and scanning stages, respectively. This means that two types of selection bias must be properly corrected in order to make inferences on the detected CPs. For a one-dimensional sequence, various statistical CP detection methods have been studied (Page, 1954; Yao, 1988; Lee et al., 2003; Yau & Zhao, 2016) . In contrast, for multidimensional sequences, there are only a few asymptotic results and these were developed under rather restrictive assumptions. Deriving the sampling distributions of CP statistics is generally difficult even in asymptotic scenarios because stochastic singularity of CPs must be properly handled.
In this paper, we introduce a class of CP detection methods that can exactly control the false detection probability. Our key contribution is to interpret a CP detection problem as a selective inference problem. For the class of CP detection methods, this interpretation allows us to derive the exact (non-asymptotic) sampling distribution of the test CP statistic conditional on the fact that the CP is selected based on a particular method. Using a recent result on selective inference (Taylor & Tibshirani, 2015; Lee et al., 2016) , we show that inferences based on the derived sampling distribution can correct the two types of selection bias in the aggregation and scanning stages, and the overall false detection probability can be properly controlled.
The rest of the paper is organized as follows. In §2, we formulate our problem setup and review related work. Here, we focus on a problem of detecting a single mean structure change in an off-line manner. In §3, we introduce a selecuse the term "time" to refer to a point in a sequence. Figure 1 . A motivating example taken from a biomedical study (Takeuchi et al., 2009 ). The four-dimensional sequence indicates the results of copy number variations of four malignant lymphoma patients in Chromosome 1. The positive/negative values in each dimension indicate the copy number gain/loss at the corresponding genome position. The purpose of this biomedical study is to detect common change points (CPs) in a subset of dimensions which indicates that the copy number variations are relevant to the malignant lymphoma disease. The difficulty lies in the fact that copy number variations are heterogeneous among patients. For example, patients B and D have a common CP at position a, while patients A and B share a CP at position b. In this paper, we propose a class of methods that can detect common CPs shared by a subset of dimensions in a multi-variate sequence. In §5, we analyze this malignant lymphoma dataset in order to demonstrate the effectiveness of the proposed methods.
tive inference interpretation of a CP detection problem, and present the main results. Here, we first introduce a class of CP detection methods which includes many existing ones. We then show that the selective type I error of the detected CPs can be exactly (non-asymptotically) controlled. We also show that our hypothesis testing procedure is an approximately unbiased test and derive a lower bound of the power in the sense of selective inference. In §4, the results in the previous section are extended to multiple CP detection problems via a local hypothesis testing framework. §5 is devoted to numerical experiments. Here, we first confirm that the proposed CP detection methods can properly control the false detection probabilities in a simulation study. We then apply these CP detection methods to copy number variation analysis of 46 malignant lymphoma patients.
Notations We define R + = {x ∈ R | x ≥ 0}, [n, m] := {n, . . . , m} for n, m ∈ N and, as a special case, [n] := [1, n]. For two matrices P and Q, ⊗ denotes the Kronecker product, i.e., P ⊗ Q = (P ij Q) ij . We use notation v 2 P = v P v for an appropriate matrix P and vector v. For a nonnegative integer N , an N -by-N identity matrix is denoted by I N , while a zero matrix is denoted as O, omitting its size as long as no confusion is expected. The sign function, the indicator function and the vectorize operator are denoted by sgn(·), I{·} and vec(·), respectively.
Problem Setup and Related Work
In this section, we present the problem setup and discuss related works. We first consider the problem of detecting a single CP. Its extensions to multiple CP detection is discussed in §4.
Problem Setup
Let us write an N -dimensional sequence with length T as an N -by-K matrix Y = (y 1 , . . . , y T ) ∈ R N ×K . Then, a single CP detection problem for mean shift is formulated as the following hypothesis testing problem
where the null hypothesis H 0 states that the mean vector does not change within the entire sequence, whereas the alternative hypothesis H 1 states that there is one CP.
CUSUM score In order to discuss the test statistic and its sampling distribution for the hypothesis testing problem in (1), let us simply consider a single CP detection from a one-dimensional sequence denoted as y = (y 1 , . . . , y T ) . Let Y t and Z t be generic random variables corresponding to {y 1 , . . . , y t } and {y t+1 , . . . , y T }, respectively. Then, we expect the time point t to be a CP when the value |E[
Hence, we define a natural estimator of discrepancy between random variables Y t and Z t as
and, its scaled measure
is known as the CUSUM (cumulative sum) score (Page, 1954) . Note that the CUSUM score can be interpreted as a realization of the logarithm of a Gaussian likelihood when we assume that the sequence y is mutually independent. A point that maximizes |S(t)| is detected as a CP.
Multi-variate CUSUM score and its aggregation In the case of a multi-dimensional sequence, it is natural to consider a multi-variate version of the CUSUM score:
for t ∈ [T − 1], where each S i (t) is a CUSUM score corresponding to the i-th dimension. Since each element of a multi-variate CUSUM score cannot be maximized simultaneously, we need to first aggregate the N -dimensional vector S(t) into a scalar value. We denote an aggregation function as F : R N → R + , i.e., S(t) → F(S(t)) for each t ∈ [T − 1]. The aggregated score F(S(t)) represents the plausibility of a CP at time point t.
Choices of aggregation function For multi-dimensional CP detection, various choices of aggregation function F can be considered.
This aggregation function simply selects the dimension whose absolute CUSUM score is greatest among the N dimensions. This choice is not appropriate when there are changes in multiple dimensions.
-AGGREGATION
Another simple aggregation function is 1 -aggregation defined as i∈[N ] |S i (t)|. This aggregation function just sums up the individual CUSUM scores. This choice is not appropriate if changes are observed only in a subset of dimensions.
TOP K-AGGREGATION
If changes are observed in a subset of dimensions and the size of the subset is known to be K, then the top K-aggregation function defined as max I⊆[N ]:|I|=K i∈I |S i (t)| is appropriate. This aggregation function can be interpreted as a generalization of ∞ -and 1 -aggregation functions since it reduces to ∞ -and 1 -aggregation when K = 1 and K = N , respectively.
DOUBLE CUSUM AGGREGATION
If K is unknown, then it would be nice to be able select the appropriate K from the data. Let ρ j (t), j ∈ [N ] be the j-th largest value in {|S i (t)|} i∈[N ] , i.e., ρ 1 (t) ≥ · · · ≥ ρ N (t) is satisfied for t ∈ [T − 1]. Cho (2016) proposed the double CUSUM aggregation function defined as
This aggregation function returns the CUSUM score of the sequence ρ 1 (t), . . . , ρ N (t) for each t ∈ [T − 1]. The rationale for this choice is that, if there are changes in k dimensions, then the top k absolute CUSUM values {ρ 1 (t), . . . , ρ k (t)} tend to have larger values than the remaining CUSUM values {ρ k+1 (t), . . . , ρ N (t)}, meaning that the CUSUM score for this sequence would be maximized at k. As suggested in Cho (2016) , ϕ = 0.5 would be optimal in the sense of asymptotic theory.
Test statistic for the problem in (1) Based on the above discussion, a natural test statistic for the hypothesis testing in (1) is θ = max
Here, θ can be interpreted as a realization of the corresponding random variableθ, and thus we could consider θ as a test statistic. Then, the p-value is defined as the false detection probability under H 0 , that is, P(θ ≥ θ). If the pvalue is smaller than the significance level α, then we can conclude that there is a single CP in the multi-dimensional sequence.
As we briefly discuss in the following subsection, it is difficult (even asymptotically) to derive the sampling distribution ofθ in (4) for most practical choices of the aggregation function F unless rather restrictive assumptions are imposed.
Related Work
Here, we briefly review existing work on controlling the false detection probabilities in CP detection problems.
Inference for one-dimensional sequences First, we review statistical inferences on CP detection in onedimensional sequences. As described above, one can regard that the point t at which the CUSUM score |S(t)| maximized is the most plausible as a CP. Hence, the test statistic of the target hypothesis is naturally defined as max t∈[T −1] |S(t)|, and corresponds to the log-likelihood ratio test statistic. Then, as is well known, test statistic max t∈[T −1] |S(t)|/σ converges weakly to a Brownian bridge under appropriate moment and weak dependence assumptions on the sequence (Phillips, 1987; Csörgö & Horváth, 1997; Shao & Zhang, 2010) , where
is the so-called long-run variance. In this asymptotic theory, the weak dependence assumption is essential because, otherwise, the long-run variance does not exist or becomes zero.
Another closely related existing inference procedure is proposed in Hyun et al. (2016) . They used fused LASSO (Tib- 
shirani et al., 2005) for CP detection, and interpret the inferences on the detected CPs as the inferences on the regression model coefficients for the selected features by fused LASSO. Inferences on the regression model coefficients for selected features can be done using a recently popularized framework on selective inference (Lee et al., 2016) .
Although inference problems on CP detection in onedimensional sequences have been intensively studied in the literature, they cannot be easily generalized to the case of multi-dimensional sequences.
Inference for multi-dimensional sequences Unlike the one-dimensional sequence case, the literature of inference on multi-dimensional sequences is very scarce 2 . To the best of our knowledge, existing work on this topic can be defined into two types.
The first type studies likelihood-based methods such as ∞ -aggregation reported by Jirak (2015). They derived an asymptotic distribution of ∞ -aggregation score max t∈[T −1] max i∈[N ] |S i (t)| as an extreme value distribution. To establish the asymptotic distribution, the relation between the length of the sequence T and the size of the dimension N must satisfy T = O(N δ ) for some δ ∈ (0, 1). This condition indicates that if N is relatively large compared to T , then one can no longer control the false detection probability even when the underlying distribution is independent for each time point.
The second type uses a kernel-based method. The basic idea of kernel-based CP detection is to consider the problem as a two-sample test where the two multi-dimensional subsequences before and after the CP are regarded as the two samples. In this approach, some discrepancy measure between the two samples such as the kernel Fisher discriminant ratio or maximum mean discrepancy (MMD) measures is defined, and then the test statistic is the maximum value of the discrepancy measure scanned along the sequence. Harchaoui et al. (2009) first studied kernel CP detection by using the kernel Fisher discriminant ratio, while Li et al. (2015) employed MMD as the discrepancy measure. They derived an asymptotic distribution of the test statistic (i.e., the maximum discrepancy along the sequence) under the assumption that values at different time points are independently distributed.
Selective Inference for Multi-dimensional CP Detection
In this section, we present our main results. As discussed in the previous section, it is difficult to derive the sampling distribution of the test statistic θ in the form of (4). Our basic idea to overcome this difficulty is to interpret the CP detection problem as a selective inference problem, i.e., the problem of making an inference on the detected CP conditional on the fact that the CP is selected by a particular choice of aggregation function. This interpretation enables us to derive the exact (non-asymptotic) selective sampling distribution of the test statistic for a wide class of practical aggregation functions F.
Proposed Class of Aggregation Functions
Let us first propose a class of aggregation functions for which we can derive the exact selective sampling distribution of the test statistic. Recall that S i (t) is the CUSUM score in the i-th dimension at the t-th time point
We define a class of aggregation functions as
where
are constants. We refer to this class of aggregation functions as weighted rank aggregation (WRAG) functions. Table 1 shows several choices of the constants c k,j corresponding to the choices of the aggregation functions discussed in §2. With the use of a WRAG function, we can detect a CPt aŝ t = arg max
We refer to a CP detection method via (6) as a WRAG method.
Selective Inference on the CPs by WRAG methods
An inference on the CP detected by a WRAG method can be interpreted as a selective inference, which has been actively studied in the past few years for inferences on feature selection problems (Fithian et al., 2014; Yang et al., 2016; Tian & Taylor, 2017; Suzumura et al., 2017) . In order to formulate our problem as a selective inference problem, let us define the selection event and the selected test statistic.
The selection event in a WRAG method is written as
where t and k are interpreted as realizations of the corresponding random variablest andk defined as
On the other hand, the selected test statistic is given as
In the context of selective inference, based on the selection event and the selected test statistic, the so-called selective p-value is defined as
where θ k (t) is interpreted as a realization of the corresponding statisticθ k (t).
For the purpose of inference, we make an assumption on the normality of multi-dimensional sequence Y , namely,
where M ∈ R N ×T is the mean matrix, whereas Ξ ∈ R T ×T and Σ ∈ R N ×N are covariance matrices representing the time correlation and the variable correlation structures, respectively. In practical CP detection tasks, it is often possible to obtain sequences without CPs, i.e., samples from the null hypothesis. The covariance matrices Ξ and Σ can be estimated from such samples or manually specified based on prior knowledge. Denoting the mean matrix as M = (m 1 , . . . , m T ), the null hypothesis in our selective inference is written as
where, remember,t is the detected CP via a WRAG method, meaning that it is a random variable.
In order to derive the sampling distribution of the selected test statistic, we use a recent seminal result in Lee et al. (2016) . We first slightly generalize the key lemma in their work for handling a random matrix Y . Lemma 1 (Polyhedral Lemma for A Random Matrix).
−1 for any δ ∈ R N and η ∈ R T , and let z = (I N T − γ(η ⊗ δ) )vec(Y ). Then, any event represented in the form of {Avec(Y ) ≤ b} for a fixed matrix A and a fixed vector b can be written as
and
The proof of the lemma is presented in Appendix B.1. This lemma states that if the test statistic is expressed as a bilinear function with the matrix Y in the form of δ Y η, and the selection event can be expressed as an affine constraint in the form of {Avec(Y ) ≤ b}, then the selected test statisticθ k (t) is restricted to a certain interval. This lemma is a simple extension of Lemma 5.1 in Lee et al. (2016) .
The selection event {(t,k) = (t, k)} cannot be written in the form of {Avec(Y ) ≤ b}. Here, we consider the signs and the permutations of
be an N -by-N diagonal matrix whose diagonal elements are the signs of {S i (t)} i∈[N ] for each t, and G t be an N -by-N permutation matrix which maps
The selection event is then formulated as
where G u , P u are interpreted as realizations of the corre-
The following theorem is the core of the selective p-value computation in our selective inference.
Theorem 2. Assume that the conditions of Lemma 1 hold. Then, there exist L, U ∈ R + and v 2 ∈ R + such that
under the null hypothesis (8), where
The complete proof of Theorem 2 is presented in Appendix B.2, where we show that, for any choice of aggregation function F from the class in (5),
• the selection event E can be written as an affine constraint event in the form of {Avec(Y ) ≤ b},
• the selected test staticθ k (t) can be written as a bilinear function with a matrix Y in the form of δ Y η.
Then, by applying Lemma 1 and Theorem 5.2 in Lee et al. (2016) , Theorem 2 can be proved.
As described in Appendix A, for any choice of the aggregation function F from the class in (5), the values of L, U , and v 2 in Theorem 2 can be computed. By using these values, the selective p-value can be computed as
where Φ(·) is the c.d.f. of the standard normal distribution. Remark 3. When we do not need to select k from the data, e.g., 1 -, ∞ -and top K-aggregations, we do not need to consider the event {k = k} since the event is redundant for inference. For the same reason, we also do not need to consider the some of the signs or/and the permutations depending on the choice of the aggregation function. Concrete examples of truncation points for each choice are described in Appendix A. Remark 4. We can establish the same result as Theorem 2 even if all the signs and the permutations are considered. In this case, instead of a single interval, multiple intervals must be considered for all possible choices of the permutations and the signs. However, since the number of all possible combinations of the signs and the permutations is large, this is computationally intractable.
Power Analysis
for any δ and η, hypothesis (8) can be viewed as
In practice, since δ and η are determined by a WRAG method, the hypothesis is also random. Therefore, we consider an alternative hypothesis
which is a negation of the null since our aggregated score takes only positive values. Under the alternative, the same argument as in Theorem 2 indicates that
We now consider the power of the test in the situation that µ → 0. Note that this asymptotic scenario corresponds to the power analysis under the local alternative. Theorem 5. Let z α be the upper α-quantile of the null distribution. Then, under the alternative (11), the power of the test is approximated as follows:
almost surely, where
and φ(·) is the probability density function of the standard normal distribution.
The proof of Theorem 5 is presented in Appendix B.3. The theorem states that our selective inference procedure is an approximately unbiased test. Here, an unbiased test refers to a test in which the power becomes α at the boundary of the hypothesis, i.e., µ = 0. In addition, the test has a power of at least 3α/4 since the second term in the last inequality is always positive. Theorem 5 suggests that there may exist better tests in terms of power.
Extension to Multiple CP Detection
In this section, we extend the selective inference framework for WRAG methods to be able to detect multiple CPs.
To this end, we introduce a sliding window approach. Let 
In this hypothesis test, even when the null hypothesis is rejected, unless there is a CP at the center of the window, the hypothesis itself is considered to be out of our interest. A natural estimate of the set of CPs by this approach would be
In the context of one-dimensional CP detection problems, Yau & Zhao (2016) referred to this type of multiple CP estimates as local change point estimates. In this approach, we can only consider |T | hypotheses, which is usually a much smaller number than that of windows T −2h+1. Yau & Zhao (2016) also discussed the choice of the window size h, and claimed that the choice of h = Ω(log T ) would be appropriate in an asymptotic sense.
Numerical Experiments
Here, we confirm the performances of the proposed selective inference framework for WRAG methods through numerical experiments with both synthetic and real data.
Experiments on Synthetic Data

FPRS OF SELECTIVE AND NAIVE INFERENCES
First, we confirmed whether the false positive rates (FPRs) are properly controlled in the selective inference framework for WRAG methods with double CUSUM (DC) and top K-aggregation with K = 1, 5, 10, 15, 20, where K = 1 and K = 20 correspond to ∞ -and 1 -aggregations, respectively. The synthetic data with N = 20 and T = 100 were generated from normal distribution N N T (vec(O), Ξ⊗ Σ) where Ξ = (ξ |i−j| ) i,j∈ [T ] and Σ = (σ |i−j| ) i,j∈ [N ] . We considered σ ∈ {0.0, 0.5} for simulating the cases without and with correlation among different dimensions, while ξ was changed from 0.0 to 1.0 to simulate the cases with various degrees of correlation among different time points. In addition, we also computed the FPRs of naive inference for WRAG methods without any selection bias correction procedure as in Theorem 2. The significance level was set as α = 0.05. In all cases, 1,000 runs with different random seeds were simulated. Figure 2 shows the FPRs of selective inference (solid lines) and naive inference (dashed lines), where the horizontal and vertical axes indicate the value of ξ and the estimated FPRs, respectively. We see that selective inference could control FPRs appropriately in all cases. On the other hand, in almost all cases, naive inference failed to control the FPRs especially when ξ is small 3 . Although the results in Figure 2 might be interpreted that naive inference with K = 15 and 20 could also control the FPRs properly, this was actually not the case. Under the null hypothesis, the p-value should be uniformly distributed between 0 and 1 (see, e.g., Section 3 in Lehmann & Romano (2006) ). Figure 3 shows the distributions of (a) the selective p-values and (b) the naive p-values, where we see that the former are uniformly distributed, while the latter are not uniformly distributed. Indeed, the Kolmogorov-Smirnov test for uniformity resulted in p = 0.314 for selective p-values, but p = 10 −6 for naive p-values.
FPRS OF EXISTING METHODS
As mentioned in §2, there are two existing CP detection methods for multi-dimensional sequences. In both methods, the asymptotic sampling distribution of the test statistic in the form of (4) is derived under certain assumptions. Here, we see how these existing methods behave when the assumptions are violated. with T = 100, and investigated the performances as N varies from 1 to 100 (see Figure 4 (a)). We observe that the FPRs increase as N becomes large when the assumption in Jirak (2015) is violated. In contrast, the proposed selective inference (with double CUSUM aggregation) could appropriately control FPRs to the desired significant level of 0.05 in the same setting (red solid line).
Next, to see the performances of the method proposed in Li et al. (2015), we generated Y from N N T (vec(O), Ξ × I N ), where Ξ = (ξ |i−j| ) i,j∈ [T ] with N = 10 and T = 100, and investigated the performances as ξ varies from 0.0 to 0.3 (see Figure 4(b) ). We observe that the FPRs increase as ξ increases when the assumption in Li et al. (2015) is violated. Again, the proposed selective inference could appropriately control FPRs to the desired significant level of 0.05 in the same setting.
Application to CNV Detection
We applied the proposed selective inference framework for WRAG methods to a copy number variation (CNV) study on malignant lymphoma (Takeuchi et al., 2009) . In this study, CNVs of 46 patients diagnosed with diffuse large B-cell lymphoma (DLBCL) were investigated by an array comparative genomic hybridization (array CGH) technique (Hodgson et al., 2001) . The dataset that we analyze here is represented as a real-valued multi-dimensional sequence with N = 46 and T = 2167. Each dimension indicates a patient, while each time point indicates a local genomic region. It is well known that CNVs in DLBCL are heterogeneous because DLBCL has several subtypes 4 . The goal of this medical study is to detect CNVs commonly observed in a subset of patients. Various one-dimensional CP detection methods have been used for analyzing array CGH data for a single patient (Wang et al., 2005; Tibshirani & Wang, 2008; Rapaport et al., 2008) . However, there is no existing method for detecting common CPs by analyzing CNVs of multiple patients altogether, or for providing the statistical significance of the detected CNVs.
Due to space limitations, we only present the results for Chromosome 1, in which there are T = 177 local genomic regions. We applied a WRAG method with a double CUSUM aggregation function to this dataset. For detecting multiple CPs, we used a local hypothesis testing framework described in §4, in which we set h = 5 because this is the closest integer to log(T ). The covariance structure Σ was set to be I N because each dimension in this multidimensional sequence was obtained from an individual patients. On the other hand, the covariance structure Ξ was estimated from a different control dataset with N = 18 5 . The parameter ϕ in double CUSUM was set to be 0.5 as 4 Identifying and characterizing the genetic properties of disease subtypes are crucially important for precision medicine.
5 CNV data in array CGH analysis is obtained by comparing the CNs between the patient and a healthy reference person. Therefore, a control dataset (without any CNVs) can be easily obtained by comparing the CNs between two healthy reference persons. 30 50 100 150 genomic region ID patient ID(a) Changes are observed in patients 3, 4, 21 and 40 at the 22nd genomic region with selective p-value 0.000.0 50 100 150 genomic region ID patient ID(b) Changes are observed in patients 2 and 21 at the 31st genomic region with selective p-value 0.001. suggested in Cho (2016) .
We detected 54 CPs and 11 of them are statistically significant in the sense that the selective p-value is less than 0.05. Table 2 shows the list of detected CPs. Two examples of the detected CPs are illustrated in Figure 5 (b). Note that the numbers of the selected dimensions (patients) are different among the detected CPs, which is an advantage of the double CUSUM aggregation function. Our selective inference interpretation of CP detection problems allows us to properly correct the selection bias even if the selection procedure is fairly complicated as in double CUSUM aggregation. Lee, Sangyeol, Ha, Jeongcheol, Na, Okyoung, and Na, Seongryong. The cusum test for parameter change in time series models. Takeuchi, Ichiro, Tagawa, Hiroyuki, Tsujikawa, Akira, Nakagawa, Masao, Katayama-Suguro, Miyuki, Guo, Ying, and Seto, Masao. The potential of copy number gains and losses, detected by array-based comparative genomic hybridization, for computational differential diagnosis of b-cell lymphomas and genetic regions involved in lymphomagenesis. haematologica, 94 ( Tibshirani, Robert and Wang, Pei. Spatial smoothing and hot spot detection for cgh data using the fused lasso. 
A. Example of Truncation Points
In this section, we evaluate truncation points L and U in Theorem 2 for several aggregation functions described in §3, i.e., general WRAG, ∞ -aggregation, 1 -aggregation and top K-aggregation functions.
A.1. General WRAG
To derive the truncation points L and U in Theorem 2, we first show that θ k (t) can be expressed as a bi-linear form of Y . By the definition of multi-variate CUSUM score, we have S(t) = Y η t , where
Let P t = diag(sgn(S i (t))) be an N -by-N diagonal matrix whose diagonal elements are the sign of {S i (t)} i∈[N ] for each t. Then, by the definition of ρ 1 (t), . . . , ρ N (t), there exists N -by-N permutation matrix G t such that ρ(t) = G t P t S(t). Combining all the above, (7) can be reduced to
where c k = (c j,1 , . . . , c k,N ) . Let δ k,t = P t G t c k . Then, the selection event would be expressed as an affine constraint with respect to vec(Y ) (see, Section B.2). Precisely, let D be a first order difference matrix, that is,
Then, the event
would be reduced to the intersection of affine constraints {A i,u vec(Y ) ≤ 0} (i = 1, 2, 3) for all u ∈ [T − 1], where
To derive truncation points, let
by simple calculations, where
First, it hold that
Thus we see that (12a) implies
In addition, we have
Then, (12b) can be reduced to
Finally,
Combining all the above, lower truncation point L can be obtained by
Similarly, by using the fact that the constraint {θ k (t) ≥ 0} does not affect to an upper truncation point, U can be obtained by
A.2. ∞ -aggregation
Recall that the aggregation function of ∞ -aggregation score is expressed by
Let δ i,t = s i,t e i , where s i,t is the sign of S i (t) and e i is an N -dimensional unit vector whose i-th element is one. Then we see that |S i (t)| = δ i,t Y η t , where η t is an N -dimensional vector defined in Appendix A.1. In ∞ -aggregation, we consider the event {(t,î,ŝ i,t ) = (t, i, s i,t )} as a selection event, where (t,î) is a maximizer of |S i (t)|. In this case, the constraint on the sign of S i (t) is equivalent to that on the non-negativity of test statistic. Hence the event {(t,î,ŝ i,t ) = (t, i, s i,t )} can be expressed as
Note that the former event in the above expression can be rewritten by
To apply Lemma 1, define
Then, we can see that
Therefore, we have
Similarly,
and thus, we have
Hence, we obtain, from Lemma 1, that
and, since |S i (t)| = δ i,t Y η t itself is non-negative and this does not affect to upper truncation point, we obtain
Recall that the aggregation function of 1 -aggregation score is expressed by
Let 1 N be an N -dimensional one-vector, and let δ t = 1 N P t , where P t is an N -by-N diagonal matrix defined in Appendix A.1. Then we see that i∈[N ] |S i (t)| = δ t Y η t . In the following, we consider the event u∈[T −1] {(t,P u ) = (t, P u )} as a selection event. Similar to Appendix A.1 and A.2, the selection event can be expressed as
Here, the last constraint corresponds to the conditions on P u .
and hence we have
Finally, since i∈[N ] |S i (t)| = δ t Y η t is non-negative and thus lower truncation point is non-negative, we obtain, from Lemma 1, that L = max 0, max max
min min
A.4. Top K-aggregation
To derive truncation points of top K-aggregation, we first introduce following lemma.
Recall that the aggregation function of top K-aggregated score is expressed by
Let δ I,t = e I P I,t , where
. For simplicity of the notation, we require the signs of S i (t) for i ∈ [N ] although we can also justify the following statement for i ∈ I. First, we see that i∈I |S i (t)| = δ I,t Y η t . In the following, we consider the event {(t,Î,P I,t ) = (t, I, P I,t )} as a selection event, whereÎ is a maximizer of the above maximization problem. Then, the event can be expressed by
First, from Lemma 6 and the same argument as in Section A.2, we see that In addition, we have {|S i (t)| ≥ 0} = {−δ I,t Y η t ≤ 0}. To apply Lemma 1, define γ = (Ξη t ⊗ Σδ I,t )/( η t 2 Ξ δ I,t 2 Σ ). Then, we can see that −s i,t e i Y η t − e j Y η u ≤ 0 ⇔ (−s i,t η t ⊗ e i − η u ⊗ e j ) vec(Y ) ≤ 0, and we have (−s i,t η t ⊗ e i − η u ⊗ e j ) vec(Y ) = −|S i (t)| − S j (u) and (−s i,t η t ⊗ e i − η u ⊗ e j ) γ = −τ i,t − τ j,u , where τ j,u = η u Ξη t · e j Σδ I,t /( η t |S i (t)| −τ i,t + i∈I |S i (t)|.
B. Proofs of Main Result
Here, we provide proofs of the main result in the paper. We first show the proof of Lemma 1, and those of Theorem 2 and 5.
B.1. Proof of Lemma 1
The proof is similar to that in Lee et al. (2016) . Because vec(Y ) = z + γ(η ⊗ δ) vec(Y ), we see that
Hence, we have From the above inequalities, we can conclude that (η ⊗ δ) vec(Y ) can be bounded below (resp. above) by L(z) (resp. U (z)). In addition, (η ⊗ δ) vec(Y ) = δ Y η yields last equality. Moreover, since z is independent of δ Y η under the normality of Y , that is, Cov(z, δ Y η) = 0, (L(z), U (z), N (z)) is also independent of δ Y η.
which is an affine constraint.
Finally, by the definition of aggregated score, we havê θ k (t) = δ k,t Y η t = (η t ⊗ δ k,t ) vec(Y ) ≥ 0, and this states that the lower truncation point in (9) is always non-negative.
B.3. Proof of Theorem 5
To state the proof, we require following lemmas.
Lemma 7. Let x, y and σ (> 0) be known constants and define f (µ) = Φ((x − µ)/σ)/Φ((y − µ)/σ), where Φ(·) is a cumulative distribution function of the standard normal distribution. Let φ(·) is a probability density function of the standard normal distribution. Then, we have Let us prove the theorem. By noting that the definition of the power, we have
almost surely, since 0 ≤ Φ((L − µ)/v) < Φ((U − µ)/v) ≤ 1.
By using Theorem 2, z α can be evaluated by
and we have
In addition, by differentiating both side as a function of v, we also have
