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Abstract
This paper is concerned with the spectral theory for the second-order left definite difference boundary
value problems. Existence of eigenvalues of boundary value problems is proved, numbers of their eigenval-
ues are calculated and fundamental spectral results are obtained.
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1. Introduction
Consider the second order boundary value problems of difference equation
−∇(pnxn) + qnxn = λωnxn, n ∈ [1,N] ∩ Z, (1.1)
with the boundary value conditions(
p0x0
−pNxN
)
= K
(
x0
xN
)
, (1.2)
where N  2 is an integer,  is the forward difference operator: xn−1 = xn − xn−1, ∇ is the
backward difference operator: ∇xn = xn − xn−1. pn, qn and ωn are real numbers with pN = 0,
and for all n ∈ [1,N],
pn−1  0, qn  0, and pn−1 + qn > 0, (1.3)
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2 × 2 matrix. The interval [a, b] denotes the integral set {n}ba . Because conditions (1.3) are satis-
fied and ωn is not necessarily positive valued on [1,N], the boundary value problems (1.1)–(1.2)
are called left definite problems.
Equation (1.1) can also be rewritten as
−(p∗nxn)+ q∗nxn+1 = λω∗nxn+1, n ∈ [0,N − 1] ∩ Z, (1.1′)
with the relations
p∗n = pn, q∗n = qn+1, ω∗n = ωn+1.
Spectral problems for regular discrete Hamiltonian systems have been extensively studied by
many scholars. We firstly mention the results of F.V. Atkinson [1], who studied Eq. (1.1) with
the boundary value conditions
x0 = 0, xN+1 + hxN = 0. (1.4)
F.V. Atkinson had given the eigenvalue distribution of problems (1.1) and (1.4). A. Jirari [2],
who extended the results of F.V. Atkinson, has considered eigenvalue problems (1.1) with the
boundary value conditions{
x0 + hx1 = 0,
xN+1 − kxN = 0, (1.5)
under the conditions that ωn > 0 and pn−1 = 0, n ∈ [1,N]. Interest in investigating the spectral
properties of difference operators has been ongoing for many years. We refer the reader to the
books of F.V. Atkinson [1], C.D. Ahlbrandt and A. Peterson [3], and the papers of M. Bohner [4],
Y. Shi and S. Chen [5]. For the general discrete Hamiltonian systems, M. Bohner [4] investigated
the existence and distribution of eigenvalues by using the conjoined basis of the system. Under
the assumption that the weight functions are positive, the distribution and the comparison theo-
rems of eigenvalues have been obtained by R.P. Agarwal, M. Bohner and P.J.Y. Wong in [6]. The
isolation and bounded properties of eigenvalues of linear Hamiltonian difference systems have
been investigated by M. Bohner and R. Hilscher in [7]. Further important results in linear Hamil-
tonian difference systems, including the oscillation properties of solutions, have been obtained
by M. Bohner, O. Doˇslý and W. Kratz [8], L. Erbe, A. Peterson and S.H. Saker [9], W. Kratz [10],
and S. Chen and L. Erbe [11]. For more details, see [4] and references therein.
In this paper, we will investigate the discrete Sturm–Liouville difference problems with the
conditions that the weight function ωn can change sign and the coefficient pn−1 is allowed to
be 0. For the left definite problems, A.M. Krall [12,13] and Q. Kong, H. Wu and A. Zettl [14] de-
veloped the spectral theory for continuous regular left definite Hamiltonian operators, by the
constructing of the proper Hilbert space and the analysis to multi parameters. Motivated by
[12,13], in this paper, we investigate the eigenvalue problems of regular left definite difference
boundary value problems (1.1)–(1.2). As far as we know, there are few results in the left defi-
nite problems of difference operators. Since ωn can change sign and pn−1 may be equals 0, the
methods used before in the conditions of ωn > 0 and pn−1 = 0 are quite difficultly employed
in studying the problems we investigated here. By applying the methods developed by A.M.
Krall [12] and using the tools developed by M. Bohner and R. Hilscher in [7], we will give the
existence and distribution of the eigenvalues of (1.1)–(1.2) without the criteria that ωn > 0 and
pn−1 = 0. As one of two corollaries, we extend the results of F.V. Atkinson and A. Jirari under
left definite conditions.
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Consider the eigenvalue problems of (1.1)–(1.2). Denote K =
(
k11 k12
k21 k22
)
. In this section, we
always assume the following hypothesis holds:
p0 + k11 = 0. (2.1)
Under the condition of (2.1), (1.2) is equivalent with
x0 = p0x1 − k12xN
p0 + k11 , xN+1 =
pNxN − k21x0 − k22xN
pN
. (2.2)
Let l[0,N + 1] = {x = {xi}N+1i=0 : xi ∈ C, 0 i N + 1}. The difference operator l acting on
l[0,N + 1] is defined by
(lx)n := ω−1n
[−∇(pnxn) + qnxn], n = 1,2, . . . ,N, (2.3)
for x ∈ l[0,N + 1].
Define
H [1,N] =
{
x ∈ l[0,N + 1]:
(
p0x0
−pNxN
)
= K
(
x0
xN
)}
.
In view of (2.2), it is obvious that dimH [1,N] = N .
Define
〈x, y〉 :=
N∑
n=1
ωnxny
∗
n, x, y ∈ H [1,N], (2.4)
where ωn is as in (1.1), y∗n denotes the complex conjugate transpose. Since ωn can change sign,
〈·, ·〉 cannot define an inner product.
Lemma 1. For any x, y ∈ H [1,N],
〈lx, y〉 =
N∑
n=1
ωn(lx)ny
∗
n
=
N∑
n=1
[
pn−1xn−1y∗n−1 + qnxny∗n
]+ ( x0 xN )K
(
y∗0
y∗N
)
. (2.5)
See [7, Lemma 2]. Lemma 1 is a special case of [7, Lemma 2], which is proved for a general
continuous and discrete Hamiltonian system. Lemma 1 can also been considered as the Dirichlet
formula for the discrete case. The Dirichlet formula for continuous case have been established
by A.M. Krall in [12].
In view of K is a symmetric matrix, by the same method used in [7, Lemma 2], Lemma 1
implies the following result.
Lemma 2. For any x, y ∈ H [1,N],
〈lx, y〉 = 〈x, ly〉. (2.6)
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〈x, y〉H :=
N∑
n=1
[
pn−1xn−1y∗n−1 + qnxny∗n
]+ ( x0 xN )K
(
y∗0
y∗N
)
, (2.7)
for x, y ∈ H [1,N]. In view of (1.3) and that K is positive definite, 〈·, ·〉H defines an inner product
in H [1,N ]. It is obvious that H [1,N] equipped with 〈·, ·〉H is a Hilbert space. The difference
operator L acting on H [1,N] is defined by
(Lx)n := (lx)n, 1 nN,
(Lx)0 := p0(lx)1 − k12(lx)N
p0 + k11 ,
and
(Lx)N+1 := pN(lx)N − k21(lx)0 − k22(lx)N
pN
,
for x ∈ H [1,N]. From (1.2) and (2.2), we can conclude that L :H [1,N] → H [1,N].
3. Spectral theorem
Lemma 3. Assume (2.1) holds. Then for x, y ∈ H [1,N],
〈Lx,y〉H = 〈x,Ly〉H . (3.1)
The difference operator L is self-adjoint on H [1,N].
Proof. From Lemma 1, Lemma 2 and the definition of 〈·, ·〉H , we have
〈x, y〉H = 〈lx, y〉 = 〈x, ly〉. (3.2)
For any x, y ∈ H [1,N], by (3.2),
〈Lx,y〉H = 〈Lx, ly〉 = 〈lx, ly〉 = 〈lx,Ly〉 = 〈x,Ly〉H .
Then L is a symmetric operator on H [1,N]. In view of DL = H [1,N], dimH [1,N] = N , and
y is an arbitrary element in H [1,N], L is self-adjoint on Hilbert space H [1,N]. The proof is
completed. 
From Lemma 3 and by employing the spectral theory of self-adjoint linear operators in Hilbert
spaces, the following fundamental spectral results of (1.1)–(1.2) can be directly concluded.
Theorem 1. Assume (2.1) holds, the spectrum of L on H [1,N ] consists of the eigenvalues,
λ1, λ2, . . . , λN ,
and (1.1)–(1.2) have the corresponding N linearly independent eigenfunctions
x(λ1), x(λ2), . . . , x(λN),
which are orthogonal and normalized in H [1,N], that is,〈
x(λi), x(λj )
〉
H
= δij , 1 i, j N.
Moreover, these eigenfunctions form a complete orthogonal set in H [1,N].
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In this section, we consider two kinds of left definite eigenvalue problems of the second order
difference equation subject to different boundary value conditions. The first example is under
the non-separated boundary value conditions, which can be seen as the discrete analogue to
the problems investigated by A.M. Krall in [12]. But in the discrete case here, we do not need
q > εω which was an important criterion in [12]. The second example was investigated in [2]
under the conditions ωn > 0 and pn−1 = 0. Here, when the matrix K2 (which is defined in
Example 2 below) is positive definite, we give the spectral theorem which does not need ωn > 0
and pn−1 = 0, i.e., ωn may change sign.
Example 1. Consider difference equation (1.1) subject to the non-separated boundary value con-
dition
A
(
x0
p0x0
)
+ B
(
xN
pNxN
)
=
(
0
0
)
, (4.1)
where A and B are 2 × 2 matrices. Let
A =
(
α11 α12
α21 α22
)
, B =
(
β11 β12
β21 β21
)
,
which are supposed to satisfy the adjoint conditions, that is,
A∗JA = B∗JB, (4.2)
where J =
(
0 −1
1 0
)
.
By the methods used in the continuous problems in [12], the boundary value condition (4.1)
can be written as(
α11 α12
α21 α22
)(
x0
p0x0
)
+
(
β11 β12
β21 β22
)(
xN
pNxN
)
=
(
0
0
)
. (4.3)
The terms in the boundary conditions (4.3) can also be rearranged. Then we have(
α11 β11
α21 β21
)(
x0
xN
)
−
(−α12 β12
−α22 β22
)(
p0x0
−pNxN
)
=
(
0
0
)
. (4.4)
Denote A′ =
(
α11 β11
α21 β21
)
and B ′ =
(−α12 β12
−α22 β22
)
. Suppose B ′ is nonsingular, that is,
detB ′ = 0. (4.5)
Under condition (4.5), we can obtain the expression of
(
p0x0
−pNxN
)
through
( x0
xN
)
:
(
p0x0
−pNxN
)
=
(
α11β22 − α21β12 β11β22 − β12β21
α11α22 − α12α21 α22β11 − α12β21
)(
x0
xN
)
=: K1
(
x0
xN
)
. (4.6)
By the hypothesis (4.2), we have α11α22 −α12α21 = β11β22 −β12β21, this means K1 is symmet-
ric.
In view of the condition (2.1) used in Section 2, suppose
α11β22 − α21β12 + p0 = 0. (4.7)
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H1[1,N] =
{
x ∈ l[0,N + 1]:
(
p0x0
−pNxN
)
= K1
(
x0
xN
)}
.
By means of Theorem 1 in Section 3, we have the following results.
Corollary 1. Assume (4.2), (4.5) and (4.7) hold, K1 is a positive definite matrix. Then the
system (1.1) and (4.1) has N eigenvalues {λi}Ni=1 and the corresponding N linearly indepen-
dent eigenfunctions {x(λi)}Ni=1 which are orthogonal and normalized in H1[1,N]. Moreover,
{x(λi)}Ni=1 form a complete orthogonal set in H1[1,N].
Example 2. Consider (1.1) with the boundary value conditions
{
x0 + hx1 = 0,
xN+1 − kxN = 0, (4.8)
where h = 0 and k are real numbers.
Remark. Under the conditions that ωn > 0 and pn−1 = 0, A. Jirari [2] investigated the eigenvalue
problems of (1.1) and (4.8), and gave the distribution of eigenvalues of system (1.1) and (4.8).
Here, under the conditions of ωn = 0 and (1.3), the spectral theorem is obtained for the system
(1.1) and (4.8).
By (4.8), it can be obtained that
(
x0
−pNxN
)
=: K2
(
x0
xN
)
,
where
K2 =
(− 1+h
h
0
0 (1 − k)pN
)
.
Define
H2[1,N] =
{
x ∈ l[0,N + 1]:
(
x0
−pNxN
)
= K2
(
x0
xN
)}
.
By Theorem 1, we have the following result.
Corollary 2. Assume K2 is a positive definite matrix. Then the system (1.1) and (4.8) has N
eigenvalues {λi}Ni=1 and the corresponding N linearly independent eigenfunctions {x(λi)}Ni=1
which are orthogonal and normalized in H2[1,N]. Moreover, {x(λi)}Ni=1 form a complete or-
thogonal set in H2[1,N].
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