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Abstract
Combinatorial harmonic analysis techniques are used to develop
new functional analysis methods based on Bogoliubov functionals.
Concrete applications of the methods are presented, namely the study
of a non-equilibrium stochastic dynamics of continuous systems.
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1 Introduction
The combinatorial harmonic analysis on configuration spaces introduced and
developed in [KK02], [KK05], [Kun99], [KKO04] is a natural tool for the
study of equilibrium states of continuous systems in terms of the correspond-
ing Bogoliubov or generating functionals. Originally, this class of functionals
was introduced by N. N. Bogoliubov in [Bog46] to define correlation func-
tions for statistical mechanics systems. In the context of classical statisti-
cal mechanics, this class of functionals, as a basic concept, was analyzed by
G. I. Nazin. We refer to [Naz85] for historical remarks and references therein.
Apart from this specific application, and many others, the Bogoliubov func-
tionals are, by themselves, a subject of interest in infinite dimensional anal-
ysis. This is partially due to the fact that to any probability measure µ
defined on the space Γ of locally finite configurations one may associate a
Bogoliubov functional
Lµ(θ) :=
∫
Γ
∏
x∈γ
(1 + θ(x)) dµ(γ),
allowing the study of µ through the functional Lµ. Technically, this means
that through the Bogoliubov functionals one may reduce measure theory
problems to functional analysis ones, yielding a new method in measure the-
ory as well as new applications in functional analysis.
From this standpoint, new perspectives were announced in [KKO04] in
the setting of combinatorial harmonic analysis on configuration spaces. The
purpose of this work is to carry out these technical improvements.
Of course the domain of a Bogoliubov functional Lµ depends on the un-
derlying probability measure µ. Conversely, the domain of a Bogoliubov
functional Lµ carries special properties over to the probability measure µ. In
this work we mainly analyze the class of entire Bogoliubov functionals on a
L1-space (Section 3), which is a natural environment to widen the scope of
this work towards Gibbs measures (or equilibrium states). This restriction
allows, in particular, to recover the notion of correlation function.
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As a side remark, let us mention that in the same setting further pro-
gresses, under analytical assumptions, are achieved in [Kun05] on a space of
continuous functions.
The close relation between probability measures and Bogoliubov function-
als is best illustrated by a “dictionary” (cf. G. I. Nazin), relating measure
concepts and problems to functional analysis ones. In this “dictionary”, the
translation of the Dobrushin-Lanford-Ruelle equation, defining Gibbs mea-
sures, leads to a functional equation, called the Bogoliubov (equilibrium)
equation (Section 4). As a result, through analytical techniques one may
derive a uniqueness result for Gibbs measures corresponding to positive po-
tentials in the high temperature-low activity regime (Theorem 23). Although
this result does not improve the known uniqueness results for Gibbs measures
(see e.g. [DSI75], [PZ99], [Rue63]), its proof is technically new and presents
an alternative approach to the uniqueness problem.
This work concludes with a concrete application of the Bogoliubov func-
tionals to the study of a non-equilibrium diffusion dynamics of a continuous
system (Section 5). For particles in suspension in a liquid, each particle in-
teracts with the molecules of the fluid and the remaining particles in the
suspension. At the microscopic level, the time evolution of the whole system
is described by Hamiltonian dynamics. In the mesoscopic approximation,
the system is described as the result of random perturbations of the parti-
cles with dynamics heuristically given by a system of stochastic differential
equations
dxk(t) = −
β
2
∑
1≤i 6=k
∇V (xk(t)− xi(t))dt+ dWk(t), t ≥ 0
xk(0) = xk, k ∈ N
(1)
for a given starting configuration γ = {xk : k ∈ N}. Here Wk, k ∈ N, is
a family of independent standard Brownian motions describing the random
perturbations and V : Rd\{0} → R is the interaction potential between the
particles. The problem of existence of a stochastic dynamics corresponding to
the system (1) has been well analyzed for the equilibrium stochastic dynamics
case (see e.g. [AKR98b], [Osa96], [Yos96]). For non-equilibrium dynamics,
the existence problem is essentially open and at the moment all we have is
the construction of non-equilibrium processes done in [Fri87], in the case of
smooth potentials with finite range and d ≤ 4, or the existence of time evo-
lution for correlation functions described by a correlation diffusion hierarchy
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(see [KRR04] and the references therein). Our goal now is the study of the
non-equilibrium case in terms of Bogoliubov functionals. The procedure that
is used turns out to be an effective method for the study of other equilibrium
and non-equilibrium problems for continuous systems. Further examples of
applications, e.g., equations for birth-and-death and hopping type dynamics
on configuration spaces in terms of Bogoliubov functionals, are now being
studied and will be reported in forthcoming publications.
2 Harmonic analysis on configuration spaces
Let X be a geodesically complete connected oriented non-compact Rieman-
nian C∞-manifold and Γ := ΓX the configuration space over X :
Γ := {γ ⊂ X : |γ ∩K| <∞ for every compact K ⊂ X} .
Here | · | denotes the cardinality of a set. As usual we identify each γ ∈ Γ
with the non-negative Radon measure
∑
x∈γ εx ∈ M(X), where εx is the
Dirac measure with mass at x,
∑
x∈∅ εx is, by definition, the zero measure,
and M(X) denotes the space of all non-negative Radon measures on the
Borel σ-algebra B(X). This procedure allows to endow Γ with the topology
induced by the vague topology onM(X). We denote the Borel σ-algebra on
Γ by B(Γ).
Another description of the measurable space (Γ,B(Γ)) is also possible.
For each Y ∈ B(X), let ΓY be the space of all configurations contained in Y ,
ΓY := {γ ∈ Γ : |γ ∩ (X\Y )| = 0}, and let Γ
(n)
Y be the subset of all n-point
configurations, Γ
(n)
Y := {γ ∈ ΓY : |γ| = n}, n ∈ N, Γ
(0)
Y := {∅}. For n ∈ N,
there is a natural surjective mapping of
Y˜ n := {(x1, ..., xn) : xi ∈ Y, xi 6= xj if i 6= j}
onto Γ
(n)
Y defined by
symnY : Y˜
n → Γ
(n)
Y
(x1, ..., xn) 7−→ {x1, ..., xn}
. (2)
This leads to a bijection between the space Γ
(n)
Y and the symmetrization
Y˜ n/Sn of Y˜ n under the permutation group Sn over {1, ..., n}, and then to a
metrizable topology on Γ
(n)
Y . We denote the corresponding Borel σ-algebra on
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Γ
(n)
Y by B(Γ
(n)
Y ). For Λ ∈ B(X) with compact closure (Λ ∈ Bc(X) for short),
one clearly has ΓΛ =
⊔∞
n=0 Γ
(n)
Λ . In this case we endow ΓΛ with the topology of
the disjoint union of topological spaces and with the corresponding Borel σ-
algebra B(ΓΛ) defined by the disjoint union of the σ-algebras B(Γ
(n)
Λ ), n ∈ N0,
i.e.,
B(ΓΛ) = σ ({γ ∈ ΓΛ : |γ ∩ Λ
′| = n}) , Λ′ ∈ Bc(X), n ∈ N0.
The measurable space (Γ,B(Γ)) is the projective limit of the measurable
spaces (ΓΛ,B(ΓΛ)), Λ ∈ Bc(X), with respect to the projections
pΛ : Γ→ ΓΛ
γ 7−→ γΛ := γ ∩ Λ
. (3)
Apart from the spaces described above we also consider the space of finite
configurations
Γ0 :=
∞⊔
n=0
Γ
(n)
X
endowed with the topology of disjoint union of topological spaces and with
the corresponding Borel σ-algebra denoted by B(Γ0).
To define the K-transform, among the functions defined on Γ0 we dis-
tinguish the space Bexp,ls(Γ0) of all complex-valued exponentially bounded
B(Γ0)-measurable functions G with local support, i.e., G↾Γ0\ΓΛ≡ 0 for some
Λ ∈ Bc(X) and there are C1, C2 > 0 such that |G(η)| ≤ C1e
C2|η| for all
η ∈ Γ0. The K-transform of any G ∈ Bexp,ls(Γ0) is the mapping KG : Γ→ C
defined at each γ ∈ Γ by
(KG)(γ) :=
∑
η⊂γ
|η|<∞
G(η). (4)
Note that for every G ∈ Bexp,ls(Γ0) the sum in (4) has only a finite number
of summands different from zero, and thus KG is a well-defined measurable
cylinder function on Γ with domain of cylindricity Λ. Moreover, | (KG) (γ)| ≤
C1e
(C2+1)|γΛ|.
Throughout this work the so-called coherent states eλ(f) of B(X)-meas-
urable functions f , defined by
eλ(f, η) :=
∏
x∈η
f (x) , η ∈ Γ0\{∅}, eλ(f, ∅) := 1,
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will play an essential role. This is partially due to the fact that the K-
transform of this class of functions coincides with the integrand functions of
the Bogoliubov functionals (Section 3). More precisely, for every bounded
B(X)-measurable function f with bounded support (f ∈ Bbs(X) for short),
one has eλ(f) ∈ Bexp,ls(Γ0), and
(Keλ(f)) (γ) =
∏
x∈γ
(1 + f(x)), γ ∈ Γ.
Besides the K-transform, we also consider the dual operator K∗. Let
M1fexp(Γ) denote the set of all probability measures µ on (Γ,B(Γ)) with finite
local exponential moments, i.e.,∫
Γ
eα|γΛ| dµ(γ) <∞ for all Λ ∈ Bc(X) and all α > 0.
By the definition of a dual operator, given a µ ∈ M1fexp(Γ), K
∗µ =: ρµ is a
measure defined on (Γ0,B(Γ0)) by∫
Γ0
G(η) dρµ(η) =
∫
Γ
(KG) (γ) dµ(γ), (5)
for all G ∈ Bexp,ls(Γ0). The measure ρµ is the correlation measure cor-
responding to µ. This definition shows, in particular, that Bexp,ls(Γ0) ⊂
L1(Γ0, ρµ)
1. Moreover, on the dense setBexp,ls(Γ0) in L
1(Γ0, ρµ) the inequality
‖KG‖L1(µ) ≤ ‖G‖L1(ρµ) holds, allowing an extension of the K-transform to
a bounded operator K : L1(Γ0, ρµ) → L
1(Γ, µ) in such a way that equality
(5) still holds for any G ∈ L1(Γ0, ρµ). For the extended operator the explicit
form (4) still holds, now µ-a.e. This means, in particular,
(Keλ(f)) (γ) =
∏
x∈γ
(1 + f(x)), µ−a.a. γ ∈ Γ, (6)
for all B(X)-measurable functions f such that eλ(f) ∈ L
1(Γ0, ρµ).
Remark 1 All the notions described above as well as their relations are
graphically summarized in the figure below. Having in mind the concrete
application in Section 5 below, let us mention the natural meaning of this fig-
ure in the context of an infinite particle system. The state of such a system
1Throughout this work all Lp-spaces, p ≥ 1, consist of complex-valued functions.
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is described by a probability measure µ on Γ and the functions F on Γ are
considered as observables of the system and they represent physical quanti-
ties which can be measured. The expected values of the measured observables
correspond to the expectation values
∫
Γ
F (γ) dµ(γ). In this interpretation we
call the functions G on Γ0 quasi-observables, because they are not observables
themselves, but can be used to construct observables via the K-transform. In
this way one obtains all observables which are additive in the particles, e.g.,
number of particles, energy.
✲✛
✻
✲✛
❄
G
F µ
ρµ
< F, µ >=
∫
Γ
F (γ)dµ(γ)
< G, ρµ >=
∫
Γ0
G(η)dρµ(η)
K K∗
On the underlying measurable space (X,B(X)) let us consider a non-
atomic Radon measure σ, i.e., σ({x}) = 0 for any x ∈ X . The Poisson
measure piσ with intensity σ is the probability measure defined on (Γ,B(Γ))
by ∫
Γ
exp
(∑
x∈γ
ϕ(x)
)
dpiσ(γ) = exp
(∫
X
(
eϕ(x) − 1
)
dσ(x)
)
, ϕ ∈ D,
where D := C∞0 (X) denotes the Schwartz space of all infinitely differentiable
real-valued functions on X with compact support. The correlation measure
corresponding to the Poisson measure piσ is the so-called Lebesgue-Poisson
measure λσ (with intensity σ)
λσ :=
∞∑
n=0
1
n!
σ(n),
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where each σ(n), n ∈ N, is the symmetrization of the product measure
σ⊗n, i.e., the image measure on Γ
(n)
X of the measure σ
⊗n under the map-
ping symnX defined in (2). For n = 0 we set σ
(0)({∅}) := 1. The following
Lebesgue-Poisson measure properties underline the importance of coherent
states. First, eλ(f) ∈ L
p(Γ0, λσ) whenever f ∈ L
p(X, σ) for some p ≥ 1,
and, moreover,
∫
Γ0
|eλ(f, η)|
p dλσ(η) = exp
(∫
X
|f(x)|p dσ(x)
)
. Second, given
a dense subspace L ⊂ L2(X, σ), the set {eλ(f) : f ∈ L} is total in L
2(Γ0, λσ).
3 Bogoliubov functionals
For the case X = Rd, d ∈ N, we refer to [Naz85] and his own references
therein.
Definition 2 Let µ be a probability measure on (Γ,B(Γ)). The Bogoli-
ubov functional Lµ corresponding to µ is a functional defined at each B(X)-
measurable function θ by
Lµ(θ) :=
∫
Γ
∏
x∈γ
(1 + θ(x))dµ(γ),
provided the right-hand side exists for |θ|.
We note that if Lµ(|θ|) <∞, then the product
∏
x∈γ(1+θ(x)) is µ-a.e. ab-
solutely convergent. For the definition and properties of infinite products see
[Kno64].
It is clear that the domain of a Bogoliubov functional Lµ depends on the
measure µ fixed on (Γ,B(Γ)). Conversely, the domain of a Bogoliubov func-
tional reflects special properties over the underlying measure on (Γ,B(Γ)).
For instance, probability measures µ for which the Bogoliubov functional is
well-defined on multiples of indicator functions 1 Λ, Λ ∈ Bc(X), necessarily
have finite local exponential moments, i.e., µ ∈ M1fexp(Γ). In fact, for all
α > 0 and all Λ ∈ Bc(X) we find∫
Γ
eα|γΛ| dµ(γ) =
∫
Γ
∏
x∈γ
eα1Λ(x) dµ(γ) = Lµ((e
α − 1)1 Λ) <∞.
In the sequel, for each probability measure µ on (Γ,B(Γ)) and each Λ ∈
Bc(X), we denote by µ
Λ := µ ◦ (pΛ)
−1 the image measure on ΓΛ of the
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measure µ under the projection pΛ defined in (3), i.e., µ
Λ is the projection of
µ onto ΓΛ. Given a Λ ∈ Bc(X), the definition of a Bogoliubov functional Lµ
on the space of all functions θ with support contained in Λ reduces to the
Bogoliubov functional LµΛ :
Lµ(θ) =
∫
Γ
∏
x∈γ
(1 + θ(x))dµ(γ) =
∫
Γ
∏
x∈γΛ
(1 + θ(x))dµ(γ) = LµΛ(θ).
Furthermore, one may straightforwardly express the µ-measure of a large
class of sets by the Bogoliubov functional Lµ. In fact, given z1, ..., zn ∈ C
and a collection of mutually disjoint sets Λ1, ...,Λn ∈ Bc(X), ∆ :=
⊔n
i=1 Λi,
n ∈ N, the above computation has shown that
Lµ
(
n∑
i=1
zi1 Λi − 1∆
)
=
∫
Γ
∏
x∈γ∆
(
n∑
i=1
zi1 Λi(x)
)
dµ(γ).
Since Γ∆ may be written as the disjoint union
Γ∆ =
∞⊔
k1,...,kn=0
{γ ∈ Γ∆ : |γΛi| = ki, i = 1, ..., n} ,
the latter integral is then equal to
∞∑
k1,...,kn=0
zk11 ...z
kn
n µ ({γ ∈ Γ : |γΛi| = ki, i = 1, ..., n}) .
Heuristically, this means that
µ ({γ ∈ Γ : |γΛi| = ki, i = 1, ..., n}) (7)
=
1
k1!...kn!
∂k1+...+kn
∂zk11 ...∂z
kn
n
Lµ
(
n∑
i=1
zi1 Λi − 1
⋃n
i=1 Λi
) ∣∣∣∣∣
z1=...=zn=0
.
According to the definition of the σ-algebra B(Γ), the collection of sets
appearing in the left-hand side of the informal equality (7) already charac-
terizes the measure µ.
Of course, in order to apply the above procedure we must assume that
the Bogoliubov functional Lµ is well-defined and differentiable on the class of
linear combinations of indicator functions which appears in (7). As the linear
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space spanned by indicator functions or the spaces of measurable functions
are both difficult to handle, throughout this work we will consider Bogoliubov
functionals on a L1(X, σ) =: L1(σ) space, for some Radon measure σ defined
on the space (X,B(X)). Furthermore, we will assume that the Bogoliubov
functionals are entire. We observe that from the viewpoint of particle systems
these restrictions are natural. Actually, even stronger properties should be
expected.
In the sequel, we fix on (X,B(X)) a non-atomic Radon measure σ which
we assume to be non-degenerate, i.e., σ(O) > 0 for all non-empty open sets
O ⊂ X , and, in addition, σ(X) =∞.
We recall that a functional A : L1(σ)→ C is entire on L1(σ) whenever A is
locally bounded, and for all θ0, θ ∈ L
1(σ) the mapping C ∋ z 7→ A(θ0+zθ) ∈
C is entire. Thus, at each θ0 ∈ L
1(σ), every entire functional A on L1(σ) has
a representation in terms of its Taylor expansion,
A(θ0 + zθ) =
∞∑
n=0
zn
n!
dnA(θ0; θ, ..., θ), z ∈ C, θ ∈ L
1(σ),
see e.g. [Bar85], [Din81]. The next theorem states a characterization result
for the differentials dnA(θ0; ·) of an entire functional A on L
1(σ).
Theorem 3 Let A be an entire functional on L1(σ). Then each differ-
ential dnA(θ0; ·), n ∈ N, θ0 ∈ L
1(σ) is defined by a (symmetric) kernel in
L∞(Xn, σ⊗n) denoted by δ
nA(θ0)
δθ0(x1)...δθ0(xn)
and called the variational derivative
of n-th order of A at the point θ0. In other words,
dnA(θ0; θ1, ..., θn) :=
∂n
∂z1...∂zn
A
(
θ0 +
n∑
i=1
ziθi
) ∣∣∣
z1=...=zn=0
=:
∫
Xn
δnA(θ0)
δθ0(x1)...δθ0(xn)
n∏
i=1
θi(xi)dσ
⊗n(x1, .., xn)
for all θ1, ..., θn ∈ L
1(σ). Moreover, for all r > 0∥∥∥∥ δnA(θ0)δθ0(x1)...δθ0(xn)
∥∥∥∥
L∞(Xn,σn)
≤ n!
(e
r
)n
sup
‖θ′‖
L1(σ)≤r
|A(θ0 + θ
′)| (8)
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Remark 4 According to Theorem 3, the Taylor expansion of an entire func-
tional A at a point θ0 ∈ L
1(σ) may be written in the form
A(θ0 + θ) =
∞∑
n=0
1
n!
∫
Xn
δnA(θ0)
δθ0(x1)...δθ0(xn)
n∏
i=1
θ(xi)dσ
⊗n(x1, ..., xn),
for all θ ∈ L1(σ). Using the notation
(
D|η|A
)
(θ0; η) :=
δnA(θ0)
δθ0(x1)...δθ0(xn)
for η = {x1, ..., xn} ∈ Γ
(n)
X , n ∈ N,
this means
A(θ0 + θ) =
∫
Γ0
eλ(θ, η)
(
D|η|A
)
(θ0; η)dλσ(η).
Concerning the estimate (8), we note that the entire property of A does not
insure that for every r > 0 the supremum on the right-hand side is always
finite. This will hold if, in addition, the entire functional A is of bounded
type, that is,
∀ r > 0, sup
‖θ‖
L1(σ)≤r
|A(θ0 + θ)| <∞, ∀ θ0 ∈ L
1(σ).
For simplicity, throughout this work we will assume this assumption.
The proof of the first part of this result is of a technical nature outside of
the present context. However, it contains a few steps which we will need to
prove the second part. Because of this, we just present a sketch of the proof
conveniently adapted to our aims and complemented with suitable references
for a detailed proof.
Proof. According to the Cauchy formula for analytic functions on Banach
spaces, each differential dnA(θ0; ·) of an entire functional A on L
1(σ) is a
bounded symmetric n-linear functional on L1(σ). In particular, for n = 1,
the first order differential dA(θ0; ·) is a bounded linear functional on L
1(σ),
insuring that it can be represented by a kernel in L∞(σ), the so-called first
variational derivative δA(θ0)
δθ0(x)
. Furthermore, the (usual) operator norm of the
bounded linear functional dA(θ0; ·) is equal to
∥∥∥ δA(θ0)δθ0(·) ∥∥∥L∞(X,σ).
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For higher orders, the proof of existence of the corresponding variational
derivatives is a straightforward consequence of the isometries between the
Banach spaces
Bn(L
1(X, σ)) ≃
(
L1(Xn, σ⊗n)
)′
≃ L∞(Xn, σ⊗n), (9)
Bn(L
1(X, σ)) being the space of all bounded n-linear functionals on L1(X, σ).
For the proof see e.g. [DU77], [Sch71], [Tre67]. These isometries prove, on
the one hand, the existence of the variational derivatives δ
nA(θ0)
δθ0(x1)...δθ0(xn)
∈
L∞(Xn, σ⊗n) as kernels for dnA(θ0; ·), and, on the other hand, that the op-
erator norm of dnA(θ0; ·) ∈ Bn(L
1(X, σ)) is given by
∥∥∥ δnA(θ0)δθ0(·)...δθ0(·)∥∥∥L∞(Xn,σ⊗n).
This shows the first part of the theorem. To prove the second one, we observe
that by the Cauchy formula, for any θ ∈ L1(σ) one has
1
n!
dnA(θ0; θ, ..., θ) =
1
2pii
∫
|z|=r
A(θ0 + zθ)
zn+1
dz
for any r > 0 and any n ∈ N. Therefore
|dnA(θ0; θ, ..., θ)| ≤ n! sup
‖θ′‖
L1(σ)≤r
|A(θ0 + θ
′)|
(
‖θ‖L1(σ)
r
)n
,
and an application of the polarization identity extends this inequality to
θ1, ..., θn ∈ L
1(σ):
|dnA(θ0; θ1, ..., θn)| ≤ n!
(e
r
)n
sup
‖θ′‖
L1(σ)≤r
|A(θ0 + θ
′)|
n∏
i=1
‖θi‖L1(σ) ,
see e.g. [Din81, Theorem 1.7]. 
Remark 5 Observe that the first isometry in (9) is specific of L1 spaces.
The analogous result does not hold neither for other Lp-spaces, nor Banach
spaces of continuous functions, or Sobolev spaces.
Theorem 3 stated for Bogoliubov functionals yields the next result. In
particular, it gives a rigorous sense to the discussion at the beginning of this
section.
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Corollary 6 Let Lµ be a Bogoliubov functional corresponding to some proba-
bility measure µ on (Γ,B(Γ)). If Lµ is entire of bounded type on L
1(σ), then
the measure µ is locally absolutely continuous with respect to the Poisson
measure piσ, i.e., for all Λ ∈ Bc(X) the measure µ
Λ = µ ◦ (pΛ)
−1 is absolutely
continuous with respect to piΛσ = piσ ◦ (pΛ)
−1. Moreover, for all Λ ∈ Bc(X)
one has
dµΛ
dpiΛσ
(γ) = eσ(Λ)
(
D|γ|Lµ
)
(−1 Λ; γ) for pi
Λ
σ−a.a. γ ∈ ΓΛ,
and for each r > 0 there exists a constant C ≥ 0 such that∣∣∣∣dµΛdpiΛσ (γ)
∣∣∣∣ ≤ eσ(Λ)C|γ|!(er)|γ| for piΛσ -a.a. γ ∈ Γ(n)Λ .
Proof. In Theorem 3 replace A by the functional Lµ and θ0 by an indicator
function −1 Λ for some Λ ∈ Bc(X). Thus, for all functions θ ∈ L
1(σ) with
support contained in Λ, we find
Lµ(θ) = Lµ(−1 Λ + (θ + 1 Λ))
=
∫
ΓΛ
∏
x∈η
(1 + θ(x))
(
D|η|Lµ
)
(−1 Λ; η)dλσ(η).
On the other hand, according to the considerations done at the beginning of
this section, we also have
Lµ(θ) =
∫
ΓΛ
∏
x∈γ
(1 + θ(x))dµΛ(γ).
Therefore∫
ΓΛ
∏
x∈γ
(1 + θ(x))dµΛ(γ) =
∫
ΓΛ
∏
x∈η
(1 + θ(x))
(
D|η|Lµ
)
(−1 Λ; η)dλσ(η)
for all functions θ ∈ L1(σ) with support contained in Λ. The proof follows
by a monotone class argument. 
Since µ ∈ M1fexp(Γ) whenever the corresponding Bogoliubov functional
is well-defined on the whole space L1(σ), one can associate the correlation
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measure ρµ = K
∗µ to a such measure. Equalities (6) and (5) then yield a
description of the functional Lµ in terms of the measure ρµ:
Lµ(θ) =
∫
Γ
(Keλ(θ)) (γ)dµ(γ) =
∫
Γ0
eλ(θ, η)dρµ(η). (10)
Within this formalism Theorem 3 states as follows.
Proposition 7 Let Lµ be an entire Bogoliubov functional of bounded type
on L1(σ). Then the measure ρµ is absolutely continuous with respect to the
Lebesgue-Poisson measure λσ and the Radon-Nykodim derivative kµ :=
dρµ
dλσ
is given by
kµ(η) =
(
D|η|Lµ
)
(0; η) for λσ−a.a. η ∈ Γ0.
Furthermore, for each r > 0 there is a constant C ≥ 0 such that∣∣(D|η|Lµ) (0; η)∣∣ ≤ C |η|!(e
r
)|η|
for λσ−a.a. η ∈ Γ0.
In the sequel we call kµ the correlation function corresponding to µ.
Proof. A straightforward application of Theorem 3 yields
Lµ(θ) =
∫
Γ0
eλ(θ, η)
(
D|η|Lµ
)
(0; η)dλσ(η), θ ∈ L
1(σ),
and ∣∣(D|η|Lµ) (0; η)∣∣ ≤ C |η|!(e
r
)|η|
, λσ−a.a. η ∈ Γ0,
for some C ≥ 0 depending on r. Expression (10) then allows to identify kµ(η)
with
(
D|η|Lµ
)
(0; η). 
Remark 8 Proposition 7 shows that the correlation functions k
(n)
µ := kµ↾Γ(n)
X
are the Taylor coefficients of the Bogoliubov functional Lµ. In other words,
Lµ is the generating functional for the correlation functions k
(n)
µ . This was
also the reason why N. N. Bogoliubov introduced these functionals. Further-
more, Bogoliubov functionals are also related to the general infinite dimen-
sional analysis on configuration spaces, cf. e.g. [KKO02]. Namely, through
the unitary isomorphism Sλ defined in [KKO02] between the space L
2(Γ0, λσ)
and the Bargmann-Segal space one has Lµ = Sλ(kµ).
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Proposition 9 For any Bogoliubov functional Lµ entire of bounded type on
L1(σ) the following relations between variational derivatives hold:(
D|η|Lµ
)
(θ; η)=
∫
Γ0
kµ(η ∪ ξ)eλ(θ, ξ)dλσ(ξ) for λσ−a.a. η ∈ Γ0 (11)
and, more generally,(
D|η|Lµ
)
(θ1+θ2; η)=
∫
Γ0
(
D|η∪ξ|Lµ
)
(θ1; η∪ξ)eλ(θ2, ξ)dλσ(ξ) for λσ−a.a. η ∈ Γ0,
for θ, θ1, θ2 ∈ L
1(σ).
To prove this result as well as other forthcoming ones the next lemma
shows to be useful.
Lemma 10 ([FF91], [KKO02], [Rue69]) The following equality holds∫
Γ0
∫
Γ0
G(η ∪ ξ)H(ξ, η)dλσ(η)dλσ(ξ) =
∫
Γ0
G(η)
∑
ξ⊂η
H(ξ, η\ξ)dλσ(η)
for all positive measurable functions G : Γ0 → R and H : Γ0 × Γ0 → R.
Proof. According to Theorem 3, for all θ1, θ2, θ ∈ L
1(σ) one has
Lµ(θ1 + θ2 + θ) =
∫
Γ0
(
D|η|Lµ
)
(θ1 + θ2; η) eλ(θ, η)dλσ(η)
as well as
Lµ(θ1 + θ2 + θ) =
∫
Γ0
(
D|η|Lµ
)
(θ1; η) eλ(θ2 + θ, η)dλσ(η).
The bounds obtained in Theorem 3 allows to apply Lemma 10 to the latter
equality yielding∫
Γ0
∫
Γ0
(
D|η∪ξ|Lµ
)
(θ1; η ∪ ξ) eλ(θ2, ξ)dλσ(ξ)eλ(θ, η)dλσ(η).
The second stated equality follows by a monotone class argument. By Propo-
sition 7 one sees that (11) is a special case of the derived result for θ1 = 0
and θ2 = θ. 
A particular application of Proposition 9 yields the next two formulas
well-known in statistical mechanics, see e.g. [Rue70], and in the theory of
point processes, see e.g. [DVJ88].
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Corollary 11 Under the conditions of Proposition 9, for all Λ ∈ Bc(X) we
have
kµ(η) =
∫
ΓΛ
dµΛ
dpiΛσ
(η ∪ γ)dpiΛσ (γ) for λσ−a.a. η ∈ ΓΛ, (12)
and
dµΛ
dpiΛσ
(γ) = eσ(Λ)
∫
ΓΛ
(−1)|η|kµ(γ ∪ η)dλσ(η) for pi
Λ
σ−a.a. γ ∈ ΓΛ. (13)
Proof. Fixing a Λ ∈ Bc(X), in Proposition 9 replace both functions θ and
θ1 by the function −1 Λ and θ2 by 1 Λ. The expressions for the densities given
in Corollary 6 and Proposition 7 complete the proof. 
Remark 12 Corollary 11 may be stated under more general conditions. Giv-
en a probability measure µ on (Γ,B(Γ)) such that
∫
Γ
|γΛ|
n dµ(γ),
∫
ΓΛ
2|η|dρµ(η) <
∞ for all Λ ∈ Bc(X) and all n ∈ N, one can show that µ is locally abso-
lutely continuous with respect to the Poisson measure piσ if and only if the
correlation measure ρµ is absolutely continuous with respect to the Lebesgue-
Poisson measure λσ. Under these conditions, equalities (12) and (13) hold
(see e.g. [KK02]).
Corollary 13 Let Lµ be an entire Bogoliubov functional of bounded type on
L1(σ). For any B(Γ0)-measurable function G : Γ0 → R such that there is a
f ∈ L1(σ) with |G| ≤ eλ(f), one has∫
Γ0
G(η)
(
D|η|Lµ
)
(θ; η) dλσ(η) =
∫
Γ0
∑
ξ⊂η
G(ξ)eλ(θ, η\ξ) dρµ(η),
for all θ ∈ L1(σ).
According to Proposition 7, the correlation function kµ of an entire Bo-
goliubov functional on L1(σ) fulfills the so-called generalized Ruelle bound,
that is, for any 0 ≤ ε ≤ 1 and any r > 0 there is some constant C ≥ 0
depending on r such that
kµ(η) ≤ C (|η|!)
1−ε
(e
r
)|η|
, λσ−a.a. η ∈ Γ0. (14)
In our case, ε is zero. We note that if (14) holds for ε = 1 and for at least
one r > 0, then condition (14) is the classical Ruelle bound. For a general
0 < ε ≤ 1 one may state the following result.
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Proposition 14 ([KK05]) If there are a function 0 ≤ C ∈ L1loc(X, σ) and a
0 < ε ≤ 1 such that
kµ(η) ≤ (|η|!)
1−ε eλ(C, η), λσ−a.a. η ∈ Γ0,
then there are constants c1 = c1(ε), c2 = c2(ε) > 0 such that
|Lµ(ϕ)| ≤ c1 exp
(
‖ϕ‖
1/ε
L1(c2Cσ)
)
, ϕ ∈ D.
Furthermore, Lµ is an entire functional of bounded type on L
1(Cσ).
The definition of a Bogoliubov functional clearly shows that for any proba-
bility measure µ ∈M1fexp(Γ) Lµ is a normalized functional, that is, Lµ(0) = 1.
If, in addition, Lµ is an entire functional on L
1(σ), then, according to Corol-
lary 6, for all Λ ∈ Bc(X) we have(
D|γ|Lµ
)
(−1 Λ; γ) = e
−σ(Λ) dµ
Λ
dpiΛσ
(γ) ≥ 0, λσ − a.a. γ ∈ ΓΛ.
These conditions are also sufficient to insure that a generic entire func-
tional on L1(σ) is a Bogoliubov functional corresponding to some measure in
M1fexp(Γ).
Proposition 15 Let L be a normalized entire functional of bounded type on
L1(σ) such that for all Λ ∈ Bc(X)(
D|η|L
)
(−1 Λ; η) ≥ 0, λσ−a.a. η ∈ ΓΛ.
Then there is a unique probability measure µ ∈ M1fexp(Γ) such that for all
θ ∈ L1(σ)
L(θ) =
∫
Γ
∏
x∈γ
(1 + θ(x))dµ(γ). (15)
Proof. For any Λ ∈ Bc(X) let us define the function
GΛ(η) :=
(
D|η|L
)
(−1 Λ; η) ≥ 0, η ∈ ΓΛ.
For all Λ ∈ Bc(X) we have∫
ΓΛ
GΛ(η)dλσ(η) =
∫
Γ0
eλ(1 Λ, η)
(
D|η|L
)
(−1 Λ; η)dλσ(η)
= L(1 Λ − 1 Λ) = L(0) = 1,
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allowing to define a family of probability measures µΛ on (ΓΛ,B(ΓΛ)) by
µΛ(A) :=
∫
ΓΛ
1 A(η)GΛ(η)dλσ(η), A ∈ B(ΓΛ).
Similarly, one verifies that the family (µΛ)Λ∈Bc(X) is consistent. Therefore, by
the version of the Kolmogorov theorem for the projective limit space (Γ,B(Γ))
[Par67, Chapter V, Theorem 5.1], there is a unique probability measure µ on
Γ such that the measures µΛ are the projections of µ. From the definition
of GΛ follows the relation (15) between L and µ for every θ supported in
Λ. The L1-continuity of L and monotone convergence arguments extend this
relation to all non-negative functions θ ∈ L1(σ). The general relation follows
from dominated convergence results. 
4 Bogoliubov equations
Particularly interesting is the characterization of Gibbs measures through
the Bogoliubov functionals.
Given a pair potential φ : X × X → R ∪ {+∞}, that is, a symmetric
measurable function, let E : Γ0 → R ∪ {+∞} be the energy functional and
W : Γ0×Γ→ R∪{+∞} be the interaction energy defined for all η ∈ Γ0 and
all γ ∈ Γ by
E(η) :=
∑
{x,y}⊂η
φ(x, y), E(∅) := E({x}) := 0
and
W (η, γ) :=

∑
x∈η,y∈γ
φ(x, y), if
∑
x∈η,y∈γ
|φ(x, y)| <∞
+∞, otherwise
,
respectively. We set W (∅, γ) := W (η, ∅) := 0. A grand canonical Gibbs mea-
sure (Gibbs measure for short) corresponding to a pair potential φ, the inten-
sity measure σ, and an inverse temperature β > 0, is usually defined through
the Dobrushin-Lanford-Ruelle equation. For convenience, we present here an
equivalent definition through the Georgii-Nguyen-Zessin equation ((GNZ)-
equation) ([NZ79, Theorem 2], see also [KK03, Theorem 3.12], [Kun99, Ap-
pendix A.1]). More precisely, a probability measure µ on (Γ,B(Γ)) is called
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a Gibbs measure if it fulfills the integral equation∫
Γ
∑
x∈γ
H(x, γ\{x}) dµ(γ) =
∫
Γ
∫
X
H(x, γ)e−βW ({x},γ) dσ(x)dµ(γ) (16)
for all positive measurable functions H : X×Γ→ R. In particular, for φ ≡ 0,
(16) reduces to the Mecke identity, which yields an equivalent definition of
the Poisson measure piσ [Mec67, Theorem 3.1].
Correlation measures corresponding to Gibbs measures are always abso-
lutely continuous with respect to the Lebesgue-Poisson measure λσ. In view
of this fact and Remark 12, the framework used throughout this section is
restricted to measures µ ∈ M1fexp(Γ) that are locally absolutely continuous
with respect to the Poisson measure piσ. Furthermore, we shall assume that
the corresponding correlation functions kµ fulfill the so-called Ruelle type
bound inequality, that is, there are a a > 0 and a 0 < ε ≤ 1 such that
kµ(η) ≤ (|η|!)
1−ε eλ(a, η) = (|η|!)
1−ε a|η|, λσ−a.a. η ∈ Γ0.
According to Proposition 14, this assumption implies that
1. There are c1, c2 > 0 such that
|Lµ(θ)| ≤ c1 exp
(
c2‖θ‖
1/ε
L1(σ)
)
for all θ ∈ L1(σ).
As a consequence of Proposition 14, the Bogoliubov functional Lµ is entire
of bounded type on L1(σ).
To proceed towards the equivalent description of Gibbs measures through
Bogoliubov functionals, we consider potentials φ fulfilling the following semi-
boundedness and integrability conditions:
2. ∃B ≥ 0 : φ(x, y) ≥ −2B for all x, y ∈ X
3. C(β) := ess sup
x∈X
∫
X
∣∣e−βφ(x,y) − 1∣∣ dσ(y) <∞
Proposition 16 Given a µ ∈M1fexp(Γ) and a pair potential φ, assume that
Assumptions 1–3 are fulfilled. Then µ is a Gibbs measure corresponding to
the potential φ, the intensity measure σ, and the inverse temperature β if and
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only if the Bogoliubov functional Lµ corresponding to µ solves the so-called
Bogoliubov (equilibrium) equation,
δL(θ)
δθ(x)
= L
(
(1 + θ)
(
e−βφ(x,·) − 1
)
+ θ
)
, σ−a.e.,
for all θ ∈ L1(σ).
Proof. The analyticity of Lµ on L
1(σ) implies
dLµ(θ; f) =
∫
Γ
d
dz
∏
x∈γ
(1 + θ(x) + zf(x))
∣∣∣
z=0
dµ(γ)
=
∫
Γ
∑
x∈γ
f(x)
∏
y∈γ\{x}
(1 + θ(y)) dµ(γ), θ, f ∈ L1(σ). (17)
Thus, for a Gibbs measure µ, the (GNZ)-equation yields for the right-hand
side of (17) ∫
X
f(x)
∫
Γ
∏
y∈γ
(1 + θ(y))e−βW ({x},γ) dµ(γ)dσ(x). (18)
We claim that
e−βW ({x},γ) =
∏
y∈γ
(
1 +
(
e−βφ(x,y) − 1
))
, (19)
which proof we postpone to the end. Hence (18) is given by∫
X
f(x)
∫
Γ
∏
y∈γ
(1 + θ(y))
∏
y∈γ
(
1 +
(
e−βφ(x,y) − 1
))
dµ(γ)dσ(x)
=
∫
X
f(x)
∫
Γ
∏
y∈γ
(
(1 + θ(y))
(
e−βφ(x,y) − 1
)
+ 1 + θ(y)
)
dµ(γ)dσ(x).
In this way we show that for all f ∈ L1(σ)
dLµ(θ; f) =
∫
X
f(x)Lµ
(
(1 + θ)(e−βφ(x,·) − 1) + θ
)
dσ(x),
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provided (1+θ)(e−βφ(x,·)−1)+θ ∈ L1(X, σ). Assumption 1 then implies that
Lµ
(
(1 + θ)(e−βφ(x,·) − 1) + θ
)
∈ L∞(X, σ) which completes the first part of
the proof. Conversely, the same arguments as before yield,∫
Γ
∑
x∈γ
f(x)
∏
y∈γ\{x}
(1 + θ(y)) dµ(γ) = dLµ(θ; f)
=
∫
X
f(x)Lµ
(
(1 + θ)
(
e−βφ(x,·) − 1
)
+ θ
)
dσ(x)
=
∫
X
f(x)
∫
Γ
∏
y∈γ
(1 + θ(y))e−βW ({x},γ)dµ(γ) dσ(x),
showing that the measure µ fulfills the (GNZ)-equation for the class of func-
tions H of the form
H(x, γ) = f(x)
∏
y∈γ\{x}
(1 + θ(y)), θ, f ∈ L1(σ).
The result follows by a monotone class argument.
To conclude this proof amounts to check the technical problems left open.
Due to Assumptions 2 and 3 one has∥∥θe−βφ(x,·) + e−βφ(x,·) − 1∥∥
L1(σ)
≤ e2βB‖θ‖L1(σ) + C(β),
showing (1 + θ)(e−βφ(x,·) − 1) + θ ∈ L1(X, σ).
The infinite product
∏
y∈γ(1+|e
−βφ(x,y)−1|) converges for σ⊗µ-a.a. (x, γ),
because Assumption 3 implies that σ-a.e. ‖e−βφ(x,·) − 1‖L1(σ) <∞ and∫
Γ
∏
y∈γ
(
1 +
∣∣e−βφ(x,y) − 1∣∣) dµ(γ) <∞.
The absolute convergence of the infinite product in (19) implies the conver-
gence of
∑
y∈γ |e
−βφ(x,y)−1|. Hence, either the series
∑
y∈γ |φ(x, y)| converges
or there is a y ∈ γ such that φ(x, y) = +∞. In the latter case the infinite
product in (19) as well as e−βW ({x},γ) are both zero. For the first case we
obtain
∏
y∈γ
(
1 +
(
e−βφ(x,y) − 1
))
= exp
(
−β
∑
y∈γ
φ(x, y)
)
= e−βW ({x},γ).
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For higher order derivatives the corresponding Bogoliubov equations are
defined as follows.
Corollary 17 Given a µ ∈ M1fexp(Γ) and a pair potential φ, assume that
Assumptions 1–3 are fulfilled. If µ is a Gibbs measure corresponding to the
potential φ, the intensity measure σ, and the inverse temperature β, then for
all θ ∈ L1(σ) the following relation holds:
(DnLµ) (θ; η) = e
−βE(η)Lµ
(
(1 + θ)
(
e−βW (η,{·}) − 1
)
+ θ
)
, σ(n)−a.a. η ∈ Γ
(n)
X .
Proof. It follows from successive applications of Proposition 16 and the
chain rule to the function L1(σ) ∋ θ 7→ (1 + θ)
(
e−βφ(x,·) − 1
)
+ θ ∈ L1(σ).
Proposition 18 For any pair potential φ and any measure µ ∈ M1fexp(Γ)
under Assumptions 1–3, the following equations are equivalent:
(i) For all θ ∈ L1(σ),
δLµ(θ)
δθ(x)
= Lµ
(
(1 + θ)
(
e−βφ(x,·) − 1
)
+ θ
)
for σ−a.a. x ∈ X.
(ii) For every θ, f ∈ L1(σ),
Lµ(θ + f)− Lµ(θ)
=
∫
X
f(x)
∫ 1
0
Lµ
(
(1 + θ + tf)
(
e−βφ(x,·) − 1
)
+ θ + tf
)
dtdσ(x).
Furthermore, the previous equations imply that
(iii) For all θ, f ∈ L1(σ),
Lµ(θ + f) =
∫
Γ0
eλ(f, η)e
−βE(η)Lµ
(
(1 + θ)
(
e−βW (η,{·}) − 1
)
+ θ
)
dλσ(η).
Remark 19 Assumptions 1–3 are not sufficient to insure the existence of
the integral on the right-hand side of the equation stated in (iii).
Proof. (i)⇒ (ii): Since Lµ is entire on L
1(σ), one has
Lµ(θ + f)− Lµ(θ) =
∫ 1
0
d
dt
Lµ(θ + tf)dt
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and, according to (i),
d
dt
Lµ(θ + tf) = dLµ(θ + tf, f)
=
∫
X
f(x)Lµ
(
(1 + θ + tf)
(
e−βφ(x,·) − 1
)
+ θ + tf
)
dσ(x).
(ii)⇒ (i): Assuming (ii), for any θ, f ∈ L1(σ) one finds
d
dz
Lµ(θ + zf)
∣∣∣
z=0
= lim
z→0
Lµ(θ + zf)− Lµ(θ)
z
= lim
z→0
∫
X
f(x)
∫ 1
0
Lµ
(
(1 + θ + tzf)
(
e−βφ(x,·) − 1
)
+ θ + tzf
)
dtdσ(x).
Assumptions 1–3 allow to apply the Lebesgue dominated convergence theo-
rem and thus, interchanging the limit with the integrals and using the con-
tinuity of Lµ on L
1(σ), to obtain∫
X
f(x)Lµ
(
(1 + θ)
(
e−βφ(x,·) − 1
)
+ θ
)
dσ(x).
(i)⇒ (iii): The analyticity of Lµ straightforwardly leads (Remark 4) to
Lµ(θ + f) =
∫
Γ0
eλ(f, η)
(
D|η|Lµ
)
(θ; η)dλσ(η)
=
∫
Γ0
eλ(f, η)e
−βE(η)Lµ
(
(1 + θ)
(
e−βW (η,{·}) − 1
)
+ θ
)
dλσ(η),
where the second equality is a consequence of Corollary 17. 
Proposition 18 leads to a uniqueness result for Gibbs measures corre-
sponding to positive potentials. As a first step towards this purpose, we
must introduce additional spaces of functionals. More precisely, for each
α > 0, let Entα(L
1(σ)) be the space of all entire functionals L on L1(σ) such
that
‖L‖α := sup
θ∈L1(σ)
(
|L(θ)| e−α‖θ‖L1(σ)
)
<∞.
It is clear that ‖·‖α defines a norm on Entα(L
1(σ)).
Proposition 20 With respect to the norm ‖·‖α, Entα(L
1(σ)) has the struc-
ture of a Banach space.
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Proof. Fixing an α > 0, let (Ln)n∈N be a Cauchy sequence in Entα(L
1(σ)),
i.e., (Lne
−α‖·‖
L1(σ))n∈N is a Cauchy sequence in the Banach space consist-
ing of all complex-valued bounded functions defined on L1(σ) endowed with
the supremum norm. By completeness, there is a complex-valued bounded
function L¯ such that
lim
n→∞
sup
θ∈L1(σ)
(∣∣∣Ln(θ)e−α‖θ‖L1(σ) − L¯(θ)∣∣∣) = 0. (20)
It remains to show that the functional L(θ) := L¯(θ)eα‖θ‖L1(σ), θ ∈ L1(σ),
is entire on L1(σ). This follows from the Vitali theorem (see e.g. [HP57]),
since by (20) the sequence (Ln)n∈N converges pointwisely to L and, by the
inequality
|Ln(θ)| ≤ sup
θ∈L1(σ)
(
|Ln(θ)| e
−α‖θ‖
L1(σ)
)
eα‖θ‖L1(σ)
= ‖Ln‖α e
α‖θ‖
L1(σ), n ∈ N,
the sequence (Ln)n∈N is locally uniformly bounded in L
1(σ). 
For pair potentials φ semi-bounded from below fulfilling Assumption 3,
Proposition 18 has shown that any functional L in Entα(L
1(σ)) solving the
initial value problem
δL(θ)
δθ(x)
= L
(
(1 + θ)
(
e−βφ(x,·) − 1
)
+ θ
)
, θ ∈ L1(σ)
L(0) = 1
is a solution of the equation
L(θ)− 1 =
∫
X
θ(x)
∫ 1
0
L
(
(1 + tθ)
(
e−βφ(x,·) − 1
)
+ tθ
)
dtdσ(x), θ ∈ L1(σ).
In the sequel we denote by J the linear mapping defined on each space
Entα(L
1(σ)), α > 0, by
(JL) (θ) :=
∫
X
θ(x)
∫ 1
0
L
(
(1 + tθ)
(
e−βφ(x,·) − 1
)
+ tθ
)
dtdσ(x),
for L ∈ Entα(L
1(σ)), θ ∈ L1(σ).
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Proposition 21 Let φ be a positive pair potential fulfilling Assumption 3.
Then, for any α > 0, the mapping J defines a bounded linear operator on
Entα(L
1(σ)). Moreover, for all L ∈ Entα(L
1(σ)),
‖JL‖α ≤
eαC(β)
α
‖L‖α .
Proof. Let α > 0 be given. For all θ ∈ L1(σ) one has
|(JL) (θ)| ≤ ‖L‖α
∫
X
|θ(x)|
∫ 1
0
e
α‖(1+tθ)(e−βφ(x,·)−1)+tθ‖
L1(σ)dtdσ(x)
and, according to the stated assumptions on φ,∥∥(1 + tθ) (e−βφ(x,·) − 1)+ tθ∥∥
L1(σ)
≤ t
∫
X
|θ(y)| e−βφ(x,y)dσ(y) +
∫
X
∣∣e−βφ(x,y) − 1∣∣ dσ(y)
≤ t ‖θ‖L1(σ) + C(β).
Therefore
|(JL) (θ)| ≤ ‖L‖α ‖θ‖L1(σ) e
αC(β)
∫ 1
0
eαt‖θ‖L1(σ)dt
= ‖L‖α
eαC(β)
α
(
eα‖θ‖L1(σ) − 1
)
< ‖L‖α
eαC(β)
α
eα‖θ‖L1(σ),
showing the required estimate of the norms. 
Corollary 22 Let β > 0 be given. Then, under the assumptions of Propo-
sition 21, on each space Entα(L
1(σ)) with
eαC(β)
α
< 1
exists a unique solution of the equation
L− JL = 1. (21)
In particular, for all β > 0 such that C(β) < e−1, there is a unique solution
of equation (21) for a suitable choice of α (e.g., α = (C(β))−1).
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Proof. According to Proposition 21, one has
‖JL‖α ≤
eαC(β)
α
‖L‖α < ‖L‖α , L ∈ Entα(L
1(σ)).
That is, the operator J is a contraction on Entα(L
1(σ)). Thus, by the contrac-
tion mapping principle, there is a unique solution of equation (21), namely,
(1−J)−11, with (1−J)−1 defined by the von Neumann series
∑∞
n=0 J
n. The
last assertion follows by minimizing the expression α−1eαC(β) in the parame-
ter α. 
In this way we have proved the following uniqueness result.
Theorem 23 Let φ be a positive pair potential fulfilling the integrability con-
dition
C(β) = ess sup
x∈X
∫
X
∣∣e−βφ(x,y) − 1∣∣ dσ(y) <∞.
For each β > 0 such that C(β) < e−1 there is at most one Gibbs measure
fulfilling Ruelle bound and corresponding to the potential φ, the intensity
measure σ, and the inverse temperature β.
5 Stochastic dynamic equations
To deal with the differential structures used below to study a diffusion dy-
namics of a continuous system, this section begins by recalling a few con-
cepts of the intrinsic geometry on configuration spaces ([AKR98a], [KK02],
[Kun99]).
5.1 Differential geometry on configuration spaces
Apart from the topological structure, the bijection defined in Section 2 be-
tween the spaces Γ
(n)
X and X˜
n/Sn also induces a differentiable structure on
Γ
(n)
X (see (2)). More precisely, given n charts (h1, U1), ..., (hn, Un) of X ,
where U1, ..., Un are mutually disjoint open sets in X , one constructs a chart
h1×ˆ...×ˆhn of Γ
(n)
X defined on the open set U1×ˆ...×ˆUn in Γ
(n)
X ,
U1×ˆ...×ˆUn :=
{
η = {x1, ..., xn} ∈ Γ
(n)
X : ∃ι ∈ Sn s.t. xι(k) ∈ Uk, k = 1, ..., n
}
,
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by(
h1×ˆ...×ˆhn
)
({x1, ..., xn}) :=
(
h1(xι(1)), ..., hn(xι(n))
)
∈h1(U1)× ...× hn(Un).
Each set Γ
(n)
X endowed with this geometry has the structure of a n · dim(X)-
dimensional C∞-manifold. In this way we have also defined a differentiable
structure on Γ0. For any vector field v on X we have(
∇Γ0v G
)
(η) =
∑
x∈η
〈(
∇Γ0G
)
(η, x), v(x)
〉
TxX
,
yielding, in particular,(
∇Γ0eλ(θ)
)
(η, x) = ∇Xθ(x)eλ(θ, η\{x}), η ∈ Γ0, x ∈ η, (22)
∇ := ∇X being the gradient on X . For the Laplace-Beltrami operator △Γ0
on Γ0, which is defined by the direct sum of the Laplace-Beltrami operators
△Γ
(n)
X on Γ
(n)
X , we find(
△Γ0eλ(θ)
)
(η) =
∑
x∈η
△Xθ(x)eλ(θ, η\{x}), (23)
where △ := △X denotes the Laplace-Beltrami operator on X .
In the sequel we use the classical notation Ck(Γ0), k ∈ N ∪ {∞}, for the
space of all real-valued Ck-functions on Γ0, and C
k
0 (Γ0) for the space of all
functions G in Ck(Γ0) with bounded support such that for some ε > 0 one
has G(η) = 0 for all η containing a pair x, y, x 6= y, such that |x− y| ≤ ε.
Through the K-transform one may introduce a differential structure on Γ
[KK02], which coincides with the one introduced in [AKR98a] by ”lifting” the
geometrical structure on the underlying manifold X . For each G ∈ C10 (Γ0),(
∇Γ(KG)
)
(γ, x) :=
∑
η⊂γ: |η|<∞,
x∈η
(
∇Γ0G
)
(η, x), γ ∈ Γ, x ∈ γ,
and △Γ := K△Γ0K−1 on FP(C20 ,Γ), the set of all twice differentiable cylin-
der polynomials F with the property that there exists a ε > 0 such that
F (γ) = 0 on all γ which contains a pair of points in the domain of cylindric-
ity with distance smaller than ε. Equivalently, all such functions F are of
the form F = KG, G ∈ C20 (Γ0).
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5.2 Non-equilibrium stochastic dynamics equations
The purpose of this subsection is to investigate the problem heuristically
formulated in (1). Let us first fix the framework. On the space X = Rd,
d ∈ N, let us consider the intensity measure dσ(x) = zdm(x), m being the
Lebesgue measure on Rd and z > 0 (activity), and a measurable function
V : Rd → R ∪ {+∞} (potential) such that V (−x) = V (x) ∈ R for all
x ∈ Rd\{0}. Accordingly, we may define a translation invariant pair potential
φ on Rd by φ(x, y) := V (y− x). Concerning V , we must at least assume the
standard Ruelle conditions of superstability, integrability (i.e., Assumption
3), and lower regularity ([Rue70]), which are sufficient to insure the existence
of corresponding Gibbs measures, cf. e.g. [Rue70, Section 5]. In particular,
this includes the class of potentials V which are bounded from below and
integrable at infinity, and having a small enough negative part.
The problem under consideration is the construction of a solution to the
system of stochastic differential equations heuristically given by
dxk(t) = −
β
2
∑
1≤i 6=k
∇V (xk(t)− xi(t))dt+ dWk(t), t ≥ 0
xk(0) = xk, k ∈ N
, (24)
where Wk, k ∈ N, is a family of independent Brownian motions. Note that
due to the symmetry in the labels, any solution (xk)k in (R
d)N of (24) can
be interpreted (modulo collapse) as a stochastic process with paths in con-
figuration space, that is, γ(t) := {xk(t) : k ∈ N}. Informally, the generator
of this dynamics is given by
(HF ) (γ) := −
1
2
(
△ΓF
)
(γ) +
β
2
∑
x∈γ
∑
y∈γ\{x}
〈
∇xV (x− y),∇
ΓF (γ, x)
〉
,
where 〈·, ·〉 denotes the inner product on Rd and β the inverse temperature.
Note that in contrast to (24), the generator H is well-defined, for example,
on FP(C20 ,Γ).
In the equilibrium dynamics case, the authors in [AKR98b] have con-
structed a solution for a wide class of potentials V . More precisely, for a
Gibbs measure µinv corresponding to V , the same as used in definition (24),
it has been shown that H is a positive symmetric operator on the space
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L2(Γ, µinv) associated to the Dirichlet form
(HF, F )L2(µinv) =
1
2
∫
Γ
∑
x∈γ
∣∣∇ΓF (γ, x)∣∣2 dµinv(γ).
This allows the use of standard Dirichlet form techniques to construct a diffu-
sion process corresponding to H having µinv as an invariant (and, moreover,
reversible) measure and starting on µinv-a.a. initial points. This yields, in
particular, the corresponding semigroup Tt := e
−Ht, t ≥ 0, on L2(Γ, µinv), a
solution of the Cauchy problem
d
dt
Ft = −HFt, t ≥ 0
F0
.
For further references see also [AKR98b].
An essentially more difficult and interesting question is the non-equilibrium
dynamics case. This means, the construction of the dynamics without ref-
erence to any invariant measure. In this case, the above scheme does not
apply, and the only general result was obtained by [Fri87] for a restrictive
class of potentials and d ≤ 4.
In the sequel we describe a new scheme for the construction of the dy-
namics, based on the diagram in Remark 1 (Section 2). For this purpose we
shall fix a probability measure µ on Γ as an initial distribution. In contrast
to the previous situation, we now assume that the measure µ is neither an
invariant measure nor a perturbation of an invariant one.
The starting point for the approach is the description of the operator H
in terms of quasi-observables. In fact, as H is well-defined, for instance, on
FP(C20 ,Γ), its image under the K-transform yields on the space of quasi-
observables the operator Hˆ := K−1HK acting on functions G ∈ C20(Γ0)
by (
HˆG
)
(η) = −
1
2
(
△Γ0G
)
(η)
+
β
2
∑
x∈η
∑
y∈η\{x}
{〈
∇xV (x− y),
(
∇Γ0G
)
(η, x)
〉
(25)
+
〈
∇xV (x− y),
(
∇Γ0G
)
(η\{y}, x)
〉}
.
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The time evolution equation is then given by the corresponding Cauchy
problem 
∂
∂t
Gt(η) = −HˆGt(η), t ≥ 0, η ∈ Γ0
G0 ∈ C
∞
0 (Γ0)
, (26)
having the advantage of being recursively solvable, because the time deriva-
tive of each Gt↾Γ(n)
Rd
depends only on Gt↾Γ(n)
Rd
and Gt↾Γ(n−1)
Rd
. Hence, for quasi-
observables, the evolution can be always constructed. However, the difficulty
is to show that this solution is regular enough to allow a reconstruction of
the dynamics on the level of functions on Γ.
The previous procedure based on the diagram in Remark 1 allows to
proceed further. Actually, we may also describe the dynamics in terms of
correlation functions through the dual operator Hˆ∗ of Hˆ in the sense∫
Γ0
(HˆG)(η)k(η) dλm(η) =
∫
Γ0
G(η)(Hˆ∗k)(η) dλm(η).
As an aside, let us mention that in the Hamiltonian dynamics case this
approach corresponds to the well-known BBGKY-hierarchy, see e.g. [Bog46].
In our case, this leads to
∂
∂t
k
(n)
t = −
(
Hˆ∗kt
)(n)
k
(n)
0 , n ∈ N0
,
where k
(n)
0 , n ∈ N0, are the correlation functions corresponding to the initial
distribution µ. This system of equations also has hierarchical structure in
which the time derivative of each k
(n)
t depends on k
(n+1)
t . Namely, written
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out explicitly,
∂
∂t
k
(n)
t (x1, ..., xn) =
1
2
n∑
k=1
△xkk
(n)
t (x1, ..., xn)
+
β
2
n∑
k,j=1
k 6=j
△V (xk − xj)k
(n)
t (x1, ..., xn)
+
β
2
n∑
k,j=1
k 6=j
〈
∇xkV (xk − xj),∇xkk
(n)
t (x1, ..., xn)
〉
+
β
2
n∑
k=1
∫
Rd
〈
∇xkV (xk − y),∇xkk
(n+1)
t (x1, ..., xn, y)
〉
dy
+
β
2
n∑
k=1
∫
Rd
△V (xk − y)k
(n+1)
t (x1, ..., xn, y)dy.
In theoretical physics this system of equations is known as the Bogoliubov-
Streltsova diffusion hierarchy (see [Str59]). We observe that the operator Hˆ∗
can be rigorously defined, for example, on correlation functions k fulfilling
the bound
|∆k(η)|+ |∇k(η)|+ k(η) ≤ C |η|e−αE(η), C, α ≥ 0, λm−a.a. η ∈ Γ0. (27)
Completing our way through the diagram (Remark 1), one can construct
a dynamics on states.
The previous construction implies, in particular, that the dynamics can
be also expressed in terms of Bogoliubov functionals
Lt(θ) :=
∫
Γ0
eλ(θ, η)ρt(dη), t ≥ 0.
This leads to the following result.
Theorem 24 Under the above conditions one has
∂
∂t
Lt(θ) =
1
2
∫
Rd
△θ(x)
δLt(θ)
δθ(x)
dx
−
β
4
∫
Rd
∫
Rd
〈∇xV (x− y),∇θ(x)(θ(y) + 1) (28)
−∇θ(y)(θ(x) + 1)〉
δ2Lt(θ)
δθ(x)δθ(y)
dxdy,
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for all θ ∈ C20(R
d) := the space of all C2-functions on Rd with compact
support.
Remark 25 According to Theorem 24, the correlation functions kt corre-
sponding to a solution Lt for the diffusion hierarchical equation (28) fulfill
the generalized Ruelle bound (27) [KKK04].
Proof. According to (26),
∂
∂t
Lt(θ) =
∫
Γ0
eλ(θ, η)
(
d
dt
ρt
)
(dη)
= −
∫
Γ0
eλ(θ, η)
(
Hˆ∗ρt
)
(dη)
= −
∫
Γ0
(
Hˆeλ(θ)
)
(η)ρt(dη)
with(
Hˆeλ(θ)
)
(η) = −
1
2
(
△Γ0eλ(θ)
)
(η)
+
β
2
∑
x∈η
∑
y∈η\{x}
{〈
∇xV (x− y),
(
∇Γ0eλ(θ)
)
(η, x)
〉
+
〈
∇xV (x− y),
(
∇Γ0eλ(θ)
)
(η\{y}, x)
〉}
,
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cf. (25). Therefore, equalities (22) and (23) yield
∂
∂t
Lt(θ)
=
1
2
∫
Γ0
∑
x∈η
△θ(x)eλ(θ, η\{x})ρt(dη)
−
β
2
∫
Γ0
∑
x∈η
∑
y∈η\{x}
〈∇xV (x− y),∇θ(x)〉 eλ(θ, η\{x})ρt(dη)
−
β
2
∫
Γ0
∑
x∈η
∑
y∈η\{x}
〈∇xV (x− y),∇θ(x)〉 eλ(θ, η\{x, y})ρt(dη)
=
1
2
∫
Γ0
∑
x∈η
△θ(x)eλ(θ, η\{x})ρt(dη)
−
β
2
∫
Γ0
∑
{x,y}⊂η
〈∇xV (x− y),∇θ(x)θ(y)−∇θ(y)θ(x)〉
·eλ(θ, η\{x, y})ρt(dη)
−
β
2
∫
Γ0
∑
{x,y}⊂η
〈∇xV (x− y),∇θ(x)−∇θ(y)〉 eλ(θ, η\{x, y})ρt(dη),
and the proof follows by Corollary 13. 
As a straightforward consequence, one may easily derive the time evolu-
tion equation of the Laplace transform corresponding to the measures µt,
Lt(ϕ) :=
∫
Γ
exp (〈γ, ϕ〉)µt(dγ) = Lt (e
ϕ − 1) .
In hydrodynamics this equation is related to the Hopf equation.
Corollary 26 Under the conditions of Theorem 24, for all ϕ ∈ C20(R
d) we
have
∂
∂t
Lt(ϕ) =
1
2
∫
Rd
(
△ϕ(x) + |∇ϕ(x)|2
) δLt(ϕ)
δϕ(x)
dx
−
β
4
∫
Rd
∫
Rd
〈∇xV (x− y),∇ϕ(x)−∇ϕ(y)〉
·
δ2Lt(ϕ)
δϕ(x)δϕ(y)
dxdy.
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Proof. In Theorem 24 consider the case θ = eϕ − 1 with ϕ ∈ C20 (R
d). This
gives
∂
∂t
Lt(ϕ) =
∂
∂t
Lt(θ)
=
1
2
∫
Rd
(
△ϕ(x) + |∇ϕ(x)|2
)
eϕ(x)
δLt(θ)
δθ(x)
dx
−
β
4
∫
Rd
∫
Rd
〈∇xV (x− y),∇ϕ(x)−∇ϕ(y)〉
·eϕ(x)+ϕ(y)
δ2Lt(θ)
δθ(x)δθ(y)
dxdy,
and the proof follows because
δLt(ϕ)
δϕ(x)
=
δLt(θ)
δθ(x)
δ (eϕ − 1) (ϕ)
δϕ(x)
=
δLt(θ)
δθ(x)
eϕ(x), m−a.a. x
and
δ2Lt(ϕ)
δϕ(x)δϕ(y)
=
δ
δϕ(x)
(
δLt(ϕ)
δϕ(y)
)
= eϕ(y)
δ
δϕ(x)
(
δLt(θ)
δθ(y)
)
= eϕ(y)+ϕ(x)
δ2Lt(θ)
δθ(x)δθ(y)
, m−a.a. x, y.

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