Abstract-Content-based image-retrieval techniques based on query scenes are a powerful means for exploration and mining of large remote sensing image databases. However, the gap between low-level unsupervised extracted features in content-based retrieval and the high-level semantic concepts of user queries limits the performance. Therefore, this paper proposes a specialized approach using a context-sensitive Bayesian network for semantic inference of segmented scenes. The regions' remote sensing related semantic concepts are inferred in a multistage process based on their spectral and textural characteristics as well as the semantics of adjacent regions. During the actual retrieval, the semantics are employed for the extraction of candidate scenes which are evaluated and ranked in a consecutive step. The approach was implemented and compared with a different strategy that utilizes the extracted features from the imagery directly to infer the semantics. In summary, the developed system achieved higher precision and recall rates using the same training data.
I. INTRODUCTION

I
N RECENT years, numerous remote sensing platforms for Earth observation have been developed and together acquire several terabytes of image data per day. Most commonly the employed database management systems retrieve scenes based on geographical location, the spectral and spatial characteristic of the imaging instrument, and/or the acquisition date. Queries not directly related to this type of information, e.g., the search for a scene that shares a similar ground cover characteristic with a query scene, cannot be processed. This shortcoming is addressed by content-based image retrieval (CBIR). The general concept is to describe the image content by a priori automatically extracted descriptors, called feature vectors, which are compared with a correspondingly extracted vector from the query image. However, the semantic gap between these generally low-level features and the high-level semantics of the user's query limits the potential of CBIR techniques. The gap is caused by the missing direct relationship between low-level features and high-level semantic concepts [1] , [2] . Feature vectors of images that are located closely together in the feature space may describe disjoint semantics, while vice versa two feature vectors that are located further apart in the feature space may represent semantically related images. Generally, the described problem becomes increasingly significant for larger Manuscript received March 8, 2006 ; revised October 16, 2006 . The authors are with the School of Computer Engineering, Nanyang Technological University, Singapore 639798 (e-mail: astimo@ntu.edu.sg).
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Digital Object Identifier 10.1109/TGRS.2007.892008 databases or inappropriate choices of features. While the latter issue is beyond the scope of this paper, the first problem can be addressed if a signal class may be related to multiple semantic concepts under different circumstances. On the other hand, multiple signal classes may be related to the same semantic concept. An example is the change in observed characteristic for the same scene with respect to sun inclination and seasons. Therefore, Datcu and Seidel [3] used a simple Bayesian network to establish the stochastic linkages within the joint space of signal classes and semantic concepts, and partially bridged the semantic gap. However, a simple Bayesian network takes insufficient account of the spatial information, i.e., the relations among the image regions, when inferring the semantics. This drawback may significantly impact the retrieval performance, especially for complex land cover structures, since similar regions may be interpreted differently under different contexts, i.e., adjacent regions [4] . Therefore, this paper proposes a context-sensitive Bayesian network, which infers semantic concepts of image regions based on the spectral and textural characteristics of the regions themselves as well as their contexts. Based on the contextsensitive Bayesian network, an automatic semantic concept inference was developed and used for CBIR based on unsupervised scene segmentation. First, low-level features representing regions are extracted and grouped into consistent subclasses by means of vector quantization. Afterward, the actual semantics for these classes are determined using a context-sensitive Bayesian network, i.e., a soft-annotation approach was developed that includes the regions' spatial contexts in the inference process. The semantics are used to retrieve a set of candidate images that are related to the user's semantic concepts. This intermediate result, which is significantly smaller in size in comparison to the number of actually stored satellite scenes, is then further evaluated by an integrated region matching (IRM) in order to assess the similarity between the query image and the candidate images in detail. Note that this final ranking is performed for scenes coherent with a certain semantic concept. Thus, consistent results are produced.
II. REVIEW OF RELATED WORK
A significant number of approaches outside and inside the remote sensing community have been proposed to bridge the semantic gap. These solutions can be grouped into the four major categories of region-based, semantic clustering, textual annotations, and model-based approaches. Although textual annotation and region-based approaches do not directly bridge the gap, they provide necessary tools and concepts to attempt the bridging. 
A. Conceptual Approaches
In early region-based image-retrieval systems [5] , [6] , the similarity between two images was measured based on individual region-to-region similarity and later extended to imageto-image similarity based on all segmented regions within the scenes [7] - [9] . How similarity is actually measured is case dependent. The majority of solutions suggest the utilization of feature vectors which are compared using a distance function, but approaches that operate directly in the image domain were also proposed [10] .
Semantic clustering approaches partition the databases' images into clusters directly based on the low-level features [11] , [12] . However, it was observed that these approaches suffer from arbitrary shapes and overlaps of the derived semantic clusters, which do not necessarily relate to meaningful semantic interpretations. In particular, this problem was addressed in the SemQuery retrieval system [13] .
Text-based information retrieval techniques employ keyword dictionaries that represent semantic concepts directly. Using the extracted feature vectors, each image is represented by a set of so-called index codes which refer to keywords or a corresponding codebook. Finally, comprehensive image features are extracted based on the frequency and appearance of keyblocks within images, and generalized text-based techniques are utilized for the actual retrieval [14] - [16] .
Datcu et al. [17] employed a Bayesian selection technique based on a set of given prior probability models which describe satellite scenes. This was successfully expanded by applying Gibbs-Markov random field models and showed that a dedicated training stage is not required if appropriate models are available [18] . However, a simple Bayesian network has no account of the spatial arrangement of regions. This was compensated by an interactive learning approach to link remote sensing archives to the user's interests by mapping extracted image features to the so-called metafeatures, i.e., semantic concepts [19] . The current state of development is marked by knowledge-driven information mining system [3] , [20] . In order to overcome the lack in utilizing spatial information, Aksoy et al. [4] designed a Bayesian framework for a visual grammar, which hierarchically models remote sensing scenes in three levels: pixel level, region level, and scene level. Finally, at the scene level, the visual grammar incorporates the spatial relationships among the image regions into the semantic inference processes. Therefore, the visual grammar is able to model high-level semantic concepts that cannot be comprehensively reflected by the feature characteristics of individual pixels or regions.
B. Selected Retrieval Systems
One of the earliest systems that supported content-based queries for remotely sensed imagery is GeoBrowse [21] . It utilizes the extracted features directly as data indexes and, hence, suffers from the semantic gap. This problem was addressed by the intelligent satellite information mining system [22] , which incorporates a Bayesian hierarchical learning model to interactively learn the prior knowledge of image structures from the user. Further developments in the same direction are the knowledge-driven information mining systems in [3] and [20] , and VisiMine [23] .
C. Assessment
In recent years, the development indicated that if the user's query intentions are focused on high-level semantic concepts, systems based on automatic semantic inference and complex data model descriptors provide superior retrieval performance in comparison to purely low-level feature descriptor techniques. Although suitable supervised text annotation can outperform both strategies, its applicability is limited due to the involved costs. An advantage of direct semantic inference over statistical models is the flexibility since no restrictions regarding expected distributions are imposed. A further aspect that can be observed for all possible solutions is that unlike in generic image database retrieval systems, a solution for remotely sensed data needs to be spatially highly localized due to the diversity of imaged ground covers even within one scene. In this context, the definition of homogenous regions is useful and coincides with the traditional task of segmentation and classification in processing of remotely sensed data.
III. SYSTEM OVERVIEW The described approach gains its semantic inference ability through a three-step process. First, every image is segmented into disjoint regions using a simple segmentation algorithm, and the low-level features are extracted from each region. In the second step, the region descriptors, i.e., multidimensional vectors, are classified into a finite number of frequent patterns with similar appearance by using a vector quantization algorithm which creates a reduced representation of possible region descriptors. This crucial step reduces the learning/training of the semantic concepts to a reasonable extent. The images in the database are encoded by so-called codes based on the result of the previous quantization. Third, the regions' semantic concepts are inferred through additional consideration of adjacent regions.
At the retrieval stage, a stepwise retrieval scheme was adopted to balance effectiveness and efficiency. The semantics are used to retrieve a set of candidate images that are related to the estimated concepts of the user. Then, IRM is applied to measure the similarity between the query and the candidate images found in the first stage. The proposed stepwise scheme enhances the retrieval performance and reduces the retrieval time since the number of candidate images is smaller by order of magnitudes than the number of stored images.
IV. FEATURE EXTRACTION AND CODE REPRESENTATION
The choice of features to describe the imagery's contents depends on the type of data. The approach taken here is to decompose the utilized multispectral scenes into nonoverlapping subimages from which histograms are extracted that form 64-D feature vectors. In addition, the textural features are extracted using Daubechies wavelets providing indications of the images' spatial frequency compositions [11] . In order to determine the dominant characteristics and to limit the number of feature vectors to meaningful ones, the k-means algorithm is used to cluster the feature vectors. Although the chosen segmentation algorithm is by no means optimal, it provides sufficiently homogenous regions and demonstrates the insensitivity of the proposed approach to possible missegmentation.
The semantic meaning of a region is not solely determined by its feature vector and can be described more precisely by incorporating the adjacent regions. However, the theoretically unlimited number of possible feature vector combinations has to be reduced in order to identify meaningful cases. In this paper, the generalized Lloyd algorithm (GLA) was used to classify the low-level feature vectors into a set of codes that form a codebook. Each image is encoded by an individual subset of these codes based on the low-level features of its regions. For an image I t , the code of its region R j t is represented by C i (R j t ), whereby C i is a code function that maps the region to its code. The subscript t always indicates that the corresponding region belongs to image I t , while the superscript j is the region number (within the image). For the code function C i , the subscript i indicates the utilized type of feature.
The codebook size has a direct impact on the achievable precision and recall rates since it is the foundation for the semantic concept inference. To solve the problem, the used vector quantization technique was extended toward a treestructured approach by applying the GLA recursively. Each code in one of the lower codebook levels is associated with a node that contains a larger number of feature vectors for the regions. Contrarily, in the higher levels of the codebook, a node is associated with a smaller number of feature vectors, i.e., a condensed representation of the depending nodes' codes. Accordingly, a higher level is used if only a small number of regions are available for a certain semantic concept, while otherwise preference is given to the lower level nodes. For a tree-structure codebook, the code function is redefined as C l i (·), where the superscript indicates the tree level. A detailed description of the approach is given in [24] .
For instance, a three-level codebook shown in Fig. 1 is constructed based on N feature vectors. Totally, there are n, 2n, and 4n codes in the first, second, and third level, respectively. Each node in a lower level is split into two nodes in the higher level. Therefore, in average, each code in the first level is related to N/n feature vectors while each code in the second level is related to N/2n feature vectors. Finally, in the third level, each code is related to N/4n feature vectors.
V. SEMANTIC CONCEPT INFERENCE
Inspired by the context-sensitive inference ability of human beings, this paper suggests a context-sensitive Bayesian net- 2 , which can be used to improve the semantic inference performance. In order to perform the inference, the extent to which the image I t is related to a semantic concept SC k is measured by the posterior probabilistic P (SC k |I t ) through the context-sensitive Bayesian network in Fig. 2 .
A. Context-Sensitive Bayesian Network
The posterior probability is calculated as
The probability P ((u, ν) ) is the prior probability of code pair (u, ν), while the conditional probability P ((u, ν)|SC k ) models the stochastic links between code pairs and semantic concepts and can be obtained through learning from the user's feedback or preprovided training samples. The probability
) is calculated in a binary way, i.e.,
The probability P ((R 
respectively, whereby the function | · | provides the number of elements in the contained set. In this case, |I t | describes the number of regions belonging to I t . Considering all adjacent regions, it can be seen that
Alternatively, the regions' sizes can be considered, i.e., if regions occupying larger areas provide more evidences with respect to the semantic concepts of the image, then RI(R ) with the function A measuring the region's/image's coverage. Again, the probability P ((R j t , R k t )|I t ) is expressed as the product of the region's and its context's importance. Considering all adjacent regions, it can be seen that
Note that (3) and (4) prevent biasing of P (SC k |I t ) toward regions with more adjacent regions, since P ((R Finally, based on (2) and the derivation of P ((R j t , R k t )|I t ) in (3), the posterior probability P (SC k |I t ) can be simplified as
where the prior probability P (SC k ) is assumed to follow a uniform distribution and, thus, is omitted hereafter.
B. Code Cooccurrence Matrix
In order to simplify the calculation of P (SC k |I t ), the concept of code pair importance is introduced. The extent to which the code pair (u, ν) is related to the semantic concept SC k is measured by the code pair importance function CPI k (·, ·), which is the posterior probability of the semantic concept SC k given the code pair (u, ν), i.e., ν) ) .
As indicated before, the codes u and ν belong to the lth level of a tree-structured codebook and form the so-called code cooccurrence matrix M k . Based on M k and assuming P (SC k ) to be uniform, (5) can be simplified as
C. Semantic Score Function
The semantic score can be classified into regional and image semantic scores. The regional semantic score function SR k (·) measures the extent to which a region R j t is related to the semantic concept SC k and can be expressed by
whereby [equivalently to (4) ] |adj(R j t )| prevents a bias toward regions with more adjacent regions. The reason is that the normalization factor 1/|adj(R j t )| is inversely proportional to the number of adjacent regions. Correspondingly, the image semantic score function SI k (·) for an image I t is defined as (9) and is used to measure the extent to which I t is related to the semantic concept SC k . If SI k (I t ) is larger than a predefined threshold, then the image I t is assumed to possess at least the semantic concept SC k . According to (7) and (9) it can be concluded that
Note that this conclusion is a special case of (1) and, hence, the image semantic score is consistent with the contextsensitive Bayesian network.
D. Learning in Semantic Concept Inference
In order to calculate the image-specific semantic score SI k (I t ), the probability P ((u, ν)|SC k ) has to be learned based on a user-supplied training set T k consisting of regions R j k that reflect SC k . Then, the code pair frequency (CPF) function is calculated as
where R j k may not belong to the training set T k and the selection function
Accordingly, the probability P ((u, ν)|SC k ) can be approximated by
If the user supplies another training set T k that has no intersection with the training set T k , then the probability P ((u, ν)|SC k ) is updated as
In (6), the prior probability P ((u, ν)) is another factor that affects the calculation of the code pair importance and hereafter is approximated by the probability P ((u, ν)|D), whereby D is the set of all extracted regions in the database. Then, the actual calculation of P ((u, ν)|D) follows (11)-(13).
VI. RETRIEVAL EXPERIMENTS
In the experiments, 26 multispectral satellite scenes, acquired by IKONOS in 2003, were utilized. Each scene was rotated by 16 different angles and the interim results were cut into image tiles. After removing unsuitable image tiles, i.e., subimages that incorporated undefined areas resulting from the resampling process, a total set of 25 827 image tiles with a size of 300 × 300 pixels were available for the database. Numerically, the dataset covers more than 37 190 km 2 with a variety of different landscape types, while the rotated versions of the original data ensure that a sufficiently large amount of similar images exists.
Prior to the retrieval experiments, the stored images were manually classified into seven semantic concepts, i.e., cloud (981), water (7913), forest (4398), urban area (7781), farm- land (1873), bare soil (1750), and rock (1328). The italic terms were used for the retrieval specification, and the numbers in brackets indicate how many related images were associated with the corresponding semantic. Note that a given scene can be associated to multiple semantics. This manual classification provides the foundation against which other retrieval results are benchmarked.
In this performance evaluation, the proposed approach was implemented in the form of the semantic-sensitive satellite image retrieval (S 3 IR) system and compared with the wellknown SemQuery system [12] , [13] . The choice is based on SemQuery's specialization on satellite imagery while it employs a similar semantic concept understanding. Moreover, it still proves its relevance today [25] , [26] . Note that no attempt is made to rank the systems but to evaluate their different strategies. The evaluation was carried out in terms of precision
whereby A c and Z c are the sets of automatically and manually classified images, respectively, belonging to a certain semantic concept c. The precision P c is used to measure the percentage of the correctly classified images A c ∩ Z c within the automatically classified images A c , e.g., an image that the system deemed to contain a semantic that is actual part of the query formulation, contributes positively to the precision measurement. On the other hand, the recall R c measures the percentage of correctly classified images with respect to the number of available correct images and expresses completeness.
SemQuery performs the categorization of the remotely sensed imagery directly in the feature space. For a balanced investigation of the semantic inference in this low-level space compared to the proposed approach, SemQuery was modified to classify images based on regional features instead of the original global approach. Thus, it associates scenes with more than one semantic concept. The actual feature extraction was chosen to be identical for both systems.
A. Semantic Classification Performance
In the first retrieval experiment, only spectral features were used to assess the strategies of the two systems. The objective behind this limitation is to investigate how much this for the Table I , whereby the S 3 IR system used a codebook containing 300 codes, i.e., no tree-structured vector quantization was utilized. For SemQuery, the columns with the measurements distinct between the mean µ and the standard deviation σ 2 for the precision and recall rates, which were collected over five separate sessions to reduce a possible bias. This averaging over individual sessions is required due to SemQuery's dependence on the initial cluster seeds for the semantic inference. For the S 3 IR system, a satellite image is selected as related to a semantic concept if its semantic score is greater than a predefined threshold, e.g., zero. However, the threshold can be adjusted to get different precision and recall rates. Further experiments showed that the choice of threshold is almost proportional to the achievable precision and inversely proportional to the recall rate.
The results in Table I show that for all but one case the precision and recall rates of the proposed approach in the S 3 IR system are significantly higher than the mean values achieved by SemQuery. This is due to SemQuery's inherent difficulty to determine a suitable parameterization for the number of subclusters and their extents to capture the corresponding scope. Several parameter choices were tested and the best results selected for the shown comparison.
The semantic meaning of a satellite scene does not solely depend on the spectral characteristic of the image but also on the textures found within consistent regions. Therefore, in the following experiment for both systems the semantic meaning of individual regions was inferred in a separate and combined approach, respectively. To obtain the semantic meanings, codebooks with each 300 codes for the spectral and texture features were generated individually, and then the inference was derived. For the jointed features, both codebooks were used together. The results for this paper shown in Table II , with the columns describing the performance for the spectral features, are shown in Table I . For SemQuery, only the mean values are given, which again were computed over five separately conducted sessions.
The initial assumption that the spectral information is most significant can be validated from the values shown in Table II . Both the precision as well as the recall rate outperform the achievements by the texture features for the individual systems.
B. Significance of Adjacent Regions
In the used image archive, about 30% of the scenes contain urban areas, which exhibit complex spectral and textural patterns. These areas are very likely to be decomposed into a set of separate regions at the segmentation stage, and due to the different perception characteristics of these regions, the corresponding feature vectors may be distributed far away in the feature space. For SemQuery, this increases the difficulty of capture the clusters of the urban areas in the feature space since it utilizes the feature space directly. Contrary, the S 3 IR system addressed the problem by inferring the semantic concepts based on the regions and their adjacent regions. From Table II , it can be seen that if both spectral and textural features are used to retrieve urban areas, the precision of the S 3 IR system is 20% higher than that of SemQuery. This indicates that the adjacent regions of a region indeed play an important role in inferring the semantic concepts correctly.
C. Learning Ability
The most time-consuming step is the training of the semantic concepts, and thus, the impact of the training image set size on the retrieval performance was investigated. Fig. 3 shows the two key parameters based on sets of arbitrarily selected training images that all contain "forest" at least as one ground cover. Note that in this experiment only the spectral features were employed.
In general, SemQuery exhibits only a minor drop in precision with an increasing number of training images while the recall rate is almost unaffected. The latter aspect indicates that the approach does not exploit the additionally provided information sufficiently since the overall rate is relatively low. However, with respect to the precision the likelihood of introducing additional features which are not relevant for the description of a particular semantic concept is reduced.
In comparison, the S 3 IR system with its codebook of 300 codes demonstrated an increased learning ability by depicting an improved recall rate due to the additional data abstraction 
D. Codebook Size
The retrieval performance depends on the codebook size since it is responsible for how many different semantic concepts can be inferred and to which granularity. The corresponding experimental results are shown in Table III and indicate that the semantic classification based on higher levels of the codebook obtains higher precision and lower recall rates. Given the same set of training images, the semantic classification based on a higher codebook assigns a smaller number of images to the same semantic, which causes the recall rate to drop since a broad semantic description cannot be inferred.
In addition to the codebook size, Fig. 4 shows the learning capability for the different levels of the codebook and overlays the results obtained by SemQuery given in Fig. 3 . It was found that an improved precision with a lower recall rate can be obtained, if a higher codebook level is used. But it is worthwhile to note that while the precision drops slowly, the recall rate increases rapidly. Considering both factors simultaneously, semantic classification based on higher codebook levels achieves better performance if sufficient training images are provided.
E. Similarity Measurement Within Semantic Concepts
The proposed approach demonstrated a useful discrimination between different semantic concepts during the retrieval. However, the semantic similarity scores of scenes within a certain semantic concept do not necessarily coincide with the similarity perceived by the user. Therefore, IRM was used for the candidate scenes within each semantic concept group with the objective to rank the scenes. Table IV shows the precision results for the top-100 ranked images using the retrieval based on semantic concepts and IRM, respectively, alone as well as the combinations of both with various codebook levels. In summary, it can be noticed that the IRM-based approach 
VII. CONCLUSION
In this paper, an approach that infers the semantic meanings of regions in satellite imagery based on the regions' characteristics themselves as well as their adjacent regions was described. This high-level semantic information was derived based on a context-sensitive Bayesian network. The capability of the developed system was tested using an extensive set of satellite images and assessed in terms of precision and recall rates. Comparison with a different strategy that utilizes the feature space directly to infer the semantics was given. Overall, the proposed approach demonstrated that a higher precision as well as recall rate can be achieved while at the same time reduction of the training image set size is possible. However, a limitation of the approach is that a computationally expensive regeneration of the derived semantics is required if new satellite scenes are added to the database frequently. Otherwise, the observed retrieval performance cannot be achieved. Furthermore, the current implementation requires manual training, but it is envisioned that an extension by relevance feedback through the user reduces the significance of vigorous training.
