We propose SWAN, a stateless network model which uses distributed control algorithms to deliver service differentiation in mobile wireless ad hoc networks in a simple, scalable and robust manner. The proposed architecture is designed to handle both realtime UDP traffic, and best effort UDP and TCP traffic without the need for the introduction and management of per-flow state information in the network. SWAN supports per-hop and end-to-end control algorithms that primarily rely on the efficient operation of TCP/IP protocols. In particular, SWAN uses local rate control for best-effort traffic, and sender-based admission control for real-time UDP traffic. Explicit congestion notification (ECN) is used to dynamically regulate admitted real-time sessions in the face of network dynamics brought on by mobility or traffic overload conditions. SWAN does not require the support of a QOS-capable MAC to deliver service differentiation. Rather, real-time services are built using existing best effort wireless MAC technology. Simulation, analysis, and results from an experimental wireless testbed show that real-time applications experience low and stable delays under various multihop, traffic, and mobility conditions. Index Terms-Service differentiation, quality of service, wireless ad hoc networks. ae 192
INTRODUCTION
T HERE is a growing need to support better than best effort quality of service (QOS) in mobile ad hoc networks [1] , however, this is very challenging. Wireless ad hoc networks represent complex distributed systems, which interconnect wireless mobile nodes without the need for any fixed infrastructure. The interconnection between remote nodes relies on peer wireless and mobile nodes that operate as routers on behalf of source-destination pairs. Rerouting among mobile nodes causes network topology and traffic load conditions to change dynamically, making it difficult to support real-time applications with the appropriate QOS.
Another challenge in supporting QOS for real-time applications is associated with the design of the medium access control (MAC) protocol. The dynamic nature of wireless ad hoc networks makes it difficult to dynamically assign a central controller to maintain connection state and reservations. Because of this, best effort distributed MAC controllers are widely used in existing wireless ad hoc networks. The IEEE 802.11 Distributed Coordination Function (DCF) [13] is a good example of a best effort distributed MAC. Recently, there have been a number of proposals to support service differentiation at the MAC layer using distributed control schemes [2] , [3] .
In this paper, we take a practical approach that assumes a best effort MAC and propose a simple, distributed, and stateless network model called SWAN that uses feedbackbased control mechanisms to support real-time services and service differentiation in mobile ad hoc networks. SWAN uses local rate control for UDP and TCP best-effort traffic, and sender-based admission control for UDP real-time traffic. Explicit congestion notification (ECN) is used to dynamically regulate admitted real-time sessions in the face of network dynamics brought on by node mobility and traffic overload conditions. An important contribution of our work is that intermediate nodes do not keep any perflow or aggregate state information in SWAN wireless networks. As a result, there is no need for the introduction of complex signaling nor state control mechanisms needed to establish, update, refresh, and remove per-flow state information, as is the case with "stateful" QOS approaches found in the literature [1] , [3] . Changes in topology and network conditions, even node and link failures, do not affect the operation of the SWAN control system. This makes the system simple, robust, and scalable. Instead of depending on state information, SWAN uses feedback information from the network. A rate control mechanism uses the per-hop MAC delay measurements from packet transmissions as feedback, while a source-based admission control mechanism uses rate measurements from aggregated real-time traffic as feedback.
In order to ensure that the bandwidth and delay requirements of real-time UDP traffic are met, rate control of TCP and UDP best effort traffic is performed locally at every mobile node in a fully distributed and decentralized manner. Rate control is designed to restrict best effort traffic yielding the necessary bandwidth required to support realtime traffic. Rate control also allows the best effort traffic to efficiently utilize the bandwidth that is not currently utilized by the real-time traffic at any particular moment. The total rate of all best effort and real-time traffic transported over each local shared media channel is maintained below a certain "threshold rate," limiting any excessive delays that might be experienced. SWAN adopts engineering techniques that attempt to set the admission threshold rate at mobile nodes to operate under the saturation level of the wireless channel based on insights from our earlier work on service differentiation support for wireless LANs [2] . To our knowledge, there has been little or no prior work on provisioning service differentiation in mobile ad hoc networks using stateless approaches.
This paper is structured as follows: The related work and motivation that underpins stateless wireless networks are discussed in Section 2. Section 3 describes a set of distributed control algorithms for rate control, source-based admission control, and dynamic regulation of real-time sessions that collectively constitute the SWAN network model. Section 4 analyzes the MAC delay and the busy probability of a wireless network with and without the SWAN rate control system. We show that, by controlling the probability of mobile nodes being in a backlogged state, the target MAC delay of the real-time traffic can be maintained. The results presented in this section confirm the feasibility and effectiveness of the SWAN approach. Sections 5 and 6 present a performance evaluation of SWAN using the ns-2 simulator and an experimental wireless testbed, respectively. The wireless testbed and ns-2 simulator source code are available from the Web [24] . Section 7 presents some concluding remarks.
RELATED WORK
A number of stateful QOS approaches have been discussed in the literature. In [16] , [17] , multihop, multicluster packet radio network architectures support dynamic virtual circuit communications in an effective manner. In [1] , an in-band signaling scheme manages per-flow "soft-state" in support of flow reservation (via hop-by-hop admission control) and restoration, and end-to-end flow adaptation. In [18] , a coreextraction distributed ad hoc routing (CEDAR) algorithm is proposed that uses core extraction, link state propagation, and route computation to support QOS in wireless ad hoc networks. A ticket-based algorithm for QOS routing is discussed in [19] . State information maintained in the network, as proposed by all of these schemes, albeit hard or soft-state, is complex and problematic to manage in the face of mobility, and limits the scalability of these networks as the number of mobile nodes grows.
A number of papers found in the literature have proposed techniques that build on a combination of wellestablished algorithms to provide efficient traffic control in IP networks and, in some cases, wireless access networks. For example, additive increase multiplicative decrease (AIMD) [8] , ECN [21] , and fair queuing [22] have proven to be efficient components for such systems. While many of the proposals can provide some level of QOS support they are based on a set of architectural assumptions where all nodes in the network support state information, or implement a certain set of end-to-end control algorithms, or require the support of QOS-capable MACs at each node along the path, or combine architectural components in such a way that they operate efficiently only if "glued together" according to the proposed architecture. In this paper, we take a more pragmatic approach and argue that it is only necessary to consider the MAC QOS [3] support offered locally at individual nodes, if available. There is no need for end-to-end QOS mechanisms typified by the stateful and monolithic architectures found in the literature. Rather, SWAN simply assumes a best effort MAC, and proposes a simple, distributed, and stateless network model that uses feedback-based control mechanisms and local control to support real-time services and service differentiation. We argue that control mechanisms for best-effort traffic should be distributed and of local scope. It is not feasible to efficiently distribute prompt information to the edges of the system in order to protect real-time traffic, particularly not in ever-changing mobile ad hoc networks. Nevertheless, the local control has to rely on the existence of independent, end-to-end algorithms that can "sense" and react to the distributed, local actions. The most important of such algorithms are TCP with or without ECN, and end-toend congestion control for UDP-based applications (e.g., based on AIMD or equation-based rate control).
SWAN adapts the well-known AIMD rate control mechanism to address some of these challenges. AIMD algorithms are widely used by a number of transport protocols. For example, the TCP congestion control mechanism uses AIMD window-based control, while WTCP [4] uses AIMD rate control. In [10] , AIMD control is applied to real-time UDP traffic. TCP and WTCP use AIMD control to improve the performance of TCP traffic. In contrast, SWAN uses AIMD rate control to improve the performance of real-time UDP traffic. TCP attempts to avoid network congestion collapse by using packet loss as feedback. We propose to control the rate of TCP traffic more conservatively to avoid excessive delays of real-time UDP traffic by using local per-hop packet delays as a feedback to local rate controllers. Fig. 1 illustrates the general behavior of a TCPlike congestion controlled system [8] . The congestion control algorithm ensures that the system operates around, or preferably close to the "cliff," which ensures maximum system throughput, but at the cost of larger queues, and therefore larger average packet delays. The SWAN AIMD control algorithm discussed in this paper, on the other hand, keeps the system at the delay "knee" where the system throughput is almost the same as at the cliff, but the buffers are significantly less loaded, so the delay is close to the minimum. SWAN achieves this by using the per-hop MAC delay as a feedback for local control instead of packet loss. The reason for doing this is that loss typically happens at the cliff, while delays start to increase at the knee, as illustrated in Fig. 1 .
In [27] , [28] , [29] , [14] , endpoint admission control schemes that use end-to-end measurement-based admission control are proposed and analyzed for wireline networks.
End hosts probe the network by sending probe packets at the required data rate, monitoring the level of packet losses [28] , [29] , or ECN congestion marks [14] . These endpoint admission control approaches do not require that intermediate routers maintain per-flow state. While these approaches clearly address the needs of scalability and service quality in wireline networks, they do not address the important issue of mobility, which complicates the delivery of QOS in mobile networks. If such schemes were to be implemented in mobile networks, then the admission control guarantees would be continuously violated by mobility as admitted flows are rerouted in wireless networks. SWAN resolves this issue by performing ECN-based regulation for admitted flows. Another problem relates to the overhead generated by the periodic probing associated with these schemes, which is driven at the required data rate of new flows. Such an approach is unsuitable for limited bandwidth wireless networks. SWAN does not send any periodic signaling, resolving this problem.
Traffic is highly unpredictable and bursty in nature, particularly if we consider networks with relatively small levels of aggregation such as wireless ad hoc networks. We believe that only a pragmatic solution to service differentiation is feasible and likely to be successful. SWAN assumes that most of the network capacity will be utilized by besteffort traffic, which can serve as a "buffer zone" or absorber for real-time traffic bursts introduced by mobility (e.g., because of the rerouting of admitted real-time sessions) or traffic variations (e.g., bursty data). Allowing best effort traffic to act as a buffer zone for real-time traffic, in particular, allowing it to absorb unpredictable bursts of real-time traffic found in mobile networks, allows SWAN to shift the emphasis away from precise hop-by-hop admission control, which, historically, is very difficult to do well and in the end not necessary. In SWAN, we assume that there will be always best-effort traffic present that can be locally and rapidly rate controlled in an independent manner at each node to yield the necessary low delays and stable throughput for real-time traffic. In contrast to admission control, which can be coarse in SWAN, local rate control of best effort traffic at each mobile node has to be very efficient, prompt, robust, and precise. While we argue rate control of best effort traffic should be local and fast, the admission control of real-time traffic should work end-toend since most of the real-time applications do not implement congestion control. For such applications, there must be a regulation algorithm that works at the edge nodes preventing the emission of nonresponsive flows.
DISTRIBUTED CONTROL ALGORITHMS
The SWAN model includes a number of mechanisms used to support rate regulation of best effort traffic, as illustrated in Fig. 2 . A classifier and a shaper operate between the IP and best effort MAC layers. The classifier is capable of differentiating real-time and best effort packets, forcing the shaper to process best effort packets but not real-time packets. The shaper represents a simple leaky bucket traffic shaper. The goal of the shaper is to delay best effort packets in conformance with the rate calculated by the rate controller. When a session is admitted there is no admission control decision taken at intermediate nodes. Rather, the admission control test to determine if a new real-time session should be admitted or not is conducted solely at the source node based on the result of an end-to-end request/response probe. A key operation of the admission controller is to efficiently estimate local bandwidth availability. Typically, a probe is sent at the beginning of a session or, as discussed later, when mobility or channel load conditions force an admitted real-time session to reestablish its end-to-end service quality. In what follows, we describe the SWAN distributed control algorithms.
Local Rate Control of Best Effort Traffic
Each node in the mobile ad hoc network independently regulates best effort traffic. The rate controller determines the departure rate of the shaper using an AIMD rate control algorithm based on feedback from the MAC. This feedback measure used by the rate controller represents the packet delay measured by the MAC layer. As mentioned previously, SWAN assumes best effort MAC technology. Packet delay for the IEEE 802.11 DCF mode MAC, for example, can be measured rather simply. When a packet arrives at the MAC layer, the MAC listens to the channel and defers access to the channel according to the carrier sense multiple access with collision avoidance (CSMA/CA) algorithm. When the MAC acquires access to the channel, then RTS-CTS-DATA-ACK packets are exchanged. The reception of an ACK packet at the transmitter indicates that a packet is received successfully. The packet delay represents the time it took to send the packet between the transmitter and next-hop receiver including the total deferred time (including possible collision resolution) plus the time to fully acknowledge the packet. This is simply measured at the source node by subtracting the time that a packet is passed to the MAC layer (from the upper layer) from the time an ACK packet is received from the next-hop receiver.
The SWAN AIMD rate control algorithm is shown in Fig. 3 . Every T seconds, each mobile host increases its transmission rate gradually (additive increase with increment rate of c Kbps) until the packet delays become excessive. The rate controller detects excessive delays when one or more packets have greater delays than the threshold delay d sec. As soon as the rate controller detects excessive delays, it backs off the rate (multiplicative decrease by r percent). The threshold delay d is based on the real-time delay requirements of applications in wireless network, as discussed by our previous work [2] . The shaping rate is adjusted every T seconds. The period T should be small enough to be responsive to the dynamics of mobile ad hoc networks [11] . If there is a large difference between the shaping rate and the actual transmission rate, then a mobile host is capable of transmitting a burst without due control, potentially limiting the performance of real-time traffic. To resolve this problem, the rate controller monitors the actual transmission rate. When the difference between the shaping rate and the actual rate is greater than g percent of the actual rate, then the rate controller adjusts the shaping rate to be g percent above the actual rate. This "gap" (i.e., g percent) allows the best-effort traffic to increase its actual rate gradually.
In this paper, we argue that bandwidth and delay bound requirements of real-time traffic can be adequately supported by using rate control based on our simple SWAN AIMD rate control algorithm, while best effort traffic can efficiently utilize any remaining bandwidth. However, to fully support real-time traffic, local rate control of best effort traffic is insufficient. There is also a need to support admission control.
Source-Based Admission of Real-Time Traffic
Using a shared wireless channel allows mobile hosts to listen to packets sent within their radio transmission range. An admission controller uses this feature to measure local resource availability. At each node, the admission controller measures the rate of real-time traffic in terms of bits per second. Note that in order to smooth out small-scale traffic variations, the admission controller uses a running average (e.g., weighted moving average) of these measures.
If we know the threshold rate [2] that would trigger excessive delays, then bandwidth availability in a local shared media channel is simply the difference between the threshold rate and the current rate of the real-time traffic. However, it is difficult to estimate the threshold rate accurately because the threshold rate may change dynamically depending on traffic patterns. It is not desirable to admit real-time traffic up to the threshold rate for a number of reasons. First, best effort traffic would be starved of resources should the real-time traffic consume bandwidth up to such a threshold rate. Best effort traffic is rate controlled to yield the bandwidth required for real-time traffic and to keep the total traffic, both real-time and best effort, below the threshold rate. Second, there would be no flexibility to tolerate channel dynamics, as previously discussed. The total rate of aggregated real-time traffic may be dynamic due to changes in traffic patterns and host mobility. Due to host mobility, for example, intermediate nodes may need to maintain real-time traffic in excess of resources set-a-side for real-time traffic. There are a number of possible ways to address this issue. We take a simple approach and admit real-time traffic up to a rate that is more conservative than the threshold rate. We consider the estimated available bandwidth of a local shared media channel to be the difference between this conservative "admission control rate" and the current rate of the realtime traffic. With such a policy, we can use fixed, coarse, and statistically approximated values for the admission control rate. Even though the measure is conservative, the utilization of the network is not limited because any remaining unutilized bandwidth will be potentially absorbed by the best-effort traffic. This approach is simple and flexible and allows bandwidth sharing between real-time and best-effort traffic in an efficient manner.
The process for admitting a new real-time session is as follows: The admission controller located at the source node sends a probing request packet toward the destination node to estimate the end-to-end bandwidth availability. The probing request packet is a UDP control packet that contains a "bottleneck bandwidth" field. Each intermediate node between the source-destination pair intercepts the probing request packet and updates the bottleneck bandwidth field in the packet if the bandwidth availability at the node is less than the current value of the field. Therefore, if the local bandwidth availability is different for each hop along the path between the source and destination hosts, then the value of the bottleneck field at the destination node represents the bottleneck bandwidth found along the path. The destination node sends a probing response packet back to the source node with the bottleneck field copied from the probing request message received by the destination node. There is no need for this probe response message to follow a reverse path back toward the source node.
Once the source node receives the probing response packet, it can execute the simple source-based admission control test by comparing the end-to-end bandwidth availability and the bandwidth requirement for the new real-time session. Note that no bandwidth request is carried in the probe message, no admission control is executed at any intermediate node, nor are there any resources allocated or reserved on behalf of the source node during the lifetime of an admitted session. Rather, the probe instantaneously "reads" the state of the network path presented to it by the routing protocol and makes a local source-based admission decision based on the probe response. What makes such a stateless approach work is that all nodes independently regulate best effort traffic and each source node uses admission control for real-time sessions. When a new real-time session is admitted, the packets associated with the admitted flow are marked as RT (real-time packets/traffic). The classifier looks at the marking and, if the packet is marked as RT, the packet will bypass the shaper mechanism, remaining unregulated. Here, there is an implicit assumption that a source node regulates its real-time sessions based on its admission control decision.
Dynamic Regulation of Real-Time Traffic

Impact of Mobility and False Admission
Mobility and "false admission" represent two conditions that violate this simple approach to source-based admission control, complicating the delivery of service assurances. Host mobility is harmful to service assurances because realtime flows admitted along a certain path can be dynamically rerouted. Because nodes are unaware of flow rerouting due to mobility, resource conflicts can arise and persist. Source nodes, for example, that have previously admitted flows are unaware of host mobility and the rerouting of flows through new intermediate nodes that may have insufficient resources to support previously admitted realtime traffic. False admission is the result of multiple source nodes simultaneously initiating admission control at the same instance and sharing common nodes between sourcedestination pairs. Because intermediate nodes do not maintain state information and admission control is conducted at the source node in a fully decentralized manner, each source node may receive a response to their probe message indicating that resources are available when, in fact, they are not. However, the source node being unaware of this fact falsely admits a new flow and starts transmitting real-time packets under the assumption that resources are available to meet the flow's needs. Consider the following simple false admission scenario. Four source nodes want to establish video flows at a rate of 200 Kbps for each flow and start probing the network. A common intermediate node only has resources to support 200 Kbps of real-time traffic, sufficient to support only a single video flow. However, in the case of false admission, all the flows are admitted erroneously because all the nodes "see" a reservation that can support 200 Kbps each. This results in the four source nodes injecting data into the wireless network with an aggregate rate of 800 Kbps, destined toward the common node under discussion. If left unresolved, the rerouting of admitted real-time flows can cause excessive delays in realtime traffic because the utilization of the admitted or falsely admitted real-time traffic can violate the admission control rate potentially exceeding the threshold rate by a significant margin. To resolve this problem, we augment the SWAN AIMD rate control and source-based admission control algorithms with dynamic regulation of real-time traffic when congestion/overloading is experienced by nodes due to the rerouting of admitted flows or false admission.
Regulation Algorithms
The ECN-based regulation of real-time sessions operates as follows: Each node continuously, and independently, measures the utilization of its real-time traffic to estimate the local available bandwidth, as discussed earlier. Each mobile node can detect violations (i.e., congestion/overload conditions) using this periodic traffic measurement. When a node detects such a violation, it starts marking the ECN bits in the IP header of the real-time packets. The destination node monitors the ECN bits and notifies the source using a regulate message. When the source node receives a regulate message, it initiates reestablishment of its real-time session based on its original bandwidth needs. To reestablish a realtime session, a source node follows the same process as setting up a new session by sending a probing request toward the destination. A source node terminates the session if the estimated end-to-end bandwidth indicated in the probing response packet cannot meet its existing session needs. This is one of the reasons why we call our approach to service differentiation in mobile ad hoc networks "soft" because an admitted real-time flow may encounter both periodic violations in its bandwidth requirements and, in the worst case, may have to be dropped or live with degraded best effort delivery.
If the nodes in a congested or overloaded condition were to mark all packets with CE (Congestion Experienced), then all sessions traversing these nodes would be forced to reestablish their real-time service at the same instance. Such an approach is inefficient and would lead to erroneous behavior of the communications system. For example, all sources may reprobe the network, "see" network resources over utilized and drop all their flows accordingly. This clearly is not the best policy. More systematic approaches may only penalize a small number of sources. To address the problem, we consider two approaches and analysis their suitability and trade-offs.
Source-Based Regulation. When an intermediate node experiences overloaded or congested conditions it marks all flows with CE. When destination nodes encounter packets with the CE bit marked they send regulate messages to the appropriate source nodes to force the reestablishment of flows that have previously been successfully admitted. However, in this case, the source node does not immediately initiate reestablishment upon receipt of a regulate message. Rather, it waits for a random amount of time before initiating the reestablishment procedure. Under such a regime, source regulation would be staggered, thereby avoiding flash-crowd conditions where a number of sources simultaneously initiate regulation (i.e., reestablishment of service) at the same time, "see" the path overbooked and drop their real-time sessions accordingly. Under a staggered regime, the rate of the real-time traffic will gradually decrease until it reaches below the admission control rate. At that point, congested or overbooked nodes will stop marking packets. Because flows can be admitted by mistake, due to false admission, source nodes need to be capable of differentiating between regulation associated with false admission and regulation due to mobility. Nodes can do this by keeping some state information about newly admitted flows versus on-going flows. This allows a source node to take immediate corrective action in the case where it receives a regulation message for a flow that it just admitted, albeit falsely. A disadvantage of this approach is that sources that regulate earlier than other sources (i.e., wait the shortest period of time before initiating reprobing/ reestablishment) are more likely to find the path overbooked and be forced to drop their sessions. An advantage of this scheme, however, is that it is purely source-based.
Network-Based Regulation. Rather than marking all packets with CE, congested/overloaded nodes randomly select a "congestion set" of real-time sessions and only mark packets associated with the set. This can be done using a hash function without keeping any per-flow state at the intermediate nodes. A congested node marks the congested set for a period of time T seconds and then calculates a new congested set. As in the case of the previous algorithm, nodes stop marking packets "congested" when the measured rate of the real-time traffic drops below the admission control rate. Under such an approach the rate of the realtime traffic will gradually decrease until it reaches below the admission control rate. However, there is a need for intermediate routers to distinguish between flows that have been falsely admitted or not. In this case, source nodes could use an additional bit in the TOS field to indicate if a RT session is new or old (namely, RT-new, RT-old). When a flow is newly admitted, packets are marked as RT-new for a period of time before being marked as RT-old. A disadvantage on this scheme is that it requires some intelligence at intermediate nodes to manage the congested sets and determine if a flow is new or old in order to correctly respond to false admission.
Performance Considerations and Trade-Offs
There are a number of trade-offs between the source-based and network-based regulation schemes. Fig. 4 compares the two approaches and shows how a combination of admission control and regulation can manage the rate of real-time traffic under overload conditions. The results are obtained from an ns-2 simulation of SWAN that is further discussed in Section 5. To observe how regulation works, we consider an extreme scenario where a number of real-time sessions are suddenly rerouted in the network through a certain hop. The rerouted sessions have all previously been successfully admitted. As shown in Fig. 4 , due to mobility rerouted flows, start to be routed over the shared media channel (without the reapplication of admission control) at 20 sec into the simulation scenario. Also, a number of source nodes simultaneously perform admission control for new real-time sessions creating conditions for false admission at 20 sec into the scenario. Note that the SWAN admission control mechanism allows small-scale violation up to the threshold rate for ECN-based regulation. In this simulation, the admission control rate of the real-time traffic is set at 2 Mbps and the threshold rate is 3.5 Mbps. The channel bandwidth is 11 Mbps. For a more detailed discussion on the setting of these system parameters, which are determined by considering the requirements of the admission control and threshold rates, see our previous work [2] on the analysis of distributed MAC delays. As soon as the rate exceeds the threshold rate, the mobile nodes in the shared media channel begin to mark the ECN field of the packets of all real-time flows (in the case of source-based regulation) or the active set (in the case of network-based regulation). Fig. 4 shows the results for both schemes. For both algorithms, flows are dropped gradually after intermediate nodes start to mark the ECN field in the packets of real-time flows. Note that the dropped flows may not necessarily be the rerouted sessions but existing sessions that were admitted previously. This may seem unfair but our approach is stateless and there is no mechanism for congested nodes to differentiate between existing and rerouted sessions. Furthermore, it is likely that most realtime sessions would be rerouted multiple times during the lifetime of their sessions. In this case, there is little benefit in attempting to discriminate between the existing and rerouted flows when statistically all sessions should be treated in the same manner on average. We used a random number between (0, 7) to support the back-off and set selection functions required by the source-based and network-based regulation schemes, respectively. From Fig. 4 , we observe that the rate of the real-time traffic is gradually reduced until it reaches the admission control rate for the network-based regulation approach. We observe that this took approximately four seconds for network-based regulation. The simulation results indicate that after rerouting, 19 sessions were traversing the node under congested conditions. Five of these sessions were traversing the node prior to the overload condition. Eight sessions were rerouted sessions and six sessions were the product of false admission. The regulation process resulted in 11 sessions being successfully regulated with eight sessions being dropped. In the scenario discussed above, all falsely admitted sessions were dropped prior to other flows being dropped, with one of the dropped flows traversing the node before flows were rerouted. The response of the source-based regulation scheme took two seconds longer than the network-based approach. This additional latency caused more real-time traffic to be dropped over that experienced by network-based regulation. In the case of source-based regulation, the network operates below the admission control rate indicating that the scheme may result in under utilization of resources at the congested node in the worst-case scenario, as shown in Fig. 4 . In summary, network-based regulation performs better than source-based regulation with the cost of an additional 1-bit in the packet header for marking flows new/old, and more intelligence at intermediate nodes to manage the sets to mark.
ANALYSIS
We analyze the MAC delay and the probability that mobile hosts find themselves in a backlogged state in IEEE 802.11 ad hoc wireless networks. We use the terms "SWAN" and "DCF" to refer to DCF wireless networks with and without SWAN, respectively. DCF is widely used in wireless LAN and wireless ad hoc networks, and uses CSMA/CA. In the DCF mode, a mobile host must sense the medium before initiating the transmission of a packet. If the medium is sensed as being idle for a distributed interframe space (DIFS) period, then the mobile host can transmit a packet. Otherwise, transmission is deferred and a backoff process is entered. In the backoff process, the mobile host computes a random value in the range of 0 to the contention window (CW). A backoff time interval is computed as this random value multiplied by the slot time. This backoff interval is then used to initialize the backoff timer. This timer is decreased only when the medium is idle. As soon as the backoff timer expires, the mobile host transmits a packet.
In our previous work [2] , we modified the DCF algorithm to support service differentiation by using different minimum contention windows (CWmin) for different priority classes. We use the term "CWmin" to refer to this modified DCF algorithm compared with "DCF" and "SWAN" discussed above. In this section, CWmin is chosen to be 15 slots for Class 1 and 31 slots for Class 2 mobiles.
In Section 4.1, we show through analysis that SWAN performs better than DCF and CWmin in terms of MAC delay. Section 4.2 explains why this is the case. We show that, by controlling the probability of mobile nodes being in a backlogged state, the target MAC delay of the real-time traffic can be maintained. This result confirms that the SWAN approach is feasible and effective.
Analysis of MAC Delay
Assume there are two classes of mobile hosts in a shared channel environment. Class 1 and Class 2 represent real-time UDP traffic and best effort TCP traffic, respectively. Each of the n 1 Class 1 mobile hosts have an active UDP session, and each of the n 2 Class 2 mobile hosts have an active TCP session. We define an idle mobile host as a mobile host whose MAC layer is idle and interface queue is empty. If a mobile host is not idle, then it is busy. Denote the portion of time that a class i mobile host is busy as p on;i . From [7] , a busy class i mobile host's transmission probability in each time slot is represented as,
where p i is the collision probability for a class i mobile host at each time slot. W À 1 is the initial back-off window, and W 2 m À 1 is the maximum back-off window in the IEEE 802.11 DCF protocol. By following the procedure in [7] , the collision probability can be represented as,
The probability that one or more packets are sent to the channel at each slot is then,
and the probability of a successful transmission each slot, P s ¼ P s1 þ P s2 , is P s ¼ P s1 þ P s2 ¼ n 1 p on;1 1 ð1 À p on;1 1 Þ n1À1 ð1 À p on;2 2 Þ n2 P tr þ n 2 p on;2 1 ð1 À p on;1 1 Þ n 1 ð1 À p on;2 2 Þ n 2 À1 P tr :
ð4Þ
The total throughput of the system (in packets/sec) can be represented as,
where is the length of a time slot, which is 20 microseconds in all our simulations. T s and T c are the times needed to send un-collided and collided packets, respectively, on the channel. T s and T c are calculated from the packet length distribution taking into account the overhead of the MAC and physical layers (i.e., SIFS, DIFS, ACK, header, and preamble). The length of collided packets is approximated as the maximum length of two collided packets. The overall average MAC delay, and delays for each class, can be simply calculated using Little's formula as, d ¼ p on;1 n 1 þ p on;2 n 2 S ;
We carried out an ns-2 simulation for four video (Class 1) mobile hosts and eight 32 FTP (Class 2) mobile hosts. In this simulation, video sessions are modeled as CBR sources and the FTP sessions have infinitely long file sizes that last for the whole simulation period. We denote the uncontrolled system as DCF, and the system with the proposed feedback control as SWAN. Because it is difficult to use a simple model to characterize the flow control of TCP/IP, coupled with a queuing system on top of the MAC layer, and the MAC layer and traffic shaper (for SWAN), we record the quantity p on;1 , p on;2 during the simulation as an approximation of this complex system. With p on;1 , p on;2 , n 1 , and n 2 known, we jointly solve (1), (2) for p 1 , p 2 , 1 , and 2 , then from (3), (4), (5), (6) , the average delay is computed for each of the systems. The results are plotted in Fig. 5 . In the case of DCF and SWAN, there is no service differentiation at the MAC layer so the average MAC delays shown in Fig. 5 represent overall average delay for both classes. Analytical results shown are calculated from d i in (6) .
In the CWmin case, the MAC layer supports service differentiation, so Class-1 and Class-2 average delays are show in Fig. 5 .
Analysis of Busy Probability
We now analyze SWAN from another perspective and try to find the value of p on;2 , (i.e., the probability of a Class 2 mobile host being in a backlogged state) that Class 2 mobile hosts must achieve so that the target average MAC delay can be maintained. We assume no packet loss due to buffer overflow for Class 1 mobile hosts. Because Class 1 mobile hosts carry UDP real-time sessions with known data rates (S 1 packets/sec) from the application layer, we set our target MAC delay as d, so p on;1 can be acquired from the following:
We use a procedure, called Equilibrium Point Analysis (EPA) [9] , in calculating the collision probabilities. In this approach, probabilities are calculated in terms of the equilibrium point of the system, and the average number of mobile hosts in each state is often chosen as the point. Here, we choose the average number of backlogged Class 2 mobile hosts n 2 as the equilibrium point. We modify (2) as,
Note that we can still use (2) to find p on;2 but slightly worse analytical results are produced. We modify (3) accordingly as,
The probability of transmission of a Class 1 mobile host being successful, conditioned on at least one mobile host transmitting, is given by,
The probability of a packet transmission being successful, conditioned on at least one mobile host transmitting, is then given by,
As in (5) , the throughput (in packets/sec) of Class 1 mobile host is,
We choose the Class 1 MAC delay in SWAN observed in the simulation-video curve shown in Fig. 5 as our target delay d, and CBR rates as s 1 , then p on;1 is calculated from (7) . We put (7) , (9), (10), (11) to (12) and solve (1), (8), (12) jointly for n n 2 , 1 , 2 , p 1 , and p 2 . Following this, we calculate the probability of a Class 2 mobile host being busy as,
Fig . 6 shows analytical results for p on;2 in comparison to the measured p on;2 from our simulation of SWAN. In order to achieve the target delay d for Class 1 mobile hosts, we need to keep the probability of Class 2 being busy to be less than p on;2 . The input parameters of the above analysis are d (desired average delay), S 1 (the throughput of Class 1 mobile hosts), n 1 , and n 2 (the number of Class 1 and Class 2 mobile hosts, respectively) and the output is p on;2 (the probability of Class 2 mobile hosts being busy). With S 1 , n 1 , n 2 fixed, the delay statistics are positively related to p on;2 , where a delay violation implies a violation of p on;2 . This prompts us to correct this situation by minimizing the possibility that a class 2 mobile host will be still in a backlogged state. In SWAN, this is achieved by the multiplicative decrease procedure when the delay violation is observed. On the other hand, when the delay is small, p on;2 is also small, and the system is under-loaded. The additive increase procedure increases p on;2 by gradually increasing the packet arrival rate. The AIMD mechanism with delay feedback is thus an automatic procedure to keep p on;2 on a desirable level, so the bandwidth is effectively utilized, but the system is not overloaded. As a result, TCP traffic has reasonable throughput, while UDP traffic achieves the desired delay performance. Fig. 6 compares the analytical result of the desired p on;2 for achieving the target MAC delay, with the measurement from the simulations of SWAN. The simulation curve closely matches the analytical curve. This result confirms that AIMD rate control is capable of keeping p on;2 at a desired level, and thus maintaining the target MAC delay.
EVALUATION
We implemented SWAN using the ns-2 simulator and its wireless extensions developed at Carnegie Mellon University (CMU) [12] . The SWAN ns-2 extensions include the AIMD rate controller, admission controller, packet delay measurement mechanism, local utilization monitoring, probe protocol for bandwidth availability estimation, and ECN. The ns-2 SWAN simulation code is available on the Web [24] . In what follows, we evaluate and compare the performance of DCF, SWAN, and CWmin [2] . Throughout the simulation, each mobile host has a transmission range of 250 meters and shares an 11 Mbps radio channel with its neighboring nodes. The simulation includes a two-ray ground reflection model and IEEE 802.11 MAC protocol.
Performance of a Single Shared Channel
To best understand the characteristics of the SWAN rate control and admission control mechanisms, we first study a wireless ad hoc network that comprises a single shared wireless channel. The simulated network has a square shape of 150m x 150m where all wireless ad hoc mobile nodes share a single radio channel of 11 Mbps. The source and destination nodes associated with flows are distributed among the mobile nodes in the wireless ad hoc network.
We ran a large set of simulations using different values for the AIMD rate controller parameters, c (increment rate, Kbps/sec), r (decrement rate, percent), and g (gap between actual rate and shaping rate, percent) to understand the characteristics, trade-offs, and performance of our rate control mechanism. To resolve the mismatch of the actual and shaping rates, we introduced a gap control algorithm with parameter g, as described in Section 3.1. Due to lack of space, the results associated with parameter g are presented in [26] and summarized here. The results [26] show that with gap control, the actual rate closely follows the shaping rate providing better rate control for TCP traffic; that is, gap control prevents TCP from transmitting an uncontrolled, excessive burst of data, which could happen without gap control.
AIMD Parameter (c, r) Analysis
To better understand the properties of the SWAN AIMD rate control parameters c and r, we consider two scenarios for background TCP best-effort traffic. The first scenario has eight TCP flows and the second has 32 TCP flows. In both scenarios, all TCP flows are greedy FTP type of traffic with packet size of 512 bytes. TCP flows are rate controlled with parameter c and parameter r, while voice and video flows are not rate controlled once admitted through the sourcebased admission control process. During the simulation, four voice and four video flows are active and monitored for the duration of 200 seconds representing real-time traffic. Voice traffic is modeled as 32 Kbps constant rate traffic with a packet size of 80 bytes. Video traffic is modeled as 200 Kbps constant rate traffic with a packet size of 512 bytes.
We measured the average MAC delay of real-time traffic (see Figs. 7 and 9 ) and the total throughput of best-effort traffic (see Figs. 8 and 10) . The x-axis of Figs. 7 and 8 represents the value for parameter c (increment rate, Kbps/ sec). The x-axis in Figs. 9 and 10 represents the value for parameter r (decrement rate, percent). It is shown in Fig. 7 that the value of parameter c does not have much impact on the average delay of real-time traffic. The average delay grows very slowly with the increasing value of parameter c. In contrast, the total throughput of best-effort TCP traffic is noticeably decreased when a small value of parameter c is chosen, as shown in Fig. 8 . When the increment rate is 5 Kbps/sec, throughput is reduced by about 10 percent for the eight TCP flow scenario and by 13 percent for the 32 TCP flow scenario in comparison to DCF. For an increment rate of 20 Kbps/sec or larger, the TCP throughput becomes almost constant with less than 3 percent reduction in throughput. The throughput of real-time traffic is 99.5 percent of the offered load, (i.e., less than 0.5 percent packet loss), in all cases for Figs. 7, 8, 9, 10, 11, 12, 13 . The value of parameter r has significant impact on the average delay of the real-time traffic, as shown in Fig. 9 . When the decrement rate is set to 10 percent, the average delay becomes almost as large as the average delay in DCF. The average delay becomes smaller as the value of parameter r increases. It is observed in Fig. 10 that the total throughput of the best-effort TCP traffic is also sensitive to the value of parameter r. SWAN shows the best and worst-case performance in terms of the total throughput of best-effort TCP traffic when the value of parameter r is 25 percent and 75 percent, respectively. When the value of c is 35 and the value of r is 50, the average delay of the real-time traffic is reduced by more than 60 percent with eight background TCP flows, and by 75 percent with 32 background TCP flows. These results demonstrate that we can achieve a reduction of 60-75 percent in the average delay of real-time traffic with a 2 percent loss of TCP throughput using the SWAN AIMD rate control algorithm. This is a promising result.
Comparison of DCF, CWmin, and SWAN
We now evaluate and compare the performance of DCF, CWmin, and SWAN. Figs. 11 and 12 show the average delay of real-time traffic and the total throughput of TCP best effort traffic with a growing number of TCP sources, respectively. TCP traffic represents a mixture of greedy FTP traffic with packet size of 512 bytes and bursty Web traffic modeled as short TCP file transfers with random file size and random silent period between transfers. The file size is driven from a Pareto distribution with a mean file size of 10 Kbytes and a shape parameter of 1.2. The length of the silent period between two transfers is also Pareto in distribution with the same shape parameter with a mean of 10 seconds. This creates a highly bursty background best-effort traffic load over multiple time-scales. Web traffic represents microflows, whereas FTP traffic corresponds to macroflows. The realtime traffic is modeled in the same manner as discussed in the previous simulation using four voice flows of 32 Kbps and four video flows of 200 Kbps. In the CWmin simulation, a CWmin value of 15 is used for real-time traffic and 31 for best effort traffic. Fig. 11 shows that the average delays for real-time traffic in all systems are the same without background TCP flows. The average delay of real-time traffic in DCF grows linearly from 5 to 19 msec when the number of background TCP traffic increases from eight to 32 flows. The average delay of real-time traffic in CWmin is improved over the case of DCF, but it also grows linearly from 3 to 11 msec when the number of background TCP traffic increases from 8 to 32 flows. In contrast, the average delay of real-time traffic in SWAN remains less than 3 msec. Fig. 12 shows that the SWAN and CWmin systems lose only 2 percent of TCP throughput compared to DCF, while SWAN achieves up to 88 percent reduction in delay and CWmin only achieves up to 40 percent reduction. Fig. 13 shows the average delay of real-time traffic for a growing number of UDP video sources. The background TCP best effort traffic consists of 16 FTP and Web sources.
In Fig. 13 , "SWAN-RC" refers to IEEE 802.11 DCF wireless networks with SWAN rate control (excluding SWAN admission control and regulation). DCF shows delays larger than 10 msec with only one video source and over 20 msec with 15 or more video sources. CWmin shows delays larger than 5 msec with only one video source and over 18 msec with 32 video sources. The SWAN-RC and SWAN schemes show the same performance with up to 20 video sources but SWAN-RC shows larger delays when there are more than 20 video sources. This result shows the necessity for SWAN admission control and regulation of real-time traffic.
The results presented in this section show that wireless ad hoc networks with SWAN can support real-time traffic with consistently low delays in a single shared media channel. In the next section, we investigate the performance of SWAN that considers multihops and varying host mobility.
Performance of Multihop Scenarios with Mobility
In this section, we consider a simulated multihop network with 50 mobile ad hoc nodes. The network area has a rectangular shape of 1500m x 300m that minimizes the effect of network partitioning. AODV [11] is used for routing in the simulated network. The real-time traffic is modeled as four voice and four video flows. The background TCP traffic is modeled as a mixture of FTP and Web traffic. Typically, flows traverse 2-5 hops (three hops on average) between source-destination pairs. Figs. 14 and 15 show the average end-to-end delay for real-time traffic and the average "goodput" of the TCP best effort traffic for an increasing amount of background TCP traffic, respectively. We observe that the packet loss of the real-time traffic is less than 1 percent in both DCF and SWAN. However, the average delay of the real-time traffic shows a significant difference between DCF and SWAN. The average end-to-end delay of the real-time traffic in DCF grows linearly from 8 to 30 msec as the number of TCP flows increase from 2 to 12 flows, respectively. In contrast, The impact of mobility is illustrated in Figs. 16 and 17 . The simulated network is the same as the previous multihop scenarios with the addition of the introduction of mobility. We use a random waypoint mobility model [12] . Each mobile node selects a random destination and moves with a random speed up to a maximum speed of 72 km/hr, pausing for a given "pause time" when the destination is reached. When the pause timer expires, the mobile node picks another random destination and moves at another random speed. The real-time traffic is modeled in the same manner as discussed previously. The number of best-effort TCP flows comprises five FTPs and five Web microflows.
As shown in Fig. 16 , the average end-to-end delay of the real-time traffic in DCF increases slowly as mobility increases, and the average end-to-end delay of the realtime traffic in SWAN grows only for the highest mobility scenarios. We observed from the simulation results that the throughput of the real-time traffic decreases slowly from 99 percent to 95 percent of the offered load, (i.e., the packet loss increases from 1 to 5 percent), as mobility increases in both DCF and SWAN. The impact of mobility on delay and throughput is due to route discovery latency and congestion along the new route. However, the end-to-end average delay of the real-time traffic in SWAN remains under 10 msec in all cases, while the average delay in DCF grows to 38 msec. The average goodput of best-effort TCP traffic in SWAN is about 15-25 percent less than DCF, as shown in Fig. 17 .
In SWAN, the average end-to-end delay of the real-time traffic is reduced by 70-75 percent with 15-25 percent loss of best-effort TCP goodput. The average end-to-end delay of the real-time traffic in SWAN stays consistently below 10 msec while the average delay in DCF grows to 38 msec.
WIRELESS TESTBED RESULTS
In what follows, we describe our experimental results from the SWAN wireless testbed, which is based on Linux notebooks using Aironet IEEE 802.11b wireless interfaces. The rate controller is implemented by modifying the Aironet device driver. We also modified the host driver to measure packet delay. The packet delay is measured by calculating the difference between the time the device driver feeds a new packet into an Aironet card and the time the Aironet card acknowledges back to the device driver that the transmission of the packet is successful. A Linux-based traffic shaper operating between the kernel and the Aironet card device driver is used to control the rate of TCP traffic.
The utilization monitor and probe protocol are implemented using the Berkeley Packet Filter's Packet Capture library (PCAP). PCAP is designed to capture packets for statistical purposes but it can also be used to forward packets to the network interface. PCAP is used to capture every UDP packet transmitted within the radio coverage range of wireless mobile hosts. The admission controller reads the IP header of captured real-time UDP packets and estimates the local bandwidth availability. We used AODV to find a route from the source to the destination for UDP, TCP, and signaling packets. The admission controller estimates the end-to-end bandwidth availability when a source node probes the network path, as discussed previously. SWAN control algorithms are implemented as a separate daemon from the IP forwarding engine (inside the kernel) and the AODV routing daemon.
The results presented in this section were obtained from an experimental SWAN wireless ad hoc testbed, which consists of five mobile hosts using Aironet 11 Mbps IEEE 802.11b PCMCIA cards. The configuration of the testbed is as follows: Four mobile hosts generate TCP traffic and one mobile host generates UDP traffic. The source and the destination nodes associated with each flow are distributed among the mobile hosts. All mobile hosts share a single media channel. The UDP host generates packets every 19 and 20, respectively. The average delay difference between the results shown in the figures is not significantly large because the number of TCP mobile nodes in the testbed is small (i.e., only four nodes). The average delay observed in Figs. 19 and 20 matches the average delay of the four TCP mobile nodes shown in Fig. 11 . Even though the average delay difference is not significant, we can still observe that the measured delay shown in Fig. 19 remains below a certain boundary most of the time, while the delay shown in Fig. 20 frequently reaches significantly higher values. Fig. 21 shows a normalized distribution of the measured UDP real-time packet delay for DCF, (i.e., the wireless testbed without SWAN, as shown in Fig. 20) , and SWAN (i.e., the wireless testbed with the SWAN algorithms implemented, as shown in Fig. 19 ). Compared to DCF, SWAN is less likely to exceed t seconds, where t is greater than 2 msec. We can observe the contrast more clearly from the tail of the distribution shown in Fig. 21 . This result shows that SWAN improves the performance of real-time applications in terms of delay distribution.
CONCLUSION
In this paper, we proposed SWAN, a simple, distributed, and stateless network model that uses distributed control algorithms to support real-time applications and service differentiation in mobile wireless ad hoc networks. An important benefit of SWAN is that it is independent of the underlying MAC layer, and can be potentially suited to a class of physical/data link wireless standards. We presented the performance evaluation of SWAN using the ns-2 simulator, and analyzed the MAC delay and busy probabilities, confirming SWAN's design decisions. We compared the performance of DCF, CWmin, and SWAN using analysis and simulation. The results show that DCF requires SWAN rate control, admission control, and regulation to support real-time traffic. Simulation, analysis, and results from our experimental wireless testbed show that real-time applications experience low and stable delays under various multihop, traffic, and mobility conditions with SWAN. The SWAN testbed and ns-2 source code are available from the Web [24] . Finally, an IETF Internet Draft describes the full SWAN specification [25] . Andras Veres received the MSc degree in electrical engineering in 1996. He is working at Traffic Lab Ericsson Research. He is currently pursuing the PhD degree at the Department of Telecommunicatons and Telematics, Budapest Unversity of Technology and Economics. His research interests include performance analysisof TCP/IP networks and wireless data networks. He is a member of the IEEE and the IEEE Computer Society.
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