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The closed geodesic problemhas been solved bymany authors under additional hypothesis.
In this paper we develop a new way to solve this problem, by defining finitely many
obstruction classes. This permits to enlarge significantly the family of manifolds for which
this problem is solved. Our method which relies on the concept of A∞-section of a
homomorphism of differential graded algebras, shows explicitly how the natural structure
of shc-algebra on the singular cochains of a space comes into play.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Let k be any field, X be a space and LX be the space of free loops on X. In this paper we are mainly interested in:
Topological conjecture. If X is a simply connected finite complex then the sequence of Betti numbers of LX, {dimH i(LX; k)}i≥0,
grows unbounded if and only if, as an algebra, H∗(X; k) is generated by at least two generators.
Remarks. (1) If we replace LX byΩX this is a result of McCleary [1].
(2) This conjecture relies on the ‘closed geodesic problem’ via the result of Gromoll–Meyer [2]: Let M be a simply connected
closed smooth manifold of dimension n ≥ 2. If for some field k the sequence (H i(LM; k))i≥0 is unbounded then for any
Riemannian metric on M there exist infinitely many geometrically distinct closed geodesics.
(3) If, as an algebra, H∗(X; k) is generated by a single generator then the Betti numbers of LX are uniformly bounded
[3, p. 312].
(4) This topological conjecture has been proved by D. Sullivan and M. Vigué [4] for k = Q. This result is also known under
specific hypothesis: [5–8,3]. Nonetheless in many examples the topological conjecture remains open (see Sections 7
and 8).
Let A be a differential graded k-algebra and M be a differential graded A-bimodule. As usual HH∗(A;M) denotes the
Hochschild homology of Awith coefficients inM . WhenM = Awe write for short HH(A) instead of HH∗(A; A). Precise here
that if A = {Ai}i≥0, A0 = k and d : Ai → Ai+1 then HH(A) is the graded vector space {HH i(A)}i≥0 with the upper grading
induced by those of A.
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Let X be a path connected space. If A = C∗(X; k) is the differential graded algebra of normalized singular cochains on X
with coefficients in k then under the hypothesis of the topological conjecture there exists, [9], an isomorphism of graded
k-vector spaces
HH(A) ∼= H∗(LX; k).
Therefore, the topological conjecture is a consequence of:
Algebraic conjecture. If A is an augmented differential graded k-algebra such that:
(i) A = {Ai}i≥0, d : Ai → Ai+1, dimH∗(A) <∞, H0(A) = k, H1(A) = 0,
(ii) A is a strongly homotopy commutative algebra in the sense of [10] (see also [11]).
If the graded algebra H∗(A) is not generated by a single generator then the sequence {dimHH i(A)}i≥0 grows unbounded.
Remarks. (1) The Algebraic conjecture has been proved when A admits a commutative model B such that H<0(B) = 0,
H0(B) = k, H1(B) = 0, dimH∗(B) <∞, [3, Theorem III]. (See Section 7 for a precise definition and examples.)
(2) The algebraic conjecture is not true if the hypothesis (i) is not satisfied (see Section 9).
(3) There is no hope for solving theAlgebraic conjecturewithout a hypothesis of type (ii) as illustrated at the end of Section 6.
See also [12, Theorem 2] where the Algebraic conjecture is proved for TorA(k, k) = HH∗(A; k) when A is a ‘homotopy
G-algebra’ ( = a particular case of shc-algebra).
The first result of this paper is:
Theorem A. Assume that the space X satisfies the hypothesis
(Ď)
{
X is a simply-connected finite complex,
as an algebra H∗(X, k) is generated by at least two generators.
(i) There exists a commutative differential graded algebra Γ such that
H<0(Γ ) = 0 = H1(Γ ),H0(Γ ) = k and as an algebra,
H(Γ ) is generated by two generators
and a surjective homomorphism of differential graded algebras
p : T → Γ
where T denotes a differential graded algebra which is quasi-isomorphic to C∗(X; k).
(ii) If there exists an A∞-map {σi}i≥1 : Γ → T such that p ◦ σ1 = idΓ then the sequence {dimHH i(C∗(X; k))}i≥0 grows
unbounded.
It is expected that such a nonmonogenic quotient Γ and such an A∞-map {σi}i≥1 (hereafter called an A∞-section of p)
exist if hypothesis (Ď) is satisfied. We are only able to prove:
Theorem B. Assume that X, Γ and p are as in Theorem A. There exist finitely many (nontrivial) obstruction classes for the
existence of a A∞-section of p.
Theorem C. Let M be a 1-connected closed smooth manifold of dimension n such that for some field k:
(a) the graded algebra H∗(M; k) is not monogenic,
(b) H i(M; k) = 0 for i = 2, . . . , r − 1,
(c) n < 3(2r − 1),
then for any Riemannian metric on M there exist infinitely many geometrically distinct closed geodesics.
Examples of manifolds satisfying hypothesis (a), (b) and (c).
(1) The 5-connected homogeneous space Sp(5)/SU(5) is a manifold of dimension 31 which is not a symmetric space.
(See Section 5-Remark (3) and compare with [7,6].)
(2) In [13, pages 218–219] is constructed a 1-connected closedmanifoldM of dimension 10 cobordant to (SU(3)/SO(3))×2
and the mod 2 cohomology of which admits 1, x4, x6, x10 as basis such that x4x6 = x10, Sq2(x4) = x6 and Sq4(x6) = x10.
2. Preliminaries on homotopical algebra
2.1. Conventions
All vector spaces are defined on a fixed field k and the unadorned ⊗ and Hom mean with respect to k. Graduations
are written either as superscripts or as subscripts, with the convention V k = V−k. The graded dual of V is denoted by V#
i.e. V#k = (V k)#. If v ∈ V k we write |v| = k.
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2.2. Bar constructions
Let A be a cochain algebra over kwith A0 = k and write A = k⊕ A¯. The reduced bar construction on A is the differential
graded coalgebra
B(A) = (T c(sA¯), dB(A))
where
(a) (sA¯)i = Ai+1
(b) T c(sA¯) denotes the free graded coalgebra generated by sA¯,
(c) [a1| · · · |ak] := sa1 ⊗ · · · ⊗ sak ∈ T k(sA¯) is of degree |a1| + · · · + |ak| − k.
(d) The differential dB(A) = d0 + d1 is defined by:
d0([a1|a2| · · · |ak]) = −
k∑
i=1
(−1)i [a1|a2| · · · |d(ai)| · · · |ak],
d1([a1|a2| · · · |ak]) =
k∑
i=2
(−1)i [a1|a2| · · · |ai−1ai| · · · |ak].
Here i =∑j<i |saj|.
2.3. Hochschild chain complex
The tensor product of cochain complexes
(A⊗ B(A), dA⊗B(A)) := (A, d)⊗ B(A)
is an (A, d)-differential gradedmodule whose generic elements are denoted by a0[a1| · · · |ak]. The degree of a0[a1| · · · |ak] ∈
A⊗ T k(sA¯) is |a0| + |a1| + · · · + |ak| − k.
The Hochschild chain complex on the differential graded algebra (A, d) is the complex
C∗A := (A⊗ B(A),D),
with differentials D : CkA :→ Ck+1A : defined by:
Da0[a1| · · · |an] = (d0 − dn)a0[a1| · · · |an] + dA⊗BAa0[a1| · · · |an]
where
{
d0a0[a1| · · · |an] = (−1)|a0|a0a1[a2| · · · | · · · |an],
dna0[a1| · · · |an] = (−1)(|an|+1)(|a0|+···+|an−1|+n−1)ana0 ⊗ [a2| · · · | · · · |an−1].
TheHochschild homology of the differential graded algebra (A, dA) is the homology of the Hochschild chain complex on A:
HH(A) := H(C∗A,D).
One should notice here that C∗A is concentrated in non-negative total upper degrees and thus so is HH(A).
2.4. Cobar constructions
Let C be a cochain coalgebra such that C0 = k and write C = k ⊕ C¯ . The reduced cobar construction on C = {C i}i≥0 is
the differential graded algebra
Ω(C) = (T (s−1C¯), dΩC) ,
where
(a) (s−1C¯)i+1 = C i,
(b) T (s−1C¯) denotes the free graded algebra generated by s−1C¯ ,
(c) 〈c1| · · · |ck〉 := s−1c1 ⊗ · · · ⊗ s−1ck ∈ T k(s−1C¯) is of degree |c1| + · · · + |ck| + k.
(d) The differential dΩC = δ0 + δ1 is defined by:{
δ0(〈c〉) = −〈dc〉
δ1(〈c〉) =
∑
i
〈ci|c ′i 〉
where φ¯(c) := φ(c)− c ⊗ 1− 1⊗ c =∑i ci ⊗ c ′i denotes the reduced coproduct of C .
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2.5. A∞-maps between two differential graded algebras
Let (A, d) and (A′, d′) be two k-differential graded algebras with units respectively denoted by 1A and 1A′ andmultiplica-
tions respectively denoted byµA andµA′ . A A∞-map from (A, d) to (A′, d′), [14], is a sequence of k-linearmaps of degree 1−k
fk : A⊗k → A′, k ≥ 1,
satisfying
f1(1A) = 1A′ , d′ ◦ f1 = f1 ◦ d,
fk(a1 ⊗ · · · ⊗ ak) = 0, if k ≥ 2 and ai = 1A for some i
and, for each k ≥ 1, the following (reduced) Stasheff morphism identities:
fk
( ∑
r+t=k−1
(−1)r+t (id⊗r ⊗ d⊗ id⊗t))+ fk−1 ( ∑
r+t=k−2
(−1)r (id⊗r ⊗ µA ⊗ id⊗t))
= d′(fk)+ µA′
(∑
i+j=k
(−1)i−1fi ⊗ fj
)
,
where r, t ≥ 0, i, j ≥ 1 (here we keep the signs considered in [15]).
The specification of a A∞-map {fk}k≥1 from (A, d) to (A′, d′) is equivalent to that of a homomorphismof differential graded
coalgebras
f : B(A)→ B(A′).
The map f is explicitly defined by formula [14]:
f ([a1| · · · |ak]) =
k∑
t=1
∑
k1+···+kt=k
[fk1(a1 ⊗ · · · ⊗ ak1)| · · · |fkt (akt−1+1 ⊗ · · · ⊗ ak)].
The homomorphism f defines a homomorphism of differential graded algebra fˆ such that the following diagram
commutes
ΩB(A)
fˆ
'OO
OOO
OOO
OOO
OO
ηA

A
f1 / A′
where ηA denotes the natural homomorphism of differential graded algebras resulting from the fact that the functorsΩ and
B are adjoint (see for instance [16, Proposition 2.11]).
3. Proof of Theorem A
Step 1. We begin with a convenient model for C∗(X; k)when X is assumed to satisfy the hypothesis (Ď) in Theorem A.
Lemma 1. Under hypothesis (Ď) there exists a quasi-isomorphism of differential graded algebras
ρ : (T (V ), d)→ C∗(X; k)
where
1. T (V ) denotes the free graded algebra generated by a graded vector space V = {V i}i≥2 with
(a) dim V i <∞ for all i,
(b) dim V ∩ ker d ≥ 2,
2. d is a derivation of degree 1 satisfying d ◦ d = 0 and d(V ) ⊂ T≥2(V ),
In Lemma 1, the key point is 1.(b). Here the fact that (T (V ), d) is a model of a space is essential; see the remark following
Theorem 10 in [17].
Proof of Lemma 1. The existence (and unicity up to isomorphism) of ρ satisfying Parts 1.(a) and 2. was first stated in
[18, Appendix] while the requirement 1.(b) is an intricate result due to Lambrechts, [17, Theorem 10]. It is also a corollary
of [16, 4.12] and [1] since V i ∼= Hi−1(ΩX; k) and V ∩ Ker d2 is isomorphic to the space of indecomposable elements of the
Pontryagin algebra H∗(ΩX; k). 
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Step 2. We construct a finite dimensional commutative graded algebra Γ which is generated by two generators and a
surjective homomorphism of differential graded algebras
(T (V ), d)
p / / (Γ , 0) .
Let (T (V ), d) be as in Lemma 1 and choose two linearly independent elements v,w ∈ V ∩ ker d. We consider the homo-
morphism of graded algebras
T (V )
q
)
/ / T (v,w) / / S(v,w) := T (v,w)/([v,w])
which is the composite of the two natural projections. Therefore, q(d(T (V ))) is an ideal of the free commutative graded
algebra S(v,w). We put
Γ = S(v,w)/q(d(T (V )))
and the natural projection p:
T (V )
p
&q / / S(v,w) / / Γ
is a homomorphism of differential graded algebras. By construction,Γ is a nonmonogenic commutative graded algebra such
that H<0(Γ ) = 0, H0(Γ ) = k, H1(Γ ) = 0 and 2 ≤ dimΓ <∞.
Step 3. We prove that the existence of an A∞-section of p implies that the sequence {dimHHi(C∗(X; k))}i≥0 grows
unbounded. Firstwe should say thatwehave an isomorphismof graded vector spaces betweenHH (C∗(X; k)) andHH (T (V ))
so we will work with HH (T (V )).
Furthermore, as explained in Section 2.5, the A∞-map {σi}i≥1 induces a homomorphism of differential graded algebras
σˆ : ΩB(Γ ) → T (V ) with σˆ = σ1 ◦ ηΓ . Then, by [16, Proposition 4.4], σˆ can be lifted to a homomorphism of differential
graded algebras
σ˜ : ΩB(Γ )→ ΩB(T (V )) such that σˆ = σ˜ ◦ ηTV
and we have ηΓ ◦ΩB(p) ◦ σ˜ = ηΓ . In particular HH(ΩB(p)) ◦ HH(σ˜ ) = idHH(ΩB(Γ )). Put,
p∗ = HH(p) : HH(T (V ))→ HH(Γ ) and σ ∗ = HH(ηT (V )) ◦ HH(σ˜ ) ◦ HH(ηΓ )−1.
Since p∗ = HH(ηΓ ) ◦ HH(ΩB(p)) ◦ HH(ηT (V ))−1 we obtain that p∗ ◦ σ ∗ = id. Now, by [3, Theorem III], the sequence
{dimHHk(Γ )}k≥1 is unbounded thus so is the sequence {dimHHk(C∗(X; k))}k≥1. 
4. Γ considered as a quotient of a differential graded subalgebra of (T (V ), d)
Lemma 2. Let A = (T (V ), d) be a differential graded algebra such that
(i) T (V ) denotes the free graded algebra generated by a graded vector space V = {V i}i≥2,
(ii) dim V i <∞ for all i,
(iii) d is a derivation of degree 1 satisfying d ◦ d = 0 and d(V ) ⊂ T≥2(V ).
Then there exists a subdifferential graded algebra of A of the form (T (U), d) such that
1. U is a graded subvector space of A≥2,
2. for each n ≥ 2, Un =⊕∞l=0 Unl with U0 ⊂ V ∩ ker d,
3. dUl+1 ⊂ (T (U))l all l ≥ 0,
4. if i denotes the natural inclusion (T (U), d) ↪→ (T (V ), d) and {Hl(T (U), d)}l≥0 the homology of the associated chain complex
of T (U0)-bimodules
· · · d→ T (U)l+1 d→ T (U)l d→ T (U)l−1 d→ · · ·
then Hl(i) : Hl(T (U), d)→ H(A) is injective for all l ≥ 0.
Proof. One should remark first that if r ≥ 2denotes the least integer such that dim V r ≥ 1 thendim V∩Ker d ≥ dim V r ≥ 1.
We proceed with an induction on the lower degree.
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(a) We choose a (nontrivial) subspace U0 of V ∩ Ker d and consider the natural inclusion
i0 : (T (U0), 0) ↪→ A.
Then i0 induces a homomorphism of graded algebras
H(i0) : H(T (U0)) = T (U0)→ H(A)
and the kernel K0 of H(i0) is an ideal of T (U0). In particular this is a T (U0)-bimodule. Let us denote by Q0 the cokernel of
T+(U0)⊗ K0 ⊗ T (U0)+ T (U0)⊗ K0 ⊗ T+(U0)→ K0, x⊗ a⊗ y 7→ xay.
We choose a homogeneous linear basis (x¯i) of Q0 and, for each i, an element xi ∈ K0 ⊂ T (U0) which represents x¯i. Thus
there exists ui ∈ A such that dui = xi. We put
U1 =
⊕
i
uik.
Then
(T (U≤1), d), with U≤1 = U0 ⊕ U1
is a subdifferential graded algebra of A such that d(U1) ⊂ T≥2(U0) and the inclusion i1 : T (U≤1, d)→ A induces an injective
map H0(T (U1), d)→ H(A).
(b) Assume that, for some integer k ≥ 1, there exists a subdifferential graded algebra of A of the form (T (U≤k), d) such
that
1k. U≤k is a graded subvector space of A≥2,
2k. for each n ≥ 2, Un≤k = Un0 ⊕ · · · ⊕ Unk with U0 ⊂ V ∩ ker d,
3k. for each l ≤ k− 1, dUl+1 ⊂
(
T (U≤k)
)
l,
4k. If ik denotes the natural inclusion (T (U≤k), d) ↪→ (T (V ), d) and Hl(T (U≤k), d) the homology of the associated chain
complex of T (U0)-bimodules
· · · d→ T (U≤k)l+1 d→ T (U≤k)l d→ T (U≤k)l−1 d→ · · ·
then Hl(ik) : Hl(T (U≤k), d)→ H(A) is injective for 0 ≤ l ≤ k− 1.
The kernel, Kk, of the homomorphism of graded algebras
H(ik) : Hk(T (U≤k), d)→ H(A)
is an ideal of H(T (U≤k), d) and thus a T (U0)-bimodule. Let us denote by Qk the cokernel of
T+(U0)⊗ Kk ⊗ T (U0)+ T (U0)⊗ Kk ⊗ T+(U0)→ Kk, x⊗ a⊗ y 7→ xay.
We choose a homogeneous linear basis (x¯i) of Qk and, for each i, an element xi ∈ Kk ⊂ Hk(T (U≤k), d) which represents x¯i
and also zi ∈
(
T (U≤k)
)
k such that dzi = 0 and [zi] = xi. Therefore, there exists ui ∈ A such that dui = zi. We put Uk+1 =⊕
kui and U≤k+1 = U≤k ⊕ Uk+1 Thus we have proved that there exists a subdifferential graded algebra of A of the form
(T (U≤k+1), d) such that
1k+1. U≤k+1 is a graded subvector space of A≥2,
2k+1. for each n ≥ 2, Un≤k = Un0 ⊕ · · · ⊕ Unk with U0 ⊂ V ∩ ker d,
3k+1. for each l ≤ k, dUl+1
(
T (U≤k)
)
l.
Consider the chain complex of T (U0)-bimodules
· · · d→ T (U≤k+1)l+1 d→ T (U≤k+1)l d→ T (U≤k+1)l−1 d→ · · · .
For l ≤ k1, T (U≤k+1)l = T (U≤k)l and Hl(T (U≤k+1), d) = Hl(T (U≤k), d). Since the natural inclusion ik+1 : T (U≤k+1) → A
restricts to ik on T (U≤k) it remains to prove that H(ik+1) : Hk(T (U≤k+1), d) → A is injective. This last property follows
directly from the definition of Uk+1. 
Remarks. (1) The differential graded algebra (T (U), d) is the smallest differential graded subalgebra of A = (T (V ), d)
containing U0 and such that the canonical inclusion i from (T (U), d) into A is injective in homology.
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(2) (T (U), d) is a filtered differential algebra.
(3) IfH(A) is graded commutative, so isH(T (U), d). Furthermore, if I is the ideal in T (U) generated byU≥1 and d(U1) then the
canonical projection (T (U), d) → (T (U)/I, 0) induces a surjective homomorphism of graded algebras H(T (U), d) →
H((T (U)/I, 0)). Since H(T (U), d) is commutative, so is H((T (U)/I, 0)) and
T (U)/I = H((T (U)/I, 0)) = S(U0)/J
for some ideal J of free graded commutative algebra S(U0). Suppose that dimH(A) <∞, then the ideal J is noetherian.
In particular, if dimU0 = 2 then
(T (U)/I, 0) ∼= S(v,w)/q(d(T (V ))) =: Γ .
5. Construction of obstructions to the existence of an A∞-section of p
We keep notation introduced in the previous sections.
Lemma 3. Assume that the differential graded algebra A = (T (V ), d) considered in Lemma 2 satisfies:
(iv) H(A) is a commutative graded algebra and dimH(A) <∞,
(v) U0 = kv ⊕ kw,
(vi) there exists a surjective homomorphism of differential graded algebras
p : A = (T (V ), d)→ Γ := (S(v,w)/I, 0), a 7→ a¯.
The obstructions to the existence of an A∞-section of p are homology classes
[Φs1,t1,...si+1,ti+1 ] ∈ Hi(T (U), d), i ≥ 2
where the non-negative integers si and ti satisfy siti 6= 0 and
|Φs1,t1,...si+1,ti+1 | = (s1 + · · · + si+1)|v| + (t1 + · · · + ti+1)|w| + i− 1.
Proof. Fix a linear basis of Γ of the form
(Ě) 1, v¯, v¯2, . . . , v¯k, w¯, w¯2, . . . , w¯l, v¯w¯, v¯w¯2, v¯2w¯, . . . , v¯mw¯n
with 1 ≤ m ≤ k and 1 ≤ n ≤ l, and p(v) = v¯, p(w) = w¯.
(a) Let us construct
f1 : Γ → A of degree 0
such that d ◦ f1 = 0 and p ◦ f1 = idΓ . Set, for any monomial v¯sw¯t in the basis (Ě)
f1(v¯sw¯t) = vswt .
Hence, f1(Γ ) ⊂ T (U0) ⊂ T (V ) ∩ Ker d is such that for any pair of monomials v¯sw¯t , v¯s′w¯t ′ in the basis (Ě)
f1(v¯s+s
′
w¯t+t
′
)− f1(v¯sw¯t)f1(v¯s′w¯t ′) = vs+s′wt+t ′ − vswtvs′wt ′ .
From (iv) we deduce that there exists αs,t,s′,t ′ ∈ T (V ) such that dαs,t,s′,t ′ = f1(v¯s+s′w¯t+t ′)− f1(v¯sw¯t)f1(v¯s′w¯t ′). Pointing out
that vs+s′wt+t ′ − vswtvs′wt ′ ∈ Ker H(i0) one can choose
αs,t,s′,t ′ ∈ T (U)1.
(b) We define f2 : Γ ⊗2 → T (U)1 ⊂ A of degree − 1 by
f2(v¯sw¯t ⊗ v¯s′w¯t ′) = αs,t,s′,t ′ .
(c) Suppose that, for any `, 2 ≤ ` ≤ i, f` : Γ ⊗` → A of degree 1− ` is defined such that:
(a`) f1(1Γ ) = 1A,
(b`) f`(γ1 ⊗ · · · ⊗ γ`) = 0, if ` ≥ 2 and γi = 1Γ for some i,
(c`) d ◦ f` = f`−1
(
`−1∑
r=0
(−1)r (id⊗r ⊗ µA ⊗ id⊗l−r−1))+ µA (`−1∑
u=1
(−1)ufs ⊗ f`−u
)
, ` ≥ 2,
(d`) f`(v¯s1w¯t1 ⊗ · · · ⊗ v¯s`w¯t`) = αs1,t1,...s`,t` ∈ T (U)`−1.
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We set:
Φs1,t1,...si+1,ti+1 = fi
(
`−1∑
r=0
(−1)r (id⊗r ⊗ µA ⊗ id⊗l−r−1)) (v¯s1w¯t1 ⊗ · · · ⊗ v¯si+1w¯ti+1)
+µA′
(
i∑
u=1
(−1)ufu ⊗ f`−u
)
(v¯s1w¯t1 ⊗ · · · ⊗ v¯si+1w¯ti+1)
=
`−1∑
r=0
(−1)rαs1,t1,...sr ,tr ,sr+1+sr+2,tr+1+tr+2,sr+3,tr+3,...si+1,ti+1
+
i∑
u=1
(−1)uαs1,t1,...su,tuαsu+1,tu+1,...si+1,ti+1 .
A direct computation, using (ci), shows thatΦs1,t1,...si+1,ti+1 is a cocycle in A and (di) implies thatΦs1,t1,...si+1,ti+1 ∈ T (U)i.
The nontrivial class [Φs1,t1,...si+1,ti+1 ] ∈ Hi(T (U)) ⊂ H(A) are the obstructions to define fi+1. 
From Lemmas 1 and 3 we deduce:
Corollary. If X satisfies hypothesis (Ď) in TheoremA and if r = inf(|v|, |w|) then the nontrivial obstructions [Φs1,t1,...si+1,ti+1 ]
satisfy:
(i+ 1)(2r − 1) ≤ |[Φs1,t1,...si+1,ti+1 ]| ≤ dim X, i ≥ 2.
In particular,
(a) there is only a finite number of (nontrivial) obstructions to the existence of a A∞-section of p,
(b) if n < 3(2r − 1) then p has a A∞-section.
This proves Theorem B and (since Vi = 0, i < r) Theorem C of the introduction.
Remarks. (1) The αs1,t1,...s`,t` ∈ T (U)`, ` ≤ i are defined up to a cocycle. Consequently, the obstruction classes[Φs1,t1,...si+1,ti+1 ] are not canonically defined.
(2) If (T (V ), d) is formal (this means that there exists a quasi-isomorphism of differential graded algebras (T (V ), d) →
(H(A), 0)) then Hi(T (U), d) = 0 for i ≥ 1 [19] and the obstruction classes [Φs1,t1,...si+1,ti+1 ] are all trivial. In particular
we recover a result of [3]: Let M be a simply connected closed smooth manifold of dimension n ≥ 2. If for some field k the
space M is k-formal then for any Riemannian metric on M there exist infinitely many geometrically distinct geodesics.
(3) The homogeneous space Sp(5)/SU(5) is not Q-formal (and thus not a symmetric space,[20, Section 12-e Example 3])
since there exist Massey products of degrees 21 and 25.
6. An example of computations of the first obstruction classes
Let p : A = (T (V ), d)→ Γ := (S(v,w)/I, 0), a 7→ a¯ as in Lemma 3. Assume that v, w are of even degrees and let α, β
and γ be such that
vw − wv = dα, w2 = dβ, v3 = dγ .
Thus a linear basis ofΓ is then given by themonomials 1, v¯, w¯, v¯w¯ = w¯v¯, v¯2, v¯2w¯ = v¯w¯v¯ = w¯v¯2 and f1 such that d◦f1 = 0
and p ◦ f1 = idΓ are uniquely defined by:
f1(1) = 1, f1(v¯) = v, f1(w¯) = w, f1(v¯w¯) = vw = f1(w¯v¯),
f1(v¯2) = v2, f1(v¯2w¯) = v2w = f1(w¯v¯2).
Therefore,
d (f2(v¯ ⊗ v¯)) = f1(v¯v¯)− f1(v¯)f1(v¯) = v2 − v2 = 0
d (f2(v¯ ⊗ w¯)) = f1(v¯ w¯)− f1(v¯)f1(w¯) = vw − vw = 0
d (f2(v¯ ⊗ v¯w¯)) = f1(v¯2w¯)− f1(v¯)f1(v¯w¯) = v2w − v2w = 0
d
(
f2(v¯ ⊗ v¯2)
) = f1(v¯3)− f1(v¯)f1(v¯2) = −v3 = −dγ
d
(
f2(v¯ ⊗ v¯2w¯)
) = f1(v¯3w¯)− f1(v¯)f1(v¯2w¯) = −v3w = −d(γw)
d (f2(w¯ ⊗ v¯)) = f1(w¯v¯)− f1(w¯)f1(v¯) = vw − wv = dα
d (f2(w¯ ⊗ w¯)) = f1(w¯2)− f1(w¯)f1(w¯) = −w2 = −dβ
d (f2(w¯ ⊗ v¯w¯)) = f1(w¯2v¯)− f1(w¯)f1(v¯w¯) = −wvw =
{−d(wα + βv)
d(αw − vβ)
d
(
f2(w¯ ⊗ v¯2)
) = f1(w¯v¯2)− f1(w¯)f1(v¯2) = v2w − wv2 = d(vα + αv)
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d
(
f2(w¯ ⊗ v¯2w¯)
) = f1(w¯v¯2w¯)− f1(w¯)f1(v¯2w¯) = −wv2w
=
{− (v2w − d(vα + αv))w = d ((vα + αv)w − v2β)
−w (wv2 + d(vα + αv)) = −d (βv2 + w(vα + αv))
d (f2(v¯w¯ ⊗ v¯)) = f1(v¯2w¯)− f1(v¯w¯)f1(v¯) = v2w − vwv = d(vα)
d (f2(v¯w¯ ⊗ w¯)) = f1(v¯w¯2)− f1(v¯w¯)f1(w¯) = −vw2 = −d(vβ)
d (f2(v¯w¯ ⊗ v¯w¯)) = f1(v¯2w¯2)− f1(v¯w¯)f1(v¯w¯) = −vwvw
=

−v(wv)w = −v(vw − dα)w = d(vαw − v2β)
−v(wvw) =
{−d (v(vβ − αw))
−d (v(wα + βv))
−(vwv)w =
{−(d(αv)+ wv2)w = −d(αvw)− wv2w
−(v2w − d(αv))w = d(−v2β + αvw)
d
(
f2(v¯w¯ ⊗ v¯2)
) = f1(v¯3w¯)− f1(v¯w¯)f1(v¯2) = −vwv2
=
{
d (v(vα + αv)− γw)
−d(αv2 + wγ )
d
(
f2(v¯w¯ ⊗ v¯2w¯)
) = f1(v¯3w¯2)− f1(v¯w¯)f1(v¯2w¯) = −vwv2w
=

−v(wv2)w = vd(vα + αv)w − v3w2 =
{
d
(
v(vα + αv)w − γw2)
d
(
v(vα + αv)w − v3β)
−(vwv2)w =
{−d((αv2 + wγ )w)
d((v(vα + αv)− γw)w)
−(vwv)vw = (d(vα)− v2w)vw = d(vαvw − v2wα + v2βv)
d
(
f2(v¯2 ⊗ v¯)
) = f1(v¯3)− f1(v¯2)f1(v¯) = −v3 = −dγ
d
(
f2(v¯2 ⊗ w¯)
) = f1(v¯2w¯)− f1(v¯2)f1(w¯) = v2w − v2w = 0
d
(
f2(v¯2 ⊗ v¯w¯)
) = f1(v¯3w¯)− f1(v¯2)f1(v¯w¯) = −v3w = −d(γw)
d
(
f2(v¯2 ⊗ v¯2)
) = f1(v¯4)− f1(v¯2)f1(v¯2) = −v4 = {−d(vγ )−d(γ v)
d
(
f2(v¯2 ⊗ v¯2w¯)
) = f1(v¯4w¯)− f1(v¯2)f1(v¯2w¯) = −v4w = {−d(vγw)−d(γ vw)
d
(
f2(v¯2w¯ ⊗ v¯)
) = f1(v¯3w¯)− f1(v¯2w¯)f1(v¯) = −v2wv
=

−v(vwv) =
{
d(v(αw − vβ))
−d(v(wα + βv))
−v2(wv) = −v2(vw − dα) = d(v2α − γw)
−(v2w)v = −(wv2 + d(vα + αv)v) = −d(wγ + (vα + αv)v)
d
(
f2(v¯2w¯ ⊗ w¯)
) = f1(v¯2w¯2)− f1(v¯2w¯)f1(w¯) = −v2w2 = −d(v2β)
d
(
f2(v¯2w¯ ⊗ v¯w¯)
) = f1(v¯3w¯2)− f1(v¯2w¯)f1(v¯w¯) = −v2wvw
=

−(v2wv)w =

d(v(αw − vβ)w)
−d(v(wα + βv)w)
d(v2α − γw2)
−d(wγ + (vα + αv)vw)
−v2(wvw) =
{
d(v2(vβ − αw))
d(v2(wα − βv))
d
(
f2(v¯2w¯ ⊗ v¯2)
) = f1(v¯4w¯)− f1(v¯2w¯)f1(v¯2) = −v2wv2
=

−(v2wv)v =

d(v(αw − vβ)v)
−d(v(wα + βv2))
d((v2α − γw2)v)
−d(wγ + (vα + αv)v2)
−v2(wv2) = −v2(v2w − d(vα + αv)) = d(γ vw − (vα + αv))
−v(vwv2) = −d(v(αv2 + wγ ))
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d
(
f2(v¯2w¯ ⊗ v¯2w¯)
) = f1(v¯4w¯2)− f1(v¯2w¯)f1(v¯2w¯) = −v2wv2w
=

−(v2wv2)w =

d(v(αw − vβ)vw)
−d(v(wα + βv2)w)
d((v2α − γw2)vw)
−d(wγ + (vα + αv)v2w)d(γ vw − (vα + αv)w)
−v2(wv2w) = −v2(v2w − d(αv + vdα)w) = d((γ v − (αv + vα))w)
−v(vwv2w) =

d
(
v2(vα + αv)w − γw2)
d
(
v2(vα + αv)w − v3β)
−d(v(αv2 + wγ )w)
d((v2(vα + αv)− γw)w)
d(v(vαvw − v2wα + v2βv))
We choose to define f2 as follows:
f2(v¯ ⊗ v¯) = 0 f2(w¯ ⊗ v¯) = α f2(v¯w¯ ⊗ v¯) = vα
f2(v¯ ⊗ w¯) = 0 f2(w¯ ⊗ w¯) = −β f2(v¯w¯ ⊗ w¯) = −vβ
f2(v¯ ⊗ v¯w¯) = 0 f2(w¯ ⊗ v¯w¯) = αw − vβ f2(v¯w¯ ⊗ v¯w¯) = v(αw − vβ)
f2(v¯ ⊗ v¯2) = −γ f2(w¯ ⊗ v¯2) = vα + αv f2(v¯w¯ ⊗ v¯2) = −(αv2 + wγ )
f2(v¯ ⊗ v¯2w¯) = −γw f2(w¯ ⊗ v¯2w¯) = (vα + αv)w − v2β f2(v¯w¯ ⊗ v¯2w¯) = −(αv2 + wγ )w
f2(v¯2 ⊗ v¯) = −γ f2(v¯2w¯ ⊗ v¯) = v2α − γw
f2(v¯2 ⊗ w¯) = 0 f2(v¯2w¯ ⊗ w¯) = −v2β
f2(v¯2 ⊗ v¯w¯) = −γw f2(v¯2w¯ ⊗ v¯w¯) = (v2α − γw)w
f2(v¯2 ⊗ v¯2) = −vγ f2(v¯2w¯ ⊗ v¯2) = −v(αv2 + wγ )
f2(v¯2 ⊗ v¯2w¯) = −vγw f2(v¯2w¯ ⊗ v¯2w¯) = −v(αv2 + wγ )w.
Therefore, using the formula
d
(
f3(a¯⊗ b¯⊗ c¯)
) = f2(a¯b¯⊗ c¯ − a¯⊗ b¯c¯)− (−1)|a|f1(a¯)f2(b¯⊗ c¯)+ f2(a¯⊗ b¯)f1(c¯),
we obtain
d (f3(v¯ ⊗ v¯ ⊗ v¯)) = 0 d (f3(v¯ ⊗ w¯ ⊗ v¯)) = 0 d (f3(v¯ ⊗ v¯w¯ ⊗ v¯)) = 0
d (f3(v¯ ⊗ v¯ ⊗ w¯)) = 0 d (f3(v¯ ⊗ w¯ ⊗ w¯)) = 0 d (f3(v¯ ⊗ v¯w¯ ⊗ w¯)) = 0
d (f3(v¯ ⊗ v¯ ⊗ v¯w¯)) = 0 d (f3(v¯ ⊗ w¯ ⊗ v¯w¯)) = 0 d (f3(v¯ ⊗ v¯w¯ ⊗ v¯w¯)) = d(γ β)
d
(
f3(v¯ ⊗ v¯ ⊗ v¯2)
) = 0 d (f3(v¯ ⊗ w¯ ⊗ v¯2)) = 0 d (f3(v¯ ⊗ v¯w¯ ⊗ v¯2)) = 0
d
(
f3(v¯ ⊗ v¯ ⊗ v¯2w¯)
) = 0 d (f3(v¯ ⊗ w¯ ⊗ v¯2w¯)) = 0 d (f3(v¯ ⊗ v¯w¯ ⊗ v¯2w¯)) = 0.
Below appear the first obstructions to define f3. The cocycles (γ v− vγ ) and (γ v2− v2γ )which appear on the left hand are
not necessarily coboundaries. One should remark that they respectively represent Massey products: 〈v, v2, v〉, 〈v2, v, v2〉
while the obstructions which appear on the right hand are not Massey products.
d
(
f3(v¯ ⊗ v¯2 ⊗ v¯)
) = 0 d (f3(v¯ ⊗ v¯2w¯ ⊗ v¯)) = −d(γ α)+ (vγ − γ v)w
d
(
f3(v¯ ⊗ v¯2 ⊗ w¯)
) = 0 d (f3(v¯ ⊗ v¯2w¯ ⊗ w¯)) = d(γ β)
d
(
f3(v¯ ⊗ v¯2 ⊗ v¯w¯)
) = (vγ − γ v)w d (f3(v¯ ⊗ v¯2w¯ ⊗ v¯w¯)) = −d(γ αw − (vγ − γ v)β)
d
(
f3(v¯ ⊗ v¯2 ⊗ v¯2)
) = v2γ − γ v2 d (f3(v¯ ⊗ v¯2w¯ ⊗ v¯2)) = v2αv2 + (d(vα + αv))γ + [wv2, γ ]
d
(
f3(v¯ ⊗ v¯2 ⊗ v¯2w¯)
) = (v2γ − γ v2)w d (f3(v¯ ⊗ v¯2w¯ ⊗ v¯2w¯)) = v2(αv2 + wγ )w
. . .
Below we illustrate how the ‘shc-hypothesis’ permits to cancel the first obstructions listed above.
Assume now that A = (T (V ), d) is the free model of a space X satisfying hypothesis (Ď) in Theorem A. Therefore, there
exists a homomorphism of differential graded algebras (see [11, Section 6.4 . . .Section 6.6] for definitions)
µ : T (V ′ ⊕ V ′′ ⊕ V ′#V ′′)→ (T (V ), d)
with V = V ′ = V ′′ ∼= s−1H+(ΩX; k) and V ′#V ′′ = s−1 (sV ⊗ sV ). It results from the definition of µ that:
(a) dµ(v#v) = µ(v2 − v2) = 0,
(b) dµ(v#w) = vw − wv.
Assume for simplicity that |v| < |w|. Then it results from [17, Lemma 14-case 3] that the cocycleµ(v#v) is a coboundary.
Thus we put
µ(v#v) = dθ,
and we choose α = µ(v#w). Now from the ‘Hirsch-type formulae’ described in [11, Proposition 6.6-(4)] we deduce that
dµ(v#γ ) = [v, γ ] − v2dθ − vdθv − dθv2
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so that, if we put η = µ(v#γ )+ v2θ + vθv + θv2 then
df3(v¯ ⊗ v¯2 ⊗ v¯w¯) = dη
df3(v¯ ⊗ v¯2 ⊗ v¯2) = d(vη + ηv)
df3(v¯ ⊗ v¯2 ⊗ v¯2w¯) = d(vηw + ηvw)
df3(v¯ ⊗ v¯2w¯ ⊗ v¯) = −d(γ α)+ d(ηw)
. . . .
7. About commutative models
A differential graded algebra A (A = {Ai}i≥0 and dA : Ak → Ak+1) admits a commutative model if there exists a
commutative differential graded algebra B (B = {Bi}i≥0 and dB : Bk → Bk+1) and a finite sequence of quasi-isomorphisms
B← . . .→ A
of differential graded algebras. The spaceX admits a 1-connected commutativemodel overk if the differential graded algebra
C∗(X; k) admits a commutative model. This is a particular case of space X satisfying the hypothesis (∗) (see Theorem A):
(∗)

(i) There exists a commutative differential graded algebra Γ such that
H<0(Γ ) = 0 = H1(Γ ),H0(Γ ) = k
(ii) a surjective homomorphism of differential graded algebras p : T → Γ
(some differential graded algebra T quasi-isomorphic to C∗(X; k))
(iii) an A∞-section of p.
The following lemma generalizes to this situation a result which is implicit in [21] as well as a published result of
Anick [22].
Lemma 4. Let X be a 1-connected CW complex of finite type. If X satisfies hypothesis (∗) for some field k of characteristic 6= 2
then the Pontryagin algebra H∗(ΩX; k) contains a subalgebra H such that the powers of any nontrivial element in H do not
vanish. If X admits a 1-connected commutative model over k thenH = H∗(ΩX; k).
Proof. Since X admits a free model, [16, Definition 4.1 and Proposition 4.2]: T := (T (V ), d) ϕ→ C∗(X; k),with V i = 0, i < 2
and dim V i < ∞, i ≥ 2. The canonical homomorphism C∗(X; k) → (C∗(X; k))# =
(
(C∗(X; k))#
)#
is a quasi-isomorphism
of differential graded algebras. So, we have the homomorphisms of differential graded algebras
ΩC∗(X; k) θ' / Ω (C∗(X; k))#
Ω(ϕ#)
'
/ Ω (T (V ), d))# Ω(Γ #)
Ω(p#)o
where θ and Ω(ϕ#) are quasi-isomorphisms. Let σ : B(Γ ) → B(T (V ), d) be the homomorphism of differential graded
coalgebra defined by {σi}i≥1 as in Section 2.5. If τ : Id → BΩ denotes the natural adjunction [16, Proposition 2.14] then
τB(Γ ) ◦B(p) ◦σ = BΩB(p) ◦B(σ˜ ) ◦ τB(Γ ) = τB(Γ ) where σ˜ is defined in Section 3-Step 3. Therefore, since (B(p))# = Ω(p#)
we have proved that H(σ #) ◦ H(Ω(p#)) = idΩ(Γ #). This implies that
H∗(ΩX; k) H(Ω(Γ #))H(Ωp
#)◦H(Ω(ϕ#))◦θo
is an injective homomorphism of graded algebras. We setH = H(Ωp#) ◦ H(Ω(ϕ#)) ◦ θ (H(Ω(Γ #))).
Since we assume that the characteristic of k 6= 2 then
H∗(Ω(Γ #)) ∼= H∗(ULΓ ) ∼= UE
where the first isomorphism comes from the definition of the Quillen functorL [23] and the second from [24, Theorem B].
All these isomorphisms are isomorphisms of graded coalgebras but the second one is not an isomorphism of the Hopf
algebras.
To a nontrivial element of Hr(Ω(A#)) corresponds a nontrivial element a ∈ (UE)r = Er . One completes this element to
a homogeneous basis of E: a1 = a, a2, . . .. and by Poincaré–Birkhoff–Witt theorem [20, Theorem 21.1], the powers of a do
not vanish.
Finally observe that if (A, dA) is a commutative model for X then we deduce, from the lifting lemma [16, Propositions 4.4
and 4.5] the following quasi-isomorphism
(A, dA)
ψ← (T (V ), d).
The above proof with Γ = A and ψ in place of p shows that we can chooseH = H∗(ΩX; k). 
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Examples. (1) If k = Q, then thanks to Sullivan’s results [25], every path connected topological space admits a commutative
model. This result has been generalized by Anick as follows [26]. If X is a r − 1-connected (r ≥ 2) finite CW complex and if
char(k)≥ dim Xr then X admits a 1-connected finite type commutative model. For any field k, if the space X admits a formal
free model (T (V ), d), as considered in Section 5-Remark (2), then it admits a commutative model.
(2) The 8-skeleton X of K(Z, 3) does not admit a commutative model over F3. Indeed, the inclusion X ⊂ K(Z, 3) induces
an injective map
ΩX ⊂ ΩK(Z, 3) ∼= K(Z, 2)
and thus a homomorphism of graded algebras
ψ : H∗(ΩX; F3)→ H∗(K(Z, 2); F3) ∼= Γ (u),
where Γ (u) denotes the free algebra of divided powers generated by u of degree 2. But the restriction ofψ to H≤5(ΩX; F3)
induces a bijection
ψ ′ : H≤5(ΩX; F3)→ H≤5(K(Z, 2); F3) ∼= (Γ (u))≤5 ∼= F3[u]/u3.
Hence, for any nontrivial x ∈ H2(ΩX; F3), ψ ′(x) = λxu (λx ∈ F∗3) and ψ ′(x3) = λ3xu3 = λxu3 = 0 therefore x3 = 0. We
conclude with Lemma 4.
(3) Obviously if the differential graded algebraA admits a commutativemodel thenH(A) is a graded commutative algebra.
The converse is false even over a field of characteristic zero. For instance, consider the differential graded algebra overQA =
(T (x, y, z1, z2, . . .), d), dx = 0, dy = x2, |x| = 3 where the generators zi are introduced in order to kill all the cohomology
classes of degree≥ 9 in H(T (x, y), d). Then H(A) = H≤8(T (x, y), d) = k⊕[x]k⊕[xy−yx]k is the cohomology of the wedge
of two spheres in dimension 3 and 8. The differential graded algebra A does not admit a commutative model. Indeed if A
admits a commutative model B then, from [16, Propositions 4.4 and 4.5], we deduce that there exists a quasi-isomorphism
of differential graded algebras ϕ : A → M where M denotes the minimal Sullivan model of B (see [20, Section 12] for
definition, notation and construction). But this is impossible sinceM = (∧(x, u, v1, v2, . . .), |x| = 3, |u| = 8, |vi| ≥ 10,
dx = 0, du = 0, . . .) and ϕ(y) = 0.
8. Spaces with monogenic rational cohomology
Finite complexes with monogenic rational cohomology and nonmonogenic mod p cohomology have been extensively
studied in [1, Section 2]. The following examples have been communicated to us by Lambrechts.
(1) Let N a simply connected closed manifold of dimension n = 2m. Suppose that N have the rational homotopy type of
a sphere and that its mod p cohomology is not the cohomology of a sphere. Let M = CP(m)#N be the connected sum of a
complex projective space with N . The rational cohomology ofM is monogenic and its mod p cohomology is not monogenic.
Such a manifold N is obtained as follows. Let X = (Sk ∪p ek+1) with k < n − 1 be a Moore space. Consider an embedding
of X in R2n+1 with image N ⊂ {0} × {0} × R2n−1 (which is always possible). The manifold N is a thickening of X and the
boundary ∂N is a closedmanifold which is rational homology sphere. Since ∂N is a retract of X the homology of ∂N contains
the homology of X and then p-torsion.
(2) Consider for instance a Sullivan model, (see [20, Section 12] for a definition and notation),
A = (
∧
(x, y), dx = 0, dy = xr+1) with |x| = 2 mod 4 and r odd.
Hence H(A) = Q[x]/(xr+1) has formal dimension non-equal to 0 mod 4. Following Sullivan [25], there exists a closed
manifold M of dimension 2r which realizes this rational homotopy type. The Adams theorem [27] on the ‘‘Hopf invariant 1
problem’’ implies that if x is not of degree 2 (4 or 8), then the mod 2 cohomology of M is not equal to F2[x]/(xr+1). But of
course H∗(M;Z/2) contains this truncated polynomial algebra.
9. The hypothesis (i) in the Algebraic conjecture
The following example has been communicated to us by Menichi.
Set A = C∗(Ω(HPn); k). By the James splitting theorem,
Ω(HPn) ' Ω(S4n+3)× S3
and thus the Pontryagin algebra H∗(A) is not monogenic. On the other hand, Goodwillie’s result [28] states that there exists
an isomorphism of graded vector spaces
(∗) HH(A) ∼= H∗(LHPn; k).
(HereHH(A) = {HHi(A)}i≥0.) Now since the algebraH∗(HPn; k) is monogenic we deduce from (∗) and [3, Remark page 312]
that the sequence {dimHHi(A)}i≥0 is bounded.
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