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ABSTRACT
Aims. Cosmological surveys in the far infrared are known to suffer from confusion. The Bayesian de-blending tool, XID+, currently
provides one of the best ways to de-confuse deep Herschel SPIRE images, using a flat flux density prior. This work is to demonstrate
that existing multi-wavelength data sets can be exploited to improve XID+ by providing an informed prior, resulting in more accurate
and precise extracted flux densities.
Methods. Photometric data for galaxies in the COSMOS field were used to constrain spectral energy distributions (SEDs) using the
fitting tool CIGALE. These SEDs were used to create Gaussian prior estimates in the SPIRE bands for XID+. The multi-wavelength
photometry and the extracted SPIRE flux densities were run through CIGALE again to allow us to compare the performance of the
two priors. Inferred ALMA flux densities (FinferALMA), at 870 µm and 1250 µm, from the best fitting SEDs from the second CIGALE
run were compared with measured ALMA flux densities (FmeasALMA) as an independent performance validation. Similar validations were
conducted with the SED modelling and fitting tool MAGPHYS and modified black body functions to test for model dependency.
Results. We demonstrate a clear improvement in agreement between the flux densities extracted with XID+ and existing data at
other wavelengths when using the new informed Gaussian prior over the original uninformed prior. The residuals between FmeasALMA and
FinferALMA were calculated. For the Gaussian prior, these residuals, expressed as a multiple of the ALMA error (σ), have a smaller standard
deviation, 7.95 σ for the Gaussian prior compared to 12.21 σ for the flat prior, reduced mean, 1.83 σ compared to 3.44 σ, and have
reduced skew to positive values, 7.97 compared to 11.50. These results were determined to not be significantly model dependent. This
results in statistically more reliable SPIRE flux densities and hence statistically more reliable infrared luminosity estimates.
Key words. Galaxies: statistics – Infrared: galaxies
1. Introduction
Infrared (IR) radiation makes up approximately half of the to-
tal extragalactic emission that we observe (e.g. Dole et al. 2006;
Burgarella et al. 2013). As a result, it is important to observe at
these wavelengths to gain a better understanding of our Universe.
ESA’s Herschel Space Observatory’s (Pilbratt et al. 2010) Spec-
tral and Photometric Imaging Receiver (SPIRE; Griffin et al.
2010) cosmological surveys probe the far IR but are known to
suffer from source confusion (e.g. Nguyen et al. 2010; Oliver
et al. 2012), with object separation in the COSMOS2015 cata-
logue (Laigle et al. 2016) . 8′′ and SPIRE’s smallest beam size
of 18′′ (Griffin et al. 2010). There have been a number of tools
created to de-blend SPIRE images, such as DESPHOT (Rose-
boom et al. 2010, 2012; Wang et al. 2014) or T-PHOT (Merlin
et al. 2015). These tools mostly use maximum likelihood esti-
mation to generate flux density estimates using galaxy positions
extracted from a shorter wavelength image.
More recently, the probabilistic, Bayesian de-blender XID+
(Hurley et al. 2017) has been developed, overcoming the main
weaknesses of DESPHOT: its tendency to assign all the flux den-
? Herschel is an ESA space observatory with science instruments pro-
vided by European-led Principal Investigator consortia and with impor-
tant participation from NASA.
sity to one source when many sources are within a single beam
as well as the poor estimation of variance and co-variance of
sources. This is achieved by exploring the full posterior distribu-
tion (see Sect. 3.1.1) using the Bayesian statistical inference tool
Stan (Carpenter et al. 2017). As a result of posterior exploration,
XID+ produces much better flux density precision with more re-
alistic associated uncertainties than DESPHOT across all three
SPIRE bands (Hurley et al. 2017). However, the current, pub-
licly available XID+ only uses a flat and uninformed flux density
prior.
The aim of this paper is to show how the performance of
XID+ can be advanced by exploiting the large amount of multi-
wavelength data available in the popular COSMOS field (Scov-
ille et al. 2007) as part of the continuing development of XID+,
although the technique can be applied in any deep field with
multi-wavelength data available. Throughout this paper, Wilkin-
son Microwave Anisotropy Probe year 7 cosmology (Komatsu
et al. 2011; Larson et al. 2011) is followed: ΩM = 0.27, ΩΛ =
0.73 and H0 = 70.4 km s−1 Mpc−1.
2. Data
For this work, a large multi-wavelength data set from a field
covered by the Herschel Multi-tiered Extragalactic Survey (Her-
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MES; Oliver et al. 2012) was required. The multi-wavelength
data is needed to generate flux density priors for de-blending the
SPIRE images from HerMES. A secondary data set is also re-
quired for validation of the extracted flux densities. For this we
choose data from the Atacama Large Millimeter/submillimeter
Array (ALMA) due to its higher resolution coupled with the fact
that the 850 µm and 1100 µm bands are dominated by the same
emission as the SPIRE bands (e.g. Scoville et al. 2014, 2016).
Thermal emission dominates at wavelengths of approxi-
mately 50 µm or more and contains the Rayleigh-Jeans (RJ) tail
from approximately 100 µm to 1100 µm in the rest frame (e.g.
Draine 2003; Draine & Li 2007). Thus, at least one SPIRE band
lies within the RJ tail up to redshifts of 4 and all three SPIRE
bands will be dominated by thermal emission at all redshifts
studied here. Similarly, the 870 µm ALMA band will remain
in the RJ tail for the entirety of this study while the 1250 µm
ALMA band enters the RJ region at redshifts of 0.14, hence why
it is chosen for high redshift objects only. Evidently, the SPIRE
bands and the two ALMA bands chosen for this study are both
dominated by the same physical processes, certainly up to red-
shifts of at least 4, making ALMA data a good choice to validate
the SPIRE data.
The COSMOS field was chosen due to the prevalence of
multi-wavelength data as well as the SPIRE images within COS-
MOS being considered to be reasonably homogenous and of
high quality (see Appendix A). The COSMOS2015 catalogue
(Laigle et al. 2016) was used as an ancillary data set as it con-
tains data on over 1.2 million objects in over 30 wavelength
bands. For this work, only bands from the ultra violet to the mid
IR were used. The Subaru narrow bands were omitted as simi-
lar wavelengths are covered by the Subaru intermediate bands5.
The Spitzer Multiband Imaging Photometer (Rieke et al. 2004)
24 µm data were also not used as they also noticeably suffer from
confusion, although not to the same extent as the SPIRE data
(e.g. Dole et al. 2004; Rieke et al. 2004). It also lies in a region
of the spectrum that is more complicated to model, with contri-
butions from active galactic nuclei (AGN), thermal dust emis-
sion and non-thermal polycyclic aromatic hydrocarbons. The 3′′
aperture data were used, where available, to match the Spitzer
Infrared Array Camera data.
The latest SPIRE maps for the COSMOS field, Data Release
4 from HerMES (Oliver et al. 2012), from the Herschel Database
in Marseille6 were used for the SPIRE extraction. These maps
have a beam size of 18.1′′, 25.2′′ and 36.6′′ and 5σ confusion
limits of 24.0, 27.5 and 30.5 mJy for the 250 µm, 350 µm and
500 µm bands respectively (Griffin et al. 2010; Nguyen et al.
2010).
The ALMA archive7 was searched for objects within the
COSMOS field with positive flux densities at 870 µm, or
1250 µm. A total of 214 objects were found that met these cri-
teria: 192 objects with 870 µm data at z < 3 from Scoville et al.
(2014, 2016) and 22 objects with 1250 µm data at z > 3 from
Scoville et al. (2016). In the original studies, these objects were
selected as they have stellar masses of approximately 1011 M.
Of the 214 objects, 43 (20%) have a signal-to-noise ratio of less
than 2σ, all of which are from Scoville et al. (2014) due to the
higher values of 1σ rms noise. The reader is referred to Scov-
ille et al. (2014) and Scoville et al. (2016) for discussion on the
signal-to-noise of the ALMA observations.
5 We note that the Subaru narrow bands are used in the photometric
redshift derivation in the COSMOS2015 catalogue.
6 http://hedam.lam.fr
7 https://almascience.nrao.edu/alma-data/archive
The ALMA data were matched to the COSMOS2015
sources. With a positional accuracy of 0.15′′ for the COS-
MOS2015 catalogue (Laigle et al. 2016) and a pointing accuracy
of 0.6′′ for ALMA, matching within 1′′ of the ALMA sources
was deemed adequate. For one ALMA object there was more
than one match to the COSMOS2015 catalogue, so the closest
object was used. Once matched, the photometric redshifts from
COSMOS2015 were used.
3. Methodology
3.1. Tools
3.1.1. XID+
XID+8 (Hurley et al. 2017) is a probabilistic de-blending tool
created to extract source flux densities from photometry maps
that suffer from source confusion. This is achieved by using
Bayesian inference to explore the posterior distribution func-
tion. Once converged, the flux density is reported along with the
upper and lower 1 sigma uncertainties. In the original version,
XID+ uses a flat prior in parameter space, between zero and the
brightest value in the map, along with the source positions on the
sky. This work introduces a more informed Gaussian prior, again
truncated between zero and the brightest value in the map. The
mean and sigma for these Gaussian priors are generated by using
CIGALE spectral energy distribution (SED) models to estimate
the flux densities for the mean and using twice the error on these
estimates as the sigma, to be conservative (see also Sect. 3.1.2
and 3.2).
To allow parallelisation, which reduces the time XID+ takes
to de-blend the map, the map is split up into tiles based on the
Hierarchical Equal Area isoLatitude Pixelization of a sphere sys-
tem (HEALPix; Górski et al. 2005) using order 11, which corre-
sponds to an area of 2.95 arcmin2 per tile. Order 11 was chosen
as it is a compromise between the number of objects in a tile,
more objects means a more reliable flux density extraction, and
the time it takes a tile to run, here it was required that a tile had
a run time of less than one week. XID+ was run using 4 cores
per tile on the 162 node Peregrine high performance computing
cluster (HPC) at the University of Groningen.
3.1.2. CIGALE
Code Investigating GALaxy Emission9 (CIGALE; Noll et al.
2009) is a SED modelling and fitting tool with an improved fit-
ting procedure by Serra et al. (2011). Here, the Python version
0.9.0 is used (Boquien et al. 2017, in prep; Burgarella et al. 2017,
in prep) to generate SEDs and fit them to the data from COS-
MOS2015 to estimate the SPIRE 250 µm, 350 µm, and 500 µm
flux densities. CIGALE was run using one node of the Peregrine
HPC.
CIGALE models are based around three main components:
stars, dust and AGN. The SEDs generated by CIGALE used our
choice of a double exponentially declining star formation his-
tory (SFH), Bruzual & Charlot (2003) stellar emission, Chabrier
(2003) initial mass function, Calzetti et al. (2000) dust attenua-
tion, the Draine et al. (2014) update of the Draine & Li (2007)
IR dust emission and Fritz et al. (2006) AGN models. A list of
parameters used, where they differ from the default values, can
be found in Appendix B, along with a brief justification.
8 https://github.com/H-E-L-P/XID_plus
9 http://cigale.lam.fr/
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3.2. Extracting the SPIRE Flux Densities
CIGALE and XID+ were used to extract the flux densities in
the SPIRE bands. The ALMA data were not used in this pro-
cess. The pipeline begins by using the multi-wavelength data
from COSMOS2015 to generate estimates for the SPIRE flux
densities and uncertainties using CIGALE. Approximately 1.3%
of the objects in the COSMOS2015 catalogue have no known
redshift. These objects were removed from the CIGALE run and
assigned an arbitrary flux density, of 7 mJy, along with an ar-
tificially large error to produce a functionally flat prior. A fur-
ther 2.9% of the COSMOS2015 catalogue are classified as non-
galaxies. These objects can be run through CIGALE but care
must be taken; these objects will be assigned flux density esti-
mates with the assumption that they have the SED of a galaxy.
To compensate for this, the errors were artificially inflated to cre-
ate an almost flat prior. The objects with no redshift or classed
as non-galaxies cannot simply be discarded as they will likely
appear in the SPIRE images. For the remaining objects in the
COSMOS2015 catalogue with redshifts and classed as galaxies,
the errors were multiplied by two to prevent over constraint in
XID+ (see also Sec. 4.1).
The SPIRE estimates from CIGALE, along with the added
data for objects without redshifts, were used as the means in the
priors for XID+ while the expanded errors were used as the stan-
dard deviations. XID+ was then run on the SPIRE images. As the
priors for the objects that are not galaxies, or have no redshift, are
effectively flat, the flux for these objects is free to change such
that it will not interfere with the fitting of the more constrained
sources.
For the flat prior flux densities, the tiles of interest were run
through XID+ with a flat flux density prior. These flat prior flux
densities were used to compare to the informed prior flux densi-
ties.
4. Results
4.1. CIGALE and XID+ performance
To check if the CIGALE predictions for the SPIRE sources are
reasonable, the flux densities for the 100 brightest sources at
250 µm from the COSMOS2015 catalogue, that also have de-
tections at 350 and 500 µm, were compared to the predicted
flux densities from CIGALE. Blind extraction has been shown
to overestimate 250 µm flux densities by up to 150%, even
for bright sources above the 5σ confusion limit (Scudder et al.
2016). Thus, we expect the flux densities from CIGALE to be
systematically lower than those in COSMOS2015. We note,
however, that the COSMOS2015 catalogue has SPIRE data
extracted using the previous generation de-blending tool DE-
SPHOT, not blind extraction, so the over estimation will not
be the same but a comparison is still valid (Scudder 2017 priv.
comm.). It is also possible for the CIGALE predictions to un-
der predict for some sources but this is accounted for in our in-
creased error (see below).
Figure 1 shows that the CIGALE SPIRE predictions are in-
deed lower than the COSMOS2015 flux densities: the blue data
points for the 250 µm sources fall below the magenta one-to-one
line. The cyan line is the locus where the CIGALE flux den-
sity is 40% the COSMOS2015 flux density: the fraction that is
expected if the catalogue results are over estimated by 150%.
This line approximately splits the 250 µm data in half, with 52
objects below the line and 48 above, which would be expected
if the catalogue results are 150% too high. However, there is a
Fig. 1. Scatter plot of the predicted CIGALE flux densities against the
flux densities from the COSMOS2015 catalogue for the 250µm (blue
points), 350 µm (green points) and 500 µm (red points). The errors for
the catalogue flux are instrumental noise plus confusion noise. The 1-
to-1 line (magenta) and y = 0.4x (cyan) illustrate that the data better fits
the idea that bright sources in catalogues are over estimated.
large scatter. The 350 µm and 500 µm bands are less well split,
with 59 and 68 objects below the cyan line respectively. With the
lower resolution of the 350 µm and 500 µm bands, it is likely that
multiplicity will have a greater impact so it is not surprising that
the longer wavelengths have more objects with predicted fluxes
below the cyan line.
We can also calculate how many of the 100 bright objects
have CIGALE flux densities consistent with 40% of the cata-
logue flux densities within CIGALE errors. This is 39, 44 and
45 for the 250 µm, 350 µm and 500 µm bands respectively. If the
error is doubled the number of objects increases to 65, 70 and
64 for the 250 µm, 350 µm and 500 µm bands and is consistent
with what would be expected for a 1σ uncertainty. Therefore, we
decided to expand the errors from CIGALE by a factor of two.
To check that the results from XID+ with an informed prior
are not just the prior itself, Fig. 2 shows a plot of the extracted
250 µm flux densities using the informed Gaussian against the
250 µm flux density priors from CIGALE for both the ALMA
selected objects (dark blue) as well as the full probability den-
sity function derived from the posterior samples (fPDF) of all
63 701 objects in the same tiles as the ALMA objects, from high
(light red) to low (dark red). If XID+ was simply returning the
prior, all the points would lie close to or along the red one-to-one
line. This is evidently not the case for the ALMA objects, with
extracted flux densities up to 1.5 dex away from their flux den-
sity priors, as well as the fPDF. The 350 µm and 500 µm results
are similar.
4.2. Comparisons of ALMA data to CIGALE SEDs
The SPIRE data constrain the peak of the cold dust emission in
a galaxy’s SED and, if extracted correctly, any data in the long
wavelength tail should lie on the SED. To test this, the SPIRE
data from XID+, along with the data from the COSMOS2015
catalogue, were run through CIGALE to create the best fitting
SED for all of the data. One object failed to converge, resulting
in no output from CIGALE, and so had to be omitted. ALMA
data were then compared to the best fitting SEDs.
For the 213 objects that successfully ran through CIGALE,
the residuals between the measured ALMA flux densities and the
ALMA flux densities inferred from the best fitting SEDs were
calculated. These residuals (γ) are presented in Table 1 and Fig.
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Fig. 2. Plot of the extracted 250 µm flux densities using the informed
Gaussian (FInfo250 ) against the 250 µm flux density priors from CIGALE
(FPri250) for the ALMA selected sources (blue). The fPDF of all objects
extracted from the same tiles as the ALMA sources are also shown and
presented from high (light red) to low (dark red) density. The red line is
the one-to-one line.
Table 1. The absolute residuals (|γ|) between the measured ALMA flux
densities and the fluxes of the best fitting SEDs at the ALMA wave-
lengths expressed as a multiple of the error on the ALMA flux density.
The values in columns 2 and 3 are the number (percentage) of objects
with a |γ| less than the value in column 1.
|γ| Flat Prior Informed Prior
1 77 (36.2%) 98 (46.0%)
2 121 (56.8%) 142 (66.7%)
3 146 (68.5%) 166 (77.9%)
4 160 (75.1%) 184 (86.4%)
5 177 (83.1%) 192 (90.1%)
Fig. 3. Distribution of the residuals between the measured ALMA flux
densities and the flux densities inferred from the SEDs at the ALMA
wavelengths expressed as a multiple of the error on the ALMA flux den-
sity (σ) for the flat prior (red) and the informed Gaussian prior (blue).
The informed prior reduces the mean from 3.44 σ to 1.83 σ, the stan-
dard deviation from 12.21 σ to 7.95 σ and the skew from 11.50 to 7.97.
3 as multiples of the errors on the ALMA flux densities (σ), i.e.
γ = residual / σ. A positive γ means that the measured ALMA
flux density is greater than the inferred flux density and the closer
the value of γ is to zero, the better XID+ had performed.
Figure 3 demonstrates the improvement that the informed
prior gives over the flat prior. The informed Gaussian prior has a
reduced spread around zero, a standard deviation of 7.95 σ com-
pared to 12.21 σ for the flat prior, indicating that the informed
prior is providing a better fit to the ALMA data than the flat prior.
A reduced skew for the informed prior, with a skew of 7.97, with
respect to the flat prior, skew of 11.50, and reduction in the mean
of the distribution from 3.44σ, for the flat prior, to 1.83σ, for the
informed prior, also demonstrates improved performance. With
the reduced skew and lower mean, XID+ does not appear to un-
der predict the SPIRE flux densities as often with the informed
prior. Table 1 shows the number of objects that have an absolute
value of γ (|γ|) below a certain threshold. The number of objects
below each |γ| value is greater for the informed prior than it is
for the flat prior, demonstrating that there is better agreement be-
tween the inferred ALMA flux densities of the best fitting SEDs
and the measured data when using the informed prior than when
using the flat prior. There is an increase of 27.3% of the number
of sources at |γ| < 1 when using the informed prior over the flat
prior. This reduces to 8.5% at |γ| < 5 and gives an average in-
crease of 16.4% of the number of sources across all five ranges.
The maximum |γ| values follow the same trend with the flat prior
giving a maximum |γ| of 167.304 compared to 95.180 for the in-
formed prior. The minimum |γ| for the flat prior is that same as
that of the informed prior.
The ALMA objects can be split into three groups: Group A,
where the informed Gaussian prior provides a |γ| value more than
5% smaller than the flat prior |γ|, Group B, where the informed
prior |γ| is within 5% of the flat prior |γ|, and Group C, where
the informed |γ| is more than 5% larger than the flat |γ|. Figure
4a provides an example of one of the 99 Group A objects. It can
clearly be seen that the SED for the informed prior (blue line) is
in much better agreement with the measured ALMA flux density
(green point) than the SED for the flat prior (red line). There are
70 objects in Group B while Group C contains the remaining
44 objects, examples of which can be found in Fig. 4b and 4c
respectively. With Group A being the largest group, it is evident
that the informed prior produces more accurate results than the
flat prior. If the objects with less than 2 ALMA signal-to-noise
(see Sect. 2) are removed, the number of objects in Groups A,
B and C are 89, 51 and 35 respectively. Thus, the removal of
these objects does not change the conclusion that, on average,
the informed prior produces more accurate results.
To see how the two XID+ priors compare with each other,
Fig. 5 shows the ratio between the flux density extracted using
the informed prior (FInfo250 ) and flat prior (F
Flat
250) against F
Info
250 . The
ALMA sources, dark blue, show that as FInfo250 increases for the
ALMA objects, the ratio FInfo250 /F
Flat
250 increases, becoming unity at
FInfo250 ≈ 3 mJy, with smaller ratios below this flux density and
higher ratios above. This implies that the flat prior over estimates
flux densities for objects fainter than 3 mJy and under estimates
flux densities for objects brighter than 3 mJy, with respect to the
informed prior. This trend also appears for the fPDF, shown from
high, light red, to low, dark red. There is an indication that the
relation begins to flatten for high flux densities, which would be
expected as both priors should perform equally well at higher
flux densities. However, FInfo250 /F
Flat
250 being above unity is surpris-
ing. This may be the high source density affecting the flat prior
results: the flat prior may be being "too democratic" as it assigns
flux density to each object and so assigns too much to the faint
objects and too little to the bright objects.
Figure 6 illustrates how the difference between the flat and
informed Gaussian XID+ priors affects the IR luminosity (LIR).
The LIR was calculated by integrating the best fitting SED be-
tween 3 and 1100 µm at rest. For the low (z < 1) and high
(z > 3) redshift objects, the change in prior has little effect in
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Fig. 4. Example plots showing the best fitting SEDs (curves) for the
extracted SPIRE flux densities (red and blue points) using the flat prior
(red) and informed Gaussian prior (blue). The other multi-wavelength
data from the COSMOS2015 catalogue (purple) are over plotted. Panel
(a) is an example of Group A, illustrating how the informed prior can
increase the agreement between the best fitting SED and the measured
ALMA flux density (green). Panel (b) is for Group B, illustrating how
the informed and flat priors can give equal agreement between the best
fitting SED and the measured ALMA flux density. Panel (c) is for Group
C, showing how the flat prior can occasionally give better agreement.
LIR. However, for the intermediate redshift (1 < z < 3) objects,
there appears to be an increase in LIR, although the number of
objects in the sample is too small to draw any robust conclu-
sions. As can be seen in the right panel of Fig. 6, this results
in a smoother distribution of luminosities across the sample pre-
sented. For comparison, the green line in Fig. 6 shows the 5σ
confusion limit for the 250 µm band, calculated by scaling the
Wuyts et al. (2008) SED template to the 250 µm 5σ confusion
limit of 24.0 mJy and integrating between 3 and 1100 µm for a
range of redshifts. Twenty of the objects with an informed prior,
and one with a flat prior, do not fall below this confusion limit.
Fig. 5. Plot of the ratio of the 250 µm flux densities extracted using
the informed Gaussian prior (FInfo250 ) to those extracted with the flat prior
(FFlat250) against (F
Info
250 ). The ALMA sources are in dark blue while the
statistical average number density is from light red (high) to dark red
(low).
Fig. 6. Scatter plot of the infrared (IR, 3 µm - 1100 µm) luminosity vs
redshift for the results from XID+ with the flat prior (red points/bars)
and the informed Gaussian prior (blue points/bars) with a histogram
of the IR luminosities. The green line corresponds to the 250 µm 5σ
confusion limit.
4.3. Model Dependance
To check if the difference between the informed prior and flat
prior results is caused by our CIGALE model, we also fitted the
data from the COSMOS2015 catalogue and the extracted SPIRE
data for the 213 ALMA sources with MAGPHYS10 (da Cunha
et al. 2008) as well as fitting modified black body (MBB) func-
tions to the SPIRE data from the 213 sources. MAGPHYS is a
SED modelling and fitting tool that uses different models from
CIGALE, while MBBs are commonly used to model thermal
dust emission (e.g. Viero et al. 2013; Casey et al. 2014; Wang
et al. 2016). Here we use a MBB of the form
S ν ∝ νβ × Bν(T ) (1)
where Bν(T ) is the black body function for dust at temperature
T . The emissivity, β was fixed at 1.5 and T was allowed to vary
between 10K and 150K. With these results, we recreated Table
1 for the MBB and MAGPHYS results as well as examined the
populations of the three groups, A, B and C.
For the MBB, qualitatively the results are the same, although
the division between the flat and informed priors is less wide.
The results, shown in Table 2, show that the number of objects
within certain |γ| thresholds is greater for the informed prior than
10 http://www.iap.fr/magphys/magphys/MAGPHYS.html
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Table 2. The absolute residuals (|γ|) between the measured ALMA flux
densities and the fluxes of the best fitting MBB templates and MAG-
PHYS SEDs at the ALMA wavelengths expressed as a multiple of the
error on the ALMA flux density. The values in columns 3 and 4 are the
number (percentage) of objects with a |γ| less than the value in column
2.
Model |γ| Flat Prior Informed Prior
MBB 1 62 (29.1%) 70 (32.9%)
2 106 (49.8%) 120 (56.3%)
3 134 (62.9%) 155 (72.8%)
4 152 (71.4%) 171 (80.3%)
5 168 (78.9%) 181 (85.0%)
MAGPHYS 1 72 (33.8%) 79 (37.1%)
2 119 (55.9%) 132 (62.0%)
3 138 (64.8%) 160 (75.1%)
4 156 (73.2%) 169 (79.3%)
5 171 (80.3%) 177 (83.1%)
the flat prior, supporting the idea that the results from XID+ us-
ing the informed prior are more reliable than the results with the
flat prior. There is an average increase of 12.4% of the number of
sources across all five bins, which is less than the average over
all five bins when comparing with CIGALE. Also, looking at the
distribution of objects in the three groups, we find that Group A
again has the most objects, with 126, while Groups B and C have
fewer, with 37 and 51 objects respectively.
As with the results from the MBB, the results from MAG-
PHYS also have the same qualitative results as those using
CIGALE. For MAGPHYS, the data from COSMOS2015 along
with the extracted flux densities for the SPIRE bands were used
and SEDs were fitted to these data. Similar to CIGALE, the flux
densities at 870 µm and 1250 µm were extracted from the best
fitting SEDs and compared to the ALMA data. The results are
presented in Table 2 and again show a greater number of ob-
jects within the values of |γ| examined for the informed prior
with respect to the flat prior, with an average increase of 9.7% of
the number of sources across all the five |γ| ranges. As with the
CIGALE and MBB results, Group A again contains the great-
est number of objects, 108, followed by Group C, 65 objects,
and Group B, 41 objects. As both the MAGPHYS and the MBB
results are consistent with the CIGALE results, we believe that
there is little model dependence in our conclusions.
5. Conclusions
XID+ is one of the most advanced de-blending tools available.
Here, we extend the flux density prior from as simple flat prior
(Hurley et al. 2017) and explore the idea of using supplementary
data to provide a more physically motivated flux density prior.
Using a rich set of multi-wavelength data, an informed Gaussian
prior was introduced to XID+ and applied to 214 objects with
ALMA detections in the COSMOS field. Using this method, it
was shown that the agreement between the measured ALMA
flux densities and the inferred flux densities at the ALMA wave-
lengths from the SEDs that best fit the XID+ extracted SPIRE
flux densities, with CIGALE, improved by an average of 16.4%
of the number of objects in each of the five |γ| ranges examined
in Sec. 4. If all three models used for the ALMA comparison
are considered, there is an average increase of 12.8% demon-
strating that, qualitatively, the results are not model dependent.
However, the exact quantitative improvement seen is model de-
pendent. This demonstrates that utilising supplementary data to
provide a more physically motivated prior results in extracted
flux density values that have improved agreement with data at
other wavelengths.
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Fig. A.1. The noise map for the SPIRE 250 µm band in the (a) COS-
MOS field (2 deg2) and (b) XMM-LSS field (11 deg2) from the Her-
MES DR4 (Oliver et al. 2012) and downloaded from HeDAM. For the
COSMOS field, the outline of the study area is shown in red, while the
ALMA sources are shown in blue.
Appendix A: Homogeneity of COSMOS
Figure A.1a shows the noise map for the 2 square degree 250 µm
SPIRE band in the COSMOS field with the area used for this
study outlined in red and the position of the ALMA sources
shown with blue points. As can be seen, the noise level within
this area is approximately flat. For comparison, the noise map
for the 250 µm SPIRE band in the 11 square degree XMM-LSS
field is shown in Fig. A.1b, which is much less homogenous. The
noise maps for the 350 µm and 500 µm bands are very similar.
Appendix B: CIGALE Parameters
In this work, a double exponential SFH was used over the more
commonly used exponentially declining or delayed exponential
SFH as these two SFHs did not appear to reproduce the expected
starburst population in the star formation rate vs. stellar mass
plane. The e-folding time of the two stellar populations (old and
young) in the SFH was roughly matched to that of Mitchell et al.
(2013). As Mitchell et al. (2013) used a single declining expo-
nential SFH, the e-folding times were split with the burst popu-
lation taking values of 9 Gyr and above and the main population
taking values of less than 9 Gyr. For the ages of the main pop-
ulation, the values were sampled between 1 and 13 Gyr with a
log distribution. The mass fraction of the burst population fol-
lows Ciesla et al. (2015) along with the age of the young stel-
lar population, which also had a lower age of 0.001 Gyr added.
The Bruzual & Charlot (2003) stellar population model was used
with a Chabrier (2003) initial mass function. As this study was
not to explore the metallicity of galaxies, it was decided to leave
the metallically at solar.
The dust colour excess (E(B-V)?) is often measured to be
. 0.6, with a higher number of objects with lower excesses (e.g.
Calzetti et al. 2000), so this region has been sampled for the SED
models. However, it is possible that the E(B-V)? could be larger
than this so values of 1.1 and 2.0 are also included. For the E(B-
V)?old reduction factor, it has been shown that a value of 0.58 is
needed for the local universe (Puglisi et al. 2016) instead of the
Calzetti et al. (2000) value of 0.44. A compromise of 0.5 was
therefore used.
For the dust emission, the polycyclic aromatic hydrocarbon
(PAH) fraction had an increase in range around the default 2.5
so more fractions could be sampled while keeping the number of
models reasonable. The minimum scaling factor of the radiation
field was similarly given a range to sample with an increase in
the smallest value from 1.0 to 5.0. The illuminated fraction was
reduced to 0.02, following Ciesla et al. (2015).
The parameters in the AGN model were matched to those
used by Ciesla et al. (2015), who undertook a detailed study
of AGN host galaxy emission using CIGALE. The number of
choices of fracAGN was reduced from 14 to 9, while still cover-
ing the same range, to reduce the number of models created by
CIGALE to decrease runtime.
A list of parameters, where they differ from default, can be
found in Table B.1.
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Table B.1. Parameters used for the various properties in the CIGALE model SEDs where they different from the default values. All ages and times
are in Gyr.
Parameter Value Description
Star Formation History
τmain 1.0, 3.0, 5.0 e-folding time (main)
τburst 9.0, 13.0 e-folding time (burst)
fburst 0.001, 0.01, 0.1, 0.2 Burst mass fraction
age 1.000, 1.329, 1.768, 2.351, 3.126, Population age (main)
4.157, 5.528, 7.352, 9.776, 13.000
burst age 0.001, 0.010, 0.030, 0.100, 0.300 Population age (burst)
Stellar Emission
Z 0.02 Metallicity (0.02 is Solar)
Dust Attenuation
E(B − V)∗young 0.1, 0.18, 0.33, 0.6, 1.1, 2.0 E(B-V)* for young population
E(B − V)∗old 0.5 Reduction factor in E(B-V)* for old population
Dust Emission
qPAH 1.12, 2.50, 3.19 Mass fraction of PAH
Umin 5.0, 10.0, 25.0 Minimum scaling factor of the radiation field intensity
γ 0.02 Illuminated fraction
AGN Emission
τ 1.0, 6.0 Optical depth at 9.7 µm
γ 0.0 γ coefficient for the gas density function of the torusa
ψ 0.001◦, 89.990◦ Angle between equatorial axis and line of sight
f racAGN 0.0, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5 AGN fraction
0.6, 0.7
Notes. (a) Density function of the torus can be found in Fritz et al. (2006) as Equation 3.
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