Abstract-Future energy networks face the significant chal lenge of integrating inherently intermittent and variable renew able power generation while maintaining a high degree of security of supply. The increasing penetration of renewables in electric power generation aims to lessen dependence on fossil fuels and reduce carbon dioxide emissions. In this paper we formulate and study a stochastic model for large scale fast response storage and slow-to-moderate ramping generators with high wind penetration. We define a strategy for operating the storage facility and investigate the system-wide long-term effects of fast response energy storage in reducing the amount of conventional power used. In particular, we study the trade-offs between various system performance quantities, including wind spill and the loss of load probability.
I. INTRODUCTION
A low carbon energy future is envisaged to be achieved by increasing the penetration of renewable electric power gener ation from wind, hydro and solar energy resources. These and other naturally replenished resources, however, are intermittent and uncertain-this is especially true about wind which, when present, can also be highly variable. Such uncertainties will only grow with the increasing usage of renew abies. The power network system's ability to cope with fluctuations related to the use of renewables depends on the system's design, the availability of power storage and the recovery facilities which help balancing between using conventional generators contributing to the carbon footprint and less predictable, and therefore less reliable, renewables.
The most commonly used approaches in mitigating the effect of the variability of renewable generation considered in the literature consist in using demand-side management [1] [5] , medium and fast-ramping generators [6, 7] , and energy storage [8] -[ 1 0]. The idea behind demand-side management or dynamic demand uses a dynamic response to wind power and/or demand variations by controlling load instead of ac tivating expensive reserves delivered by flexible generators. However, for systems with a high penetration of variable energy resources demand-side control alone may not be suffi cient to solve the problem of meeting demand. Fast-ramping generation has the potential to compensate for the short time scale fluctuations in renewable generation but is typically an expensive and limited resource. Thus, energy storage systems become obvious candidates in helping to smooth the output of renewable energy generators and ensuring demand matching.
Performance characteristics of energy storage systems, such as maximal capacity, energy density, charge and discharge time, efficiency and cost, vary considerably, depending on the kind of storage mechanism used [11, 12] . Researchers have provided economic impact analyses for deploying storage devices [8, 13, 14] and identified various benefits from electrical energy storage systems in future smart grids [15] . Storage system models have been proposed to study impact and control strategies of storage at two different time scales-over a short time scale (minutes and/or seconds) [13] and long time scale (days and/or hours) [16, 17] .
Recently, Su and Gamal [7] introduced and analysed a short-time scale fast-response energy storage model in which storage and fast-ramping generation have the primary role of balancing fluctuations in demand and renewable energy power. However, the production of electricity in large fossil or nuclear power plants typically involves long start-up times, including additional costs when used for load levelling, and needs to be scheduled several hours ahead of operation. This poses the question of the extent to which large scale fast response storage could help intermediate between intrinsically variable wind power and plant with long start-up times. For example, the Dinorwig power station in Wales, UK is a pumped-storage hydroelectric plant with the capacity of 9 GWh, and it can achieve 1.320 MW generation power in 12 seconds and sustain its output of 1.8 GW for 5 hours [18] .
In this paper we formulate and study a stochastic model for large scale fast response storage and slow-to-moderate ramping generators with high wind penetration. We define a strategy for operating the storage facility and investigate the long-term effects of fast response energy storage in reducing the amount of conventional power used. In particular, we study trade-offs between various system performance characteristics, including wind spill and the loss of load probability.
The paper is arranged as follows. Section II contains a general description of our power system model with renewable generation and energy storage device. Section III provides details on the storage device control strategy and scheduling work of slow-to-moderate ramping generators n hours ahead. Section IV presents numerical results obtained by applying our model to the UK historical data for wind and demand. Finally, Section V provides the summary of results and conclusions.
[I. SYSTEM DESCRIPTION We use two time series datasets in this paper. The first describes the aggregate demand for electricity and the second the wind generation. Our demand dataset is made publicly available by National Grid and is the metered half-hourly demand for electricity aggregated across Great Britain. Data in this form is available from April 2001. Technically, we use the total gross system demand denoted by National Grid as 1014 _ TGSD. [n our studies reported here we have combined the data into an hourly time series for the aggregate demand.
The time series for wind generation was also supplied by National Grid and comprises the hourly metered wind power generated and the currently available capacity. The ratio of these two quantities represents a wind load factor which we use to scale up to wind generation in future scenarios with higher installed capacity. In our exploratory experiments we have scaled the generated wind to a maximum value of 26 GW which is one popular scenario envisaged for 2020 in the UK. The wind generation dataset supplied covers hourly readings from December 2005 to September 2010. Figure [ shows a subset of the demand and wind data taken within the month of January 2010. The upper graph shows the aggregate hourly demand for electricity measured in GW. There are clear patterns to the demand according to the time of day and the day of the week or weekend. Although not shown here, there are also regular variations over the months and seasons of the year. The middle graph shows the level of wind generation for the same period in January 2010 obtained by scaling the wind load factor by an overall capacity of 26 Gw. The lower graph shows the difference between the hourly demand for electricity and the electricity generated by wind.
The extent to which wind power generation can substitute for thermal generation and match demand is in part determined by the degree of uncertainty about both future electricity demands and wind generation. Additionally, a substantial pro portion of demand will be met from thermal sources of power generation which have slow-to-moderate ramping capabilities. This means that one needs to schedule substantial quantities of thermal generation a number of hours ahead of time. As we can see from Figure 1 demand is reasonably stable in its behaviour patterns and we shall assume that one can accurately determine demand up to several hours ahead of time. In contrast, wind power output as shown in Figure [ is inherently intermittent and uncertain. We will explore how a large scale storage facility could assist with balancing demand between the realised wind and the scheduled thermal generation.
We will concentrate on the role of storage in support of setting the thermal generation with slow-to-moderate ramping generators. Given the high levels of unpredictability of the wind generation this will inevitably lead to some demand not being met within our system model. In practice, such umnet demand arising in this way would in fact be met by the presence of fast responding thermal generators, for instance, Combined Cycle Gas Turbines (CCGTs). Thus, the consequences of our model in estimating demand not met provide important insights into the control and planning of not just the slow-to-moderate response generation but also the fast response generation. We will discuss this in more detail in our exploratory studies in Section IV.
We will now describe our system model in more detail. Sup pose that our time series measurements are taken periodically every T time units. (We shall keep T general while describing our system formulation, but later we shall choose T = 1 hour to match our supplied datasets.) At time t let the de mand be Dt, the thermal power of slow-to-moderate ramping generators be Tt and the wind power be Wt all measured in GigaWatts (GW ). The demand is perfectly matched to the generation during the period [t, t + T) if TTt + TWt = TDt . When there is a surplus T(Tt + Wt -Dt) > 0 then some of this excess energy may be used to charge a storage device.
Alternatively, if there is deficit T(Tt+ Wt-Dt) < 0 we attempt to match demand through discharge from a storage device.
[deally, we would like to avoid thermal power generation whenever possible to reduce carbon dioxide emissions.
We characterise the storage device by the level of stored energy St at time t, where 0 -s: St -s: Smax and where the maximum storage capacity, Smax, is measured in GigaWatt hours (GWh). For any physical storage device there may be limits to the rate of charging and discharging known as ramp constraints. The ramp constraints are denoted by ex and f3 where ex -s: dfti -s: f3 for constants ex < 0 and f3 > O. In our description here and later analysis we neglect efficiency effects whereby losses occur during charging and discharging, as they introduce essentially no new elements to the structure of the model. Such effects are straightforward to include and we leave them out to simplify the notation. Figure 2 shows the model of how demand is balanced by thermal, wind and the charging/discharging of a large scale storage capacity. 
III. STORAGE CONTROL STRATEGY
A. Storage and thermal power control model description Our model is a slotted-time model for the dynamics of the power system, where time is divided into slots each of length T hours and all power quantities are constant over each time slot [t, t + T) . In this model the thermal generation Tt is scheduled at time t for the time horizon t + nT by balancing the current forecasts of storage and wind in the future and depends on a storage control level parameter. The amount of currently buffered energy depends on whether there was a surplus or deficit of energy resulted from thermal power generation scheduled in the past for the previous slot and actual wind during that time. A similar principle applies to storage forecast updates.
We describe the state of the system at time t by the vector (Dt, Wt, Tt, St) . Let X; := ( Tt + Wt -Dt)T, so that negative values of X; indicate that there is excess demand which cannot be covered by wind and thermal power only. We label the storage control level by s * and assume that s * E (0, S max] , where S max is the maximal storage capacity.
The amount of stored energy and thermal power are updated using the following functions ¢ and 1/;:
• setting thermal power n steps ahead
so that Tt+nT � 0 either satisfies the following balance equation applied to the horizon t + nT:
or is set to zero if (4) cannot be achieved on non-negative reals. Here Dt+nT l Wt+nT l and St+nT are predicted demand, wind and storage for time t + nT, respectively.
With demand and wind predictions at time t for time t + nT in hand, the storage forecast updates St+n StHn k = 2, ... ,n, and thermal power Tt+nT are calculated as follows:
• St+T:= St+T = ¢(Dt, Wt, Tt, St)
• Tt+nT := 1/;(Dt+nTl Wt+nTl St+nT)' Note that the values of the quantities Tt +Tl ... , T t+(n-1 )T used in this updates will have been set by time t.
B. Model reformulation in prediction error terms
The functions ¢ and '1jJ defined in (1-4) 
Further we are using the notation W h --+ t2 for wind predictions made at time h for the time t2. Furthermore, let us denote the wind prediction error of the wind forecast made at time t -kT for time t by ft-kT--+ t, that is we assume that Wt = Wt-kT--+ t + ft-kT--+ t, k = 1, ... , n.
It is important to stress here that the wind prediction errors (f'S in (5)) are generally not statistically independent quantities. We decompose the thermal power T t+nT as follows:
Tt +nT := Dt +nT -Wt--+ t+nT + T t':;'.nn (6) where Tt ':;'. nT can generally take both positive and negative values. Using decomposition (6) the balance equation (4) for
Tt+nT can be rewritten in terms of T!+ nT as follows:
Analogously, the excess generation X; at time t can be seen now as follows: �Xt = Tt es + f t-nT--+ t. The predicted excess generation rate at time t + (k -l)T can be evaluated as foI-
Finally, the storage and storage forecast updates take the following form:
where if X! +(k-l)T � 0 ,
and otherwise
IV. EXPLORATORY ANALYSIS

A. Further assumptions: wind prediction
In order to study our model using historical data we need to make further specific assumptions regarding wind prediction. General methodology of wind energy characterisation, both spatial and temporal, is presented in [19] . Long-term patterns of the UK wind resource and relationship to electricity de mand have been studied in [20] . Wind power forecasting is discussed, for example, in Chapter 7 of [21] .
Persistence wind prediction model. For simplicity, we employ the persistence model for wind forecasts. This is a A simple model in which the wind generation prediction Wt--+ t+h made at time t for the horizon t + h is such that (9) We have examined the marginal distributions of the predic tion errors Et--+ t+h for various values of the prediction time lags h and found them to be reasonably well approximated by the Laplace distribution. Our studies remain based on use of the wind power traces rather than substituting Laplacian error processes due to the correlations in predictions over multiple periods which have an essential impact on the storage model. Su and Gamal [7] also report Laplacian errors but since their model is a single period model the errors in their model can be assumed as independent, in contrast to our study.
Under the assumptions of perfect demand forecast and persistence wind power prediction (9) the updates made at time t in our model are as described in the previous section.
B. Quantities of interest
Some energy will be spilled due to the combined effects of limited storage capacity, ramp constraints, overestimation of production from thermal sources or sudden increase or drop in wind, and, occasionally, as the amount of stored energy gets insufficient to compensate for the excess demand, some demand will not be met by employing slow-to-ramp generators and storage only. We think of this proportion of demand as the load provided by fast-ramping generators. This assumption is valid, as such loads will have to be provided on time intervals T shorter than the "n steps ahead" horizon for setting the power of slow-to-moderate ramping generators. A part of the whole energy spill will have been sourced from wind. We denote the wind spill at time t by WSt(s *)
and define it as WSt(s *) := min(Wt, ESt(s *)). We also define the following two associated aggregate quantities WS(s *) and DNM(s *) as follows:
where WS(s *) is the total cumulative wind spill and DNM(s *) is the total cumulative load of fast-ramping generators. Furthermore, we define relative quantities ws(s *) and dnm(s *) as the proportions of the total wind and demand, correspondingly:
Finally, we introduce demand loss hours as follows:
These quantities have the interpretation of the total cumu lative number of hours (DLH(s *)) and proportion of time (dlh(s*)) when fast-ramping generation has been employed. We therefore further refer to dlh as participation of fast ramping generation. Note that all the quantities introduced above depend on the buffer control level s * as well as storage ramping rates a and (3.
C. Simulation experiments
In this section we discuss the results of a number of simulation experiments with our storage control strategy. In these experiments we use our wind power trace to construct predicted wind generation estimates ahead of time which act as an input to the storage control strategy to schedule the slow to-moderate ramping generation.
In our first experiment we take Smax = 10 GWh and consider a control threshold of s * = Smax/2 = 5 GWh and no ramp constraints (that is, lal = (3 = (0 ). Figure 3 shows the results of our storage control strategy for a two week period in February 2006. The upper panel shows the hourly demand, wind and thermal generation for this period. The lower panel (note that the vertical scale here measures energy (GWh)) shows how the storage responds under our strategy and the resulting levels of wind spilled and fast generation.
For the initial period of four to five days there is very low wind generation and our strategy maintains the storage level at around s *. The thermal generation almost exactly matches the demand during this period and there is neither any wind spilled nor the need for fast response generation. After this initial period there is a sequence of phases of wind rising and falling. The storage level adjusts rapidly within the available capacity and wind generation partially substitutes for thermal generation to match demand. Here we see brief periods when wind is spilled due to lack of storage capacity but also periods when within our model demand is not met because storage ::E 5' 0.
..., is insufficent to make up the difference between scheduled thermal generation and demand as wind starts to subside. At these periods fast response generating capacity will be necessary to take over balancing the demand. In our second experiment we explore the long run behaviour of our strategy and examine various performance tradeoffs as the control parameter s* is varied from 0 to Smax . The strategy was used with the data series over the period between November 2005 and September 20 I 0 for which the total energy spill, the proportion of wind spilled and the proportion of hourly periods when demand was not met within our model (but would be met by fast ramping generation) were calculated.
Our first observation in this experiment is that for the values of Smax between 5 GWh and 15 GWh the proportion of wind spill in total energy spill constitutes above 98%. (This proportion slightly decreases down to 95% as the storage capacity increases up to 50 GWh.) We therefore concentrate on wind spill only in our further analysis. Capacity of fast ramping generation (GW) For larger values of Smax performance improves and the single parameter s* allows the electricity grid operator to select the trade-off between how much use is made of fast response generation and the level of wind spilled. A larger value of s* reduces the need for fast response generation but increases the proportion of wind spilled. Conversely, reducing s* has the reverse effect. Increasing Smax improves the performance of the system, but this is achieved at the extra cost of operating a larger capacity storage facility. Figure 4 (right panel) shows how the trade-off is affected by the introduction of ramp constraints which in this case were set at lal = f3 = 1.8 Gw. Perfonnance is significantly reduced when the rate of charging and discharging the storage facility is constrained as is shown by the upwards shift in the trade-off curves relative to those from left panel of Figure 4 . The effect of increasing capacity Smax is also diminished in the presence of the ramp constraints.
Lastly, we investigate the extent to which fast response generation is required under each of the ramp constraint scenarios considered above. We fix the control parameter at s* = Smax/2 for several values of Smax. Figure 5 shows the empirical distribution function for the requirement of fast ramping generation, that is, equivalently, the distribution of demand not met within our model in a given period of T = 1 hour. The two panels correspond to different ramp constraint scenarios and each distribution function corresponds to a different value of Smax (as labelled in units of GWh). Thus, for example, if Smax = 20 GWh and there are no ramp constraints (left panel of Figure 5 ), then 5 GW of fast ramping generation would ensure that demand was met in at least 99.6% of hourly periods.
In contrast, a substantial increase in storage capacity from Smax = 1 to Smax = 50 GWh has little impact on the amount of fast response generation required when the ramp constraints are set at lal = f3 = 1.8 GW (right panel of Figure 5 ). For example, 7.5 GW of fast response generation would ensure that demand was met on 99.5% of hourly periods when Smax = 1 GWh. When Smax = 50 GWh this figure would fall slightly to 6.25 GW of fast response generation capacity to ensure demand was met with the same degree of certainty.
V. CONCLUSIONS AND FUTURE WORK
In this paper we have considered the operation of an energy network with wind power integration and the potentially ben eficial uses of a large scale storage facility. We have explored a storage control strategy that allows wind spill to be traded off by the network operator against the extent to which fast response generation is used. In our model we have attempted to schedule slow-to-moderate response generators in the context of uncertain wind power by charging and discharging the storage facility. Any unmet demand within our model would then be met from fast-response generators. We have discussed the insights gained from our model for the scheduling of power generation across a spectrum of timescales. We have also shown the effects which storage ramp constraints have on the trade-offs between wind spill and participation of fast ramping generation as well as on the capacity of the latter which would ensure a certain level of loss-of-Ioad probability.
Our future work will aim to provide both an analytical treatment of the formulated model as well as a sequential Monte Carlo simulation analysis using synthetic time series based on the statistical properties of the real historical time series for wind and demand, taking into account their poten tially significant statistical dependence [20, 22] . For example, wind prediction errors, as defined in (9), Section IV-A, can be modelled as a discrete-time correlated Laplacian pro cess [23] . Furthermore, we intend to investigate strategies for and behaviour of coupled storage devices in a network with distributed sources of wind and conventional power.
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