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Il Web rappresenta la piu` grande collezione di documenti che l’uomo abbia mai
costruito. La sua importanza e le sue dimensioni crescono giorno dopo giorno. I
motori di ricerca Web sono lo strumento attraverso il quale gli utenti cercano nel
Web le informazioni di cui necessitano. Il servizio tipicamente offerto da un motore
di ricerca prevede che, a fronte dell’invio di una query testuale che rappresenta il
bisogno informativo dell’utente, sia restituita una lista di documenti considerati
altamente rilevanti per la query inviata. Tutte le interazioni che gli utenti svolgono
con un motore di ricerca Web sono registrate in archivi chiamati query logs. Con
il nome query log mining si fa riferimento ad un insieme di tecniche che hanno
lo scopo di estrarre “conoscenza” dai query log dei motori di ricerca Web che
sia successivamente fruibile per altri scopi. Questa conoscenza e`, infatti, il primo
strumento di miglioramento del motore di ricerca stesso e, quindi, dell’esperienza
di ricerca degli utenti. In accordo con questa visione, in questa tesi di dottorato
si studia il fenomeno dell’invecchiamento dei modelli di conoscenza derivati dai
query log e si individuano soluzioni atte a risolvere questo fenomeno. Inoltre, si
propongono nuovi algoritmi di raccomandazione di query che, mantenendo i mo-
delli aggiornati evitano l’invecchiamento della base di conoscenza associata. Un
terzo contributo consiste nello studio di un algoritmo efficiente per la raccomanda-
zione di query che sia particolarmente efficace per la produzione di suggerimenti
per query rare. Infine, viene studiato il problema della diversificazione dei risultati
dei motori di ricerca. In particolare, viene definita una metodologia basata su co-
noscenza estratta dai query log per identificare quando e come i risultati dei motori
di ricerca devono essere diversificati. A questo proposito viene inoltre proposto un
algoritmo efficiente per diversificare risultati di motori di ricerca Web.

Abstract
The Web is the biggest repository of documents humans have ever built. Even
more, it is increasingly growing in size every day. Users rely on Web search en-
gines (WSEs) for finding information on the Web. By submitting a textual query
expressing their information need, WSE users obtain a list of documents that are
highly relevant to the query. Moreover, WSEs tend to store such huge amount
of users activities in query logs. Query log mining is the set of techniques aim-
ing at extracting valuable knowledge from query logs. This knowledge represents
one of the most used ways of enhancing the users search experience. According
to this vision, in this thesis we firstly prove that the knowledge extracted from
query logs suffer aging effects and we thus propose a solution to this phenomenon.
Secondly, we propose new algorithms for query recommendation that overcome
the aging problem. Moreover, we study new query recommendation techniques for
efficiently producing recommendations for rare queries. Finally, we study the prob-
lem of diversifying Web search engine results. We define a methodology based on
the knowledge derived from query logs for detecting when and how query results
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1Introduction
The Web is the biggest repository of information that humans have ever built. It
grows very quickly in size and importance every day. These unique characteristics
carry many new challenges for Web researchers, which include high data dimen-
sionality, highly volatile and constantly evolving contents. For these reasons it has
become increasingly necessary to create new and improved approaches to tradi-
tional data mining techniques that can be suitably applied to the Web. The idea
of “automatically identifying interesting and valuable information” has become a
very relevant problem when processing large quantities of data.
In this thesis we focus our efforts on analyzing and extracting valuable knowl-
edge from the behavior of Web search engine users. As we will discuss throughout
this work, queries are crucial to understand how users interact with search engines.
Much of this information is provided implicitly by users and recorded in search
engine query logs. Implicit user feedback provide a unique insight into actual user
needs on the Web. The intuition is that queries and their clicked results implicitly
reveal the opinion of users about specific documents, i.e. they constitute a form of
the so called wisdom of the crowds [14].
1.1 Contributions of the Thesis
We are going to illustrate four new contributions in two important fields of Web
information retrieval and query log mining: query recommendation and Web search
engine results diversification.
The Effects of Time on Query Flow Graph-based Models for Query Suggestion
This chapter based on [23, 24] presents a study of the effects of time on recommen-
dations generated using Query Flow Graphs [35] (QFGs). These models aggregate
information contained in a query log by providing a markov-chain representation
of the query reformulation process followed by multiple users. We show how to
extend QFG-based recommendation models to evolving data. Furthermore, we
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show that the interests of search engine users change over time and new topics
may become popular, while other that focused for some time the attention of the
crowds can suddenly loose importance. The knowledge extracted from query logs
can thus suffer an aging effect, and the models used for recommendations rapidly
become unable to generate useful and interesting suggestions. We show how to
overcome the time-expensiveness problem of building new fresh QFG from scratch
by introducing an incremental algorithm for updating an existing QFG. The so-
lution proposed allows the recommendation model to be kept always updated by
incrementally adding fresh knowledge and deleting the aged one.
Incremental Algorithms for Effective and Efficient Query Recommendation
In Chapter 4 we prove that the knowledge extracted from historical usage data
can suffer an aging effect. Starting from this result, this chapter based on [41]
now presents a study of the effects of incremental model updates on the effec-
tiveness of two query recommendation algorithms. We introduce a new class of
query recommender algorithms that update incrementally the model on which
recommendations are drawn. Starting from two state-of-the-art algorithms, we
design two new query recommender systems that continuously update their mod-
els as queries are issued. The two incremental algorithms differ from their static
counterparts by the way in which they manage and use data to build the model.
In addition, we propose an automatic evaluation mechanism based on four new
metrics to assess the effectiveness of query recommendation algorithms. The exper-
imental evaluation conducted by using a large real-world query log shows that the
incremental update strategy for the recommendation model yields better results
for both coverage and effectiveness due to the “fresh” data that are added to the
recommendation models. Furthermore, this improved effectiveness is accomplished
without compromising the efficiency of the query suggestion process.
Generating Suggestions for Queries in the Long Tail with an Inverted Index
This chapter based on [42] presents a very efficient solution for generating effective
suggestions to Web search engine users based on the model of Search Shortcut [22].
Our original formulation of the problem allows the query suggestion generation
phase to be re-conducted to the processing of a full-text query over an inverted
index. The current query issued by the user is matched over the inverted index,
and final queries of the most similar satisfactory sessions are efficiently selected
to be proposed to the user as query shortcuts. The way a satisfactory session
is represented as a virtual document, and the IR-based technique exploited, al-
lows our technique to generate in many cases effective suggestions even to rare
or not previously seen queries. An additional contribution regards a new evalua-
tion methodology used, based on a publicly-available test collection provided by a
highly reputed organization such as the NIST. The proposed methodology is objec-
tive and very general, and it would grant researchers the possibility of measuring
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the performance of their solution under exactly the same conditions, with the same
dataset and the same evaluation criterium. On the basis of the above evaluation
methods conducted by means of a user-study, and by using an automatic evalu-
ation approach based on a previously defined metric we show that the proposed
method remarkably outperforms its competitors in all the tests conducted.
Efficient Diversification of Web Search Results
This chapter based on [51, 50] presents a general framework for query result diver-
sification comprising: i) an efficient and effective methodology, based on state-of-
the-art query recommendation algorithms, to detect ambiguous queries that would
benefit from diversification, and to devise all the possible common specializations
to be included in the diversified list of results along with their probability distri-
bution, ii) OptSelect: a new diversification algorithm which re-ranks the original
results list on the basis of the mined specializations, iii) a Web search architecture
based on additive Machine Learned Ranking (MLR) systems extended with a new
module computing the diversity score of each retrieved document. A novel formu-
lation of the query result diversification problem has been proposed and motivated.
It allows the diversification problem to be modeled as a maximization problem.
The approach is evaluated by using the metrics and the datasets provided for
the TREC 2009 Web Track’s Diversity Task. Our experimental results show that
our approach is both efficient and effective. In terms of efficiency, our approach
performs two orders of magnitude faster than its competitors and it remarkably
outperforms its competitors in all the tests.
1.2 Outline
This thesis is organized as follows: Chapter 2 presents an overview of Web search
engines, the main components constituting them and their interactions, Chapter 3
presents a survey of the major state-of-the-art contributions concerning the ex-
traction and the use of valuable knowledge extracted from Web search engines’
query logs. We particularly focus on discussing statistical properties of different
query logs and on highlighting the main techniques aiming at enhancing the user
experience and the effectiveness in WSEs. Chapter 4 is devoted to the analysis of
the effects of time on the recommendations produced by a state-of-the-art query
suggestion techniques called Query Flow Graph. In Chapter 5 we introduce new
incremental query recommender techniques capable of taking the recommender
model updated without the need of rebuilding it from scratch every a fixed pe-
riod of time. In Chapter 6 an efficient and effective technique for producing query
recommendation is introduced and evaluated. Chapter 7 presents a general frame-
work for efficient query result diversification based on knowledge extracted from





The World Wide Web, (WWW) and commonly known as the Web, is a system of
interlinked hypertext documents accessed via the Internet. It has been proposed in
1989 by Tim Berners-Lee. Its implementation follows a client–server model. Users
relies on a program (called the Web browser) to connect to a remote machine (the
Web server) where the data are stored. Web browsers work by sending requests to
remote servers for information and then interpreting the returned documents writ-
ten in HTML and laying out the text and graphics on the user’s computer screen
on the client side. The Web relies on the structure of its hypertext documents.
In the latest years the Web is enormously increased in size and importance.
With billions of pages, users could spend a lot of time surfing the Web, following
links from one page to another. So, where does an user start? Searching the Web
requires skills, luck and a little bit of art.
Web Search Engines (WSEs) are the primary way users access the contents of
the Web. By using a WSE, users are able to look for some information they might
need either for work or for leisure: news about the latest football match, or about
the last confidence vote of the Parliament.
Search engine directories, such as Yahoo!1, are good at identifying general in-
formation. Like a card catalog in a library, they classify websites into categories,
such as accounting firms, English universities and natural history museums. The
results of a user search will be a list of websites related to the user’s search terms.
What if an user want specific information, such as “biographical information
about Leonardo da Vinci?”. Web indexes are the right things to use. By querying
such indexes, users obtain a ranked list of Web documents that are highly related
with their information needs.
Web search engines are part of a broader class of software systems, namely
Information Retrieval (IR) Systems. Basically, IR systems were born in the early
1960s due to two major application needs: i) the need to allow searching through
1 http://www.yahoo.com/
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digital libraries, and ii) the need for computer users to search through the data
they were collecting in their own digital repositories.
An IR system is basically a software whose main purpose is to return a list of
documents in response to a user query. This description makes IR systems similar
to DB systems. Indeed, the most important difference between DB and IR systems
is that DB systems return objects that exactly match the user query, whereas IR
systems have to cope with natural language that makes it simply impossible for
an IR system to return perfect matches. As an example: what does meta refer to?
A meta character? The meta key in computer keyboards? Every single query may
mean different things to different users. Furthermore, polysemy also comes into
play. The spanish meaning of the word meta is goal. A Web search engine is thus
an IR system on a very large scale.
The first systems similar to modern web search engines started to operate
around 1994. World Wide Web Worm (WWWW) [107] created by Oliver McBryan
at the University of Colorado, and the AliWeb search engine [97] created by Martijn
Koster in 1994, are the two most famous examples. Since then many examples of
such systems have been around the Web: AltaVista, Excite, Lycos, Yahoo!, Google,
ASK, MSN. Nowadays, searching is considered one of the most useful application
on the Web.
In a paper overviewing the challenges in modern Web search engines’ design,
Baeza-Yates et al. [10] state:
The main challenge is hence to design large-scale distributed systems that
satisfy the user expectations, in which queries use resources efficiently,
thereby reducing the cost per query.
Therefore, the two key performance indicators in this kind of applications, in order,
are: (i) the quality of returned results (e.g. handle quality diversity and fight spam),
and (ii) the speed with which results are returned.
2.1 Architecture of a Web Search Engine
A search engine is one of the most complicated software a company may develop.
Consisting of tens of interdependent modules, it represents a big challenge in to-
day’s computer engineering world. Many papers and books sketch the architecture
of web search engines. For example Barroso et al. [25] present the architecture of
Google as it was in 2003. Other search engines are believed to have similar architec-
tures. A Web search engine consists in three major applications [40, 103]: crawling,
indexing, and query processing. Figure 2.1 shows the way the three applications
interact and how the main modules of a web search engine are connected.
Web search engines get their data from different sources: the Web, image and
video repositories (e.g. Flickr, or YouTube), etc. Crawling is the process responsi-
ble for finding new or modified pages on the Web and is made by several software
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computer engineering world.
Many papers and books sketch the architecture of web search engines. For example Barroso et
al. [26] present the architecture of Google as it was in 2003. Other search engines are believed to
have similar architectures. When a user enters a query, the user’s browser builds a URL (for example
http://www.google.com/search?q=foundations+trends+IR). The browser, then, looks up on a
DNS directory for mapping the URL main site address (i.e. www.google.com) into a particular
IP address corresponding to a particular data-center hosting a replica of the entire search system.
The mapping strategy is done accordingly to diﬀerent objectives such as: availability, geographical
proximity, load and capacity. The browser, then, sends a HTTP request to the selected data-center,
and thereafter, the query processing is entirely local to that center. After the query is answered by
the local data-center, the result is returned in the form of a HTML page, to the originating client.



















Fig. 1.1: The typical structure of a web search engine. Note that throughout the text IR core, index
server, and query server are all terms that are used interchangeably.
Web search engines get their data from diﬀerent sources: the web (primarily), Image and video
repositories (e.g. Flickr, or YouTube), etc. In particular, in the case of web content, a crawler
scours through hypertext pages searching for new documents, and detecting stale, or updated
content. Crawlers store the data into a repository of content (also known as web document cache),
and structure (the graph representing how web pages are interconnected). The latter being used,
mainly, as a feature for computing static document rank scores (e.g. PageRank [148], or HITS [115]).
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agents called crawlers or spiders. In general, a crawler starts from a list of URLs,
called seeds; then for each page, copies the page into the repository. Furthermore,
the crawler fetches all URLs in the page and adds them to the list of the URLs
to visit, called the crawl frontier. In particular, a crawler scours through hyper-
text pages searching for new documents, and detecting stale, or updated content.
Crawlers store the data into a repository of content (also known as Web document
cache), and structure (the graph representing how Web pages are interconnected).
The latter being used, mainly, as a feature for computing static document rank
scores (e.g. PageRank [115], or HITS [94]). In modern Web search engines, crawlers
continuously run and download pages from the Web updating incrementally the
content of the document cache.
The textual (i.e., hyper-textual) content is indexed to allow fast retrieval oper-
ations (i.e., query requests). The index (built by the Indexer) usually comprises of
several different archives storing different facets of the index. The format of each
archive is designed for enabling a fast retrieval of information needed to resolve
queries. Indexes to support such text-based retrieval can be implemented using
any of the access methods traditionally used to search over classical text docu-
ment collections. Examples include suffix arrays, inverted indexes or inverted files,
and signature files. In Web domain, inverted indexes are the index structure used.
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An inverted index is made by a dictionary D of terms. In the following, let D be
the data structure, and V = {t1, t2, · · · , tm} the vocabulary i.e., the set of m terms
of the whole document collection. For each term, we have a list that records in
which documents the term occurs. This list is called posting list and its elements
(postings) contain the IDs of the documents containing the term (and often the
position of the match in the document).
Usually in real systems the design is tailored to distribute requests through
query servers to avoid peaking server response time [25]. In real-world search en-
gines, the index is distributed among a set of query servers coordinated by a broker.
Figure 2.2 shows the interactions taking place among query servers and the broker.
The broker, accepts a query an user and distributes it to the set of query servers.
The index servers retrieve relevant documents, compute scores, rank results and
return them back to the broker which renders the result page and sends it to the
user. The broker is usually the place where the activities of users (queries, clicked
results, etc.) are stored in files called query logs. A module dedicated to analyze
past queries is also usually available within the architecture components.
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Fig. 1.3 The typical structure of a distributed web search engine.
retrieve relevant documents, compute scores, rank results and return
them back to the broker which renders the result page and sends it to
the user. Figure 1.3 shows the interactions taking place among query
servers and the broker.
The broker is usually the place where queries are grabbed and stored
in the query logs. A module dedicated to analyze past queries is also
usually available within the architecture components.
1.2.1 The Index
An Inverted File index on a collection of web pages consists of several
interlinked components. The principal ones are the lexicon, i.e.,
the list of all the index terms appearing in the collection, and the
corresponding set of inverted lists, where each list is associated with
a distinct term of the lexicon. Each inverted list contains, in turn, a
set of postings. Each posting collects information about the occurrences
of the corresponding term in the collection’s documents. For the sake
of simplicity, in the following discussion we consider that each posting
Fig. 2.2. The typical structure of a distributed web search engine. From [141].
Searching is the goal of a Web search engine. When a user enters a query,
the user’s browser builds a URL (for example http://www.google.com/search?q=
franco+maria+nardini). The browser, then, looks up on a DNS irectory for map-
ping the URL main site address (i.e., www.google.com) into a particular IP address
corresponding to a particular data-center hosting a replica of the entire search
system. The mapping strategy is done accordingly to different objectives such as:
availability, geographical proximity, load and capacity. The browser, then, sends
an HTTP request to the selected data-center, and thereafter, the query processing
is entirely local to that center. The typical interaction between a user and a WSE
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thus starts with the formulation of a query q, representing the user’s information
need. Note that the information need is different from the query: the first is the
topic about which the user desires to know more, while the second is what the user
conveys to the computer in an attempt to communicate the information need. A
query consists of a list of r terms
q = t1, t2, . . . , tr
Once the user has submitted her query q, document indexes are accessed to
retrieve a single, uncategorized list with the most k relevant items appearing first
search(q) = {d1, d2, · · · , dk}
where k usually is ten.
Sorting documents by relevance requires computing for each document a rele-
vance score with respect to the query. Formally, each relevance of each document
di is evaluated through a scoring function
score(q, di) = si si ∈ R+ ∪ {0}
that returns a score si. The highest is the score, the highest is the relevance of the
document di for the query q.
There are several methods for computing scoring function. A popular scor-
ing function is Okapi BM25 [128], based on a bag of words model : the rank of
a document is given by the query terms appearing into it, without taking into
consideration the relationships between the query terms within the documents.
After documents are sorted by relevance, the top-k results are returned in the




The uncertainty in users’ intent is a key problem in Web search engines and, differ-
ently from smaller scale IR systems, Web IR systems can rely on the availability of
a huge amount of usage information contained within past queries to solve it. Pre-
viously submitted queries represent, in fact, a very important mean for enhancing
effectiveness and efficiency of Web search systems.
Query log mining is concerned with all the techniques aiming at discovering
interesting patterns from query logs of Web search engines with the purpose of
enhancing an online service provided through the Web. It can be seen as a branch
of the more general Web Analytics [80] scientific discipline. According to the Web
Analytics Association,
“Web Analytics is the measurement, collection, analysis and reporting of
Internet data for the purposes of understanding and optimizing Web us-
age” [8].
It can be also seen as a special type of Web usage mining [151]. Web usage
mining, in fact, refers to the discovery of user access patterns from Web usage
logs. Furthermore, query log mining is not only concerned with the search service
(from which queries usually come from) but also with more general services like,
for instance, search-based advertisement, or web marketing in general [81].
Query logs keep track of information regarding interaction between users and
the search engine. They record the queries issued to a search engine and also a
lot of additional information such as the user submitting the query, the pages
viewed and clicked in the result set, the ranking of each result, the exact time at
which a particular action was done, etc. In general, a query log is comprised by
a large number of records 〈qi, ui, ti, Vi, Ci〉 where for each submitted query qi, the
following information is recorded: i) the anonymized identifier of the user ui, ii)
the timestamp ti, iii) the set Vi of documents returned by the WSE, and iv) the
set Ci of documents clicked by ui.
3. Query Log Mining
From query log information it is possible to derive Search Sessions, sets of user
actions recorded in a limited period of time. The concept can be further refined
into: (i) Physical Sessions, (ii) Logical Sessions, and (iii) Supersessions.
Physical Sessions: a physical session is defined as the sequence of queries is-
sued by the same user before a predefined period of inactivity. A typical timeout
threshold used in web log analysis is t0 = 30 minutes. [118, 155].
Logical Sessions: a logical session [16] or chain [122] is a topically coherent se-
quence of queries. A logical session is not strictly related to timeout constraints
but collects all the queries that are motivated by the same information need (i.e.,
planning an holiday in a foreign country, gathering information about a car to buy
and so on). A physical session can contain one or more logical session. Jones et
al. [92] introduced the concepts of mission and goal to consider coherent informa-
tion needs at different level of granularity, being a goal a sub-task of a mission
(i.e., booking the flight is one of the goal in the more general mission of organizing
an holiday).
Supersessions: we refer to the sequence of all queries of a user in the query log,
ordered by timestamp, as a supersession. Thus, a supersession is a concatenation
of sessions.
Sessions are, thus, sequences of queries submitted by the same user in the same
period of time. This data can be used to devise typical query patterns, used to
enable advanced query processing techniques. Click-through data (representing a
sort of implicit relevance feedback information) is another piece of information that
is generally mined by search engines. In particular, every single kind of user action
(also, for instance, the action of not clicking on a query result) can be exploited
to derive aggregate statistics which are very useful for the optimization of search
engine effectiveness. How query logs interact with search engines has been studied
in many papers. Good starting point references are [141, 9, 135].
An important key issue in query log mining is the pre-processing of logs in order
to produce a good basis of data to be mined. An important step in usage analysis is
thus the data preparation. This step includes: data cleaning, session identification,
merging logs from several applications and removing requests for robots. This
techniques aims to remove irrelevant items, so that the resulting associations and
statistics reflects accurately the interactions of users with the search engine.
Very few query logs have been released to the public community in the last
years due to their commercial importance and to privacy issues. Starting from 1997
the query logs that have been released to the public are: Excite (1997), AltaVista
(1998–1999), AOL (2003–2004), AOL (2006), MSN (2006). Table 3.1 resumes the
most important features of the query logs that have been examined in the latest
years.
The most famous query log is undoubtedly AOL. The AOL data-set contains
about 20 million queries issued by about 650, 000 different users, submitted to
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Query Log Name Public Period # Queries # Sessions # Users
Excite (1997) Y Sep 1997 1,025,908 211,063 ∼410,360





Excite (1999) Y Dec 1999 1,025,910 325,711 ∼540,000
Excite (2001) Y May 2001 1,025,910 262,025 ∼446,000
Altavista (public) Y Sep 2001 7,175,648 – –

















Mar 1, 2006 ∼20,000,000 – ∼650,000
May 31, 2006
Microsoft RFP 2006 Y
Spring 2006 ∼15,000,000 – –
(one month)
Table 3.1. Features of the most important query logs that have been studied in the latest
years. The dash sign (–) means that the feature in the relative column was non-disclosed.
the AOL search portal over a period of three months from 1st March, 2006 to
31st May, 2006. After the controversial discussion related to users’ privacy issues
followed to its initial public delivery, AOL has withdrawn the query log from their
servers and is not offering it for download anymore.
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Fig. 1.1 A fragment of the AOL query log [160].
How query logs interact with search engines has been studied in
many papers. For a general overview, [12, 20] are good starting point
references.
In this paper, we review some of the most recent techniques deal-
ing with query logs and how they can be used to enhance web search
engine operations. We are going to summarize the basic results con-
cerning query logs: analyses, techniques used to extract knowledge,
most remarkable results, most useful applications, and open issues and
possibilities that remain to be studied.
The purpose is, thus, to present ideas and results in the most
comprehensive way. We review fundamental, and state-of-the-art tech-
niques. In each section, even if not directly specified, we review and ana-
lyze the algorithms used, not only their results. This paper is intended
for an audience of people with basic knowledge of computer science. We
also expect readers to have a basic knowledge of Information Retrieval.
Everything not at a basic level is analyzed and detailed.
Before going on, it is important to make clear that all the analyses
and results reported were not reproduced by the author. We only report
Fig. 3.1. An example of the AOL query log [116].
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Figure 3.1 shows a fragment of the AOL query log. Each row of this query log
consist of records collecting five fields: i) the ID referring to the user issuing the
query, ii) the issued query, iii) the time the query was issued to the search engine,
iii) the position of the clicked result in the results page, and iv) the host of the
clicked document.
Topics covered by queries contained in search engines are the most disparate.
Figure 3.2 highlights the 250 most frequent terms in the AOL query log by means
of a tag cloud. The dimension of each term in the tag cloud is directly related
to its frequency in the log. The more a term is big in the tag cloud, the more
the term is frequent in the log. As an example,“google” and “free” are the two
most frequent terms in the log. Other very frequent words are: “yahoo”, “new”,
“county”, “pictures”, “http”.
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Fig. 1.5 A cloud of the 250 most frequent queried terms in the AOL query log [160]. Picture
has been generated using http://www.wordle.net.
and independently from a partition of the whole collection. The sec-
ond phase collects global statistics computed over the whole inverted
index. One of the most valuable advantages of document partitioning
is the possibility of easily performing updates. In fact, new documents
may simply be inserted into a new partition to independently index
separately from the others [169].
Since the advent of web search engines, a large number of papers
have been published describing different architectures for search
engines, and search engine components [10, 25, 47, 33, 96, 97, 147,
150, 153, 204]. Many other papers [13, 14, 100, 101] enumerate the
major challenges search engine developers must address in order to
improve their ability to help users in finding information they need.
Interested readers shall find in the above referenced papers many inter-
esting insights. Needless to say, you shall not find any particular details,
in this survey, about the real structure of a search engine. Usually, this
kind of information is highly confidential and it is very unlikely that
search companies will ever disclose them.
1.3 Fun Facts about Queries
Due to their “commercial importance”, finding query logs has always
been a difficult task. The very first publicly available query log dates
Fig. 3.2. A tag cloud of the 250 most frequent words in the AOL query log [116]. Picture
has been generated using wordle.net. From [141].
Furthemore, the queries submitted by users to search engines and thus con-
tained in query logs are sometimes incredible. Just to give an idea, from the AOL
query log user #2386968 submitted the query “why is my husband so talkative
with my female friends”. Another funny example is the query submitted by the
user #427326 looking for “where is my computer?”.
3.1 A Characterization of Web Search Engine Queries
In this section we aim at presenting a characterization of query logs by showing
how queries are distributed over time. In particular, we analyze topic-popularity,
term-popularity, differences with respect to the past, variations of topics during
day hours, etc.
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Some important efforts have been spent in the past to study how people in-
teracted with small scale IR systems1 [79, 67, 139, 146]. The nature of query logs
coming from large scale Web search engines is different with respect to small scale
IR systems. As an example, Web search engine queries unlikely contain more than
three terms while small IR systems, i.e. commonly used for digital libraries or legal
document retrieval, receive queries with a number of query terms ranging from 7
to 15 depending on the experience of the users. Search operators (like quotes, “+”,
“-”, etc.) are rarely used on the web.
The characteristics of query logs coming from some of the most popular Web
search engines have been deeply studied [27, 28, 82, 83, 84, 86, 96, 106, 112, 114,
116, 147, 148, 169]. Typical statistics that can be drawn from query logs are: query
popularity, term popularity, average query length, distance between repetitions of
queries or terms.
The first contribution in analyzing query logs comes from Silverstein et al. [140].
Authors propose an exhaustive analysis by examining a large query log of the
AltaVista search engine containing about a billion queries submitted in a period
of 42 days. The study shows some interesting results including the analysis of the
query sessions for each user, and the correlation among the terms of the queries.
Similarly to other works, authors show that the majority of the users (in this case
about 85%) visit the first page of results only. They also show that 77% of the
users’ sessions end up just after the first query. The query log analyzed contains a
huge number of queries and account to 285 million users. Furthermore, the results
shown in the paper are considered precise and general due to the high number of
queries and users analyzed.
Jansen et al. [84] analyze a log consisting of 51,473 queries submitted by 18,113
Excite users. The query log is anonymized. As the information are completely
decontextualized, no user profiling can be carried out on this query log. The log
from which experiments are carried out is publicly available to scholars.
Lempel and Moran [100], and Fagni et al. [66] study the content of a publicly
available AltaVista log. The log consist of 7,175,648 queries issued to AltaVista
during the summer of 2001. No information referring the number of users logged is
released. This second AltaVista log covers a time period almost three years after
the first studies presented by Jansen et al. and Silverstein et al. Furthermore, the
log is smaller than the first one. Indeed it represents a good picture of search
engine users.
On average web search engines are quite short. The average length of a query
in the Excite log (1998) is 2.35 terms. Furthermore, less than 4% of the queries
contains more than 6 terms. In the case of the AltaVista log, the average query
length is slightly greater: 2.55. These numbers are deeply different compared with
classical IR systems where the length of a query ranges from 7 to 15 terms. A pos-
sible explanation of this phenomenon is that, for instance, the Web is a medium
1 The IR systems whose studies were referring do not directly deal with Web users.
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used by different people from different part of the world looking for disparate in-
formation, while past IR systems were instead manually used by professionals and
librarian looking for very focused information thus trying to precisely formulate
their information needs. That studies highlight that users querying search engines,
i.e. web IR systems, are different from people that used classical IR systems.
The distribution of query popularity, and term popularity have been shown
to follow a power-law. This means that the number of occurrences y of a query
or a term is proportional to x−α, where x is the popularity rank, and α is a real
parameter measuring how popularity decreases against the rank. In a formula,
y = Kx−α, where K is a real positive constant corresponding to the query with
the highest popularity. Power-law distributions have the form of a straight line
when plotted on a log-log scale.
Markatos [105] is the first to show that query popularity follows a power-law
with an exponent α = 2.4. He analyzes the Excite query log and plots the occur-
rence of the first 1,000 most popular queries. Figure 3.3 shows that the popularity
follows the usual linear trend in a log-log scale. Furthermore, the plot reveals that
the most popular query is submitted 2,219 times while the 1,000-th most popular
query is submitted only 27 times. Later studies confirmed the previous power-law
trend in two other query logs: i) AltaVista [100] and Yahoo! [15].
Tables in Figure 3.4 detail the top-20 queries for the Excite [105] and Al-
taVista [100] logs, respectively. Many queries in both logs refer to sex and sexually
explicit topics while many others can be somewhat related to the same topics
as well. Furthermore, there are some unexpected outcomes in query logs. For in-
stance, the most frequent query in the Excite query log is the empty query. This
query account for 5% of the queries. Authors in [84] give a possible explanation of
this phenomenon. It could be due both i) to possible errors in typing queries in the
search box or ii) to how Excite react to user actions. As an example, Excite result
pages had a link pointing to a “More Like This” function that, if clicked, returned
pages related to the ones selected. Excite count that behavior as an empty query
thus raising the empty query count.
Many different topics can be found in query logs. It can be easily seen in
Figure 3.4. A very first result in categorizing queries is [147]. Authors show the
percentage of queries submitted for each topic to the Excite search engine in 1997.
Categorizing queries into topics is not a trivial task. Recent papers showing tech-
niques for assigning labels to each query [74, 137, 163, 30, 31, 45] adopts a set of
multiple classifiers subsequently refining the classification phase.
Classification of the Excite queries made by Spink et al. in [147] shows that
in no ways is pornography a major topic of web queries, even though the top
ranked query terms may indicate this. Only one in about six web queries have
been classified as about sex (“XXX”). Web users look interested on a wide range
of different topics. Commerce, including travels, employment, and a number of
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Fig. 2.2 Plots displaying query popularity for various query logs. (a) The 1,000 most pop-
ular queries in the Excite Log [144]; (b) Query popularity of Altavista queries [129] and (c)
Query popularity of Yahoo! queries [15].
reports in a graph like the one shown in Figure 2.2(a) that the popu-
larity follows the usual linear trend in a log-log scale. We can see from
the plot that the most popular query is submitted 2,219 times, while
the 1,000th most popular query is submitted 27 times [144]. A power-
law trend is confirmed also in other studies and other query logs, such
as the AltaVista [129] (Figure 2.2(b)), and Yahoo! [15] (Figure 2.2(c))
logs.
Figures 2.3(a), and 2.3(b) detail the 20 top queries for the Excite
and Altavista logs, respectively.2 As one would probably have guessed,
many queries in both logs refer to sex and sexually explicit topics
2Provisioning of the same information for the Yahoo! log is not possible due to privacy and
restriction policies.
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larity follows the usual linear trend in a log-log scale. We can see from
the plot that the most popular query is submitted 2,219 times, while
the 1,000th most popular query is submitted 27 times [144]. A power-
law trend is confirmed also in other studies and other query logs, such
as the AltaVista [129] (Figure 2.2(b)), and Yahoo! [15] (Figure 2.2(c))
logs.
Figures 2.3(a), and 2.3(b) detail the 20 top queries for the Excite
and Altavista logs, respectively.2 As one would probably have guessed,
many queries in both logs refer to sex and sexually explicit topics
2Provisioning of the same information for the Yahoo! log is not possible due to privacy and
restriction policies.
(b)
Fig. 3.3. Query popularity of the first 1,000 queries in the Excite [105] (a), and ii)
AltaVista [100] (b) logs.
economic topics are also high in the list. Furthermore, about 10% of the queries
are about health and the sciences.
Authors of [30, 27] show similar results on a different query log. The log is made
up of billions of web queries constituting the total query traffic for six months
of AOL. Categories are different, and results (in terms of category percentages
breakdown) are quite different. The difference is due to the different period of
time in which the analysis was conducted: while the Excite log refers to queries
issued in 1997, the AOL log is younger as it consists of queri s issued in 2003.
Furthermore, porn queries fell considerably.
Terms are distributed according to a power-law as well (in particular a double-
pareto log-normal distribution). In fact, the curve of term distribution fall sharply
denoting that the most frequent terms are uch more frequent that the rest of
17
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Fig. 2.3 The most popular queries out of the Excite and publicly available Altavista Logs.
Potentially offending terms have been replaced by similar terms containing asterisks (‘*’).
Query have not previously filtered to remove stop-words and terms in queries have not been
reordered. (a) Excite; (b) Altavista.
(“XXX”). While, unsurprisingly, many others can be somewhat related
to XXX as well. As often happens, there are some unexpected outcomes
in query logs. For instance, rather surprisingly the most frequent query
in the case of the Excite log is the empty query! They account for more
than 5% of the queries. Authors of [108] try to explain this strange
fact. Probably, the most obvious reason is that users often wrongly
type queries in the search box. This phenomenon could also be due to
how search engines react to user actions. For instance, Excite had a
link pointing to a “More Like This” function that, if clicked, returned
pages related to the one selected. Excited counted that as an empty
query thus raising the empty query count. Therefore, the frequency of
empty query in this logs, could, more likely, identify the usage of the
“More Like This” feature of Excite.
As it can be seen from tables in Figure 2.3 many different topics are
represented in query logs. Figure 2.4(a), from [208], shows the percent-
age of queries submitted for each topic to the Excite search engine in
Fig. 3.4. Query terms of the first 20 queries in the Excite [105] (a), and AltaVista [100]
(b) logs.
the terms. Figure 3.6 shows log-log plots of the term popularity distribution in the
case of two query logs: Excite [105], and AltaVista [100].
An interesting statistics obtained from qu ry logs is how terms co-occur.
In [150], a follow-up of the work presented in [84], Spink et al. present the first
fifty most frequently co-occurrent terms. Figure 3.2 shows how terms co-occur
in queries without reflecting topic popularity. The majority of term pairs concern
non-XXX topics while in the same analysis they found that XXX queries are highly
represented. This highlight that, for some topics, people use more terms to search
for precise information, while for other topics the same user need can be satisfied
by short queries.
Queries repeat themselves. Since many queries are seen only a few times, one
could expect that in the majority of the cases the distance between subsequent
submissions of the same query would be very large. Figure 3.7 shows the distance,
in terms of quer es, w th which q eries are submitted aga n.
Differently from what is xpected, the majority of queries have distances that
are less than 1000 queries. A possible explanation is the bursty nature of query
logs: a large number of people start looking for a topic at the same time. This
observation is very important: the bursty nature of queries is a feature that is
extensively used in many techniques for enhancing both effectiveness and efficiency
of web search engines.
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Topic Percentage
Entertainment or recreation 19.9%
Sex and pornography 16.8%
Commerce, travel, employment, or economy 13.3%
Computers or Internet 12.5%
Health or sciences 9.5%
People, places, or things 6.7%
Society, culture, ethnicity, or religion 5.7%
Education or humanities 5.6%
Performing or fine arts 5.4%



















Fig. 2.4 Distribution of query samples across general topic categories for two different query
logs. Excite 2.4a, and AOL 2.4b. (a) Excite [208]; (b) AOL [34].
1997. Categorizing queries into topics is not a simple task. There are
papers showing techniques for assigning labels to each query. Recent
papers on the topic [36, 37, 49, 92, 192, 224] adopt a set of multiple
classifiers subsequently refining the classification phase. Due to space
limitations we cannot provide here a complete and detailed analysis of
query classification literature. Interested readers can refer to the liter-
ature for a thorough analysis of this subject.
Classification of the Excite queries made by Spink et al. [208] shows
that in no way is pornography a major topic of web queries, even though
the top ranked query terms may indicate this. Only one in about six web
queries have been classified as about sex. Web users look interested on a
(a)
22 The Nature of Queries
Topic Percentage
Entertainment or recreation 19.9
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Computers or Internet 12.5
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Education or humanities 5.6
Performing or fine arts 5.4



















Fig. 2.4 Distribution of query samples across general topic categories for two different query
logs. Excite 2.4a, and AOL 2.4b. (a) Excite [208]; (b) AOL [34].
1997. Categorizing queries into topics is not a simple task. There are
papers showing techniques for assigning labels to each query. Recent
papers on the topic [36, 37, 49, 92, 192, 224] adopt a set of multiple
classifiers subsequently refining the classification phase. Due to space
limitations we cannot provide here a complete and detailed analysis of
query classification literature. Interested readers can refer to the liter-
ature for a thorough analysis of this subject.
Classification of the Excite queries made by Spink et al. [208] shows
that in no way is pornography a major topic of web queries, even though
the top ranked query terms may indicate this. Only one in about six web
queries have been classified as about sex. Web users look interested on a
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Fig. 3.5. Distribution of query samples across general topic categories for two different










Table 2.2. List of the fifty most co-occurring terms in the Excite log (term1 — term2 frequency) [212].
and-and 6,116 of-a d 690 or-or 501 women-nude 382 sex-pics 295
of-the 1,901 pictur s-of 637 sex-pictures 496 pics-nude 380 north-carolina 295
pics-free 1,098 how-to 627 nude-pictures 486 of-department 365 free-teen 293
university-of 1.018 and-the 614 for-sale 467 united-states 361 free-porn 290
new-york 903 free-pictures 637 and-not 456 of-history 332 and-nude 289
sex-free 886 high-school 571 and-sex 449 adult-free 331 and-pictures 286
the-in 809 xxx-free 569 the-to 446 of-in 327 for-the 284
real-esta e 787 and-free 545 the-the 419 university-stat 324 new-jersey 280
home-page 752 adult-sex 508 princess-diana 410 sex-nudes 312 of-free 273
free-nude 720 and-or 505 the-on 406 a-to 304 chat-rooms 267
Table 3.2. List of the fifty most co-occurring terms (term1–term2, frequency) in the
Excite log [150].
3.2 Time Analysis of the Query Log
Queries are issued on several different topics [116] depending also on the historical
period [147]. Query logs can be analyzed at different levels of time granularity.
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Fig. 2.5 Plots displaying the number of requests for terms in various query logs. (a) Excite;
(b) Altavista and (c) Yahoo! (from [15]).
(a)




Fig. 2.5 Plots displaying the number of requests for terms in various query logs. (a) Excite;
(b) Altavista and (c) Yahoo! (from [15]).
(b)
Fig. 3.6. Terms popularity of i) the first 1,000 queries in the Excite [105], and ii) Al-
taVista [100] logs.
On a daily granularity level of analysis, some of the topics are most popular in an
hour than in another [27, 28].
Frequency of queries vary considerably during the day. Ozmutly et al. [114]
analyze query frequency against arrival time for the Excite query log in a time
period ranging from 9AM to 5PM. Querying activity is higher during the first
hours of the day than in the afternoon. There is a sharp decrease in the number of
queries submitted going down from 679 at 9AM to 224 at 4PM. In particular, the
number of queries at 4PM is about 30% of the queries that are usually submitted at
9AM. Note that these numbers are small if compared to the activity of today’s web
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Fig. 2.6 Distances (in number of queries) between subsequent submissions of the same query
for the Altavista and Excite log.
Differently from what is expected, the majority of queries have dis-
tances that are less than 1,000 queries. A possible reason is the inherent
bursty [121] nature of query logs: a large number of people start looking
for a topic almost at the same time. This observation is very important,
as we show in the rest of the survey that the bursty nature of queries
is a feature that is extensively used in many techniques for enhancing
both effectiveness and efficiency of web search engines.
2.2 Trends and Historical Changes in Queries
Queries are issued on several different topics [160] depending also on
the historical period [208]. Going at a daily granularity level of analysis,
some of the topics are more popular in an hour than in another [34, 35].
During the daytime frequency of querying varies considerably.
Ozmutly et al. [156] analyze query frequency against arrival time for the
Excite query log in a time period ranging from 9 a.m to 5 p.m. Table 2.3
shows how frequencies are distributed within hours of the day.
Querying activity is higher during the first hours of the day than the
afternoon. There is a sharp decrease in the number of queries submitted
going down from 679 at 9 a.m to 224 at 4 p.m. That is 30% of the
queries that are usually submitted at 9 a.m. These numbers are small if
Fig. 3.7. ist ces (in number of queries) b tween s bseq ent submissions of th same
query for the AltaVista and Excite log.
search engines. Comparing these numbers with a similar statistic [116] performed
in 2006, results are completely different. Figure 3.8 shows how frequencies are
distributed within the hours of the day. At 9AM queries submitted are almost half
of those submitted at 5PM.
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Table 2.3. Number of query
arrivals with respect to hours
of the day — Excite query
set [156].









Fig. 2.7 Frequency of query submitted to the AOL search engine during the day [160].
compared to th umber of que ies submitted to today’s search engines.
Wh n compared o the same statistics in 2006 [160], results are com-
pletely turned upside-down. At 9 a.m queries submitted are almost half
of those submitted at 5 p.m (Figure 2.7).
Spink et al. [208] showed how time periods affect querying behavior
of users. In Table 2.4, extracted from the above mentioned paper, it
is possible to observe that querying behavior is not changed from a
statistical point of view, in a period of 4 years. The mean number of
terms per query is only slightly raised in 2001, while the number of
terms per query, the main queries per user, are basically, unchanged in
four years. Even if this study dates back to 2001, it is very likely that
the results are still valid today. Users mostly tend to look for places to
buy goods, or to look for particular sites they already know. For this
reason, the number of keywords is usually low.
Fig. 3.8. Frequencies of query submitted to the AOL search engine during the day [116].
Spink et al. [147] show how time periods affects querying behavior of users.
Table 3.3 shows how the querying behavior is not changed from a statistical point
of view, in a period of four years. The mean number of terms per query is only
slightly raised in 2001, while the number of terms per query, the main queries per
user, are basically unchanged in four years. Even if this study dates back to 2001,
it is very likely that the results it presents are still valid today.
Obviously, the more penetrated a new technology is the more users become
skilled with using it. From Table 3.4 it is clear that users querying for “People,
Places or Things” was about 50% in 2002. Moreov r, there is a clear rise of interest
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Table 2.4. Comparative statistics for Excite web
queries [208].
Characteristic 1997 1999 2001
Mean terms per query 2.4 2.4 2.6
Terms per query
1 term 26.3% 29.8% 26.9%
2 term 31.5% 33.8% 30.5%
3+ term 43.1% 36.4% 42.6%
Mean queries per user 2.5 1.9 2.3
Table 2.5. Comparison of categories breakdown (in %) for Excite web
queries (from 1997 to 2001), and Altavista (2002) [107].
Category 1997 1999 2001 2002
People, places, or things 6.7 20.3 19.7 49.3
Commerce, travel, employment, or economy 13.3 24.5 24.7 12.5
Computers or Internet 12.5 10.9 9.7 12.4
Health or sciences 9.5 7.8 7.5 7.5
Education or humanities 5.6 5.3 4.6 5.0
Entertainment or recreation 19.9 7.5 6.7 4.6
Sex and pornography 16.8 7.5 8.6 3.3
Society, culture, ethnicity, or religion 5.7 4.2 3.9 3.1
Government 3.4 1.6 2.0 1.6
Performing or fine arts 5.4 1.1 1.2 0.7
Non-English or unknown 4.1 9.3 11.4 0.0
As it has been shown above, users have changed their prefer-
ences and inclinations during time. Obviously, the more penetrated
a new technology is the more users become skilled and acquainted with
using it. Probably users’ understanding of the potentiality of this new
medium, the web, has made them prone to use it as a way of conducting
business.
From the data in Table 2.5 it is evident that users (at least those
of US-based search engines) querying for People, Place or Things was
accounting for nearly 50% in 2002. Moreover, there is a clear rise in
interest from users for this category: back in 1997 queries referring
to People, Place or Things accounted for less than 7%. The 25% of
users in 2002 queries for Commerce, Travel, Employment or Economy
and Computers, Internet or Technology. This percentage has seen an
“up-and-down” trend,3 varying from a minimum of about 25% and to
3Unless due to the use of different classification algorithms for the different query logs.
Table 3.3. Comparative statistics for Excite Web queries [147].
from users for this category: in 1997 queries referring to “People, Places or Things”
accounted for less than 7%. The 25% of users in 200 query for “Commerce,
Travel, Employment or Economy” and “Computers, Internet or Technology”. This
percentage shows an “up-and-down” trend, varying from a minimum of 25% and
to a maximum f 35%. Fur hermore, “Sex and Pornography” shows a falling trend:
from 16.8% in 1997 to 3.3% in 2002.
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As it has been shown above, users have changed their prefer-
ences and inclinations during time. Obviously, the more penetrated
a new technology is the more users become skilled and acquainted with
using it. Probably users’ understanding of the potentiality of this new
medium, the web, has made them prone to use it as a way of conducting
business.
From the data in Table 2.5 it is evident that users (at least those
of US-based search engines) querying for People, Place or Things was
accounting for nearly 50% in 2002. Moreover, there is a clear rise in
interest from users for this category: back in 1997 queries referring
to People, Place or Things accounted for less than 7%. The 25% of
users in 2002 queries for Commerce, Travel, Employment or Economy
and Computers, Internet or Technology. This percentage has seen an
“up-and-down” trend,3 varying from a minimum of about 25% and to
3Unless due to the use of different classification algorithms for the different query logs.
Table 3.4. Comparison of categories breakdown (in %) for Excite Web queries (from
1997 to 2001), an Altavista (2002) [83].
Beitzel et al. [27] measure the relative popularity of different categories over
the hours in a day. Figure 3.9 shows the percentage of total query volume broken-
down to a selected group of category. Different topical categories are more or less
popular at different times of the day. As an example, while “Personal Finance”
popularity rais s during the first hours of the morning between 7AM and 10AM,
“Porn” is category whose popularity raises during late-night until 6AM.
Fig re 3.10 shows a different analysis on the same categories obt ined by ap-
plying KL-divergence. The reason of applying this measure is to compare in a
better way categories with a different relative level of popularity. The comparison
is, in fact, affected by popularity shift. To overcome this issue, Beitzel et al. com-
pute KL-divergence between the likelihood of receiving a query on any topic at
a particular time and the likelihood of receiving a query in a particular category.
KL-divergence measure a sort of most surprising category for a particular time
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Fig. 2.8 Percentage of the total query stream covered by selected categories over hours in
a day [34].
Also shown in Figure 2.9 is the average percentage of the entire query
volume and distinct queries that match each category. Although the
categories that cover the largest portions of the query stream also have
the most relative popularity fluctuation, this correlation does not con-
tinue throughout all categories. Beitzel et al. [34] reach the same con-
clusion by thoroughly discussing a more through analysis on weekly
and monthly basis.
2.3 Summary
In this section, we presented an overview of the papers presenting
statistics computed over different search engine query logs sampled over
Fig. 3.9. Percentage of the query stream covered by selected categories over hours in a
day [27].
of the day. Instead of measuring the popularity as the most numerous topic, the
KL-divergence measures how popular is a query in terms of not being expected.
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Fig. 2.9 Average percentage of query stream coverage & KL-divergence for each category
over hours in a day [34].
different periods of time. Some of the conclusions that can be drawn
are common to all of the logs considered:
• Queries contains very few terms, on average ranging between
2 and 3 terms. This means that devising good results for a
query is a very difficult task given that this very low number
of terms often contains also ambiguous terms.
• The distribution of query popularity follows a power law.
The most popular queries account for a very small fraction
of the total number of unique queries. This phenomenon, also
knows as the Long Tail [9], is pretty well known today and
seems to arise whenever we deal with social and economical
aspects of the new (internet) economy.
• Two conflicting claims have been presented. Following Spink
et al. [208] it seems that X-rated query popularity is declin-
ing. Beitzel et al. [35], instead, claim that XXX queries are
more surprising than others on certain time periods. On the
other hand, non-XXX queries do not show any particular
peaks in submission frequency. This is the reason why they
define XXX queries more frequent than others.
Fig. 3.10. Average percentage of the query stream coverage and KL-divergence for each
category over hours in a day [27].
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A more recent paper shows similar results on a MSN Web search engine query
log [176]. Authors present some results that are not detailed with respect to topics,
as presented in the previous paper, yet they do not disagree with the overall results
presented in [27]. This analysis revealed that the top three categories in terms of
popularity are “pornography”, “entertainment”, and “music”. Beitzel et al. [27]
reach the same conclusion by thoroughly discussing a more through analysis on
weekly and monthly basis.
3.3 Search Sessions
After a first characterization of Web search engines’ queries, here we focus on
studying how users interact with search engine systems. What happen when a
user has submitted a query and results are shown? How can be decided if a query
has been correctly answered or if a user is satisfied by the search results? How
people change queries if those have not produced satisfying users? The answers
to these questions are very important in order to enhance the Web search engine
performances.
In one of the first paper devoted to discovery user intent behind queries [43]
Andrei Broder studies the goal a user wants to reach when submitting a query to a
search engine. In the Broder’s taxonomy a query can be either a Navigational query
– were the immediate intent is to reach a particular destination (e.g. Yahoo.com,
America Airlines home page, Don Knuth’s home page); an Informational query
– where the intent is to acquire some information assumed to be present on one
or more web pages (e.g. San Francisco or normocytic anemia); a Transactional
query – where the immediate intent is to perform some Web-mediated activity
(e.g. online music, or online flower delivery service).
Table 3.5 shows the result of a survey presented to AltaVista users to try to
determine their intents. Results in Table 3.5 are obtained by means of a series of
questions presented to users through a pop-up window opening for some randomly
chosen result pages. The survey obtained a response ratio of about 10% consisting
of about 3,190 valid returns. The “query log analysis” column in Table 3.5 is
obtained by selecting 1,000 queries at random and manually removing: i) non-
English queries, and ii) sexually oriented queries. From the remaining set, the first
400 queries are inspected. Queries that are neither transactional, nor informational,
are assumed to be informational in intent.
Results from both the survey, and manual inspection confirm what we argue
in Section 3.1: in the majority of the cases users surf the web looking for places
where to buy goods, or looking for particular sites they already know.
In order to evaluate the quality of search results it is interesting to look at how
users interact with the search engine. For instance, it is interesting to extract and
analyze user search sessions from query logs, and to derive implicit measures of




Studies investigate the goals users have when using a web search
engine. As it has been shown in the previous section, web IR and “tra-
ditional” IR users are very different. Usually they tend to type less,
but still they want highly precise results.
In one of the first paper devoted to discovery user intent behind
queries, Andrei Broder [48] studies the goal a user wants to reach when
submitting a query to a search engine. Following Broder’s formulation a
query can be either a Navigational query —where the immediate intent
is to reach a particular site (e.g. Greyhound Bus, american airlines
home, or Don Knuth); an Informational query — where the intent is
to acquire some information assumed to be present on one or more
web pages (e.g. San Francisco or normocytic anemia); a Transactional
queries — where the intent is to perform some web-mediated activity
(e.g. online music, or online flower delivery service).
Table 3.1 shows the result of a survey presented to Altavista users
to try to determine their intent.
The results shown in Table 3.1 have been obtained by means of
a series of questions presented to users through a “pop-up” windows
opening for some randomly chosen result pages. The survey obtained
a response ratio of about 10% consisting of about 3,190 valid returns.
The query log analysis column in Table 3.1 corresponds to a manual
analysis of query entries. They firstly selected at random a set of 1,000
queries and removed both non-English queries, and sexually oriented
queries. From the remaining set the first 400 queries were inspected.
Queries that were neither transactional, nor navigational, were assumed
to be informational in intent.
Results from both the survey, and manual inspection confirmed
what we were arguing in the previous section: in the majority of the
cases, users surf the web looking for places where to buy goods, or
looking for particular sites they already know.
Table 3.1. Query classification on the basis of user survey.
Adapted from [48].
Type Surveyed Estimated (from Query Log)
Navigational 24.5% 20%
Informational ∼ 39% 48%
Transactional ∼ 36% 30%
Table 3.5. Query classification on the basis of user survey [43].
Queries themselves are not always enough to determine the user intent. Fur-
thermore, one of the key objectives of a search engine is to evaluate the quality
of their results. Implicit measures that are available to log analysts are: the click-
through rate – the number of clicks a query attract, time-on-page – the time spent
on the result page, and scrolling behavior – how users interact with the page in
terms of scrolling up and down; are all performance indicators search engines can
use to evaluate their quality. How are the data recorded? Toolbars and user pro-
files surveyed directly from users are the main mean through which search engine
companies record usage data diverse from those obtained by query logs.
A series of queries can be part of a single information seeking activity. Efforts
have been spent on understanding the effects of request chains on the search engine
side. The main goals of this analysis are to show how users interact with the search
engine, and how they modify queries depending on what they obtain (in terms of
results) from the search engine. Last but not least, efforts have been spent on
understanding how users use multitasking and task switching on search sessions.
A first interesting result to highlight is how users interact with the search
engine from a page request point of view. Many studies point out that users rarely
visit result pages beyond the first one. Spink et at. analyze the Excite query log
showing that about 78% of users do not go beyond the first page of results. Similar
analysis on different query logs show the same behaviors [100, 66].
Jansen and Spink [83] show the percentage of single-query session in different
query logs. The analysis is conducted on US search engines and it highlights that
the complexity of interactions is increasing as indicated by longer sessions (i.e. users
submitting more Web queries). In 2002, about 47% of AltaVista users submitted
only one query, while in 1998 it was 77%.
An important analysis is conducted by Fagni et al. [66]. Authors estimate the
probability of clicking the “next” button of a search engine result page. Figure 3.12
shows the behavior of the probability of clicking the “next” button. It increases as
the number of result page increases. The rationale of this could be that users issuing
informational queries usually go through a higher number of pages. Furthermore,
half of the users on page 2 go to page 3, and about 60-70% of users on page 3 go
to page 4.
In order to obtain the results they need, users often try to reformulate queries
(refine or modify) during their search sessions. Lau and Horvitz [99] study this
behavior by categorizing queries. They propose seven categories:
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Table 3.2. Percentage of queries in the logs as a function of the index of the page
requested [74].
Query log 1 2 3 4 5 6 7 8 9 10
Excite 77.59 8.92 3.98 2.37 1.54 1.09 0.78 0.60 0.45 0.37
Tiscali 83.20 5.50 2.86 1.74 1.23 0.74 0.54 0.41 0.32 0.26
Altavista 64.76 10.25 5.68 3.41 2.54 1.83 1.42 1.16 0.94 0.88
Fig. 3.1 Percentage of single query sessions. From [107].
three cases, the probability that a user will go after the fifth page of
results is under 0.02.
The figures shown in Table 3.2 seem to persist throughout all the
studies presented so far.
Jansen and Spink [107] show, Figure 3.1, the percentage of single-
query sessions in different query logs. In US web search engines,2 it
does not appear that the complexity of interactions is increasing as
indicated by longer sessions (i.e., users submitting more web queries).
In 2002, approximately 47% of searchers on AltaVista submitted only
one query, down from 77% in 1998.
A deeper analysis is conducted by Fagni et al. [74] where the prob-
ability of clicking the “Next” button of the search engine result page is
estimated.
2ATW — AlltheWeb.com, AV — AltaVista, EX — Excite.
Fig. 3.11. Percentage of single query sessions [83].
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Fig. 3.2 Probability of pushing the next button for three different query logs. From [74].
Figure 3.2 shows that the probability of clicking the “Next” button
increases as the number of result page increases. This may suggest that
users issuing informational queries usually go through a higher number
of pages. In particular, half the users on page 2 go to page 3, and around
60–70% of users on page 3 go to page 4.
During a search session a user often try to refine (or slightly modify)
queries in order to get to the result he wants. This behavior is studied
by Lau and Horvitz [127] by categorizing queries according to seven
categories.
• New : A query for a topic not previously searched for by this
user within the scope of the dataset (twenty-four hours);
• Generalization: A query on the same topic as the previous
one, but seeking more general information than the previ-
ous one.
• Specialization: A query on the same topic as the previous
one, but seeking more specific information than the previous
one.
• Reformulation: A query on the same topic that can be viewed
as neither a generalization nor a specialization, but a refor-
mulation of the prior query.
Fig. 3.12. Probability of pushing the next button for three query logs [66].
• New : A query for a topic not previously searched for by this user within the
scope of the dataset (twenty-four hours);
• Generalization: A query on the same topic as the previous one, but seeking
more general information than the previous one.
• Specializ tion: A query on the same t pic as the previous one, but seeking
more specific information than the previous one.
• Reformulation: A query on the same topic that can be viewed as neither a
generalization nor a specialization, but a reformulation of the prior query.
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• Interruption: A query on a topic searched on earlier by a user that has been
interrupted by a search on another topic.
• Request for additional results: A request for another set of results on the same
query from the search service.
• Blank queries: Log entries containing no query.
Authors apply the proposed categorization scheme within the Excite query log.
Figure 3.13 shows the results obtained. In the majority of the cases most actions
are either new queries or requests for additional informations. Furthermore, a large
percentage of users (about 30%) issue a modification, (refinement, specification,
or a reformulation) of a previously submitted query.
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• Interruption: A query on a topic searched on earlier by a user
that has been interrupted by a search on another topic.
• Request for additional results: A request for another set of
results on the same query from the search service.
• Blank queries: Log entries containing no query.
Figure 3.3 shows how queries are categorized within the Excite
query log. As it is evident, in the majority of the cases most actions
were either new queries or requests for additional information. Even
though, a large percentage of users (around 30%) were issuing a mod-
ification (either a refinement, or a specification, or a reformulation) of
a previously submitted query.
Previous results can be seen as a quantitative analysis of how users
interact with the search system. A different point of view is represented
by the analysis of Multitasking and Task Switching in query sessions.
Multitasking sessions are those of users seeking information on ultiple
topics at the same time. Studies recently presented show that users have
an inclination to carry on multi-tasking queries. For instance, Ozmutlu
Fig. 3.3 Breakdown of the 4,960 queries analyzed in [127] into the different query modifi-
cation categories defined.
Fig. 3.13. Summary of the categorization of 4,960 queries analyzed in [99].
Jansen et al. [87, 88] examine 2,465,145 interactions from 534,507 users of Dog-
pile.com submitted on May 6, 2005 in order to investigate and identify the patterns
of interaction between searchers and search engine during Web searching. They
compare query reformulation patterns and investigate the type of query modifi-
cations and query modification transitions within sessions. Authors use manually-
crafted rules to identify reformulation types (such as “adding one extra word means
specializing the current query”). Authors identify three strong query reformulation
transition patterns: between i) specialization and generalization, between ii) video
and audio, and between iii) content change and system assistance. In addition,
results show that Web and images content are the most popular media collections.
Boldi et al. [37, 33] build an accurate model for classifying user query reformu-
lations into four broad classes (generalization, specialization, parallel move or error
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correction) achieving 92% of the accuracy. Conceptually, the proposed taxonomy
has two dimensions, depicted in Figure 3.14. One dimension is found along the
generalization-specialization axis, and the other dimension along the dissimilarity
axis. Moving left to right along the dissimilarity (horizontal) axis, authors find a
continuous in which the syntactic and semantic gap between two queries gets larger
and larger. Furthermore, moving to the top or to the bottom along the specificity
(vertical) axis, authors find respectively reformulations towards more general or
more specific queries. Authors apply the proposed model to automatically label
two large query logs. Furthermore, authors study the resulting reformulation pat-
terns, finding results consistent with previous studies done on smaller manually
annotated datasets, and discovering new interesting patterns, including connec-
tions between reformulation types and topical categories. Finally, applying their
findings to a third query log that is publicly available for research purposes, authors
demonstrate that their reformulation classifier leads to improved recommendations
in a query recommendation system.
Figure 1. Graphical depiction of transition types.
changing the wording of the query, but keeping exactly
the same goal, in the sense of [8] (e.g. “used car” and
“second-hand car”). Then we find Parallel move: a
modification of the query from one aspect of an entity to
something related but not equivalent (e.g.: a “hotel in
Dublin” and “flights to Dublin”).
Finally, we have mission change: the user is completely
changing topic and she is looking for something else [3],
[8]; this happens at the extreme right along the dissimilarity
axis. We apply the model in [7] to detect mission change.
Our classification of reformulations departs from the one
proposed in [1] in the sense that they use a more fine-grained
taxonomy (including classes such as parallel move, replace-
ment with synonym, term variation, operator usage, type of
resource and domain suffix). The work in [10], [11] presents
a similar taxonomy, but they also distinguish between user-
initiated reformulations and reformulations recommended by
the search engine, and consider changes in the collection
being queried, which in our case is always the Web. Both
scenarios are outside the scope of the present paper.
Specificity axis. Along the vertical axis instead we have
Generalization and Specialization. Generalization occurs
when the new query q′ is more general than q (e.g.:
“camping” to “outdoor activities”); in some cases
(but not all of them) a generalization can be automatically
identified because q′ is a conjunction with a proper subset of
the terms of q; this type of rule is used in the manually-built
classifier in [10]. In a specialization, instead, the new query
q′ is more specific than q (e.g. “animal pictures” and
“photos of African lions”).
We expect Generalization and Specialization to be related.
A generalization reflects the user’s desire to increase recall,
whereas a specialization is the need to improve precision.
We also expect some specific properties from these two
transition types. For instance, we expect that both of them
should define a transitive relation. Also, we expect that
they should be anti-symmetric, given that, for instance, two
queries can not be simultaneously a specialization of each
other. Of course we do not expect these properties to hold
deterministically given the noise present in the query log.
IV. LEARNING A QUERY REFORMULATION MODEL
In this section we describe the process we followed
in order to build a model for query-reformulation type
classification.
Training data. We started from a set of consecutive query
pairs (q, q′), sampled from a query log of the Yahoo! search
engine in 2008 and segmented into search missions using the
model of [7]. In order to create a training set for our QRT
classification problem, a group of editors manually labelled
the set of query pairs (q, q′) in each search session with
one of the reformulation types described in Section III. In
cases two or more editors disagree on the type of a query
reformulation, the query pair was removed from the training
set. This left us with a set of 1375 labelled examples, of
which we used 2/3 for training and 1/3 for testing.
Features.We used a set of 27 features to build our model for
QRT classification, including features from [7], [23], [12],
[8] that have shown to be also effective for query segmen-
tation. For efficiency reasons, we used only features that
consider the query sequences and the clicks of users, but that
do not require access to the resulting URLs or page snippets.
Although the latter information might be very powerful (or
even decisive) to determine the query reformulation type, we
wanted to limit ourselves to features that could be computed
very quickly with little computational overhead. We note that
all our features are available at run-time: for instance the
“average session length” is the average over previously seen
sessions containing a given query pair, not the session length
of the current session which is unknown before the session
ends. All the features passed a features selection phase in
which we evaluated each feature relevance w.r.t. our target
variable (i.e., query reformulation type). The features are
presented in Table I, and include session features (statistics
relative to the sessions in which the pair (q, q′) occurs, such
as average session length, average position of the queries
in the sessions etc.), temporal features (e.g., average time
difference between q and q′ in the sessions where (q, q′)
occurs) and textual features (textual similarity measures;
some of them turn each query into a bag of words, and
some into a bag of character trigrams).
Modelling. Standard methods such as boosted decision trees
showed an accuracy of approximately 85% in predicting
query reformulation types. The model that we built after
trying several induction methods for our classification prob-
lem, exhibits an accuracy of 92% on a test set of unseen
cases.
Instead of directly tackling the 4-classes problem, we built
four distinct binary classification problems, where in each
problem the target variable is being or not a certain QRT
(e.g., is G?, is S?, etc.), plus a final 4-classes classifier for
the undecided cases. Each of the five models is a rule-based
classifier built with C5.0, the successor of the well-known
C4.5 decision tree induction algorithm [24]. We placed the
Fig. 3.14. Graphical depiction of transition types defined in [37].
A different type of analysis can be carried out by studying Multitasking and
Task Switching in query sessions. Multitasking sessions are performed by users
looking for information on multiple topics at the same time. Latest studies show
that users tend to carry on multi-tasking queries. Ozmutlu et al. [113] show that
in the 11.4% of the cases uses are pursuing multitasking sessions. This percentage
increases to 31.8% in the case of users of another popular (at that time) search
engine, AllTheWeb.com. In the same paper, the mean number of topic changes per
session has been estimated to be around 2.2, and it raises to 3.2 when considering
only multi-topic sessions.
Another interesting research field study methods to detect query re-submission,
or information re-retrieval [155]. The behavior analyzed is how often users search
for the same information he searched before. It is a quite common behavior nowa-
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days to use search instead of bookmarking an interesting page. An example of this
is a user searching for a conference home page by issuing the conference name as
a query to a search engine. The user may be interested in looking for news about
the conference after two months (for instance to read the call for papers, to check
submission deadlines, to check the list of accepted papers, to book an hotel). Some
important papers studying this behavior are [155, 154, 130].
Sanderson and Dumais [130] evaluate the re-finding behavior in web search
engines. The dataset used by authors covers a shorter period of time, three months
from April to June 2006, and contains approximately 3.3 million queries and 7.7
million search result clicks gathered from 324,000 unique users. An important thing
authors discover is that repeated queries by the same user are almost the 50% of
the total number of queries (1.68 million against 1.62 million unique queries). This
result is: i) greater than the one presented in [155], ii) different from a previous
result from Teevan et al. [154]. The conclusions are the same in all the cases:
users do re-submit the same queries over and over and for this reason search
engine designers should think solutions to take advantage of this phenomenon,
for example, by designing interfaces able to present users resubmitting again the
same query with a list of changes in the rank of the results with respect to those
returned in answer to the same query but previously submitted.
Many other works deal with the identification of users’ search sessions bound-
aries. Work on session identification can be classified into: i) time-based, ii) content-
based, and iii) mixed-heuristics, which usually combine both i) and ii).
Time-based techniques have been extensively proposed for detecting meaning-
ful search sessions due to their simplicity and ease of implementation. Indeed,
these approaches are based on the assumption that time between adjacent issued
queries is the predominant factor for determining a topic shift in user search activ-
ities. Roughly, if the time gap between two issued queries is lower than a certain
threshold then they are also likely to be related.
Silverstein et al. [140] present a broad analysis of a very large query log data
set collected by the AltaVista search engine and firstly define a concept of session
as follows: two consecutive queries are part of the same session if they are issued
at most within a 5-minutes time window. According to this definition, they find
that the average number of queries per session in the data they analyzed was 2.02.
He and Go¨ker [76] use different timeouts to split user sessions of Excite query log,
ranging from 1 to 50 minutes.
Radlinski and Joachims [122] observe that users often perform a sequence of
queries with a similar information need, and they refer to those sequences of refor-
mulated queries as query chains. Their paper presents a method for automatically
detecting query chains in query and click-through logs using 30 minutes threshold
for determining if two consecutive queries belong to the same search session.
Jansen and Spink [83] make a comparison of nine Web search engines transac-
tion logs from the perspectives of session length, query length, query complexity,
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and content viewed. Here, they provide another definition of session, i.e. search
episode, describing it as the period of time occurring from the first to the last
recorded timestamp on the WSE server from a particular user in a single day,
so that session length might vary from less than a minute to a few hours. More-
over, using the same concept of search episode, Spink et al. [149] investigate also
multitasking behaviors while users interacting with a WSE. Multitasking during
Web searches involves the seek-and-switch process among several topics within a
single user session. Again, a user session is defined to be the entire series of queries
submitted by a user during one interaction with the WSE, so that session length
might vary from less than a minute to a few hours. The results of this analysis
performed on a AltaVista query log show that multitasking is a growing element
in Web searching.
Finally, Richardson [126] shows the value of long-term WSE query logs with
respect to short-term, i.e., within-session, query information. He claims that long-
term query logs can be used to better understand the world where we live, showing
that query effects are long-lasting. Basically, in his work Richardson does not look
at term co-occurrences just within a search session that he agree to be a 30 minutes
time-window, but rather across entire query histories.
Content-based approaches suggest to exploit the lexical content of the query
themselves for determining a possible topic shift in the stream of issued queries
and, thus, a session boundary [99, 77, 111].
To this extent, several search patterns have been proposed by means of lexi-
cal comparison, using different string similarity scores (e.g., Levenstein, Jaccard,
etc.). However, approaches relying only on content features suffer of the so-called
vocabulary-mismatch problem, namely the existence of topically-related queries
without any shared terms (e.g., the queries “nba” and “kobe bryant” are com-
pletely different from a lexical content perspective but they are undoubtedly re-
lated). In order to overcome this issue, Shen et al. [138] compare expanded rep-
resentation of queries, instead of the actual queries themselves. Each individual
expanded query was obtained by concatenating the titles and the Web snippets
for the top 50 results provided by a WSE for the specific query. Thus, the re-
latedness between query pairs was computed using cosine similarity between the
corresponding expanded queries.
Mixed heuristics propose to combine the two previous approaches. Jansen et
al. [85] assume that a new search pattern always identifies the start of a new session.
Moreover, He et al. [77] show that statistical information collected from query logs
could be used for finding out the probability that a search pattern actually implies
a session boundary. In particular, they extend their previous work [76] to consider
both temporal and lexical information.
Boldi et al. [35] introduce the Query Flow Graph as a model for representing
data collected in WSE query logs. They exploited this model for segmenting the
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query stream into sets of related information-seeking queries, leveraging on an
instance of the Asymmetric Traveling Salesman Problem (ATSP).
Jones and Klinkner [92] argue that within a user’s query stream it is possi-
ble to recognize particular hierarchical units, i.e., search missions, which are in
turn subdivided into disjoint search goals. A search goal is defined as an atomic
information need, resulting in one or more queries, while a search mission is a
set of topically-related information needs, resulting in one or more goals. Given
a manually generated ground-truth, Jones and Klinkner [92] investigate how to
learn a suitable binary classifier, which is aimed to precisely detect whether two
queries belong to the same task or not. Among various results, they realize that
timeouts, whatever their lengths, are of limited utility in predicting whether two
queries belong to the same goal, and thus to identify session boundaries. Indeed,
authors do not explore how such binary classifier could be exploited for actually
segmenting users’ query streams into goals and missions.
Lucchese et al. [101] devise effective techniques for identifying task-based ses-
sions, i.e. sets of possibly non contiguous queries issued by the user of a Web search
engine for carrying out a given task. In order to evaluate and compare different ap-
proaches the authors built, by means of a manual labeling process, a ground-truth
where the queries of a given query log have been grouped in tasks. The analy-
sis of this ground-truth shows that users tend to perform more than one task at
the same time, since about 75% of the submitted queries involve a multi-tasking
activity. Furthermore, authors formally define the Task-based Session Discovery
Problem (TSDP) as the problem of best approximating the manually annotated
tasks, and propose several variants of well-known clustering algorithms, as well as
a novel efficient heuristic algorithm, specifically tuned for solving the TSDP. These
algorithms also exploit the collaborative knowledge collected by Wiktionary and
Wikipedia for detecting query pairs that are not similar from a lexical content point
of view, but actually semantically related. The proposed algorithms is evaluated
on the above ground-truth. Results show that it perform better than state-of-the-
art approaches, because it effectively take into account the multi-tasking behavior
of users.
3.4 Time-series Analysis of the Query Log
Queries can be viewed as signals in the domain of time. In each time unit it is
possible to record the occurrences of the query. The result is a sort of signal to
which standard temporal series techniques could be applied [162, 160, 72, 55, 178].
These papers introduce techniques allowing the discovery of peculiar query features
such as being periodic or bursty.
Adar et al. [2] use time series to predict i) why users issue queries and ii) how
users react and cause new spreading. In particular, a novel way to compare signals
coming from different sources of information. Dynamic Time Warping (DTW) is a
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way to compare two time series also capturing behavioral properties by mapping
inflection points and behavior such as the rise in one curve to the rise in the second,
peak to peak, run to run. Figure 3.15 shows an example of DTW, against a simple
linear mapping. Lines going from a curve to the other show how events are mapped
within each line.
152 New Directions
Dynamic Time Warping (DTW) is a way to compare two time series
also capturing behavioral properties by mapping inflection points and
behaviors such as the rise in one curve to the rise in the second, peak
to peak, run to run. Figure 6.2 shows an example of DTW, against a
simple linear mapping. Lines going from a curve to the other show how
events are mapped within each line.
Computing a DTW is simply done by a dynamical programming
algorithm minimizing the distance in terms of euclidean distance
between to time series points.
The algo ithm shown in Figure 6.1 produces a two-dimensional
array, DTW, containing how the two time series maps. The best warp-
ing path is simply obtained by crawling the array from the extreme
corner in a backward fashion along the minimum gradient direction.
Fig. 6.2 The difference of using DTW against a simple linear mapping for comparing two
time series.
Table 6.1. Dynamic time warping algorithm.
Procedure DynamicTimeWarping(x, y).
(1) DTW[0,0] = 0;
(2) for i = 1..length(x)
(a) DTW[0, i],DTW[i,0] =∞;
(b) for i = 1..length(x)
i. for i = 1..length(y)
A. cost = |x(i) − y(j)|;
B. DTW[i, j] = min(DTW[i − 1, j] + cost,
DTW[i, j − 1] + cost, DTW[i − 1, j − 1] + cost);
ig. 3.15. The difference of using DTW against a simple linear mapping for comparing
two time series. [2].
DTW is obtained by applying a dynamical programming algorithm minimizing
the distance in terms of euclidean distance between two time series points. The
algorithm produces a two dimensional array, DTW, containing how the two time
series maps. The best warping path is simply obtained by crawling the array from
the extreme corner in a backward fashion along the minimum gradient direction.
The goal of the paper is to discover how time-series are correlated in order
to be able to use events in one information source to predict those in another.
The datasets used are two query logs (MSN, and AOL), a blog dataset, a NEWS
dataset. By using human-based tests authors devise five different general trends
in time-series-based behavior prediction.
News of the weird – Events that are so weird and/or strange to be able to virally
spread over a huge amount of people. Anticipated events – Events that produce a
lot of queries but only few blog posts. Familiarity breed contempt – Events that are
newsworthy but not searched by users. Filtering behaviors – Events that have the
capability of deepening the filtering of categories. Elimination of noise – Events
that combined reduces the noise that might have been generated around a topic,
for instance a set of blog posts discussing a news article.
The models describing the aggregated and social behavior of users studied by
Adar et al. [2] can be used in practice, for instance, to analyze the market, or to
make search engines more reactive to changing user needs.
Zhang et al. [175] study time series analysis to evaluate predictive scenarios
using search engine transactional logs. Authors deal with developing models for
the analysis of searchers’ behaviors over time and investigate if time series analy-
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sis is a valid method for predicting relationships between searchers actions. Time
series analysis is a method often used to understand the underlying characteristics
of temporal data in order to make forecasts. The study uses a Web search engine
transactional log and time series analysis to investigate users’ actions. Authors
conducted their analysis in two main phases. The initial phase employed a basic
analysis and found that 10% of searchers clicked on sponsored links. Furthermore,
the analysis reveals that from 22:00 to 24:00, searchers almost exclusively clicked
on organic links with almost no clicks on sponsored links. The second, and more
extensive phase deals with using a one-step prediction time series analysis method
along with a transfer function method. Authors show that the period rarely affects
navigational and transactional queries, while rates for transactional queries vary
during different periods. Results also show that the average length of a searcher ses-
sion consist of about 2.9 interactions and that this average is consistent across time
periods. Moreover, results show that searchers who submit the shortest queries (i.e.
in number of terms) click on highest ranked results.
Some other recent papers deal with applying time series to query log analysis
and predicting users behavior.
Vlachos et al. [162] present several methods for mining knowledge from the
MSN query logs. They analyze time series built on each query of the log. They
demonstrate how to efficiently and accurately discover the important periods in a
time series. Authors also propose a simple but effective method for identification of
bursts (both long or short-term). Later, Vlachos et al. [160] motivate the need for
more flexible structural similarity measures between time-series sequences, which
are based on the extraction of important periodic features. Authors present non-
parametric methods for accurate periodicity detection and introduce new periodic
distance measures for time-series sequences. Furthermore, they combine these new
measures with an effective metric tree index structure for efficiently answering
k-nearest-neighbor queries. The goal of these tools and techniques is to assist in
detecting, monitoring and visualizing structural periodic changes. Authors claim
that these methods can be directly applicable in the manufacturing industry for
preventive maintenance and in the medical sciences for accurate classification and
anomaly detection.
Vlachos et al. [161] investigate lower and upper distance bounds on time-
series logs when working directly in a compressed form. Optimal distance esti-
mation means tighter bounds, leading to better candidate selection/elimination
and ultimately faster search performance. Their derivation of the optimal distance
bounds is based on the careful analysis of the problem using optimization prin-
ciples. The experimental evaluation shows a clear performance advantage of the
proposed method, compared to previous compression/search techniques. The pre-
sented method results in a 10–30% improvement on distance estimations, which
in turn leads to 25–80% improvement on the search performance.
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Yizhou et al. [152] study the problem of mining causal relation of queries in
search engine query logs. They firstly detect events in query logs by applying a
statistical frequency threshold and then, the causal relation of queries is mined
by the geometric features of the events. The experimental results demonstrate
that this approach can accurately detect the events in temporal query logs and
effectively identify the causal relation of queries.
Chien et al. [56] try to find semantically related search engine queries based
on their temporal correlation. They figure out that two queries are related if their
popularity behave similarly over time. They also define a new measure of the
temporal correlation of two queries based on the correlation coefficient of their
frequency functions. Finally, authors provide a method for efficiently finding the
highest correlated queries for a given input query.
3.5 Some Applications of Query Log Mining
Query log mining is useful for enhancing the search experience of web search
engine users in terms of effectiveness and efficiency. Effectiveness in search sys-
tems refers to the quality of returned results. To this aim, five main applications
can be highlighted: i) query expansion, ii) query recommendation, iii) personalized
query results, iv) learning to rank, and v) query spelling correction. Furthermore,
efficiency in search systems refers to the speed of which results are returned. It
basically consists of two main topics that gain a lot of attention in the latest years:
i) caching, ii) index partitioning and querying in distributed web search systems.
In the following we will investigate the major contributions that are mainly
related to the results presented throughout the thesis. We will analyze query ex-
pansion and query recommendation. Interested readers could investigate the topics
that are not covered in this chapter by reading [141]. It is a good starting point.
3.5.1 Query Expansion
As already showed in Section 3.1, Web search engine users tend to submit short,
poorly expressive and sometimes mistyped queries. As a consequence of that search
engines tend to return to users too many useless results.
One of the techniques that Web search engines use to improve precision is
query expansion. Query expansion involves evaluating the user query and expand-
ing it with other semantically correlated terms in order to recall additional and
potentially useful documents.
Cui et al. [64] show that queries and documents are poorly correlated. Using a
two-months query log from the Encarta search engine2 and 41,942 documents from
the Encarta website, they measure the gap between the document space (all the
2 http://encarta.msn.com
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terms contained in the documents) and the query space (all the terms contained in
queries). Furthermore, authors define the concept of virtual document in the query
space that is made up by all the queries for which a document has been clicked
on. For each document in the document space, they build the corresponding vir-
tual document represented as a vector where the weight of each term is defined
by the tf × idf measure. The similarity between a query and the relative clicked
documents is measured by computing the cosine similarity between the two cor-
responding vectors. Results show that in most cases the similarity values of term
usages between user queries and documents are between 0.1 and 0.4. Only a small
percentage of documents have similarity 0.8. The average similarity value of the
whole collection is 0.28. It means that there is a large gap between document space
and query space.
For the reasons above, query expansion help in reducing the gap between doc-
ument space and query space. One of the first contributions on query expansion
(sometimes referred also as pseudo-relevance feedback [168]) is [68]. In this work,
Fitzpatrick and Dent propose past-query feedback and test its effectiveness against
the TREC-5 dataset. Authors show that past-query feedback improves of 38.3%
in average precision if compared to the non-query-expansion case.
Cui et al. [64] propose a method that exploits correlations among terms in
clicked documents and user queries. The exploitation of click-through data is due
to the assumption that clicked documents are relevant to a query. The proposed
method starts by extracting a set of query sessions from the query log. A query
session consists of a query and a list of clicked results. As an example, the query
session “britney spears” – 4,982 – 2,212 – 8,412 means that a user types the query
“britney spears” and she then clicks on three documents: 4,982, 2,212, 8,412. For
each one of the clicked documents in each session a list of terms is extracted. While
the set of all terms contained within each clicked documents form the Document
Terms set, the set of all terms contained within all the queries make up the Query
Terms set. Given a term in the Document Terms set (td) and a term in the Query
Terms set (tq), a link between td and tq is created if and only if for at least one
query containing tq there exists a clicked document containing the term td. Each
link is weighed by using the degree of term correlation between its endpoints. The
correlation is given by the conditional probability that term td appears given that
term tq already appeared, P (td|tq). The term correlation measure is then used to
devise a query expansion method relying on a function measuring the cohesion
between a query Q and a document term td. The cohesion weight is given by:
CoWeight(Q, td) = log
( ∏
td∈Q
P (td|tq) + 1
)
(3.1)
The productory in the Equation (3.1) remarks that authors assume that terms
within the query are independent. The cohesion weight is used to build a list of
weighted candidate expansion terms. The top-k terms with the highest weights are
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selected as expansion terms for Q. The evaluation of the method is performed on
30 queries extracted randomly from a combination of the Encarta query logs, from
the TREC query set, and from a small subset of manually evaluated queries. The
method is compared against a baseline consisting of not using query expansion,
and the local context method proposed by Xu and Croft [168]. The local context
method has been set to use 30 expanded terms for each query, while the log-based
uses 40 terms. The average precision for the baseline was 17.46% while the local
context method scored 22.04%. The log-based method scored an average precision
of 30.63% corresponding to an improvement of 75.42% on the baseline.
The technique proposed by Xu and Croft [168] is obsolete if compared to today’s
search engine technology. Moreover, expanding a query longer than 30 terms is not
viable due to the overhead it causes in the corresponding query processing phase.
Billerbeck et al. [32] use the concept of Query Association. User queries are
associated with a document if they are similar with the document. The idea is
thus to enrich documents with an associated Surrogate Document. Surrogate doc-
uments are used as a source of terms for query expansion. Furthermore, to make
the system more scalable, instead of keeping all of the queries associated with the
documents only the M closest queries are kept. Similarity is computed using the
Okapi BM25 [128] scoring function. Depending on two parameters, the methods
has to be fine tuned with respect to the different values of K, and M . Scholer et
al. empirically set K = 5, and M = 3. Billerbeck et al. [32] use the Robertson and
Walker’s term selection value formula [127] to select the e expanding terms on dif-
ferent combinations of ranking/expansion on documents/surrogates. Experiments
conducted on a TREC collection shows the superiority of both retrieval/expansion
on surrogates with respect to retrieval/expansion on the original documents (full-
text).
Collins-Thompson and Callan [61] describe a Markov chain framework that
combines multiple sources of knowledge on term associations. The stationary dis-
tribution of the model is used to estimate the probability that a potential expan-
sion term reflects aspects of the original query. Authors use this model for query
expansion and evaluate the effectiveness of the model by examining the accuracy
and robustness of the expansion methods. Authors also investigate the relative ef-
fectiveness of various sources of term evidence. Statistically significant differences
in accuracy are observed depending on the weighting of evidence in the random
walk.
Chirita et al. [57] propose to improve Web queries by expanding them with
terms collected from each user’s Personal Information Repository, thus implic-
itly personalizing the search output. Authors introduce five broad techniques for
generating the additional query keywords by analyzing user data at increasing
granularity levels, ranging from term and compound level analysis up to global
co-occurrence statistics, as well as to using external thesauri. The extensive em-
pirical analysis under four different scenarios presented shows that some of these
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approaches perform very well, especially on ambiguous queries, producing a very
strong increase in the quality of the output rankings. Subsequently, authors move
this personalized search framework one step further and propose to make the
expansion process adaptive to various features of each query. A separate set of
experiments indicates the adaptive algorithms to bring an additional statistically
significant improvement over the best static expansion approach.
Fonseca et al. [69] propose a concept-based query expansion technique, which
allows disambiguating queries submitted to search engines. The concepts are ex-
tracted by analyzing and locating cycles in a special type of query relations graph.
This is a directed graph built from query relations mined using association rules.
The concepts related to the current query are then shown to the user who selects
the one concept that she interprets is most related to his query. This concept is
used to expand the original query and the expanded query is processed instead.
Using a Web test collection, authors show that our approach leads to gains in
average precision figures of roughly 32%. Furthermore, if the user also provides
information on the type of relation between her query and the selected concept,
the gains in average precision go up to roughly 52%.
3.5.2 Query Recommendation
Query recommendation is an important application of query log mining. It deals
with increasing precision of Web search engines by suggesting users a set of possible
queries they might be interested in during their search. The idea is to help users
in better formulating their information needs in order to give them the possibility
to reach their needs in a shorter time, thus decreasing the number of queries a
search engine should resolve.
Differently from query expansion, query suggestion aims at producing hints for
users, thus giving them the possibility to select the best similar query to refine
their search, instead of having the query automatically expanded with a lot of
different terms.
The activity of producing suggestions from queries submitted in the past can
be seen as a way of “exploiting queries submitted by experts to help non-expert
users” [18]. Therefore, the majority of query suggestion techniques detect related
queries by selecting those that are mostly similar to the ones submitted in the past
by other users.
A na¨ıve approach to find queries similar to another one consists of simply
looking for those queries sharing terms in commons. As an example, “Pisa Vini”
and “Dottorato Pisa” would be considered to some extent similar as both the
two queries share the term “Pisa”. Obviously, this example shows that the na¨ıve
approach might result misleading for users.
Lot of efforts have been spent on query recommendation producing a lot of
contributions in the field. Starting from papers selecting queries to be suggested
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from those appearing frequently in query sessions [70], to use clustering to devise
similar queries on the basis of clustering membership [18, 11, 12], to use click-
through data information to devise query similarity [177, 63].
Query sessions can be an important source of information for devising poten-
tially related queries to be suggested to a user. One important idea is that if a
lot of previous users when issuing the query q1 also issue q2 afterwards, query q2
could be a suggestion for query q1.
Fonseca et al. [70] exploit this idea above by mining association rules from
query logs. Authors run an association rules mining algorithm on a query log. As
computing association rules on query logs could be very computationally expensive
(due to the dimensions of the data), the approach presented by Fonseca et al. [70]
mines only rules of the form qi ⇒ qj and, thus reducing the total effort needed
for the overall computation. Basically, for each query qi, all the associations above
a given support σ are sorted by confidence level and saved in the form of rules
qi ⇒ q1, qi ⇒ q2, . . . , qi ⇒ qm. Authors test the proposed technique on a real-
world query log coming from a Brazilian search engine and consisting of 2.312.586
queries. Experiments use a support σ = 3. The produced recommendations are
evaluated by means of a survey involving five assessors. Results are encouraging as
the technique scores 90.5% of precision (with five queries suggested) measured as
the number of suggestions retained relevant for the five assessors. By augmenting
the number of suggestions provided to users, precisions drops to 89.5% when ten
queries are suggested down to 81.4% when 20 queries are suggested.
Za¨ıane and Strilets [170] use a Query Memory model to store past queries
and retrieve them according to the one submitted. The method computes asso-
ciations on-the-fly at query resolution time. A Query Memory is a set of queries
represented by six different features: i) a bag of word representation of the query
(BagTerms); ii) the frequency with which the query has been submitted (Count);
iii) the timestamp recording the last time the query was submitted (LDate); iv)
the timestamp recording the first time the query was submitted (FDate); v) the
query result list stored as records made up of: URL, Title and Snippet of each
result page (QResult); vi) the timestamp recording the date at which results were
obtained. In order to produce query recommendations, seven different methods
can be used:
• Na¨ıve query-based method : returning queries having in common at least one
term;
• Na¨ıve simplified URL-based method : returning queries having in common at
least one URL in the result lists;
• Na¨ıve simplified URL-based method : returning queries having in common a
large portion of URLs in the result list;
• Query-Title-based method : returning queries where terms in their result titles
are contained in the submitted query;
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• Query-Content-based method : it is the same as the above only considering
snippet terms instead of title terms;
• Common query title method : returning queries whose results share title terms;
• Common query text method : it is the same of the previous one only considering
snippet terms instead of the title terms.
The evaluation of the technique is conducted by means of an user study. Au-
thors claim that it is difficult to find a winner strategy. Furthermore, authors
investigated the scalability of the method. They claimed that the use of the Query
Model in a real-world search engine needs the use of an index depicted to the
search of queries containing a keyword. This implies that the method performs a
double index access for each submitted query. Furthermore, this two accesses can
be done in parallel on a distributed platform.
Baeza-Yates et al. [18] use a clustering approach to query recommendation.
The query recommendation technique works by following a two level approach.
An oﬄine process clusters past queries using text from queries and clicked URLs.
The online process then follows a two-stage approach: i) given an input (a query),
the most representative cluster is found; ii) each query in the cluster is ranked
according to two criteria: the similarity and the attractiveness of query answer,
i.e. how much the answers of the query have attracted the attention of users. In
the paper, authors refers to this as support. Moreover it should not be confused
with the more famous support of association rules [4]. The oﬄine query clustering
algorithm operates over queries that are previously enriched by a selection of
terms extracted from the clicked documents. Clusters are computed by applying
a k-means algorithm. The similarity between queries is computed according to a
vector-space approach. Therefore, each query q is represented as a vector whose




Clicks(q, u)× tf(ti, u)
maxttf(t, u)
where Clicks(q, u) is the percentage of clicks the URL u receives when answered in
response to the query q, and tf(t, u) is the number of occurrences of the term t in
the document pointed to URL u. All the clicked URLs are considered in computing
the sum. The distance between two queries is computed by the cosine similarity
of their relative vectors. The approach is evaluated on the TodoCL query log con-
taining 6,042 unique queries with the associated click-through information. 22,190
clicks are present in the log referring to 18,527 different URLs. The evaluation is
performed on ten queries by means of an user study. Results show that presenting
query suggestions ranked by support (the frequency of the query in the query log)
yields to more precise and high quality suggestions.
Jones et al. [93] propose a model for suggesting queries based on the concept of
query rewriting. Basically a query is rewritten into a new one by means of query
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or phrase substitution. The rewriting process is based on the Log-Likelihood Ratio
(LLR) [104] measure to assess interdependencies between terms of queries. Given
two terms, the more the LLR is high, the more the likelihood of the two words
of being dependent is higher. Thus, query pairs with high LLR are identified as
substitutables. Authors also propose a systemization of possible suggestions into
four classes going from the most precise to the less precise class: precise rewriting,
approximate rewriting, possible rewriting, and clear mismatch. Precise rewriting
means that the query suggested has exactly the same semantic of the one to be
replaced. Approximate rewriting is the class containing narrowed or broadened
queries of the initial one. Possible rewriting is a still less precise query suggestion
methodology: queries are in some categorical relationship. The last class, clear
mismatch is the less precise and contains query pairs where no relationships can
be found among them. Authors use the four classes for defining the two general
tasks of query suggestion: specific rewriting (precise and approximate rewriting),
and broad rewriting (precise, approximate, and possible rewriting). Given these
two tasks, the problem of generating query recommendations can be seen as a
classification problem. Authors thus adopt and test different classifiers. Training
is performed on a set of manually annotated set of substitutions extracted from
queries of a query log. The assessment of the method is performed by using an
automatic evaluation. For the log used in [93], the precision of the method has
been measured to be 76% with a recall figure of 92%.
Boldi et al. [35] introduce the Query Flow Graph (QFG), a graph representation
of the interesting knowledge about latent querying behavior. Intuitively, in the
QFG a directed edge from query qi to query qj means that the two queries are
likely to be part of the same search mission. Any path over the QFG may be seen
as a searching behavior, whose likelihood is given by the strength of the edges along
the path. Figure 3.16 shows an example of the users’ search behavior represented
by means of a Query Flow Graph. Authors propose a methodology that builds
a QFG by mining time and textual information as well as aggregating queries
from different users. Using this approach, authors build a real-world QFG from
a large-scale query log and demonstrate its utility in two concrete applications:
i) finding logical sessions, and ii) query recommendation. In a later study, Boldi
et al. [36] propose, and experimentally study, query recommendations based on
short random walks on the query flow graph. The conducted experiments show
that these methods can match in precision, and often improve, recommendations
based on query-click graphs, without using click-through data. Experiments also
show that it is important to consider transition-type labels on edges for having
good quality recommendations.
Baeza-Yates and Tiberi [17] use click-through data as a way to provide recom-
mendations. The method is based on the concept of cover graph. A cover graph is
a bipartite graph of queries and URLs, where a query and a URL are connected if
the URL was returned as a result for the query and a user clicked on it. To catch
40







































Figure 2: A portion of the query flow graph using
the weighting scheme based on relative frequencies,
described on Section 4.
Let f(s, q) and f(q, t) indicate the number of times query q
is the first and last query of a session, respectively.





if (w(q, q′) > θ) ∨ (q = s) ∨ (q = t)
0 otherwise,
which uses the chaining probabilities w(q, q′) basically to
discard pairs that have a probability of less than θ to be
part of the same chain.
By construction, the sum of the weights of the edges go-
ing out from each node is equal to 1. The result of such a
normalization can be viewed as the transition matrix P of a
Markov chain.
In Figure 2 we show a small snapshot of the query flow
graph we produce with this weighting scheme. This contains
the query “barcelona” and some of its followers up to a
depth of 2, selected in decreasing order of count. Also the
terminal node t is present in the figure. Note that the sum of
outgoing edges from each node does not reach 1 just because
not all outgoing edges (and relative destination nodes) are
reported.
5. FINDING CHAINS
In this section we describe our first application of the
query-flow graph: finding chains of queries in user sessions.
As we have already mentioned, finding chains is a very im-
portant problem as it allows improving query-log analysis,
user profiling, mining user behavior, and more. For this
application we use the first weighing scheme described in
Section 4 based on chaining probabilities.
The problem we consider is the following. We are given a
supersession S = 〈q1, q2, . . . , qk〉 of one particular user. We
are also given the query-flow graph, which has been com-
puted with the sessions of S as part of its input. The chain-
finding problem can also be defined in the case that the
sessions of S have not participated in the construction of
the query-flow graph. However, in this paper we focus on
the former case and we leave the latter for future work.
One of the challenges of the problem we consider arises
from our definition of chains: we allow chains not to be con-
secutive in the supersession S; in other words, the super-
session S may contain many intertwined chains such as the
ones shown in the Table 1. Previous work has mostly focused
on the case where all chains are consecutive.
Chain #1 Chain #2
. . . . . .
football results january 2nd pointui forum
royal carribean cruises audi ipswich
holidays golfers elbow
motherwell football club cox ipswich
... ...
Table 1: Two fragments from actual sessions con-
taining non-consecutive chains.
The chain-finding problem can be formalized as follows:
let us define a chain cover of S = 〈q1, q2, . . . qk〉 as a par-
tition of the set {1, . . . , k} into subsets C1, . . . , Ch. Each
set Cu = {iu1 < · · · < iu!u} is thought of as a chain Cu =〈s, qiu1 , . . . , qiu!u , t〉, that is associated the probability






and we want to find a chain cover maximizing P (C1) . . . P (Ch).
When a query appears more than once, “duplicate” nodes
for that query are added to the formulation, which makes the
description of the algorithm slightly more complicated than
what is presented here. For simplicity of the presentation we
omit the details related to queries appearing more than once
below, which are not fundamental to the understanding of
the algorithm.
We separate this problem into two subproblems: session
reordering and session breaking. The session reordering prob-
lem is to ensure that all the queries belonging to the same
search mission are consecutive. Then, the session breaking
problem is much easier as it only needs to deal with non-
intertwined chains.
5.1 Session re-ordering by ATSP
We formulate the session re-ordering problem as an in-
stance of the Assymmetric Traveler Salesman Problem (ATSP).
Let w(q, q′) be a weight defined as a chaining probability
from Section 4. Given the session S = 〈q1, q2, . . . qk〉, con-
sider a directed weighted graph GS = (V,E, h) with nodes
V = {s, q1, . . . , qk, t}, edges E and edge weights h defined
as h(qi, qj) = − logw(qi, qj) . An edge (qi, qj) exists in E if
w(qi, qj) > 0.





This is equivalent to finding a Hamiltonian path of minimum
weight in this graph.
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Fig. 3.16. An example of the users’ search behavior represented by means of a Query
Flow Graph [35].
the relations between queries, a graph is built out of a vectorial representation
for queries. In such a vector-space, queries are points in a high-dimensional space
where each dimension corresponds to a unique URL u that was, at some point,
clicked by some user. Each component of the vector is weighted according to the
number of times the corresponding URL has been clicked when returned for that
query. For instance, suppose we have five different URLs, namely, u1, u2, . . . , u5,
suppose also that for query q users have clicked three times URL u2 and four times
URL u4, the corresponding vector is (0, 3, 0, 4, 0). Queries are then arranged as a
graph with two queries being connected by an edge if and only if the two queries
share a non-zero entry, that is, if for two different queries the same URL received at
least one click. Furthermore, edges are weighted according to the cosine similarity
of the queries they connect. More formally, the weight of an edge e = (q, q′) is com-
puted according to Equation (3.2). In the formula, D is the number of dimensions,
i.e., the number of distinct clicked URLs, of the space.
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W (q, q′) =
q · q′










Suggestions for a query q are obtained by accessing the corresponding node in
the cover graph and extracting the queries at the end of the top scoring edges.
Baraglia et al. [22] propose a new model for query recommendation, the Search
Shortcut Problem (SSP), that consists in recommending successful queries that al-
lowed other users to satisfy, in the past, similar information needs. This new model
present several advantages with respect to traditional query suggestion approaches.
Firstly, it allows a straightforward evaluation of algorithms from available query log
data. Moreover, it simplifies the application of several recommendation techniques
from other domains. In particular, authors apply collaborative filtering techniques
to this problem. The proposed query recommendation technique is evaluated on
two large query logs (AOL and MSN). Different techniques for analyzing and ex-
tracting information from query logs, as well as new metrics and techniques for
measuring the effectiveness of recommendations are proposed and evaluated. Re-
sults show notably accurate results, which demonstrate that collaborative filtering
techniques can be useful in recommending queries.
Query suggestion has been an effective approach to help users narrow down
to the information they need. However, most of the existing studies focus on only
popular queries. Since rare queries possess much less information (e.g., clicks) than
popular queries in the query logs, it is much more difficult to efficiently suggest
relevant queries to a rare query.
Yang et al. [145] propose an optimal rare query suggestion framework by lever-
aging implicit feedbacks from users in the query logs. The model resembles the
principle of pseudo-relevance feedback which assumes that top-returned results by
search engines are relevant. However, authors argue that the clicked URLs and
skipped URLs contain different levels of information and thus should be treated
differently. Hence, the query suggestion framework optimally combines both the
click and skip information from users and uses a random walk model to optimize
the query correlation. The proposed model specifically optimizes two parameters:
i) the restarting (jumping) rate of random walk, and ii) the combination ratio of
click and skip information. Unlike the Rocchio algorithm, the proposed learning
process does not involve the content of the URLs but simply leverages the click
and skip counts in the query-URL bipartite graphs. Consequently, the model is
capable of scaling up to the need of commercial search engines. Experimental re-
sults on one-month query logs from a large commercial search engine with over
40 million rare queries demonstrate the superiority of our framework, with statis-
tical significance, over the traditional random walk models and pseudo-relevance
feedback models.
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Broder et al. propose to leverage the results from search engines as an external
knowledge base for building the word features for rare queries [45]. The authors
train a classifier on a commercial taxonomy consisting of 6,000 nodes for cate-
gorization. Results show a significant boost in term of precision with respect to
the baseline query expansion methods. Lately, Broder et al. propose an efficient
and effective approach for matching ads against rare queries [44]. The approach
builds an expanded query representation by leveraging oﬄine processing done for
related popular queries. Experimental results show that the proposed technique
significantly improves the effectiveness of advertising on rare queries with only a
negligible increase in computational cost.
Mei et al. propose a novel query suggestion algorithm based on ranking queries
with the hitting time on a large scale bipartite graph [108]. The rationale of the
method is to capture semantic consistency between the suggested queries and the
original query. Empirical results on a query log from a real world search engine
show that hitting time is effective to generate semantically consistent query sug-
gestions. Authors show that the proposed method and its variations are able to
boost long tail queries, and personalized query suggestion.
3.6 Privacy Issues in Query Logs
Privacy in query logs becomes an hot topic in 2006 when AOL compiled a statistical
sampling of more than twenty million queries entered by 650,000 users of their
customers. Such enormous quantity of data was released for research purposes.
Users names were replaced by numbers. Furthermore, these numbers provide a sort
of thread by which queries by a given user could be identified. The identification
process is easy if users entered some pieces of information which permits their
identity to be discerned. Doing so, all other queries they made during the sampling
period could be identified as theirs.
Many commercial search engines overcome the problem by simply not pub-
lishing their logs. However, lot of efforts have been spent in order to find good
techniques for sanitizing query logs. As an example, Bar-Ilan in [21] state that
“interesting results can be obtained from query logs without jeopardizing the pri-
vacy of users”.
A seminal solution to the anonymity preservation challenge has been proposed
by Sweeney in [153]. Sweeney introduced the concept of k-anonymity, which en-
sures that each information request contains at least k (anonymized) individuals
with the same values, so that it is not possible to identify one individual in par-
ticular.
Jones et al. [91] provide a detailed description of a data analysis process that
leads to information disclosure in a query log. They show how the combination of
simple classifiers can be used to map a series of user queries into a gender, age and
location showing that this approach remains very accurate even after personally
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identifying information has been removed from the log. Authors emphasize that
a user can be identified by a real-life acquaintance; this type of person has back-
ground knowledge on the user (e.g. location, age, gender, or even access the user’s
browser) and can use it to disclose the activities of the user in the log.
Adar [1] elaborates on vulnerabilities in the AOL log and shows that tradi-
tional privacy preservation methods can not be transferred directly to query logs.
Adar also points out that k-anonymity is too costly for query log anonymization,
because this type of dataset changes very rapidly. Two user anonymization meth-
ods are proposed, whose goal is to balance the achieved privacy and the retained
utility, i.e. the usability of the anonymized log for statistical analysis. The term
utility refers to the data utility of the anonymized log for the purposes of non-
adversarial information acquisition. Verykios et at. [159] count utility as one of
the important features for the evaluation of privacy preserving algorithms, next
to the performance of the algorithm, the level of uncertainty with which the sen-
sitive information can be predicted and the resistance to different data mining
techniques.
Xiong and Agichtein [167] describe some important applications of query log
analysis and discuss requirements on the degree of granularity of query logs. Au-
thors then analyze the sensitive information in query logs and classify them from
the privacy perspective. Two orthogonal dimensions are described for anonymizing
query logs and a spectrum of approaches along those dimensions is presented. Fur-
thermore, the authors discuss whether existing privacy guidelines such as HIPAA
can apply to query logs directly.
Cooper [62] assesses seven state-of-the-art privacy-preserving techniques against
three main criteria: i) how well the technique protects privacy, ii) how well the tech-
nique preserves the utility of the query logs, and iii) how well the technique might
be implemented as a user control. The author highlights that achieving the right
balance between protecting privacy and promoting the utility of the query logs
is thus difficult but necessary to ensure that Web users can continue to rely on
search engines without fear of adverse privacy consequences.
Poblete et al. [119] look into the privacy related implications of query log
analysis and in particular, they analyze a new concern, the privacy of businesses.
This include both institutions (such as companies) and people in the public eye
(such as political leaders). Authors provide a definition of confidential information
and analyze attacks that lead to confidentiality breaches, including methods to
prevent information disclosure.
Kumar et al. [98] study the privacy preservation properties of a specific tech-
nique for query log anonymization: token-based hashing. In this approach, each
query is tokenized, and then a secure hash function is applied to each token. Au-
thors show that statistical techniques may be applied to partially compromise
the anonymization. Authors then analyze the specific risks that arise from these
partial compromises, focused on revelation of identity from unambiguous names,
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addresses, and so forth, and the revelation of facts associated with an identity that
are deemed to be highly sensitive. The goal of the study is twofold: to show that
token-based hashing is unsuitable for anonymization, and to present a concrete
analysis of specific techniques that may be effective in breaching privacy, against
which other anonymization schemes should be measured.
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4The Effects of Time on Query Flow Graph-based
Models for Query Suggestion
A recent query-log mining approach for query recommendation is based on Query
Flow Graphs, a markov-chain representation of the query reformulation process
followed by users of Web Search Engines trying to satisfy their information needs.
In this chapter we aim at extending this model by providing methods for dealing
with evolving data. In fact, users’ interests change over time, and the knowledge
extracted from query logs may suffer an aging effect as new interesting topics ap-
pear. Starting from this observation validated experimentally, we introduce a novel
algorithm for updating an existing query flow graph. The proposed solution allows
the recommendation model to be kept always updated without reconstructing it
from scratch every time, by incrementally merging efficiently the past and present
data.
4.1 Introduction
All popular Web search engines provide users with query suggestions to help them
to formulate better queries and to quickly satisfy their information needs. As
introduced in Chapter 3, query suggestion techniques are typically based on the
behavior of past users of the search engine recorded in query logs. In this chapter
we are interested particularly in query recommendation: the automatic generation
of interesting queries that are related in some non trivial way to the current user
information need.
A successfully query-log mining approach for generating useful query recom-
mendation based on Query Flow Graphs (QFGs) [35], was recently proposed
in [36]. The QFG model aggregates information in a query log by providing a
markov-chain representation of the query reformulation process followed by users
trying to satisfy the same information need. This chapter aims at extending the
QFG model by providing a methodology for dealing efficiently with evolving data.
The interests of search engine users change in fact over time. New topics may
suddenly become popular (this is described as a query burst), while others that
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attracted for some time the attention of users can lose importance. The knowl-
edge extracted from query logs can thus suffer an aging effect, and the models
used for recommendation rapidly becoming unable to generate useful and inter-
esting queries. Unfortunately, building a new fresh QFG from scratch as soon as
we discover the effect of aging is very expensive. We thus deal with this problem
by introducing an incremental algorithm for updating an existing QFG. The so-
lution proposed allows the recommendation model to be kept always updated by
incrementally adding fresh knowledge and deleting the aged one.
In order to validate our claims and assess our methodology, we build different
query flow graphs from the queries found on a large query log of a real-world search
engine, and we analyze the quality of the recommendation model devised from
these graphs to show that it inexorably ages. Then, we show that our algorithm
for merging QFGs allows the recommendation model to be kept updated and we
propose a general methodology for dealing with aging QFG models. Finally, we
show that the computational time needed to merge QFGs is remarkably lower
than the time required for building it from scratch, and we propose a distributed
solution allowing to shorten further the time for the QFG creation/update.
The results we present here show that the model built over a QFG inexorably
ages over time [23], to assess the aging effect and also to find effective anti-aging
strategies to combat time effects over QFG-based models [24].
The chapter is organized as follows. Section 4.2 discusses related works, while
Section 4.3 introduces the concept of query flow graph, and provides readers with
some useful notations. The data used for the experiments are described in Sec-
tion 4.4, while their analysis finalized to the evaluation of aging effects on the
recommendation models is discussed in Section 4.5. The incremental algorithm for
updating query flow graphs with fresh data is described in Section 4.6. Section 4.7
discusses its parallel implementation. Finally, Section 4.8 draws some conclusions
and outlines future work.
4.2 Related Work
Different approaches have been proposed in recent years that use query logs to
mine wisdom of the crowds for query suggestion.
Bruno et al. in [69] use an association rule mining algorithm to devise query
patterns frequently co-occurring in user sessions, and a query relations graph in-
cluding all the extracted patterns is built. A click-through bipartite graph is then
used to identify the concepts (synonym, specialization, generalization, etc.) used
to expand the original query.
Jones et al. in [93] introduce the notion of query substitution or query rewriting,
and propose a solution for sponsored search. Such solution relies on the fact that
in about half sessions the user modifies a query with another which is closely
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related. Such pairs of reformulated queries are mined from the log and used for
query suggestion.
Baeza-Yates et al. [18] use a k-means algorithm to cluster queries by consid-
ering both topics and text from clicked URLs. Then the cluster most similar to
user query is identified, and the queries in the cluster with the highest similarity
and attractiveness (i.e. how much the answers of the query have attracted the
attention of past users) are suggested. The solution is evaluated by using a query
log containing only 6,042 unique queries from the TodoCL search engine, and the
suggestions to 10 different queries are evaluated by means of a user study.
Beeferman and Berger [26] apply a hierarchical agglomerative clustering tech-
nique to click-through data to find clusters of similar queries and similar URLs
in a Lycos log. A bipartite graph is created from queries and related URLs which
is iteratively clustered by choosing at each iteration the two pairs of most similar
queries and URLs. The conducted experimental evaluation shows that the pro-
posed solution is able to enhance the quality of the Lycos’s query recommender
which was used as baseline.
QFGs were introduced by Boldi et al. [35]. A QFG is an aggregated representa-
tion of the interesting information contained in query logs. Authors define a QFG
as a directed graph in which nodes are queries, and edges are weighted by the
probability of being traversed. Authors propose two weighting schemes. The first
one represents the probability that two queries are part of the same search mission
given that they appear in the same session, and the other one represents the prob-
ability that query qj follows query qi. Authors show the utility of the model in two
concrete applications, namely, finding logical sessions and query recommendation.
Boldi et al. in [36], [37] refine the previous study and propose a query suggestion
scheme based on a random walk with restart model. The query recommenda-
tion process is based on reformulations of search mission. Each reformulation is
classified into query reformulation types. Authors use four main reformulations:
generalization, specialization, error correction, and parallel move. An automatic
classifier was trained on manually human-labeled query log data to automatically
classify reformulations. Authors showed improvements on the recommendations
based on QFG models.
4.3 The Query Flow Graph
A Query Flow Graph is a compact representation of the information contained in
a query log. It has been applied successfully to model user interactions with a web
search engine and for a number of practical applications as segmenting physical
sessions into logical sessions [35] or query recommendation [35, 36].
As presented in [35] a Query Flow Graph is a directed graph G = (V,E,w)
where:
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• V = Q ∪ {s, t}, is the set of distinct queries Q submitted to the search engine
enriched with two special nodes s and t, representing a starting state and a
terminal state which can be seen as the begin and the end of all the chains;
• E ⊆ V × V is the set of directed edges;
• w : E → (0..1] is a weighting function that assigns to every pair of queries
(q, q′) ∈ E a weight w(q, q′).
Each distinct query is represented by a single node independently of its fre-
quency, and the number of users who issued it. In order to build the QFG repre-
senting a given query log, we need to preprocess the data, sorting the queries by
userid and by timestamp, and splitting them into physical sessions using a fixed
time interval. In a second step we connect two queries q, q′ with an edge if there is
at least one session of the query log in which q and q′ are consecutive. The third
step of the QFG construction consists in weighting directed edges (q, q′) on the
basis of a function w : E → (0..1] that measures the probability of transition from
query q to query q′. In [35], two weighting schemes are proposed. A first one based
on chaining probability and the second one based on relative frequencies. For edge
weighting we adopted the chaining probability scheme. To estimate such chaining
probability, we extract for each edge (q, q′) a set of features aggregated over all
sessions that contain the queries q and q′ appearing consecutively.
This classification step produces a set of so called chain graphs. Each chain
graph is represented by a set of queries (i.e. nodes) interconnected by edges
weighted by the probability of moving from a query to another. Noisy edges (i.e.
those edges having a low probability of being traversed) are removed on the basis
of a filtering process by means of a threshold value t.
4.4 Experimental Framework
Our experiments have been conducted on the AOL query log and on a hardware
consisting of a cluster of machines equipped with G5 PowerPCs and 5 Gb of RAM
each.
The AOL data-set contains about 20 million queries issued by about 650, 000
different users, submitted to the AOL search portal over a period of three months
from 1st March, 2006 to 31st May, 2006. Each query record comes with the user
ID, timestamp, and the list of results returned to the user. After the controversial
discussion followed to its initial public delivery, AOL has withdrawn the query log
from their servers and is not offering it for download anymore. We decided to run
experiments on that log anyways, because of the following reasons. First of all,
the log spans a long period of time and this allows us to show how models for
query suggestions degrade in a more realistic way. Second, we are not disclosing
any sensitive information neither about users nor about usage behavior. Therefore,
we are not breaching into the privacy of any specific user. Last, but not least, the
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query log is still available on the web. Everybody can easily find and download it.
Indeed we consider this a strong point in favor of its use: the availability of data
allows the repeatability of experiments which is an important requirement for any
scientific work.
To assess the aging effects on QFG models we conducted several experiments to
evaluate the impact of different factors. The log has been split into three different
segments. Two of them have been used for training and the third one for testing.
The three segments correspond to the three different months of users activities
recorded in the query log. We fixed the test set – i.e. the set of queries from which
we generate recommendations – to be the queries submitted in the last month.
We also have conducted experiments with different training granularities, based
on weekly and biweekly training sets. Results on those shorter training segments
are consistent with those presented in the following, and we are omitting them for
brevity.
The QFGs over the two monthly training segments have been constructed
according to the algorithm presented by Boldi et al. in [35]. This method uses
chaining probabilities measured by means of a machine learning method. The initial
step was thus to extract those features from each training log, and storing them
into a compressed graph representation. In particular we extracted 25 different
features (time-related, session and textual features) for each pair of queries (q, q′)
that are consecutive in at least one session of the query log.
Table 4.1 shows the number of nodes and edges of the different graphs corre-
sponding to each query log segment used for training.
Time window Id Nodes Edges
March 06 M1 3,814,748 6,129,629
April 06 M2 3,832,973 6,266,648
Table 4.1. Number of nodes and edges for the graphs corresponding to the two different
training segments.
It is important to remark that we have not re-trained the classification model
for the assignment of weights associated with QFG edges. We reuse the one that
has been used in [35] for segmenting users sessions into query chains1. This is
another point in favor of QFG-based models. Once you train the classifier to assign
weights to QFG edges, you can reuse it on different data-sets without losing in
effectiveness. We want to point out, indeed, that what we are evaluating in this
work is that QFGs themselves age much faster than the model used to build them.
This is a subtle difference we want to state clearly.
Once the QFG has been built, the query recommendation methods are based
on the probability of being at a certain node after performing a random walk over
1 We thank the authors of [35] for providing us their model.
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the query graph. This random walk starts at the node corresponding to the query
for which we want to generate a suggestion. At each step, the random walker either
remains in the same node with a probability α, or it follows one of the out-links with
probability equal to 1−α; in the latter case, out-links are followed proportionally
to w(i, j). In all the experiments we computed the stable vector of the random
walk on each QFG by using α = 0.15. Actually, the stable vector is computed
according to a Random Walk with Restart model [156]. Instead of restarting the
random walk from a query chosen uniformly at random, we restart the random
walk only from a given set of nodes. This is done by using a preference vector
v, much in the spirit of the Topic-based PageRank computation [75], defined as
follows. Let q1, . . . , qn be a query chain (q1 is the most recently submitted query).
The preference vector v is defined in the following way: vq = 0 for all q /∈ q1, . . . , qn
and vqi ∝ βi. β is a weighting factor that we set in all of our experiments to be
β = 0.90.
4.5 Evaluating the Aging Effect
One of the main goals of this chapter is to show that time has some negative
effects on the quality of query suggestions generated by QFG-based models. It is
also worth remarking that we can safely extend the discussion that follows also to
suggestion models different from QFG-based ones. As a matter of fact, the presence
of “bursty” [95] topics could require frequent model updates whatever model we
are using. To validate our hypothesis about the aging of QFG-based models we
have conducted experiments on models built on the two different training segments
described in the above section.
In order to assess the various reasons why a QFG-based model ages we have
considered, for each segment, two classes of queries, namely F1, and F3, which
respectively correspond to queries having a strong decrease and a strong increase
in frequency. F1 is the set of the 30 queries that are among the 1,000 most frequent
queries in the first month (M1) but whose frequency has had the greater drop
in the last month covered by the query log (M3). Conversely, F3 is the set of
the 30 queries among the 1,000 most frequent queries in the test log M3 whose
frequency has the greater drop in the first part of the log M1. Actually, to make
the assessment more significant, we do not include queries that are too similar,
and we do not include queries containing domain names within the query string.
Figure 4.1 graphically show where the selected queries for each class fall when
we plot the popularity of the top-1000 most frequent queries in M1 (M3) by
considering query ids assigned according to frequencies in M3 (M1).
Some examples of queries in F1 are: “shakira”, “americanidol”, “ecards”, “nfl”.
Such queries are related to particular events in March 2006, for instance singer
Shakira in March 2006 released a new album. Some examples of queries in F3 are:
“mothers day gift”, “mothers day poems”, “memorial day”, “da vinci code”. As
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Fig. 4.1. Queries in F3. The set of top 1,000 queries in M3 compared with the same
set projected onM1. Query identifiers are assigned according to frequencies inM3. The
circled area in the plot highlights the zone from where F3 was drawn.
in the previous case, F3 queries are strongly related to that particular period of
time. For instance, in May 2006 the movie adaptation of the popular book “Da
Vinci Code” was released.
We selected two distinct sets because we want to assess the effectiveness of
recommendations for both new or emerging query topics in the test log (i.e. queries
in F3), and for queries that are frequent in the first month but poorly represented
(or absent) in the test month (i.e. queries in F1).
The first evaluation we perform is a human-based assessment of the quality
of query suggestions generated by models trained on the two different segments.
From each query in F1 and F3 we generated the top 20 recommendations using
four different sets of QFG-based models: three of them are filtered with different
values of the threshold t (0.5, 0.65, and 0.75), one is generated without filtering
(t = 0). Each set consists of QFGs built on either M1 or M2.
The generated recommendations were manually evaluated and classified as use-
ful and not useful. We consider useful a recommendation that undoubtedly in-
terprets the possible intent of the user better than the original query.
Table 4.3 shows the results of the human assessment performed by counting,
for each query and the three different threshold levels, the number of useful sug-
gestions. We averaged the counts over all the queries evaluated. For each training
period we show the average number of useful suggestion for queries in the three
different groups, i.e. F1, F3, and F1 ∪ F3.
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Set Query
M1 M2
Score Suggestions Score Suggestions
F3
da vinci
49743 da vinci’s self portrait black and white 73219 da vinci and math
47294 the vitruvian man 33769 da vinci biography
35362 last supper da vinci 31383 da vinci code on portrait
31307 leonardo da vinci 29565 flying machines
30234 post it 28432 inventions by leonardo da vinci
30234 handshape 20stories 26003 leonardo da vinci paintings
23343 friends church
23343 jerry c website
survivor
8533 watch survivor episodes 7392 survivor preview
8083 survivor island 7298 watch survivor episodes
4391 2006 survivor 7110 survivor island album
4310 bubba gump hat 4578 survivor edition 2006
4310 big shorts 3801 cbs the great race
3801 chicken and broccoli
lost
16522 lost fan site 5138 lost season 2
3634 abcpreview.go.com 3742 lost update
2341 altricious 2162 lost easter eggs
2341 5 year treasury rate 1913 abcpreview.go.com




11113 anna nicole smith nude 23497 anna nicole smith recent news
11101 anna nicole smith - supreme court 18694 anna nicole smith and supreme court
11054 anna nicole smith diet 18546 anna nicole smith and playboy
10274 anna nicole smith with liposuction 16836 anna nicole smith pictures
4677 cameron diaz video 15289 anna nicole smith free nude pics




5097 harley davidson ny 5749 harley davidson sound system manual
2652 american harley davidson 3859 automatic motorcycles
2615 2002 harley davidson ultra classic 3635 harley davidson credit
2602 adamec harley davidson 3618 cherokee harley davidson
2341 air fight 2103 harley davidson sporster
2341 928 zip code 1965 2002 harley davidson classic
2341 antispy ware 1394 regions banking
1394 aol email only
1394 adultactioncamcom
shakira
10989 shakira video 3281 hips don’t lie
7522 shakira albums 3281 shakira hips don’t lie video
7522 shakira my hips don’t lie 3175 shakira video
5836 shakira biography 3042 shakira wallpaper
3864 70s music funk 2811 shakira album
3864 97.1zht 2592 shakira nude
1868 cant fight the moonlight
1868 free video downloads
Table 4.2. Some examples of recommendations generated on different QFG models.
Queries used to generate recommendations are taken from different query sets. For each
query we present the most important recommendations with their assigned relative scores.
Filtering threshold
Average number of use-
ful suggestions on M1
Average number of use-
ful suggestions on M2
F1 F3 F1 ∪ F3 F1 F3 F1 ∪ F3
0 2.51 2.02 2.26 2.12 2.46 2.29
0.5 3.11 2.69 2.9 2.88 2.87 2.87
0.65 3.02 2.66 2.84 2.8 2.71 2.76
0.75 3 2.64 2.82 2.72 2.68 2.7
Table 4.3. Model aging statistics varying the model type and the temporal window.
Results were manually assessed.
From the table we can draw some interesting conclusions. First, the perfor-
mance of the models built from M1 and M2 are quite similar (column F1 ∪ F3).
This might seem a counterexample to the hypothesis that the models age. Actu-
ally, by breaking down the overall figure into separate figures for F1 and F3 we
can observe that for all the queries in F3 the suggestions built fromM2 are more
useful than those built on M1.
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Furthermore, by inspecting some of the suggestions generated for the queries
shown in Table 4.2, it is evident that some of the suggestions are fresher (i.e. more
up-to-date) in the case of a model built on M2 than those obtained on models
built on M1. This is particularly true for queries in F3. For instance, for the
query “lost” suggestions computed by a model trained on M2 appear to be more
meaningful than those suggested using an old model on that particular period of
time. Furthermore, another interesting observation is that filtering (i.e. removing
noisy edges) works pretty well since it increases the average number of useful
suggestions.
When we performed the assessment of the suggestions we noted a phenomenon
regarding the scores computed on the different QFGs by the random walk-based
method. Let us consider again the results shown in Table 4.2 and let us look at
the suggestions, with the relative scores, computed for 6 queries (3 queries from
F1 and 3 queries from F3) on M1 and M2.
As we go further down the list sorted by score, when the quality of the sugges-
tions starts to degrade, we often observe that the useless suggestions are associated
with the same low score values, e.g. “regions banking”, “aol email only”, “adul-
tactioncamcom” are three different (and useless) query suggestions for the query
“harley davidson” whose QFG computed score is always 1394.
From the above observation we make the following hypothesis that we will use
to derive a second automatic evaluation methodology to assess the “usefulness” of
suggestions:
when a QFG-based query recommender system gives the same score to con-
secutive suggestions, these recommendations and the following ones having
a lower score are very likely to be useless.
A QFG-based recommender system recommends queries by computing a ran-
dom walk with restart on the model. At each step, the random walker either
remains in the same node with a probability α, or it follows one of the out-links
with probability equal to 1 − α. Out-links are followed proportionally to w(i, j).
Let us suppose the recommender system starts recommending more than k queries
sharing the same score for the given query q. On the QFG model it means that
the query q has more than k out-links sharing the same probability (w(i, j)). Due
to the lack of information the system is not able to assign a priority to the k
recommended queries. This is the reason why we consider these recommendations
as “useless”.
This heuristic considers useful k query recommendations if the suggestions
following the top-k recommended queries have equal scores associated with them.
Consider again the case of the query “harley davidson”, we have six queries with
different scores and then the remaining queries (for which the associated scores
are equal) are clearly useless.
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We perform the automatic analysis described above to the 400 most frequent
queries in the third month for which recommendations were generated on models
built on either M1 or M2. For all the experiments we set k = 3. Table 4.4 shows
that according to this measure of quality filtered models works better than un-
filtered ones. The filtering process reduces the “noise” on the data and generates
more precise knowledge on which recommendations are computed. Furthermore,
the increase is quite independent from the threshold level, i.e. by increasing the
threshold from 0.5 to 0.75 the overall quality is, roughly, constant.
Filtering threshold
Average number of use-
ful suggestions on M1
Average number of use-





Table 4.4. Recommendation statistics obtained by using the automatic evaluation
method on a set of 400 queries drawn from the most frequent in the third month.
We further break down the overall results shown in Table 4.4 to show the
number of queries on which the QFG-based model generated a given number of
useful suggestions. We plot this histogram to compare those numbers on M1 and
M2 in Figure 4.2. To highlight more the effect of incremental updates we show in
Figure 4.3 the total number of queries having at least a certain number of useful
recommendation. For example, the third bucket shows how many queries have at
least three useful suggestions. For each bucket, results for M2 are always better
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M1 M2
Fig. 4.2. Histogram showing the number of queries (on the y axis) having a certain
number of useful recommendations (on the x axis). Results are evaluated automatically.
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Fig. 4.3. Histogram showing the total number of queries (on the y axis) having at least a
certain number of useful recommendations (on the x axis). For instance the third bucket
shows how many queries have at least three useful suggestions.
First of all, when we train a QFG-based model onM2 the percentage of queries
having 0 useful results is remarkably lower than those measured on the model
trained on M1. Furthermore, for Figure 4.3 we can observe that a model trained
onM2 has a larger percentage of queries for which the number of useful suggestions
is at least 4.
This confirms our hypothesis that QFG-based recommendation models age and
have to be updated in order to always generate useful suggestions.
4.6 Combating Aging in Query-Flow Graphs
Models based on Query Flow Graphs age quite rapidly in terms of their perfor-
mance for generating useful recommendations.
The pool of queries we use to generate recommendation models (M1) contains
both frequent and time-sensitive queries. We consider time-sensitive those queries
that are both frequent and have a large variation with respect to their value in
the previous month(s) (e.g. > 50% of positive variation). Time-sensitive queries
are related for instance to movies, new products being launched, fashion, and in
general with news events generating query bursts. In Figure 4.1 it is easy to identify
time-sensitive queries by looking at those with the greater variation between their
frequencies over the two months.
As Tables 4.3 and 4.8 show, if we compute recommendations on older models
the average recommendation quality degrades. Indeed, stable queries, i.e. those
queries that are (relatively) frequent in each period of the year, also have to be
taken into account by the model. Therefore, we must be able to give suggestions
that are not too much influenced by time or, in other words, to update the rec-
ommendation model instead of rebuilding a new model from scratch disregarding
older knowledge.
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There are two ways of building an updated QFG: i) rebuilding the model by
considering the whole set of queries from scratch, or ii) using the old QFG-based
model and adding fresh queries to it.
A straightforward option is to compute a new QFG representing the two
months. The new part of the query log (M2) is merged with the old one (M1)
obtaining a new data-set to be used for building the new model. The merged data-
set can be processed from scratch by performing all the steps necessary to build
a QFG (i.e. preprocessing, features generation, compression, normalization, chain
graph generation, random walk computation). The old model is simply discarded.
The other option is computing recommendations on an incremental model that
is built by merging the old QFGs with the one obtained from the new queries. In
this way: i) we refresh the model with new data covering time-related queries;
ii) the old part of the model contributes to maintain quality on frequent and
time-unrelated queries. The methodology we are proposing incrementally extends
the recommendation model with a sub-model built on more recent data. A sound
incremental approach has to consistently update the old model with fresh data
continuously or after fixed periods of time. Another advantage of this approach is
that the new model can be built by spending only the time needed to build a QFG
from a relatively small set of new queries, plus the cost of the merging process.
Let us introduce an example to show the main differences among the two
approaches in terms of computational time. Table 4.5 shows the total elapsed times
to create different QFGs. Suppose the model used to generate recommendations
consists of a portion of data representing one month (for M1 and M2) or two
months (forM12) of the query log. The model is being updated every 15 days (for
M1 and M2) or every 30 days (for M12). By using the first approach, we pay
22 (44) minutes every 15 (30) days to rebuild the new model from scratch on a
new set of data obtained from the last two months of the query log. Instead, by




strategy [min.] strategy [min.]
M1 (March 2006) 21 14
M2 (April 2006) 22 15
M12 (March and April) 44 32
Table 4.5. Time needed to build a Query Flow Graph from scratch and using our
incremental approach (from merging two QFG representing an half of data).
The time spent in updating incrementally the model is, in practice, shorter
than the time needed to build the model from scratch (in our case it is almost two
third (i.e. 32%) that time). The process of merging two QFGs can be performed
using an open-source Java tool [39] that implements a graph algebra giving users
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the possibility to perform some operations on WebGraph [34] encoded graphs. In
our experiments we used three different QFGs built onM1,M2, andM12 defined
as in the first column of Table 4.5.
Query M1 M2 M12
mothers day 2 3 3
da vinci 4 6 7
lost 2 4 6
philippines 2 2 3
Table 4.6. Manual assessment of the number of useful recommendations generated for
some time-related queries on the three different models.
Table 4.6 shows the importance of having an incremental approach for time-
related queries. It is evident from the table that the model built on M12 always
gives the best recommendations, in terms of quality, with respect to the two sep-
arate models M1 and M2.
Table 4.7 shows example query suggestions generated by the system, to demon-
strate the improved quality of the recommendations. These results suggest a pos-
itive effect of the incremental-update method on the recommendation quality.
As in the previous section we evaluated the quality of the recommendations,
also by using the automatic procedure above described. The results are shown on
Table 4.8. We have used the same set of 400 queries for which recommendations
were generated using the QFG built on M12.
Again, the results suggested by the anecdotal evidence, are confirmed by the
assessment procedure. The model built on the two merged train segments is better
than the singleM2 model (which was, in turn, better than the model built onM1).
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M1 M2 M12
Fig. 4.4. Histogram showing the number of queries (on the y axis) having a certain
number of useful recommendations (on the x axis). Results are evaluated automatically.
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86251 da vinci and math
85436 da vinci biography
83427 da vinci code on portrait
82119 da vinci’s self portrait black and white
80945 flying machines
79563 inventions by leonardo da vinci




7250 watch survivor episodes
7236 survivor island panama
7110 survivor island exile
4578 survivor edition 2006
3980 survivor games
3717 big shorts
3717 baltimore bulk trash
lost
13258 lost fan site
3716 lost season 2
3640 abcpreview.go.com
3640 lost chat room
3582 lost update







15174 anna nicole smith recent news
14876 anna nicole smith and supreme court
13567 anna nicole smith court appeal
12768 anna nicorle smith and playboy
10509 anna nicole smith pictures
9832 anna nicole smith free nude pics
9411 anna nicole smith show




5969 harley davidson premium sound system owners manual
4073 harley davidson ny
4001 automatic motorcycles
3738 cherokee harley davidson
3038 harley davidson credit
2562 custom harley davidson
2494 harley davidson sporster
2166 2002 harley davidson classic
2085 regions banking
2085 1998 dodge ram ground effects kits
2085 adultactioncamcom
shakira
4174 hips don’t lie
4174 shakira albums





3018 shakira aol music
2015 free video downloads
Table 4.7. Some examples of recommendations generated on different QFG models.
Queries used to generate recommendations are taken from different query sets.
Filtering threshold
Average number of use-
ful suggestions on M2
Average number of use-





Table 4.8. Recommendation statistics obtained by using the automatic evaluation
method on a relatively large set of 400 queries drawn from the most frequent in the
third month.
Using the automatic evaluation method we have investigated the main reasons
why we obtain such an improvement. Looking at the different bars in Figure 4.4
we can observe that values that have had the greatest improvement are those
corresponding to a number of suggestions larger than 8 (with the only exceptions of
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Fig. 4.5. Histogram showing the total number of queries (on the y axis) having at least a
certain number of useful recommendations (on the x axis). For instance the third bucket
shows how many queries have at least three useful suggestions.
the cases of 10 and 14 suggestions). In particular the improvement is remarkable in
the case of “more than 18” useful suggestions given. Figure 4.5 also shows the total
number of queries having at least a certain number of useful recommendations.
Again, results forM12 are remarkably better than those referring toM1, andM2.
To conclude, we have shown that recommendations given using QFG-based
models are sensitive to the aging of the query base on which they are built. We
have also shown the superiority of QFG-based models built on queries drawn from
larger period of time and we have shown how to build such a models without the
need of retraining them from scratch.
4.7 Distributed QFG Building
In this section we present a method to build QFGs that exploit the observation
made above on the feasibility of an incremental approach to QFG-based model
update. We present an approach for building a QFG-based model on a distributed
architecture.
4.7.1 Divide-and-Conquer Approach
The first approach exploits a parallel divide-and-conquer computation that pro-
ceeds by dividing the query log into m distinct segments, building the QFG in
parallel on each processor available and the iteratively merging the different seg-
ments until a single QFG is obtained.
The process is depicted in Figure 4.6. Our algorithm builds a QFG as follows:
1. the query log is split into m parts. In the example represented in Figure 4.6
files were split into 15 days intervals;
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2. the features requested to build the QFG are extracted from the data contained
in each interval. Each interval, is processed in parallel on the different machines
of the cloud;
3. each part is compressed using the WebGraph framework, obtaining a partial
data-graph;
4. using the graph algebra described in [39], each partial graph is iteratively
merged. Each iteration is done in parallel on the different available nodes of
the cloud;
5. the final resulting data-graph is now processed with other steps [35] (normal-
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Fig. 4.6. Example of the building of a two months query flow graph with a parallel
approach.
Table 4.9 summarizes the computational costs of building a QFG in a dis-
tributed way. The main benefit of this approach is to significantly reduce the time
needed to perform the preliminary generation step.
4.8 Summary
In this chapter we studied the effect of time on recommendations generated using
Query Flow Graphs [35] (QFGs). These models aggregate information in a query
log by providing a markov-chain representation of the query reformulation process
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generation of 15-days data-graph 6 min 15 sec.
merge of two 15-days data-graphs 5 min 23 sec.
merge of two one-month data-graphs 11 min 04 sec.
Total time 22 min 42 sec.
Table 4.9. Time needed to build a two-months data-graph using our incremental ap-
proach and splitting the query log in four parts.
followed by multiple users. In this chapter we showed how to extend QFG-based
recommendation models to evolving data. We showed that the interests of search
engine users change over time and new topics may become popular, while other
interests that focused for some time the attention of the crowds can suddenly
loose importance. The knowledge extracted from query logs can thus suffer from
an aging effect, and the models used for recommendations rapidly become unable
to generate useful and interesting suggestions. We showed that the building of a
new fresh QFG from scratch is expensive. To overcome this problem we introduced
an incremental algorithm for updating an existing QFG. The solution proposed
allows the recommendation model to be kept always updated by incrementally
adding fresh knowledge and deleting the aged one.
In order to validate our claims and assess our methodology, we built different
QFGs from the query log of a real-world search engine, and we analyze the qual-
ity of the recommendation models obtained from these graphs to show that they
inexorably age. It is worth noticing that a comprehensive user-study is (almost)
impossible on this kind of task. To assess the effect of aging with a survey, we
would need to make users aware of the context and news events happened in the
period to which the query log is referred (March-May 2006). Then, we proposed
a general methodology for dealing with aging QFG models that allows the rec-
ommendation model to be kept up-to-dated in a remarkably lower time than that
required for building a new model from scratch. As a side result we proposed a




5Incremental Algorithms for Effective and Efficient
Query Recommendation
Query recommender systems give users hints on possible interesting queries rel-
ative to their information needs. Most query recommenders are based on static
knowledge models built on the basis of past user behaviors recorded in query logs.
These models should be periodically updated, or rebuilt from scratch, to keep up
with the possible variations in the interests of users. In this chapter we study
query recommender algorithms that generate suggestions on the basis of models
that are updated continuously, each time a new query is submitted. We extend
two state-of-the-art query recommendation algorithms and evaluate the effects of
continuous model updates on their effectiveness and efficiency. Tests conducted on
an actual query log show that contrasting model aging by continuously updating
the recommendation model is a viable and effective solution.
5.1 Introduction
In the latest years, web search engines have started to provide users with query rec-
ommendations to help them refine queries and to quickly satisfy their needs. Query
suggestions are generated according to a model built on the basis of the knowledge
extracted from query logs. The model usually contains information on relationships
between queries that are used to generate suggestions (see Section 3.5.2).
In Chapter 4 we show that as the model is built on a previously collected
snapshot of a query stream, its effectiveness decreases due to interest shifts [54].
To reduce the effect of aging, query recommendation models must be periodically
re-built or updated.
In this chapter we thus propose two novel algorithms, based on previously pro-
posed, state-of-the-art query recommendation solutions, that update their model
continuously on the basis of each new query processed. We name the new class of
query recommender algorithms proposed here incrementally updating query rec-
ommender systems to point out that this kind of systems update the model on
which recommendations are drawn without the need for rebuilding it from scratch.
5. Incremental Algorithms for Effective and Efficient Query Recommendation
Designing an effective method to update a recommendation model poses inter-
esting challenges due to: i) Limited memory availability – queries are potentially
infinite, and we should keep in memory only those queries “really” useful for rec-
ommendation purposes, ii) Low response time – recommendations and updates
must be performed efficiently without degrading user experience.
Some of the approaches considered in related works are not suitable for contin-
uous updates because modifying a portion of the model requires, in general, the
modification of the whole structure. Therefore, the update operation would be too
expensive to be of practical relevance. Other solutions exploit models which can be
built incrementally. The two algorithms we propose use two different approaches
to generate recommendations. The first uses association rules for generating rec-
ommendations, and it is based on the static query suggestion algorithm proposed
in [70], while the second uses click-through data, and its static version is described
in [17].
We conduct multiple tests on a large real-world query log to evaluate the ef-
fects of continuous model updates on the effectiveness and the efficiency of the
query recommendation process. Result assessment used an evaluation methodol-
ogy that measures the effectiveness of query recommendation algorithms by means
of different metrics. Experiments show the superiority of incrementally updating
algorithms with respect to their static counterparts. Moreover, the tests conducted
demonstrate that our solution to update the model each time a new query is pro-
cessed has a limited impact on system response time.
An incremental approach to continuously update indices rather than query
recommenders was proposed in [71]. Similar efficiency and effectiveness trends were
noted, and hence, that approach forms a motivation for the described incremental
recommender algorithm approach.
5.1.1 Main Contributions
This chapter extends and groups together, in a complete framework, several major
contributions:
• a novel class of query recommendation algorithms whose models are continu-
ously updated as user queries are processed (previously introduced in [41]);
• four new metrics to evaluate the quality of the recommendations computed
(two of them previously introduced in [41]);
• an analysis of the effect of time on the quality and coverage of the suggestions
provided by the algorithms presented and by their static counterparts using
both the four new metrics defined and two syntax-based metrics.
Novel, and unpublished contributions presented in this chapter are:
• a deeper analysis of the quality of recommendations provided by the algorithms




• an analysis of the correlation of the effectiveness of recommendations between
results from syntax-based and quality metrics;
The chapter is organized as follow: Section 5.2 discusses related works, while
Section 5.3.1 discusses two state-of-the-art algorithms in their original formulation
and afterward, in Section 5.3.2 we discuss the main issues concerning their incre-
mentally updating versions. The definition of four novel metrics used to assess
the results are presented in Section 5.4, while the evaluation of the effectiveness
of the algorithms for query recommendation is discussed in Section 5.5. Finally,
Section 5.6 draws some conclusions and discusses future work.
5.2 Related Work
The wisdom of the crowds, i.e., the behavior of many individuals is smarter than
the behavior of few intelligent people, is the key to query recommenders and to
many other web 2.0 applications. We now present a review of state-of-the-art
techniques for query recommendation.
Document-based. Baeza-Yates et al. in [18] propose to compute groups of related
queries by running a clustering algorithm over the queries and their associated in-
formation recorded in the logs. Semantically similar queries may even not share
query-terms if they share relevant terms in the documents clicked by users. Thus,
the algorithm avoids the problem of comparing and clustering a sparse collection
of vectors, in which semantically similar queries are difficult to find. Query sug-
gestions are ranked according to two principles: i) the similarity of the queries to
the input query, and ii) the support, which measures how much the answers of the
query have attracted the attention of users. The method uses a modified version of
the TF-IDF and a ranking method based on the relevance of a query with respect
to its own cluster. The solution is evaluated by using a query log containing 6,042
unique queries from the TodoCL search engine, and the suggestions to 10 different
queries are evaluated by means of a user study.
Click-through-based. Beeferman and Berger in [26] apply a hierarchical ag-
glomerative clustering technique to click-through data to find clusters of similar
queries and similar URLs in a Lycos log. A bipartite graph is created from queries
and related URLs which is iteratively clustered by choosing at each iteration the
two pairs of most similar queries and URLs. The experimental evaluation shows
that the proposed solution is able to enhance the quality of the Lycos’s query
recommender which was used as baseline.
Cao et al. propose a query suggestion approach based on contexts [49]. A query
context consists of recent queries issued by a user. The query suggestion process
is structured according to two steps. An oﬄine phase summarizes user queries
into concepts (i.e., a small set of similar queries) by clustering a click-through
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bipartite graph, and extracts query sessions, and builds a concept sequence suffix
tree, representing a query suggestion model, by using session data. The concept
sequence suffix tree is built bottom-up starting from sequence of concepts (i.e., list
of candidate suggestions), which constitute the leaves. A parent of two nodes is
the longest proper suffix of the concept sequences associated to such nodes. The
root node corresponds to the empty sequence. The on-line step finds the context of
the submitted query, and its related concepts suggesting associated queries to the
user. This solution was experimented with a large query log containing 151, 869, 102
unique queries and 114, 882, 486 unique URLs.
Session-based. Boldi et al. introduce the concept of Query Flow Graph (QFG) [35].
A QFG is an aggregated representation of the interesting information contained in
query logs. Authors define a QFG as a directed graph in which nodes are queries,
and edges are weighted by the probability w(qi, qj) of being traversed. Authors
propose two weighting schemes. The first one represents the probability that two
queries are part of the same search mission given that they appear in the same
session, and the other one represents the probability that query qj follows query
qi. Furthermore, authors highlight the utility of the model in two concrete appli-
cations, namely, finding logical sessions and query recommendation. Boldi et al.
refine the previous study in [36], [37] proposing a query suggestion scheme based on
a random walk with restart model. The query recommendation process is based
on reformulations of search missions. Each reformulation is classified into query
reformulation types. Authors use four main reformulations: generalization, special-
ization, error correction, and parallel move. An automatic classifier was trained
on manually human-labeled query log data to automatically classify reformula-
tions. Baraglia et al. show that the QFG model ages [24] and propose strategies
for updating it efficiently.
Fonseca et al. use an association rule mining algorithm to devise query patterns
frequently co-occurring in user sessions, and a query relations graph including all
the extracted patterns is built [69]. A click-through bipartite graph is then used to
identify the concepts (synonym, specialization, generalization, etc.) used to expand
the original query.
Jones et al. introduce the notion of query substitution or query rewriting, and
propose a solution for sponsored search [93]. Such a solution relies on the fact
that in about half sessions the user modifies a query with another which is closely
related. Such pairs of reformulated queries are mined from the log and used for
query suggestion.
White et al. present a novel web search interaction feature which, for a given
query, provides links to websites frequently visited by other users with similar in-
formation needs [166]. These links complement traditional search results, allowing
direct navigation to authoritative resources for the query topic. Authors propose a
user study showing that a search enhanced by destination suggestions outperforms
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other systems for exploratory tasks, with best performance obtained from mining
past users behavior at query-level granularity.
5.3 Incremental algorithms for query recommendation
Our claim is that continuously updating the query recommendation model is both
useful and feasible. The feasibility of developing an incrementally updating version
of a query recommender system depends on the technique used to compute the
suggestions. For efficiency, these algorithms should only store a reduced set of
information.
We validate our claims by studying two well-known query recommendation
algorithms and modifying them to continuously update the model on which rec-
ommendations are computed. It is worth mentioning that not all query recom-
mendation algorithms can be designed to on-line update their recommendation
model. For example, some of the approaches presented in Section 5.2 are based on
indexing terms of documents selected by users, clustering click-through data, or
extracting knowledge from users’ sessions. Such operations are too expensive to
be performed on-line, and their high computational costs would compromise the
efficiency of their recommender system. Furthermore, as shown in [29], the fusion
of similar approaches typically yields minimal gains.
The two algorithms considered use different approaches for generating recom-
mendations. The first uses association rules [70] (henceforth AssociationRules),
while the second exploits click-through data [17] (henceforth CoverGraph). Here-
inafter, we will refer to the original formulations of the two algorithms as static,
as opposed to their relative incremental versions which will be called incremental.
Not all the recommendation models can be efficiently updated incrementally. In-
deed, for efficiency reasons, incremental versions of recommending algorithms do
not compute exactly the same model. Instead, they compute an approximation
that produces good results due to the continuous updating of the model.
5.3.1 Static solutions
Static solutions work by preprocessing historical data (represented by past users’
activities on query logs), building an on-line recommendation module that is used
to provide suggestions to users.
AssociationRules. Fonseca et al. uses association rules as a basis for generat-
ing recommendations [70]. The algorithm is based on two main phases. The first
uses query log analysis for session extraction, and the second basically extracts
association rules and identifies highly related queries. Each session is identified
by all queries sent by an user in a specific time interval (t = 10 minutes). Let
I = I1, . . . , Im be the set of queries and T the set of user sessions t. A session t ∈ T
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is represented as a vector where tk = 1 if session t contains query k ∈ [1, . . . ,m],
0 otherwise.
Let X be a subset of I. A session t satisfies X, if for all items Ik in X, tk = 1.
Association rules are implications of the form X ⇒ Y , where X ⊂ I, Y ⊂ I, and
X ∩ Y = ∅. The rule X ⇒ Y holds with i) a confidence factor of c if c% of the
transactions in T that contains X also contains Y , and ii) a support s if s% of the
sessions in T contains X∪Y . The problem of mining associations is to generate all
the rules having a support greater than a specified minimum threshold (minsup).
The rationale is that distinct queries are considered related if they occur in many
user sessions.
Suggestions for a query q are simply computed by accessing the list of rules of
the form q ⇒ q′ and by suggesting the q′’s corresponding to rules with the highest
support values.
CoverGraph. Baeza-Yates et al. use click-through data as a way to provide rec-
ommendations [17]. The method is based on the concept of cover graph. A cover
graph is a bipartite graph of queries and URLs, where a query and a URL are
connected if the URL was returned as a result for the query and a user clicked on
it.
To catch the relations between queries, a graph is built out of a vectorial
representation for queries. In such a vector-space, queries are points in a high-
dimensional space where each dimension corresponds to a unique URL u that was,
at some point, clicked by some user. Each component of the vector is weighted
according to the number of times the corresponding URL has been clicked when
returned for that query. For instance, suppose we have five different URLs, namely,
u1, u2, . . . , u5, suppose also that for query q users have clicked three times URL
u2 and four times URL u4, the corresponding vector is (0, 3, 0, 4, 0). Queries are
then arranged as a graph with two queries being connected by an edge if and only
if the two queries share a non-zero entry, that is, if for two different queries the
same URL received at least one click. Furthermore, edges are weighted according
to the cosine similarity of the queries they connect. More formally, the weight of
an edge e = (q, q′) is computed according to Equation 5.1. In the formula, D is
the number of dimensions, i.e., the number of distinct clicked URLs, of the space.
W (q, q′) =
q · q′










Suggestions for a query q are obtained by accessing the corresponding node in
the cover graph and extracting the queries at the end of the top scoring edges.
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5.3.2 Incremental algorithms
The interests of search-engine users change over time, and new topics may become
popular. Consequently, the knowledge extracted from query logs can suffer from
an aging effect, and the models used for recommendations rapidly become unable
to generate useful and interesting suggestions [24]. Furthermore, the presence of
bursty [95] topics could require frequent model updates independent of the model
used.
The algorithms proposed in Section 5.3.1 use a statically built model to com-
pute recommendations. Incremental algorithms are radically different from static
methods for the way they build and use recommendation models. While static
algorithms need an off-line preprocessing phase to build the model from scratch
every time an update of the knowledge base is needed, incremental algorithms
consist of a single online module integrating the two functionalities: i) updating
the model, and ii) providing suggestions for each query.
Starting from the two algorithms presented above, we design two new query
recommender methods continuously updating their models as queries are issued.
Algorithms 1 and 2 formalize the structure of the two proposed incremental algo-
rithms that are detailed in the following. The two incremental algorithms differ
from their static counterparts by the way in which they manage and use data to
build the model. Both algorithms exploit LRU caches and Hash tables to store
and retrieve efficiently queries and links during the model update phase.
Our two incremental algorithms are inspired by the Data Stream Model [109]
in which a stream of queries are processed by a database system. Queries consist
modifications of values associated with a set of data. When the dataset fits com-
pletely in memory, satisfying queries is straightforward. Turns out that the entire
set of data cannot be contained in memory. Therefore, an algorithm in the data
stream model must decide, at each time step, which subset of the set of data is
worthwhile to maintain in memory. The goal is to attain an approximation of the
results we would have had in the case of the non-streaming model. We make a first
step towards a data stream model algorithmic framework aimed at building query
recommendations. We are aware that there is significant room for improvement,
especially in the formalization of the problem in the streaming model. Nonetheless,
we show empirically that an incremental formulation of each of the two popular
query recommenders maintains the high accuracy of suggestions.
IAssociationRules. Algorithm 1 specifies the operations performed by IAssoci-
ationRules, the incremental version of AssociationRules.
The data structures storing the model are updated at each iteration. We use
the LastQuery auxiliary data structure to record the last query submitted by u.
Since the model and the size of LastQuery could grow indefinitely, whenever they
are full, the LRUInsert function is performed to keep in both structures only the
most recently used entries.
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Algorithm 1 IAssociationRules
1: loop
2: (u, q)← GetNextQuery() {Get the query q and the user u who submitted it.}
3: ComputeSuggestions (q, σ) {Compute suggestions for query q over σ.}
4: if ∃LastQuery (u) then
5: q′ ← LastQuery (u)
6: LastQuery (u)← q {Update the last query submitted by u.}
7: if ∃σq′,q then
8: ++σq′,q {Increment Support for q′ ⇒ q.}
9: else
10: LRUInsert (σ, (q′, q)) {Insert an entry for (q′, q) in σ. If σ is full, remove an
entry according to an LRU policy.}
11: end if
12: else
13: LRUInsert (u, q,LastQuery) {Insert an entry for (u, q) in LastQuery. If
LastQuery is full, remove an entry according to an LRU policy.}
14: end if
15: end loop
Claim. Keeping up-to-date the AssociationRule-based model is O (1).
The proof of the claim is straightforward. The loop at line 3 of Algorithm 1 is
made up of constant-cost operations (whenever we use hash structures for both
LastQuery and σ). LRUInsert maintains the most recently submitted queries in
the model.
Algorithm 2 ICoverGraph
1: Input: A threshold τ .
2: loop
3: (u, q)← GetNextQuery() {Get the query q and the user u who submitted it.}
4: ComputeSuggestions (q, σ) {Compute suggestions for query q over σ.}
5: c = GetClicks (u, q)
6: if ∃queryHasAClickOn (c) then
7: queryHasAClickOn (c)← q
8: else
9: LRUInsert (queryHasAClickOn, c)
10: end if
11: for all q′ 6= q ∈ queryHasAClickOn (c) s.t. W ((q, q′)) > τ do
12: if w > τ then
13: if ∃σq′,q then
14: σq,q′ = w {For each query that shares at least one clicked url, update the
model}
15: else
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ICoverGraph. The incremental version of CoverGraph adopts a solution similar
to that used by IAssociationRules. It uses a combination of LRU structures and
associative arrays to incrementally update the (LRU managed) structure σ. Algo-
rithm 2 shows the description of the algorithm. The hash table queryHasAClickOn
is used to retrieve the list of queries having c among their clicked URLs. This data
structure is stored in a fixed amount of memory, and whenever its size exceeds the
allocated capacity, an entry is removed on the basis of a LRU policy (this justifies
the conditional statement at line 6).
Claim. Keeping up-to-date a CoverGraph-based model is O (1).
Actually, the cost depends on the degree of each query/node in the cover graph.
As shown in [17], i) the degree of nodes in the cover graph follows a power-law
distribution, and ii) the maximal number of URLs between two queries/nodes is
constant, on average. The number of iterations needed in the loop at line 11 can
be thus considered constant.
From the above methods, it is clear that to effectively produce recommenda-
tions, a continuous updating algorithm should have the following characteristics:
• The algorithm must cope with an undefined number of queries. LRU caches
keep in memory only the most relevant items for which it is important to
produce recommendations. LRU-like structures, like the one used in the pre-
viously presented algorithms are suitable enough, have a constant managing
complexity and are very good candidates for this purpose.
• The lookup structures used to generate suggestions and maintain the models
must be efficient, possibly constant in time. Random-walks on graph-based
structures, or distance functions based on comparing portions of texts, etc.,
are not suitable for our purpose.
• A modification of an item in the model must not involve a modification of the
entire model. Otherwise, update operations take too much time and jeopardize
the efficiency of the method.
The feasibility of an incremental update of the recommendation model is an
important point of our work. The update operations must run in parallel with the
query processor. Therefore, those operations must not constitute a bottleneck for
the entire system. As analyzed above, we have succeeded in proposing a method for
keeping up-to-date two algorithms in constant time. Furthermore, in the incremen-
tal algorithms we use efficient data structures, and an optimized implementation
of the model update algorithm. For each new query, our algorithms are able to
update the model, and to produce suggestions in, on-the-order-of, a few tenth of
a second. Such response times guarantee the feasibility of the approach on a real-
world search engine where the query recommender and the query processor run in
parallel.
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5.4 Quality Metrics
Assessing the effectiveness of recommender systems is a tough problem that can
be addressed either through user-studies or via automatic evaluation mechanisms.
We opted for an automatic evaluation methodology conducted by means of two
previously proposed metrics, and four novel metrics based on the analysis of users’
traces contained in query logs. The four novel metrics measure the overlap between
queries actually submitted by the users and recorded in the tails of users’ sessions
and suggestions generated starting from the first queries in the same sessions.
The more users actually submitted queries suggested, the more the recommender
system is considered effective.
The two, basic, syntax-based metrics used are the TermBased, and the Results-
Metric proposed by Balfe and Smyth in [20]. Let q be the submitted query, and let
the set S = {s1, . . . , sm} be the m recommendations computed over q. We define














|res(q) ∪ res(si)| (ResultsMetric)
where |q∩si| is the number of shared terms, and res(s) is the set of results retrieved
by a search engine for the query s.
The TermBased metric considers terms composing the query. It counts how
many terms in the original query occur in the suggested queries. For example,
suppose q is the query “query recommender system”. Suppose, then, that sugges-
tions are: “query suggestion”, “query recommendation system”, “recommending
queries”. The TermBased score is, then, equal to 1/4. Note that the TermBased
score is equal to 1 only when all the suggested queries are equal to the submitted
one. The trivial recommendation algorithm maximizing this score is, thus, the one
generating the input query as the only suggestion for each query. It is a baseline
for the evaluation and provides a measure of the syntactic distance of two given
queries.
The ResultsMetric metric aims at catching semantic similarities among queries
exploiting web search engine results. For each query the first k results are retrieved
by querying a search engine. In our experiments we retrieved the top-10 results
returned by the Yahoo! Web Search Engine for each query. Then, the number of
results shared by the submitted query and the suggested ones is divided by the
total number of results retrieved.
The most important limitation of the previous two metrics is that they consider
a single issued query comparing it with all the ones provided by the recommender
system. In other words, the metrics do not take into account the history of the
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users and how they interact with the search engine. To overcome this limitation
we study four new metrics considering users’ histories from query logs.
To focus the evaluation on the most recently submitted queries in the user
session, we introduce four new metrics. While two of them work by evaluating the
effectiveness of recommendations on a per query basis, the remaining two metrics
work by measuring the effectiveness of the recommendations provided within the
user session. They are defined as follows. Let S be the set of all users’ sessions in
the query log, and let S = {q1, . . . , qn} be a user session of length n. We define
S1 = {q1, . . . , qbn2 c} to be the set of queries in the first half of the session, and let
Rj = {r1, . . . , rm} be the set of top-m query recommendations returned for the
query qj ∈ S11. For each qj , we now define S2 = {qj+1, . . . , qn} to be the n − j
most recently submitted queries in the session, S∗ = {qbn2 c+1, . . . , qn} to be the
































[ri = sk]f(k) (5.5)
where [expr] is a boolean function whose result is 1 if expr is true or 0 otherwise,
clk(S2) is a function returning the set of clicked URLs by the user for the queries
in S2, findClk(Rj) is a function returning the set of clicked URLs by other users
for the queries in Rj , and f(k) is a weighting function allowing us to differentiate
the importance of each recommendation depending on the position it occupies in
the second part of the session. The value of K is defined as
∑m
k=1 f(k), where
m = |S2| for the QueryOverlap, m = |clk(S2)| for the LinkOverlap, m = |S∗| for
the Omega, and m = |clk(S∗)| for the LinkOmega metric. K normalizes the values
in the range [0, 1].
The intuition behind of the metrics presented above is that a suggestion is use-
ful if it let the user reach his/her goal quicker. Here goal is meant to be the user’s
information need. In other words, suppose Alice wants to have all the information
available on training for a marathon. She starts by issuing the query “marathon
training”. She goes on by issuing “marathon training program”, “marathon run-
ning training”, “marathon training from scratch”, and finally, by issuing “running
1 In our experiments we use m = 5.
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marathon training program” Alice finds the information she was looking for. The
goal of the metrics presented above is to give higher scores to recommenders sug-
gesting the query “running marathon training program” rather than suggesting
any preceding query in Alice’s session. In fact, link-based metrics, LinkOverlap
and LinkOmega, are more sophisticated and capture the concept of letting a user
find the information s/he wanted by comparing the clicked links instead of the
submitted query.
Finally, the Coverage of a recommendation model is defined as the fraction of
queries for which a recommendation can be computed.
5.5 Experiments
5.5.1 Experimental Setup
We conducted our experiments on a collection consisting of the first 3, 200, 000
queries from the AOL query log [116]. The AOL data-set contains about 20 million
queries issued by about 650, 000 different users, submitted to the AOL search
engine over a period of three months from 1st March, 2006 to 31st May, 2006.
Regardless of the controversy spawned by the public release of this log, it is still
readily available on the web. Unlike often used, hidden, proprietary logs, the use of
the AOL query log supports experimental repeatability, an important requirement
of any scientific study. Hence, we conduct our experiments using this log.
5.5.2 Correlation of Metrics
First of all, we measure the correlation between our two classes of metrics (syntax-
based and session-based). The correlation is computed using a set of several hun-
dred queries. In Figures 5.1 and 5.2 each point represents a query and shows
the correlation between two different instances of syntax-based and session-based
metrics for the given query. They show that there is no correlation within the two
syntax-based metrics and session-based ones. As an example, in 5.1(b) there are
some black vertical line resulting from the overlap of a high number of points.
These lines illustrate that for a set of queries LinkOverlap assumes very different
values while TermBased present the same behavior. Our two classes of metrics
capture two unrelated aspects of the generated suggestions. Syntax-based metrics
measure the goodness of the proposed recommendations from a term level point
of view, or from how many search results they share. Whereas our new metrics
focus on a different aspect: the relatedness of recommendation with respect to the
“history” of the user, and how s/he interacts with the search engine.
5.5.3 Results
First, we analyze the effect of time on the static models (Section 5.3.1) showing





Fig. 5.1. TermBased vs. QueryOverlap, TermBased vs. LinkOverlap
The plots reported in Figures 5.3, 5.4, and 5.5, show the effectiveness of query
suggestions on a per time window basis for both the static and incremental algo-
rithms. We use a “timeline” composed of 10 days of the query log. The “timeline”
is divided into ten intervals, each corresponding to one day of queries stored in
the query log (about 400,000 queries). The queries in the first time interval were
used to train the models used by the algorithms. While static models are trained
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(a)
(b)
Fig. 5.2. ResultsMetric vs. QueryOverlap, ResultsMetric vs. LinkOverlap
only on the first interval, the incremental counterparts update their model on the
basis of the queries submitted during the entire timeline considered. Effectiveness
of recommendations generated by the different algorithms during the remaining














































Fig. 5.3. Coverage for AssociationRules, IAssociationRules, CoverGraph, and ICover-
Graph as a function of the time.
Our first finding is illustrated in Figure 5.3, where coverage, i.e., the percent-
age of queries for which the algorithms are able to generate recommendations, is
plotted as a function of time. In both plots, the coverage measured for the static
versions of the recommendation algorithms decreases as time passes. In particular,
at the end of the observed period, AssociationRules and CoverGraph lose 20%,
and 9% of their initial coverage, respectively. Even if CoverGraph appears to be
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more robust than AssociationRules, both algorithms suffer an aging effect on their
models. On the other hand, the coverage measured for the two incremental algo-
rithms is always greater than the one measured for their respective static versions.
In particular, at the end of the observed period, the IAssociationRules algorithm
covers 23.5% more queries with respect to its static version, while ICoverGraph
covers 22% more queries with respect to CoverGraph. This is due to the inclusion
in the model of new and “fresh” data.
Figures 5.4 and 5.5 illustrate the effectiveness of recommendations produced
by the static and incremental versions of the AssociationRules and CoverGraph
algorithms as a function of the time. Both QueryOverlap and LinkOverlap in
Figures 5.4 and 5.5 are measured in the above described setting.
From the plots we can see that the two static algorithms behave in a slightly
different way. CoverGraph seems to suffer more than AssociationRules for the
aging of its recommendation model.
By considering both QueryOverlap and LinkOverlap metrics, AssociationRules
is able to return better quality recommendations than CoverGraph, but, as Fig-
ure 5.3 shows, the coverage of queries for which suggestions can be generated is
lower. In particular, CoverGraph is able to give suggestions to a number of queries
which is three times larger than the one measured with AssociationRules.
Figures 5.6 and 5.7 show the effectiveness of recommendations produced by the
static and incremental versions of AssociationRules and CoverGraph by varying
the size of the model used (“training set” for the static algorithms, and “cache di-
mensions” for the incremental algorithms). The effectiveness of recommendations
is measured by using Omega and LinkOmega. Plots in Figure 5.6 (Omega) reveal
that AssociationRules and its incremental version (IAssociationRules) are remark-
ably more sensible to model dimension variations with respect to its competitor,
CoverGraph (ICoverGraph). Furthermore, plots in Figure 5.7 (LinkOmega) are
obtained by adding click-through data in the evaluation process. They show that
CoverGraph is more competitive in both the static and incremental versions, i.e., it
produces recommendations with an higher number of clicks associated than Asso-
ciationRules, while AssociationRules and IAssociationRules are still more sensible
to model dimension variations.
Figure 5.8 shows the relations between model dimensions (“training set” for
the static algorithms, and “cache dimensions” for the incremental algorithms)
and the syntax-based metrics. Increasing the training set for AssociationRules
gives an improvement for the ResultsMetric. Therefore, the recommender model is
always more able to suggest queries sharing search engine results with the original
submitted query. Furthermore, augmenting the training set for CoverGraph gives
bad performances on both syntax-based metrics.
We argue that incremental algorithms for query recommendation can provide
better recommendations because they do not suffer from model aging, and can


















































Fig. 5.4. QueryOverlap, and LinkOverlap for AssociationRules, and IAssociationRules
as a function of the time.
gorithms an increment of cache size does not provide sensitive improvements of
the values for both syntax-based metrics. From the figures, it is evident that the
effectiveness of recommendations provided by both static and incremental models
eventually stabilize. Indeed, the proposed incremental algorithms IAssociation-
Rules and ICoverGraph produce better recommendations. With the exception of
the initialization phase (see Figure 5.4, LinkOverlap) in which the model warms
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Fig. 5.5. QueryOverlap, and LinkOverlap for CoverGraph, and ICoverGraph as a func-
tion of the time.
up, the percentage of effective suggestions generated by the two incremental al-












































Fig. 5.6. Omega for AssociationRules, CoverGraph, and IAssociationRules, ICover-
Graph.
5.6 Summary
We studied the effects of incremental model updates on the effectiveness of two
query suggestion algorithms. As the interests of search-engine users change over
time and new topics become popular, the knowledge extracted from historical
usage data can suffer an aging effect. Consequently, the models used for recom-
mendations may rapidly become unable to generate high-quality and interesting
suggestions.
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CoverGraph  -  TermBased
CoverGraph  -  ResultsMetric
AssociationRules  -  TermBased

















Cache dimension (number of items)
ICoverGraph  -  TermBased
ICoverGraph  -  ResultsMetric
IAssociationRules  -  TermBased
IAssociationRules  -  ResultsMetric
(b)
Fig. 5.8. Syntax-based metrics for AssociationRules, CoverGraph, and IAssociation-
Rules, ICoverGraph as a function of the model dimensions.
We introduced a new class of query recommender algorithms that update in-
crementally the model on which recommendations are drawn. Starting from two
state-of-the-art algorithms, we designed four new query recommender systems that
continuously update their models as queries are issued. The two incremental al-
gorithms differ from their static counterparts by the way in which they manage
and use data to build the model. In addition, we proposed an automatic evalu-
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ation mechanism based on four new metrics to assess the effectiveness of query
recommendation algorithms.
The experimental evaluation conducted by using a large real-world query log
shows that the incremental update strategy for the recommendation model yields
better results for both coverage (more than 20% queries covered by both IAs-
sociationRules, and ICoverGraph) and effectiveness due to the “fresh” data that
are added to the recommendation models. Furthermore, this improved effective-
ness is accomplished without compromising the efficiency of the query suggestion
process.
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6Generating Suggestions for Queries in the Long
Tail with an Inverted Index
This chapter proposes an efficient and effective solution to the problem of choosing
the queries to suggest to web search engine users in order to help them in rapidly
satisfying their information needs. By exploiting a weak function for assessing the
similarity between the current query and the knowledge base built from historical
users’ sessions, we re-conduct the suggestion generation phase to the processing
of a full-text query over an inverted index. The resulting query recommendation
technique is very efficient and scalable, and is less affected by the data-sparsity
problem than most state-of-the-art proposals. Thus, it is particularly effective in
generating suggestions for rare queries occurring in the long tail of the query pop-
ularity distribution. The quality of suggestions generated is assessed by evaluating
the effectiveness in forecasting the users’ behavior recorded in historical query
logs, and on the basis of the results of a reproducible user study conducted on
publicly-available, human-assessed data. The experimental evaluation conducted
shows that our proposal remarkably outperforms two other state-of-the-art solu-
tions, and that it can generate useful suggestions even for rare and never seen
queries.
6.1 Introduction
Giving suggestions to users of Web search engines is a common practice aimed at
“driving” users toward the information bits they may need. Suggestions are usually
provided as queries that are, to some extent, related to those recently submitted by
the user. The generation process of such queries, basically, exploits the expertise of
“skilled” users to help inexperienced ones. Besides, generating effective suggestions
for user queries which are rare or have never been seen in the past is an open issue
poorly addressed by state-of-the-art query suggestion techniques.
In a previous work, an interesting framework for the query suggestion problem
is provided by the Search Shortcut model, and an evaluation metric for assessing
the effectiveness of suggested queries by exploiting a query log are proposed [22].
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Basically, the model formalizes a way of exploiting the knowledge mined from query
logs to help users to rapidly satisfy their information need. In the same work the
use of Collaborative Filtering (CF) algorithms is investigated. However, the work
highlights some limitations in the query recommendations solutions based on col-
laborative filtering mainly due to the poor and very sparse scoring information
available in query logs. In fact, due to the long-tail distribution of query occur-
rences, click information for low-frequency queries is rare and very sparse. Since
implicit feedback information given by popularity and user clicks is the only source
of (positive) query scoring available, most of the queries in the query log cannot be
exploited to generate the recommendation model [3]. This issue affects CF-based
solutions, but also many other query recommendation techniques discussed in the
literature.
In this chapter we propose an efficient and effective query recommendation al-
gorithm that can “cover” also queries in the long tail. We adopt the Search Short-
cuts model and its terminology, and re-conduct the shortcut generation phase to
the processing of a full-text query over an inverted file that indexes satisfactory
user sessions recorded in a query log. Differently from most state-of-the art pro-
posals, our shortcut generation algorithm aggregates implicit feedback information
present in query logs at the level of single query terms, thus alleviating the data
sparseness issue. The contribution of each query terms is then combined during
the suggestion generation process in order to provide recommendations also for
queries that are rare or even for those that were never seen in the past. Gener-
ating suggestions for rare queries is a hot research topic [108, 145, 44], and our
suggestion generation technique beyond addressing the data-sparsity problem, is
both very efficient and scalable, making it suitable for a large-scale deployment in
real-world search engines.
Another contribution of this chapter consists in the methodology adopted for
manually assessing the effectiveness of query suggestion techniques. The methodol-
ogy exploits the query topics and the human judgements provided by the National
Institute of Standards and Technology (NIST) for running the TREC Web Track’s
diversity task. For the purposes of the diversity task, the NIST assessors provide
50 queries, and, for each of them, they identify a representative set of subtopics,
based on information extracted from the logs of a commercial search engine. We
claim that given a query topic A with all its subtopics {a1, a2, . . . , an}, and a
query suggestion technique T , the more the queries suggested by T for A cover
the human-assessed subtopics {a1, a2, . . . , an}, the more T is effective. To assess
the effectiveness of a given query suggestion technique, we thus propose to simply
ask human editors to count how many subtopics are actually covered by the sug-
gestions generated by T for the TREC diversity track queries. This methodology
is entirely based on a publicly-available data. It can be thus considered fair and
constitute a good shared base for testing and comparing query recommendation
systems. We shall define the above concept better in Section 6.4.
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The experimental evaluation conducted shows that the solution proposed out-
performs remarkably two state-of-the-art algorithms chosen for performance com-
parison purposes (presented in [17] and [35, 36]). Differently from these competitor
algorithms, our solution generates in fact relevant suggestions for a vast majority
of the 50 TREC queries, and the suggested queries covered a high percentage of
possible subtopics. In particular we assessed that it can generate useful suggestions
even for queries that are rare or do not occur in the query log used for training the
recommendation model. Moreover, the proposed algorithm outperforms the com-
petitor solutions even on the tests measuring the effectiveness in forecasting the
users’ behavior recorded in historical query according to the metric used in [22].
The main original contributions of this chapter are thus:
• a novel algorithm to efficiently and effectively generate query suggestions that
is robust to data sparsity;
• a novel evaluation methodology with which we can compare the effectiveness
of suggestion mechanisms;
• an extensive evaluation comparing on the same basis the proposed solution
with two state-of-the-art algorithms.
The rest of the chapter is organized as follows. The next Section shows a
brief overview of the state of the art in query recommendation. Section 6.3 briefly
sketches the shortcuts model and describes the efficient algorithm designed for gen-
erating query shortcuts. The evaluation methodology based on the TREC diversi-
fication track data is discussed in Section 6.4 which also presents the encouraging
results obtained by our solution in the performance comparisons tests conducted.
Finally, Section 6.5 draws some conclusions and outlines future work.
6.2 Related Work
The problem addressed in this chapter is related to two related research fields that
have been traditionally addressed from different points of view. We are talking
about query suggestion algorithms and recommender systems.
Recommender systems are used in several domains, being specially successful
in electronic commerce. They can be divided in two broad classes: those based
on content filtering, and those on collaborative filtering. As the name suggests,
content filtering approaches base their recommendations on the content of the
items to be suggested. They face serious limitations when dealing with multime-
dia content and, more importantly, their suggestions are not influenced by the
human-perceived quality of contents. On the other side, collaborative filtering so-
lutions are based on the preferences of other users. There are two main families of
collaborative filtering algorithms: memory-based and model-based. Memory-based
approaches use the whole past usage data to identify similar users [136], items [134],
or both [164]. Generally, memory-based algorithms are quite simple and produce
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good recommendations, but they usually face serious scalability problems. On the
other hand, model-based algorithms construct in advance a model to represent
the behavior of users, allowing to predict more efficiently their preferences. How-
ever, the model building phase can be highly time-consuming, and models are
generally hard to tune, sensitive to data changes, and highly dependent on the
application domain. Different approaches can be adopted based on linear algebra
methods [48, 125], clustering [157], latent class models [78], SVD models [117].
An analysis of the use of CF algorithms to the query suggestion problem can be
found in [22], where the problem descending from the poor and very sparse scoring
information available in query logs is highlighted.
On the other side, query suggestion techniques address specifically the problem
of recommending queries to WSE users, and propose specific solutions and spe-
cific evaluation metrics tailored to the Web search domain. Techniques proposed
during last years are very different, yet they have in common the exploitation of
usage information recorded in query logs [142]. Many approaches extract the in-
formation used from the plain set of queries recorded in the log, although there
are several works that take into account the chains of queries that belong to the
same search session [122]. In the first category we have techniques that employ
clustering algorithms to determine groups of related queries that lead users to
similar documents [165, 18, 26]. The most “representative” queries in the clusters
are then returned as suggestions. Others solutions employ the reformulations of
the submitted query issued by previous users [93], or propose as suggestions the
frequent queries that lead in the past users to retrieve similar results [19].
Baeza-Yates and Tiberi [17] exploit click-through data as a way to provide
recommendations. The method is based on the concept of Cover Graph (CG). A
CG is a bipartite graph of queries and URLs, where a query q and an URL u are
connected if a user issued q and clicked on u that was an answer for the query.
Suggestions for a query q are thus obtained by accessing the corresponding node in
the CG and by extracting the related queries sharing more URLs. The sharing of
clicked URLs results to be very effective for devising related queries, and the CG
solution has been chosen as one of the two query suggestion algorithms considered
in this chapter for experimental performance comparison.
Among the proposals exploiting the chains of queries stored in query logs, [69]
use an association rule mining algorithm to devise frequent query patterns. These
patterns are inserted in a query relation graph which allows “concepts” (queries
that are synonyms, specializations, generalizations, etc.) to be identified and sug-
gested.
Boldi et al. introduce the concept of Query Flow Graph (QFG), an aggregated
representation of the information contained in a query log [35]. A QFG is a directed
graph in which nodes are queries, and the edge connecting node q1 to q2 is weighted
by the probability that users issue query q2 after issuing q1. Authors highlight the
utility of the model in two concrete applications, namely, devising logical sessions
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and generating query recommendation. The authors refine the previous studies
in [36] and [37] where a query suggestion scheme based on a random walk with
restart model on the QFG is proposed. Such QFG-based suggestion algorithm
is the second algorithm considered in this chapter for experimental performance
comparison.
A approach similar to our is represented by the query refinement/substitution
technique discussed in [93]. The goal of query refinement is to generate a new query
to replace a user’s original ill-formed search query in order to enhance the relevance
of retrieved results. The technique proposed includes a number of tasks such as
spelling error correction, word splitting, word merging, phrase segmentation, word
stemming, and acronym expansion. Our approach instead aims at suggesting users
a set of queries that better specify their information needs.
The importance of rare query classification and suggestion recently attracted
a lot of attention from the IR community. Generating suggestions for rare queries
is in fact very difficult due to the lack of information in the query logs.
Downey et al. [65] describe search log studies aiming at explaining behaviors
associated with rare and common queries. They investigate the search behavior
following the input of rare and common queries. Results show that search engines
perform less well on rare queries. The authors also study transitions between rare
and common queries highlighting the difference between the frequency of queries
and their related information needs.
Yang et al. [145] propose an optimal rare query suggestion framework by lever-
aging implicit feedbacks from users in the query logs. The proposed model is based
on the pseudo-relevance feedback. It assumes that clicked and skipped URLs con-
tain different level of information, and thus, they should be treated differently.
Therefore, the framework optimally combines both click and skip information from
users, and uses a random walk model to optimize i) the restarting rate of the ran-
dom walk, and ii) the combination ratio of click and skip information. Experimen-
tal results on a log from a commercial search engine show the superiority of the
proposed method over the traditional random walk models and pseudo-relevance
feedback models.
Mei et al. propose a novel query suggestion algorithm based on ranking queries
with the hitting time on a large scale bipartite graph [108]. The rationale of the
method is to capture semantic consistency between the suggested queries and the
original query. Empirical results on a query log from a real world search engine
show that hitting time is effective to generate semantically consistent query sug-
gestions. The authors show that the proposed method and its variations are able
to boost long tail queries, and personalized query suggestion.
Broder et al. propose to leverage the results from search engines as an external
knowledge base for building the word features for rare queries [45]. The authors
train a classifier on a commercial taxonomy consisting of 6,000 nodes for cate-
gorization. Results show a significant boost in term of precision with respect to
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the baseline query expansion methods. Lately, Broder et al. propose an efficient
and effective approach for matching ads against rare queries [44]. The approach
builds an expanded query representation by leveraging oﬄine processing done for
related popular queries. Experimental results show that the proposed technique
significantly improves the effectiveness of advertising on rare queries with only a
negligible increase in computational cost.
The idea we present in this chapter follows a completely new approach. First,
we infer the relevance of a query based on whether it successfully ended a search
session, i.e., the last query of the user session allowed the user to find the infor-
mation she was looking for. “Successful sessions” have already been taken into
account as a way to evaluate promotions of search results [144, 143]. Similarly,
“satisfactory sessions” are considered in this chapter as the key factor for gener-
ating useful query recommendations. All the queries in the satisfactory sessions
stored in the log which terminate with the same final query are considered “re-
lated”, since it is likely that these queries were issued by different users trying
to satisfy a similar information need. Thus, our technique exploit a sort of col-
laborative clustering of queries inferred from successful user search processes, and
suggest users the final queries which are the representatives of the clusters closest
to the submitted query.
6.3 An Efficient Algorithm for the Query Shortcuts Problem
In the following we briefly recall the basis of the Search Shortcuts Problem (SSP)
proposed in [22], and we introduce our novel shortcuts generation algorithm.
6.3.1 The Search Shortcuts Problem
The SSP is formally defined as a problem related to the recommendation of queries
in search engines and the potential reductions obtained in the users session length.
This problem formulation allows a precise goal for query suggestion to be devised:
recommend queries that allowed “similar” users, i.e., users which in the past fol-
lowed a similar search process, to successfully find the information they were look-
ing for. The problem has a nice parallel in computer systems: prefetching. Similarly
to prefetching, search shortcuts anticipate requests to the search engine with sug-
gestion of queries that a user would have likely issued at the end of her session.
We now introduce the notations and we recap the formal definition of the SSP.
Let U be the set of users of a WSE whose activities are recorded in a query log
QL, and Q be the set of queries in QL. We suppose QL is preprocessed by using
some session splitting method (e.g. [92, 101]) in order to extract query sessions,
i.e., sequences of queries which are related to the same user search task. Formally,
we denote by S the set of all sessions in QL, and σu a session issued by user u.
Moreover, let us denote with σui the i-th query of σ
u. For a session σu of length
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n its final query is the query σun, i.e. the last query issued by u in the session.
To simplify the notation, in the following we will drop the superscript u whenever
the user u is clear from the context.
We say that a session σ is satisfactory if and only if the user has clicked on
at least one link shown in the result page returned by the WSE for the final query
σn, unsatisfactory otherwise.
Finally, given a session σ of length n we denote σt| the head of σ, i.e., the
sequence of the first t, t < n, queries, and σ|t the tail of σ given by the sequence
of the remaining n− t queries.
Definition 1. We define k-way shortcut a function h taking as argument the




of k queries belonging
to Q.
Such definition allows a simple ex-post evaluation methodology to be intro-
duced by means of the following similarity function:
Definition 2. Given a satisfactory session of length n σ ∈ S, and a k-way shortcut


















Jq = (σ|t)mKf (m)
|h(σt|)| (6.1)
where f (m) is a monotonic increasing function, and function Jq = σmK = 1 if and
only if q is equal to σm.
For example, to evaluate the effectiveness of a given shortcut function h, the
sum (or average) of the value of s computed on all satisfactory sessions in S can
be computed.
Definition 3. Given the set of all possible shortcut functions H, we define Search
Shortcut Problem (SSP) the problem of finding a function h ∈ H which maxi-
mizes the sum of the values computed by Equation (6.1) on all satisfactory sessions
in S.
A difference between search shortcuts and query suggestion is actually rep-
resented by the function Jq = (σ|t)mK in Equation (6.1). By relaxing the strict




K = 1 if and only if the similarity between q and σm is greater than some
threshold – the problem reduces, basically, to query suggestion. By defining ap-
propriate similarity functions, the Equation in (6.1) can be thus used to evaluate
query suggestion effectiveness as well.
Finally, we should consider the influence the function f (m) has in the definition
of scoring functions. Actually, depending on how f is chosen, different features of
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a shortcut generating algorithm may be tested. For instance, by setting f (m) to
be the constant function f (m) = c, we measure simply the number of queries in
common between the query shortcut set and the queries submitted by the user. A
non-constant function can be used to give an higher score to queries that a user
would have submitted later in the session. An exponential function f (m) = em
can be exploited instead to assign an higher score to shortcuts suggested early.
Smoother f functions can be used to modulate positional effects.
6.3.2 The Search Shortcuts Generation Method
Inspired by the above SSP, we define a novel algorithm that aims to generate sug-
gestions containing only those queries appearing as final in satisfactory sessions.
The goal is to suggest queries having a high potentiality of being useful for people
to reach their initial goal. As hinted by the problem definition, suggesting queries
appearing as final in satisfactory sessions, in our view is a good strategy to ac-
complish this task. In order to validate this hypothesis, we analyzed the Microsoft
RFP 2006 dataset, a query log from the MSN Search engine containing about 15
million queries sampled over one month of 2006 (hereinafter QL).
First, we measured that the number of distinct queries that appear as final
query in satisfactory sessions of QL is relatively small if compared to the overall
number of submitted queries: only about 10% of the total number of distinct
queries in QL occur in the last position of satisfactory user sessions. As expected,
the distribution of the occurrences of such final queries in satisfactory user sessions
is very skewed (as shown in Figure 6.1), thus confirming once more that the set of
final queries actually used by people is limited.
Queries which are final in some satisfactory sessions may obviously appear
also in positions different from the last in other satisfactory sessions. We verified
that, when this happens, these queries appear much more frequently in positions
very close to the final one. About 60% of the distinct queries appearing in the
penultimate position of satisfactory sessions are also among the final queries, about
40% in positions second to the last, 20% as third to the last, and so on. We can
thus argue that final queries are usually close to the achievement of the user
information goal. We consider these queries as highly valued and high quality
short pieces of text expressing actual user needs.
The SSP algorithm proposed in this chapter works by computing, efficiently,
similarities between partial user sessions (the one currently performed) and his-
torical satisfactory sessions recorded in a query log. Final queries of most similar
satisfactory sessions are suggested to users as search shortcuts.
Let σ′ be the current session performed by the user, and let us consider the
sequence τ of the concatenation of all terms with possible repetitions appearing in
σ′t|, i.e. the head of length t of session σ
′. We now compute the value of a scoring
function δ (τ, σs), which for each satisfactory session measures the similarity be-
tween its queries and the set of terms τ . Intuitively, this similarity measures how
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Fig. 6.1. Popularity of final queries in satisfactory sessions.
much a previously seen session overlaps with the user need expressed so far (the
concatenation of terms τ serves as a bag-of-words model of user need). Sessions
are ranked according to δ scores and from the subset of the top ranked sessions
we suggest their final queries. It is obvious that depending on how the function δ
is chosen we may have different recommendation methods. In our particular case,
we opt for δ to be the similarity computed as in the BM25 metrics [128]. We opt
for an IR-like metric because we want to take into much consideration words that
are discriminant in the context of the session to which we are comparing. BM25,
and other IR-related metrics, have been designed specifically to account for that
property in the context of query/documents similarity. We borrow from BM25 the
same attitude to adapt to this conditions. The shortcuts generation problem has
been, thus, reduced to the information retrieval task of finding highly similar ses-
sions in response to a given sequence of queries. In our experiments, we compute
the similarity function δ only on the current query issued by the user instead of
using the whole head of the session. We do this in order to be fair with respect to
our competitors as they produce recommendations starting from a single query.
We leave the study of the use of the whole head of the session for producing query
recommendations as a future work.
The idea described above is thus translated into the following process. For each
unique “final query” qf contained in satisfactory sessions we define what we have
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called a virtual document identified by its title and its content. The title, i.e. the
identifier of the document, is exactly query string qf . The content of the virtual
document is instead composed of all the terms that have appeared in queries of
all the satisfactory sessions ending with qf . At the end of this procedure we have
a set of virtual documents, one for each distinct final query occurring in some
satisfactory sessions. Just to make things more clear, let us consider a toy exam-
ple. Consider the two following satisfactory sessions: (gambling, gambling places,
las vegas, bellagio), and (las vegas, strip, las vegas hotels, bellagio). We create the
virtual document identified by title bellagio and whose content is the text (gam-
bling gambling places las vegas las vegas strip las vegas hotels). As you can see
the virtual document actually contains also repetitions of the same term that are
considered in the context of the BM25 metrics. All virtual documents are indexed
with the preferred Information Retrieval system, and generating shortcuts for a
given user session σ′ becomes simply processing the query σ′t| over the inverted file
indexing such virtual documents. We know that processing queries over inverted
indexes is very fast and scalable, and these important characteristics are inherited
by our query suggestion technique as well.
The other important feature of our query suggestion technique is its robustness
with respect to rare and singleton queries. Singleton queries account for almost
50% of the submitted queries [142], and their presence causes the issue of the
sparsity of models [3]. Since we match τ with the text obtained by concatenating
all the queries in each session, we are not bound to look for previously submitted
queries as in the case of other suggestion algorithms. Therefore we can generate
suggestions for queries in the long tail of the distribution whose terms have some
context in the query log used to build the model.
6.4 Assessing Search Shortcuts Quality
The effectiveness of a query recommender systems can be evaluated by means of
user-studies or through the adoption of some performance metrics. Unfortunately,
both these methodologies may lack of generality and incur in the risk of being
over-fitted on the system object of the evaluation. The evaluation methodology
used in this chapter tries to address pragmatically the above issues.
For what concerns the methodology based on a performance metrics, we used
the one defined in Equation (6.1), and we computed the average value of similarity
over a set of satisfactory sessions. This performance index objectively measures the
effectiveness of a query suggestion algorithm in foreseeing the satisfactory query
for the session.
In particular, we measured the values of this performance index over sugges-
tions generated by using our Search Shortcuts (SS) solution and by using in exactly
the same conditions two other state-of-the-art algorithms: Cover Graph (CG) pro-
posed in [17], and Query Flow Graph (QFG), proposed in [36]. These algorithms
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are recent and highly reputed representatives of the best practice in the field of
query recommendation. To test QFG-based query suggestion we used the original
implementation kindly provided us by the authors. In the case of CG, instead, we
evaluate our own implementation of the technique.
For what concerns the methodology based on user-studies, we propose a ap-
proach that measures coverage and the effectiveness of suggestions against a man-
ually assessed and publicly available dataset.
To this purpose, we exploited the query topics and the human judgements pro-
vided by NIST for running the TREC 2009 Web Track’s Diversity Task1. For the
purposes of the TREC diversity track, NIST provided 50 queries to a group of
human assessors. Assuming each TREC query as a topic, assessors were asked to
identify a representative set of subtopics covering the whole spectrum of differ-
ent user needs/intentions. Subtopics are based on information extracted from the
logs of a commercial search engine, and are roughly balanced in terms of popular-
ity. Obviously the queries chosen are very different and from different categories:
difficult, ambiguous, and/or faceted in order to allow the overall performance of
diversification methods to be evaluated and compared. Since diversity and topic
coverage are key issues also for the query recommendation task [102], we propose
to use the same third-party dataset for evaluating query suggestion effectiveness
as well.
Let’s now introduce the definitions of coverage, and effectiveness.
Definition 4 (Coverage). Given a query topic A with subtopics {a1, a2, . . . , an},
and a query suggestion technique T , we say that T has coverage equal to c if n · c
subtopics match suggestions generated by T .
In other words, a coverage of 0.8 for the top-10 suggestions generated for a query
q having 5 subtopics means that 4 subtopics of q are covered by at least one
suggestion.
Definition 5 (Effectiveness). Given a query topic A with subtopics {a1, a2, . . . , an},
and a query suggestion technique T generating k suggestions, we say that T has
effectiveness equal to e if k · e suggestions cover at least one subtopic.
In other words, an effectiveness of 0.1 on the top-10 suggestions generated for a
query q means that only one suggestion is relevant for one of the subtopics of q.
The methodology just described has some net advantages. It is based on a
publicly-available test collection which is provided by a well reputed third-party
organization. Moreover, it grants to all the researchers the possibility of measuring
the performance of their solution under exactly the same conditions, with the same
dataset and the same reproducible evaluation criterium. In fact, even though the
matching between suggestions and topics is still human-driven the process has a
very low ambiguity as we shall discuss in the next section.
1 http://trec.nist.gov/data/web09.html
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Query and its subtopics
TREC query (n. 8):appraisal
S1: What companies can give an appraisal of my home’s value?
S2: I’m looking for companies that appraise jewelry.
S3: Find examples of employee performance appraisals.
S4: I’m looking for web sites that do antique appraisals.
SS
performance appraisal (S3)
hernando county property appraiser (S1)
antique appraisal (S4)











real estate appraisals (S1)
appraisers (S1)
employee appraisals forms (S3)
appraisers.com (S4)
gmac
appraisers beverly wv (S1)
picket fence appraisal (S1)
fossillo creek san antonio
Table 6.1. An example of the coverage evaluating process involving the TREC dataset.
For the 8th TREC query appraisal , one of the assessors evaluates the coverage of sug-
gestions generated by SS, QGF, and CG. The subtopics covered by each suggestion are
reported in bold between parentheses. Suggestions not covering any of the subtopics are
emphasized.
6.4.1 Experimental Settings
The experiments were conducted using the Microsoft RFP 2006 query log which
was preliminary preprocessed by converting all queries to lowercase, and by re-
moving stop-words and punctation/control characters.
The queries in the log were then sorted by user and timestamp, and segmented
into sessions on the basis of a splitting algorithm which simply groups in the same
session all the queries issued by the same users in a time span of 30 minutes. We
tested also the session splitting technique based on the Query Flow Graph proposed
in [35], but for the purpose of our technique, we did not observe a significant
variation in terms of quality of the generated suggestions.
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Noisy sessions, likely performed by software robots, were removed. The re-
maining entries correspond to approximately 9M sessions. These were split into
two subsets: training set with 6M sessions and a test set with the remaining 3M
sessions. The training log was used to build the recommendation models needed
by CG and QFG and used for performance comparison.
Instead, to implement our SS solution we extracted satisfactory sessions present
in the training log and grouped them on the basis of the final query. Then, for
each distinct final query its corresponding virtual document was built with the
terms (with possible repetitions) belonging to all the queries of all the associated
satisfactory sessions. Finally, by means of the Terrier search engine2, we indexed
the resulting 1, 191, 143 virtual documents. The possibility of processing queries on
such index is provided to interested readers through a simple web interface avail-
able at the address http://searchshortcuts.isti.cnr.it. The web-based wrapper
accepts user queries, interact with Terrier to get the list of final queries (id of
virtual documents) provided as top-k results, and retrieves and visualizes the as-
sociated query strings.
6.4.2 TREC queries statistics
We measured the popularity of the 50 TREC 2009 Web Track’s Diversity Task
queries in the training log obtained by the Microsoft RFP 2006 dataset as described
in the previous section. Figure 6.2 shows the cumulative frequency distribution of
the 50 TREC queries. While 8/50 queries are not present in the training log, 2/50
queries occur only one time. Furthermore, 23/50 queries have a frequency lower
than 10 and 33/50 queries occur lower than 100 times. The TREC dataset thus
contains a valid set of queries for evaluating the effectiveness of our method as
it includes several examples of unseen and rare queries, while popular queries are
represented as well. Table 6.2 shows some queries with their popularity measured
in the training log.
TREC query Frequency
wedding budget calculator 0
flame designs 1
dog heat 2
the music man 5
diversity 27
map of the united states 170
cell phones 568
starbucks 705
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Fig. 6.2. Histogram showing the total number of TREC queries (on the y axis) having
at most a certain frequency (on the x axis) in the training log. For instance, the third
bar shows that 23 TREC queries out of 50 occur at most ten times in the training log.
6.4.3 Search Shortcuts metric
We used Equation (6.1) to measure the similarity between the suggestions gener-
ated by SS, CG, and QFG for the first queries issued by a user during a satisfac-
tory session belonging to the test set, and the final queries actually submitted by
the same user during the same session. We conducted experiments by setting the
number k of suggestions generated to 10, and, as in [22], we chose the exponen-
tial function f (m) = em to assign an higher score to shortcuts suggested early.
Moreover, the length t of the head of the session was set to dn/2e, where n is the
length of the session considered. Finally, the metric used to assess the similarity
between two queries was the Jaccard index computed over the set of tri-grams of
characters contained in the queries [89], while the similarity threshold used was
0.9.
Due to the long execution times required by CG, and QFG for generating
suggestions, it was not possible to evaluate suggestion effectiveness by processing
all the satisfactory sessions in the test set. We thus considered a sample of the test
set constituted by a randomly selected group of 100 satisfactory sessions having a
length strictly greater than 3. The histogram in Figure 6.3 plots the distribution
of the number of sessions vs. the quality of the top-10 recommendations produced
by the three algorithms. Results in the plot are grouped by quality range. As an
example, the second group of bars shows the number of sessions for which the three
algorithms generated suggestions having a quality (measured using Equation (6.1))
ranging from from 0.1 to 0.2. Results show that recommendations produced for
the majority of sessions by QFG and CG obtains a quite low score (in the interval
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between 0 to 0.1), while SS produces recommendations whose quality is better
distributed among all the range.
In particular, SS produces recommendations having a quality score greater
than 60% for 18 sessions out of 100. Moreover, in 36 cases out of 100, SS generates
useful suggestions when its competitors CG and QFG fails to produce even a single
effective suggestion. On average, over the 100 sessions considered, SS obtains an
average quality score equal to 0.32, while QFG and CG achieves 0.15 and 0.10,
respectively.

































Fig. 6.3. Distribution of the number of sessions vs. the quality of the top-10 recommen-
dations produced by the three algorithms.
6.4.4 Suggestions Quality on TREC topics
The relevance of the suggestions generated by SS, CG, and QFG w.r.t. the TREC
query subtopics was assessed manually3. Seven volunteers were chosen among CS
researchers working in different research groups of our Institute. The evaluation
consisted in asking assessors to assign, for any given TREC query, the top-10 sug-
gestions returned by SS, CG, and QFG to their related subtopic. Editors were
also able to explicitly highlight that no subtopic can be associated with a partic-
ular recommendation. The evaluation process was blind, in the sense that all the
suggestions produced by the three methods were presented to editors in a single,
lexicographically ordered sequence where the algorithm which generated any spe-
cific suggestion was hidden. Given the limited number of queries and the precise
definition of subtopics provided by NIST assessors, the task was not particularly
3 All the queries suggested by the three algorithms for the 50 TREC queries are available
to the interested reader along with the associated subtopic lists at the address http:
//searchshortcuts.isti.cnr.it/TREC_results.html.
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cumbersome, and the evaluations generated by the assessors largely agree. Ta-
ble 6.1 shows the outcome of one of the editors for the TREC query n. 8. The
note in bold after each suggestion indicates the subtopic to which the particular
suggestion was assigned (e.g. “employee appraisals” in the CG column matches
subtopic S3). Thus for this topic this editor gave to both SS and CG a coverage
of 3/4 (3 subtopics covered out of 4), while QFG was rated 1/4. Moreover, sug-
gestions in italic, e.g. gmac in the CG column, were considered by the editor not
relevant for any of the subtopics. Thus, for topic “appraisals” SS and QFG score
an effectiveness equal to 1 (all suggestions generated were considered relevant),
whereas CG score was 4/5 (2 non relevant suggestions out of 10).
The histogram shown in Figure 6.4 plots, for each of the 50 TREC topics,
the average coverage (Definition 4) of the associated subtopics measured on the
basis of assessor’s evaluations for the top-10 suggestions returned by SS, CG, and
QFG. By looking at the Figure, we can see that SS outperforms remarkably its
competitors. On 36 queries out of 50 SS was able to cover at least half of the
subtopics, while CG only in two cases reached the 50% of coverage, and QFG on
8 queries out of 50. Moreover, SS covers the same number or more subtopics than
its competitors in all the cases but 6. Only in 5 cases QFG outperforms SS in
subtopic coverage (query topics 12, 15, 19, 25, 45), while in one case (query topic
22) CG outperforms SS. Furthermore, while SS is always able to cover one or some
subtopics for all the cases, in 15 (27) cases for QFG (CG) the two methods are
not able to cover any of the subtopics. The average fraction of subtopics covered
by the three methods is: 0.49, 0.24, and 0.12 for SS, QFG, and CG, respectively.


























Fig. 6.4. Coverage of the subtopics associated with the 50 TREC diversity-track queries
measured by means of an user-study on the top-10 suggestions provided by the Cover
Graph (CG), Search Shortcuts (SS), and Query Flow Graph (QFG) algorithms.
Figure 6.5 reports the effectiveness (Definition 5) of the top-10 suggestions
generated by SS, QFG, and CG. Also considering this performance metric our
Search Shortcuts solution results the clear winner. SS outperforms its competitors
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in 31 cases out of 50. The average effectiveness is 0.83, 0.43, and 0.42 for SS, QFG,
and CG, respectively. The large difference measured is mainly due to the fact that
both CG and QFG are not able to generate good suggestions for queries that are
not popular in the training log.


























Fig. 6.5. Effectiveness measured on the TREC query subtopics among the top-10 sug-
gestions returned by the Cover Graph (CG), Search Shortcuts (SS), and Query Flow
Graph (QFG) algorithms.
Regarding this aspect, the histogram in Figure 6.6 shows the average effec-
tiveness of the top-10 suggestions returned by SS, CG and QFG measured for
groups of TREC queries arranged by their frequency in the training log. SS re-
markably outperforms its competitors. SS is in fact able to produce high-quality
recommendations for all the categories of query analyzed, while CG and QFG can
not produce recommendations for unseen queries. Furthermore, while SS produce
constant quality recommendations with respect to the frequency of the TREC
queries, CG and QFG show an increasing trend in the quality of recommendations
as the frequency of the TREC queries increases.
For this reason, we can assert that the SS method is very robust to data spar-
sity which strongly penalizes the other two algorithms, and is able to effectively
produce significant suggestions also for singleton queries which were not previously
submitted to the WSE. We recall that singleton queries account for almost half
of the whole volume of unique queries submitted to a WSE, and are often the
hardest to answer since they ask for “rare” or badly expressed information needs.
The possibility of suggesting relevant alternatives to these queries is more valuable
than the one of suggesting relevant alternatives to frequent queries, which express
common and often easier to satisfy needs.
Just to give an example of the results we obtained and the data on which we
evaluated the quality, Table 6.3 reports the top-10 suggestions provided by SS, CG,
and QFG for some TREC Web Track’s diversity task query topics. For each query
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Fig. 6.6. Average effectiveness of the top-10 suggestions provided by the Cover Graph
(CG), Search Shortcuts (SS), and Query Flow Graph (QFG) algorithms for groups of
TREC queries arranged by their frequency (freq.) in the training log.
topic, the first column of the table lists the associated subtopics. These examples
are representative of the figures above discussed: SS computed mostly relevant
suggestions covering a significant subset of the subtopics. CG, on the other hand,
performed worst and returned three suggestions only for a single query among the
five reported in the table, and one single suggestion in another case. QFG returned
instead 10 suggestions for three topics, and no suggestions in two cases.
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6.5 Summary
We proposed a very efficient solution for generating effective suggestions to WSE
users based on the model of Search Shortcut. Our original formulation of the prob-
lem allows the query suggestion generation phase to be re-conducted to the pro-
cessing of a full-text query over an inverted index. The current query issued by
the user is matched over the inverted index, and final queries of the most simi-
lar satisfactory sessions are efficiently selected to be proposed to the user as query
shortcuts. The way a satisfactory session is represented as a virtual document, and
the IR-based technique exploited, allow our technique to generate in many cases
effective suggestions even to rare or not previously seen queries. The presence of
at least one query term in at least a satisfactory session used to build our model,
permits in fact SS to be able to generate at least a suggestion.
By using the automatic evaluation approach based on the metric defined in
Equation (6.1), SS outperforms QFG in quality of a 0.17, while the improvement
over CG was even greater (0.22). In 36 evaluated sessions out of 100, SS generates
useful suggestions when its competitors CG and QFG fails to produce even a single
useful recommendation.
An additional contribution of the chapter regards the evaluation methodology
used, based on a publicly-available test collection provided by a highly reputed
organization such as the NIST. The proposed methodology is objective and very
general, and, if accepted in the query recommendation scientific community, it
would grant researchers the possibility of measuring the performance of their so-
lution under exactly the same conditions, with the same dataset and the same
evaluation criterium.
On the basis of the evaluation conducted by means of the user-study, SS re-
markably outperforms both QFG and CG in almost all the tests conducted. In
particular, suggestions generated by SS covers the same number or more TREC
subtopics than its two counterparts in 44 cases out of 50. In 36 cases the number
of subtopics covered by SS suggestions is strictly greater. Only in 5 cases QFG
outperforms SS, while this never happens with CG. Also when considering effec-
tiveness, i.e. the number of relevant suggestions among the top-10 returned, SS
results the clear winner with an average number of relevant suggestions equal to
8.3, versus 4.3, and 4.2 for QFG, and CG, respectively. Moreover, differently from
competitors SS results to be very robust w.r.t. data sparsity, and can produce
relevant suggestions also to queries which are rare or not present in the query log
used for training.
All the queries suggested by the three algorithms for the 50 TREC queries
given as input to assessors are available along with the associated subtopic lists at
http://searchshortcuts.isti.cnr.it/TREC_results.html. Moreover, a simple web-
based wrapper that accepts user queries and computes the associated top-20 SS
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7Efficient Diversification of Web Search Results
In this chapter we analyze the efficiency of various search results diversification
methods. While efficacy of diversification approaches has been deeply investigated
in the past, response time and scalability issues have been rarely addressed. A
unified framework for studying performance and feasibility of result diversification
solutions is thus proposed. First we define a new methodology for detecting when,
and how, query results need to be diversified. To this purpose, we rely on the con-
cept of “query refinement” to estimate the probability of a query to be ambiguous.
Then, relying on this novel ambiguity detection method, we deploy and compare
on a standard test set, three different diversification methods: IASelect, xQuAD,
and OptSelect. While the first two are recent state-of-the-art proposals, the latter
is an original algorithm introduced here. We evaluate both the efficiency and the
effectiveness of our approach against its competitors by using the standard TREC
Web diversification track testbed. Results show that OptSelect is able to run two
orders of magnitude faster than the two other state-of-the-art approaches and to
obtain comparable figures in diversification effectiveness. Finally, we extend a Web
search architecture based on additive Machine Learned Ranking (MLR) systems
with a new module computing the diversity score of each retrieved document.
Our proposed solution is designed to be used with other techniques, (e.g. early
termination of rank computation, etc.).
7.1 Introduction
Web Search Engines (WSEs) are nowadays the most popular mean of interaction
with the Web. Users interact with them by usually typing a few keywords repre-
senting their information need. Queries, however, are often ambiguous and have
more than one possible interpretation [7, 121].
Consider, for example, the popular single-term query “apple”. It might refer to
Apple Corp., to the fruit, or to a tour operator which is very popular in the US.
Without any further information that may help to disambiguate the user intent,
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search engines should produce a set of results possibly covering all (the majority
of) the different interpretations of the query. To help users in finding the right
information they are looking for, many different interfaces have been proposed to
present search results. The first, and na¨ıve, solution has been paging the ranked
results list. Instead of presenting the whole list of results, the search engine presents
results divided in pages (also known with the term SERP, i.e. Search Engine Result
Page) containing ten results each.
Some alternative interfaces have been proposed. Results clustering approaches,
for instance, organize search results into folders that group similar items to-
gether [171, 53]. On the other side of the same coin, results diversification [5] follows
an intermediate approach that aims at “packing” the highest possible number of
diverse, relevant results within the first SERP.
Given that web search engines’ mission of satisfying their users is of paramount
importance, diversification of web search results is a hot research topic nowadays.
Nevertheless, the majority of research efforts have been put on studying effective
diversification methods able to satisfy web users. In this chapter we take a different
turn and consider the problem from the efficiency perspective. As Google’s co-
founder Larry Page declares1: “Speed is a major search priority, which is why in
general we do not turn on new features if they will slow our services down.” This
chapter is, to the best of our knowledge, the first work discussing efficiency in
SERP diversification. The approach we follow to achieve an efficient and viable
solution is based on analyzing query log information to infer knowledge about
when diversification actions have to be taken, and what users expectations are.
Indeed, the original contributions presented are several:
• we define a methodology for detecting when, and how, query results need to be
diversified. We rely on the well-known concept of query refinement to estimate
the probability of a query to be ambiguous. In addition, we show how to derive
the most likely refinements, and how to use them to diversify the list of results;
• we define a novel utility measure to evaluate how useful is a result for a diver-
sified result list;
• we propose OptSelect, an original algorithm allowing the diversification task
to be accomplished effectively and very efficiently;
• relying on our diversification framework, we deploy OptSelect and two other
recent state-of-the-art diversification methods in order to evaluate on the stan-
dard TREC Web diversification track testbed both the efficiency and the ef-
fectiveness of our approach against its competitors;
• we extend a search architecture based on additive Machine Learned Ranking
(MLR) systems with a new module computing the diversity score of each
retrieved document. Our proposed solution is designed to be used with other




The chapter is organized as follows: Section 7.2 discusses related works. Sec-
tion 7.3 presents a formalization of the problem, the specialization extraction
method, and the algorithm we propose. Section 7.4 shows the efficiency of our so-
lutions. Section 7.5 discusses some experimental results. In Section 7.7 we present
our conclusions and we outline possible future work.
7.2 Related Work
Result diversification has recently attracted a lot of interest. A very important
pioneering work on diversification is [52]. In this paper, the authors present the
Maximal Marginal Relevance (MMR) problem, and they show how a trade-off
between novelty and relevance of search results can be made explicit through the
use of two different functions, the first measuring the similarity among documents,
and the other the similarity between documents and the query. Zhai et al. [172]
stated that in general it is not sufficient to return a set of relevant results as the
correlation among the returned results is also very important. In a later work,
Zhai et al. [174] formalize and propose a risk minimization approach that allow
an arbitrary loss function over a set of returned documents to be defined. Loss
functions aim at determining the dissatisfaction of the user with respect to a
particular set of results. Such loss function depends on the language models rather
than on categorical information about two documents [173].
Diversification has also been studied for purposes different from search engine
result diversification. Ziegler et al. [180] study the diversification problem from a
“recommendation” point of view. Radlinski et al. [123] propose a learning algo-
rithm to compute an ordering of search results from a diverse set of orderings. Vee
et al. [158] study the diversification problem in the context of structured databases
with applications to online shopping. Clarke et al. [59] study diversification in ques-
tion answering.
Agrawal et al. [5] present a systematic approach to diversify results that aims
to minimize the risk of dissatisfaction of the web search engine users. Furthermore,
authors generalize some classical IR metrics, including NDCG, MRR, and MAP, to
explicitly account for the value of diversification. They show empirically that their
algorithm scores higher in these generalized metrics compared to results produced
by commercial search engines.
Gollapudi et al. [73] use the axiomatic approach to characterize and design
diversification systems. They develop a set of axioms that a diversification system
is expected to satisfy, and show that no diversification function can satisfy all
these axioms simultaneously. Finally, they propose an evaluation methodology to
characterize the objectives and the underlying axioms. They conduct a large scale
evaluation based on data derived from Wikipedia and a product database.
Rafiei et al. [124] model the diversity problem as expectation maximization and
study the challenges of estimating the model parameters and reaching an equilib-
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rium. One model parameter, for example, is the correlation between pages which
authors estimate using textual contents of pages and click data (when available).
They conduct experiments on diversifying randomly selected queries from a query
log and the queries chosen from the disambiguation topics of Wikipedia.
Clough et al. [60] examine user queries with respect to diversity. They ana-
lyze 14.9 million queries from the MSN query log by using two query log analysis
techniques (click entropy and reformulated queries). Authors found that a broad
range of query types may benefit from diversification. They also found that, al-
though there is a correlation between word ambiguity and the need for diversity,
the range of results users may wish to see for an ambiguous query stretches well
beyond traditional notions of word sense.
Santos et al. [132, 131, 133] introduce a novel probabilistic framework (xQuAD)
for Web search result diversification, which explicitly accounts for the various as-
pects associated to an underspecified query. In particular, they diversify a docu-
ment ranking by estimating how well a given document satisfies each uncovered
aspect and the extent to which different aspects are satisfied by the ranking as
a whole. Authors evaluate the xQuAD framework in the context of the diversity
task of the TREC 2009 Web track. They exploit query reformulations provided by
three major WSEs to uncover different query aspects.
Similarly to [131], we exploit related queries as a mean of achieving diversifica-
tion of query results. Nevertheless, our approach is very different from the above
two. In [131], the authors exploit query reformulations provided by commercial
Web search engines. All these reformulations are then taken into account during
query processing in order to achieve a result set covering all the facets. In our
case, the different meanings and facets of queries are instead disclosed by analyz-
ing user behaviors recorded in query logs. During the analysis also the popularity
of the different specializations is derived. Popularity distribution is then used to
maximize the “usefulness” of the final set of documents returned. An approach
orthogonal to our is instead investigated by Radlinski and Dumais in [121], where
the problem of generating queries that can yield to a more diverse results set is
studied starting from the observation that the top-k results retrieved for a query
might not contain representative documents for all of its interpretations.
7.3 Diversification using Query Logs
Users generally query a search engine by submitting a sequence of requests. Split-
ting the chronologically ordered sequence of queries submitted by a given user into
sessions, is a challenging research topic [118, 13, 92]. Since our approach exploits
user session information, but session splitting methodologies are out of the scope
of this work, we resort to adopt a state-of-the-art technique based on Query-Flow
Graph [35, 37]. It consists of building a Markov Chain model of the query log
and subsequently finding paths in the graph which are more likely to be followed
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by random surfers. As a result, by processing a query log Q we obtain the set
of logical user sessions exploited by our result diversification solution. Both the
query topics possibly benefiting from diversification, and the probability of each
distinct specialization among the spectrum of possibilities, are in fact mined from
logs storing historical information about the interaction of users with the WSE.
As an example, let us assume that in a given query log the queries leopard mac
OS X, leopard tank, and leopard pictures, are three specializations of query leopard
that commonly occur in logical query sessions. The presence of the same query re-
finements in several sessions issued by different users gives us evidence that a query
is ambiguous, while the relative popularity of its specializations allow us to com-
pute the probabilities of the different meanings. On the basis of this information
learned from historical data, once a query q is encountered by the WSE, we: (a)
check if q is ambiguous or faceted, and if so, (b) exploit the knowledge about the
different specializations of q submitted in the past to retrieve documents relevant
for all of them. Finally, (c) use the relative frequencies of these specializations to
build a final result set that maximize the probability of satisfying the user. In the
following, we describe more precisely how ambiguous/faceted queries are detected
and managed.
7.3.1 Mining Specializations from Query Logs
We assume that a query log Q is composed by a set of records 〈qi, ui, ti, Vi, Gi〉
storing, for each submitted query qi: (i) the anonymized user ui; (ii) the timestamp
ti at which ui issued qi; (iii) the set Vi of URLs of documents returned as top-k
results of the query, and, (iv), the set Ci of URLs corresponding to results clicked
by ui. Let q and q
′ be two queries submitted by the same user during the same
logical session recorded in Q. We adopt the terminology proposed in [37], and we
say that a query q′ is a “specialization” of q if the user information need is stated
more precisely in q′ than in q (i.e., q′ is more specific than q). Let us call Sq the
set of specializations of an ambiguous/faceted query q mined from the query log.
Given the above generic definition, any algorithm that exploits the knowledge
present in query log sessions to provide users with useful suggestions of related
queries, can be easily adapted to the purpose of devising specializations of sub-
mitted queries. Given the popularity function f() that computes the frequency of
a query topic in Q, and a query recommendation algorithm A trained with Q,
Algorithm 3 can be used to detect efficiently and effectively queries that can ben-
efit from result diversification, and to compute for them the set of most common
specializations along with their probabilities.
In this work, we experimented the use of a very efficient query recommendation
algorithm [42] (see Chapter 6) for computing the possible specializations of queries.
The algorithm used learns the suggestion model from the query log, and returns
as related specializations, only queries that are present in Q, and for which related
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Algorithm 3 AmbiguousQueryDetect(q,A, f(), s)
{Given the submitted query q, a query recommendation algorithm A, and an integer s
compute the set Ŝq ⊆ Q of possible specializations of q.}
1: Ŝq ← A(q); {Select from Ŝq the most popular specializations.}
2: Sq ← {q′ ∈ Ŝq|f(q′) ≥ f(q)s };
3: if |Sq| ≥ 2 then return (Sq); else return (∅);
probabilities can be, thus, easily computed. Note that any other approach for
deriving user intents from query logs, (as an example, [120, 129]), could be used
and easily integrated in our diversification framework.
Definition 6 (Probability of Specialization). Let Q̂ = {q ∈ Q, s.t. |Sq| > 1}
be the set of ambiguous queries in Q, and P (q′|q) the probability for q ∈ Q̂ to be
specialized from q′ ∈ Sq.
We assume that the distribution underlying the possible specialization of an
ambiguous query is known and complete, i.e.,
∑
q′∈Sq P (q
′|q) = 1, and P (q′|q) =
0,∀q′ /∈ Sq, ∀q ∈ Q̂. To our purposes these probability distributions are simply
estimated by dividing the frequency returned by Algorithm 3 using the following
formula:




Obviously, query logs can not give the complete knowledge about all the possi-
ble specializations for a given ambiguous query, but we can expect that the most
popular interpretations are present in a large query log covering a long time period.
Now, let us give some additional assumptions and notations.
D is the collection of documents indexed by the search engine which returns, for
each submitted query q, an ordered list Rq of documents. The rank of document
d ∈ D within Rq is indicated with rank(d,Rq).
Moreover, let d1 and d2 be two documents of D, and δ : D×D → [0,1] a distance
function having the non-negative, and symmetric properties, i.e. (i) δ(d1, d2) = 0
iff d1 = d2, and (ii) δ(d1, d2) = δ(d2, d1).
Definition 7 (Results’ Utility). The utility of a result d ∈ Rq for a specializa-







where Rq′ is the list of results that the search engine returned for specialized query
q′.
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Such utility represents how good d ∈ Rq is for satisfying a user intent that is
better represented by specialization q′. The intuition for U is that a result d ∈ Rq
is more useful for specialization q′ if it is very similar to a highly ranked item
contained in the results list Rq′ .
The utility function specified in Equation (7.1) uses the following function to
measure the distance between two documents:
δ(d1, d2) = 1− cosine(d1, d2) (7.2)
where cosine(d1, d2) is the cosine similarity between the two documents.
In the methods presented in the following, we use a normalized version of
results’ utility, U˜ (d|Rq′), which is defined as the normalization of U (d|Rq′) in
the [0, 1] interval. The normalization factor is computed by assuming that, in the











where H|Rq′ | is the |Rq′ |-th harmonic number. Therefore,
U˜ (d|Rq′) = U (d|Rq
′)
H|Rq′ |
Using the above definitions, we can now define three different query-logs-based
approaches to diversification. The first two methods are adaptations of the Agrawal
et al. [5] algorithm, and the Santos’s et al. xQuAD framework [131]. The last one
refers to our novel formulation detailed in Section 7.3.1.
The QL Diversify(k) Problem
In a recent paper, Agrawal et al. [5] defined the Diversify(k) problem, a covering-
like problem aimed to include the maximum number of possible “categories” into
the list of k results that are returned in response to a user’s query.
We briefly recall the definition of the problem, as stated in the original paper [5]:
Diversify(k): Given query q, a set of documents Rq, a probability distribution
of categories for the query P (c|q), the quality values of the documents V (d|q, c),
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Equation (7.3) uses two concepts similar to those we have already introduced:
the probability of a query to be part of a category is very similar to our concept
of probability of specialization (see Definition 6), while quality value V (d|q, c)
resembles U˜(d|Rq′).
It is possible to see the set of possible specializations Sq as the set of possible
categories for q mined from a query log. The utility, in this case, can be seen as
the utility of selecting resulting document d for category/specialization q′. Thus,













We call this problem QL Diversify(k) to differentiate it from the original
Agrawal et al. formulation [5].
The xQuAD Diversify(k) Problem
In [131], Santos et al. propose a probabilistic framework called xQuAD. Com-
pared to [5], the proposed framework extends the measure with which documents
produced for ambiguous query q are iteratively selected. To this aim, xQuAD eval-
uates also the initial ranking of such documents for q. Formally, the problem is
the following:
xQuAD Diversify(k): Given a query q, a set of ranked documents Rq re-
trieved for q, a mixing parameter λ ∈ [0, 1], two probability distributions P (d|q)
and P (d, S¯|q) measuring, respectively, the likelihood of document d being ob-
served given q, and the likelihood of observing d but not the documents in the
solution S. Find a set of documents S ⊆ Rq with |S| = k that maximizes for
each d ∈ S
(1− λ) · P (d|q) + λ · P (d, S¯|q) (7.5)
xQuAD is a greedy algorithm that iteratively selects a new document, and
pushes it into the current solution. The selection process consists in choosing each
time the document d∗ ∈ S¯ = R \ S that maximizes Equation (7.5). Such formula
combines two probabilities: the first evaluates the relevance of a document d as
the expectation for d to be observed given the query q, namely P (d|q). The second
probability measures the diversity of a candidate document d as the product of
two components (see Equation (7.6)). The first component is, thus, the relevance
of d with respect to a set of specializations Sq, and it is obtained by multiplying
the likelihood of a specialization q′ by the likelihood of d considering a particu-
lar specialization q′. Furthermore, the second component estimates the coverage
degree of the current solution S with respect to each specialization q′.
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1− P (dj |q′)
]
(7.6)
As for the Agrawal’s formulation, P (dj |q′) can be seen as the utility of select-
ing resulting document dj for specialization q
′. Thus, we measure P (dj |q′) using
U˜ (d|Rq′). Similarly to [5], at each step, the algorithm updates the coverage degree
of solution S for each candidate document, then it scans R \ S in order to choose
the best document.
The MaxUtility Diversify(k) Problem
The problem addressed in the Agrawal’s paper, is actually the maximization of the
weighted coverage of the categories with pertinent results. The objective function
does not consider directly the number of categories covered by the result set; it
might be the case that even if the categories are less than |Sq|, some of these will
not be covered by the results set. This may happen because the objective function
considers explicitly how much a document satisfies a given category. Hence, if a
category that is a dominant interpretation of the query q is not covered adequately,
more documents related to such category will be selected, possibly at the expense
of other categories.
We believe, instead, that it is possible to maximize the sum of the various util-
ities for the chosen subset S of documents by guaranteeing that query specializa-
tions are covered proportionally to the associated probabilities P (q′|q). Motivated
by the above observation, we define the following problem.
MaxUtility Diversify(k): Given a query q, the set Rq of results for q, two
probability distributions P (d|q) and P (q′|q)∀q′ ∈ Sq measuring, respectively,
the likelihood of document d being observed given q, and the likelihood of
having q′ as a specialization of q, the utilities U˜(d|Rq′) of documents, a mixing
parameter λ ∈ [0, 1], and an integer k. Find a set of documents S ⊆ Rq with






(1− λ)P (d|q) + λP (q′|q) U˜ (d|Rq′) (7.7)
with the constraints that every specialization is covered proportionally to its
probability. Formally, let Rq ./ q
′ = {d ∈ Rq|U (d|Rq′) > 0}. We require that
for each q′ ∈ Sq, |Rq ./ q′| ≥ bk · P (q′|q)c.
Our technique aims at selecting from Rq the k results that maximize the overall
utility of the list of results. When |Sq| ≤ k the results are in someway split into
|Sq| subsets each one covering a distinct specializations. The more popular a spe-
cialization, the greater the number of results relevant for it. Obviously, if |Sq| > k
we select from Sq the k specializations with the largest probabilities.
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7.4 Efficiency Evaluation
Efficiency of diversification algorithms is an important issue to study. Even the
best diversification algorithm can be useless if its high computational cost forbids
its actual use in a real-world IR system. In the following discussion, IASelect is
the greedy algorithm used to approximate QL Diversify(k), xQuAD refers to
the greedy algorithm used to approximate xQuAD Diversify(k), and eventually
OptSelect is our algorithm solving the MaxUtility Diversify(k) problem. We
consider diversification to be done on a set of |Rq| = n results returned by the
baseline retrieval algorithm. Furthermore, we consider |Sq|, i.e. the number of
specifications for a query q to be a constant (indeed, it is usually a small value
depending on q).
IASelect. As shown by Agrawal et al. the Diversify(k) problem, and thus also
the QL Diversify(k) problem, is NP-Hard. Since the problem’s objective func-
tion is submodular, an opportune greedy algorithm yields to a solution whose
value is smaller than (1− 1/e) times the optimal one [110]. The greedy algorithm
consists in adding to the results set the documents giving the largest marginal
increase to the objective function. Since there is an insertion operation for each
result needed in the final result set, the algorithm performs k insertions. For each
insertion the algorithm searches for the document with the largest marginal util-
ity that has not yet been selected. Since marginal utility is computed for each
candidate document in terms of the current solution and each specialization,
its value must be updated at each insertion. Hence, the computational cost of
the procedure is linear in the number of categories/specializations multiplied by
the number n of candidate documents. Thus, the solution proposed has a cost
CI (n, k) =
∑k





xQuAD. It is a greedy algorithm that iteratively selects a new document, and
pushes it into the current solution. The selection process consists in choosing each
time the document d∗ ∈ R \ S that maximizes Equation (7.5). As specified in
Section 7.3.1, such formula combines the probability for a document d of being
relevant for a query q, i.e., P (d|q) and the diversity of a candidate document d,
respectively.
Similarly to the solution proposed in [5], at each step, the algorithm updates
the coverage degree of solution S for each candidate document, then it scans R\S
in order to choose the best document. The procedure is linear in the number of
items in Sq multiplied by the number of documents in R \S. Since the selection is
performed k times, the final computational cost is given by CX (n, k) =
∑k
i=1[ |Sq|·
(n− i) ]. As for the Agrawal’s solution, thus, CX (n, k) = O (nk).
OptSelect. While QL Diversify(k) aims to maximize the probability of cover-
ing useful categories, the MaxUtility Diversify(k) aims to maximize directly
the overall utility. This simple relaxation allows the problem to be simplified and
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solved optimally in a very simple and efficient way. Furthermore, the constraints
bounding the minimum number of results tied to a given specialization, boost the
quality of the final diversified result list, ensuring that the covered specializations
reflect the most popular preferences expressed by users in the past.
Another important difference between Equation (7.7) and Equation (7.4) is
that the latter needs to select, in advance, the subset S of documents before






where U˜ (d|q) is the overall utility of document d for query q. This value is com-




(1− λ)P (d|q) + λP (q′|q) U˜ (d|Rq′) (7.9)
By combining (7.8), and (7.9) we obtain:











Therefore, to maximize U˜ (S|q) we simply resort to compute for each d ∈ Rq:
i) the relevance of d for the query q, ii) the utility of d for specializations q′ ∈ Sq
and, then, to select the top-k highest ranked documents. Obviously, we have to
carefully select results to be included in the final list in order to avoid choosing
results that are relevant only for a single specialization. For this reason we use a
collection of |Sq| min-heaps each of those keeps the top bk ·P (q′|q)c+1 most useful
documents for that specialization. OptSelect (see Algorithm (4)) returns the set S
maximizing the objective function in Equation (7.7). Moreover, the running time
of the algorithm is linear in the size of the documents considered. Indeed, all the
heap operations are carried out on data structures having a constant size bounded
by k.
Similarly to the other two solutions discussed, the proposed solution is com-
puted by using a greedy algorithm. OptSelect is however computationally less
expensive than its competitors. The main reason is that for each inserted element,
it does not recompute the marginal utility of the remaining documents w.r.t. all
the specializations. The main computational cost is given by the procedure which
tries to add elements to each heap related to a specialization in Sq. Since each heap
is of at most k positions, each insertion has cost log2 k, and globally the algorithm
costs CO(n, k) = n|Sq| log2 k = O (n log2 k).
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Algorithm 4 OptSelect(q, Sq, Rq, k)
01: S ← ∅;
02: M ← new Heap(k); {Heap(n) instantiates a new n-size min-heap.}
03: For Each q′ ∈ Sq Do
04: Mq′ ← new Heap(bk · P (q′|q)c+ 1);
05: For Each d ∈ Rq Do
06: If U˜(d|Rq′) > 0 Then Mq′ .push(d); Else M.push(d);
07: For Each q′ ∈ Sq s.t. Mq′ 6= ∅ Do
08: x← pop d with the max U˜(d|q) from Mq′ ;
09: S ← S ∪ {x};
10: While |S| < k Do
11: x← pop d with the max U˜(d|q) from M ;
12: S ← S ∪ {x};
13: Return (S);
Table 7.1 reports and compares the theoretical complexity of the three consid-






Table 7.1. Time complexity of the three algorithms considered.
Empirical efficiency evaluation. In addition to the theoretical considerations
above, we also conducted tests in the TREC 2009 Web track’s Diversity Task
framework to empirically compare the efficiency of the three solutions proposed.
In particular, we measured the time required by OptSelect, xQuAD and IASelect
to diversify the list of retrieved documents. All the tests were conducted on a Intel
Core 2 Quad PC with 8Gb of RAM and Ubuntu Linux 9.10 (kernel 2.6.31-22).
Table 7.2 reports the average time required by the three algorithms to diversify
the initial set of documents for the 50 queries of the TREC 2009 Web Track’s Di-
versity Task. We study the performance by varying both the number of documents
which the diversified result set is chosen from (|Rq|), and the size of the returned
list S denoted by k (i.e. k = |S|). The results show that, for each value of k, the ex-
ecution time of all the tested methods is linear by varying the size of Rq. The only
difference among these trends is in favor of OptSelect which slope is lower than
its competitors. By varying, instead, the value of k, the execution times follow the
complexities resumed in Table 7.1. The most remarkable result is that, increasing
the number of documents returned, OptSelect outperforms xQuAD and IASelect
in all the conducted tests. In particular, OptSelect is two orders of magnitude




10 50 100 500 1000
OptSelect
1,000 0.34 0.58 0.66 0.89 0.98
10,000 1.36 2.13 2.46 3.32 3.57
100,000 4.81 8.32 9.57 12.94 13.92
xQuAD
1,000 0.43 1.64 3.31 14.82 30.18
10,000 3.27 16.69 32.22 148.41 298.63
100,000 36.27 143.67 285.69 1,425.82 2,849.83
IASelect
1,000 0.57 1.68 3.92 20.81 39.82
10,000 4.23 23.03 40.82 203.11 409.43
100,000 48.04 205.46 408.61 2,039.22 4,071.81
Table 7.2. Execution time (in msec.) of OptSelect, xQuAD, and IASelect by varying
both the size of the initial set of documents to diversify (|Rq|), and the size of the
diversified result set (k = |S|).
7.5 Testing Effectiveness
We conducted our experiments to measure the effectiveness of the three methods
in the context of the diversity task of the TREC 2009 Web track [58]. The goal of
this task is to produce a ranking of documents for a given query that maximizes the
coverage of the possible aspects underlying this query, while reducing its overall
redundancy with respect to the covered aspects. In our experiments, we used
ClueWeb-B, the subset of the TREC ClueWeb09 dataset2 and two query logs
(AOL and MSN).
To assess effectiveness we have followed the guidelines of the Diversity Task
of TREC. We have used the ClueWeb-B dataset, i.e. the subset of the TREC
ClueWeb09 dataset3 collection used in the TREC 2009 Web track’s Diversity Task,
comprising a total of 50 million English Web documents. A total of 50 topics were
available for this task. Each topic includes from 3 to 8 sub-topics manually iden-
tified by TREC assessors, with relevance judgements provided at subtopic level.
As an example the first TREC topic is identified by the query obama family tree,
and three subtopics are provided: i) Find the TIME magazine photo essay “Barack
Obama’s Family Tree”, ii) Where did Barack Obama’s parents and grandparents
come from?, and iii) Find biographical information on Barack Obama’s mother.
The query associated with each topic of the TREC 2009 Web track was used as
initial ambiguous/faceted query.
The two query logs used are AOL and MSN. The AOL data-set contains about
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submitted to the AOL search portal over a period of three months from 1st March,
2006 to 31st May, 2006. The MSN Search query log contains 15 millions of queries
submitted to the MSN US search portal over a period of one month in 2006. Queries
are mostly in English. Both query logs come with all the information needed to
address the diversification problem according to our approach.
The two query logs were first preprocessed in order to devise the logical user
sessions as described in Section 7.3. Moreover the sessions obtained were used
to build the model for the recommendation algorithm described in [42]. Given a
query q, such algorithm was used to compute efficiently the set and the associated
probabilities of its popular specializations Sq (see Algorithm 3).
The results obtained for the diversity task of the TREC 2009 Web track
are evaluated according to the two official metrics: α-NDCG and IA-P. The α-
normalized discounted cumulative gain (α-NDCG [59]) metric balances relevance
and diversity through the tuning parameter α. The larger the value of α, the more
diversity is rewarded. In contrast, when α = 0, only relevance is rewarded, and
this metric is equivalent to the traditional NDCG [90]. Moreover, we used the
intent-aware precision (IA-P [5]) metric, which extends the traditional notion of
precision in order to account for the possible aspects underlying a query and their
relative importance. In our evaluation, both α-NDCG and IA-P are reported at
five different rank cutoffs: 5, 10, 20, 100, and 1000. While the first four cutoffs
focus on the evaluation at early ranks which are very important in a web context,
the last cutoff gives the value of the two metrics for all the set of results. Both
α-NDCG and IA-P are computed following the standard practice in the TREC
2009 Web-Track’s Diversity Task [58]. In particular, α-NDCG is computed with
α = 0.5, in order to give an equal weight to relevance and diversity.
An ad-hoc modified version of the Terrier4 IR platform was used for both
indexing and retrieval. We extended Terrier in order to obtain short summaries of
retrieved documents, which are used as document surrogates in our diversification
algorithm. We used Porter’s stemmer and standard English stopword removal for
producing the ClueWeb-B index. We evaluate the effectiveness of our method in
diversifying the results retrieved using a probabilistic document weighting model:
DPH Divergence From Randomness (DFR) model [6].
Table 7.3 shows the results of the tests conducted with the DPH baseline
(no diversification), i) our OptSelect, ii) Agrawal’s IASelect, and iii) the xQuAD
framework. We set |Rq′ | = 20, k = 1000, and |Rq| = 25, 000. Furthermore, xQuAD
and OptSelect use a value for parameter λ equal to 0.15 (the value maximizing
α-NDCG@20 in [131]). We applied the utility function in (7.1) to the snippets re-
turned by the Terrier search engine instead of applying it to the whole documents,
and we forced its returning value to be 0 when it is below a given threshold c.




the associated probabilities were obtained in all the cases by using the previously
described approach [42].
The results reported in the Table show that OptSelect and xQuAD behave sim-
ilarly, while IASelect performs always worse. OptSelect shows good performance
for small values of c, in particular for c ∈ {0, 0.05}. For both the two values of the
threshold, OptSelect obtains very good α-NDCG performance and the best IA-P
values. A deeper analysis of Table 7.3 shows that OptSelect noticeably outper-
forms the other two methods in terms of IA-P@5 for c = 0.05. The best α-NDCG
performances for OptSelect are instead obtained for c = 0.20. For this value of the
threshold, OptSelect shows a good trade-off between α-NDCG and IA-P, in partic-
ular for short results’ lists (@5, @10, @20). However, none of these differences can
be classified as statistically significant according to the Wilcoxon signed-rank test
at 0.05 level of significance. By increasing the value of the threshold c, effectiveness
starts to degrade. For c ≥ 0.75 all the algorithms perform basically as the DPH
baseline.
The xQuAD framework obtains good α-NDCG and IA-P performance for c =
0.05. xQuAD performs well also for c = 0.20. Note that our formulation of the
xQuAD framework performs better than reported in the original paper by Santos et
al. [131]. Essentially, this behavior could be explained by the following two reasons:
i) our method for measuring the “diversity” of a document based on Equation (7.1)
is superior to the one used in [131], ii) our method for deriving specializations, and
their associated probabilities is able to carry out more accurate results. We leave
this analysis to a future work. By comparing OptSelect (c = 0.20) and xQuAD
(c = 0.05), we highlight better performances for OptSelect in terms of IA-P@5,
and IA-P@20, while the xQuAD framework slightly outperforms OptSelect for α-
NDCG, with an exception for α-NDCG@5 where the two methods behave similarly.
Agrawal’s IASelect shows its best performances when the threshold c is not
used. However, it never outperforms OptSelect and xQuAD. Both α-NDCG and
IA-P values measured improve over the DPH baseline, but are always remarkably
lower than the best values obtained using OptSelect and xQuAD.
7.5.1 Evaluation based on Query Log Data
A second evaluation we propose exploits the user sessions and the query special-
izations coming from the query logs of two commercial search engines. The aim of
this evaluation is to show the importance of having a good diversification method
based on real users’ interests.
The two query logs were split into two different subsets. The first one (contain-
ing approximatively the 70% of the queries) was used for training (i.e., to build the
data structures described in the previous section), and the second one for testing.
For any ambiguous query q obtained by applying the Algorithm 3 to the test set
of each query log, we first submitted the query to the Yahoo! BOSS search engine,
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c
α-NDCG IA-P
@5 @10 @20 @100 @1000 @5 @10 @20 @100 @1000
DPH Baseline - 0.190 0.212 0.240 0.303 0.303 0.092 0.093 0.088 0.058 0.006
OptSelect
0 0.213 0.227 0.255 0.318 0.352 0.111 0.100 0.092 0.061 0.012
0.05 0.213 0.228 0.256 0.319 0.352 0.112 0.101 0.091 0.061 0.012
0.10 0.195 0.220 0.246 0.312 0.343 0.102 0.097 0.090 0.062 0.012
0.15 0.190 0.216 0.246 0.305 0.341 0.101 0.098 0.090 0.061 0.012
0.20 0.214 0.241 0.262 0.324 0.359 0.110 0.101 0.090 0.060 0.012
0.25 0.190 0.213 0.238 0.305 0.339 0.095 0.098 0.087 0.058 0.012
0.35 0.186 0.206 0.235 0.302 0.335 0.089 0.090 0.086 0.058 0.012
0.50 0.186 0.208 0.236 0.300 0.334 0.091 0.091 0.087 0.058 0.012
0.75 0.190 0.212 0.240 0.303 0.337 0.092 0.093 0.088 0.058 0.012
xQuAD
0 0.211 0.241 0.260 0.320 0.354 0.103 0.102 0.090 0.058 0.012
0.05 0.214 0.242 0.260 0.323 0.355 0.108 0.103 0.089 0.058 0.012
0.10 0.193 0.226 0.249 0.308 0.341 0.101 0.101 0.090 0.058 0.012
0.15 0.200 0.227 0.253 0.315 0.348 0.099 0.095 0.087 0.058 0.012
0.20 0.204 0.234 0.262 0.321 0.354 0.096 0.099 0.087 0.058 0.012
0.25 0.181 0.211 0.236 0.303 0.336 0.090 0.095 0.085 0.058 0.012
0.35 0.185 0.209 0.239 0.302 0.335 0.091 0.092 0.088 0.058 0.012
0.50 0.190 0.212 0.240 0.303 0.336 0.092 0.093 0.087 0.058 0.012
0.75 0.190 0.212 0.240 0.303 0.337 0.092 0.093 0.088 0.058 0.012
IASelect
0 0.206 0.215 0.245 0.302 0.334 0.097 0.089 0.079 0.044 0.009
0.05 0.205 0.214 0.243 0.299 0.330 0.098 0.090 0.078 0.044 0.009
0.10 0.193 0.200 0.227 0.279 0.309 0.098 0.088 0.075 0.039 0.008
0.15 0.169 0.185 0.207 0.259 0.288 0.089 0.078 0.064 0.039 0.008
0.20 0.182 0.197 0.229 0.284 0.314 0.085 0.074 0.067 0.046 0.009
0.25 0.198 0.214 0.243 0.301 0.332 0.092 0.083 0.076 0.052 0.011
0.35 0.192 0.208 0.241 0.299 0.332 0.095 0.093 0.087 0.057 0.012
0.50 0.192 0.214 0.243 0.306 0.338 0.093 0.091 0.087 0.058 0.012
0.75 0.190 0.212 0.240 0.303 0.337 0.092 0.093 0.088 0.058 0.012
Table 7.3. Values of α-NDCG, and IA-P for OptSelect, xQuAD, and IASelect by varying
the threshold c.
then we re-ranked the results list by means of the Algorithm 4 to obtain the corre-
sponding diversified list of results. Finally, we compared the two lists obtained by
means of the utility function as in Definition 7. The goal is to show that our diver-
sification technique can provide users with a list of k documents having a utility
greater than the top-k results returned by the Yahoo! BOSS Search Engine.
To assess the impact of our diversification strategy on the utility of the diver-
sified results list, we computed the ratio between the normalized utilities of the
results in S and the top-k results in Rq, i.e., the diversified and the original one.
More formally, we computed ∑k
i=1 U˜(di ∈ S)∑k
i=1 U˜(di ∈ Rq)
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where S is the diversified list produced by OptSelect, whereas Rq is the original
list of results obtained from Yahoo! BOSS. It is clear that if the two lists share all
the results, the ratio is equal to 1.
In our tests, we set the number of results retrieved from Yahoo! BOSS (|Rq|)


















Fig. 7.1. Average utility per number of specializations referring to the AOL and MSN
query logs.
Figure 7.1 shows the average utility per number of specializations for the two
query logs considered in our experiments. In all cases taken into account, our
method diversifies the final list by improving the usefulness measure for a factor
ranging from 5 to 10 with respect to the usefulness of the original result set.
Furthermore, we measured the number of times our method is able to provide
diversified results when they are actually needed, i.e., a sort of recall measure.
This was done by considering the number of times a user, after submitting an
ambiguous/faceted query, issued a new query that is a specialization of the previous
one. In both cases we are able to provide diversified results for a large fraction of
the queries. Concerning AOL, we are able to diversify results for the 61% of the
cases, whereas for MSN this recall measure raises up to 65%.
7.6 A Search Architecture Enabling Efficient Diversification
of Search Results
In the previous sections we have sketched the OptSelect algorithm as an efficient
and effective solution for the diversification task. Here, we show how such a so-
lution needs to be adapted in order to be plugged in a modern Machine Learned
125
7. Efficient Diversification of Web Search Results
Ranking (MLR) system having a pipelined architecture. In modern WSE query
response time constraints are satisfied employing a two-phase scoring. The first
phase inaccurately selects a small subset of potentially relevant documents from
the entire collection (e.g. a BM25 variant). In the second phase, resulting candidate
documents are scored again by a complex and accurate MLR architecture. The fi-
nal rank is usually determined by additive ensembles (e.g. boosted decision trees
[179]), where many scorers are executed sequentially in a chain and the results of
the scorers are added to compute the final document score.
Let us assume that, given a query q, MLR algorithms are used to rank a set
D = {d1, . . . , dm} of documents according to their relevance to q. Then the k
documents with the highest score are returned. To this end, additive ensembles
are used to compute the final score s(di) of a document di as a sum over many,
simple scorers, i.e. s(di) =
∑n
j=1 fj(di), where fj is a scorer that belongs to a set
of n scorers executed in a sequence. Moreover, the set of scorers is expected to be
sorted by decreasing order of importance. This because, as argued in [47], if we
can estimate the likelihood that di will end up within the top-k documents, we
can early exit the s(di) computation at any position t < n, computing a partial
final score using only the first t scorers. For these reasons, it is important to define
a solution that is fully integrable with the existing systems. Another important
aspect to consider is the cost of each fj that must be sustainable w.r.t. the others
scorers. In particular, we assume that the cost c of computing fj(di) is constant
and the total cost of scoring all documents in D is, thus C(D) = c ·m ·n. For tasks
with tight constraints on execution time, this cost is not sustainable if both m and
n are high (e.g. m > 105 and n > 103 as shown in [47]).
To achieve the previously specified goal, WSE needs some additional modules
in order to enable the diversification stage, see Figure 7.2. Briefly, our idea is
the following. Given a query q, perform simultaneously both the selection of the
documents potentially relevant for q from the entire collection (module BM25) and
the retrieve of the specializations for q (module SS). Assuming that SS performs
faster than both DR and BM25, the module fDVR can be placed in any position of the
MLR pipeline, i.e. f1 →... fn. The target of fDVR is, then, to exploit Equation (7.1)
for properly increasing the rank of the incoming documents as the other pipelined
scorers do. Note that in this case, that is different from OptSelect running context,
the final extraction of top-k documents is left to the MLR pipeline that already
performs this operation automatically. In the following, we give more detail on our
approach.
For any given query q submitted to the engine, we dispatch q to the document
retriever DR that processes the query on the inverted index, and to the module SS
that generates the specializations Sq for q. SS processes q on a specific inverted
index structure derived from query logs: the same proposed in [42]. SS returns a
set of specializations Sq, a distribution of probability P (q
′|q)∀q′ ∈ Sq, and a set
Rq′∀q′ ∈ Sq of sketches representing the most relevant documents for each special-
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BM25
SS
DR f1 fDVR fn





Fig. 7.2. A sketch of the WSE architecture enabling diversification.
ization. Concerning the feasibility in space of the inverted index in SS, note that
each set Rq′ related to a specialization q
′ ∈ Sq is very small compared to the set of
whole documents Rq to re-rank, i.e. |Rq′ |  |Rq|. Furthermore, using shingles [46],
only a sketch of a few hundred bytes, and not the whole documents, can be used to
represent a document without significant loss in the precision of our method5. Re-
suming, let ` be the average size in bytes of a shingle representing a document and
let h be the average space needed to store the set Sq of specializations for a query
q by using the related inverted index, we need at most ( N · |Sq̂| · |Rq̂ ′ | · ` + N ·h )
bytes for storing N ambiguous query along with the data needed to assess the
similarity among results lists. For example, considering a number of ambiguous
queries of order of hundreds of thousands, tens of specializations per query, and
hundreds of documents per specialization, we need an inverted index for SS of
about 10 GB.
Now, let us focus on fDVR. As the other modules belonging to the MLR pipeline,
also fDVR receives a set of documents D as a stream from its preceding module,
scores the elements, then release the updated set. However, contrarily to other di-
versifying methods analyzed in [50], fDVR is able to compute on the fly the diversity-
score for each document d. In fact, exploiting the knowledge retrieved from the
query log, our approach does not require to know in advance the composition of D
to diversify the query result because SS provides the proper mix of different means
related to q. In particular, we firstly compute for each d ∈ D the related shingle.
As stated in [46], the related sketch can be efficiently computed (in time linear in
the size of the document d) and, given two sketches, the similarity 1 − δ(d, d′) of
the corresponding documents (i.e. d ∈ D and each document d′ returned by SS,
i.e. d′ ∈ Rq′ ∀q′ ∈ Sq) can be computed in time linear in the size of the sketches.
The resulting similarity thus concurs to compute U(d|Rq′), i.e. the variation of
final score of the document d.
5 note that shingles are already maintained by the WSE for near duplicate document
detection.
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7.7 Summary
We studied the problem of diversifying search results by exploiting the knowledge
derived from query logs. We presented a general framework for query result diver-
sification comprising: i) an efficient and effective methodology, based on state-of-
the-art query recommendation algorithms, to detect ambiguous queries that would
benefit from diversification, and to devise all the possible common specializations
to be included in the diversified list of results along with their probability distri-
bution, ii) OptSelect: a new diversification algorithm which re-ranks the original
results list on the basis of the mined specializations, iii) a Web search architecture
based on additive Machine Learned Ranking (MLR) systems extended with a new
module computing the diversity score of each retrieved document.
A novel formulation of the problem has been proposed and motivated. It al-
lows the diversification problem to be modeled as a maximization problem. The
approach is evaluated by using the metrics and the datasets provided for the TREC
2009 Web Track’s Diversity Task. Our experimental results show that our approach
is both efficient and effective. In terms of efficiency, our approach performs two
orders of magnitude faster than its competitors and it remarkably outperforms its
competitors in all the tests.
In terms of effectiveness, our approach outperforms the Agrawal’s IASelect,
and it shows the best results in terms of IA-P [5]. It produces also results that are
comparable with the xQuAD framework in terms of α-NDCG [59].
Finally, we sketched a Web search architecture based on additive Machine
Learned Ranking (MLR) systems enabling query result diversification, and we
outline a first preliminary study on the feasibility of the technique.
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8Conclusions and Future Work
Queries and their clicked results implicitly reveal the opinion of users about their
searches. This information is provided implicitly by users and recorded in search
engine query logs. By mining query logs it is possible to derive a knowledge repre-
senting one of the most used ways of enhancing the users’ search experience.
In this thesis we introduced four new contributions in two important fields:
Web information retrieval and query log mining.
We studied the effect of time on recommendations generated using Query Flow
Graphs [35] (QFGs) (see Chapter 4). We showed how to extend QFG-based rec-
ommendation models to evolving data. We showed that the interests of search
engine users change over time and new topics may become popular, while other
interests that focused for some time the attention of the crowds can suddenly
loose importance. The knowledge extracted from query logs can thus suffer from
an aging effect, and the models used for recommendations rapidly become unable
to generate useful and interesting suggestions. We showed that the building of a
new fresh QFG from scratch is expensive. To overcome this problem we introduced
an incremental algorithm for updating an existing QFG. The solution proposed
allows the recommendation model to be kept always updated by incrementally
adding fresh knowledge and deleting the aged one.
In order to validate our claims and assess our methodology, we built different
QFGs from the query log of a real-world search engine, and we analyzed the
quality of the recommendation models obtained from these graphs to show that
they inexorably age. Then, we proposed a general methodology for dealing with
aging QFG models that allows the recommendation model to be kept up-to-dated
in a remarkably lower time than that required for building a new model from
scratch. As a side result we proposed a parallel/distributed solution allowing to
make QFG creation/update operations scalable.
In Chapter 4 we proved that the knowledge extracted from historical usage data
can suffer an aging effect. In Chapter 5 we thus studied the effects of incremental
model updates on the effectiveness of two query suggestion algorithms. We intro-
8. Conclusions and Future Work
duced a new class of query recommender algorithms that update incrementally the
model on which recommendations are drawn. Starting from two state-of-the-art
algorithms, we designed two new query recommender systems that continuously
update their models as queries are issued. The two incremental algorithms differ
from their static counterparts by the way in which they manage and use data to
build the model.
In addition, we proposed an automatic evaluation mechanism based on four
new metrics to assess the effectiveness of query recommendation algorithms. The
experimental evaluation conducted by using a large real-world query log shows that
the incremental update strategy for the recommendation model yields better re-
sults for both coverage (more than 20% queries covered by both IAssociationRules,
and ICoverGraph) and effectiveness due to the “fresh” data that are added to the
recommendation models. Furthermore, this improved effectiveness is accomplished
without compromising the efficiency of the query suggestion process.
In Chapter 6 we proposed a very efficient solution for generating effective sug-
gestions to Web search engine users based on the model of Search Shortcut [22].
Our original formulation of the problem allows the query suggestion generation
phase to be re-conducted to the processing of a full-text query over an inverted
index. The current query issued by the user is matched over the inverted index,
and final queries of the most similar satisfactory sessions are efficiently selected
to be proposed to the user as query shortcuts. The way a satisfactory session is
represented as a virtual document, and the IR-based technique exploited, allows
our technique to generate in many cases effective suggestions even to rare or not
previously seen queries.
By using the automatic evaluation approach based on the metric defined in
Equation (6.1), SS outperforms QFG in quality of a 0.17, while the improvement
over CG was even greater (0.22). In 36 evaluated sessions out of 100, SS generates
useful suggestions when its competitors CG and QFG fails to produce even a single
useful recommendation.
An additional contribution of the chapter regards the evaluation methodology
used, based on a publicly-available test collection provided by a highly reputed
organization such as the NIST. On the basis of the evaluation conducted by means
of the user-study, SS remarkably outperforms both QFG and CG in almost all
the tests conducted. In particular, suggestions generated by SS covers the same
number or more TREC subtopics than its two counterparts in 44 cases out of
50. In 36 cases the number of subtopics covered by SS suggestions was strictly
greater. Only in 5 cases QFG outperforms SS, while this never happens with
CG. Also when considering effectiveness, i.e. the number of relevant suggestions
among the top-10 returned, SS results the clear winner with an average number of
relevant suggestions equal to 8.3, versus 4.3, and 4.2 for QFG, and CG, respectively.
Moreover, differently from competitors SS results to be very robust w.r.t. data
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sparsity, and can produce relevant suggestions also to queries which are rare or
not present in the query log used for training.
As future work we intend to evaluate the use the whole head of the user session
for producing query recommendations. Furthermore, we want to study if the shar-
ing of the same final queries induces a sort of “clustering” of the queries composing
the satisfactory user sessions. By studying such relation which is at the basis of
our query shortcut implementation, we could probably find ways to improve our
methodology. Finally, it would be interesting to investigate how IR-like diversifi-
cation algorithms (e.g., [5]) could be integrated in our query suggestion technique
in order to obtain diversified query suggestions [102, 38].
Finally, in Chapter 7 we studied the problem of diversifying search results by ex-
ploiting the knowledge derived from query logs. We presented a general framework
for query result diversification comprising: i) an efficient and effective methodology,
based on state-of-the-art query recommendation algorithms, to detect ambiguous
queries that would benefit from diversification, and to devise all the possible com-
mon specializations to be included in the diversified list of results along with their
probability distribution, ii) OptSelect: a new diversification algorithm which re-
ranks the original results list on the basis of the mined specializations.
A novel formulation of the problem has been proposed and motivated. It al-
lows the diversification problem to be modeled as a maximization problem. The
approach is evaluated by using the metrics and the datasets provided for the TREC
2009 Web Track’s Diversity Task. Our experimental results show that our approach
is both efficient and effective. In terms of efficiency, our approach performs two
orders of magnitude faster than its competitors and it remarkably outperforms its
competitors in all the tests.
In terms of effectiveness, our approach outperforms the Agrawal’s IASelect,
and it shows the best results in terms of IA-P [5]. It produces also results that are
comparable with the xQuAD framework in terms of α-NDCG [59].
Finally, we sketched a Web search architecture based on additive Machine
Learned Ranking (MLR) systems enabling query result diversification, and we
outline a first preliminary study on the feasibility of the technique.
Some possible research directions can be drawn on this topic. Firstly, we will
conduct a deeper analysis of the feasibility of our proposed Web search architec-
ture based on additive Machine Learned Ranking (MLR) systems. Secondly, we
will study how to exploit users’ search history for personalizing their results di-
versification. Finally, we are planning to use click-through data to improve the
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