Recently, an embedding of the synchronous programming language Quartz (an Esterel variant) in the theorem prover HOL has been presented. This embedding is based on control flow predicates that refer to macrosteps of the programs. The original semantics of synchronous languages like Esterel is however normally given at the more detailed microstep level. This paper describes how a variant of the Esterel microstep semantics has been defined in HOL and how its equivalence to the control flow predicate semantics has been proved. Beneath proving the equivalence of the micro-and macrostep semantics, the work presented here is also an important extension of the existing embedding: While reasoning at the microstep level is not necessary for code generation, it is sometimes advantageous for understanding programs, as some effects like schizophrenia or causality problems become only visible at the microstep level.
Introduction
Reasoning about programming languages is one of the main applications of higher order logic theorem provers [9, 10, 33, 13, 26] . This requires to formalize the programming language in the theorem prover's logic in advance. In general, one distinguishes thereby between deep and shallow embeddings [3] : Using a deep embedding requires to define constants for the statements of the programming language; hence programs become higher order logic terms. In contrast, a shallow embedding simply translates programs (outside the theorem prover) into formulas of its logic. In general, a deep embedding is more complicated, but offers additional advantages like reasoning about the programming language at a meta level. In particular, such a meta level reasoning is of interest when functions on programs like program transformations or code generation are to be verified. This is mandatory for safety-critical applications. Synchronous languages like Esterel [5, 7] or variants thereof [19, 18, 29] are more and more used for designing safety-critical reactive real time systems [14] . As synchronous languages have furthermore a formally well-grounded semantics, we have chosen Esterel-like synchronous languages to reason about reactive systems in HOL.
The basic paradigm of synchronous languages is the perfect synchrony, which follows from the fact that most of the statements are executed as 'microsteps', i.e. without taking time. Consumption of time must be explicitly programmed with special statements like Esterel's pause statement: The execution of a pause statement consumes one logical unit of time, and therefore separates different macrosteps from each other.
As the pause statement is the only (basic) statement that consumes time, all threads run in lockstep: they execute the microsteps between two pause statements in zero time, and automatically synchronize at their next pause statements. The distinction between micro-and macrosteps is therefore the reason for the synchronous execution of threads. As a result, the synchronous languages are the only programming languages that allow both multi-threaded and deterministic programs.
The abstraction to macrosteps makes synchronous programming so attractive. It is not only an ideal programmer's model, it additionally allows the direct translation of programs into synchronous hardware circuits, where macrosteps directly correspond to clock cycles 1 . As the same translation is also used for software generation, many optimizations known for hardware circuits can be used to optimize software as well [6, 15] . For this reason, synchronous programs are a good basis for HW/SW codesign [25] .
However, the abstraction to macrosteps is not for free: Schizophrenia problems and causality problems are the two major problems that must be solved by a compiler. Causality cycles arise due to conflicts between enabling conditions and immediate data manipulations of a statement (in a hardware circuit, this corresponds to combinatorial loops). Algorithms for causality analysis, that check if such cycles yield stable values, are already available [21, 17, 12, 31, 11, 6] . Schizophrenia problems are due to multiple execution of the same statement at the same point of time (i.e. in the same macrostep). In particular, this becomes problematic if a local declaration is multiply entered with different values for the local variable. Schizophrenia problems are also well-known and efficient solutions exist as well 2 [24, 6, 30] .
A lot of different ways have already been studied to define the semantics of imperative synchronous languages (see Section 2 for more details). At least, there are (1) semantics based on process algebras [8, 6, 32] , (2) semantics based on hardware circuits or equations [1, 24, 6, 28] , and (3) semantics based on control flow predicates [29] . While the SOS semantics reflects microsteps of the program, the other two mentioned semantics do only consider macrosteps. Hence, the SOS semantics has a finer granularity and is therefore able to explain the behavior of a program in a more detailed manner. While this is neither necessary for code generation nor for verification, it is sometimes helpful for understanding programs, in particular those that have causality or schizophrenia problems. For this reason, both the microstep and the macrostep semantics are important for different reasons. Using different semantics raises however the question whether both were equivalent, which is the topic of this paper.
Before the equivalence of two semantics can be proved with a theorem prover, we have to first embed the language into the theorem prover. A crucial problem for embedding languages (or more general theories) in already existing logics is to avoid inconsistencies: Simply postulating a set of axioms may lead to inconsistent theories so that everything could be derived. State-of-the-art theorem provers like HOL [16] therefore use certain definition principles to preserve the consistency. One main definition principle that guarantees such a conservative extension is primitive recursion [22] . Primitive recursive definitions have moreover the advantage that the theorem prover can automatically derive suitable induction rules.
However, it is not straightforward to define the semantics of a language by means of primitive recursion only. In particular, the SOS semantics of Esterel can not be directly defined by primitive recursion, since the rule for loops recursively calls itself without 'decreasing' the program (see Section 2.4). Therefore, the control flow predicate semantics has been prefered in [29] to embed the Esterel variant Quartz in HOL. This embedding has been used so far for various purposes like formal synthesis [28] , reasoning about schizophrenia problems [30] , and of course, for the formal verification of program properties. The difficulty to define a SOS semantics is due to the fact that the SOS rules follow the potentially nonterminating execution of the program. Therefore, primitive recursive definitions are not adequate (since they always terminate). There is however a simple trick to circumvent this problem: Instead of using directly the SOS rules, one may use a haltset encoding of them [8] (see Section 3 for our version).
In this paper, we define a haltset encoding of the SOS rules of our Esterel variant Quartz in HOL. Some intrinsic technical problems have to be solved for such a definition (see Section 4) . Having solved them, we have then proved the equivalence of (1) the SOS semantics defined in this paper, (2) the previous semantics based on control flow predicates [29] , and (3) the semantics based on circuits/equations [28] . As a result, we can now also reason about microsteps of programs which is sometimes necessary for understanding programs with causality or schizophrenia problems. We do however not consider these issues in this paper (the presented semantics does not yet consider causality and is therefore equivalent to the logical semantics defined in [6] ). Moreover, we do neither consider local declarations nor schizophrenia problems in this paper.
The paper is organized as follows: in the next section, we define the syntax and semantics of Quartz. We will also briefly consider the different kinds of semantics that have been developed so far. In Section 3, we then define our haltset encoding of the SOS semantics. The results of the paper are given in Section 4: After discussing some technical problems for the embedding of the haltset encoding in HOL, we will list there the proved theorems that show the equivalence to the other semantics.
Syntax and Semantics
Quartz [28, 29] is a variant of Esterel [5, 7, 14] that extends Esterel by delayed assignments and emissions, asynchronous concurrency, nondeterministic choice, and inline assertions. Asynchronous concurrency is important to model distributed systems, or to allow the compiler to schedule the threads in an optimal way. The same holds for nondeterministic choice. Delayed assignments and emissions are often convenient, since they follow the traditional sequential programming style and therefore allow simpler translations from conventional programming languages like C. In the following, we briefly describe the syntax and semantics of Quartz. For more details, the reader is referred to [29, 28, 30, 20] or to the Esterel primer, which is an excellent introduction to synchronous programming [7] . 
Syntax and Informal Semantics
In general, a statement S may be started at a certain point of time t 1 , and may terminate at time t 2 ≥ t 1 , but it may also never terminate. If S immediately terminates when it is started (t 2 = t 1 ), it is called instantaneous, otherwise we say that the execution of S takes time, or simply that S consumes time.
Let us now discuss the above basic statements: nothing simply does nothing, i.e., it neither consumes time, nor does it affect any data values. Executing emit x makes the event variable x present for the current macrostep, i.e., the value of x at that point of time is true. Executing an assignment y := τ means that y and τ have the same values in the current macrostep. The variants emit next(x) and y := next(τ ) are similarly defined as emit x and y := τ , respectively, but with a delay of one macrostep. In the latter statement, τ is evaluated at the current point of time, and its value is passed to y at the next point of time. We emphasize that none of these statements consumes time, although the delayed versions affect values of variables at the next point of time.
There is only one basic statement that consumes time, namely the pause statement. It does not affect any data values. We endow pause statements with unique location variables that we will use as state variables to encode the control flow automaton. The location variables are HOL variables of type AE → , which yields some problems for the definition of the haltset encoded SOS rules. The uniqueness is not guaranteed by the embedding and must therefore be checked separately.
Depending on the value of σ in the current macrostep, the conditional statement if σ then S 1 else S 2 end either S 1 or S 2 is immediately executed. S 1 ; S 2 is the sequential execution of S 1 and S 2 , i.e., we first enter S 1 and execute it. If S 1 never terminates, then S 2 is never executed at all. If, on the other hand, S 1 terminates, we immediately start S 2 and proceed with its execution.
S 1 S 2 denotes the synchronous parallel execution of S 1 and S 2 : If S 1 S 2 is entered, we enter both S 1 and S 2 , and proceed with the execution of both statements. As long as both S 1 and S 2 are active, both threads are executed in lockstep. If S 1 terminates, but S 2 does not, then S 1 S 2 behaves further as S 2 does (and vice versa). If finally S 2 terminates, then S 1 S 2 terminates.
Beneath the synchronous concurrency, Quartz additionally has asynchronous concurrency S 1 S 2 . The difference is that one of the threads may execute more than one macrostep while the other one executes a single one or even none. One may argue that the presence of asynchronous parallel execution contradicts the definition of a synchronous language. However, it is not too difficult to replace S 1 S 2 by standard Esterel statements using additional inputs [29] (that are called control variables). Another Quartz statement that does not belong to Esterel is the nondeterministic choice: choose S 1 S 2 end will nondeterministically execute either S 1 or S 2 . Again, using additional input (control) variables, nondeterministic choice can be reduced to other statements [29] , so that we neither consider nondeterministic choice nor asynchronous concurrency in the following.
do S while σ implements iteration: if this statement is entered, S is executed until it terminates. If then σ holds, S is once more executed, otherwise the loop terminates. It is required that for any input, the loop body S must not be instantaneous.
suspend S when σ implements process suspension: S is entered when the execution of this statement starts (regardless of the current value of σ). For the following points of time, however, the execution of S only proceeds if σ evaluates to false, otherwise its execution is 'frozen' until σ releases the further execution. Beneath suspension, abortion of processes is an important means for the process management. This is realized with the abort statements: abort S when σ immediately enters S at starting time (regardless of the current value of σ). Then, S is executed as long as σ is false. If σ becomes true during the execution of S, then S is immediately aborted. The 'weak' variants of suspension and abortion differ on the data manipulations at suspension or abortion time: While the strong variants ignore all data manipulations at abortion or suspension time, all of them are performed by the weak variants. There are also immediate variants of suspension and abortion that consider the condition σ additionally at starting time. These can be defined in terms of the other variants [29] .
The statements local x in S end and local y : α in S end are used to define local event and local state variables, respectively. Their meaning is that they behave like S, but the scope of the variable x or y is limited to S. This means that the local variable is not seen outside the local statement. We do not consider local declarations in this paper to avoid the difficulties with schizophrenia problems.
Quartz allows us to demand assertions that must hold when the control flow reaches certain locations: now σ demands that σ must hold in the current macrostep. during S holds σ behaves like S, but additionally demands that whenever the control flow is inside S, then σ must hold. There is no further execution if the condition σ does not hold; the behavior is not defined in this case.
Semantics Based on Control Flow Predicates
The separation between control and data flow is a well-known technique for hardware designers. The semantics of Quartz has been defined using such a separation, where the definition of the control flow is based on the control flow predicates enter (S), move (S), and term (S), that describe entering conditions, conditions for internal moves, and termination conditions of a statement S, respectively. The data flow of a statement is defined by its guarded commands. Some more details are given below:
in (S) is the disjunction of the pause labels occurring in S. Therefore, in (S) holds at some point of time iff at this point of time, the control flow is at some location inside S. inst (S) holds iff the control flow can not stay in S when S would now be started. This means that the execution of S would be instantaneous at this point of time. enter (S) describes where the control flow will be at the next point of time, when S would now be started. term (S) describes all conditions where the control flow is currently somewhere inside S and wants to leave S. Note however, that the control flow might still be in S at the next point of time since S may be entered at the same time, for example, by a surrounding loop statement. move (S) describes all internal moves, i.e., all possible transitions from somewhere inside S to another location inside S. guardcmd (ϕ, S) is a set of pairs of the form (γ, C), where C is a data manipulating statement, i.e., either an emission or an assignment. The meaning of (γ, C) is that C is immediately executed whenever the guard γ holds.
Note that the above control flow predicates depend on time, i.e. are of type AE → .
Detailed definitions of the above predicates and the set of guarded commands are given in [29] , the important thing to notice here is that all of them can be defined by simple primitive recursive definitions of the set of Quartz statements.
Semantics Based on Hardware Circuits
The translation of synchronous programs to equation systems, which may directly be interpreted as hardware circuits, is the essential means of the currently dominating compilation techniques (both for software and hardware). The idea is quite old [4, 27] and many other variants have been defined since then [24, 1, 15, 6, 28, 30] . Similar to the control flow predicates, only macrosteps are considered in this kind of semantics. The generated hardware circuit is a synchronous one that executes in each clock cycle a macrostep of the program. Clearly, pause statements correspond to flipflops, and microsteps are implemented with combinatorial logic gates. If software is to be generated, then the software is more or less a simulator of the particular hardware circuit: the software simply holds local variables for the flipflops, and computes the current outputs as well as the next values of the flipflops from the current inputs and the current values of the flipflops. Clearly, arbitrary data types including pointer structures can be manipulated in software, which is however not possible in a pure hardware design.
Semantics Based on Process Algebraic Rules
The original semantics of Esterel [8, 5, 6, 32] is given by a structural operational seman-
tics (SOS) [23, 2] which can be written as rules of the form S D, b − −−− → E
S , where S and S are statements, D are actions (emissions or assignments), b is a Boolean value 3 (the completion flag), and E is the current environment. The rules describe executions of microsteps, and indicate with the completion flag b the beginning/end of a macrostep. The values of the inputs and outputs during that macrostep are thereby known by the environment E and can be asked for the definition of the rules. For example, the rules for starting a conditional are as follows, which means that depending on whether σ holds in the current environment E, we either execute the 'then' or the 'else' branch:
The flag b indicates whether the execution completes the macrostep. If this is not the case, further microsteps can be executed in that macrostep. For example, this is used in the following rules to capture the semantics of sequences:
The first rule means that we first execute a part of S 1 so that the further execution has to proceed with statement S 1 . If this partial execution does not complete a macrostep (b = false, which implies S 1 = nothing), then we immediately start S 2 to further execute microsteps of that macrostep. On the other hand, if the execution of S 1 completes a macrostep (b = true), then S 2 is not started in that macrostep. Instead, we either start S 2 in the next macrostep or resume the execution of S 1 by starting S 1 .
The actions D of a rule S
S are the emissions and assignments that are executed during the execution from S to S . Clearly, this must be consistent with the environment E: output event variables that are emitted must be present, and all present output event variables must be emitted somewhere in the macrostep. Similar conditions have to hold for state variables: Changes are only allowed with corresponding assignments, and write conflicts are forbidden.
The problem with the SOS rules is that they describe the potentially infinite execution of the program by recursive definitions. This leads to the following problem with the rules for loops (we consider here while-do loops instead of the do-while loops to keep the paper more concise):
Note that bodies of loop statements must not be instantaneous, i.e. for all possible inputs they must consume time. Otherwise, the program would have to execute infinitely many microsteps in one macrostep, which is never the case for synchronous programs. This property makes synchronous programs well-suited for worst-case execution time analysis.
As can be seen, the second rule for loops refers to itself, since in the last rule the entire while-statement still appears on the right hand side. For this reason, the SOS rules do not allow a simple definition by primitive recursion and can therefore not be directly used for an embedding of the language. We will however describe in the next section a simple trick to circumvent this problem that goes back to [8] .
The Haltset Encoding of SOS Rules
The SOS rules discussed in the previous section were of the form S
S , i.e., the transitions connect statements S and S . These statements are often called derivatives of an original statement and are used to formalize where the control flow currently rests, or more precisely from which locations it will proceed with the execution.
Instead, one could also encode the current control flow position simply by collecting the labels of those pause statements that currently hold the control flow. Then, rules of the form (S, E) H D − − → H can be defined in the same manner as before. The meaning is as follows: if the control flow is currently located at the pause statements whose labels are contained in H, then the execution in the macrostep with environment E will invoke the data manipulating actions collected in D, and will then stop at the pause statements whose labels are contained in H . Note that the execution completes a macrostep iff H will be empty. For this reason, there is no longer the need for using a completion flag in the haltset encoded SOS rules.
As a result, the SOS rules that are encoded with haltsets are now defined by recursion over the haltsets which turns them now into primitive recursive rules. For example, the rules for loops now look as follows:
As a result, a transition system is obtained whose nodes are labeled with haltsets, i.e., subsets of the set of labels of the program. Clearly, a program with n pause statements will have at most 2 n reachable states in the transition system. The important matter of fact is that this will always be a finite number of states and therefore the recursion of the SOS rules will always terminate.
Technical Problems Concerning the Implementation
In principle, SOS rules with the haltset encoding could be used to define the semantics of Quartz in HOL. However, the already available embedding does not use metavariables, i.e., event and state variables as well as location variables and all other expressions that appear in a Quartz program are directly taken from HOL, i.e. these are already available HOL variables and expressions. This is very convenient for defining the control flow predicate semantics and also very convenient for the definition of the hardware circuit semantics. However, it makes it impossible to use haltsets as given in the previous section, because the labels of pause statements are just HOL variables of type AE → (i.e. anonymous functions). If two labels of different pause statements are active at the same points of time, then we can not distinguish them.
To solve this problem, we assign to each pause statement a unique number (its index) by a simple left-to-right traversal over the program. The haltsets consist then of the corresponding indices instead of the anonymous labels. The price to pay is however that when we proceed from one substatement to another one, we often have to add or subtract an offset from the corresponding index set. We furthermore found it simpler to use lists of indices instead of sets of indices. This added no further problems, but allowed to use simple induction over the lengths of the lists. To be concise in the following, we use the following abbreviations 4 :
The variables and data expressions that appear in the program are still taken from HOL,
i.e. data expressions in the program of type α are HOL terms of type AE → α (the natural numbers are used to model time). Therefore, there is no need to consider the environment E in an explicit manner. Instead, the environment E of a point of time t is simply replaced with t. Assumptions like E |= σ are then simply replaced with σ(t).
Finally, we need the number NP(P ) of pause statements of a program P , and define furthermore a predicate InHS(H, P ) so that InHS(H, P ) holds 5 iff the haltset H contains an index that corresponds to a pause statement of program P . Given a point of time t, a haltset H of a program P , we now define a haltset NextHS(H, t, P ) so that (P, t) H D − − → NextHS(H, t, P ) holds for some set D (recall that E has been replaced with the point of time t). NextHS(H, t, P ) represents the control flow part of the SOS rules and is defined as follows by primitive recursion over the set of statements:
4 We use the constants MAP, MEM, APPEND, and FILTER that are defined in the HOL theory for lists with the intended meaning. 5 The definition of InHS(H, P ) has been given by primitive recursion over P . Then, we have
The above definition of NextHS(H, t, S) for all haltsets H and all statements S is directly one part of our HOL definition of the haltset encoded SOS rules. To be precise, it reflects the control flow part of the SOS semantics. Adding the data part, i.e. the set of actions D that have to be executed is rather simple. We omit that definition here due to lack of space (see however the appendix). Note furthermore that the next haltset NextHS(H, t, S) is deterministically computed from the current haltset and the variable's values, which shows the determinism of the control flow. Using the above definition of NextHS(H, t, P ), we have proved the desired relationship to the control flow predicate semantics. To this end, we have to translate haltsets to control flow conditions which is done with the following definition, where labels (P ) is the set of labels that occur in P 6 :
Note that only the indices between 1 and NP(P ) are relevant for HSLoc(H, P, t), i.e. we have HSLoc(H, P, t) = HSLoc(H |
, P, t). This was in important property that was used in many lemmas. Analogously, NextHS(H, t, P ) also depends only on the relevant indices of H, i.e. we have NextHS(H, t, P ) = NextHS(H | NP(P ) 1 , t, P ), that was also a helpful lemma.
We need further properties for establishing the desired equivalence between the semantics. In particular, we need the disjointness property DisjointHS(H, S) as an assumption. DisjointHS(H, S) means that the haltset H does not contain indices of both direct substatements of conditionals or sequences that occur as substatements of S, since the control flow can never be in both substatements of a conditional or a sequence. We have proved that this property is an invariant of the SOS rules. Finally, the predicate NoInstantLoop(S) states that S does not contain loops with instantaneous body. Using these definitions, the desired theorems that we have proved are the following ones:
Theorem 1 (Correctness of Control Flow Predicates). Given a Quartz statement S, the following facts are valid and therefore prove the correctness of the control flow predicates defined in [29] . 
InHS(H, S)∧ InHS(NextHS(H, t, S), S)∧ HSLoc(NextHS(H, t, S), S, t + 1)

 
The first fact says that a statement will be executed in zero time (it is instantaneous) at a point of time t iff the SOS rules started with the empty haltset yields the empty haltset as the next haltset. The second one says that the entering predicate covers those haltsets that are not empty and are reached from the empty haltset. The termination predicate describes all conditions where the SOS rules yield an empty haltset from a nonempty one, and the predicate for internal moves covers the conditions where the SOS rules yield an nonempty haltset from a nonempty one. Note that in the latter two facts, we used InHS(H, S) as assumption instead of H = []. This is a subtle difference concerning only the relevant indices, since InHS(H, S) ⇔ (H |
NP(S) 1
= []) holds. The proofs of the above theorems were not too difficult, but produced large numbers of subgoals. Receiving about 150 subgoals after the application of the induction tactic for the programs and expansion of definitions was not unusual. It was therefore necessary to apply tactics in such a manner so that the number of subgoals was reduced as fast as possible. To this end, using tactics of the following form was convenient:
(tac THEN NO_TAC) ORELSE ALL_TAC
The meaning is that we apply tactic tac which is assumed to solve some of the subgoals. The predefined HOL tactic NO_TAC is therefore applied only to those subgoals that are not solved by tac, which has the effect that an exception is raised. Applying the predefined HOL tactic ALL_TAC will catch the exception so that all subgoals that are solved by tac disappear, and the other ones remain unchanged.
Beneath good strategies to handle large sets of subgoals, it was also a necessary to prove a set of lemmas to deal with technical problems like adding/ subtracting offsets or slicing haltsets.
Conclusions
In this paper, we have presented how the already existing deep embedding of our Esterel-variant Quartz has been extended by a definition of a process algebraic semantics. We have proved the equivalence between the three major classes of semantics, i.e. a control flow predicate semantics, a hardware circuit semantics, and the SOS semantics. Technical difficulties have been circumvented by using haltsets (or more precisely lists of indices that correspond to pause statements).
Beneath the satisfactory feeling that all given semantics are indeed equivalent to each other, and hence, define the same language, the newly added SOS semantics has its own advantages, since it is the only semantics that considers microsteps. Some applications like the investigation of causality analysis or schizophrenia detection are much better understood with a microstep semantics, although the semantics of synchronous programs can be solely explained with macrosteps.
