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Abstract
In this paper we describe an extension of the lattice Boltzmann method to simulate blood clotting based on a simple residence
time model. Simulation results of a stenosed model artery are presented together with experimental blood analogue results. Aspects
of an efficient unstructured implementation are briefly reviewed.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Cardiovascular disease annually claims the lives of approximately 17 million people worldwide [1]. Atherosclerosis
is one particular disease which causes the formation of deposits (plaque) on the inner lining of an artery, commonly
termed vessel stenosis (see Fig. 1). It is likely that areas of stagnant or recirculating flow will develop downstream of a
stenosed artery and if activated blood remains in such a region for a prolonged period of time, thrombosis may occur.
In this paper we will not consider the complex pathway to coagulation, but describe a model which can simulate
both the transient flow and the clotting of activated blood based on residence time. Although this is a simplified
approximation of the highly complex biochemical processes, it includes the interaction of a time-dependent flow field
with the varying geometry of a growing clot, which itself has a major influence on the final clot morphology.
Many blood-related features, such as flow pulsatility and vessel wall distensibility have not been considered,
allowing for comparison with in vitro experiments using milk as a blood analogue [2].
In the following section we briefly review the unstructured implementation of the lattice Boltzmann algorithm,
which prevents the allocation of memory for the solid fraction (occupied lattice nodes). This is particularly necessary
for medical simulations, where the number of fluid nodes (void geometry) is often just a small percentage of the
overall number of lattice nodes within the bounding box.
In Section 3 we discuss adaptations of the lattice Boltzmann method for simulating blood coagulation within a
stenosed artery. An unstructured lattice Boltzmann algorithm is used to compute the flow field, clotting is via addition
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Fig. 1. Angiographic image of a stenosed coronary artery. Diameter of parent vessel is approximately 3 mm (image courtesy of Dr. Julian Gunn).
Fig. 2. MRA of the abdominal aorta and iliac bifurcation. Only 5% of the lattice nodes within the 3.4 million node bounding box are fluid nodes.
of an ‘age’ scalar, itself subject to a passive-scalar advection–diffusion scheme and solidification occurs based on a
threshold age.
Preliminary 2D turbulent and 3D laminar clotting simulation results are presented along with milk clotting
experiments (serving as a blood analogue) for comparison in Section 4.
2. Efficiency aspects of the implementation
A major concern when performing accurate 3D simulations within large datasets (e.g. patient geometries) is the
efficiency of the implementation with regards to CPU time and memory consumption.
The average Reynolds number in the femoral artery is approximately Re = 550, leading to unsteady complex
flow patterns when obstructed. Therefore, the minimum diameter of the parent vessel must be discretised with 50–100
lattice units to resolve the whole range of vortices. The length of the domain is problem dependent, but to capture
features such as recirculation domains at a sufficient distance upstream of the outlet, some 10 diameters of length may
be required. This results in flow domains containing several million fluid lattice nodes.
The requirement for solving this problem within a reasonable time (order of days) is a code capable of doing several
10 million lattice site updates per second (MLUP/s) in 3D.
This can only be achieved with:
(1) a lattice Boltzmann implementation which allocates memory only for the fluid nodes (unstructured
implementation) and not for all the obstacle nodes (full matrix implementation) contained in the (often 10 times
larger) bounding box (see Fig. 2)
(2) a highly efficient implementation of the advection–relaxation routine, which typically consumes a large proportion
of the CPU time.
In the following we briefly review some features of such an implementation (which was first adapted for the LB
scheme by Schulz, Krafczyk et al. [3]), before we provide an extension to model clotting.
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Fig. 3. 2D lattice with occupied nodes (left) and numbered fluid nodes, stored as a 1D vector with adjacency list (right).
For simplicity, implementations are performed using a D3Q19 BGK scheme [4] with simple bounce back wall
boundaries.
Ni (t∗ + 1, Er∗ + Eci ) = Ni (t∗, Er∗)+∆Boltzi (1)
∆Boltzi = ω(N eqi − Ni ) (2)
with a local equilibrium distribution function N eqi :
N eqi = tp%
{
1+ ciαuα
c2s
+ uαuβ
2c2s
(
ciαciβ
c2s
− δαβ
)}
. (3)
The geometry information is provided in terms of Cartesian coordinates of occupied lattice nodes within a
given bounding box. To fulfill the first aforementioned requirement of allocating memory only for the fluid nodes’
distributions, a pre-processing step is introduced. Each fluid node is tagged with a marker (the node number), and for
each of the 18 adjacent directions the destination node number for the shift operation is stored in an adjacency list (see
Fig. 3). The numbering of the fluid nodes can be obtained arbitrarily, or with a hardware dependent optimised ordering
scheme, e.g. by applying space filling curves taking care of efficient cache usage [5]. The memory requirement for
such an unstructured flow solver scales with the number of fluid nodes, not with the size of the bounding box as is the
case with a full matrix implementation.
The advection–relaxation subroutine with one loop running over all fluid nodes (previously identified by the pre-
processor) is by far the most time-consuming, so an efficient implementation of the Eqs. (1)–(3) is mandatory. The
advection step requires a lookup in the adjacency list to identify its next neighbouring nodes, thus replacing the simple
index algebra of a full matrix code where the next neighbours are just x ± 1, y ± 1, z ± 1.
The order of storing the density distribution and adjacency list in the computer’s memory has a significant
(hardware dependent) impact on the performance [6]. Depending on the implementation paradigm for the density
distribution (double layer to avoid overwriting during propagation or clever shift strategy with a small ghost layer)
and programming language, various combinations of types can be identified:
(1) Collision optimised: the density distribution is stored node by node in a 1D array, so the 19 densities required for
the collision are adjacent in the memory.
(2) Advection optimised: the density distribution is stored direction-wise, starting with the zero-velocity distribution,
direction 1, 2 etc. storing all cells involved in a certain shift operation close to each other in the memory.
(3) (1) or (2) with integrated double layer: instead of allocating a second ‘double layer’, the ‘double cell’ for each
cell is stored next to the cell within the same array.
(4) (1), (2) or (3) with mixed type: the density distribution and adjacency list are stored within the same
(REAL/INTEGER) mixed type array.
The decision for one or the other model is likely to be driven by the hardware, programming language, required
performance and possible extensions, so a general rule of thumb cannot be given.
For the collision optimised model used in this paper, the additional cost of the indirect address lookup was found
to be below 10 (on an NEC SX-6i vector computer with 8 GFLOP/s peak performance) when compared to a full
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Fig. 4. Tracer species distribution (‘age’) of a fluid in a 2D laminar stenosis model. Streamlines are plotted in the upper recirculation zone.
matrix implementation. Therefore, the break even point is reached when as little as 10% of the overall geometry is
occupied.
Furthermore, the sustained performance was measured to be (geometry independent) >25 MLUP/s at
>4.5 GFLOP/s for a variety of test cases with different size and geometry (such as packed beds of spheres, porous
media and tube like structures with stenoses).
3. Coagulation model
Coagulation can be initiated by shear rates of sufficient magnitude to cause cell lysis and release clotting factors [7–
11]. Following activation, the route to coagulation involves a unique cascade of reactions. Several attempts have
been made to model the relevant molecular pathways [12–17] but these fail to consider realistic flow fields and their
development with the growth of the thrombus.
In our simulations, we assume that all fluid in the domain can clot, providing it is old enough. The complex
process of coagulation is replaced by the adjustable parameter ‘age’. Fluid enters the domain with zero age and ages
in proportion to the elapsed time. The age of any element of fluid at any subsequent time is equal to the residence
time, which depends upon the flow conditions. If the fluid is old enough, it solidifies. The majority of fluid should
be transported out of the domain without becoming old enough to clot. However, fluid that becomes trapped within
recirculation zones is likely to reach the critical age, allowing it to clot. Therefore, the first extension of the standard
flow solver is a method to determine the age of the fluid.
3.1. Aging model
Assuming that clotting occurs after a certain elapsed period since the ‘activation’ of blood, the residence time of
the activated fluid is the most important variable for the clotting process because it indicates the likelihood of clot
formation.
A passive scalar is used as a tracer to estimate the residence time of fluid in our model. Fluid enters the domain
with a tracer concentration (age) of zero. A small, constant quantity is injected at every lattice node each time step
and the tracer is transported by advection–diffusion. The local concentration of the tracer is therefore proportional to
the average ‘age’ of the fluid which can be used as a threshold parameter within the clotting model.
The diffusion coefficient relates to the amount of mixing between different regions of the fluid and is an important
parameter that must be chosen carefully. Recirculation zones with closed streamlines may be produced, for example,
immediately downstream of the stenosis and the only mechanism of transport between these regions and the remaining
flow is diffusion (see Fig. 4).
For the carrier fluid and the tracer, separate particle density distribution functions with different relaxation times
(relating to the kinematic viscosity or molecular diffusion coefficient) are used, based on the algorithm of Flekkøy [18].
All density distribution functions are coupled via the flow velocity which is determined from the carrier fluid.
Feedback of the species distributions on the flow field is neglected so only passive-scalar transport is considered.
3.2. Clotting model
In this approach we assume that the fluid is able to clot after a certain elapsed period post activation. The local age
of the fluid is determined by the concentration of the passive-scalar tracer, as described in the previous section. When
the local concentration of the tracer (which is computed at each timestep) reaches a certain threshold, solidification
takes place. Within the lattice Boltzmann framework this means a fluid node becomes an obstacle node and the solid
surface boundary condition is applied. In case of an unstructured implementation as described in Section 2, an update
of the adjacency list is required.
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Fig. 5. Tracer concentration (‘age’) for parabolic channel flow.
Fig. 6. Comparison of analytical and simulated age distribution for various Peclet numbers (laminar 2D channel flow).
The flow field and age distribution adapt to the new geometry, while further clotting on adjacent fluid nodes
can occur. This allows for the concurrent simulation of solidification and flow, which is believed to be essential
for capturing the complex flow related clot morphology.
The additional cost of the subroutine for identifying new solid nodes by the age threshold and updating the
adjacency list is below 5% of the overall cost of one iteration.
4. Simulation results
With our lattice Boltzmann implementation all simulations presented in this paper were carried out on the single
CPU SX-6i vector computer which has a peak performance of 8 GFLOP/s. Our code always achieved a sustained
performance of more than 50% of the peak performance with about 25 MLUP/s for the flow simulation alone.
Parabolic velocity inlet and constant pressure outlet conditions were applied for all simulations presented in this
paper.
4.1. Validation of the aging model
For the previously described aging model the most simple validation involves simulating the age distribution of a
laminar fluid in a 2D channel. For this purpose a channel of lx ∗ ly = 200 ∗ 42 lattice nodes was created and allowed
to develop a steady, laminar flow profile. At each subsequent iteration, a small amount of the previously described
passive-scalar tracer was added to the local concentration at all lattice points, while the concentration at the inlet
boundary was held to zero and constant at the outlet.
Flow velocity is maximum in the centre of the channel, falling parabolically to zero at the walls. Therefore, after a
certain time has elapsed, the ‘youngest’ fluid will be found in the centre at the inlet and the ‘oldest’ fluid will be found
near the outlet walls (see Fig. 5).
The average age distribution can be calculated analytically for pure advection in a parabolic channel flow. A
comparison of this result is in very good agreement with our numerical simulation when a very high Peclet number is
applied (see Fig. 6). The Peclet number is determined using the channel width and average flow velocity.
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Fig. 7. Growing clot (black) downstream of a 2D stenosis at different time steps t . The age of the fluid is shown in grey, darker regions indicating
older fluid.
In previous blood analogue clotting experiments, clot deposition was observed to be maximal in regions distal to
the stenosis. One explanation for this is that the recirculation regions retain clottable fluid, allowing it to age and
adhere.
Simulations of 2D laminar (Re = 100) and turbulent (Re = 550) channel flow containing a stenosis of 50% by
diameter (equivalent to the 75% by area stenosis in 3D) clearly indicate that the regions with the highest concentration
of the tracer, and hence the oldest fluid, are similar in location to the clot depositions produced experimentally.
4.2. Clotting simulation
A 2D stenosis simulation was performed to test the model with suitable parameters. A lattice size of lx ∗ ly =
532 ∗ 82 nodes was used and an initial 200,000 iterations were performed to establish time-dependent flow at
Re = 550. Following this, the tracer was injected with a concentration of 0.002 each timestep, and the diffusion
coefficient was D = 0.000623. This results in a Peclet number of≈4000 (all quantities are dimensionless or measured
in lattice units) based on the given channel width and average flow velocity.
Defining a threshold for the tracer concentration, indicating the age of the fluid, allows us to implement the
solidification process: all fluid lattice nodes where a concentration above this threshold is found are solidified and
no further mass transport is allowed. The threshold concentration was chosen to be 150 which was small enough
to allow clotting within a reasonable simulation time and large enough to avoid solidification of many lattice nodes
within a few iterations. Obstruction of the outlet due to clot growing from the walls must also be avoided.
A further 300,000 iterations were performed to allow a clot to grow (see Fig. 7).
In this first approach we exploit the fact that a scale separation exists between the typical rate at which clot forms
and the frequency with which flow patterns change. This means it is not necessary to adhere to the experimental time
scales where a clot grows within several minutes. For the results presented here the typical timescale associated with
clot growth is approximately two orders of magnitude greater than that associated with vortex shedding.
As can be seen in Fig. 7, clot growth initiates in the recirculation domain downstream of the stenosis. The size of
the clot increases gradually with time, whilst the flow field adapts to the new geometry. Of particular interest is the
downstream migration of the recirculation region.
The final asymmetric shape of the clot reflects the effect of unsteady flow on the pattern formation procedure,
showing some qualitative similarities with results of milk clotting experiments using comparable flows. The model has
been tested in 3D, with a simulation at the lower Reynolds number of Re = 100, where the flow is more predictable.
A full parameter study is yet to be performed, but preliminary results show qualitative similarities with experimental
milk clots (see Fig. 8). 3D clotting simulations with turbulent flow will be performed in future, allowing for further
comparison with the experimental results.
1414 J. Bernsdorf et al. / Computers and Mathematics with Applications 55 (2008) 1408–1414
Fig. 8. Comparison of a Re = 100 milk clotting experiment (top) with 3D LB simulation (bottom). Region A indicates the stenosis bore, B the
clot and C the void flow region.
5. Conclusion
In this paper we have presented a novel approach for simulating clotting with the lattice Boltzmann technique, by
using a passive scalar as a tracer of the age of activated fluid. A special focus was set on an efficient implementation
aspects.
2D concurrent flow and solidification simulation results were presented for Re = 550, while 3D Re = 100 laminar
results show good qualitative agreement with milk clotting experiments.
This paper has been restricted to briefly introducing the methods and further details will be presented in a separate
publication. Future simulations will consider more complex clotting algorithms, taking account of the vicinity of
a growing clot and flow parameters such as the wall shear stress, which might considerably affect the onset and
development of clotting.
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