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Let K be a ﬁeld, char K = 0. We study the polynomial identities
satisﬁed by Z2-graded tensor products of T-prime algebras. Regev
and Seeman proved that in a series of cases such tensor products
are PI equivalent to T-prime algebras; they conjectured that this is
always the case. We deal here with the remaining cases and thus
conﬁrm Regev and Seeman’s conjecture. For some “small” algebras
we can remove the restriction on the characteristic of the base
ﬁeld, and we show that the behaviour of the corresponding graded
tensor products is quite similar to that for the usual (ungraded)
tensor products. Finally we consider β-graded tensor products
(also called commutation factors) and their identities. We show
that Regev’s A ⊗ B theorem holds for β-graded tensor products
whenever the gradings are by ﬁnite abelian groups. Furthermore
we study the PI equivalence of β-graded tensor products of
T-prime algebras.
© 2008 Elsevier Inc. All rights reserved.
Introduction
All algebras and vector spaces considered in this paper are over a ﬁxed inﬁnite ﬁeld K , char K = 2.
Let G be an additive abelian group. The algebra A is G-graded if A =⊕g∈G Ag is a direct sum of
the vector subspaces Ag such that Ag Ah ⊆ Agh for all g , h ∈ G . We give here a couple of important
examples of graded algebras. Let V be a vector space, dim V = ∞ and assume e1, e2, . . . is a basis
of V . The Grassmann algebra E = E(V ) is the vector space with basis ε = {ei1ei2 . . . eik | k  0} where
i1 < i2 < · · · < ik; if k = 0 we denote the corresponding element by 1. The multiplication in V is
induced by eie j = −e jei for all i and j. Set Ei the span of all elements in ε with k ≡ i (mod 2). Then
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we call Z2-graded algebras simply 2-graded. The systematic study of 2-graded algebras was initiated
by Wall in [17]. A turning point in the theory of graded algebras and their graded identities was
achieved in Kemer’s celebrated theory (see for an account [12]) that led to the classiﬁcation of the
T-ideals in characteristic 0, and to the positive solution of the long standing Specht problem. Let K (X)
be the free associative algebra freely generated over K by the set X . If G is a ﬁnite abelian group we
put X =⋃g∈G Xg where all Xg are inﬁnite disjoint sets. The algebra K (X) is G-graded: K (X)g is the
span of all monomials m = xi1xi2 . . . xim such that xit ∈ Xgt and g1 + g2 +· · ·+ gm = g . The polynomial
f (x1, . . . , xn) is a G-graded identity for the G-graded algebra A if f (a1, . . . ,an) = 0 for every ai such
that the G-degree of ai is the same as that of xi . The set of all G-graded identities for A is the TG -
ideal TG(A). It is closed under the G-graded endomorphisms of A. Soon after Kemer’s work graded
identities became an object of independent interest. We refer to [5] for more information and recent
results in graded PI theory.
According to Kemer’s theory the T-prime algebras are fundamental in describing the T-ideals in
characteristic 0. Recall that A is T-prime if its T-ideal is prime inside the class of the T-ideals in K (X).
Such T-ideals are called T-prime as well. Kemer proved that the only T-prime T-ideals in character-
istic 0 are 0, K (X), T (Mn(K )), T (Mn(E)), and T (Mk,l). Here Mn(K ) and Mn(E) are the full matrix
algebra over K and over E , respectively. Further Mk,l is the subalgebra of Mk+l(E) that consists of
all matrices
( u v
w t
)
where u ∈ Mk(E0), t ∈ Ml(E0), v ∈ Mk×l(E1), w ∈ Ml×k(E1). All these algebras are
Z2-graded in a natural way, to be deﬁned later on. Moreover Kemer proved that the tensor product
of any two T-prime algebras is PI equivalent to a T-prime algebra.
Kemer’s theorem. Let char K = 0. Then
Ma,b ⊗ E ∼ Ma+b(E); Ma,b ⊗ Mc,d ∼ Mac+bd,ad+bc; M1,1 ∼ E ⊗ E.
The remaining tensor products of T-prime algebras from the list above yield isomorphisms.
It is known [1–3] that the tensor product theorem fails in characteristic p > 2 but it holds at
multilinear level.
One of the ﬁrst and most important results in the combinatorial PI theory was Regev’s A ⊗ B
theorem: the tensor product of two PI algebras is still a PI algebra. Regev’s theorem has motivated a
lot of research on PI algebras.
Another kind of a tensor product, the Z2-graded one, has long been used in physics, see [15] for its
foundations and usage, and [8] for a formal approach. Assume A and B are Z2-graded, A = A0 ⊕ A1
and B = B0 ⊕ B1. The Z2-graded tensor product A ⊗¯ B of A and B is the vector space A ⊗ B with
the multiplication (a1 ⊗¯ b1)(a2 ⊗¯ b2) = (−1)|b1||a2|a1a2 ⊗¯ b1b2 for ai ∈ A0 ∪ A1, bi ∈ B0 ∪ B1. Here
if a ∈ A0 ∪ A1 is a homogeneous element we denote by |a| its Z2-degree. Surprisingly enough the
Z2-graded tensor product had not been considered in PI theory until the recent research of Regev
and Seeman [14]. The authors of [14] proved the analog of the A ⊗ B theorem when one replaces
the tensor product by the graded one. They introduced a powerful tool for studying the graded ten-
sor product, the so-called regular decomposition, see for details [14]. Using this decomposition they
studied the PI equivalence of graded tensor products, and conjectured that the graded tensor product
of two T-prime algebras is PI equivalent to another T-prime algebra in characteristic 0. They proved
several cases of such equivalences.
In this paper we deal with the remaining cases and thus conﬁrm Regev and Seeman’s conjec-
ture. Moreover we show that in positive characteristic one cannot expect such a behaviour from the
graded tensor product as in characteristic 0. More precisely we prove that whenever char K = 0 one
has T (Mk,l ⊗¯ E) = T (Mk+l(E)) and T (Mk,l ⊗¯ Mr,s) = T (Mp,q) where p = kr + ls, q = ks + lr, exactly
the same behaviour as in the case of ungraded tensor products. If char K = p > 2 we prove that
T (M2(E)) ⊂ T (M1,1 ⊗¯ E), a proper inclusion. All these results are obtained by means of studying the
graded identities satisﬁed by the corresponding algebras. When char K = 0 we apply several results
from [9,10].
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with commutation factors. Let G be a ﬁnite additive abelian group, and let β : G × G → K ∗ be a skew-
symmetric bicharacter:
β(g + h,k) = β(g,k)β(h,k), β(g,h + k) = β(g,h)β(g,k), β(g,h)β(h, g) = 1,
for every g , h, k ∈ G . It follows β(g,0) = β(0,h) = 1, and β(g, g) = ±1 for every g , h ∈ G . Skew-
symmetric bicharacters are most commonly used in the theory of colour Lie (super)algebras, see
for example [5]. In [18] a description of the nondegenerate skew-symmetric bicharacters on a ﬁ-
nite abelian group was given. The G-graded algebra A is β-commutative if agah = (−1)β(g,h)ahag for
every ag ∈ Ag , ah ∈ Ah . If we impose this condition on the free G-graded algebra K (X) we get the
free β-commutative algebra. In [18] it was obtained a description of the T-prime algebras (in charac-
teristic 0) that are PI equivalent to a free β-commutative algebra.
If A and B are G-graded algebras, and β is a skew-symmetric bicharacter on G we deﬁne the
β-tensor product A ⊗β B of A and B to be the vector space A ⊗ B equipped with the multiplication
(a1 ⊗β b1)(a2 ⊗β b2) = β(h1, g2)a1a2 ⊗β b1b2, ai ∈ Agi , bi ∈ Bhi . (1)
This tensor product is well deﬁned and associative, see [8]. If we set Ck =⊕g+h=k Ag ⊗β Bh , k ∈ G , we
have A⊗β B = C =⊕k∈G Ck and C is G-graded. Identities in associative algebras with skew-symmetric
bicharacter were considered by Zolotykh [18], and very recently by Berele [7].
In this paper we prove an analog of Regev’s A ⊗ B theorem when one substitutes ⊗ by ⊗β . In
order to do that we ﬁrst deduce an upper bound for the codimension sequence of A ⊗β B in terms
of the codimensions of A and B . Moreover we prove that Mn(K ) ⊗β E ∼ Mn(E) where Mn(K ) is
equipped with a ﬁne Zn × Zn-grading and E is Z2-graded as above. Recall that a grading on A by the
group G is ﬁne if dim Ag  1 for all g ∈ G .
1. The identities of Mk,l(E) ⊗¯ E and Mk+l(E)
Here we assume that char K = 0. The algebra A = Mk,l is Z2-graded as follows: A0 = {
( u 0
0 t
) | u ∈
Mk(E0), t ∈ Ml(E0)}, A1 = {
( 0 v
w 0
) | v ∈ Mk×l(E1),w ∈ Ml×k(E1)}. Since E = E0 ⊕ E1 is also 2-graded
we have the graded tensor product Mk,l ⊗¯ E .
The algebra Mn(K ) is Zn-graded by setting (Mn(K ))t = sp{ei j | j − i ≡ t (mod n)}. The graded
identities for this grading were described in [16].
If k + l = n and G = Zn × Z2 then the above Zn-grading on Mn(K ) induces a G-grading on Mk,l . If
(t, λ) ∈ G we put (Mk,l)(t,λ) to be the span of all Eλei j ∩Mk,l such that j− i ≡ t (mod n). Thus Mk,l ⊗¯ E
is G-graded by setting (Mk,l ⊗¯ E)(t,λ) = (Mk,l)(t,λ) ⊗¯ E0 ⊕ (Mk,l)(t,λ+1) ⊗¯ E1.
Deﬁne a function ρ : {1, . . . ,n} × {1, . . . ,n} → Z2 by ρ(i, j) = 0 whenever either i  k, j  k or
i > k, j > k, and set ρ(i, j) = 1 otherwise. Let εi = ε ∩ Ei be the natural basis of Ei , i = 0, 1. Then
A = {aeij | 1  i, j  n,a ∈ ερ(i, j)} is a K -basis of Mk,l , and B = {aeij ⊗¯ b | 1  i, j  n,a ∈ ερ(i, j),
b ∈ ελ,λ ∈ Z2} is a K -basis of Mk,l(E) ⊗¯ E .
In order to simplify the notation we denote the elements a ∈ ελ by aλ , λ ∈ Z2. If an algebra is G-
graded and its element a is homogeneous of G-degree (t, λ), we shall write ∂(a) = (t, λ). If t ∈ Z then
t is its residue modulo n, t ∈ Zn . It follows that (Mk+l(E))(t,λ) = sp〈aρ(i, j)ei j | j − i = t,ρ(i, j) = λ〉, and
(Mk+l(E) ⊗¯ E)(t,λ) = sp{aρ(i, j)ei j ⊗¯ bλ+ρ(i, j) | j − i = t,ρ(i, j) = λ} for every (t, λ) ∈ G . All this makes
the following lemma obvious.
Lemma 1. The above deﬁnes a G-grading on the algebra Mk,l ⊗¯ E.
Lemma 2. Let As = aρ(is, js)s eis js ⊗¯ bλs+ρ(is, js)s ∈ B, s = 1, 2, and let A1A2 = 0. Then cA1A2 ∈ B where
c = ±1. Furthermore j1 = i2 , ρ(i1, j1) + ρ(i2, j2) = ρ(i1, j2), and ∂(A1A2) = ( j2 − i1, λ1 + λ2).
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ρ(i2, j2) = ρ(i1, j2) case by case. If, we say, ρ1 = ρ2 = 1 then necessarily the integer k is between i1
and j1. Therefore either i1  k and j2  k or i1 > k, j2 > k; in both cases ρ(i1, j2) = 0 = ρ1 + ρ2. The
remaining three cases for ρ1 and ρ2 are dealt with analogously.
Finally let a1 = el1 . . . elr , a2 = em1 . . . emt , l1 < · · · < lr , m1 < · · · <mt . But {l1, . . . , lr}∩{m1, . . . ,mt} =∅ since A1A2 = 0. Then we reorder, if necessary, the entries of a1a2 so that we obtain an element
of ερ1+ρ2 . This element equals, up to a sign, a1a2. Analogously one deals with b1b2. Thus
0 = A1A2 = (−1)(λ1+ρ(i1, j1))ρ(i2, j2)a1a2ei1 j2 ⊗¯ b(λ1+ρ(i1, j1))1 b(λ2+ρ(i2, j2))2 ,
consequently ∂(A1A2) = ( j2 − i1, λ1 + λ2). 
Let f = f (x1, . . . , xr) ∈ K (X) be a multilinear polynomial and let A1, . . . , Ar ∈ B. The substitution S
given by xi → Ai , i = 1, . . . , r is called standard if ∂(xi) = ∂(Ai) for all i; notation S : (A1, . . . , Ar).
In characteristic 0, every graded identity for Mk,l ⊗¯ E is equivalent to a ﬁnite collection of multi-
linear ones. A multilinear polynomial is a graded identity for Mk,l ⊗¯ E if and only if it vanishes under
all standard substitutions.
Lemma 3. (See [16, Lemma 1].) Let ei1 j1 , ei j , ei2 j2 ∈ Mn(K ) be matrix units such that j1 − i1 = j2 − i2 =
− j − i. Then ei1 j1ei jei2 j2 = 0 if and only if i1 = j = i2 and j1 = i = j2 . In this case ei1 j1ei jei2 j2 = ei2 j2ei jei1 j1 .
Deﬁnition 1. Let I be the set of the G-graded multilinear polynomials
Identity (α(x1), β(x1)) (α(x2), β(x2)) (α(x), β(x))
x1x2 − x2x1 (0,0) (0,0)
(0,1) (0,0)
x1x2 + x2x1 (0,1) (0,1)
x1xx2 − x2xx1 (t,0) (−t,0) (t,0)
(t,0) (−t,1) (t,0)
(t,1) (−t,0) (t,0)
x1xx2 + x2xx1 (t,1) (−t,1) (t,0)
(t,1) (−t,0) (t,1)
(t,1) (−t,1) (t,1)
t ∈ Zn , and let I be the ideal of G-graded identities in K (X) generated by I .
Proposition 4. (Cf. [10, Proposition 2.6].) I ⊆ TG(Mk,l ⊗¯ E).
Proof. Since all polynomials in I are multilinear it suﬃces to show that these vanish under standard
substitutions. But any standard substitution of degree 3 is of the form A1 = aρ(i1, j1)1 ei1 j1 ⊗¯bλ1+ρ(i1, j1)1 ,
A2 = aρ(i2, j2)2 ei2 j2 ⊗¯ bλ2+ρ(i2, j2)2 , and A = aρ(i, j)ei j ⊗¯ bλ+ρ(i, j) . Here j1 − i1 = j2 − i2 = i − j = t ∈ Zn .
According to Lemma 3, both products ei1 j1ei jei2 j2 and ei2 j2ei jei1 j1 vanish unless i1 = i2 = j and j1 =
j2 = i. In the latter case they equal ei j , and ρ(i1, j1) = ρ(i2, j2) = ρ(i, j) = ρ . Therefore the standard
substitutions we have to consider are
A1 = aρ1 ei j ⊗¯ bλ1+ρ1 , A2 = aρ2 e ji ⊗¯ bλ2+ρ2 , A = aρei j ⊗¯ bλ+ρ
where i − j = t ∈ Zn . Now we have the straightforward equalities
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A2AA1 = (−1)λρaρ2aρaρ1 ei j ⊗¯ bλ2+ρ2 bλ+ρbλ1+ρ1 .
So as in [10, Proposition 2.6] we conclude that the polynomials in I are G-graded identities for
Mk,l ⊗¯ E . 
Let m = x1x2 . . . xr be a multilinear monomial and let σ ∈ Sr be a permutation. We denote by mσ
the monomial xσ(1) . . . xσ(r) . For any standard substitution S we denote by m|S the evaluation of m
on S . By linearity these notations are extended to the case of multilinear polynomials in x1, . . . , xr .
Remark 5. Let m be a multilinear monomial of degree r and let σ ∈ Sr . It is an easy exercise to ﬁnd
a standard substitution S such that m|S = 0.
Deﬁnition 2. Let m = x1 . . . xr be a multilinear monomial and let σ ∈ Sr . If 1  p  q  r we deﬁne
m[p,q]σ = xσ(p) . . . xσ(q) .
Remark 6. Let S : (A1, . . . , Ar) be a standard substitution. For s = 1, . . . , r, ﬁx xs → As = aρ(is, js)s eis js ⊗¯
bλs+ρ(is, js)s . Here ∂(xs) = ( js − is, λs) = ∂(As).
Let mσ |S = Aσ(1) . . . Aσ(r) = 0. Then mσ |S = cA for some A ∈ B and c ∈ {−1,1}, by Lemma 2.
Moreover mσ |S = 0 if and only if m[p,q]σ |S = 0 for every 1 p  q r, and in this situation ∂(m[p,q]σ ) =
( jσ(q) − iσ(p), λσ(p) + · · · + λσ(q)).
We observe that again by Lemma 2 it holds
∂
(
m[p,q]σ
)= ∂(xσ(p)) + · · · + ∂(xσ(q))
= ( jσ(p) − iσ(p), λσ(p)) + · · · + ( jσ(q) − iσ(q), λσ(q))
= ( jσ(q) − iσ(p), λσ(p) + · · · + λσ(q)).
The next couple of statements as well as their proofs are quite similar to [10, Lemmas 3.1, 3.2].
Lemma 7. Let S be a standard substitution such that mσ |S = ±m|S = 0. Then there exists c ∈ {−1,1} with
mσ ≡ cx1m′(x2, . . . , xr) (mod I).
Lemma 8. If S is a standard substitution such that mσ |S = cm|S = 0 for some c ∈ {−1,1} then mσ ≡
cm′(x2, . . . , xr) (mod I).
Corollary 9. Let σ , τ ∈ Sr . Assume that for some standard substitution S we have mσ |S = cmτ |S = 0 where
c ∈ {−1,1}. Then mσ ≡ cmτ (mod I).
Theorem 10. Let n = k+ l. The set I from Deﬁnition 1 generates the ideal of G-graded identities TG(Mk,l ⊗¯ E).
In other words I = TG(Mk,l ⊗¯ E).
Proof. Proposition 4 gives us one of the inclusions. So it suﬃces to show that every multilinear
graded identity for Mk,l ⊗¯ E lies in I .
Suppose on the contrary that f = f (x1, . . . , xr) is a G-graded multilinear polynomial such that
f ∈ TG(Mk,l ⊗¯ E) \ I . Write f ≡∑ts=1 dσsmσs (mod I) for some multilinear monomials mσs , σs ∈ Sr ,
and nonzero scalars dσs ∈ K , s = 1, . . . , t . Among all f with these properties take one with the
least possible t . Notice that by Remark 6 we must have t  2. Moreover there is a standard sub-
stitution S such that mσ1 |S = 0. But f vanishes on Mk,l ⊗¯ E , in particular f |S = 0. Therefore
dσ1mσ1 |S = −
∑t
s=2 dσsmσs |S .
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holds 0 =mσp |S = c2A where c2 ∈ {−1,1}. In this way 0 =mσ1 |S = c1c−12 mσp |S , and by Corollary 9,
mσp ≡ cmσ1 (mod I) where c = c1c−12 . Therefore f ≡ (dσ1 +cdσp )mσ1 +
∑
s dσsmσs (mod I), the second
sum runs over s = 2, . . . , t , s = p. This contradicts the minimality of t . 
One of the central results, Theorem 4.1, in [10] is the following.
Theorem 11. The set I generates the ideal of G-graded identities for Mn(E).
Corollary 12. If k + l = n then TG(Mk,l ⊗¯ E) = TG(Mn(E)).
Since two G-graded algebras satisfying the same G-graded identities are PI equivalent, we obtain
one of the cases of the graded tensor product theorem.
Theorem 13. If k + l = n then T (Mk,l ⊗¯ E) = T (Mn(E)).
2. The identities of Mp,q ⊗¯ Mr,s
The algebras Mp,q and Mr,s are Z2-graded as in the preceding section. Thus we have the graded
tensor product Mp,q ⊗¯ Mr,s with respect to these gradings.
If m = p + q and n = r + s we deﬁne the functions α : {1, . . . ,m} → Z2 and β : {1, . . . ,n} → Z2
as follows. Set α(x) = 0 whenever 1  x  p and α(x) = 1 otherwise; also β(x) = 0 if 1  x  r,
and β(x) = 1 otherwise. Let G be an abelian group and let R be a G-graded algebra, R =⊕g∈G Rg .
Assume that B is a K -basis of R and that the elements of B are G-homogeneous. As in [9] we call B
a standard basis of R if for every a, b ∈ B such that ab = 0 there exists ρ ∈ K such that ρab ∈ B.
Here we modify the deﬁnition of a standard substitution as follows. Let S : K (X) → R be a ho-
momorphism of G-graded algebras such that S(xi) = ai ∈ B for every xi ∈ X . Then S is a standard
substitution. If f ∈ K (X) is a multilinear polynomial we denote by f |S the image of f under S .
The natural basis ε of the Grassmann algebra E is standard with ρ = ±1. It was shown in [9,
Section 2] that the following set is a basis of Mp,q ⊗ Mr,s
B = {aeij ⊗ beuv | a ∈ εα( j)−α(i), b ∈ εβ(v)−β(u); 1 i, j m; 1 u, v  n}.
If G = Zmn × Z2 then Mp,q ⊗ Mr,s is G-graded by setting
∂G(aeij ⊗ beuv) =
(
n( j − i) + v − u,α( j) + β(v) − (α(i) − α(u))) ∈ G
for each aeij ⊗ beuv from the basis B of Mp,q ⊗ Mr,s . The basis B is G-homogeneous; it is standard,
see [9]. Hence the G-graded algebra Mp,q ⊗ Mr,s has a standard basis, namely B.
The vector spaces Mp,q ⊗Mr,s and Mp,q ⊗¯Mr,s coincide therefore B is a basis of the latter algebra.
Since Mp,q ⊗¯ Mr,s is G-graded in the same way as Mp,q ⊗ Mr,s its basis B is G-homogeneous and it
is also a standard basis for Mp,q ⊗¯ Mr,s . Let M be the set of all multilinear monomials in the free
G-graded algebra K (X).
Proposition 14. (See [9, Proposition 8].) Let R be a G-graded algebra with a standard basis B. Further let the
set N of G-graded identities of R generate the TG -ideal I . Assume for eachm andm′ ∈ M\ TG(R) there exists
a standard substitution S and a scalar 0 = c ∈ K such that m|S = cm′|S if and only if m ≡ cm′ (mod I). Then
the set N ∪ (M ∩ TG (R)) generates TG(R).
We ﬁx the algebra R = Mp,q ⊗¯ Mr,s graded by the group G = Zmn × Z2 as described above. Let
0 = w = aeij ⊗¯ beuv ∈ R(0,δ) then n( j − i) + v − u = kmn for some integer k. But n divides v − u and
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R(0,1) = 0 and every monomial in K (X) of G-degree (0,1) is a graded identity for R .
We denote by N the following collection of graded multilinear polynomials:
x1x2 − x2x1 where ∂G(x1) = ∂G(x2) = (0,0),
x1x2x3 − x3x2x1 where ∂G(x1) = ∂G(x3) = −∂G(x2) = (t,0),
x1x2x3 + x3x2x1 where ∂G(x1) = ∂G(x3) = −∂G(x2) = (t,1).
Lemma 15. N ⊆ TG(R).
Proof. If w is a G-homogeneous element of a G-graded algebra we denote by γ (w) ∈ Zmn and
δ(w) ∈ Z2 its Zmn and Z2-degrees, respectively.
Let w = aheih jh ⊗¯ bheuhvh ∈ B, h = 1, 2, 3 and let γ (w1) = γ (w3) = −γ (w2). Suppose w1w2w3 =
0 then w1w2 = 0 and δ(w1w2) = 0. But w1w2 = 0 implies j1 = i2 and v1 = u2. Furthermore
j2 = i1 and u1 = v2. In the same manner one gets j2 = i3, v2 = u3, j3 = i2 and v3 = u2. Thus
w1 = a1ei j ⊗¯ b1euv , w2 = a2e ji ⊗¯ b2evu and w3 = a3ei j ⊗¯ b3euv where 1 i, j m and 1 u, v  n.
The following equalities hold:
w1w2w3 = (−1)∂Z2 (b1euv )∂Z2 (a2e ji)a1a2a3ei j ⊗¯ b1b2b2euv ,
w3w2w1 = (−1)∂Z2 (b3euv )∂Z2 (a2e ji)a3a2a1ei j ⊗¯ b3b2b1euv .
Since b1, b3 ∈ Eβ(v)−β(u) we obtain ∂Z2 (b1euv) = ∂Z2 (b3euv) and consequently (−1)∂Z2 (b1euv )∂Z2 (a2e ji) =
(−1)∂Z2 (b3euv )∂Z2 (a2e ji) . Finally for h = 1, 2, 3 we have ah ∈ Eα( j)−α(i) = Eα(i)−α( j) and bh ∈ Eβ(v)−β(u) =
Eβ(u)−β(v) . 
Lemma 16. Let m and m′ be multilinear monomials on the same collection of variables. Suppose that for some
standard substitution S in R = Mp,q ⊗¯Mr,s it holds m′|S = cm|S = 0 for some c ∈ K . Thenm′ ≡ cm (mod I).
Proof. Suppose m = x1 . . . xd then m′ = mσ = xσ(1) . . . xσ(d) for some σ ∈ Sd . We induct on d,
the base d = 1 being trivial. Let d  2. First we show that there exists c′ ∈ K with m′ ≡
c′x1m′′(x2, . . . , xd) (mod I). If 1  a  b  d we denote w[a,b] = xa . . . xb . Let S(xh) = wh = aheih jh ⊗¯
bheuhvh ∈ B, h = 1, . . . ,d. As m′|S = cm|S = 0 we have i1 = iσ(1) and u1 = uσ(1) .
If σ−1(1) = 1 we apply the induction. Thus suppose σ−1(1) > 1 and denote t = min{ j  d |
1  σ−1( j) < σ−1(1)}. We have t > 1 and 1  σ−1(t) < σ−1(1)  σ−1(t − 1). Set l = σ−1(t),
k = σ−1(t − 1), h = σ−1(1); now consider the two possibilities: l = 1 and l > 1. The case l = 1 yields
γ
(
m[1,h−1]σ
)= γ (xσ(1) . . . xσ(h−1)) = (r + s)( jσ(k−1) − iσ(1)) + vσ(h−1) − uσ(1),
γ
(
m[h,k]σ
)= γ (xσ(h) . . . xσ(k)) = (r + s)( jσ(k) − iσ(k)) + vσ(k) − uσ(h).
Since S vanishes neither m[1,h−1]σ nor m[h,k]σ we obtain
jσ(h−1) − iσ(1) = iσ(h) − i1 = i1 − i1 = 0,
vσ(h−1) − uσ(1) = uσ(h) − u1 = u1 − u1 = 0,
jσ(k) − iσ(h) = jt−1 − i1 = it − i1 = iσ(l) − i1 = iσ(1) − i1 = i1 − i1 = 0,
vσ(k) − uσ(h) = vt−1 − u1 = ut − u1 = uσ(l) − u1 = uσ(1) − u1 = u1 − u1 = 0.
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the monomials would have been graded identities for R due to R(0,1) = 0.
Since x1x2 − x2x1 ∈ I whenever ∂G(x1) = ∂G(x2) = (0,0) we have that m′ ≡ m[h,k]σ m[1,h−1]σ m[k+1,d]σ
and m[h,k]σ starts with x1.
When l > 1 we obtain similarly γ (m[1,l−1]σ ) = −γ (m[l,h−1]σ ) = γ (m[h,k]σ ) and δ(m[1,l−1]σ ) =
−δ(m[l,h−1]σ ) = δ(m[h,k]σ ). Since N ⊆ I there exists c ∈ {−1,1} with m′ ≡ c′m[h,k]σ m[l,h−1]σ m[k+1,d]σ (mod I)
therefore m[h,k]σ begins with x1.
In both cases above we obtain that c′x1m′′(x2, . . . , xd) ≡ m′ (mod I), thus c′x1m′′(x2, . . . , xd)|S =
cm|S . Hence m′′(x2, . . . , xd)|S = (c′)−1cx2 . . . xd|S . By the inductive assumption we get
m′′(x2, . . . , xd) ≡ c′′x2 . . . xd (mod I) where c′′ = (c′)−1c. In this way m′ ≡ c′′x1 . . . xd (mod I). 
Putting together Lemma 16 and Proposition 14 we have
Theorem 17. TG(Mp,q ⊗¯ Mr,s) is generated by N ∪ (M ∩ TG(R)), that is by the polynomials
x1x2 − x2x1 with ∂G(x1) = ∂G(x2) = (0,0),
x1x2x3 − x3x2x1 with ∂G(x1) = ∂G(x3) = −∂G(x2) = (t,0),
x1x2x3 + x3x2x1 with ∂G(x1) = ∂G(x3) = −∂G(x2) = (t,1),
and by all multilinear monomials that are graded identities for Mp,q ⊗¯ Mr,s .
Now we have one more case of the graded tensor product theorem.
Theorem 18.When char K = 0 the algebras Mp,q ⊗¯ Mr,s and Mpr+qs,ps+qr are PI equivalent.
Proof. According to [9, Theorem 12], the set from Theorem 17 generates the ideal of G-graded iden-
tities of Mpr+qs,ps+qr , thus TG(Mp,q ⊗¯ Mr,s) = TG(Mpr+qs,ps+qr), and consequently T (Mp,q ⊗¯ Mr,s) =
T (Mpr+qs,ps+qr). 
3. M1,1 ⊗¯ E and M2(E) in characteristic p: a negative result
We ﬁx an inﬁnite ﬁeld K , char K = p > 2. Let X =⋃(i, j)∈{0,1} X(i, j) where X(0,0) = {ui}, X(0,1) ={vi}, X(1,0) = {ti} and X(1,1) = {wi}, i = 1, 2, . . . , inﬁnite disjoint sets of variables. Set G = Z2 ×Z2. The
algebra K (X) is then G-graded in a natural way. On the other hand put Y = {ui,wi} and Z = {vi, ti}.
One deﬁnes a Z2-grading in K (X) by letting Y be even and Z odd variables. Let T be the ideal
in K (X) generated by all ab − (−1)∂(a)∂(b)ba where a and b are homogeneous monomials. Deﬁne
Ω = K (X)/T . Then Ω is the free supercommutative algebra, and moreover Ω ∼= K [Y ] ⊗K E(Z). Here
K [Y ] is the commutative polynomial algebra on Y , and E(Z) is the Grassmann algebra of the vector
space with a basis Z , see [6, Section 2].
Now let Y = {yki j}, Z = {zki j}, and let Ω = K [Y ]⊗ E(Z) be the corresponding free supercommutative
algebra. Following [6] we construct the relatively free algebra in the variety of algebras generated
by M2(E). This relatively free algebra is a subalgebra of M2(Ω). Let B(k) ∈ M2(Ω) be the matrix
whose (i, j)th entry is (yki j + zki j), and let C (k) =
( yk11 zk12
zk21 y
k
22
) ∈ M2(Ω).
Theorem 19. (See [6, Theorem 2].)
(1) The matrices B(1) , B(2), . . . , generate a subalgebra of M2(Ω) that is relatively free in varM2(E).
(2) The matrices C (1) , C (2), . . . , generate a subalgebra of M2(Ω) that is relatively free in varM1,1 .
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free supercommutative algebra and suppose SC freely generated by the even variables {yi} and by
the odd ones {zi}. If r, s ∈ Z2 we deﬁne C (r,s)i ∈ M2(Ω) ⊗¯ SC as follows:
C (0,0)i = A(i) ⊗¯ yi, C (0,1)i = A(i) ⊗¯ zi, C (1,0)i = D(i) ⊗¯ yi, C (1,1)i = D(i) ⊗¯ zi,
where i = 1,2, . . . . The matrices C (r,s)i , r, s ∈ Z2, i  1, generate an algebra F . This algebra is G-graded
in a natural way.
Let ψ : K (X) → F be the algebra homomorphism deﬁned by ui → C (0,0)i , vi → C (0,1)i , ti → C (1,0)i ,
wi → C (1,1)i . Then ψ is G-graded, epi, and moreover kerψ = TG(M1,1 ⊗¯ E). This means that F ∼=
K (X)/TG(M1,1 ⊗¯ E). We consider P = M1,1 ⊗¯ E with the G-grading deﬁned at the beginning of Sec-
tion 1. Namely if M1,1 = M0 ⊕ M1 is the usual 2-grading on M1,1 then
P (0,0) = M0 ⊗¯ E0, P (0,1) = M0 ⊗¯ E1, P (1,0) = M1 ⊗¯ E1, P (1,1) = M1 ⊗¯ E0.
Denote by S the following collection of graded identities.
Identity (α(x1), β(x1)) (α(x2), β(x2)) (α(x3), β(x3))
x1x2 − x2x1 (0,0) (0,0)
(0,1) (0,0)
x1x2 + x2x1 (0,1) (0,1)
x1x2x3 − x3x2x1 (t,0) (t,0) (t,1)
(t,0) (t,1) (t,0)
(t,1) (t,0) (t,0)
x1x2x3 + x3x2x1 (t,0) (t,1) (t,1)
(t,1) (t,0) (t,1)
(t,1) (t,1) (t,1)
where t ∈ Z2. Let I ′ be the ideal of G-graded identities generated by S and by all monomials in TG(P ).
The next couple of statements are proved exactly in the same way as their counterparts in [3].
Lemma 20. I ′ ⊆ TG (P ).
Corollary 21. TG(M2(E)) ⊆ TG(M1,1 ⊗¯ E), and T (M2(E)) ⊆ T (M1,1 ⊗¯ E).
Let M(x1, . . . , xm), N(x1, . . . , xm) ∈ K (X) be monomials. Denote by F ′ the algebra generated by the
matrices A(i) and D(i) , i  1. It is G-graded in an obvious manner. Let ϕ : K (X) → F ′ be the G-graded
homomorphism deﬁned by ϕ(xi) = A(i) or D(i) depending on ∂(xi).
Proposition 22. (Cf. [3, Proposition 14].) If the matrices ϕ(M(x1, . . . , xm)) and ±ϕ(N(x1, . . . , xm)) share at
some position the same nonzero entry then M ≡ ±N (mod I ′).
Theorem 23. The G-graded identities of M1,1 ⊗¯ E are consequences from the polynomials in S and from all
monomials in TG (M1,1 ⊗¯ E).
Proof. Let f ∈ TG(M1,1 ⊗¯ E) be multihomogeneous, it suﬃces to show that f ∈ I ′ . Let r  0 be
the least integer with f ≡∑ri=1 ai f i (mod I ′) where f i are monomials in K (X), and ai = 0. Sup-
posing r > 0 we have f1 /∈ TG(M1,1 ⊗¯ E) due to the choice of r. Then for some δk = γtk,1 +· · · + γtk,nk , tr,s = tu,v when (u, v) = (r, s) we will have f1(δ1, . . . , δm) = 0. Let f1 = xi1 . . . xiq . Put
J = {ti, j | 1  i  m,1  j  ni}. We deﬁne a function g : J → {1, . . . ,m} by g(tu,v) = u. As
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notice that g( jk) = ik .
Therefore a1 f1(δ1, . . . , δm) = −∑ri=2 ai f i(δ1, . . . , δm), and the right-hand side contains a term
H jσ(1) . . . H jσ(q) ⊗¯ e, for some σ ∈ Sq . But H j1 . . . H jq and H jσ(1) . . . H jσ(q) share the same nonzero
entry in some position. If the last term above comes from f2 = xs1 . . . xsq then g( jσ(k)) = sk .
Now let h1(x1, . . . , xq) = x j1 . . . x jq and h2(x1, . . . , xq) = x jσ(1) . . . x jσ(q) . Applying Proposition 22 we
get h1 ≡ ±h2 (mod I ′). Since iσ(k) = g( jσ(k)) = sk we have f1(x1, . . . , xm) = h1(x j1 , . . . , x jq ) and
f2(x1, . . . , xm) = h2(x j1 , . . . , x jq ). Hence f1 ≡ ± f2 (mod I ′) and f ≡ (a1 ± a2) f1 +
∑r
i=3 ai f i (mod I ′).
But this contradicts the choice of r. 
We proceed in a way similar to that of [3, Section 5]. Let c(x1, . . . , xp) = x1x2x1x3x1 . . . x1xpx1
where α(xi) = 1 for each i and β(x1) = 0. Denote by I1 the ideal of G-graded identities generated
by I ′ and c(x1, . . . , xp).
Lemma 24. (Cf. [3, Lemma 18].) If char K = p > 2 then I1 ⊆ TG(M1,1 ⊗¯ E).
Proof. It suﬃces to show that c(x1, . . . , xp) ∈ TG(M1,1 ⊗¯ E). Since c is linear in x2, . . . , xp we can
substitute x1 by a j =∑rj=1( 0 α jβ j 0 ) ⊗¯ γ j and xi , i > 1, by ai = ( 0 δiρi 0 ) ⊗¯ ϕi . Here α j , β j , γ j , δi , ρi ∈ E1
and ϕi ∈ E0 ∪ E1. For i > 1 we have a1ai = −∑rj=1( α jρi 00 β jδi ) ⊗¯ γ jϕi . Since t2 = 0 for each t ∈ E1
we get c(x1, . . . , xp) = 0 whenever r < p. If r = p then c(x1, . . . , xp) = −∑σ∈Sp ( 0 uσvσ 0 ) ⊗¯ wσ . Here
uσ = ασ(1)ρ2ασ(2)ρ3 . . . ασ(p−1)ρpασ(p) , and similar expressions for vσ , wσ . Thus c(a1, . . . ,ap) =
−(p!)( 0 u1
v1 0
) ⊗¯ w1 = 0 in K since αi , βi , γi and ρi anticommute. The case r > p is reduced to the
previous ones by taking subsets of p elements each. 
Remark 25. As it was done in [3] we see that c(x1, . . . , xp) /∈ TG (M2(E) ⊗¯ E). Therefore TG (M2(E)) ⊂
TG (M1,1 ⊗¯ E), a proper inclusion.
Lemma 26.
(1) If f ∈ K (X) is a monomial, and x ∈ X is such that β(x) = 1 and α(x) = α( f ) then xf x ∈ I1 .
(2) If f1 , f2 ∈ K (X) are monomials, and x ∈ X is such that β(x) = 1 then xf1xf2x ∈ I1 .
Proof. (1) When α(x) = 1 by x1x2x3 + x3x2x1 = 0 we have xf x ≡ −xf x (mod I1), hence xf x ∈ I1.
If α(x) = 0 we can assume deg f  1 since for deg f = 1 we use x1x2 = −x2x1 and x2 ∈ I1. When
β( f ) = 0 we use x1x2 = x2x1, then xf x ≡ xxf ∈ I1. Similarly if β( f ) = 1, by x1x2 = −x2x1 we have
xf x≡ −xxf ∈ I1.
(2) Let α(x) = 0. As above we may consider α( f1) = α( f2) = 1. Thus α( f1xf2) = 0 and xf1xf2 ∈ I1.
Analogously we treat α(x) = 1. 
Proposition 27. If the monomial f (x1, . . . , xm) ∈ TG(M1,1 ⊗¯ E) then f ∈ I1 .
Proof. We induct on q = deg f to show that if f /∈ I1 then f (a1, . . . ,am) = 0 for some ai ∈ M1,1 ⊗¯ E .
The case q = 1 being obvious we suppose q > 1 and write f = hxi for some i. If h ∈ I1 we are done.
So suppose h /∈ I1 and i = 1, that is f = hx1. Then h(b1, . . . ,bm) = 0 for some bi ∈ M1,1 ⊗¯ E .
Let degx1 f = d. Choose the bi such that the generators e1, e2, e3, e4 of E appear in neither of them.
Write f = f1x1 f2x1 . . . x1 fdx1 where f i are monomials not containing x1. Thus f i = f i(x2, . . . , xm). Let
f (x), h(b) and so on, denote f (x1, . . . , xm), h(b1, . . . ,bm), respectively. We consider case by case the
homogeneous degree (α(x1), β(x1)) of x1.
Case 1. (α(x1), β(x1)) = (0,0). Since f1(b)b1 f2(b)b1 . . .b1 fd(b)b1 = 0 we have f1(b) f2(b) . . . fd(b) = 0.
Taking a = ( 1 0) ⊗¯ 1 we obtain0 1
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Case 2. (α(x1), β(x1)) = (1,1). Choose a =
( 0 e1
e2 0
) ⊗¯ 1, by Lemma 26 we obtain d  2. If d = 1 then
f (a,b2, . . . ,bm) = h(b)a = 0. If d = 2 by Lemma 26 we have α( f2) = 0. But h(b) = f1(b)b1 f2(b) =
0 thus f1(b)af2(b) = 0. If α, β ∈ E0 then
( 0 e1
e2 0
)( α 0
0 β
)( 0 e1
e2 0
) = ( βe1e2 00 αe2e1 ). Thus f (a,b1, . . . ,bm) =
f1(b)af2(b)a = 0.
Case 3. (α(x1), β(x1)) = (0,1). Let a = ( 1 00 1) ⊗¯ e1, a′ =
( 1 0
0 e2e3
) ⊗¯ e4. By Lemma 26 we have d  2. If
d = 1 then f (a,b2, . . . ,bm) = h(b)a = 0. If d = 2 then α( f2) = 1. But h(b) = f1(b)b1 f2(b) = 0, there-
fore f1(b)af2(b) = 0. Denote f2(b) =∑ j( 0 α jβ j 0 ) ⊗¯ γ j , then af2(b)a′ = −∑ j( 0 α j e2e3β j 0 ) ⊗¯ e1γ je4 and
a′ f2(b)a = −∑ j( 0 α je2e3β j 0 ) ⊗¯ e4γ je1. Thus we arrive at
f (a + a′,b2, . . . ,bm) = f1(b)(a + a′) f2(b)(a + a′) = f1(b)a + f2(b)a′ + f1(b)a′ f2(b)a
which equals f1(b)af2(b)
( 1−e2e3 0
0 e2e3−1
) ⊗¯ e4 = 0.
Case 4. (α(x1), β(x1)) = (1,0). Let a =
( 0 e1
e2 0
) ⊗¯ e3, then
f (a + b1,b2, . . . ,bm) =
d∑
i=1
f1(b)b1 . . . f i(b)afi+1(b)b1 . . . fd(b)b1.
We ﬁrst consider α( f i) = 1 for every i  2. If d p we obtain f ∈ I1 by the identity c(x1, . . . , xp). Thus
d < p, and by using x1x2x3 = x3x2x1 we arrive at f (a + b1,b2, . . . ,bm) = df1(b)bf2(b) . . .b1 fd(b)a =
dh(b)a = 0.
So let α( f i) = 0 for some i  2. Let t be the number of the j, 2 j  d such that α( f j x1 f j+1x1 . . .
x1 fd) = 0. Set r to be the largest j with this property. Denote u = f1(b)b1 f2(b)b1 . . .b1 fd(b)a,
v = f1(b)b1 f2(b)b1 . . .b1 fr−1(b)afr(b)b1 . . .b1 fd(b)b1. Then x1x2x3 = x3x2x1 gives us f (a + b1,
b2, . . . ,bm) = (d − t)u + tv . If d − t  p and/or t  p, according to the identity c we have f ∈ I1.
An easy computation shows that
( 0 α
β 0
)( γ 0
0 δ
)( 0 e1
e2 0
) = ( αδe2 00 βγ e1 ) and ( 0 e1e2 0 )( 0 αβ 0) = ( e1δβ 00 e2γα ). Thus
e1 and e2 lie in different rows of the respective products for u and v . Hence u and v are linearly
independent and f (a + b1,b2, . . . ,bm) = 0. 
Proposition 27 and Theorem 23 yield immediately
Theorem 28. Let char K = p = 2. The G-graded identities of M1,1 ⊗¯ E follow from the set I1 .
Now let E ′ be the nonunitary inﬁnite dimensional Grassmann algebra, and let A = M1,1(E ′)⊕ K be
the algebra obtained by M1,1(E ′) by means of formal adjoining an unit. Then A = A0 ⊕ A1 is 2-graded
in the same way as M1,1. Therefore A ⊗ E = A0 ⊗ E0 ⊕ A0 ⊗ E1 ⊕ A1 ⊗ E0 ⊕ A1 ⊗ E1 is G-graded.
It is immediate that I1 ⊆ TG(A ⊗ E), hence TG(M1,1 ⊗¯ E) ⊆ TG(A ⊗ E). Below we shall prove that
this inclusion is proper whenever char K = p > 2.
Let f (y, z) = [yp, z], α(y) = β(y) = 0 and α(z) = 1. We choose y = ( 1 0
0 2
) ⊗¯ 1, z = ( 0 gg 0) ⊗¯ h where
g ∈ E1, h ∈ E0 ∪ E1, g , h = 0. Then [yp, z] =
( 0 (1−2p)g
(2p−1)g 0
) ⊗¯ h = 0 since 2p ≡ 2 = 1 (mod p).
Now let a =∑ri=1( ei 00 f i ) + ki , ei , f i ∈ E ′0, ki ∈ K . Then ap =∑ri=1( e
p
i 0
0 f pi
) + kpi . Since xp = 0 is
an identity for E ′ we get ap =∑ri=1 kpi . Take b ∈ E0, then ap ⊗¯ bp is central and hence [yp, z] = 0
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T (M1,1 ⊗¯ E) ⊆ T (A ⊗ E).
Now let f (y, z) = [yp2 , z]. As above y = ( 1 0
0 2
) ⊗¯1, z = ( 0 gg 0) ⊗¯h where g ∈ E1, h ∈ E , g, h = 0 yield
that f (y, z) = 0. That is [yp2 , z] /∈ T (M1,1 ⊗¯ E). It was proved in [3], that for every a ∈ A, the element
ap
2
is central. Therefore [(a ⊗ e)p2 ,b ⊗ f ] = [ap2 ⊗ ep2 ,b ⊗ f ] = ap2b ⊗ (ep2 f − f ep2). But [yp2 , z] is
an identity for E thus [yp2 , z] ∈ T (A ⊗ E). Therefore T (M1,1 ⊗¯ E)  T (A ⊗ E). On the other hand one
of the main results in [2] was that T (A) = T (E ⊗ E) therefore T (M1,1 ⊗¯ E)  T (E ⊗ E ⊗ E) = T (A⊗ E).
Moreover in [3] it was shown that the subalgebra B of the matrices in M2(E) whose entries on
the second diagonal lie in E ′ satisﬁes TG(B) = I1. Therefore T (M2(E))  T (M1,1 ⊗¯ E). The example
that shows the proper inclusion is exactly the same as that of [3]. Thus we have proved the following
theorem.
Theorem 29. Let char K = p > 2, then T (M2(E)) ⊂ T (M1,1 ⊗¯ E), a proper inclusion.
4. β-tensor products
Let A be a PI algebra and let T (A) be its T-ideal. Denote by Pn the vector space of all multilinear
polynomials in x1, . . . , xn in the free associative algebra K (X). The symmetric group Sn acts on the left
on Pn by permuting the variables and Pn ∼= K Sn as Sn-modules. Also T (A)∩ Pn is a submodule of Pn
and one uses the representations of Sn in order to study PI algebras. The module T (A) ∩ Pn tends
to be huge; the quotient Pn(A) = Pn/(T (A) ∩ Pn) is smaller and still keeps useful information about
the identities of A. Of particular interest is the sequence of codimensions of A, cn(A) = dim Pn(A).
In [13] Regev proved that if A satisﬁes a polynomial identity then cn(A) is exponentially bounded,
and this fact was the keystone in the proof of his A⊗ B theorem, see [13]. Here we obtain a β-analog
of Regev’s A ⊗ B theorem.
Theorem 30. Let K be a ﬁeld and let G be a ﬁnite abelian group with a skew-symmetric bicharacter β . Let
further A and B be two PI algebras that are also G-graded. Then cn(A ⊗β B) |G|2ncn(A)cn(B).
Proof. If an algebra satisﬁes a polynomial identity of degree d then it satisﬁes a multilinear identity
of degree  d. Taking a consequence of it we may suppose that it satisﬁes a multilinear identity of
degree d.
Let g(x1, . . . , xn) =∑σ∈Sn γσ xσ(1) . . . xσ(n) be a multilinear polynomial of degree n. We look for
conditions on the coeﬃcients {γσ | σ ∈ Sn} which will assure that g(x1, . . . , xn) is an identity for
A ⊗β B . Since g is multilinear it suﬃces to consider only substitutions of the type xk → ak ⊗β bk
where the elements ak and bk are homogeneous in the corresponding G-gradings. Then
g(a1 ⊗β b1, . . . ,an ⊗β bn) =
∑
σ∈Sn
γσ (aσ(1) ⊗β bσ(1)) . . . (aσ(n) ⊗β bσ(n))
=
∑
σ∈Sn
γσ
(
n−1∏
j=1
n∏
i= j+1
β(hσ( j), gσ(i))
)
aσ(1) . . .aσ(n) ⊗β bσ(1) . . .bσ(n)
since β is a skew-symmetric bicharacter.
Let cn(A) = αn and cn(B) = δn then dim Pn(A) = αn , dim Pn(B) = δn . There exist αn monomials
in Pn , say M = {Mi(x1, . . . , xn) | 1  i  αn} such that for every σ ∈ Sn , the monomial xσ(1) . . . xσ(n)
is a combination of monomials in M modulo T (A). Hence for every σ ∈ Sn there exist rσ ,i ∈ K
with aσ(1) . . .aσ(n) =∑αni=1 rσ ,iMi(a1, . . . ,an). Analogously we treat B . There exist δn monomials, say{N j(x1, . . . , xn) | 1 j  δn}, and coeﬃcients sσ , j such that for every σ ∈ Sn we have bσ(1) . . .bσ(n) =∑δn
j=1 sσ , j N j(b1, . . . ,bn). Therefore denoting Mi ⊗β N j = Mi(a1, . . . ,an)⊗β N j(b1, . . . ,bn) we have that
g(a1 ⊗β b1, . . . ,an ⊗β bn) equals
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i=1
δn∑
j=1
[ ∑
σ∈Sn
(
n−1∏
j=1
n∏
i= j+1
β(hσ( j), gσ(i))
)
rσ ,i sσ , jγσ
]
Mi ⊗β N j .
Consider the n! coeﬃcients γσ as variables in the following linear system:
( ∑
σ∈Sn
[
n−1∏
j=1
n∏
i= j+1
β(hσ( j), gσ(i))
]
rσ ,i sσ , j
)
γσ = 0, 1 i  αn, 1 j  δn.
Since the value of β(h j, gi) depends only on the G-degrees of ai and b j we will have at most |G|2
possibilities for β(h j, gi). Moreover deg g(x1, . . . , xn) = n hence we will have at most (|G|2)n products∏n−1
j=1
∏n
i= j+1 β(hσ( j), gσ(i)), σ ∈ Sn . Thus there will be at most |G|2nαnδn equations in our system.
Since cn(A ⊗β B) equals the rank of the system we obtain cn(A ⊗β B) |G|2ncn(A)cn(B). 
Theorem 31. Let G be a ﬁnite abelian group and K a ﬁeld. Suppose that A and B are PI algebras that are
G-graded. Assume that β is a skew-symmetric bicharacter on G. Then A ⊗β B is again a PI algebra.
Proof. According to [13], there exist constants P and Q such that αn < Pn and δn < Q n for every n.
(If A satisﬁes an identity of degree d then one may take P = (d − 1)2, see for example [11, p. 111].)
Therefore cn(A⊗β B) < Rn for some constant R , and for all suﬃciently large n one has cn(A⊗β B) < n!.
Hence the above system admits nontrivial solutions for all suﬃciently large n. But each such solution
yields a polynomial identity for A ⊗β B . 
5. Mn(K ) ⊗β E and Mn(E)
Assume that A and B are K -algebras, A is G-graded and B is H-graded for some additive abelian
groups G and H . Let βA : G×G → K ∗ and βH : H ×H → K ∗ be skew-symmetric bicharacters. Suppose
that ag1ag2 = βA(g1, g2)ag2ag1 and bh1bh2 = βB(h1,h2)bh2bh1 for all ai ∈ Agi , b j ∈ Bh j .
One deﬁnes a skew-symmetric bicharacter β : (G × H) × (G × H) → K ∗ putting β((g1,h1),
(g2,h2)) = βA(g1, g2)βB(h1,h2) and
(ag1 ⊗β bh1 )(ag2 ⊗β bh2 ) = β
(
(g2,h2), (g1,h1)
)
ag1ag2 ⊗β bh1bh2 .
One sees easily that (ag1 ⊗β bh1 )(ag2 ⊗β bh2 ) = ag2ag1 ⊗β bh2bh1 .
Since
(ag2 ⊗β bh2 )(ag1 ⊗β bh1 ) = βA(g1, g2)βB(h1,h2)ag2ag1 ⊗β bh2bh1
we obtain
βA(g2, g1)βB(h2,h1)(ag2 ⊗β bh2 )(ag1 ⊗β bh1 ) = ag2ag1 ⊗β bh2bh1 .
Therefore
(ag1 ⊗β bh1 )(ag2 ⊗β bh2 ) = β
(
(g2,h2), (g1,h1)
)
(ag2 ⊗β bh2 )(ag1 ⊗β bh1 )
thus the polynomial [x(g1,h1), x(g2,h2)]β is a graded identity for A ⊗β B .
Let G = Zn × Zn and let ε be a primitive nth root of the unity. Set
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⎛
⎜⎝
εn−1 0 . . . 0
0 εn−2 . . . 0
. . .
0 0 . . . 1
⎞
⎟⎠ , B =
⎛
⎜⎜⎜⎝
0 1 0 . . . 0
0 0 1 . . . 0
. . .
0 0 0 . . . 1
1 0 0 . . . 0
⎞
⎟⎟⎟⎠ ∈ Mn(K ).
Then AB = εB A, An = Bn = 1. The matrices Ai B j , 1  i, j  n, are linearly independent and form a
basis of the vector space Mn(K ).
If g = (r, s) ∈ G , r, s ∈ Zn the homogeneous component of Mn(K ) of G-degree g is the span
of Ar Bs . Then Mn(K ) =⊕g∈G(Mn(K ))g , and (Mn(K ))g(Mn(K ))h ⊆ (Mn(K ))g+h , g , h ∈ G . Thus the
above is a ﬁne G-grading on Mn(K ). Deﬁne β1 : G × G → K ∗ by β1(g,h) = εrv−st where g = (r, s),
h = (t, v) ∈ Zn . Then Cg Dh = β1(g,h)DhCg for every g , h ∈ Zn and Cg , Dh ∈ Mn(K ). The identities for
this grading were computed in [4].
Theorem 32. (See [4].) Let Mn(K ) be G-graded as above. Then the polynomials
[xg1 , xg2 ]β1 = xg1xg2 − β1(g1, g2)xg2xg1 , g1, g2 ∈ G
form a basis of the G-graded identities for Mn(K ).
Denote by β2 the skew symmetric bicharacter on Z2 deﬁned as β2(i, j) = (−1)i j , then β = β1β2 is
a skew symmetric bicharacter on G × Z2.
Lemma 33. In the notation introduced above the algebra Mn(K ) ⊗β E is β-commutative. Furthermore no
nonzero monomial of the type x(g1,i1) . . . x(gn,in) , g j ∈ G, i j ∈ Z2 , is a graded identity for Mn(K ) ⊗β E.
Proof. For the ﬁrst assertion it suﬃces to prove that [x(g1,i), x(g2, j)]β = 0 is an identity for
Mn(K ) ⊗β E . This consists of a direct veriﬁcation and we omit it. The second is also obvious. 
Corollary 34. The ideal of the G × Z2-graded identities for Mn(K ) ⊗β E is generated by all commutators
[x(g1,i), x(g2, j)]β .
Proof. The proof is similar to that given in [10], see also Theorem 10 for the Z2-graded case. 
On the other hand Mn(E) is G × Z2-graded in a natural way. If (g, i) ∈ G × Z2 then its homo-
geneous component of degree (g, i) is Ei Ar Bs where g = (r, s). The same β deﬁned above is a
commutation factor for Mn(E), that is Mn(E) is β-commutative. One proves as in Lemma 33 that
no nonzero monomial is a graded identity for Mn(E). Furthermore as in Corollary 34 one has
Corollary 35. The ideal of the G × Z2-graded identities for Mn(E) is generated by all commutators
[x(g1,i), x(g2, j)]β .
Theorem 36. The algebras Mn(E) and Mn(K )⊗β E satisfy the same G ×Z2-graded identities. Moreover they
are PI equivalent in the ordinary sense.
Combining Corollaries 34 and 35 one has the result about the graded identities. The PI equivalence
of these two algebras hence follows.
Note added in proof
We learned that O.M. Di Vincenzo and V. Nardozza had proved a result similar to our Theorems 13 and 18.
Their paper, “On a Regev–Seeman conjecture about Z2-graded tensor products” has recently been accepted in
Israel Journal of Mathematics.
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The authors thank Yu. Bahturin for his suggestions concerning the β-graded tensor product.
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