This paper aims to investigate existence of solutions of several boundary value problems for fractional one-dimensional p-Laplacian equation under controlled parameters. By employing fixed point theory and critical point theory, some new results are obtained, which enrich and generalize the previous results.
Introduction
In recent years, fractional differential equations are viewed as useful mathematical models and applied in many research fields (see [20, 24, 26, 30, 35] ). For example, Leszczynski and Blaszczyk [24] made use of a class of fractional differential equation to present the height of granular material falling over time in a silo:
where α ∈ (0, 1), C D α T − and D α a + stand for right Caputo fractional derivatives and left Riemann-Liouville fractional derivatives respectively, h * (t) = h bed − h(t), h(t) means dropping height for silo emptying, h bed is the initial bed height. Szymanek [31] used the following fractional differential equation to describe the temperature profiles in a granular layer:
which is associated with the following boundary conditions T (a) = T 0 , T (b) = T 1 , T (a) = T 2 , T (b) = T 3 .
Here, α ∈ (1, 2), C D α a + and C D α b − represent left and right Caputo fractional derivatives, respectively.
Thus, the study of fractional boundary value problems have attracted many scholars' attention. And some classical nonlinear functional methods has been applied to investigate the existence of solutions of fractional boundary value problems such as fixed point theorems (see [1, 13, 23] ), coincidence degree theory (see [16, 21] ), etc. Recently, for boundary value problems involving t D α T 0 D α t operator, Jiao and Zhou [17, 18] have shown that critical point theory can be used to present existence of solutions for this type operator with Dirichlet boundary conditions. For example, in [18] , they considered the existence of solutions of following system: t D α T ( 0 D α t u(t)) = ∇F(t, u(t)), a.e. t ∈ [0, T ], u(0) = u(T ) = 0, (1.1) where 0 D α t and t D α T left and right are Riemann-Liouville fractional derivatives, α ∈ (0, 1]. By employing mountain pass theorem and the classical Ambrosetti-Rabinowitz condition, the existence of weak nontrivial solutions was obtained for α ∈ ( 1 2 , 1]. After that, Torres [38] took further discussion of this type problem in scalar case by using mountain pass theorem. Bonanno et al. [7] considered this type problem with impulsive effects and proved existence of three solutions by using a critical point theorem given in [6] . Furthermore, some scholars devoted to developing and perfecting fractional Soblev space (see [5, 15, 19] ).
On the other hand, initial value problems of fractional functional differential equations have also attracted many scholars' attention (see [2, 4, 22, 29, 39] ). For example, in [2] , Agarwal et al. considered the following initial value problem for a fractional neutral functional differential equation as follows: [3] studied the existence of positive solutions for a class of fractional functional boundary value problems by employing Guo-Krasnoselskii fixed point theorem.
In fact, boundary value problems with p-Laplacian operator are classical problems in integer differential equations (see [6, 8, 11, 25, 27, 36, 37] and references therein). Naturally, fractional boundary value problems with p-Laplacian operator have received much attention (see [10, 33] and references therein). Note that in [10] , Chen and Liu extended (1.1) to p-Laplacian case and obtained some existence results by critical point theory.
Motivated by the works mentioned above, on one hand, we discuss existence of solutions of fractional p-Laplacian Dirichlet boundary value problem with the general nonlinearity and two controlled parameters by critical point theory:
0 are constants; 0 D α t and t D α T represent left and right Riemann-Liouville fractional derivatives respectively.
By giving the bound of parameters, we can ensure its existence of solutions. Note that if p = 2, λ = 1, µ = 0, (1.2) implies (1.1) in scalar case. Moreover, if p = 2, α = 1, we have
Thus, our main results enrich and generalize the previous results.
On the other hand, from our view, there are relatively few articles which investigated the existence of positive solutions for boundary value problems of fractional delay differential equations with p-Laplacian operator. Hence, we consider the existence of positive solutions for boundary value problems of fractional delay differential equations with p-Laplacian operator and a controlled parameter by applying GuoKrasnoselskii fixed point theorem:
where c 0 D α t represents the left Caputo fractional derivative; 2 < α, β 3, 0 < τ < T ; λ > 0 is a constant;
is continuous and a(t) ≡0.
Preliminaries
To begin with, we introduce the basic knowledge concerning with fractional integral and derivative, fractional Sobolev space and variational structure. (i) The left and right Riemann-Liouville fractional integrals of order α > 0 for a function f are defined by
provided the right-hand sides are pointwise defined on [a, b], where Γ (α) is the standard gamma function.
(ii) If α = n, n ∈ N, they become the usual definitions (i) The left and right Riemann-Liouville fractional derivatives of order α for function f denoted by
where t ∈ [a, b], n − 1 α < n and n ∈ N.
(ii) If α = n − 1, n ∈ N, they become the usual definitions
Definition 2.3 ( [20, 30] ). Let α 0 and n ∈ N. 
Proposition 2.4 ([20, 30] ). Let n ∈ N and n − 1 < α < n. 
Remark 2.5. Clearly, from (2.1) and (2.2), we can obtain c
Proposition 2.6 ([20]). We have the following property of fractional integration
so v is said to be α-weak fractional derivative for u and there exists left Riemann-Liouville derivative such
In fact, by Proposition 2.6, we have
On the other hand,
udt.
Define fractional type Sobolev space.
with the norm
Moreover, from [15] , it is a reflexive and separable Banach space for 1 < p < ∞. Furthermore, the fractional derivative space E α,p 0 is defined by the closure of 
Lemma 2.8 ([18]
). Let 0 < α 1 and
Based on (2.4), we can consider E α,p 0 with respect to the norm
and (2.3) is equivalent to (2.5).
Proposition 2.9 ([18]
). Let 0 < α 1 and 1 < p < ∞. Assume that α > 1 p and the sequence u n converges weakly to u in E α,p
In this paper, we define new norm in E α,p 0 :
T α ) p , the norm u is equivalent to the norm u α,p .
Proof. Since ess inf
Thus, for u ∈ E α,p 0 , we get
On the other hand, we have
Hence, the norm u is equivalent to the norm u α,p .
Let v ∈ E α,p 0 . Multiplying the two sides of the (1.2) by v and integrating from 0 to T , we have
Note that
In view of Proposition 2.6, we can get
As a result, we give the definition of weak solution.
Define the functional I : E α,p 0 → R by
where
Hence, the weak solutions of problem (1.2) are the corresponding critical points of I.
In order to obtain our main results, we need the following lemmas.
Definition 2.12 ([9, 12])
. Let E be a real Banach space with its dual E * and I ∈ C 1 (E, R).
(i) {u n } ⊂ E has a convergent subsequence if I(u n ) is bounded and I (u n ) → 0 as n → ∞, then we say that I(u) satisfies the Palais-Smale condition ((PS)-condition for short).
(ii) {u n } ⊂ E has a convergent subsequence if I(u n ) → c , c ∈ R and
then we say that I(u) satisfies the the Cerami condition at the level c ((C) c -condition for short).
Lemma 2.13 ([28])
. Let E be a real Banach space and I ∈ C 1 (E, R) satisfies (PS)-condition. If I is bounded from below, then c = inf E I is a critical point.
Lemma 2.14 ([12])
. Let E be a real Banach space with its dual E * , and assume that J ∈ C 1 (E, R) satisfies
for some ρ > 0, µ < η and e ∈ E with e > ρ. Letĉ η be characterized bŷ
where Γ = {γ ∈ C([0, 1], E) : γ(0) = 0, γ(1) = e} is the set of continuous paths joining 0 and e, then there exists a sequence {u n } ⊂ E such that
Lemma 2.15 ([14])
. Let E be a real Banach space and P be a cone in E. Suppose that Ω 1 and Ω 2 are open subsets of E such that θ ∈ Ω 1 ⊂ Ω 1 ⊂ Ω 2 and let
be a completely continuous operator such that (i) T u u for u ∈ P ∩ ∂Ω 1 , and T u u for u ∈ P ∩ ∂Ω 2 ; or
(ii) T u u for u ∈ P ∩ ∂Ω 2 , and T u u for u ∈ P ∩ ∂Ω 1 .
Then T has a fixed point in P ∩ (Ω 2 \ Ω 1 ).
The main results of (1.2)
Let R + = {x ∈ R : x 0}. The constant c means the different constant in different parts. Define h ± (t) = max{±h(t), 0}.
T α ) p and the following conditions hold:
(f2) There exists a function ν ∈ E α,p 0 such that
Then there exists a positive constant λ * such that if λ > λ * , the problem (1.2) has at least one nontrivial weak solutions. (f3) There exist constants κ ∈ (1, γ) and d, σ > 0 such that for any t ∈ [0, T ],
Then the problem (1.2) has at least one nontrivial weak solution without limit to λ.
Let us introduce some lemmas.
Lemma 3.3.
Assume that (g1) and (f2) hold,
is a critical point of I(u) such that I(u * ) = inf E α,p 0 I(u) = β, where β is the critical value, then u * is a nontrivial weak solution of problem (1.2) for λ > λ * .
Proof. By (f2), there exists a function ν ∈ E α,p 0 such that
From (g1), we have
and
Hence, we can find a
If λ > λ * , we have J(ν) < 0. So, J(u * ) = β < 0. Hence, u * is a nontrivial weak solution of problem (1.2). T α ) p , then the conclusion of Lemma 3.3 is also true without limit to λ.
Proof. Let u 0 ∈ E α,p 0 \ {0} with u 0 ∞ 1. Following (g1) and (f3), for 0 < r < σ, we have
Since κ ∈ (1, γ), for small enough r, we can get I(ru 0 ) < 0. Hence, J(u * ) = β < 0. Therefore, u * is a nontrivial weak solution of problem (1.2).
T α ) p , (f1) and (g1) hold, then I(u) is bounded from below.
Proof. Based on (f1), for any ε > 0, there exists a constant δ > 0 such that for t ∈ [0, T ],
By the continuity of f, there exists a constant
Since the embedding E α,p 0 → C[0, T ] is compact, there exists a constant S such that u ∞ S u . Hence, we have
Choosing ε = 1 2λT S p , we can get
Since 1 < γ < p, we have I(u) → ∞ as u → ∞, so I(u) is coercive. Therefore, I(u) is bounded from below.
T α ) p , (f1) and (g1) hold, then I(u) satisfies the (PS)-condition.
Proof. Let {u n } ⊂ E α,p 0 such that {I(u n )} is bounded and I (u n ) → 0 as n → ∞. Since I(u n ) is coercive, we can get that {u n } is bounded in E α,p 0 . Based on the fact that E α,p 0 is a reflexive Banach space, {u n } has a convergent subsequence (named again by {u n }) such that u n u in E α,p 0 , so u n → u uniformly in C[0, T ]. Thus, we have
By I (u n ) → 0 and u n u, we can obtain
Thus, we have
Based on [34] , we have
If p 2, then (3.1), (3.2), (3.3), (3.4), (3.5) yield that u n − u → 0, n → ∞. If 1 < p < 2, by hölder inequality, we have
Thus, we can obtain that
Thus, we have u n − u → 0, n → ∞. Thus, u n → u in E α,p 0 . Therefore, I(u) satisfies the (PS)-condition.
Proof of Theorem 3.1 and Corollary 3.2. In view of Lemma 3.3 (or Lemma 3.4), Lemma 3.5 and Lemma 3.6, by Lemma 2.13, the conclusion of Theorem 3.1 (or Corollary 3.2) is established immediately.
A special case
In this part, we consider a special concave-convex case as follows.
Remark 3.7. Note that h(t) may be a sign-changing function.
T α ) p . Then there exists a positive constant µ * such that if µ ∈ [0, µ * ), the problem (3.6) has at least one nontrivial weak solution.
To begin with, we need the following lemmas.
Lemma 3.9. If ess inf
Proof. For u ∈ E α,p 0 , we can obtain
By simple calculation, we can find a ρ =
Thus, there exists
with e > ρ such that I(e) < 0.
Proof. Let s ∈ R + \ {0}, for given u ∈ E α,p 0 , we have
Since m > p > γ, we have I(su) → −∞ as s → ∞. Hence, there exists an e ∈ E α,p 0 with e > ρ such that I(e) < 0.
Lemma 3.11. If ess inf
which together with m > p > γ yields that {u n } is bounded. By similar arguments as Lemma 3.6, I(u) meets the (C) c -condition.
Proof of Theorem 3.8. Based on Lemmas 3.9, 3.10 and 3.11, the conclusion of Theorem 3.8 is true.
The main results of (1.3)
Let E = {u(t) ∈ C[−τ, T ] : u(t) 0 and satisfies boundary conditions of (1.3)}, be equipped with norm u = sup{|u(t)| : t ∈ [−τ, T ]}, it is clear that (E, · ) is a Banach space. To begin with, we need the following important lemmas. The following lemma comes form Lemma 2.3 of Lan and Lin [23] .
Lemma 4.1 ([23]
). Let σ ∈ (0, 1). Then the following assertions hold.
The idea of Lemma 4.2 mainly comes from Theorem 2.4 and Remark 2.5 of Lan and Lin [23] .
is equivalent to the fractional integral equation
Proof. If α = 3 or β = 3 or α = β = 3, it becomes integer derivative and the proof is normal and clear, so we focus on the case of 2 < α, β < 3. First, base on basic proposition of fractional calculus, we have
By boundary condition of (4.1), we can obtain c 1 = 0,
Moreover, we know that
From [32, Lemma 2.1], for β − 2 ∈ (0, 1), we know that
(0, T ) and
Therefore, we have 0 I β−2 t
y , which together with finiteness of c 2 yields that max{
Applying the operator φ q on both sides of (4.3), by proposition of φ q (−u) = −φ q (u) for u ∈ R, we can obtain
By boundary condition of (4.1), we have c 4 = 0 and
Based on the fact that 0
(0, T ), we have u (0) = c 6 = 0 and
by basic inequality (a + b) γ 2 γ (a γ + b γ ) where a, b, γ are positive number. Thus, we have
is finite. Therefore, if u(t) is a solution of (4.1), then u(t) satisfies (4.2). Conversely, by (4.4) and Definition 2.2, we have
Since w(t) ∈ AC[0, T ], by (ii) of Lemma 4.1 and 3 − α ∈ (0, 1), we can get, for a.e.
By the invertibility of φ p , repeating above process, we can obtain that for a.e.
By direct computation, it is clear that (4.2) satisfies the boundary conditions of (4.1).
Assuming that all the first-order partial derivatives of f is continuous and a has a continuous derivative, following same way as Proposition 3.1 of Lan and Lin [23] , we have y(t) = a(t)f(t, u(t)) ∈ AC[0, T ]. Thus, by Lemma 4.2, the unique solution of the problem (1.3) can be expressed as
δ is equal to α or β. It is clear that G δ (t, s) > 0 for s, t ∈ (0, T ). For given s ∈ (0, T ), if s t, we can get
for t ∈ (0, T ), so G δ (t, s) is increasing with respect to t and G δ (t, s) < G δ (T , s). If t s, G δ (t, s) is also increasing with respect to t and
which is called again by G δ (T , s). So, we have G δ (t, s) < G δ (T , s) for t ∈ (0, T ). On the other hand, for s t, we can obtain
For t s, we have
Thus, we can obtain that G δ (t, s) (
Define the integral operator A : P → P by (4.5). Thus, the solutions of problem (1.3) are the corresponding fixed points of A. If u ∈ P, −τ t 0, it is clear that T P ⊂ P. If u ∈ P, 0 t T , based on the properties of G δ (t, s), we can get
Therefore, AP ⊂ P. It is easy to verify that A is a completely continuous operator by Arzelà-Ascoli theorem. So, the operator A is well-defined. Let us introduce some signs as follows: Let ε be fixed. By f 0 < ∞, there exists an r 1 > 0 such that f(t, u) (f 0 + ε)φ p (u), for 0 < u r 1 .
Set Ω 1 = {u ∈ E : u < r 1 }, then for u ∈ P ∩ ∂Ω 1 , we have Next, by f ∞ > 0, there exists anr 2 > 0 such that f(t, u) (f ∞ − ε)φ p (u) for u r 2 .
Set Ω 2 = {u ∈ E : u < r 2 }, where r 2 = max{r 2 , 2r 1 }. Then for u ∈ P ∩ ∂Ω 2 , we have Let ε be fixed. By f 0 > 0, there exists an r 3 > 0 such that f(t, u) (f 0 − ε)φ p (u), for 0 < u r 3 .
Set Ω 1 = {u ∈ X : u < r 3 }, then for u ∈ P ∩ ∂Ω 1 , we have Next, from f ∞ < ∞, there exists anr 4 > 0 such that f(t, u) (f ∞ + ε)φ p (u) for u r 4 .
