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Abstract: Different types of land use have different physical properties which can change the
radiation and energy balances and hence vertical fluxes of moisture, heat and momentum which also
lead to changes in temperature and moisture fields near the surface. Simulating atmospheric flows
over complex terrain is still a challenge, because the grid spacing in models must be reduced to better
represent the topography, and increasing the resolution below 1 km implies to improve the land use
land database at the same resolution. For this reason, in this work we adapted Corine Land Cover
(CLC) land use database to the Weather Research and Forecasting (WRF) model using a reclassify
methodology. We compare changes in the most influenced meteorological variables and we test them
in a zone of complex topography. Likewise, the simulated values for the adapted CLC and the
default dataset, U.S. Geological Survey (USGS), have been compared with observational data in the
Pyrenees valley of ’La Cerdanya’ during a 9 day period in the 2013 summer. Physical interpretation
of the results have been done using parameters such as thermal inertia or soil moisture availability,
showing the importance of land use and topography resolution in mesoscale meteorological modelling.
In addition, statistical validation has been done to test the performance of the model with the new
land use database. In general, results show that using CLC we achieved a better model performance
in all the different simulations.
I. INTRODUCTION
A. State of the art
Land surface forcing can change mesoscale circula-
tion, for this reason accurately treating the land surface
propierties is becoming more and more necessary in mete-
orological models (Chen and Dudhia 2001). Also, it has
been known for some long time that urban areas can have
substantial effects on surrounding mesoscale meteorology
(Civerolo et al. 2000).
Land use (LU) is a very important parameter which
describes the properties of the land including modifica-
tions due to human activities. It regulates the exchange of
heat and momentum between the soil and the air, which
in numerical models determine the calculation of mete-
orological magnitudes near the surface. Furthermore, it
has been demonstrated that LU changes can have some
significant effect on meteorological simulations, such in
Cheng and Byun 2008 and Pineda et al. 2004.
New LU classification or changes in their spatial distri-
bution can have an important impact on turbulent heat
fluxes that directly impact on the planetary boundary
layer (PBL) diurnal cycle. Some studies also showed an
impact on the forecast of maximum and minimum surface
temperatures (Grossman-Clarke et al. 2005).
Precipitation and wind fields also experienced signifi-
cant cahnges when different LU data is used (Cheng et
al. 2013).
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Several scientific papers have analysed the role that
surface heterogeneity plays in atmospheric modelling. It
is reasonable that a better representation and periodic
updating of the land use changes is an important issue to
take into account when we want to improve the perfor-
mance of meteorological and air quality models (Cheng
2013, Lam 2006, Civerolo 2007).
At zones of complex terrain with abrupt slopes it is
necessary to increase the model grid resolution (Arnold et
al. 2012). In first instance, this should help the model to
better forecast magnitudes (such as temperature, humid-
ity or wind). It is, though, when some limitations and
problems of mesoscale atmospheric models show up. LU
dataset should then have a finer resolution, but most of
default LU datasets do not have resolution below 1 km.
Adapting new LU datasets is then necessary.
B. Objectives
The main objective of this report is:
• Study up to what point changing from one land use
database to better one can improve the forecasting
of the most influenced surface variables, such as
temperature and humidity.
• Adapt Corine Land Cover (CLC) database to
Weather Research and Forecasting (WRF) atmo-
spheric model using a reclassification methodology
from Pineda et al. 2004.
• Apply CLC and USGS (default land use database
in WRF) to a complex topography terrain where
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observational measures are available, to analyse the
differences observed between simulations.
• Study the effect of increasing horizontal resolution
below 1 km in a mountainous zone using the
adapted CLC for land use static data and the
Shuttle Radar Topography Mission (STRM)
database for topography.
• Different statistical parameters have been selected
to validate model results. We compare model
output and observational data from transect sensors
of temperature and humidity at ’la Cerdanya’
valley and also using data from automatic weather
conventional stations.
The present work is organized as follows: firstly a
rapid review of the basic concepts is done, which in-
clude physical properties and parametrizations of the
surface processes and the classification of the different LU
datasets. The episode characterization and model config-
uration are described in section (II). The meteorological
simulation results are reviewed in section (III). Finally
some conclusions can be found in the last section (IV).
C. Basic concepts
Before starting to develop the methodology it is im-
portant to review some of the most important concepts
we are going to deal in this work. For this reason, first
we will rapidly introduce how land use is treated in me-
teorological models, in particular in WRF. Then a brief
discussion of each parameter will be done. And finally a
general description of the surface parametrizations use in
WRF is also done.
1. Land use classification
It is interesting to discuss about the differences on
the definitions of land use and land cover. On one hand,
Land cover data catalogs whether a region is covered
by urban zone, forests, wetlands, croplands and water
types (including wetlands or open water), between many
others. On the other hand, land use is more anthro-
pocentrically defined and documents how people use
land, for example, extensively or intensively, for devel-
opment or for conservation, etc. Satellite and aerial
images can be used to determine land cover, whereas
they are useless for land use determination. (http:
//oceanservice.noaa.gov/facts/lclu.html).
In this work we are not going to differentiate between
those two definitions, in fact, we are going to threat all
data as land use, although it is much more related to
land cover. Moreover in WRF meteorological model the
variable is named land-use, and no distinction is made.
Two sets of land-use data are used in our WRF sim-
ulations, Corine Land Cover(CLC) and U.S. Geological
Survey (USGS).
Each land-use category is characterized by six physi-
cal parameters, the roughness length z0, thermal inertia
λT , soil moisture availability M , albedo α, surface heat
capacity C and surface emissivity . In next section we
will see what these parameters are.
Surface parameters of the model are specified accord-
ing to land use category and season. In WRF model this
is specified at LANDUSE.TBL. As a mode of example,
USGS LU categories for summer season is reproduced in
table I, which we will use for our simulations.
The current USGS LU available data for WRF
contains 24 land-use categories and have a resolution of
roughly 1 km, which were created based on a 1993 global
dataset, but with some of the components correspond
to a dataset compiled in the 1970s. These are generic
categories whose applicability is not restricted to any
particular part of the world. On the other hand, CLC
contains 44 land-use categories and was created based on
a 2006 satellite data from Europe zone. The horizontal
resolution used in this work is about 100 meters. In next
section we are going to show how we adapted CLC LU
categories to USGS database by using a reclassification
methodology from Pineda et. al 2004. After these
processes the 44 LU categories in CLC database are
reclassified to only 13 different categories from USGS
classification.
2. Physical characterization of land use
As we said, land use characteristics are defined
thought LANDUSE.TBL (Table I) parameters in first
instance. The following few paragraphs briefly discuss
the properties and importance of each parameter:
Roughness length (z0) is a parameter widely use in
most of superficial layer parametrizations. It is associated
to the roughness elements at the surface. However it
is not a real length, but it is an empirical parameter
which depends on the type of land cover. For example:
forests have higher roughness length than the countryside,
or cites have higher roughness length than forest. We
can see it in table I. Vertical wind profile at the surface
layer (lowest part of the planetary boundary layer) can
be described trough a logarithmic semi-empirical law:
u(z) =
u?
κ
[
ln
(
z
z0
)
+ ψ(z, z0, L)
]
(1)
where κ is the Von Ka´rma´n constant (0.4), u? is the fric-
tion or shear velocity, related to the turbulent transport
of horizontal momentum at the surface, and ψ is a stabil-
ity term depending on L, the Monin-Obukhov length. ψ
becomes zero under neutral stability conditions and we
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TABLE I: USGS LU categories and their physical parameters for ’summer’ season taken from LANDUSE.TBL. Parameters from
left to right are: Albedo α (%), soil moisture availability M (×100%), surface emissivity  (%), roughness length z0 (×10−2 m),
thermal inertia λT (4.184× 102Jm−2K−1s−1/2) and surface heat capacity C (×105Jm−3K−1) .
land use index ALBEDO SLMO SFEM SFZ0 THERIN SFHC definition
1 15 0.10 0.88 80 3 18.9 ’Urban and Built-Up Land’
2 17 0.30 0.985 15 4 25.0 ’Dryland Cropland and Pasture’
3 18 0.50 0.985 10 4 25.0 ’Irrigated Cropland and Pasture’
4 18 0.25 0.985 15 4 25.0 ’Mixed Dryland/Irrigated Cropland and Pasture’
5 18 0.25 0.98 14 4 25.0 ’Cropland/Grassland Mosaic’
6 16 0.35 0.985 20 4 25.0 ’Cropland/Woodland Mosaic’
7 19 0.15 0.96 12 3 20.8 ’Grassland’
8 22 0.10 0.93 5 3 20.8 ’Shrubland’
9 20 0.15 0.95 6 3 20.8 ’Mixed Shrubland/Grassland’
10 20 0.15 0.92 15 3 25.0 ’Savanna’
11 16 0.30 0.93 50 4 25.0 ’Deciduous Broadleaf Forest’
12 14 0.30 0.94 50 4 25.0 ’Deciduous Needleleaf Forest’
13 12 0.50 0.95 50 5 29.2 ’Evergreen Broadleaf Forest’
14 12 0.30 0.95 50 4 29.2 ’Evergreen Needleleaf Forest’
15 13 0.30 0.97 50 4 41.8 ’Mixed Forest’
16 8 1.0 0.98 0.01 6 9.0e20 ’Water Bodies’
17 14 0.60 0.95 20 6 29.2 ’Herbaceous Wetland’
18 14 0.35 0.95 40 5 41.8 ’Wooded Wetland’
19 25 0.02 0.90 1 2 12.0 ’Barren or Sparsely Vegetated’
20 15 0.50 0.92 10 5 9.0e20 ’Herbaceous Tundra’
21 15 0.50 0.93 30 5 9.020 ’Wooded Tundra’
22 15 0.50 0.92 15 5 9.0e20 ’Mixed Tundra’
23 25 0.02 0.90 10 2 12.0 ’Bare Ground Tundra’
24 55 0.95 0.95 0.1 5 9.0e20 ’Snow or Ice’
get the logarithmic wind profile equation:
u(z) =
u?
κ
ln
(
z
z0
)
(2)
According to this semi-empirical law, z0 is the height at
which the wind speed theoretically is zero, in neutral
stability conditions. The relationship is well described in
the literature (Stull, 1988; Arya, 2001)
Thermal inertia (λT ) is the resistance of a ma-
terial to temperature change. It can be mathemati-
cally expressed as (http://fas.org/irp/imint/docs/
rst/Sect9/Sect9_3.html):
λT =
√
K · ρ · c = ρ · c
√
k (3)
where c and ρ are the material specific heat capacity and
density respectively, term k is related to conductivity K
and is known as thermal diffusivity. k directly related to
the heat transfer rate across the boundary of two different
materials, for example between air and ground or between
different soil types (in the Land Surface Model).
From its definition, we can say that materials with
high λT show less temperature amplitude during a full
heating and cooling cycle (day heating and night cooling
process) than those with lower thermal inertia. For
example, thermal inertia is greater in sea than on land.
Also the large volume of asphalt, brick, concrete and
other materials give urban areas a low thermal inertia
than rural areas (Lam 2006). The units of thermal inertia
are [JK−1m−2s−1/2].
Soil moisture availability (M) is the ratio of actual
to potential evaporation, with values that range from 1.0
over water to a minimum of 0.02 over land where terrain
is barren or is sparsely vegetated. Bulk aerodynamic
relations for surface moisture flux states that:
(w′q′)s = Cqu(qs − q) (4)
where u and q are the wind and specific humidity near
the surface, 2 m for example, and Cq is a non-dimensional
exchange coefficient that can vary during a day by several
factors, such as stability. From this expression we can
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define potential evaporation as:
Epot = (w′q′)s = Cqu(q?s − q) (5)
where q?s is the saturation value, remember that q
? ≈
0.662e?(T )/p, where e?(T ) is the saturation vapour pres-
sure at the temperature T . Then evaporation can be
written as the part of this maximum potential evaporation
using M (Schmugge 1991).
E = M Epot (6)
As we seen, soil moisture availability is a major factor
controlling the amount of surface transpiration taking
place in the model. Therefore changing the soil moisture
availability is equivalent to changing the latent heat
flux in the surface energy budget, which also affects the
land-surface temperature (Lam 2006).
Albedo (α) is the fraction of solar energy (shortwave
radiation) reflected from the surface and it is a measure
of the reflectivity. The total shortwave radiation at the
surface will be:
RSN = R
↓
s −R↑s = R↓s − αR↓s = (1− α)R↓s (7)
where R↓s is simply the total downward solar radiation
reaching the surface at a given time and R↑s is the
reflected part of this radiation. The albedo is typically
lower in urban areas as a direct result as the use of
materials such as asphalt roadways. Albedo is even
lower at water surfaces and has greater values over snow
and ice surfaces. We will see it has a high impact on
the radiation balance over the surface together with
emissivity.
Emissivity() of a surface is its effectiveness in emit-
ting energy as thermal radiation. For Earth temperature
bodies this radiation is emitted at long wavelengths com-
pared to the sunlight. Thermal radiation or black body
radiation is governed by the Stephen-Boltzmann law. The
net absorbed longwave radiation at the surface is:
RLN = R
↓
L −R↑L = aσT 4a − sσT 4s (8)
where R↓L and R
↑
L are the upward and down-
ward longwave radiation at the earth surface,
σ = 5.67 · 10−8Wm−2K−4 is the Stephen-Boltzmann
constant, a and s are the air and surface emissivities
respectively and, Ta and Ts are the temperatures in
Kelvin. Typical values of emissivity for natural surfaces
range between 0.88 (urban) and 0.985 (Crop land) in the
USGS classification.
The net radiation RN reaching the surface will be:
RN = R
↓
S−R↑S+R↓L−R↑L = (1−α)S+σ(aT 4a−sT 4s ) (9)
From this expression we see that the radiation balance
is governed by the surface albedo and emissivity. This
is important because net radiation at the surface is one
of the inputs in the energy balance, which means that
turbulent fluxes of latent and sensible heat will be also
affected by these changes.
Surface heat capacity (C) is the measure of the
increase in thermal energy content or heat (Q) per degree
of temperature rise. It denotes the capacity of a material
to store heat. Mathematically it can be expressed as:
C =
δQ
δT
(10)
However it is more useful to define an specific calorific
capacity dividing C by the mass, c = C/m, which will
have units of J/kg−1K−1. Then, for example surfaces
with more heat capacity like a lake, will need more
time and more calorific energy from the sun in order to
increase their temperature during the day.
Understanding the energy budget equation (11)
is vital if we want to understand the physical process
governed by the previous parameters.
RN = QS +QL +Qg (11)
where RN is the net radiation that arrives at the surface,
QS and QL are the upward turbulent fluxes of sensible
and latent heat respectively and Qg is the inward heat flux
that penetrates into the ground. Whereas net radiation
is mainly determined by the albedo and emissivity of the
surface, latent and sensible heat fluxes are also influenced
by soil moisture availability in first instance, but also
by thermal inertia and heat capacity (remember that a
greater vertical gradient of temperature generates more
turbulence).
In summary, very complex processes take place at the
surface which interact all together. Because of that com-
plexity, meteorological models use physical parametriza-
tions to calculate all this fluxes in (11). In next section a
brief discussion of the WRF meteorological model method-
ology is exposed.
3. Surface fluxes parametrizations
The planetary boundary layer (PBL) is the part of
the atmosphere directly influenced by the presence of the
Earth’s surface, responding to superficial forcings such
as frictional drag, solar heating, and evapotranspiration
with a time scale of about an hour or less (Stull, 1988).
Turbulence, which is the main mechanism of mixing at
the PBL, is generated as a consequence of all these types
of forcing. The generated eddies can be as deep as the
PBL itself. Because turbulence is a sub-grid process, in
any meteorological numerical prediction model, the PBL
must be parametrized (Stull, 1988).
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Parametrizations of PBL are used in the physics mod-
ules part of the WRF model. They play a very important
role governing the turbulent fluxes of heat and moisture
in the PBL.
LU has an impact in the characterization of the
surface physical parameters via table I. This parameters
are used in the physics parametrizations of land surface
and surface layer models. The 3 modules that altogether
try to simulate the interaction between surface processes
and the lower atmosphere are: The land-surface model,
the surface layer and de PBL schemes. These 3 modules
are explained briefly below based on Skamarock et al.
(2008).
Land-surface model
The land-surface model (LSMs) gathers information
from the surface layer scheme (exchange coefficients),
the radiation scheme (radiative forcing) and from the
microphysics and convective schemes (precipitation
forcing) and calculates the surface heat and moisture
fluxes over land points and sea-ice points. PBL schemes
as later we will briefly discuss needs lower boundary
conditions, therefore the moisture and heat fluxes at the
lower level of the model are obtained from LSM. No
tendencies are provided from this model, nevertheless
land’s state variables (ground temperature, soil tem-
perature and moisture profiles, snow cover, etc.) are
updated periodically in the simulation. It is important
to know, that in LSM there is no horizontal interaction
between nearby grid points. Thus LSM can be viewed as
a one-dimensional model that acts on each WRF land
grid point. There exist various refinement degrees in
LSMs, which handle the calculation of heat and moisture
fluxes in multiple layers of the soil, including vegetation,
canopy processes and the snow-cover.
Surface layer schemes
The lowest part of the PBL wherein the turbulent
fluxes vary less than 10% of their magnitude is known
as the atmospheric surface layer (Stull, 1988). Within
surface layer meteorological variables experiment a sharp
variation with height, exhibiting the most significant ex-
changes of momentum, heat and moisture (Arya, 2001).
The proper formulation of surface layer processes, which
describes land-atmosphere interaction, is of vital impor-
tance in order to provide correct atmospheric evolution
by numerical models.
The first vertical level of the model is considered to
be within the surface layer, defined where the fluxes
are considered constant (in the model) and the shear
turbulence dominates over the buoyant production. In
other to allow LSMs to calculate the sensible (SH) and
latent heat (LH) fluxes at the fist level of the model,
surface layer scheme must compute friction velocities
(related to vertical momentum flux) and exchange
coefficients of heat and moisture. Furthermore, this
coefficients are also necessary in the PBL scheme that
uses them to calculate the surface stress. Surface schemes
do not provide tendencies, but give crucial information
about stability to the LSMs and PBL schemes. Because
LSMs do not compute surface fluxes over water areas,
these are calculated in the surface layer scheme itself.
Planetary Boundary Layer schemes
In the WRF model, the Planetary Boundary Layer
(PBL) scheme is the parametrization responsible of re-
solving the vertical turbulent fluxes (due to sub-grid-scale
eddy transports) not only within the PBL, but also in the
free atmosphere, over the whole column of the atmosphere.
While the vertical mixing is represented by these PBL
schemes, the horizontal diffusion is treated separately. As
previous mentioned, surface fluxes at the first level of the
model (lower boundary conditions) are provided by the
surface layer scheme (over water) and LSM (over land).
Turbulent fluxes of heat (latent and sensible) and
momentum height profiles within the convective boundary
layer (during day) and the stable layer (during night) are
determined by the PBL scheme. These profiles allow to
calculate the tendencies of moisture, temperature and
momentum at all the vertical levels of the model. The
assumption that the eddies are smaller that the model
grid space becomes less clear when the grid space is lower
than a few hundred meters. This is because the larger
eddies, such as thermals, can start to be resolved by the
dynamic part of the model, and a double count could
happen. For this reason, the scheme should be replaced
by a fully three-dimensional local sub-grid turbulence
scheme when that occurs.
II. METHODOLOGY
A. Adapting CLC to USGS land use categories
The first part of this master thesis is focused on
adapting the Corine Land Cover (CLC) database in order
to be used in WRF meteorological simulations. This
has been done by a process of reclassifying each CLC
category to the most similar one of USGS according to
the previous works of Pineda et al. 2004 (Table A.I).
They studied some physical parameters using satellite
data from the north eastern Iberian peninsula and they
have created a corresponding table between the two land
use datasets. This table is reproduced at the annex.
The steps to adapt CLC to the WRF format have
been:
1. Download the raster data on land cover
for the CLC2006 inventory from http:
//www.eea.europa.eu/data-and-maps/data/
corine-land-cover-2006-raster-3 with 100 m
horizontal resolution.
2. Change the projection of the raster file to WGS84,
used by WRF Preprocessing System (WPS). Addi-
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tionally we have cut out some of the area in order
to reduce the size of the file generated.
3. Reclassify the LU to USGS corresponding categories
using table of Pineda et al 2004 (Table A.I).
4. Convert the raster image to an ASCII file.
5. Rearrange the data and pass them to the WPS
binary format.
6. Put this binary file to the geog data directory
where the other WPS data is stored. Inside
geog data create an index of the header information
in ASCII file.
7. Finally we have to specify the directory of this
data at the GEOGRID.TBL and specify we want to
use that data in some of the simulation domains at
namelist.wps before running the WPS subprogram
geogrid.exe, which will generate the static data
files, which includes LU and height data.
B. Characteristics of simulation test
Once we adapt land use database we need to test it.
For this reason, we have simulated a 10 day period (only
9 days were used for statistical study) over the Eastern
Pyrenean valley of ’la Cerdanya’. This valley is a classic
glacial valley with the characteristic U shape and in first
approximation it is orientated in the NE-SW direction.
Its base is around 1000 meters altitude compared to sea
level and it is surrounded by mountain ranges with peaks
over 2000 meters by the South and the North sides, and
it is limited by the Segre strait to west and the plain of
Mont-Llu´ıs (1500 meters) to the east. That characteristics
make the lower part of the valley a zone where strong
thermal inversions can occur if the synoptic pattern is
favourable.
The choice of simulating this region is due to the
availability of observational data in this region. 39 sensors
were located at different altitudes in the two sides of
the valley and at its axis. The characteristics and more
information about these sensors will be discussed in the
next subsection. We have also decided to simulate a
summer period in order to avoid the snow coverage effect
that could interfere in the sensibility study of the land
use effects.
In this study, the WRF version 3.6.1 was selected for
the meteorological simulation. The WRF model (Ska-
marock 2008) is a mesoscale numerical weather prediction
system designed to serve both operational forecast and at-
mospheric research needs (Michalakes et al. 2011; Klemp
et al. 2007). The model configuration (Table II) consists
of four domains centred on the Cerdanya valley (Figure
1). Domains D1 (9 km), D2 (3 km) and D3 (1 km) are run
from 0000 UTC 01 August to 0000 UTC 11 August 2010
with output files saved every half-hour. A finer resolution
domain D4 (155 x 155, 0.5 km grid spacing) is nested from
domain D3 in one-way nesting, starting on 0000 UTC 02
August and finishing 9 days later. We have run this last
domain using the program ndown.exe, which is available
FIG. 1: Topography of the studied area, and nested model
domains D1, D2, D3 (top); D4 (bottom) with 9, 3, 1 and 0.5
km resolution respectively.
in the WRF installatiom. This program allowed us to
apply the boundary conditions every 30 minutes from the
domain 3 output files. Domain 4 (Figure 1, bottom) have
only been simulated for CLC land use dataset, because we
want to study the effect that a better horizontal resolution
has on complex terrain as we are running simulations in
the Pyrenees. All 4 domains are one-way nested, which
means only the outer domain provides lateral conditions
to the inner domain but not vice-versa.
In this work, the study and the analysis are focused
on domains D3 and D4. Domain D3 (1 km) is used to
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TABLE II: Model configuration options used for WRF simulations
D1 D2 D3 D4
Horitzontal grid: 9 km 3 km 1 km 500 m
Dimensions (x, y, z): (202, 202, 48) (202, 202, 48) (202, 202, 48) (155, 155, 48)
Time step: 27 s 9 s 3 s 0.75 s
Initial and boundary ERA-Interim reanalysis d3 external domain
conditions from ECMWF (every 6h) ndown (every 30min)
Simulated period From 0000UTC 01 August 2013 to From 0000UTC 02 Aug 2013 to
0000UTC 11 August 2013 0000UTC 11 August 2013
Radiation Dudhia scheme for short-wave radiation. RRTM for long-wave radiation.
Land surface NOAH land-surface model (4 subsoil layers)
Microphysics New Thompson graupel scheme
Cumulus Kain-Fritsch (new Eta) (only for d1)
PBL Yonsei University scheme (YSU) for PBL
Surface Layer MM5 similarity surface layer (revised Monin-Obuckov)
LU data sim 1. USGS USGS USGS -
sim 2. USGS CLC CLC CLC
compare the difference between two LU datasets since
their high resolution permits us to use the observational
data available. Domain D4(0.5 km) is compared with the
1km CLC simulation in order to study the topography
role. In the vertical, 48 sigma levels are used from the
ground up to 100 hPa for all the domains with the first
level 1.9 m above the surface, and the first 20 levels all
within the first 250 m. The time step for the simulations
are: 27 s (9 km), 9 s (3 km), 3 s (1 km) and only 0.75 s
for the highest resolution domain (0.5 km).
Initial and boundary conditions for domain 1 are taken
from the ERA-Interim reanalysis from ECMWF (Euro-
pean Center for Medium Weather Forecast), which is
presented as a gridded data set at approximately 0.125
degrees spatial resolution, which is interpolated from the
original 0.25 degree data, and 38 atmospheric levels. The
boundary conditions are forced every 6 h.
The Noah land surface scheme (Chen and Dudhia,
2001) is the land surface model used in this simulation.
This one-dimensional model consists of 4 layers to com-
pute temperature and moisture. The thicknesses of each
subsoil layer are 10, 30, 60 and 100 cm. The model takes
into account the vegetation categories, monthly vegeta-
tion fraction, and soil texture to evaluate the root zone,
evapotranspiration, soil drainage and runoff. This scheme
provides sensible and latent heat fluxes to the boundary-
layer scheme at land zones.
Also the revised MM5 similarity surface layer scheme
(Jimenez et al. 2012) have been used (new in WRF
3.6.1). It is based on the Monin–Obukhov similarity
theory (Obukhov 1946; Monin and Obukhov 1954) which
a widely physical theory used to compute the stability
dependent coefficients which together with land surface
model permits to calculate surface turbulent fluxes for
the PBL scheme.
For PBL we have chosen one of the most common, the
Yonsei University PBL (Hong, Noh and Dudhia 2006).
This PBL scheme has first order closure , which means
turbulent fluxes and variances are determined using ver-
tical gradients because there is not a Turbulent Kinetic
Energy (TKE) prediction equation. The entrainment is
made proportional to the surface buoyancy flux in line
with results from studies with large-eddy models (Noh
et al., 2003). The Critical bulk Richardson number of
zero is used to define the PBL top, so it is dramatically
dependent on the buoyancy profile (stability profile).
The physics package also includes the rapid radiative
transfermodel (RRTM) scheme for long-wave radiation
(Mlawer et al., 1997), the Dudhia scheme for short-wave ra-
diation (Dudhia, 1989), the new Thompson microphysics
scheme (Thompson et al., 2004), the Kain-Fritsch cumulus
scheme (Kain, 2004).
C. observational data: Cerdanya transects
The availability of the observational data is due to the
Meteorological Service of Catalonia , who together with
the University of Portsmouth (UK) is carrying out a cam-
paign that measures temperature and relative humidity in
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FIG. 2: Image of one of the equipment used to obtain the
observational data
FIG. 3: Localization of the 7 sensor transects at ’La Cerdanya’
valley. The transects go from the highest point to the bottom
of the valley, except for VAL transect which goes along the
valley axis, from SW to NE.
different parts of the valley. The main objective is to help
us to understand the mechanisms of thermal inversions
and to what extent climate change affects different high
altitudes and valley bottoms.
The basic equipment used to carry out the measures
are Hobo units which are manufactured by Onset. They
consist of a temperature sensor , a humidity sensor , a
battery and a storage system that allows to store data
every 30 minutes for more than a year.
Aiming the sensors to be protected from atmospheric
conditions (solar irradiance , precipitation , etc. ) they are
attached inside of a cylindrical PVC pipe about 40 cm, and
have been installed at a standard height of approximately
1.5 meters above ground in the canopy of evergreen trees,
facing to the north and with an inclination of 45 degrees.
We can see an image of one of this sensors in figure 2.
The sensors are grouped in 8 transects, 7 of them go
from up mountains to the valley bottom, and 1, named
Val, goes through the valley axis. In figure 3 we can visu-
alize the location of each sensor and their corresponding
transect code.
III. RESULTS
The study focuses on a 9 day period during the August
2013. The first day of the simulation is not included
for spin-up reasons. The synoptic situation over the
Iberian Peninsula and the Pyrenees can be described in
3 time periods. The first period goes from 2nd to 6th
August, during this period an area of high pressure was
situated over central Europe and a low located in the
north Atlantic helped to develop a heat wave over the
Iberian Peninsula with temperatures well above 20◦C
at 850hPa. The second period goes from 7th to 8th
August and is dominated by the passage of mid and
upper level trough. During this period the temperatures
experimented a clear decrease tendency but very few
precipitation was registered in the zone with some clouds
intervals. After the passage of this trough fair weather
is recovered and temperatures raised till the 10th when
our simulation ends. Then the majority of days were
dominated by clear skies.
The analysis of the results will be done in two different
methodologies. First a physical interpretation using some
of the data of transects at la Cerdanya is done. We have
focused on two main effects that alter our results: land
use effect and topography resolution. Then, first we will
analyse 2 examples in which the changes in temperature
and humidity are due to change in land use type. Secondly,
two more examples are analysed, where we observe a
better performance of the model due to a better resolution
of the relief.
The second methodology will try to evaluate general
model performance from the statistical analysis using
observational data from the transects. Finally a similar
methodology have been applied but using data from mete-
orological automatic stations at Catalonia from the ’Xarxa
d’Estacions Meteorologiques Automa`tiques’ (XEMA) to
validate the results from domains 3 (1km) and 2 (3km).
A. Land use sensibility: some examples
First of all, we have represented LU INDEX variable
from WRF output files for the two experiments, CLC
and USGS. This variable gives us an integer number that
corresponds to the dominant LU category at each grid
point of the domain. We can see the result on figure 4,
where significant changes are observed. We first notice
that CLC LU dataset seems to be more near to reality
distribution so we can clearly distinguish the valley area.
In addition USGS have less diversity and for example do
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FIG. 4: Image LU index at each grid point at ’La Cerdanya’
valley in the two experiments: USGS (top) and CLC (bottom).
Horitzontal resolution: 1x1 km (D3).
not have any urban grid points for this domain at the
zone of ’La Cerdanya’ valley.
Going into detail, at domain 4 urban (LU category 1)
area changes form 0% at USGS to 0.9% at CLC simula-
TABLE III: Height and Land use index for each transect point
and for the different simulations.
Height (m) LU INDEX
500x500 m CLC CLC USGS
sensor code real 1x1 km smoothed 1x1 km 500x500 m 1x1 km
Cad1 2228.9 1771.0 1970.6 14 7 5
Cad2 1953.8 1436.1 1653.7 14 14 10
Cad3 1703.8 1308.2 1510.6 9 14 10
Cad4 1451.5 1170.2 1287.7 9 9 2
Cad5 1221.5 1062.2 1143.0 6 9 11
Eyne1 2282.5 2066.5 2093.9 14 14 2
Eyne2 2050.8 1810.9 1964.1 14 14 2
Eyne3 1846.3 1810.9 1849.2 14 14 2
Eyne4 1668.0 1754.8 1718.3 14 2 2
Font0 2381.1 2230.0 2289.6 7 7 5
Font1 2095.1 1998.3 2120.9 14 14 2
Font2 1836.2 1582.1 1658.6 14 14 2
Font3 1610.3 1816.2 1784.3 14 7 2
Font4 1318.8 1202.6 1244.0 9 7 2
Font5 1033.8 1136.1 1203.1 7 9 2
Lles1 2334.4 2568.1 2470.4 7 7 7
Lles2 2078.2 2143.4 2066.9 14 14 7
Lles3 1830.9 1977.8 1826.3 14 9 15
Lles4 1588.5 1811.0 1666.1 14 14 15
Lles5 1306.5 1281.8 1301.8 9 9 15
Mal1 2361.1 2380.0 2380.0 9 9 7
Mal2 2099.6 2160.3 2107.8 7 7 2
Mal3 1847.0 1941.7 1953.1 7 9 2
Mal4 1585.1 1698.7 1652.0 9 9 2
Mal5 1320.0 1309.0 1286.0 9 9 2
Mas1 2484.4 2187.3 2238.8 7 7 3
Mas2 2123.9 1921.3 1974.3 14 14 2
Mas3 1753.1 1579.4 1710.6 14 14 11
Mas4 1410.1 1305.9 1389.8 9 14 2
Mas5 1212.1 1266.5 1203.8 9 9 2
Rom1 2104.7 2020.4 2079.9 14 9 15
Rom2 1789.6 1934.8 1845.1 7 7 15
Rom4 1540.1 1623.7 1584.4 1 1 2
Rom5 1365.7 1494.2 1471.1 7 2 2
Val1 738.9 966.8 834.9 2 11 15
Val2 912.9 1188.3 1064.4 2 6 2
Val3 1015.3 1123.1 1056.5 3 3 15
Val4 1109.0 1081.3 1089.9 6 6 2
Val5 1265.5 1390.8 1301.7 7 6 2
tion. Another important change is the ’Dryland Cropland
and Pasture’ (LU category 2) that changes from 24% in
USGS to only 5% in CLC. Forest area also experienced
significant changes, for example, ’Evergreen Needleleaf
Forest’ (category 14) represents only an area of 6% in
USGS and approximately 25% in CLC at this zone, which
seems much more near to reality. Mixed forest (category
5) then reduces from 14% to 7% and ’Wooded tundra’
(category 21) which is present in USGS disappears com-
pletely in CLC. Contrary ’Barren or Sparsely Vegetated’
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FIG. 5: Temperature, relative and specific humidity at 2 m at Mal5 transect point. Observation (grey), CLC (red) and USGS
(blue) at the domain 3.
(category 19) terrain goes from 0% to more than 11%.
This seems to be more real, because alpine prairie which
dominates in high altitudes areas at the Pyrenees is not
at all like wooded tundra, which have a similar water heat
capacity according to table I.
Even thought, no transect point is located at such
high places classified as this last category, the low thermal
inertia of category 19 compared to category 21 brings as
to suspect that higher temperatures will be reached in
CLC simulation than in USGS. Also the new urban area
at CLC suggest some impact at those places, since they
have very different physical proprieties. A more detailed
description of all the physical parameters over this zone
can be seen at Figure A1 at the annex section.
From table III, we have selected 2 examples to illus-
trate the influence of the change in LU. Even though LU
affects the entire domain and not only acts locally because
of advection, in these two examples we can study some
of the effects. We have chosen this points after analysing
where the changes could have a greater impact according
to changes in parameters at table I.
The first point selected is Mal5. This point is located
at 1320 m above the sea level (m.a.s.l.) and domain 3
sees it at 1309 m, so no altitude effects should affect this
analysis. At this point, LU has changed from category
2 (Dryland Cropland and Pasture) to category 9 (Mixed
Shrubland/Grassland) which has drier characteristics for
example (see it in table I). In figure 5 we can see the
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FIG. 6: Latent heat flux (LH) and sensible heat flux (SH)
at the surface at Mal5 transect point. CLC (red) and USGS
(blue) at the domain D3.
FIG. 7: Skin temperature at Mal5 transect point. CLC (red)
and USGS (blue) at the domain D3.
evolution of temperature, relative humidity and specific
humidity at 2 meters above the surface for D3. In these
graphics are represented, observational data (grey) and
the two simulations (CLC in red and USGS in blue). Here
we don’t want to see the influence of a better horizontal
resolution, so no line for the domain D4 is drawn.
Analysing temperature values we first see that CLC
simulation obtains higher temperatures that USGS during
day and night. Any of the two simulations does not obtain
good values for the daily maxima, which is 4 degrees
Celsius lower than the observed one for this point.
CLC also obtains lower values of specific and relative
humidity. This is because LU category 9 has lower soil
moisture potential availability (M), which means lower
evaporation is taking place at the surface. A physical value
which is directly related to evaporation at the surface is
the latent heat flux . We don’t have observational data
of this flux but it can help us to see the big effect LU
type can have on this flux, which also alters all the energy
balance. In figure 6, latent heat flux (LH) and sensible
heat flux (SH) is represented for this point and for CLC
and USGS simulations.
We clearly see that for CLC simulation maximum val-
ues of LH are much lower than USGS and that on the
contrary SH values are higher in the CLC. The greater val-
ues of sensible heat during the midday hours is supposed
to be a consequence of the energy balance equation (11)
which states that locally at the surface the total energy
is maintained.
Another variable that can be looked is the skin tem-
perature (Ts), which is very related with thermal inertia
and also with albedo and emissivity of the surface. Skin
temperature is plotted in figure 7. Higher values dur-
ing the day for CLC simulation are observed because of
the lower thermal inertia that LU category 9 has. More
than 5 degrees Celsius above USGS simulation. This fact
also can explain why 2 meter temperature is higher also
in CLC. It also explains why CLC has greater SH than
USGS, because SH is also experimentally proportional to
the vertical temperature gradient.
At Rom4, transect point is located in the northern
part of the valley at 1540 m.a.s.l. . In this case LU cate-
gory has changed from 2 (Dryland Cropland and Pasture)
in USGS to 1 (urban) in CLC. This is the only transect
point where we have data in ’la Cerdanya’ with urban
LU according to CLC database. As we have introduced
earlier in this work, urban areas have very different char-
acteristics. Similar than in the previous example figure
8, shows us temperature and humidity evolutions at 2 m
above the ground.
The first thing we see is that CLC in general gives
higher values of temperature and lower values of humidity
than USGS at this point. This is due to the lower thermal
inertia of urban LU and lower moisture availability. In
fact urban LU acts as if no evaporation was possible and
all the humidity observed is due the advection. Then we
see that maximum differences in specific humidity (q) are
observed during daytime, when evaporation takes place.
In figure 9 we see almost no evaporation taking place
at the surface for CLC simulation. Consequently CLC
simulation presents a higher sensible heat in order to
accomplish the energy balance. In contrast, very low
values of SH are observed in USGS compared with the
corresponding LH values.
As we have done before, we can take a look on other
values not mesured by our sensors, but that are most in-
fluenced by changes in LU. Skin temperature and friction
velocity (u?) have been represented in figure 9.
Skin temperature is higher in CLC as we have antici-
pated, due lower thermal inertia of urban surfaces. Also
we can relate this higher difference between the surface
and the 2 meter temperature with the higher sensible
heat in the CLC simulation.
Urban areas also present a greater surface roughness
(see Table I). Higher z0 means lower wind near the surface,
so a greater shear is observed during the daytime hours.
We can see some consequences if we plot the time evolution
of some variable related with the vertical momentum flux
which is the originated by the wind shear, as friction
velocity is. Friction velocity is expressed mathematically
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FIG. 8: Temperature, relative and specific humidity at 2 m at Romtransect point. Observation (grey), CLC (red) and USGS
(blue) at the domain 3.
as:
u?
2 =
(
(w′u′s)2 + (w′v′s)2
)1/2
(12)
In numerical models such in WRF, the value of u?
is parametrized via similarity theory in the surface layer
scheme. So from the qualitative interpretation above in
figure 10 we see CLC presents higher values of fiction
velocity as we should expect, because more roughness is
the same as more wind shear near the surface.
Higher values of u? can also be attributed to convec-
tion processes. The greater skin temperatures in CLC
simulation force convection, which is a mechanism of ver-
tical momentum transport. Sensible heat flux can be also
interpreted as a measure of convection during daylight
hours.
B. Topography sensibility: some examples
CLC database has a resolution of approximately 100
meters, so we can use that advantage to increase horizontal
resolution in our model in order to better represent the
topography. This can have important impacts especially
since we are in an area of complex terrain. Therefore,
magnitudes near the surface such as temperature and
humidity will be better resolved. However, the good
representation of the topography leads to steep slopes that
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FIG. 9: Latent heat flux (LH) and sensible heat flux (SH) at
the surface at Rom4 transect point. CLC (red) and USGS
(blue) at the domain 3.
FIG. 10: Skin temperature and friction velocity at Rom4
transect point. CLC (red) and USGS (blue) at the domain 3.
are a limitation for numerically resolving the equations
with the terrain-following sigma coordinates.
In this part two more examples are analysed. In figure
11 we can see the error in topography made in domain
D3 and in domain D4 with smoothed relief. This smooth-
ing have been done in order to avoid possible instability
divergence errors as said before that normally arise in
our simulation if there is slopes of more that 45◦ at many
points (Arnold et al. 2012). As illustrated in figure 11
the error in the domain is reduced significantly despite
this smoothing. From table III two data points have
been chosen, one at the bottom of the valley (Val4) and
another with great height error in domain 3 and with
FIG. 11: Image of topography error in meters. Top: domain
D3 (1km) and Bottom: domain D4 (500m somoothed)
no land use change between CLC-1km and CLC-500m
(Cad2) in order to illustrate the improving.
The first point we are going to analyse is Cad2. This
transect point is located at the south-eastern part of the
valley, at an altitude of 1953.8 meters. In the domain D3,
1 km of horizontal resolution, the model altitude is 1436.1
m at this point, which is an error of more than 500 m.
Instead, in domain D4, 0.5 km of horizontal resolution,
the model altitude is 1653.7 m, reducing the error up to
only 300 m.
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FIG. 12: Temperature, relative and specific humidity at 2 m at Cad2 transect point. Observation (grey), CLC-1km (red),
CLC-500m (yellow) and USGS-1km (blue).
Time evolution of temperature is much better rep-
resented in the domain D4 than in domain D3 (figure
12). Very few differences are observed between CLC and
USGS simulation in the domain D3. Then, we can say
that the overestimation of maximum temperature values
are consequence of the lower altitude in the 1 km resolu-
tion domain. For humidity few or any improvement can
be seen from Figure 12. There is no LU important change
that can alter substantially evaporation processes.
Furthermore, we can observe that during 7th and 8th
of August, during the passage of the trough and therefore
a cold air advection at mid and high levels, temperature
is very overestimated in the 1km horitzontal resolution
domain, whereas a good improvement can be seen in
domain D4. This is clearly attributed to the lower error
in altitude at this point.
Now we analyse Val4 transect point, located on the
center of the valley at 1109 m. In fact this point corre-
spond to the automatic weather station of Das. In the
domain D3 the altitude of this point is 1081.3 m and in
domain D4 is 1089.9 m, so no big error is made in either
of the two domains.
Looking at observed temperature curve (figure 12) we
shall see that this is a place where strong inversion takes
place. The two experiments in domain D3 are not able
to capture this strong inversion during any of the days.
Otherwise domain D4, with better topography resolution
has been able to partially reproduce this phenomena which
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FIG. 13: Temperature, relative and specific humidity at 2 m at Val4 transect point. Observation (grey), CLC-1km (red),
CLC-500m (yellow) and USGS-1km (blue).
is very related to the topography, specially in complex
terrain. Maximum values are not improved because they
depend on other factors, for example land use as we seen
above.
Relative humidity is directly related to temperature,
because colder air can hold less water vapour that hot
air. Then a better performance of the model in minimum
temperatures implies also higher relative humidities at
night, that can lead to saturation of water vapour, forming
fog. For specific humidity the results are less clear, there
are some intervals like night from 2nd to 3rd August or
from 9th to 10th where the domain D4 give better results,
but this is not general and a statistical analysis must be
done.
This is an example of a case where the improvement
of the model in changing the horizontal resolution is not
directly related to local lower altitude error, but it is a
consequence of a better resolution of the whole domain.
Night inversion is a process that highly depends on the
terrain morphology, which determines where cool pools
are formed (Miro´ et. al 2010).
C. Model evaluation: domains D3 and D4 from
transect data
The statistical parameters that will be used to
describe the model performance of temperature, relative
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TABLE IV: Statistic parameters comparison of temperature (T), relative humidity (U) and specific humidity (q) for the average
values over all the observation sites and for the 3 different experiments.
T (◦C) U (%) q (g kg−1)
USGS CLC CLC USGS CLC CLC USGS CLC CLC
1 km 1km 500m 1 km 1km 500m 1 km 1km 500m
MB -0.375 -0.161 -0.067 -3.678 -5.201 -5.266 -1.059 -1.201 -1.171
RMSE 2.722 2.655 2.599 17.489 17.323 17.034 2.220 2.246 2.162
correlation 0.857 0.920 0.887 0.489 0.584 0.608 0.472 0.599 0.588
humidity and specific humidity at 2 m are:
Mean bias(MB): Is the mean of all differences be-
tween the model (Pi) and the observed value(Oi). This
differences can be averaged over a time period at a point
and over different points. Here N is the total of values
that are used to calculate MB.
MB =
1
N
∑
i
(Pi −Oi) (13)
mean bias give us an idea of the general deviation of the
model. If MB > 0 the model tends to overestimate and
if MB < 0 it underestimates the values observed.
Root mean squared error (RMSE): Is defined
by equation 14. It gives us an idea of the model absolute
deviation.
RMSE =
√∑
i(Pi −Oi)2
N
(14)
Correlation coefficient (r): It is a measure of the
correlation. The model correlates with observation if their
value is near 1.
r =
∑
i(Pi − P )(Oi −O)√∑
i(Pi − P )2
∑
i(Oi −O)2
(15)
Using these 3 statistic parameters we have evaluated
our simulations. First using the transect data at ’La
Cerdanya’ we have evaluated domain 4, also named CLC-
500m, and the two simulations in domain 3, USGS-1km
and CLC-1km. The values are presented in table IV and
are the result of averaging over all time (9 days) and
all data points (39 data sensors).Specific humidity (q) is
not registered at the sensors, so it has been calculated
from model pressure values using some empirical formulas
which can introduce small error.
In this table we see that USGS in general tends to
underestimate the temperature values. Meanwhile, CLC-
1km and CLC-500m simulations have improved the results
because a near to zero value is achieved. Because mean
bias is not an absolute measure of the model dispersion
we have to calculate RMSE, which gives us an idea of this
dispersion. From table IV we can see that CLC-500m is
the simulation that obtains the best results. When we
analyse the correlation CLC-1km is the best experiment,
this is because CLC-500m presents more fluctuations that
not always correlates with the observational data.
For relative humidity (U) a mean bias of -3.678% is
observed in USGS if we average over all the data transect
points at ’la Cerdanya’ valley. The two CLC simulations
tend to underestimate more than USGS. RMSE best value
is for CLC-500m. Also CLC-500m is what better corre-
lates with observation, not far form CLC-1km. Specific
humidity (q) is also underestimated in all the simulations
and have lower values on the two CLC simulations. In
this case, RMSE is better for CLC-500m and CLC-1km
is the one that better correlates.
The lower values of humidity for CLC can be at-
tributed that in general there are lower values of moisture
potential availability in the CLC LU database. We can
see it in the appendix (Figure A1). This lower values of
M are responsible for lower evaporation. Even though,
better correlation is observed, which indicates that the
distribution should be more precise and near to reality.
For more detail, in the appendix (Tables A.II, A.III
and A.IV) we can find the same parameters but calculated
for each transect point and averaged over time. It is
interesting to have a quick look over those points we
analysed qualitatively in the previous two subsections.
For temperature (T) we can see that on all cases CLC-
1km or CLC-500m are the simulations that give us the
best results. In the case of humidity the results are less
clear as we have already seen in the general case. What
is clearly observed in all the cases is the improvement in
the correlation in CLC simulations.
D. Model evaluation: domains D2 and D3
evaluated with XEMA
Using domains D2 and D3 (table II) we evaluate USGS
and CLC for a wider region. Observational meteorolog-
ical data from Catalonia Meteorological Service (SMC)
XEMA stations is available for the entire Catalonia region.
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FIG. 14: Image LU index at each grid point in the two experi-
ments: USGS (top) and CLC (bottom). Horitzontal resolution:
1x1 km (D3). Points indicate the location of XEMA stations
Statistical analysis have been done using the same param-
eters we have use to evaluate the model in la Cerdanya
valley. In this case we also included the wind velocity at
10 m.
FIG. 15: Image LU index at each grid in the two experiments:
USGS (top) and CLC (bottom). Horitzontal resolution: 3x3
km (D2). Points indicate the location of XEMA stations
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Before starting to discuss the obtained results, we can
analyse quickly how this two domains changed their LU
INDEX distribution (figures 14 and 15). The first thing
we see is that urban areas experienced an increase, for
example in D3 it changes from near 0 to a 2% in CLC
simulation. ’Dryland Cropland and Pasture’ which in
USGS LU database is the most abundant LU category
decreases from 36% to only 15% of the area. On the
other hand, ’ Cropland/Woodland Mosaic’ a LU category
which includes large areas of fruit trees and vineyards
have appeared in CLC with more than 17% of the area,
whereas in USGS occupies less than 2%. ’Mixed forest’
also decreases in favour of ’Evergreen Needleleaf Forest’
which better represents the larger areas of pine forest in
the interior of Catalonia. Finally, more ’Irrigated Crop-
land and Pasture’ is distinguished in CLC, an increase of
more than a 2% of the area respect USGS.
The same area analysis can be done for domain D2 (3
km), but similar effects than in domain 3 are found. In
general, CLC land use data seems to better represent the
nowadays land coverage.
Starting at domain 3, at table V we can see the results
obtained. In general no great improvement is observed in
the CLC simulation. Temperature is more overestimated
in the CLC simulation and relative humidity is also more
underestimated than USGS simulation. Values of RMSE
and correlation coefficient are similar in both simulations
for temperature and relative humidity. Wind speed is
overestimated in the two simulations, but CLC obtains
lower values that USGS. RMSE for wind speed is also
lower for CLC and better correlation is observed. Even
though statistical values for wind speed are far from the
values we should want to expect, this is because very few
wind was registered during these days.
Simulations using CLC obtained higher values of tem-
perature can be attributed to the greater extent of urban
LU category over the entire domain, among other factors.
Although only two observational sites are located in a
pixel where the model sees urban LU in D3, advection
form adjacent zones or even from domain D2 via lateral
boundary conditions can have a great impact in those
temperatures. Humidity and wind speed values can also
be explained considering more urban area, because urban
zones have grater roughness length (z0) which implies less
wind near the ground and lower moisture availability (M)
which implies less evaporation during midday hours and
therefore less water vapour.
We can use the entire available data of XEMA meteo-
rological stations in order to evaluate the model output
values in domain D2. Table VI is the equivalent of table
V but considering data from domain D2. Here, in general
CLC performs better. As before, temperatures are higher
in CLC,as MB is positive. Unlike before relative humidity
has higher values in CLC than USGS simulation. Wind
speed has lower values in CLC, but the two simulations
tend to overestimate this variable, MB is positive in both
simulations. RMSE and correlation values present better
performance for all the 3 variables in the CLC simulation.
TABLE V: Statistics comparison of temperature, relative hu-
midity (U) and wind speed (M) for the average values over all
the observation sites in domain 3.
T (◦C) U (%) M (m s−1)
USGS CLC USGS CLC USGS CLC
MB 0.255 0.413 -1.732 -2.597 1.699 1.611
RMSE 2.378 2.373 15.366 15.340 2.514 2.435
COR 0.905 0.916 0.726 0.736 0.236 0.250
TABLE VI: Statistics comparison of temperature, relative
humidity (U) and wind speed (M) for the average values over
all the observation sites in domain 2.
T (◦C) U (%) M (m s−1)
USGS CLC USGS CLC USGS CLC
MB -0.062 0.165 -1.241 -0.095 1.726 1.560
RMSE 2.399 2.278 14.203 13.485 2.468 2.295
COR 0.873 0.884 0.730 0.745 0.327 0.330
TABLE VII: Stadistics comparison of temperature, relative
humidity (U) and wind speed (M) for the average values over
all urban observation sites in domain 2.
T (◦C) U (%) M (m s−1)
USGS CLC USGS CLC USGS CLC
MB -0.750 0.095 9.071 3.791 0.643 0.290
RMSE 1.953 1.872 13.752 10.991 1.498 1.178
COR 0.776 0.777 0.629 0.653 0.395 0.468
More urban area is specified in CLC simulation. Urban
areas can have a really important impact on the simulation
results as he have seen at Rom4 tranesct point at ’la
Cerdanya’. Therefore we should think that the extensive
urban area in the CLC dataset is one of the important
factors leading to CLC better results. For this reason, we
think is interesting to validate the model only on those
stations where urban LU is specified.
CLC give much better results in these places (Table
VII). Higher temperatures, lower relative humidities and
lower wind speeds are observed compared with USGS.
Mean bias values are much closer to 0 in CLC than USGS.
Furthermore, RMSE values present good improve for all
the 3 meteorological variables. Here no big differences of
correlation are observed between the two simulations for
temperature and relative humidity. On the other hand,
wind correlation is much more appropriate in CLC.
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IV. SUMMARY AND CONCLUSIONS
In this study, we have adapted CLC (Corine Land
Cover) 2006 database to be used in WRF, a three-
dimensional mesoscale atmospheric model, using a reclassi-
fying procedure based on previous works. This permitted
us to increase the horizontal resolution of LU database
and update the LU distribution in order to better repre-
sent the territory characteristics that may have changed
in recent years.
We have compared near surface atmospheric variables,
such as temperature and humidity from a simulation of 10
day period and using the two land use data sets (USGS
and CLC) with observational data at ’la Cerdanya’. Those
variables are directly influenced by superficial forcing
which are basically governed by the physical parameters
that characterize each LU category.
Local analysis showed how these changes, which mod-
ify the radiative and energy balance, impact on superficial
fluxes of latent and sensible heat. Besides, skin temper-
ature and friction velocity (related to vertical flux of
momentum) have also experienced significant changes in
those points where LU category changed significantly.
Horizontal resolution had become an important issue
when we had tried to simulate the atmospheric behaviour
in complex terrain zones. Two main effects have been
analysed: local altitude error and cool pool formation at
the bottom of the valley. Our results clearly improved
using finer grid spacing.
Statistical validation of temperature, humidity and
wind velocity showed that CLC give better results than
USGS does. In general, CLC simulation obtains higher
values of temperature and lower values of humidity than
USGS. Wind speed is always overestimated, but is better
forecasted using CLC dataset. In addition, CLC showed
better statistical results in RMSE and correlation values
using all observational data.
Because CLC data contains more urban area than
USGS, statistical parameters have substantially improved
in stations were urban LU is specified. Urban surface
characteristics obtains higher temperature and lower hu-
midities in CLC simulations.
Therefore, we can be sure that using the appropriate
LU datasets is necessary if we want to improve numeri-
cal weather simulations and enhance weather forecasting
capability.
Finally, taking into account that meteorological fields
are one of the main inputs of photochemical models, used
in air quality simulations, one future job is to see how
the changes in LU data affects the concentration fields of
pollutants. For example, the correct simulation of diurnal
variations of the flow field and the PBL height are very
important factors in such models and a better performance
should be expected as previous works suggested.
Acknowledgments
I would like to express my gratitude to my supervi-
sor Dr. Maria Rosa Soler for the useful comments and
remarks through the learning process of this master thesis.
Furthermore I would like to thank Mireia Udina for her
guidance, supervision, and for sharing all her knowledge
with me as well for her big support during all this period.
Also, I like to thank Miriam Olid, for all her patience
and advice during this time.
I thank the Meteorological Service of Catalonia (SMC)
for giving me access all observational data in this work.
Last but not least, I am grateful for the support from
my family and university collages.
Arnold, D. Morton, D. Schicker, I. Seibert, P. Rotach, M.
Horvath, K. Dudhia, J. Satomura, T. Mu¨ller, M. Za¨ngl,
G. others (2012) High Resolution Modelling in Complex
Terrain. Report on the HiRCoT 2012 Workshop, Vienna,
21-23 February 2012.
Arya, P. S. (2001). Introduction to micrometeorology (Vol.
79). Academic press.
Cheng, F. Y., Hsu, Y. C., Lin, P. L., & Lin, T. H. (2013).
Investigation of the effects of different land use and land
cover patterns on mesoscale meteorological simulations
in the Taiwan area. Journal of Applied Meteorology and
Climatology, 52(3), 570-587.
Cheng, F. Y., & Byun, D. W. (2008). Application of high
resolution land use and land cover data for atmospheric
modeling in the Houston–Galveston metropolitan area,
Part I: Meteorological simulation results. Atmospheric
Environment, 42(33), 7795-7811.
Civerolo, K. L., Sistla, G., Rao, S. T., & Nowak, D. J.
(2000). The effects of land use in meteorological mod-
eling: implications for assessment of future air quality
scenarios.Atmospheric Environment, 34(10), 1615-1621.
Civerolo, K., Hogrefe, C., Lynn, B., Rosenthal, J., Ku, J. Y.,
Solecki, W., ... & Kinney, P. (2007). Estimating the effects
of increased urbanization on surface meteorology and
ozone concentrations in the New York City metropolitan
region. Atmospheric environment, 41(9), 1803-1818.
Chen, F., & Dudhia, J. (2001). Coupling an advanced land
surface-hydrology model with the Penn State-NCAR MM5
modeling system. Part I: Model implementation and sen-
sitivity. Monthly Weather Review, 129(4), 569-585.
Dudhia, J., 1989: Numerical study of convection observed
during the winter monsoon experiment using a mesoscale
two-dimensional model, J. Atmos. Sci., 46, 3077-3107.
Grossman-Clarke, S., Zehnder, J. A., Stefanov, W. L., Liu,
Y., & Zoldak, M. A. (2005). Urban modifications in a
mesoscale meteorological model and the effects on near-
surface variables in an arid metropolitan region Journal
of Applied Meteorology, 44(9), 1281-1297.
Hong, S. Y., Noh, Y., & Dudhia, J. (2006). A new vertical dif-
fusion package with an explicit treatment of entrainment
processes. Monthly Weather Review, 134(9), 2318-2341.
Jime´nez, P. A., Dudhia, J., Gonza´lez-Rouco, J. F., Navarro,
Ma`ster de Meteorologia 19 Universitat de Barcelona, Curs 2014-2015
Land use influence in WRF model Bernat Jime´nez Esteve
J., Monta´vez, J. P., & Garc´ıa-Bustamante, E. (2012). A
revised scheme for the WRF surface layer formulation.
Monthly Weather Review, 140(3), 898-918.
Kain, J. S. (2004). The Kain-Fritsch convective parameteri-
zation: an update. Journal of Applied Meteorology, 43(1),
170-181.
Lam, J. S. L., Lau, A. K. H., & Fung, J. C. H. (2006).
Application of refined land-use categories for high reso-
lution mesoscale atmospheric modelling.Boundary-layer
meteorology, 119(2), 263-288.
Mlawer, E. J., Taubman, S. J., Brown, P. D., Iacono, M.
J., & Clough, S. A. (1997). Radiative transfer for inho-
mogeneous atmospheres: RRTM, a validated correlated-k
model for the longwave.Journal of Geophysical Research:
Atmospheres (1984-2012), 102(D14), 16663-16682.
Miro´, J. R., & Page`s, M. (2010, September). Cold-air pool
detection tools in the Pyrenees valleys. In 14th Conference
on Mountain Meteorology.
Monin, A. S., & Obukhov, A. (1954). Basic laws of turbulent
mixing in the surface layer of the atmosphere. Contrib.
Geophys. Inst. Acad. Sci. USSR, 151, 163-187.
Noh, Y., Cheon, W. G., Hong, S. Y., & Raasch, S. (2003). Im-
provement of the K-profile model for the planetary bound-
ary layer based on large eddy simulation data.Boundary-
layer meteorology, 107(2), 401-427.
Obukhov, A. M. (1946). Turbulence in the atmosphere with
inhomogeneous temperature. Trudy geofiz. inst. AN SSSR,
1.
Pineda, N., Jorba, O., Jorge, J., & Baldasano, J. M. (2004).
Using NOAA AVHRR and SPOT VGT data to estimate
surface parameters: application to a mesoscale meteoro-
logical model. International Journal of Remote Sensing,
25(1), 129-143.
Schmugge, T. J., & Andre´, J. C. (Eds.). (1991).Land surface
evaporation: measurement and parameterization. Springer
Science & Business Media.
Skamarock, W. C., Klemp, J. B., Dudhia, J., Gill, D. O., &
Barker, D. M. (2005). fCoauthors, 2008: A description
of the Advanced Research WRF version 3. NCAR Tech.
Note NCAR/TN-4751STR.
Stull, R. B. (1988). An introduction to boundary layer me-
teorology (Vol. 13). Springer Science & Business Media.
Thompson, G., R. M. Rasmussen, & K. Manning, 2004: Ex-
plicit forecasts of winter precipitation using an improved
bulk microphysics scheme. Part I: Description and sensi-
tivity analysis. Montly Weather Review, 132, 519–542.
Ma`ster de Meteorologia 20 Universitat de Barcelona, Curs 2014-2015
Land use influence in WRF model Bernat Jime´nez Esteve
V. APPENDIX: TABLES AND FIGURES
Surface albedo (α) in % Surface emissivity () in ×100%
Soil moisture availability (M) in ×100% Roughness length (z0) in cm
Thermal inertia (λT ) in 4.184× 102Jm−2K−1s−1/2 Surface heat capacity (C) in ×105Jm−3K−1
FIG. A1: Spacial distribution over ’La Cerdanya’ valley zone of the 6 physical parameters of LANDUSE.TBL for the USGS and
CLC LU datasets. Horitzontal grid resolution is 1x1 km.
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TABLE AI: USGS LU categories and the equivalence USGS categories (from Pineda et al. 2004)
CLC Category description USGS USGS Categ. Description
1-11 Urban 1 Urban and BuiltUp Land
12 Non-irrigated arrable land 2 Dryland Cropland and Pasture
13 Permanently irrigated land 3 Irrigated Cropland and Pasture
14 Rice fields 3
15 Vineyards 6 Crops/Wood mosaic
16 Fruit Trees and berry Plantations 6
17 Olive Growes 6
18 Pastures 2 Dryland Cropland and Pasture
19 Annual Crops & Permanent Crops 6 Crops/Wood mosaic
20 Complex cultivation patterns 6
21 Mixed Agriculture & Natural Vegetation 6
22 Agro-Foresty Areas 6
23 Broad-Leaved Forest 11 Delicious Broadleaf Forest
24 Coniferous forest 14 Evergreen Needleleaf Forest
25 Mixed Forest 15 Mixed forest
26 Natural Grassland 7 Grassland
27 Moors & Heathland 9 Mixed Shrubland/Grassland
28 Sclerophyllous Vegetation 9
29 Transitional Woodland-Shurb 9
30 Beaches, Dunes & Sand plains 19 Barren or Sparcely Vegetated
31 Bare rock 19
32 Sparsely Vegetated Areas 19
33 Burnt Areas 19
34 Glaciers & Permetural snow 24 Snow or Ice
35-38 Inland Mashes, Peatbogs, Salines 17 Herbaceous wetlands
39 Intertidal Flats 17
40-43 Inland water 16 Water Bodies
44 Sea & ocean 16
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TABLE AII: Temperature (T) in ◦C statistic parameters at each transect sensor and for the 3 different experiments.
TEMPERATURE (◦C) USGS-1km CLC-1km CLC-500m
sensor code lon (◦) lat. (◦) elev (m) MB RMSE COR MB RMSE COR MB RMSE COR
Cad1 1.72 42.29 2228.9 1.839 2.610 0.806 1.981 2.698 0.920 1.059 1.994 0.910
Cad2 1.72 42.32 1953.8 2.596 3.365 0.736 2.724 3.475 0.880 1.494 2.237 0.893
Cad3 1.71 42.33 1703.8 1.811 2.817 0.799 2.042 2.969 0.875 1.052 1.889 0.909
Cad4 1.72 42.34 1451.5 0.974 1.970 0.911 1.307 2.100 0.937 1.120 2.030 0.949
Cad5 1.71 42.35 1221.5 0.767 2.138 0.908 1.040 2.194 0.924 0.917 1.955 0.948
Eyne1 2.11 42.46 2282.5 -0.202 2.300 0.926 -0.052 2.230 0.931 0.152 2.452 0.911
Eyne2 2.11 42.47 2050.8 0.098 2.623 0.912 0.200 2.560 0.918 -0.461 2.786 0.886
Eyne3 2.11 42.47 1846.3 -0.206 2.843 0.873 -0.104 2.766 0.881 -0.270 2.937 0.860
Eyne4 2.09 42.48 1668 -0.806 2.706 0.850 -0.694 2.617 0.876 -0.669 2.326 0.910
Font0 2.21 42.47 2381.1 1.264 2.129 0.905 1.421 2.191 0.953 -0.644 1.649 0.857
Font1 2.20 42.48 2095.1 -1.341 2.731 0.873 -1.216 2.604 0.932 -1.467 2.795 0.915
Font2 2.18 42.48 1836.2 -0.023 3.083 0.870 0.145 2.977 0.879 0.202 3.307 0.828
Font3 2.18 42.48 1610.3 -2.112 2.866 0.808 -1.996 2.725 0.931 -0.508 2.305 0.828
Font4 2.18 42.5 1318.8 -0.018 2.032 0.902 0.261 1.955 0.907 -0.152 1.843 0.914
Font5 2.18 42.51 1033.8 -1.720 2.606 0.818 -1.493 2.398 0.907 -1.410 2.429 0.896
Lles1 1.60 42.45 2334.4 -2.642 3.276 0.708 -2.546 3.189 0.940 -1.807 2.708 0.895
Lles2 1.62 42.43 2078.2 -1.654 3.727 0.802 -1.503 3.617 0.912 -0.792 3.528 0.860
Lles3 1.65 42.42 1830.9 -2.253 3.369 0.779 -2.095 3.235 0.943 -0.366 2.625 0.822
Lles4 1.65 42.41 1588.5 -1.812 3.376 0.798 -1.652 3.257 0.901 0.100 2.947 0.791
Lles5 1.69 42.38 1306.5 -1.198 3.034 0.880 -0.874 2.854 0.920 -0.569 2.900 0.934
Mal1 1.79 42.47 2361.1 -1.409 2.327 0.856 -1.213 2.208 0.935 -1.749 2.595 0.909
Mal2 1.81 42.45 2099.6 -0.852 2.949 0.897 -0.680 2.822 0.932 -0.688 3.410 0.855
Mal3 1.81 42.44 1847 -1.187 2.520 0.892 -0.921 2.325 0.949 -1.069 3.012 0.873
Mal4 1.82 42.44 1585.1 -1.511 2.907 0.867 -1.126 2.653 0.944 -0.559 3.079 0.875
Mal5 1.81 42.4 1320 -0.602 2.131 0.933 -0.131 1.947 0.945 -0.159 2.097 0.954
Mas1 1.90 42.32 2484.4 1.594 2.547 0.853 1.715 2.611 0.943 -0.102 2.255 0.799
Mas2 1.90 42.33 2123.9 0.951 2.138 0.911 1.070 2.150 0.946 0.235 2.204 0.884
Mas3 1.90 42.34 1753.1 0.048 2.606 0.932 0.146 2.569 0.934 -0.493 3.324 0.831
Mas4 1.90 42.36 1410.1 0.568 1.712 0.932 0.844 1.774 0.942 1.241 2.109 0.938
Mas5 1.89 42.37 1212.1 -1.711 2.884 0.866 -1.401 2.665 0.943 -0.301 2.175 0.921
Rom1 2.02 42.53 2104.7 -0.810 2.426 0.889 -0.671 2.285 0.917 -1.459 2.812 0.890
Rom2 2.01 42.51 1789.6 -2.305 3.256 0.781 -2.168 3.088 0.945 -1.169 2.825 0.871
Rom4 2.03 42.49 1540.1 -1.316 2.631 0.863 -0.734 2.381 0.904 0.427 2.584 0.850
Rom5 2.05 42.47 1365.7 -0.971 3.293 0.841 -0.762 3.204 0.870 -0.357 3.026 0.874
Val1 1.51 42.36 738.9 0.623 2.027 0.897 0.864 2.067 0.912 2.587 3.035 0.871
Val2 1.64 42.37 912.9 0.193 2.558 0.908 0.498 2.545 0.911 1.530 2.489 0.926
Val3 1.73 42.37 1015.3 2.686 3.684 0.755 3.030 3.924 0.898 2.916 3.374 0.952
Val4 1.87 42.39 1109 1.171 2.892 0.947 1.406 2.962 0.948 0.817 2.289 0.968
Val5 1.98 42.47 1265.5 -1.601 3.238 0.849 -1.363 3.076 0.920 -0.358 2.719 0.904
Mean: -0.375 2.722 0.857 -0.161 2.655 0.920 -0.067 2.599 0.887
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TABLE AIII: Relative humidity (U) in % statistic parameters at each transect sensor and for the 3 different experiments.
RELATIVE HUMIDITY (%) USGS-1km CLC-1km CLC-500m
sensor code lon (◦) lat. (◦) elev (m) MB RMSE COR MB RMSE COR MB RMSE COR
Cad1 1.72 42.29 2228.9 -3.737 14.704 0.603 -4.844 14.941 0.634 -5.585 14.753 0.674
Cad2 1.72 42.32 1953.8 -6.829 14.652 0.505 -7.359 14.911 0.589 -6.602 13.963 0.638
Cad3 1.71 42.33 1703.8 -7.589 13.634 0.514 -9.222 14.690 0.612 -7.785 13.397 0.638
Cad4 1.72 42.34 1451.5 -7.505 13.907 0.567 -9.814 14.946 0.693 -9.433 15.194 0.667
Cad5 1.71 42.35 1221.5 -9.416 16.439 0.534 -10.578 16.743 0.695 -9.681 14.778 0.787
Eyne1 2.11 42.46 2282.5 6.977 16.702 0.588 6.021 15.888 0.670 3.969 16.810 0.612
Eyne2 2.11 42.47 2050.8 3.142 16.257 0.552 2.599 15.810 0.590 3.334 17.178 0.561
Eyne3 2.11 42.47 1846.3 -3.717 18.480 0.387 -4.260 17.961 0.450 -1.977 19.245 0.415
Eyne4 2.09 42.48 1668.0 -4.748 19.267 0.304 -5.282 18.878 0.369 -0.525 17.039 0.465
Font0 2.21 42.47 2381.1 2.304 17.292 0.620 1.301 16.765 0.644 2.479 15.677 0.713
Font1 2.20 42.48 2095.1 8.329 19.823 0.532 7.128 18.592 0.624 2.761 16.391 0.669
Font2 2.18 42.48 1836.2 -0.633 19.768 0.459 -2.180 18.569 0.522 0.315 22.597 0.412
Font3 2.18 42.48 1610.3 -4.610 18.011 0.565 -5.661 17.352 0.632 -8.555 21.243 0.544
Font4 2.18 42.50 1318.8 -9.033 22.168 0.375 -11.410 22.013 0.501 -4.138 19.261 0.491
Font5 2.18 42.51 1033.8 -5.084 19.626 0.390 -6.463 19.085 0.457 -4.052 18.185 0.557
Lles1 1.60 42.45 2334.4 6.387 14.204 0.715 5.460 13.554 0.775 2.552 13.033 0.755
Lles2 1.62 42.43 2078.2 0.957 17.166 0.516 -0.288 16.825 0.536 -1.916 16.998 0.520
Lles3 1.65 42.42 1830.9 1.236 16.134 0.516 0.315 16.074 0.516 -4.965 15.757 0.552
Lles4 1.65 42.41 1588.5 -2.059 16.737 0.437 -2.880 16.591 0.458 -6.730 16.190 0.550
Lles5 1.69 42.38 1306.5 -4.970 15.155 0.626 -7.115 15.636 0.689 -6.893 14.498 0.766
Mal1 1.79 42.47 2361.1 6.975 16.406 0.579 4.617 14.817 0.671 3.834 15.456 0.662
Mal2 1.81 42.45 2099.6 -1.096 17.619 0.412 -2.893 16.766 0.491 -4.379 19.808 0.347
Mal3 1.81 42.44 1847.0 0.321 15.904 0.426 -2.062 15.147 0.497 -4.338 17.334 0.409
Mal4 1.82 42.44 1585.1 -1.604 14.958 0.454 -5.111 14.503 0.550 -6.820 15.638 0.524
Mal5 1.81 42.40 1320.0 -4.397 14.362 0.607 -7.801 14.996 0.679 -6.192 13.515 0.741
Mas1 1.90 42.32 2484.4 -10.387 18.852 0.492 -11.537 19.149 0.643 -8.004 17.902 0.612
Mas2 1.90 42.33 2123.9 -1.119 14.629 0.642 -2.215 14.005 0.687 -1.674 13.913 0.695
Mas3 1.90 42.34 1753.1 -2.454 14.125 0.592 -2.927 13.579 0.648 -2.404 15.139 0.551
Mas4 1.90 42.36 1410.1 -8.093 15.115 0.453 -10.450 16.183 0.591 -10.103 16.088 0.581
Mas5 1.89 42.37 1212.1 -2.698 14.759 0.565 -5.188 14.596 0.630 -5.088 12.253 0.783
Rom1 2.02 42.53 2104.7 5.243 17.920 0.507 4.401 16.550 0.607 2.845 14.900 0.686
Rom2 2.01 42.51 1789.6 2.753 14.046 0.536 2.086 13.136 0.606 -1.779 13.574 0.548
Rom4 2.03 42.49 1540.1 -3.502 15.045 0.454 -8.054 15.899 0.524 -13.086 18.511 0.531
Rom5 2.05 42.47 1365.7 -8.391 22.242 0.200 -9.496 22.147 0.302 -5.968 18.804 0.478
Val1 1.51 42.36 738.9 -23.645 26.440 0.294 -24.703 27.347 0.667 -26.112 27.963 0.768
Val2 1.64 42.37 912.9 -17.259 24.268 0.334 -18.953 25.189 0.623 -18.404 23.107 0.763
Val3 1.73 42.37 1015.3 -28.218 32.271 0.215 -29.606 33.391 0.546 -25.058 27.788 0.733
Val4 1.87 42.39 1109.0 -7.036 20.609 0.627 -8.446 20.547 0.661 -2.468 13.164 0.875
Val5 1.98 42.47 1265.5 -1.610 15.486 0.517 -3.206 15.045 0.574 -3.968 13.430 0.703
Mean: -3.678 17.489 0.489 -5.201 17.323 0.584 -5.266 17.034 0.608
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TABLE AIV: Specific humidity (q) in g/kg statistic parameters at each transect sensor and for the 3 different experiments.
SPECIFIC HUMIDITY (g/kg) USGS-1km CLC-1km CLC-500m
sensor code lon (◦) lat. (◦) elev (m) MB RMSE COR MB RMSE COR MB RMSE COR
Cad1 1.72 42.29 2228.9 0.246 1.419 0.616 0.137 1.361 0.631 -0.264 1.433 0.601
Cad2 1.72 42.32 1953.8 -0.333 1.380 0.621 -0.383 1.346 0.643 -0.590 1.443 0.609
Cad3 1.71 42.33 1703.8 -1.070 1.687 0.546 -1.265 1.783 0.652 -1.257 1.770 0.654
Cad4 1.72 42.34 1451.5 -1.600 2.197 0.425 -1.871 2.356 0.592 -1.779 2.264 0.617
Cad5 1.71 42.35 1221.5 -2.164 2.706 0.341 -2.239 2.723 0.577 -2.136 2.516 0.680
Eyne1 2.11 42.46 2282.5 0.831 1.635 0.517 0.751 1.569 0.568 0.560 1.582 0.548
Eyne2 2.11 42.47 2050.8 0.206 1.584 0.587 0.152 1.593 0.563 0.019 1.706 0.514
Eyne3 2.11 42.47 1846.3 -0.913 1.837 0.480 -0.967 1.846 0.527 -0.771 1.937 0.450
Eyne4 2.09 42.48 1668.0 -1.494 2.262 0.340 -1.538 2.249 0.458 -0.977 1.923 0.441
Font0 2.21 42.47 2381.1 1.390 2.129 0.460 1.310 2.026 0.582 0.694 1.625 0.544
Font1 2.20 42.48 2095.1 0.949 1.996 0.589 0.826 1.881 0.650 0.120 1.684 0.570
Font2 2.18 42.48 1836.2 -0.216 1.937 0.669 -0.387 1.876 0.680 -0.085 2.285 0.579
Font3 2.18 42.48 1610.3 -1.578 2.477 0.546 -1.693 2.502 0.702 -1.576 2.640 0.633
Font4 2.18 42.5 1318.8 -2.400 3.749 0.399 -2.688 3.835 0.590 -1.754 3.248 0.564
Font5 2.18 42.51 1033.8 -2.955 4.134 0.355 -3.086 4.172 0.560 -2.726 3.826 0.613
Lles1 1.60 42.45 2334.4 -0.125 1.182 0.766 -0.186 1.172 0.775 -0.272 1.206 0.779
Lles2 1.62 42.43 2078.2 -0.773 1.571 0.585 -0.872 1.624 0.636 -0.799 1.580 0.632
Lles3 1.65 42.42 1830.9 -1.287 1.963 0.436 -1.333 1.994 0.551 -1.434 2.099 0.502
Lles4 1.65 42.41 1588.5 -1.694 2.238 0.420 -1.730 2.254 0.610 -1.640 2.185 0.589
Lles5 1.69 42.38 1306.5 -2.097 2.573 0.392 -2.308 2.722 0.632 -2.132 2.551 0.636
Mal1 1.79 42.47 2361.1 0.649 1.604 0.545 0.437 1.483 0.595 0.136 1.454 0.615
Mal2 1.81 42.45 2099.6 -0.274 1.509 0.579 -0.446 1.535 0.575 -0.622 1.676 0.574
Mal3 1.81 42.44 1847.0 -0.467 1.582 0.556 -0.698 1.628 0.573 -1.020 1.873 0.530
Mal4 1.82 42.44 1585.1 -1.144 1.913 0.496 -1.517 2.148 0.571 -1.492 2.168 0.548
Mal5 1.81 42.4 1320.0 -1.445 2.191 0.411 -1.812 2.348 0.588 -1.575 2.140 0.612
Mas1 1.90 42.32 2484.4 0.030 1.471 0.514 -0.072 1.431 0.523 -0.364 1.502 0.513
Mas2 1.90 42.33 2123.9 0.687 1.590 0.492 0.575 1.475 0.571 0.304 1.408 0.552
Mas3 1.90 42.34 1753.1 -0.147 1.503 0.496 -0.183 1.446 0.527 -0.304 1.545 0.488
Mas4 1.90 42.36 1410.1 -1.067 1.851 0.424 -1.350 1.967 0.537 -1.083 1.786 0.561
Mas5 1.89 42.37 1212.1 -1.355 2.162 0.362 -1.649 2.298 0.503 -1.313 1.983 0.573
Rom1 2.02 42.53 2104.7 0.332 1.682 0.473 0.288 1.582 0.535 -0.147 1.407 0.630
Rom2 2.01 42.51 1789.6 -0.744 1.602 0.545 -0.769 1.571 0.630 -0.844 1.538 0.683
Rom4 2.03 42.49 1540.1 -1.807 2.348 0.405 -2.206 2.668 0.566 -2.370 2.780 0.622
Rom5 2.05 42.47 1365.7 -1.993 2.681 0.312 -2.076 2.702 0.508 -1.486 2.239 0.503
Val1 1.51 42.36 738.9 -5.418 5.616 0.235 -5.452 5.647 0.794 -5.172 5.425 0.724
Val2 1.64 42.37 912.9 -3.761 4.069 0.258 -3.900 4.181 0.634 -3.566 3.877 0.596
Val3 1.73 42.37 1015.3 -4.123 4.501 0.273 -4.181 4.537 0.732 -3.777 4.264 0.615
Val4 1.87 42.39 1109.0 0.082 1.757 0.394 -0.068 1.624 0.461 0.394 1.394 0.609
Val5 1.98 42.47 1265.5 -1.106 1.838 0.470 -1.252 1.835 0.620 -0.999 1.586 0.656
Mean: -1.059 2.220 0.472 -1.201 2.246 0.599 -1.171 2.162 0.588
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