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Recently it has been aroused a great interest about explosive (i.e., discontinuous) transitions. They
manifest in distinct systems, such as synchronization in coupled oscillators, percolation regime, ab-
sorbing phase transitions and more recently, in the majority-vote (MV) model with inertia. In the
latter, the model rules are slightly modified by the inclusion of a term depending on the local spin
(an inertial term). In such case, Chen et al. (Phys Rev. E 95, 042304 (2017)) have found that
relevant inertia changes the nature of the phase transition in complex networks, from continuous to
discontinuous. Here we give a further step by embedding inertia only in vertices with degree larger
than a threshold value 〈k〉k∗, 〈k〉 being the mean system degree and k∗ the fraction restriction. Our
results, from mean-field analysis and extensive numerical simulations, reveal that an explosive tran-
sition is presented in both homogeneous and heterogeneous structures for small and intermediate
k∗’s. Otherwise, large restriction can sustain a discontinuous transition only in the heterogeneous
case. This shares some similarity with recent results for the Kuramoto model (Phys Rev. E 91,
022818 (2015)). Surprisingly, intermediate restriction and large inertia are responsible for the emer-
gence of an extra phase, in which the system is partially synchronized and the classification of phase
transition depends on the inertia and the lattice topology. In this case, the system exhibits two
phase transitions.
I. INTRODUCTION
An explosive (discontinuous) transition occurs when
an infinitesimal increase of the control parameter pro-
duces an abrupt change in macroscopic quantities. This
kind of transition has attracted a lot of interest in the re-
cent years, inspired by the discovery of a procedure (the
“Achlioptas process”) that gives rise to an abrupt perco-
lation transition in complex networks [1–4]. While subse-
quent works have shown the Achlioptas process transition
was, in fact, a continuous phase transition with unusual
finite-size scaling [5–7], many related models with alter-
native mechanisms showing genuinely discontinuous and
anomalous transitions have now been discovered (see Ref.
[8] and references therein).
One of these main examples appear in the context of
coupled oscillators in which the Kuramoto Model (KM)
[9] plays a central role. The original KM describes self-
sustained coupled phase oscillators and exhibits a contin-
uous phase transition at a critical coupling, beyond which
a collective behavior is achieved. A few years ago, in a pi-
oneering work, Garden˜es et al. [10], discovered that a dis-
continuous phase transition to synchronization emerges
as a consequence of the correlation between structure and
local dynamics when a scale-free network is considered.
Subsequent studies have confirmed the transition robust-
ness under changing ingredients, such as lattice topology
[10], time delay [11], disorder [12] and inertia [13]. Anal-
ysis of the explosive transition in simpler structures, such
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as star graphs, for which exact treatment is possible [14],
also confirmed that the transition to collective behavior
is discontinuous. Investigating the explosive synchroniza-
tion in a generic complex network, Zhang et al. [15] have
found that a positive correlation between the oscillators
frequency and the degree of their corresponding vertices
is the required condition for its appearance. More re-
cently, Pinto et al. [16] have verified that it suffices to
fulfill above minimal requirement for the hubs (e.g. the
vertices with higher degrees) for promoting an abrupt
transition.
Besides dynamical systems, they manifest in marko-
vian nonequilibrium reaction-diffusion processes. Two
groups are important in this context: those presenting
absorbing states and the up-down symmetric systems.
In the former, distinct mechanisms, such as the inclu-
sion of a quadratic term in the particle creation rates
[17, 18], the need of a minimal neighborhood for gen-
erating subsequent offsprings [19], synergetic effects in
multi species models [20, 21] or cooperative coinfection in
multiple diseases epidemic models [22–24] can be taken
into account for shifting, from a continuous transition
(belonging generically to the directed percolation (DP)
universality class [25–27]) to a discontinuous one.
The Majority Vote (MV) model is one of the simplest
nonequilibrium up-down symmetric systems exhibiting
an order-disorder phase transition [28]. Extensive stud-
ies of this model in distinct lattice topologies (besides the
usual regular ones) showed that the symmetry-breaking
phase transition is not affected by the kind of the under-
lying networks [29], although the critical behavior results
in set of critical exponents entirely different [30]. How-
2ever, very recently, Chen et al. [31] verified that the usual
second-order phase transition in the majority vote (MV)
becomes first-order when a term depending on the local
density is included in the dynamics (an inertial effect).
Aimed at investigating how the network topology and
inertial effects contribute to the emergence of the explo-
sive transition in the MV model, in this work we include
the inertia only in a given fraction of sites with degree k
larger than a threshold 〈k〉k∗. We observe that the MV
transition remains explosive only for a low/intermediate
fraction of restriction k∗ in homogeneous structures. On
the other hand, in heterogeneous networks, it is suffi-
cient to include inertia only in the hubs for promoting an
abrupt behavior. Remarkably, a new feature induced by
the partial (but large) inertia is the emergence of an ex-
tra phase, in which the system is partially synchronized,
whose phase transition can be continuous or discontinu-
ous, according to the inertia magnitude. In this region of
the phase diagram, the system presents two phase tran-
sitions.
This paper is organized as follows: In Sec. II, we derive
the mean field theory for the model. Next, numerical
results are shown in Sec. III. Conclusions are drawn in
Sec. IV.
II. MODEL AND MEAN FIELD ANALYSIS
The MV model is defined in an arbitrary lattice topol-
ogy, in which each node i of degree ki is attached to a
spin variable, σi, that can take the values σi = ±1. In
the original case, with probability 1−f each node i tends
to align itself with its local neighborhood majority, and
with complementary probability f , the majority rule is
not followed. The quantity f is a misalignment term
whose increasing gives rise to an order-disorder (continu-
ous) phase transition. Chen et al. [31] added to the tran-
sition rate a term depending only on the local state σi,
irrespectively the majority nearest neighbor spins. Math-
ematically, one has the following transition rate
w(σi) =
1
2

1− (1− 2f)σiS

(1− θ)
ki∑
j=1
σj/ki + θσi



 ,
(1)
where θ denotes the inertia strength and S(X) is defined
by S(X) = sign(X) if X 6= 0 and S(0) = 0. Note that
for θ = 0 one recovers the original MV model, whose
critical transition depends on the nodes distribution. In
particular, for θ > 0.5, the dynamics is fully dominated
by the inertia and no phase transition is observed [31].
The time evolution of the density ρk of “up” spins
(σi = 1) of a node with degree k given by
d
dt
ρk = w−1→1(1− ρk)− ρkw1→−1, (2)
where w−1→1 and w1→−1 denote the transition rates to
states with opposite spin. In the steady state one has
that
ρk =
w−1→1
w−1→1 + w1→−1
. (3)
The average magnetization of a node of degree k is
related to ρk through the relation mk = 2ρk − 1. Our
first inspection of the inertia effect is carried out through
a mean-field treatment. Here, we follow the ideas from
Ref. [31, 32], in which the transition rates in Eq. (2) are
rewritten in terms of the majority and minority rules,
given by
w−1→1 = (1 − 2f)P¯− + f, (4)
where P¯− is the probability that the node i of degree k,
with spin σi = −1, changes its state according to the
majority rule. In particular, P¯− depends on the num-
ber n−k of nearest neighbor + spins in such a way that
P¯− =
∑k
n=⌈n−
k
⌉(1− 12δn,n−
k
)Cknp
n
+1p
k−n
−1 , where p±1 is the
probability that one of its nearest-neighbors is in the spin
state ±1. Since the quantity n−k corresponds to the lower
limit, it is evaluated from the condition S(X) = 0, read-
ing n−k =
k
2(1−θ) .
A similar expression is obtained by writing down the
transition rate w1→−1 in terms of the minority rule (in-
stead of the majority one)
w1→−1 = (1− f)− (1 − 2f)P¯+, (5)
where P¯+ also reads P¯+ =
∑k
n=⌈n+
k
⌉(1 −
1
2δn,n+
k
)Cknp
n
+1p
k−n
−1 , but the bottom limit reads
n+k =
k(1−2θ)
2(1−θ) .
For large k, each term of the above binomial distribu-
tions P¯± approach to gaussian ones with mean m = kp+
and variance σ2 = kp+p−. So that
P¯± → 1
2
{
1± erf
[√
2k
(
θ
2(1− θ) ± y
)]}
, (6)
where erf(x) denotes the error function and the nearest
neighbor probability p+ has been rewritten in terms of
the quantity y through the relation p+ ≡ 1/2 + y.
For any node without degree correlation, the proba-
bility that a randomly nearest neighbor has degree k
is kP (k)/〈k〉. Thus, p+ and ρk are related by p+ =∑
k kP (k)/〈k〉ρk and finally we arrive at the following
expression
y + 1/2 =
∑
k
kP (k)
〈k〉
(1 − 2f)P¯− + f
1 + (1− 2f)(P¯− − P¯+)
, (7)
with P¯± evaluated from Eq. (6). By splitting Eq. (7)
in two parts, the first and second terms get restricted to
the nodes in the absence of and with inertia respectively,
in such a way that
3y+1/2 =
〈k〉k∗−1∑
k=k0
kP (k)
2〈k〉 [1+(1−2f)erf(
√
2ky)]+
∞∑
k=〈k〉k∗
kP (k)
〈k〉
1− (1− 2f)erf
[√
2k
(
θ
2(1−θ) − y
)]
2− (1− 2f){erf
[√
2k
(
θ
2(1−θ) − y
)]
+ erf
[√
2k
(
θ
2(1−θ) + y
)]
}
,
(8)
where k0 denotes the minimum degree. In par-
ticular, for θ = 0, Eq. (8) reduces to y =
1−2f
2〈k〉
{∑
k k[erf(
√
2ky)]P (k)
}
, in consistency with re-
sults from Refs. [29, 31].
Thus, the solution(s) of Eq. (8) give us the values of y,
whose corresponding ρk’s are obtained from Eq. (3). The
mean magnetization |m| is achieved by summing over all
values of k with their correspondent weights P (k), so that
|m| = 2 [∑k ρkP (k)]− 1.
Figs. 1 and 2 show (for 〈k〉 = 20), the behavior of |m|
versus f , for two distinct network topologies. The first
is an Erdos-Renyi (ER) graph, a prototypical model of a
homogeneous random network, with the degree distribu-
tion given by P (k) = 〈k〉ke−〈k〉/k!. The second case is a
representative description of heterogeneous networks, in
which nodes are distributed according to the probability
distribution P (k) ∼ k−γ . From now on, such case will be
referred as power law (PL) graph. Here, we take k0 = 0
for the ER and, for avoiding divergences when k → 0
in the PL, we have imposed k0 constrained to the mean
degree 〈k〉 through the relation k0 = γ−2γ−1 〈k〉.
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FIG. 1. For the ER and 〈k〉 = 20, |m| versus f for distinct
inertia rates. Panels (a) and (b) show the full inertia cases for
θ = 0.2 and 0.4, respectively. In panels (c) and (d), the re-
strictive case for θ = 0.3 and θ = 0.45 and distinct restrictions
k∗’s. In all cases, red lines correspond the unstable branches.
As for ER and PL cases, top panels (a) − (b) corre-
spond to the full inertia cases whose phase transition is
continuous for low θ and its increasing gives rise to a
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FIG. 2. For the PL and 〈k〉 = 20, |m| versus f for distinct
inertia rates. Panels (a) and (b) show the full inertia cases for
θ = 0.2 and 0.4, respectively. In panels (c) and (d), the re-
strictive case for θ = 0.3 and θ = 0.45 and distinct restrictions
k∗’s. In all cases, red lines correspond the unstable branches.
discontinuous one. Its emergence is signed by the ap-
pearance of an unstable branch (red lines), ending at to
lower f ’s when θ goes up. Despite the similarity between
both cases, note the transition and the crossover (from
continuous to discontinuous) points depend on P (k). For
example, for θ = 0.2 the transition is continuous for the
ER and discontinuous for the PL. All these results are
consistent with those obtained in Ref. [31].
Next, we examine the partial inertia case, in which the
inertia appears only in a specific fraction of nodes (the
ones with larger degrees). This analysis is inspired by the
work by Pinto et al. [16] for the KM, in which a positive
correlation between frequency-degree taken only for the
hubs is enough for promoting an explosive transition. For
instance, we introduce the fraction parameter k∗, in such
a way that θ 6= 0 only if k ≥ 〈k〉k∗ and θ = 0 otherwise.
Extremely large k∗ implies that most of the nodes will be
absent of inertia and thus the phase transition is expected
to be similar to the θ = 0 case (continuous). In the
opposite case, low k∗ makes the majority of sites to have
inertia and one expects a scenario around the panels (a)
and (b). Panels (c) and (d) in Figs. 1 and 2 show the
results of the mean field theory (MFT) for the ER and
PL [〈k〉 = 20] and distinct sorts of k∗.
As expected, for low k∗’s MFT predicts similar behav-
4iors than the full inertia cases (see, e.g., panels (c) and
(d) for k∗ = 0.8). However, the increase of restriction
leads to opposite scenarios. Whenever the discontinuous
phase transition is suppressed for the ER when k∗ = 1.2,
it is maintained for the PL. Despite a similar fraction of
nodes with inertia (about 21% and 17% for the ER and
PL, respectively), the presence of hubs in the PL sustains
the discontinuous transition.
Surprising, an additional phase transition emerges for
intermediate k∗’s and large θ. This is clearly exemplified
for θ = 0.45 and k∗ = 1.05 [panels (d)] in which the pres-
ence of a jump and an unstable envelope signals a dis-
continuous transition between two synchronized phases
for low f (|m| 6= 0 in both cases) followed by a smooth
vanishing of |m| for large f . In all cases, the transition
between partially-ordered and disordered phase is con-
tinuous.
To examine such a new feature in more details, we plot
in Fig. 3 the contribution of each part on the right side
of Eq. (8) separately. That reveals the former transition
comes from the subsystem with inertia (which becomes
disordered), whereas the other gets ordered. By keeping
the increase of f , the remaining subset (without inertia)
also loses the ordering at fc. In the next section, we con-
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FIG. 3. For the ER, 〈k〉 = 20 and k∗ = 1.05, the plot of
the right side of Eq. (8) versus f restricted to the inertial
part (θ = 0.45 in the present case) and θ = 0. Dashed lines
correspond to the unstable solutions.
tinue the study of the effects of partial inertia through nu-
merical simulations, in order to compare with our MFT
predictions.
III. NUMERICAL RESULTS
We performed extensive numerical simulations of the
MV model on random graphs with ER and PL topologies
and system sizes N ranging from N = 3600 to 20000. To
construct an ER graph, we connect each pair of nodes
with probability 〈k〉/N . When the size of the graph tends
to infinity N →∞, its degree distribution is Poissonian,
with mean 〈k〉. The PL graphs were generated using
the uncorrelated configuration model (UCM) [33], so the
degrees are uncorrelated. As in the MFT, we use γ = 3
and distinct sets of inertia values.
In order to classify the phase transition, we begin by
analyzing the absolute value of the mean magnetization
per site |m| as a function of f , starting from a full ordered
phase (|m| = 1) and increasing f towards the completely
disordered phase (|m| = 0). In sequence, we take the op-
posite case, wherein the system is in the disordered phase
and the parameter f is gradually decreased approaching
to the ordered phase. Both increasing (“forward”) and
decreasing (“backward”) curves are expected to coincide
when the phase transition is critical, but they are differ-
ent at the phase coexistence (a trademark of a discontin-
uous transition). The presence of hysteresis indicates the
system bistability with respect to the ordered/disordered
phase according to its initial condition. They are also
signed by the presence of a bimodal probability distribu-
tion of the order-parameter P (m). On the other hand, if
the phase transition is continuous, P (m) exhibits a single
peak, whose position depends on f .
Another feature distinguishing them relies that the
continuous case presents an algebraic divergence of its
order parameter variance χ = N [〈m2〉 − 〈m〉2] at the
critical point fc [34]. (In simulations of finite systems,
we observe a maximum that increases with the system
size N). The transition point fc can also be identified
through the reduced cumulant U4 = 1 − 〈m
4〉
3〈m2〉2 , since
curves for distinct N ’s cross at fc. Off the critical point,
U4 → 2/3 and 0 for the ordered and disordered phases,
respectively when N →∞.
In order to compare with the MFT, Fig. 4 shows re-
sults for the ER and PL topologies and lower inertia val-
ues (exemplified here for θ = 0.3). In both cases, the
presence of hysteresis for k∗ = 0.8 and k∗ = 1 reveal, in
similarity with MFT, discontinuous transitions with hys-
teretic loop decreasing by elevating k∗. Also, the network
structure leads to opposite features for k∗ = 1.2 with a
continuous phase transition for the ER (panel (b)). The
behavior is different for the PL (panel (d)), showing a
small jump of |m| at f ∼ 0.22 for a partially ordered
phase (see panel (d) in Fig. 4). This also contrasts with
MFT results, in which a discontinuous order-disordered
transition is predicted. Despite the evidence of a discon-
tinuous transition for the PL, we believe that sufficient
larger N ’s are required for observing a hysteretic loop for
such case.
As in the MFT, numerical simulations also exhibit an
additional phase transition for large θ and intermediate
sets of k∗ (exemplified in Fig. 5 for θ = 0.45). Our re-
sults for low f show a hysteretic loop signaling a phase
coexistence between two synchronized phases (see pan-
els (a) and (c) for k∗ = 1.05 and 1.1, respectively),
whereas by further increasing f , |m| vanishes continu-
ously. To achieve complementary information about the
hysteretic loop, we evaluate the difference of magnetiza-
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FIG. 4. For ER [(a) − (b)] and PL [(c) − (d)] networks with
θ = 0.3, the order parameter |m| versus the control parameter
f for distinct k∗. Circles (stars) correspond the increase (de-
crease) of f starting from an(a) ordered (disordered) phase.
Except in panel (d) (N = 40000), results are for N = 20000.
tion restricted to the subsets of nodes with and without
inertia (mθ and m0, respectively) given by φ = mθ−m0.
For sufficient low f , mθ ≈ m0 ≈ 1, consistent with a full
ordered phase. The jump of φ to a moderate value indi-
cates that the nodes with inertia become unsynchronized,
but the vertices absent of inertia remains ordered. Thus,
in similarity with the MFT, we observe that the system,
in fact, exhibits a partial synchronization. Although for
k∗ = 1.05 the decrease of f does not lead the system to
the full synchronization (in similarity with the original
order-disorder transition for large θ), a closed hysteretic
loop is observed for k∗ = 1.1. A bimodal distribution
in the hysteretic region (inset) reinforces a discontinuous
transition between partially-ordered and ordered phases.
As expected for the ER, the additional transition is ab-
sent for k∗ = 1.3 (inset).
Now, we employ a finite size scaling analysis to char-
acterize the order-disorder phase transition. In Fig. 6,
we plot χ and U4 for distinct network sizes N . We ob-
serve that they exhibit the typical behaviors expected for
continuous phase transitions: the variance χ presents a
maximum increasing with N and their positions also sys-
tematically deviates on N . Analysis of U4 (Fig. 6: pan-
els (b), (d) and its inset) show crossings at fc = 0.179(2),
fc = 0.236(3) and fc = 0.330(5) with U4 = 0.27(2), close
to the values found in Ref. [30]. Note that all critical
points can be clearly distinguished from their previous
hysteric loops.
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FIG. 5. For the ER network of size N = 20000 and θ = 0.45,
panels (a) and (b) show |m| and φ vs f for k∗ = 1.05, respec-
tively. Circles (stars) correspond the increase (decrease) of f
starting from an(a) ordered (disordered) phase. The same in
panels (c) and (d), but for k∗ = 1.1. Insets: Top and bottom
show |m| vs f for k∗ = 1.3 and the probability distribution
P (m) vs m for distinct f ’s and N = 3600, respectively.
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FIG. 6. For the ER network and θ = 0.45, panels (a) and (b)
show χ and U4 vs f for k
∗ = 1.05. Panels (c) and (d), the
same but for k∗ = 1.1. Insets: Results for k∗ = 1.3.
Similar trends are visualized in Fig. 7 where we show
the results for PL networks with k∗ = 1.05 and 1.3, re-
spectively. However, in this case, the existence of hubs
prolongs the partially synchronized discontinuous transi-
tion for a larger set of restrictions than the observed in
ER networks.
In Fig. 8 we plot the phase diagram for the ER and
k∗ = 1.05. As expected, both MFT and numerical sim-
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FIG. 7. For the PL network and θ = 0.45, |m| versus f
for k∗ = 1.05 [panel (a)] and 1.3 [panel (c)]. Circles (stars)
correspond the increase (decrease) of f starting from an(a)
ordered (disordered) phase. Insets show the order parameter
φ vs f . Panels (b) and (d) shows the variance χ vs f for
distinct N ’s.
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FIG. 8. Phase diagram f × θ for partial inertia k∗ = 1.05 and
ER network with 〈k〉 = 20. ORD, DIS and PO denote the
ordered, disordered and partially-ordered phases, respectively.
Full lines correspond to the continuous transitions, whereas
dashed (dotted) lines correspond to the increase (decrease) of
f starting from an(a) ordered (disordered) phase.
ulations predict continuous transition between ordered
(ORD) and disordered (DIS) phases for small θ. MFT
predicts the appearance of the partially ordered (PO) for
θ ≥ θc = 0.330(1), whose transition is continuous in the
interval θc ≤ θ ≤ 0.41 and discontinuous for θ > 0.41.
Numerical simulations exhibit an additional peak of χ
(absent of hysteresis), consistent to the emergence of the
PO for 0.36 ≤ θ ≤ 0.39 and a clear hysteretic loop for
θ > 0.39. Despite the excellent qualitative agreement
between approaches, it is worth mentioning the difficulty
of locating (and classifying) the PO phase transition for
θc ≤ θ ≤ 0.36 under numerical simulations. Another
point to mention concerns that the PO-DIS transition is
always continuous and practically independent on the in-
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FIG. 9. Phase diagram f × θ for partial inertia k∗ = 1.05
and PL network with 〈k〉 = 20. In the left and right pan-
els, numerical simulations for N = 20000 and MFT, respec-
tively. ORD, DIS and PO denote the ordered, disordered and
partially-ordered phases, respectively. Full lines correspond
to the continuous transitions, whereas dashed (dotted) lines
correspond to the increase (decrease) of f starting from an(a)
ordered (disordered) phase.
ertia for large θ. A qualitative similar phase diagram is
shown in Fig. 9 for the PL case. However, the ordered-
PO transition line is always discontinuous, in qualitative
agreement with MFT predictions.
IV. CONCLUSIONS
Recently, Chen et al. [31] have found that inertia is
responsible for the appearance of an abrupt transition
in the majority vote model in complex networks. In the
present work, we advance by scrutinizing the inertia act-
ing only in the most connected nodes. We show, through
mean field analysis and numerical simulations for homo-
geneous and heterogeneous networks, that partial inertia
can change the system behavior depending on the inertia
strength.
Our results also reveal that although relevant inertia
rates are required for preserving the discontinuous tran-
sitions for homogeneous networks, this is not the case of
heterogeneous structures, in which a rather small fraction
a (17%) already promotes an abrupt behavior. In other
words, by including only such above fraction in the sites
with larger degrees, the phase transition is discontinu-
ous. This shares some similarities with the KM model,
in which a positive frequency-degree correlation included
only in the hubs is sufficient for sustaining an explosive
synchronization [16].
A second remarkable effect of partial inertia concerns
in the appearance of an additional phase characterized by
a partial ordering of the system. The nature of the phase
transition from the disordered phase to this partially or-
dered phase depends on the inertia strength. Therefore,
there is a region in the phase diagram in which we ob-
serve two phase transitions: a continuous transition from
7the disordered to the partially ordered phase, and a dis-
continuous transition from the latter to the full ordered
phase.
As pointed in [31], behavioral inertia is an essential
characteristic of human being and animal groups. There-
fore, inertia can be a significant ingredient in transitions
that arise in social systems [35], such as the emergence
of a common culture [36] or the appearance of consensus
[37] and decision-making systems [38]. Our results sug-
gest that inertia only in a small fraction of the population
can produce dramatic effects if it is concentrated in the
most connected individuals.
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