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1. Introduction
The Standard Model (SM) of particle physics is a theory which provides a successful
description of the elementary structure of matter. In this theory matter is made of
12 fundamental fermions; quarks and leptons, plus their antiparticles. Interactions
between these fermions are mediated by the exchange of gauge bosons. Leptons are
observed as free particles, while the quarks can only be observed in bound states
(hadrons) due to so-called confinement. This is an important property of Quantum
Chromodynamics (QCD), which is the theory of the strong interaction. For processes
at high energy (higher than about 1GeV) the coupling strength becomes small and
perturbative methods can be applied. Thus perturbative calculations should be re-
liable in all processes where a high enough energy scale is present. The masses of
heavy quarks provide such a scale hence processes involving heavy quarks provide a
rich testing ground for QCD, although the presence of more than one hard scale (e.g.
additional large transverse momenta) can complicate the calculations.
The HERA electron/positron-proton collider provides energies high enough for a
hard scale. Therefore a multitude of experimental tests of Quantum Chromodynamics
are possible: the running of the coupling constant, scaling violations in deep inelastic
scattering, measurements of jets and event shapes, and the production of vector
mesons or heavy quarks. The beam energies of the machine allow for the production
of beauty and charm quarks.
The aim of this thesis is the measurement of beauty production cross-sections in ep
collisions at HERA using the ZEUS detector. Beauty quarks are identified through
hadrons with non-zero flavour quantum number. This is often referred to as “open”
beauty production. The tagging of beauty is done with the help of semi-leptonic
decays of the beauty hadrons originating from the hadronisation of the quarks. For the
data analysed in this thesis, no lifetime information of the heavy hadrons is available,
therefore the beauty tagging is based on the muon identification and kinematics of the
semi-leptonic decays with respect to the heavy quark jets. The muon identification
has been improved substantially with respect to previous analyses. The redundancy of
different muon finding algorithms and a larger geometrical coverage made it possible
to lower the muon pT cut. Together with the higher efficiency for the muon finding,
the number of events could be increased by a factor 10 and the number of beauty
events by a factor of 7.5. This made it possible to measure for the first time at ZEUS
dijet correlations in beauty.
Another major aspect of this thesis is the study of the feasibility to determine
the fake muon background from the data. This opens the possibility to enlarge the
kinematic range to regions where the background determination from Monte Carlo
simulations is no longer possible. This is of special interest for the HERA II running
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period, where a micro-vertex detector allows heavy flavour to be tagged using lifetime
information. A beauty analysis without a jet requirement and only one muon would
then be possible using this background determination method.
For experimental reasons this analysis is restricted to low momentum transfers
(Q2 < 1GeV), where the photon is quasi-real. The physics of hard photoproduction
with two jets and the production of heavy quarks in ep collisions is the subject of
Chapter 2. In Chapter 3 a short overview of previous results on heavy-flavour produc-
tion at hadron colliders is given. In Chapter 4 the experimental setup, i.e. the HERA
machine and the ZEUS detector, is presented. Chapter 5 describes the reconstruction
of the different final-state quantities such as jets and muons, with emphasis on the
new general muon reconstruction. In Chapter 6 the different data and Monte Carlo
samples are introduced and the event selection is discussed. In Chapter 7 the method
used to identify beauty is explained. Chapter 8 introduces a method to determine the
light flavour background from the data and gives the results of tests on two different
analyses, where an alternative method to determine the background also exists. In
Chapter 9 the results of the cross-section measurements are given and compared to
next-to-leading-order predictions. Chapter 10 then concludes the thesis.
2
2. Beauty Production - Theoretical
Context
2.1. The Standard Model
The Standard Model (SM) [1] of elementary particle physics comprises a set of theories
describing the fundamental particles and their interactions. To our understanding
matter is made up from 12 fundamental constituents (leptons and quarks), which are
spin 1/2 fermions, plus their corresponding antiparticles. Down to a resolution of
10−18m no substructure of these particles has been observed so far. They are grouped
in three generations ordered in mass as indicated in Table 2.1. Only fermions of
the first generation are stable, the other particles only exist as short-lived states that
can be produced e.g. in high-energy particle collisions. They decay in a chain back
to particles of the first generation. The topic of this thesis is the analysis of the
production mechanism of one of these short-lived states.
There are only four forces: gravity, electromagnetism, the weak force and the strong
force. Each of these forces is transmitted by different particles called gauge bosons
(bosons are integer spin particles). Their different strengths in interacting with matter
are referred to as couplings. While quarks can interact via all forces, leptons do not
carry a colour charge and can therefore not interact via the strong force.
The interaction transmitted by those forces can be described using field theories. In
field theories particles are associated with functions of space-time coordinates called
fields, which can be regarded as generalised coordinates.
For a given set of observables corresponding to some interaction, it is generally
possible to construct so-called gauge theories with the appropriate symmetries and
kinematics. A relatively easy example of a gauge theory is quantum electrodynamics
(QED). The coupled electron field has to be invariant under local gauge transforma-
tions of the following form:
Ψ(x)→ eieΘ(x)Ψ(x) . (2.1)
The free electron field is not invariant under such a transformation, therefore the
derivative, ∂µ, in the Lagrangian has to be substituted by the covariant derivative,
Dµ
∂µ → Dµ = ∂µ + ieAµ , (2.2)
where e is the electron charge and Aµ is the photon field, which transforms as
Aµ → Aµ − 1
e
∂µΘ(x) . (2.3)
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Electric Charge [e]
0 −1 +2/3 −1/3
Generation Fermions
Leptons Quarks
1st νe e u d
2nd νµ µ c s
3rd ντ τ t b
Bosons/Mass [GeV] ︸ ︷︷ ︸ Typical coupling strength
g / m = 0 strong 0.1− 1︸ ︷︷ ︸
γ / m = 0 electromagnetic 1
137︸ ︷︷ ︸
W±, Z / m = 80 weak 1
30
at scale of MW︸ ︷︷ ︸
(graviton) (gravitation) 10−38
Table 2.1: The elementary fermions, their charge in units of the electron charge (e),
the fundamental forces that act on them and the corresponding mediator bosons. A
further electroweak boson, the Higgs, is predicted by the Standard Model, but has
not been observed so far.
The requirement of local gauge invariance fixes the interaction between the fields, but
not the coupling strength. In general group generators obey the commutation rules
[T a, T b] = fabcT c . (2.4)
In electromagnetism there is only one group generator related to the electric charge
which commutes with itself, the group is therefore called Abelian. For non-Abelian
groups with non-vanishing fabc the covariant derivative has the form:
Dµ = ∂µ + ie~T ~Aµ , (2.5)
giving rise to one vector field per generator. Both the combined theory of electroweak
interactions and the theory of the strong force, quantum chromodynamics (QCD),
are non-Abelian gauge theories. The non-vanishing fabc leads to a self-coupling of the
mediating bosons (weak intermediate vector bosons and gluons). The combination of
the electroweak theory and QCD is called the Standard Model. A detailed description
can be found in standard textbooks e.g. [2].
2.2. Quantum Chromodynamics
Quantum Chromodynamics (QCD) is the non-Abelian gauge theory of the strong
interaction [3]. The main aspects will be discussed here and further details concerning
the heavy quark production will be given in Section 2.4.
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2.2. QUANTUM CHROMODYNAMICS
Within QCD, the gauge bosons called gluons interact with quarks carrying colour
charges. These colour charges have nothing to do with colour in everyday life, but
are a theoretical construct using properties of colour. In contrast to QED, the gauge
bosons in QCD are not neutral which opens the possibility of gluon self-interactions.
As QCD is based on the SU(3) gauge group, the gluons contain three different colours
(red, green, blue) and the corresponding anti-colours. They build a colour octet of
linearly independent colour-anticolour combinations and a colour singlet, which has
not been observed so far.
Up to now no free colour charge has been observed. The quarks and gluons
have therefore to ‘fragment’ (split and recombine) into hadrons (e.g. mesons, qq¯,
or baryons, qqq or q¯q¯q¯) which at high enough energies can be observed as localised
clusters of particles called jets. This is called confinement and can be explained with
the self-coupling of the gluons, leading to an anti-screening effect of the colour charge.
For the same reason, the strong coupling constant becomes small at small distances.
Here, quarks and gluons behave locally as if they were free particles. This is called
asymptotic freedom. In Figure 2.1 the dependence of as on the relevant energy scale
is shown. For high energies, corresponding to small distances, the coupling is small
and perturbative methods (pQCD) can be used, while for low energies, i.e. long dis-
tances, the coupling and thus the binding force becomes large and one has to rely on
non-perturbative models.
0
0.1
0.2
0.3
1 10 10
2
µ GeV
α
s(µ
)
m mc b
b
c
Figure 2.1: The dependence of the strong coupling, αs, on the renormalisation scale,
µ. The data are, in increasing order of µ, τ width, Υ decays, deep inelastic scattering,
e+e− event shapes at 22 GeV from the JADE data, event shapes at TRISTAN at 58
GeV, Z width, and e+e− event shapes at 135 and 189 GeV [4].
Going from leading order (LO) to next-to-leading-order (NLO) calculations, quark
and gluon loop Feynman diagrams appear which lead to ultraviolet divergencies when
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integrating over phase-space. These divergencies can be removed through renormal-
isation, that is replacing the divergent integrals by finite expressions. Doing so, a
new parameter, µ, the renormalisation scale of dimension mass is introduced. As µ
is arbitrary, no physical quantity should depend on its value and a set of rules have
to be specified in order to determine µ. The renormalisation scheme used in this the-
sis is the so-called modified minimal subtraction scheme MS [5]. In this scheme the
divergencies are removed through dimensional regularization which means that the
space-time integration dimensions are changed from 4 to 4 - ǫ (
∫
d4 → limǫ→0
∫
d4−ǫ).
This mechanism leads to a coupling constant of mass dimension ǫ. Therefore an arbi-
trary parameter µ of unit mass dimension is introduced, in order to keep the coupling
dimensionless. The poles at ǫ = 0 together with some constants appearing at the
pole are substracted and the bare coupling is replaced by the renormalised one [6].
In order not to depend on the renormalisation scale, physical quantities have to fulfill
the renormalisation group equation:
µ2
∂αs(µ)
∂µ2
= β(αs(µ)) . (2.6)
The β-function can be written as a perturbative expansion in αs, describing the
dependence of αs on the renormalisation scale (running coupling). In LO the solution
of this equation can be written as:
αs(µ) =
12π
(33− 2nf) ln(µ2/Λ2QCD)
. (2.7)
ΛQCD is a free parameter which has to be determined experimentally. It represents
the scale at which the coupling would diverge, if extrapolated outside the perturbative
domain. Its value depends on the number of active flavours, nf , (mq ≤ µ) and the
chosen renormalisation scheme. Consequently the coupling is small for µ ≫ ΛQCD
and perturbative calculations break down for µ→ ΛQCD.
In the MS scheme and for five active flavours, ΛQCD has been measured to [7]:
Λ
(5)
QCD = 217
+25
−23MeV . (2.8)
2.3. Electron-Proton Scattering at HERA
Electron1-proton scattering provides a rich source of information on the electroweak
and strong force as well as on the photon and proton structure. In the following the
main aspects and variables of ep scattering are introduced and some main results are
given.
Generally there are two processes contributing to the total ep cross-section de-
pending on the charge of the exchanged boson. If it is neutral (γ or Z), one speaks
of a neutral-current (NC) process ep → eX, which is shown in first order in Fig-
ure 2.3 (left). In charged-current (CC) processes with an exchanged W± shown in
1Electron is used in this thesis for both the electron and the positron.
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Figure 2.3 (right) the incoming electron becomes a neutrino, νe, and escapes unde-
tected.
The variables used to describe the kinematics of a particular scattering event are
expressed in terms of the 4-momenta of the particles taking part: the incoming (k) and
the scattered electron or neutrino (k′), the incoming proton (P ) and the exchanged
boson (q, q = k − k′).
e(k)
e(k′)
γ, Z
p(P )
X
e(k)
ν(k′)
W±
p(P )
X
Figure 2.2: Diagram of the ep scattering processes at HERA. In the NC case a γ or
Z boson is exchanged, while in the CC case the reaction takes place by a W boson
exchange.
The following Lorentz-invariant variables describe the event kinematics: The centre-
of-mass energy,
√
s, of the ep system:
s = (k + P )2 ; (2.9)
the square of the transfered momentum or photon virtuality2:
Q2 = −q2 = (k − k′)2 , 0 ≤ Q2 ≤ s ; (2.10)
the centre-of-mass energy of the hadronic system:
W 2 = (P + q)2 ; (2.11)
the Bjorken scaling variable, x:
x = Q2/(2P · q) ; (2.12)
the so-called inelasticity y:
y = (P · q)/(P · k) . (2.13)
At fixed
√
s, only two of these variables are independent. For example, if x and y are
given:
Q2 = (s−m2p) xy ≈ sxy ,
W 2 = (s−m2p) y −Q2 +m2p ≈ sy −Q2 (2.14)
= Q2(
1
x
− 1) +m2p ,
2As the exchange of a Z boson is strongly suppressed for Q2 < m2
Z
, the exchanged boson will
mainly be a photon in NC events.
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where the indicated approximation means neglecting the mass of the proton, mp; the
electron mass, me, is always neglected. The squared four-momentum transfer, q
2, is
negative, i.e. time-like, so Q2 is positive. Q2 is called the “virtuality” of the photon.
The higher Q2, the further the photon is off its mass shell. Two regimes are defined
depending on Q2. Events with a high photon virtuality of Q2 ≥ 1GeV2 are referred
to as Deep Inelastic Scattering (DIS), whereas those where the exchanged photon is
only weakly virtual (Q2 ≪ 1GeV2) are called photoproduction.
In the simplest model of the proton, the quark parton model (QPM), in which the
proton is assumed to be composed of a number of point-like partons, and boosting
to the infinite momentum frame, Ep ≫ mp, the Bjorken scaling variable, x, can be
interpreted as the fraction of the proton momentum carried by the struck (massless)
quark. Consequently it ranges from 0 to 1. Going to the proton rest frame, y measures
the relative energy transfer to the proton. Thus, its range is from 0 (no energy
transfer) to 1 (all energy transferred). It can be thought of as the inelasticity of an
event.
These Lorentz invariants can be determined by measurements in the laboratory,
e.g. the energy, E ′e, of the scattered electron and its angle, θe, with respect to the
incoming proton. Defining the laboratory coordinate system as:
k = (Ee, 0, 0,−Ee) ,
k′ = (E ′e, E
′
e sin θe cosϕe, E
′
e sin θe sinϕe,−Ee cos θe) , (2.15)
Pp = (Ep, 0, 0, Ep) ,
the kinematic variables can be calculated as:
Q2 = 2EeE
′
e(1 + cos θe) , s = 4EeEP , (2.16)
y = (E ′e/2Ee)(1− cos θe) , x = Q2/4yEeEP . (2.17)
2.3.1. Cross-Section and Structure Functions
Calculating the ep cross-section in lowest order QED+EW, one has to take into
account the structure of the proton. The cross-section can be separated into a leptonic
and a hadronic part
dσ ∼ Lµν ×Wµν , (2.18)
where Lµν is the leptonic tensor, describing the leptonic part of the interaction, and
Wµν is the hadronic tensor. While the leptonic part can be calculated using QED, the
hadronic tensor, describing the proton part of the interaction cannot be calculated
from first principles. Using symmetries and kinematic constraints, this part of the
cross-section can be described by two unintegrated process-dependent form factors
called structure functions F1(x,Q
2) and F2(x,Q
2) which depend on two independent
variables, e.g. x and Q2. A third structure function, F3, appears at high Q
2 if the γ-Z
interference is included. Using these structure functions the double differential cross
8
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section in x and Q2 for photon (NC) and W (CC) exchange can be expressed as [7]:
d2σNC
dxdy
=
4πα2
xyQ4
[(
1− y − x
2y2M2
Q2
)
FNC2 + y
2xFNC1 ∓
(
y − y
2
2
)
xFNC3
]
,
(2.19)
d2σCC
dxdy
=
4πα2
xyQ4
(1± λ2)1
2
(
GFM
2
W
4πα
Q2
Q2 +M2W
)2
[(
1− y − x
2y2M2
Q2
)
FCC2 + y
2xFCC1 ∓
(
y − y
2
2
)
xFCC3
]
, (2.20)
where α is the fine structure constant, GF =
√
2
8
(
gw
MW
)2
denotes the Fermi Constant,
λ is the helicity of the incoming lepton, with ± for l±. In the last term the – sign is
taken for an incoming e+ and the + sign for an incoming e−.
In the simple QPM, assuming the proton to be made of point-like spin 1/2 particles,
the scattering process can be regarded as simply a scattering off a point-like particle
inside the proton. As no further structure can be resolved, theQ2 dependence vanishes
and the structure functions F1 and F2 represent the sums over quark and anti-quark
densities. They are connected via the Callan-Gross relation [8]:
F2(x) = 2xF1(x) . (2.21)
This scaling behaviour is approximately true over a large range ofQ2 for high x. Going
to lower x values, the gluons inside the proton play a more important role, quarks can
radiate gluons etc. Some QCD corrections have therefore to be taken into account [9]
and the structure function F2 rises with increasing Q
2. Measurements of the inclusive
NC and CC cross-sections are shown in Figure 2.3. Due to the dependence of the
cross-section on the mass of the vector bosons, the CC cross-section is suppressed up
to Q2 ∼ 104GeV2.
The difference between the electron and positron scattering cross-sections is related
to the quark content of the proton. Electrons interact with up-type and positrons
with down-type quarks in a charged-current reaction.
2.3.2. Factorisation and Parton Densities
When calculating lepton-hadron or hadron-hadron cross-sections, one has to deal
with soft (long range) and hard (short range) interactions at the same time. In the
concept of factorisation it has been shown theoretically that it is possible to separate
the pQCD calculable hard process from the soft process in the interaction [10]. In
this framework the proton structure function, F p2 , has the form of a convolution of
perturbatively calculable coefficient functions (Wilson coefficients), Ci2, and parton
density functions (PDFs)
F p2 =
∑
i=q,q¯,g
1∫
x
dξCi2
(
x
ξ
,
Q2
µ2R
,
µ2f
µ2R
, αs(µ
2
R)
)
f pi (ξ, µf , µR) . (2.22)
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Figure 2.3: Inclusive differential NC and CC cross-section as a function of Q2. Data
points are measurements from ZEUS and H1, the lines show the SM predictions for
the specific processes.
f pi (ξ, µf , µR) gives the probability to find a parton, i, with momentum fraction, ξ, in
the proton. It depends on the renormalisation scale, µR, and the factorisation scale,
µf . µf is the value below which radiated soft gluons from the partons are included in
the parton density functions according to a certain factorisation scheme. Using the
structure function, (Equation 2.22), the inclusive ep cross-section can be separated
into a parton-level cross-section, σˆei, and parton density functions, f
p
i :
σep =
∑
i=q,q¯,g
σˆei(µF )⊗ f pi (µF ) . (2.23)
The hard subprocess cross-section can be calculated in pQCD. The PDFs cannot be
calculated from first principles and have to be extracted from experimental structure
function data using parton evolution equations.
The underlying concept is universal, but in practice approximations have to be ap-
plied, resulting in different parton evolution models which make use of different order-
ing of the radiated gluons along the line connecting the parton and the hard scatter.
The parton evolution model used in this thesis will be described next:
The DGLAP Equations
The Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) [11] evolution equations de-
scribe the way in which the quark and gluon momentum distributions inside a hadron
10
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evolve in Q2. The DGLAP equations are given by:
dqi(x,Q
2)
d logQ2
=
αs(Q
2)
2pi
1∫
x
dy
y
[∑
i
qi(y,Q
2)Pqq
(
x
y
)
+ g(y,Q2)Pqg
(
x
y
)]
, (2.24)
dg(x,Q2)
d logQ2
=
αs(Q
2)
2pi
1∫
x
dy
y
[∑
i
qi(y,Q
2)Pgq
(
x
y
)
+ g(y,Q2)Pgg
(
x
y
)]
, (2.25)
where qi(x,Q
2) is the quark density function for each quark flavour, i, and g(x,Q2) is
the gluon density function. The Altarelli-Parisi splitting functions Pjk
(
x
y
)
represent
the probability of a parton, k, with momentum fraction, y, to emit a parton, j, of
momentum fraction, x, in the interval Q2 → Q2 + d logQ2.
The DGLAP approach assumes that the dominant contribution to the evolution comes
from successive parton emissions which are strongly ordered in transverse momentum,
kT , the largest of which corresponds to the parton interacting with the probe (k
2
T,1 ≪
k2T,2 ≪ . . . ≪ k2T,n ≪ Q2), as illustrated in Figure 2.4. This approach is often called
collinear factorisation.
Figure 2.4: Diagram of the kT evolution ladder. A quark from the proton interacts
with a virtual photon from the electron after radiating n gluons. Each gluon is
characterised by a longitudinal momentum fraction xi and a transverse momentum
kT,i.
According to the factorisation theorem of QCD the PDFs are process independent,
thus predictions can be made for processes other than the ones used for their deter-
mination. In Figure 2.5 the PDFs determined using NLO techniques for DIS data are
shown. The u and d valence quarks carry only about 50% of the proton momentum
and dominate at high x, while gluons and sea quarks dominate at low x.
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Figure 2.5: The gluon (xg), sea (xS), u and d valence distributions extracted from a
ZEUS next-to-leading-order QCD fit at Q2 = 10GeV2 [12]. Note the gluon and sea
distributions are scaled by 0.05.
2.3.3. Photoproduction Processes and Photon Structure
In Equation 2.19 we have seen that the cross-section shows a 1/Q4 dependence due
to the photon propagator. The dominant cross-section contribution will therefore
come from photon exchange with very low virtuality. The average lifetime of the
exchanged photon is ∼ Eγ/Q2, thus for photons of low virtuality this time can be
long with respect to the time of the hard subprocess.
At HERA an electron scattered at very low angles can produce an almost real
photon. Hence this kind of reaction can be regarded as a γp collision. The total
photoproduction (PhP) cross-section, σeptot, can be separated into a photon-proton
cross-section contribution and a flux factor fe→γ(y), the probability to find a photon
of energy Eγ = yEe. For Q
2 → 0 the photon longitudinal polarisation vanishes, hence
the PhP cross-section can be written to a good approximation as:
d2σep
dydQ2
∼ fe→γT (y,Q2)σγPtot (y,Q2) , (2.26)
where the transverse photon flux fe→γT (y,Q
2) is given by:
fe→γT (y,Q
2) =
α
2π
1
Q2
(
1 + (1− y)2
y
− 21− y
y
Q2min
Q2
)
, (2.27)
and Q2min represents the lower kinematic limit given by
Q2min = m
2
ey
2/(1− y) . (2.28)
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This is known as the equivalent photon approximation (EPA).
Neglecting the Q2 dependence of the γp cross-section and integrating over the
photon virtuality from Q2min up to an upper kinematic limit Q
2
max, one obtains:
fWWAe→γT (y) =
α
2π
(
1 + (1− y)2
y
− 21− y
y
ln
Q2max
Q2min
− 21− y
y
(
1− Q
2
min
Q2max
))
, (2.29)
which is known as the Weizsa¨cker-Williams approximation (WWA) [13, 14].
Despite its classification in the Standard Model as an elementary, colour-neutral
particle, the photon can fluctuate into qq¯ pairs. The lifetime of these fluctuations
increases with decreasing Q2. Thus the photon can act as a source of partons, and it
is possible to use the same formalism as for hadron-hadron scattering and to introduce
a photon structure function. The main experimental input to the photon structure
function comes from γγ processes in e+e− scattering. In the case of one quasi-real
and one virtual photon the interaction can be treated as deep inelastic eγ scattering
with the virtual photon probing the hadronic structure of the quasi-real photon. In
analogy to the proton case, photon structure functions can be measured and parton
density functions, fγi , can be extracted using parton evolution equations.
Direct Photoproduction
In direct photoproduction, the photon behaves as a point-like object interacting with
the partons in the proton; it participates directly in the hard subprocess. In contrast to
hadronic reactions all the photon energy is available in the interaction with the parton.
The final state should therefore have on average a higher transverse momentum in
direct photoproduction than in reactions where only part of the photon momentum
is involved.
The dominant LO direct processes at HERA are QCD Compton scattering and
boson-gluon fusion. Lowest order Feynman graphs are shown in Figure 2.6. The
processes look similar to the ones in DIS, but the hard scale can not be set by Q2,
because the photon is quasi-real. Instead a hard scale can be set by the internal
propagator, producing e.g. jets with high transverse energy, EjetT .
Resolved Photoproduction
In resolved photoproduction, the photon acts as a source of partons with one of
them interacting with a parton in the proton. Examples of leading-order processes
are shown in Figure 2.7. In this example a gluon from the photon interacts with a
gluon from the proton (gluon-gluon fusion), another possibility is a quark from the
photon interacting with a gluon from the proton (photon excitation). In resolved
photoproduction the fragmentation products from the photon are also present in the
event, which distinguishes it from direct PhP.
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(a)
P
e+ e+
(b)
P
e+ e+
Figure 2.6: Examples for LO direct dijet photoproduction, a) QCD Compton scat-
tering, b) boson-gluon fusion.
P
γ
(a) P
γ
(b)
Figure 2.7: Examples for LO resolved dijet photoproduction, a) gluon-gluon fusion,
b) excitation in the photon.
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Photoproduction Generalised Model
The differential hard photoproduction cross-section can be written as the sum of the
direct and resolved components:
dσγP (pγ, pP ) = dσ
direct
γP (pγ, pP ) + dσ
resolved
γP (pγ , pP ) . (2.30)
Using the QCD factorisation theorems the soft and the hard parts of the cross-section
can be separated leading to:
dσdirectγP (pγ, pP ) =
∑
i
∫
dxfi/P (x, µF ) · (2.31)
dσγ(pγ , xpP , αs(µR), µR, µF , µγ) ,
dσresolvedγP (pγ, pP ) =
∑
ij
∫
dxdxγfj/γ(xγ , µγ)fi/P (x, µ
′
F ) · (2.32)
dσij(xγpγ , xpP , αs(µ
′
R), µ
′
R, µ
′
F , µγ) .
dσγ and dσij represent the elementary 2→ 2 cross-sections of the hard sub-processes,
fi/P and fj/γ give the probability to find a parton i and j with momentum fraction
x and xγ of the proton and the photon, respectively, in the scattering process. The
renormalisation scales µR, µ
′
R of the strong coupling constant, αs, are set proportional
to the transverse momentum, pˆt, of the final state partons (or their masses). Since
αs has to be small for reliable predictions, the parton transverse momentum (or its
mass) has to be above some minimum value, usually taken to be about 2 GeV. A
sketch of the general scheme for the factorisation of the photoproduction process is
given in Figure 2.8
The factorisation scales µF , µ
′
F and µγ separate the hard scatter from the soft
long-range interactions in the photon and the proton. They are usually set equal to
the renormalisation scale.
The distinction between direct and resolved processes is only possible at leading
order and depends on the factorisation scale of the photon, µγ, as shown in Figure 2.9.
Beyond leading order there is an interplay between the direct and resolved component.
The divergences arising from collinear emission of quarks from the incoming direct
photon are re-absorbed into the parton densities in the photon appearing in the
resolved component. Thus only the sum of the direct and resolved components has a
physical meaning.
The elementary cross-sections of the hard subprocess are the only components that
are “pure” perturbative QCD predictions. The observable inclusive cross-sections rely
on all the input distributions mentioned above, as well as on the factorisation of the
different input distributions. Therefore comparisons of data with such calculations
also give information on the input distributions.
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p
µ′F
fP
i
γ
µF
σij
f
γ
j
e±
e±′
Figure 2.8: General scheme for the factorisation of the photoproduction process into
a hard sub-process, denoted by σij , calculable with perturbative QCD, and soft pro-
cesses hidden in the parton distributions of the photon and the proton. The fac-
torisation scales µF , µ
′
F separate the short–distance hard scatter from the parton
distributions. Only leading order is shown.
p
g
Q
kt
γ
µγ
Figure 2.9: Ambiguity of direct and resolved classification in γp interactions. If the
virtuality kt of the parton propagator is lower than the factorisation scale µγ, the
splitting process is included in the photon structure of the resolved calculation at
leading order; while it is regarded as a direct process at next-to-leading order.
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2.3.4. Parton Hadronisation
As no colour is observed directly in nature, the quarks of the hard subprocess have to
form bound states directly after their production. This can be described as a series
of different steps. In a first perturbative step, additional partons are emitted from
the initial state parton(s) or the partons of the hard subprocess known as the parton
shower, followed by a second non-perturbative step using phenomenological models
to form hadrons from these partons (hadronisation).
p
g
Q¯
Q
γ
e±
e±′
PS
Hadronisation
Figure 2.10: Parton evolution in direct photoproduction: parton showers (PS), for-
mation of hadrons (Hadronisation).
Parton Showers (PS)
The model of parton showers, or parton cascades, approximates multiple parton emis-
sions by a series of successive parton splittings, as illustrated in Figure 2.10. The
probability that a parton is emitted from a parent parton with a given virtuality is
taken from the corresponding splitting functions [11], which are part of the evolution
equations described in Equation 2.25.
Initial-state and final-state parton showers have to be considered in a different
manner. The initial-state parton shower starts from a parton coming from the proton
which continues to emit partons with increasing virtuality until it enters the hard
scatter, while for the outgoing partons the virtuality is negative and the emissions
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are stopped when reaching a minimal value necessary for perturbative calculations.
This infrared cut-off value lies typically around 1GeV2.
Hadronisation
The transition from the final-state partons into bound hadrons cannot be calculated
perturbatively. Therefore phenomenological methods have to be applied to describe
the hadronic final state produced by a certain final state parton configuration.
Mesons
q
q
di
st
an
ce
time
Figure 2.11: Illustration of the string fragmentation. qq¯ pairs and the colour fields
between them form uniform colour flux tubes (strings). If the potential energy is high
enough, it breaks into two pieces forming new qq¯ until the energy is not enough to
produce new qq¯ pairs.
The model used for the fragmentation in the MC generators of this thesis uses
string fragmentation [15]. As shown in Figure 2.11, the qq¯ pairs are connected by
colour flux tubes, called strings. The string has a uniform energy per unit length,
corresponding to a linear quark confining potential. Therefore the potential rises with
increasing distance. If the potential energy is high enough, the string breaks up and
new qq¯ pairs are formed. This process continues as long as the invariant mass of the
string pieces exceeds the on-shell mass of a hadron.
The hadron-level cross-section (σ(ep→ eh(k)X)) of the final-state partons is con-
nected to the parton-level cross-section through the factorisation theorem. It can be
expressed by the following equation [16]:
d3σh(k)
d3k
=
∫
D(z)
d3σq(kˆ)
d3kˆ
δ3(~k − z~ˆk) d3kˆ dz , (2.33)
where h is the hadron with momentum k, kˆ is the momentum of the quark and σq
is the parton-level cross-section. z is the momentum fraction of the parton carried
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by the hadron and D(z) is the non-perturbative fragmentation function, which is not
calculable, but assumed to be universal. A commonly used fragmentation function
for heavy-flavour production is the Peterson fragmentation function [17], which has
the form:
Dh/i(z) = Ph/i · A
z · (1− 1
z
− ǫ
1−z
)2 , (2.34)
where Dh/i(z) denotes the fragmentation of a final-state parton, i, into a hadron,
h. A is a normalisation constant and Ph/i the total probability for the quark, i, to
fragment to h. ǫ is a free parameter which depends on the order of the perturbative
expansion and is expected to scale with the quark mass: ǫ ∝ 1/m2Q. For beauty-quark
production it has been determined to ǫb ≈ 0.0035[18], but the exact value depends
on the chosen parton showering scheme.
Another fragmentation function is the LUND symmetric fragmentation function [19]
Dh/i(z) = Ph/i · A
z
(1− z)a e−bm2t,h/z , (2.35)
with mt,h denoting the transverse mass of the hadron in question. This fragmentation
function is often used for the fragmentation of light-flavour quarks. The parameters
a and b are usually chosen to be 0.3 and 0.58GeV−2 respectively.
For the calculation of the theoretical uncertainty of the next-to-leading-order pre-
dictions the Kartvelishvili parametrisation [20] is used as an alternative to the Peter-
son fragmentation function:
D(z) = Ph/i · A zα(1− z) , (2.36)
where α is the variable parameter.
2.4. Beauty Production and Decay
Beauty, together with charm and top quarks, are often referred to as heavy quarks as
their mass is much higher than ΛQCD as well as the mass of the other three quarks
(u, d, s) which are therefore called light quarks. The high mass of the heavy quarks
provides a hard scale and αs is sufficiently small to allow perturbative calculations.
Hence, heavy quark production is an excellent testing ground for pQCD. Even after
many years of study, some small inconsistencies are still present. Especially the data
from beauty tends sometimes to lie above the NLO QCD predictions. This may
be due to different hard scales in the process, e.g. the pT of the outcoming parton
can present a second hard scale, or the photon virtuality, Q2, which complicates
the calculations. A second uncertainty can be the fragmentation and hadronisation
processes necessary to compare the heavy-quark calculations with experimental data.
The relevant methods for the production and decay of beauty quarks are described
in the following.
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The theoretical description of heavy-quark production and decay can be separated
into several parts. At first the parton-level cross-section of beauty production is
calculated at a scale close to the beauty mass. In a second step the beauty quark
couples with a quark from the fragmentation process to build an on-mass-shell hadron.
In a following step the heavy meson or baryon decays according to experimentally
determined branching ratios.
2.4.1. Beauty Production
In leading order (O(ααs)) the main contribution to beauty production at an ep collider
comes from boson-gluon fusion (BGF), as shown in Figure 2.6a. The BGF cross-
section can be calculated as
σBGF =
πe2bααs
sˆ
{
(2 + 2ω − ω2) ln 1 + χ
1− χ − 2χ(1− χ)
}
, (2.37)
where sˆ = (pb + pb¯)
2 is the squared centre-of mass energy of the bb¯ pair and eb is the
electromagnetic charge of the beauty quark [24]. The variables ω and χ are given by
ω = 4m2b/sˆ and χ =
√
1− ω. The cross-section for charm can be obtained exchanging
the charge and the mass. The lower mass and the higher charge lead to a much higher
cross-section and hence to a strong suppression of the beauty cross-section.
Beauty production has also been calculated at NLO level, as the contribution for
beauty is significant [21]. Compared to leading-order calculations, the main difference
is the additional radiation of hard gluons and the interference with virtual corrections.
Some examples of these processes are given in Figures 2.12 and 2.13. This means that
part of the parton showering in leading order becomes now part of the hard scatter
in NLO, see Figure 2.14.
Figure 2.12: Examples of NLO contributions to the beauty cross-section from addi-
tional gluon radiation.
2.4.2. Beauty Fragmentation
A simple but successful way to describe the transformation from beauty and charm
quarks to hadrons is via the Peterson fragmentation function, given in Equation 2.34.
The value of ǫq has to be determined experimentally. Typical values for charm and
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Figure 2.13: Examples of NLO contributions to the beauty cross-section from virtual
corrections.
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Figure 2.14: LO, NLO and PS in bb¯ production. A part of the parton shower applied
to initial and final state partons in LO is part of the hard scatter in NLO.
beauty are ǫc = 0.035 and ǫb = 0.0035 [18]. In Figure 2.15 the shape of the func-
tions are compared. The B-hadrons, containing beauty are generated with a harder
spectrum than the hadrons, containing charm. The most frequent weakly-decaying
heavy-flavour hadrons and their properties are summarised in Table 2.2.
2.4.3. Semi-Leptonic Beauty Decay
Due to their short lifetime B-hadrons cannot be detected directly. Their decay prod-
ucts are needed to identify them. The simplest model to describe hadron decays is
given by the spectator model. As shown in Figure 2.16 the beauty quark decays weakly
into a charm quark and a W-boson, which subsequently decays into a muon and a
neutrino. In this picture the spectator up quark does not take part in the reaction.
The high mass of the beauty quark leads to a suppression of QCD effects like gluon
radiation and binding effects which justify the assumption of the model to neglect
QCD effects.
Beauty quarks decay predominantly via an intermediate charm quark, as the tran-
sition probability is proportional to |Vcb| which is one order of magnitude larger than
the probability for the process b → u given by |Vub|. The W-boson subsequently
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Hadron Quark Content Mass [MeV] cτ [µm] I(JP )
B+ b¯u 5279.0± 0.5 501 1
2
(0−)
B0 b¯d, 5279.4± 0.5 460 1
2
(0−)
B0s b¯s 5369.6± 2.4 438 0(0−)
Λb udb 5624± 9 368 0(12
+
)
D+ cd¯ 1869.4± 0.5 311.8 1
2
(0−)
D0 cu¯ 1864.6± 0.5 123.0 1
2
(0−)
D+s cs¯ 1968.3± 0.5 147.0 0(0−)
Λ+c cud 2284.9± 0.6 59.9 0(12
+
)
Table 2.2: Properties of the most frequently produced beauty hadrons. The former
have both a higher mass and a longer lifetime. The higher mass is given by the b
quark mass whereas the longer lifetime results mainly from the smaller CKM matrix
element |Vcb| = 0.04 compared with |Vcs| = 0.97 [4]. The corresponding antiparticle
can be obtained by replacing each quark by its antiquark and vicecversa.
decays to a muon and a neutrino with a probability of [4]
Br(W → µν) = 10.68± 0.12% . (2.38)
2.5. Monte Carlo Event Generators
In this thesis a (LO+PS) Monte Carlo is used to determine the efficiencies and ac-
ceptances for the cross-section determination and the measurement is compared to
results from leading order plus parton shower (LO+PS) event generators. LO+PS
event generators make use of Monte Carlo techniques. For a general introduction see
e.g. [22]. The results from this thesis are compared to the LO+PS event generator
PYTHIA [23]. In the following the main methods used within PYTHIA are discussed.
To generate final-state hadrons all LO+PS event generators use the same scheme,
shown explicitly for a BGF event in Figure 2.17. Perturbative matrix elements (ME)
are calculated for the hard scatter at leading order. Renormalisation and factorisation
scales are both set to the average transverse mass of the outgoing partons given by
µ =
1
2
√
m21 + p
2
t,1 +m
2
2 + p
2
t,2 . (2.39)
As for BGF events, the heavy quark mass is taken into account, the cross-section stays
finite for pbt → 0 and the beauty sample can be generated inclusively. In order to take
care of higher order effects additional partons are produced in the parton showering
process using the DGLAP equations described in Section 2.3.4. For the fragmen-
tation process, PYTHIA uses the LUND string fragmentation scheme described in
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Figure 2.15: Comparison of the shape of the Peterson fragmentation function for
typical charm and beauty values of ǫq. The curves are normalised to the same area.
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Figure 2.16: Hadron decay B+ → µ+νµD¯0 in the spectator model.
Section 2.3.4 using the Peterson fragmentation function for the longitudinal compo-
nent of the qq¯ momenta for heavy flavours and the LUND symmetric fragmentation
function for light flavours, see Equation 2.35. The transverse momenta of the gener-
ated qq¯ pairs are Gaussian distributed. The following decay of the unstable hadrons
is carried out using experimentally measured decay spectra and probabilities. The
decay spectra and branching ratios are general properties of the B-hadrons and there-
fore not specific to a certain experiment. In Figure 2.18(a) decay spectra measured at
Belle [25] and BaBar [26] are compared to PYTHIA and good agreement is seen. In
Figure 2.18(b) the momentum spectra of electrons and muons from B meson decays
in different production environments are compared, and found to be very similar. The
decay spectra of the B-hadrons are hence independent of the centre-of-mass energy
and the final-state hadron mixture. It can therefore be assumed that also for HERA,
PYTHIA gives a good description of the decay spectra.
The main production processes implemented in PYTHIA are direct, resolved, and
excitation from the proton and photon, explained in the following:
• Direct: This is the pure BGF process, where the photon interacts directly with
a gluon from the proton, see Figure 2.6b.
• Resolved: Here the photon has a hadronic substructure and emits a gluon or
quark taking part in the calculation of the LO matrix element, see Figure 2.7.
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Figure 2.17: Structure of an ep event generator in a BGF process. The matrix element
of the hard subprocess (ME) is calculated at leading order. Parton showers (PS)
are applied for initial and final state radiation and finally the outgoing partons are
transformed into hadrons in the hadronisation process. In the end the hadrons decay
according to experimentally determined decay probabilities and spectra. From [24].
• Excitation from the photon/proton: This is a resolved process, where
either the photon or the proton emits a heavy quark, which enters the hard
scatter.
After the physics simulation, the final state hadrons have to pass the simulation
of the ZEUS detector response. This is realised in a program called Mozart3 which
is based on GEANT [28]. After these steps the simulated events can be compared
directly to the data distributions.
2.6. Next-to-Leading-Order Predictions
In heavy-flavour production up to NLO, two main schemes have been proposed. In
the fixed-flavour scheme, also referred to as the massive scheme in the case of charm
and beauty, the photon and proton have a hadronic substructure with only the three
light quarks as active flavours. Heavy quarks are then produced in a hard scattering
subprocess, where the heavy quark is assigned a realistic mass. In the so-called
massless scheme, the heavy flavours are treated as active flavours in the photon and
proton, the so-called excitation processes and the mass of the heavy quarks is set to
zero. The optimal scheme for NLO QCD predictions depends on the dominant scale.
If the virtuality, Q2, and the transverse momentum of the heavy quark squared, (phqT )
2,
are of the order of the m2hq, threshold effects due to the heavy quark mass have to be
taken into account and the so called massive scheme should be used. If Q2 or (phqT )
2
3Monte Carlo for ZEUS Analysis Reconstruction and Tracking.
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(a) (b)
Figure 2.18: B-hadron momentum spectra: (a) the differential branching ratio dB/dp,
of the B hadron with respect to the electron momentum in the B centre-of-mass
system measured by Belle and Babar are compared to the PYTHIA prediction (line),
separately for direct (circles) and cascade (triangles) processes. (b) the PYTHIA
prediction for the electron momentum distribution of the B-hadron mixture at the
Υ(4S) resonance (BaBar/Belle centre-of-mass energies) are compared to the B-hadron
mixture at LEP centre-of-mass energies. From [27].
are much larger than m2hq, the massless scheme should be used, as the excitation
processes may become important at high energies.
In this thesis NLO calculations in the massive scheme are used. The program used
for the NLO predictions in this thesis is FMNR [29]. Soft and collinear divergencies
are treated by generating sequences of correlated events, such that cancellation of
the sequences occurs. This method [30] removes the need for artificial regularisation,
required when a light quark accompanies the heavy quark pair. The scale used was
set to
µ =
√
(pbt)
2 +m2b . (2.40)
The parameters used in FMNR for the NLO predictions in this thesis are sum-
marised in Table 9.1. The central values and their variation are given. The factorisa-
tion scales and renormalisation scales were varied at the same time and are the main
contribution to the uncertainty of the NLO calculation. All other variations lead to
cross-section changes at the few percent level. To produce final state muons from the
b quarks the following procedure is used. First the b quarks fragment into B hadrons,
which then decay into muons using the muon momentum decay spectra used within
PYTHIA. The muons are emitted isotropically in the B hadron rest frame.
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3. Beauty Production - Experimental
Context
3.1. Heavy-Flavour Production in Fixed-Target
Experiments
The measurement of bb¯ production is a longstanding and important project in the
framework of the Standard Model. After the discovery of the Υ resonance in a fixed
target experiment, in 1977 the beauty-quark cross-section was measured at different
centre-of-mass energies [31]. The focus shifted to production of B-mesons. Figure 3.1
shows some results for the total cross-section from fixed target experiments. The
results are in good agreement with QCD next-to-leading-order predictions. The bands
around the central value of the prediction represent the uncertainty of the prediction.
3.2. Beauty Production at the Spp¯S
The UA1 collaboration was the first to measure beauty-quark cross-sections in single
muon and dimuon events in pp¯ collisions [34]. Beauty was identified at the Spp¯S
collider at CERN at a centre-of-mass energy of 630GeV using the semi-leptonic decay
into muons. Muons were required to have a transverse momentum, pµT , of 6GeV in
the single muon case and of 3GeV in the dimuon analysis.
The measured inclusive single beauty-quark cross-section in an η range1 of |η| < 1.5
as well as the differential cross-sections from single muon and dimuon event data is
compared to next-to-leading-order predictions and found to be in good agreement,
see Figure 3.2 [35].
The importance of higher order contributions to the cross-sections can be observed
by measuring the bb¯ correlations in ∆Rbb¯ =
√
∆η2
bb¯
+∆φ2
bb¯
and ∆φbb¯, where ∆φbb¯
is the azimuthal angle between the b and the b¯ quark. Figure 3.3 shows mea-
surements of the higher pT beauty quark, in two different transverse momentum
ranges pmaxTb > 6(11)GeV. In leading order the configuration should be back-to-back
(∆φbb¯ = 180
◦), while higher order contributions can lead to lower angles between
1η is the so-called pseudo-rapidity and defined as η = − ln tan(θ/2). Differences in η are Lorentz
invariant, and the multiplicity distribution is approximately flat in η, hence pseudo-rapidity is
often used instead of θ at hadron colliders.
3.3. BEAUTY PRODUCTION AT THE TEVATRON
(a) Beauty (lower curves) and charm (upper
curves) production in pi−N collisions as a func-
tion of the beam energy.
(b) Beauty charm production in pN collisions.
(c) Charm production in γN collisions.
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(d) Beauty production in pN colli-
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Figure 3.1: Total cross-sections for beauty and charm production in hadron produc-
tion and photoproduction observed in fixed-target experiments. The data is in good
agreement with the shown NLO QCD predictions. From [32] and [33].
the beauty quarks. The measurements agree well with the NLO predictions and
demonstrate the importance of higher order contributions.
3.3. Beauty Production at the Tevatron
Beauty production has also been studied in pp¯ collisions at the Tevatron, at a centre-
of-mass energy of 1.8TeV (Run I) and at 1.96TeV (Run II). The CDF and D0 ex-
periments published early measurements of beauty-quark cross-sections reporting a
difference in normalisation between the measurement and the data by a factor of two
from CDF and agreement between data and NLO from DO. Further measurements
from DO of the Run I data, confirmed the discrepancy seen by CDF [36].
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Figure 3.2: Inclusive single beauty-quark cross-section from UA1. Presented are
the results extracted from single muon and dimuon events in a range of |η| < 1.5
and pµT > 6GeV (single muon) and p
µ
T > 3GeV (dimuon). The measurements are
compared to next-to-leading-order predictions.
Over the last years this long standing difference has been reduced by refining the
experimental and theoretical methods. For a review see e.g. [37]. The recent measure-
ments of the total B-hadron production rates at
√
s = 1.96TeV are in good agreement
with NLO QCD. The residual discrepancies are well within the uncertainties. Fig-
ure 3.4 shows the results on open beauty production at the Tevatron before and after
the experimental and theoretical improvements.
Dijet correlations were measured recently in ∆φ of the two tagged beauty jets [38].
The jets were required to have a minimum ET of 20GeV and were measured in the
central region of the detector, |η| < 1.2. Beauty tagging was performed using lifetime
information. Cross-sections were measured as a function of ET of the leading jet, the
invariant mass of the beauty tagged jets and the azimuthal angle between the two jets.
The results were compared to leading order Monte Carlos (PYTHIA and HERWIG)
as well as MC@NLO. All measured cross-sections are in good agreement with the
next-to-leading-order Monte Carlo. The differential cross-sections as a function of ET
and ∆φ are shown in Figure 3.5.
3.4. Heavy-Flavour Production at HERA
The nature of ep collisions should simplify the difficulties for the theory to predict
cross-sections. Only one of the incoming particles is a proton with a partonic sub-
structure, while the other is a point-like electron or positron, which is well understood
theoretically. However the exchanged photon can have a hadronic structure which
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Figure 3.3: Beauty-quark correlation measurements from dimuon events in ∆φbb¯ (up-
per plots) and ∆Rbb¯ (lower plots) in two different ranges of the beauty quark higher
transverse momentum pmaxTb > 6(11)GeV. The measurements are compared to next-
to-leading-order predictions.
complicates calculations again. In practice the theoretical treatment of ep collisions
is almost as complicated as the calculations for pp or pp¯ collisions. In the following a
selection of the latest beauty-quark cross-section measurements is given followed by
results on dijet correlation measurements in charm.
3.4.1. Beauty Production
The previous ZEUS analysis on beauty photoproduction in the semi-leptonic muon
decay channel using data taken between 1996 and 2000 data required a muon of
pT > 2.5GeV reconstructed in the muon chambers and two jets of pT > 7(6)GeV [39].
Beauty was separated from charm and light flavour in a two parameter fit of the
transverse momentum of the muon relative to the jet, prelT . The cross-section was
measured as a function of pT of the muon, η of the muon, pT of the jet, η of the
jet and xγ , see Figures 3.6 - 3.8. The measured cross-sections agree well in shape
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(a) Run I (b) Run II
Figure 3.4: Open beauty production in pp¯ collisions at the Tevatron. In (a) older
measurements from the CDF and D0 collaborations are shown. The beauty contri-
bution was determined with the help of muons coming from semi–leptonic B decays.
The beauty production cross-sections, shown as function of the transverse b-quark
momenta, pbT , differ a lot from a QCD next-to-leading-order prediction also shown.
The situation is much improved in (b). Here, results of an analysis of J/ψ mesons
originating from B decays in Tevatron Run II data are shown with improved NLO cal-
culations, and MC@NLO, a next-to-leading-order QCD Monte Carlo event generator
developed recently. Figure taken from [37].
with the leading order Monte Carlo predictions from PYTHIA. The central value of
the next-to-leading-order predictions using the FMNR program, is always below the
measurement, but agrees within the theoretical uncertainty.
Beauty in photoproduction has also been measured in the 2005 data in the same
kinematic range as for the 96-00 data analysis described above [41]. Beauty was
measured in this analysis using a combined three parameter fit of the prelT and the
impact parameter distribution, determining the fractions of beauty, charm, and light
flavour events. The new micro-vertex detector was not yet finally calibrated and the
simulation incomplete, therefore the errors of the new measurements are large and the
old measurement on the HERA I data could not be improved so far. A comparison
between the two measurements is given in Figure 3.9.
Beauty has also been measured using semi-leptonic decays into electrons, a muon
double tag, as well as inclusive track impact parameter measurements in photoproduc-
tion and deep-inelastic scattering. Figure 3.10 summarises all these measurements as
a function of the transverse momentum of the beauty quark, pbT . The measurements
tend to be higher than the NLO predictions.
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Figure 3.5: Beauty dijet correlation measurement at CDF: The left plot shows the
differential cross-section as a function of ET of the leading jet and the right plot the
cross-section as a function of the azimuthal angle between the two tagged beauty jets.
3.4.2. Charm Dijet Correlation Measurements
Dijet correlations are particularly sensitive to higher-order effects and therefore suit-
able to test the limitations of fixed-order perturbative QCD calculations. Beauty
dijet correlations have not been measured so far at ZEUS. The charm cross-section
is substantially higher than the beauty cross-section, hence a dijet correlation mea-
surement could already be performed in charm. Two analyses will be presented here
measuring charm dijet correlations as a function of ∆φjj of the two highest jets, the
dijet transverse momentum, (pjjT )
2, the dijet mass, M jj, and the dijet angular dis-
tribution, cos θ∗. The cross-sections are measured separately in the direct-enriched
(xγ > 0.75) and the resolved-enriched (xγ < 0.75) regions. Beauty dijet correlations
are measured for these variables in this thesis for the first time.
For the measurement of the azimuthal angle of the two highest energy jets, ∆φjj =
|φjet1−φjet2| charm was measured by requiring a D∗± meson using the decay channel
D∗+ → D0π+s → K−π+π+s or the corresponding anti-particle decay. π+s refers to a
low-momentum (”slow”) pion accompanying the D0. The two jets were required to
have a transverse momentum of 7(6)GeV in an η-range of −1.5 < ηjet1,2 < 2.4. The
measurement was carried out in the photoproduction regime. Figure 3.11 shows a
comparison of the differential cross-section measured as a function of ∆φjj with the
LO+PS Monte Carlos PYTHIA and HERWIG, as well as NLO predictions using the
FMNR program. The agreement between data and the NLO prediction is good at
large angles, while at smaller angles the NLO prediction underestimates the data,
especially in the resolved-enriched region. Further details on the analysis, as well
as cross-section measurements as a function of (pjjT )
2, the dijet mass, M jj , are given
in [42].
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Figure 3.6: Differential beauty-quark cross-section in PhP ep collisions measured by
ZEUS as a function of (a) pµT and (b) η
µ for pµT > 2.5GeV, two jets of p
jet1(2)
T >
7(6)GeV and |ηjet1(2)| < 2.5 using the transverse momentum of the muon relative to
the jet, prelT , to tag beauty.
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Figure 3.7: Differential beauty-quark cross-section in photoproduction ep collisions
measured by ZEUS as a function of (a) pµ−jetT and (b) η
µ−jet. Further details see
caption of Figure 3.6.
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Figure 3.8: Differential beauty-quark cross-section in PhP ep collisions measured by
ZEUS as a function of xγ. Further details see caption of Figure 3.6.
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Charm dijet correlations have also been measured as a function of the dijet scat-
tering angle with respect to the proton direction in the dijet rest frame, cos θ∗:
cos θ∗ = tanh
(
ηjet1 − ηjet2
2
)
. (3.1)
Charm was identified in the same way as in the ∆φ cross-section measurement
requiring a D∗ in the decay channel D∗+ → D0π+s → K−π+π+s or the corresponding
antiparticle decay. At least two jets were required with a transverse energy of EjetT >
5GeV in a pseudo-rapidity range of |ηjet| < 2.4. To distinguish between the photon
and proton directions the D∗ is associated to the closest jet in η − φ space. This is
the first jet in the cos θ∗ calculation. For a given dijet invariant mass, M jj , events
with high values of | cos θ∗| have lower EjetT . To get rid of the bias from the EjetT
cut, M jj was required to be above 18GeV. A cut on the average longitudinal boost
η¯ = ηjet1 + ηjet2/2 of |η¯| < 0.7 was applied to remove the bias of the explicit cuts
on ηjet. Figure 3.12 shows the results on the measurement separately for the direct-
enriched (xγ > 0.75) and resolved-enriched (xγ < 0.75) samples. Direct photon events
originating from the dominant quark-exchange process γg → cc¯ and are expected to
be symmetric in cos θ∗. The sample is only direct-enriched, hence a slight asymmetry
is observed, as expected also from the Monte Carlo. The resolved-enriched sample has
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a small rise in the proton direction consistent with expectations from quark exchange,
while there is a strong rise in photon direction consistent with a dominant contribution
from gluon exchange. As the subprocess gg → cc¯ is symmetric in cos θ∗, most of the
resolved photon events come from charm originating from the photon. The agreement
with NLO is good in the case of the direct-enriched sample, while for the resolved-
enriched sample the NLO predictions are below the data. The shape of the measured
distributions is well reproduced by the NLO calculations. More details are given
in [43].
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4. Experimental Setup
The HERA (Hadron-Elektron Ring-Anlage) accelerator (Figure 4.1) was built at the
DESY (Deutsches Elektronen Synchroton) in Hamburg between 1984 and 1991. A
tunnel of 6.3 km circumference was constructed 10-20 m below the surface. Electrons
(positrons) at 27.5 GeV and protons at 920 GeV are brought to collision at two points
yielding a centre-of-mass energy of 318 GeV. The detectors H1 in the North Hall and
ZEUS in the South Hall are set up around the collision points. The main purpose
of the HERMES experiment in the East Hall is the study of the spin structure of
the proton. For this purpose the electron beam is first polarised longitudinally and
then collides with a (polarised) gas target. Until 2003 the HERA-B experiment was
situated in the West Hall. The original aim was the analysis of CP violation in the
B0B¯0 system using collisions of the proton beam with a wire target.
HERA
PETRA
DORIS
HASYLAB
Hall NORTH (H1)
Hall EAST (HERMES)
Hall SOUTH (ZEUS)
Hall WEST  (HERA-B)
Electrons / Positrons
Protons
Synchrotron Radiation
360 m
779 m
Linac
DESY
Figure 4.1: The HERA collider. Experiments are situated in each straight section.
While H1 and ZEUS use both beams, HERMES and HERA-B use only the electron
or proton beam; the pre-accelerators Linac, DESY and PETRA are also shown.
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4.1. The HERA Collider
The electrons are injected at a beam energy of 12 GeV after passing the pre-accelerator
chain of Linacs, DESY and PETRA and then accelerated to the full energy of
27.5 GeV. Protons follow a similar chain and enter the HERA beam-pipe at the
injection energy of 40 GeV and are then accelerated up to 920 GeV (820 GeV until
1998). The electron (positron) and proton beams are accelerated via superconducting
and conventional cavities respectively. Most of the time HERA ran with positrons.
Electrons were used in 1998-1999 and in 2005-2006. Due to spin-flip synchrotron
radiation, the Sokolov-Ternov effect [44], the electron beam is transversely polarised.
A series of dipole magnets called spin rotators are installed to turn the polarisation
longitudinally at the HERMES interaction point (IP) and since 2001 also at the ZEUS
and H1 interaction points. The beam consists of 210 bunches of electrons and protons
with a crossing rate of 10.4 MHz. Not all bunches are actually filled. Some bunches
are left unpaired, i.e. the corresponding bunch in the other beam is left empty for
background studies.
In the shutdown 2000-2002 HERA was upgraded to deliver about a factor five higher
specific luminosity. At the same time the experiments upgraded their detectors to
achieve higher precision measurements especially in the context of heavy flavour and
high Q2 physics. The main machine parameters are summarised in Table 4.1. The
delivered luminosity is shown in Figure 4.2.
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Figure 4.2: HERA delivered integrated luminosity since 1992.
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HERA parameters Design Values Achieved in 99/00 HERA II design HERA II achieved
e± p e± p e± p e± p
Circumference [m] 6336
Energy [GeV] 30 820 27.5 920 27.5 920 27.5 920
Centre-of-mass energy [GeV] 314 318 318 318
Maximum current [mA] 58 160 45 100 58 140 40 100
No. of colliding bunches 210 210 180 180 180 180 180 180
Time between bunch crossings [ns] 96
Horizontal beam size [mm] 0.247 0.247 0.190 0.190 0.118 0.118 0.115 0.115
Vertical beam size [mm] 0.078 0.078 0.050 0.050 0.032 0.032 0.030 0.030
Peak Luminosity [ cm−2s−1] 1.5 · 1031 1.7 · 1031 7.0 · 1031 5.0 · 1031
Table 4.1: HERA parameters.
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4.2. The ZEUS Detector
The ZEUS detector is situated in the South Hall of the HERA ring. It has a size and
weight of 12×11×20m3 and 3600 tons, respectively. The detector started operation in
1992 but was upgraded several times since. ZEUS is a multipurpose detector to study
a wide range of physics involving electron-proton scattering at HERA. The detector
covers the full 4π solid angle with the exception of very small angles close to the
beam-line. The detector has the typical design of high energy physics experiments.
Most of the components can be seen in Figure 4.3.
Figure 4.3: The ZEUS detector in an XY-cross-section.
In the core of the detector are the tracking detectors around the beam-pipe to
reconstruct vertices and charged particle momenta followed by the calorimetry for
the energy measurement. Outside the calorimeter are again tracking chambers for
muon identification. The energy difference between electrons and protons leads to
a boost in the proton direction. Hence the detector is specially instrumented with
additional tracking devices and more material in the calorimeter in the direction of
the proton beam, called the forward region.
The ZEUS coordinate system is defined as a right-handed orthogonal system with
the origin at the nominal interaction point (IP). The Z-axis points in proton beam
direction, the Y-axis points upwards and the X-axis to the centre of the HERA ring.
The polar angle θ is measured with respect to the Z-axis and the azimuthal angle φ
with respect to the X-axis as shown in Figure. 4.4. In general the pseudo-rapidity
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η = − ln tan(θ/2) is used instead of the angle θ, as a difference in η is logitudinally
Lorentz-invariant.
e pWWZ
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Φ
Figure 4.4: The ZEUS coordinate system.
In the following, a short description of the main detector components will be given.
Detailed descriptions of the components most relevant to the analysis will follow in
later sections. Starting with the innermost part, a vertex detector (VXD) was situ-
ated around the beam-pipe. It was removed during the shutdown in 1995/1996 and
replaced by a silicon-strip micro-vertex detector (MVD) during the HERA upgrade
in 2000/2001 to improve the tracking and especially the vertexing. The MVD is sur-
rounded by the Central Tracking Device (CTD), a wire drift chamber explained in
more detail in Section 4.3. The CTD is enclosed by a super-conducting solenoid
magnet providing a homogeneous magnetic field of 1.43 T in the CTD. In the for-
ward direction follows the Forward Detector (FDET). It consists of three planar drift
chambers (FTDs) and the Straw Tube Tracker (STT). The STT is separated into two
modules situated between FTD1 and FTD2 and between FTD2 and FTD3. During
the HERA upgrade the STT replaced the Transition Radiation Detector (TRD) to
allow a track reconstruction of high multiplicity events in the forward region. In the
backward region a fourth (rear) planar drift chamber (RTD) is installed. The track-
ing detectors are surrounded by a high-resolution compensating uranium-scintillator
calorimeter (CAL), see Section 4.4. It is the main detector for the energy measurement
at ZEUS and consists of three parts: the forward (FCAL), barrel (BCAL) and rear
(RCAL) calorimeters. In addition presampler detectors (FPRES, BPRES, RPRES)
are mounted on the front of the calorimeter modules to correct the energy of particles
that start to shower before reaching the CAL. The hadron-electron separator (HES)
is installed after three radiation lengths inside the FCAL and the RCAL to improve
the separation of electromagnetic and hadronic showers. An iron yoke surrounds the
CAL to provide a return path for the magnetic field flux. It is instrumented with
proportional chambers which allow an energy measurement of the particles passing
the CAL and is therefore called the backing calorimeter (BAC) see Section 4.5.3. On
the inner and outer surfaces of the BAC a system of muon detection chambers is
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mounted described further in Section 4.5. Attached to the front face of the RCAL
is the small-angle rear tracking detector (SRTD). This scintillator-strip detector cov-
ers an area of 68 × 68 cm2 around the beam-line and is used to measure the impact
point of the scattered electron on the RCAL with high accuracy. In the rear an iron-
scintillator detector, the VETO wall, is used to reject background from beam-gas
interactions. The C5 detector consists of 2 x 2 scintillator layers interleaved with
layers of tungsten. It is positioned 1.2 m from the nominal interaction point in the
electron flight direction, in the central cut-out of the RTD. It also provides informa-
tion on beam-gas interactions and is used as a veto for such events. Additionally its
rate gives information on the general background conditions during a fill. Another
important component is the luminosity detector. Electromagnetic calorimeters are
placed at Z = −34m and Z = −109m to measure photons from the bremsstrahlung
process ep → epγ, which have a well known cross-section and can therefore be used
to determine the luminosity, see Section 4.6.
4.3. The Central Tracking Detector
The Central Tracking Detector (CTD) is a cylindrical drift chamber which measures
the direction and momentum of charged particles as well as their energy loss, dE/dx,
which can be used for particle identification [45]. The active volume ranges from
Z = −100 cm to Z = +104 cm with an inner radius of 18.2 cm and an outer radius of
79.4 cm. It covers the polar angular range 15◦ < θ < 164◦ and the whole azimuthal
angle. The gas is a mixture of argon (82 %), ethane (13 %) and carbon dioxide (5 %).
When a charged particle passes through gas it ionises the gas molecules along the
trajectory. The resulting electrons drift along the electrical field lines towards the
positively charged sense wires. Close to the wire avalanche-like multiplication of the
electrons occurs, which results in a signal pulse which is measured via electronic read-
out. The CTD consists of 4608 signal wires organized in nine super-layers (SL), with
each SL containing cells made up of eight sense signal wires. An octant of the CTD
is shown in Figure 4.5. The drift wires of the odd numbered SL are parallel to the
beam axis, whereas those of the even numbered SL are inclined by a so-called stereo
angle of ±5◦ to achieve a better determination of the Z-position. The hit resolution is
about 0.18 mm in the r - φ plane which leads to a resolution of about 2 mm in Z. For
trigger purposes SL 1, 3 and 5 are equipped with a Z-by-timing system to determine
the Z position by the difference in arrival time at both ends of the wire. The achieved
resolution of 4 cm is quite poor, but the system allows a track reconstruction already
at the first level trigger.
The pT dependent resolution for vertex fitted tracks of pT >150 MeV with hits in at
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least 3 SL is given by1 [46]:
σ(pT )
pT
= 0.0058 · pT ⊕ 0.0065⊕ 0.0014/pT . (4.1)
(pT in GeV)
The first term is due to the position resolution, whereas the second and third are due
to multiple scattering before and inside the CTD.
Figure 4.5: Layout of a CTD octant. The stereo angle of each superlayer is indicated.
4.4. The Electromagnetic and Hadronic Calorimeter
The ZEUS calorimeter (CAL) [47–49] is a compensating sampling sandwich calorime-
ter. The energy is measured via scintillating material, which turns the deposited
energy into light that can than be measured via photomultipliers. As the radiation
length of scintillators is large, material with a short radiation length is alternated
with the scintillators to reduce the size of the calorimeter. The scintillators are “sand-
wiched” between the absorbers. Therefore only a fraction of the energy is measured
and the calorimeter is called “sampling”. The absorber layers are made of 3.3 mm
thick depleted uranium (98.1%U238, 1.7%Nb, 0.2%U235) and the active layers are
made of 2.6 mm thick plastic scintillators.
1a⊕ b = √a2 + b2
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Electromagnetic and hadronic showers develop differently. The signal from hadronic
showers is smaller due to nuclear reactions that don’t result in a measurable signal.
The signal from electromagnetic showers would thus normally be higher than for
hadronic showers. Using uranium as absorber material one can compensate for this
effect. Uranium has a high yield of spallation neutrons depositing their energy in the
scintillator and photons from subsequent neutron captures in the uranium deposit
their energy in the scintillator. Choosing the right thickness for absorber and scintil-
lator one can achieve the same signal for hadronic and electromagnetic showers. In
ZEUS compensation of e/h = 1.00± 0.05 was attained.
An important characteristic of a calorimeter is the energy resolution. It was mea-
sured under test-beam conditions for electrons and hadrons to be:
σe
E
=
18%√
E
and
σh
E
=
35%√
E
, (4.2)
with E in GeV.
Figure 4.6: View of an FCAL module.
The ZEUS calorimeter is divided into the forward calorimeter (FCAL), the barrel
calorimeter (BCAL) and the rear calorimeter (RCAL) covering together 99.8% of the
forward and 99.5% of the backward hemisphere solid angle. FCAL and RCAL consist
of 23 rectangular modules, see Figure 4.6, which each consist of up to 23 towers of
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20×20 cm2. The BCAL has 32 wedge-shaped modules surrounding the CTD. A tower
is segmented longitudinally into an electromagnetic (EMC) and two hadronic (HAC)
sections (only one HAC for RCAL). The EMC sections are additionally subdivided
into four transverse cells of 5 × 20 cm2. Each of the 5918 cells is read out on two
sides via wavelength shifters by photomultiplier tubes. The left-to-right signal ratio
gives an approximation of the transverse position of the shower in the cell and the
measurement becomes less dependent on the impact point of the particle. The time
resolution of the CAL of 1-2 ns is used to reject non e− p background already at the
trigger level using characteristic timing patterns.
4.5. Muon Chambers
The main aim of the muon detectors is the measurement of minimum ionising parti-
cles such as muons, which are produced in the interaction region and cross the whole
calorimeter and the iron yoke. The muon detection system is divided into two de-
tectors, namely the forward muon chamber, FMUON, and the barrel and rear muon
chambers, BMUON/RMUON. As for the other tracking detectors the forward region
is more finely instrumented to account for the Lorentz boost in the proton direction.
In addition the instrumented iron yoke (BAC) is used for muon detection. In the
following sections these components will be described in more detail.
4.5.1. The Forward Muon Detector
The FMUON [50] is divided into two regions: the inner detector (FMUI) situated
between the FCAL and the BAC and the outer detector (FMUO) outside the BAC.
A schematic view is given in Figure 4.7. The FMUON consists of:
• a system of four planes of limited streamer tube trigger planes (LST1-4) with
digital radial, ρ, and azimuthal, φ, readout;
• two larger planes of LSTs with digital (ρ, φ) readout and analogue ρ readout in
the so-called large polar angle region (LW1,LW2);
• four planes of drift chambers DC1-DC4;
• two large toroidal iron magnets providing a magnetic field of 1.7 T for charge
separation and momentum measurement in the angular region of 5◦ − 16◦.
The Limited Streamer Tube Trigger Planes (LST) have the aim to trigger on
the muon. At the same time the azimuthal and radial position of the muon candidate
is reconstructed. A trigger plane consists of four LST chambers grouped in two half-
planes. A quadrant is made of two layers of LSTs, positioned horizontally inside a
plastic sheet. The tubes of the two planes are displaced by half a cell width in order
to get a full geometrical acceptance. Each quadrant is contained in an aluminium air-
tight box where nitrogen can flow. If a muon passes the chamber a signal is generated
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Figure 4.7: The Forward Muon Spectrometer.
on the anode wire which also induces a signal on the copper strips, glued on the
plastic sheet which serves as the cathode. There are 132 radial strips each of them
1.9 cm wide divided along the bisector of the quadrant so that the simplest readout
unit of the trigger plane is an octant. There are 32 azimuthal strips per octant. Each
strip covers 1.4◦ in φ.
The Drift Chambers (DC) are used to improve the momentum resolution of the
track. Each DC plane consists of four chambers. The basic element of the chamber
cell is a gas volume containing four sense wires and wires to generate an electric
field. The sense wires are perpendicular to the beam axis and measure therefore the
radial coordinate. The information is then sent to a TDC which converts them into a
time value connected to the space distance by a known relationship. The information
obtained from the wires within a cell is combined to a segment reproducing the
crossing of a particle.
The Large Angle Coverage Planes (LW) increase the geometrical acceptance
of the FMUON to the region left uncovered by the toroid magnets (16◦ < θ < 32◦).
Each LW contains eight layers of LSTs. The LST signal is induced on copper strips
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as for the trigger planes. There are 64 φ strips corresponding to a spacing of 0.7◦
and 192 ρ strips corresponding to a distance of 1.8 cm between the strips per octant.
The readout is digital for the φ-strips, while the ρ-strips have an analogue readout,
like the wires of the drift chambers. A resolution of 1mm is achieved in the radial
direction using the method of the charge barycentre. A layout of a LW plane can be
seen in Figure 4.8.
Figure 4.8: Layout of a large-angle coverage plane, LW.
4.5.2. The Barrel and Rear Muon Chambers
The barrel and rear muon chambers [51] consist mainly of LST planes. Together
they cover an area of about 2000m2. In Figure 4.9 a blow-up view of the chambers
is shown. As for the FMUON, the BMUON and the RMUON are also subdivided
into an inner part mounted between the CAL and the backing calorimeter, and an
outer part outside the BAC. Although of varying shape and dimension the internal
chamber structure remains the same: an aluminium honeycomb support structure
with a double layer of LST planes on each side. In the BMUON the LSTs are
mounted parallel to the beam-line while they are orthogonal in the RMUON.
The determination of the position of a particle is done through readout of the hit
wires and the induced charge along the strips. If in the event a trigger signal from
the BMUON is available, the readout is analogue, while in the other case it is digital.
The spatial resolution achieved with the analogue strip readout is 200µm orthogonal
to the wires and 700µm parallel to the wires [52].
The structure of the detector allows the position of the track at the exit of the
calorimeter to be measured very accurately. Due to the magnetisation of the yoke a
momentum reconstruction of the track is also possible. Matching the track in a next
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step to a compatible track in the inner detector then reduces the background from
muons not produced at the interaction point, e.g. decays in flight of kaons and pions.
Figure 4.9: Blowup of the BMUON and RMUON.
4.5.3. The Backing Calorimeter (BAC)
layers with proportional chambers
wire towers
FORECAP
BARREL
REARCAP
pad towers
10 m
Figure 4.10: Blowup of the BACking Calorimeter.
The iron return yoke between the inner and outer muon chambers is instrumented
with aluminium proportional tubes to measure the energy of hadron shower leakages
out of the calorimeter and to correct the jet energy measurement; it is therefore called
the Backing Calorimeter (BAC). Additionally it is used as a muon detector to improve
the tracking of muons between the inner and outer chambers. It is specially useful in
regions barely covered by the muon chambers. In HERA II the BAC is also used in
the muon triggers.
The BAC modules consist of 7-8 tubes (channels) with a cross section of 11×15mm2
and a length from 1.8 to 7.3 m. The signal wires are made of gold-plated tungsten
with a diameter of 50µm supported every 50 cm. 50 cm long aluminium cathode pads
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are located on the top of the modules. The wires are read out on one side and provide
analogue (for the energy measurement) and digital (for the position measurement)
signals, while the pads have analogue readout only.
Energy is measured by summing up the analogue signals from the wires grouped
in addition into towers with a width of 25-50 cm (2-4 modules) over the full depth
of the BAC. 2-4 neighbouring pads are grouped into pad towers with an area of 50
× 50 cm2 (4 modules) similar to the wire towers. They provide information on the
location of the energy deposit along the wires.
The BAC spatial resolution perpendicular to the wires is ∼ 1 mm. Parallel to them
it is mainly determined by the pad size, and is thus about 50 cm /
√
12. The energy
resolution from test-beam measurements is:
σE
E
∼ 110%√
E(GeV)
. (4.3)
4.6. Luminosity Measurement
The time-integrated luminosity is defined as
Lint =
Nproc
σproc
, (4.4)
where Nproc is the number of events for a specific process and σproc the cross-section of
that process. If the process can be calculated accurately, measured with high precision
and has a high rate, it can be used as input for the cross-section determination of
other processes.
At ZEUS, the QED bremsstrahlung process ep→ eγp is used. It has a large cross-
section and can be calculated as a function of the photon energy [53, 54]. An overview
of the ZEUS LUMI system is shown in Figure 4.11.
There are two methods to measure the photon rate, where the second one is only
available in HERA II. The bremsstrahlung photons with θ < 0.5mrad leave the
beam-pipe through a Cu–Be window at Z = −92m from the interaction point. The
first method measures the bremsstrahlung photon directly. Photons traversing the
exit window without conversion to electrons are detected at Z = −106m in the lead–
scintillator calorimeter LUMIG. A position reconstruction with a precision of 0.2 cm is
provided by two layers of orthogonal 1 cm wide scintillator strips installed at a depth of
7X0 within the LUMIG. In front of the detector, a carbon–lead filter shields it against
synchrotron radiation. The largest background arises from electron bremsstrahlung
on the residual gas. Measuring the currents in the paired and unpaired electron
bunches and the bremsstrahlung rate for the unpaired electron bunches, the beam-
gas background can be subtracted. A detailed description of the method can be
found in [55]. Monte Carlo simulations have shown that a total systematic error of
2% should be attainable [56].
About 10% of the photons convert into e+e− pairs in the exit window and are bent
out of the photon direction by a spectrometer dipole magnet. The second method
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measures now the photon rate indirectly by counting e+e− coincidences in two small
tungsten-scintillator calorimeters. The spectrometer has small acceptance in coinci-
dence (≈ 3%) and no acceptance for low energy photons. Therefore the probability
of pile-up and synchrotron radiation (SR) photon coincidences is small. The main
error of this method comes from the uncertainty in the acceptance. Monte Carlo sim-
ulations have shown that a total systematic error of 1.4 % should be attainable [57].
A sketch of the lumi spectrometer is given in Figure 4.12
Tagger 8m
LUMI System
Tagger 44m
Figure 4.11: Layout of the luminosity measuring devices: The blocks indicate bending
and quadrupole magnets. The detectors at −35m and −44m measure electrons that
are scattered under very small angles and are used for tagging γp events. The photon
detector and spectrometer are situated at Z = −106m.
4.7. Trigger and Data Acquisition
The bunch-crossing rate at HERA is 10.4 MHz, while the rate of interesting physics
events varies between 0.05 Hz for NC DIS events with Q2 > 100GeV2 and 250 Hz for
soft PhP events (for an instantaneous luminosity of 2 ·1031 cm−2s−1) [50]. The rate of
background events due to interactions with the residual gas nuclei or elements from
the beam-line (beam-gas events) is about 10 kHz and additional background is given
by cosmic ray muons passing through the detector. The total data size per event is
typically O(105) bytes while the writing speed is limited to O(106) bytes/s. Hence a
significant reduction of the data rate and size is needed.
A three level trigger system is used to select events online as shown in Figure 4.13.
The complexity of the trigger decisions rises from level to level, while the data is
reduced:
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Figure 4.12: Layout of the HERA II luminosity spectrometer: The photons are con-
verted into e+e− pairs in the exit window, a uniform magnetic field then separates
the e+e− pairs, which are then registered by two small calorimeters.
First-Level Trigger (FLT): The first level trigger decision is mainly taken by
the CAL and the tracking detectors. Each component’s FLT is implemented in hard-
wired logic circuits and takes its decision on the basis of energy sums, thresholds
or timing information, while the data is stored in pipelines to keep the dead time
low. This decision is sent to the global first level trigger (GFLT) which combines the
information from the different detector components so that the final decision to pass
the event to the second level trigger is taken after 4.4µs. The typical output rate of
the GFLT is below 1 kHz.
Second-Level Trigger (SLT): The second-level trigger uses a network of pro-
grammable transputer CPUs, optimised for parallel processing. It has to reduce the
output rate to less than 100 Hz. For the SLT each component recalculates quanti-
ties with higher precision, e.g. beam-gas background is rejected on the basis of CAL
timing information, which is now available. The information is sent to the GSLT and
a decision is made after about 7 ms. For GSLT accepted events, the data from all
components is combined into a single record of ADAMO [58] database tables by the
event builder and passed to the third level trigger. The GSLT was complemented in
2001 by an additional tracking trigger called the global-tracking trigger (GTT).
Third-Level Trigger (TLT): The TLT fully reconstructs the event on a computer
farm. The decision is now based on kinematic variables, muon, electron finding algo-
rithms, hadronic final state topologies etc. Accepted events are written to tape at a
rate of 5-10 Hz and are then reconstructed offline with more sophisticated algorithms.
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Figure 4.13: The ZEUS trigger and data acquisition system.
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5. Event Reconstruction
The reconstruction of the event properties needed to identify semi-leptonic beauty
decays into muons consists of the reconstruction of the hadronic system and the
muon reconstruction. The reconstruction of the hadronic system is based on track
and energy information combined into energy flow objects (EFOs). These are the
input for the jet algorithm.
For the identification of the muons a set of muon finder algorithms using information
from the inner tracking chambers, the calorimeters and the muon chambers is used.
These finders are combined into a general muon finder, to improve the efficiency and
to benefit from redundancies.
In this chapter the different ingredients of the event reconstruction are presented.
Starting with the inner tracking, followed by the calorimeter energy measurement,
the combination of the tracking and calorimeter information and the description of
the jet algorithm and coming finally to the muon reconstruction.
5.1. Track Reconstruction
The track reconstruction combines hit information from the inner tracking detectors
to reconstruct charged particle trajectories, taking into account the errors on the
hit measurements, the dead material distribution, the resulting expected multiple
scattering and the magnetic field. The detector used in HERA I is the CTD, described
in Section 4.3. A micro-vertex detector (MVD) has been installed in ZEUS in 2001
and is used for the track reconstruction together with the CTD for the HERA II data.
The track model used in all running periods is a five parameter helix [59, 60],
designed to describe particle tracks in an axial magnetic field parallel to the beam axis.
Relative to an arbitrarily chosen reference point in the XY plane, e.g. Xref , Yref =
(0, 0), the origin of the coordinate system, the helix is defined in the following way
(see Figure 5.1):
1. ΦH : angle of the tangent of the helix w.r.t. the X-axis;
2. Q/R: Q is the charge and R the radius of curvature;
3. QDH : DH connects the helix to the reference point at the distance of closest
approach of the helix relative to the reference point;
4. ZH gives the Z coordinate at the point of distance of closest approach;
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5. cot θ = tanλ, λ = π/2 − θ is the dip angle of the dip with respect to the XY
plane. Any point on the helix is expressible as a function of the trajectory’s
outbound path-length in the XY plane: s(φ) = −QR(φ− φH)
Figure 5.1: Helix in XY view for a positively charged track.
5.1.1. Track Reconstruction in the CTD
For the 96-00 running period two types of track reconstruction exist: the regular
tracking, using CTD hits and if they match a 3D track segment in the first For-
ward Tracking Detector (FTD1), or a track segment from the Rear Tracking Detec-
tor (RTD); the second tracking mode uses only the CTD information regardless of
whether there is a matching FTD or RTD segment. In this thesis the CTD-only
mode, is used.
The first step of the track reconstruction is the pattern recognition. Starting from
the outside, each track candidate begins as a track seed consisting of three CTD hits
from an axial superlayer. The track seed is then extrapolated inwards, gathering
additional hits with increasing precision as the trajectory parameters are updated. In
the next step each track candidate is fit to the five parameter helix model.
In order to determine the primary vertex a simple initial fit determines the weighted
centre-of-gravity for all tracks extrapolated to the beam-line. Tracks with high con-
tribution to the χ2 of the fit are discarded. The full vertex fit is carried out in an
iterative procedure. In each iteration step the tracks associated with the vertex can-
didate are refitted, using the obtained vertex position from the previous iteration as
an additional measurement of the tracks, until the vertex position converges.
Since 2001 the MVD supplements the CTD measurement along the particle track
with high precision measurements between the vertex and the innermost CTD hit.
This should improve the track and vertex resolution substantially.
5.2. Reconstruction of Calorimeter Variables
The CAL (Section 4.4) photomultiplier signals have to be converted into particle
energy measurements during the event reconstruction. To translate the photomul-
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tiplier measurement into energy values, calibration factors determined in test-beam
measurements are used. Further corrections for noise and detector effects have to be
applied.
The main sources of noise are sparks in the photomultipliers and cells with tem-
porarily badly behaving photomultipliers or readout electronics, so-called hot cells.
Hot cells can be determined in offline CAL data quality monitoring, resulting in a
list of bad channels. Noise due to sparks in the photomultipliers can be suppressed
by setting cell energy thresholds for isolated cells. If no signal in neighbouring cells
is detected and the cell itself has a signal corresponding to less than 80MeV in the
electromagnetic and 140MeV in the hadronic calorimeter, the cell information is dis-
carded. Bigger sparks can be suppressed using the two independent photomultipliers
of each CAL cell.
For remaining differences to the test beam measurement, energy scale correction
values are calculated [61] and applied to the data. The correction factors used in the
96-00 data period are summarised in Table 5.1. Additional corrections for incom-
pletely modeled dead material are applied in the offline analysis. From the corrected
CAL information, the total transverse energy, ECALT , is calculated as the scalar sum
of the transverse energy of each cells:
ECALT =
Ncells∑
i=1
Ei · sin(θi) . (5.1)
CAL section Cell Type Correction 96-97 Correction 98-00
FCAL electromagnetic 4.0 % 2.4 %
hadronic -5.0 % -5.9 %
BCAL electromagnetic 4.0 % 5.3 %
hadronic 8.2 % 9.6 %
RCAL electromagnetic 2.2 % 2.2 %
hadronic 2.2 % 2.2 %
Table 5.1: Energy correction factors for the electromagnetic and hadronic parts of
the FCAL, BCAL and RCAL for the running periods 1996-1997 and 1998-2000.
5.3. Reconstruction of the Hadronic System
The energy measurement of particles is an important ingredient to the reconstruc-
tion of the event properties. For the calorimeter energy measurement the resolution
improves with increasing energy of the particles (σE/E ∼ 1/
√
E), while for the mo-
mentum measurement in the CTD it is the other way around. To benefit from the
best measurement in all energy ranges the track momentum measurement and the
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CAL energy measurement are combined to energy flow objects, (EFOs). The reso-
lution dependence on the electromagnetic energy and the transverse momentum of
the track is shown in Figure 5.2 with the typical resolutions used in the tuning of
the combination algorithm. The track information is mainly used below 10-15GeV
and the calorimeter energy measurement for higher energies. In the following this
combination process is described.
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Figure 5.2: Resolution from single particle Monte Carlo simulation for the electro-
magnetic energy in the EMC (closed points) and for the transverse momentum in the
CTD used in the tuning of this combination algorithm, taken from [62].
5.3.1. Reconstruction of Energy Flow Objects
The first stage of the reconstruction procedure [62] clusters the cell energy mea-
surements separately in each of the calorimeters (FCAL, BCAL, RCAL) for each
calorimeter layer (EMC, HAC1, HAC2) into so-called islands. To form islands all
neighbouring cells with an energy deposit above the noise level are grouped together,
starting from the cell with the largest signal. The procedure can be improved by
forming so-called cone islands, combining islands in cones of φ and θ, oriented to-
wards the interaction point. Here one starts at the HAC2 and combines cell islands
across the different calorimeter layers. The grouping is based on a probability func-
tion, which depends on the angle between the cell-islands [63]. The position of the
cone island is determined from the logarithmic centre of gravity of the shower1. The
1Using logarithmic weights instead of linear weights takes into account the exponential fall-off of
the shower energy distribution from the shower maximum and avoids systematic biases due to
varying cells solid-angle as seen by the vertex.
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result is an island with three coordinates and a radius defined as the distance of the
island on the plane perpendicular to a ray drawn from the vertex to the island. At
low energies (. 10GeV) the cone island method has a poor resolution and some low
energy particles are not measured at all. Here the CTD track measurement comes
into play.
For the track reconstruction vertex-fitted tracks which pass at least 4 superlayers
in the transverse momentum range 0.1 < ptrackT < 20GeV are taken. If the track
has hits in more than seven superlayers the track information is preferred up to
ptrackT = 25GeV. The tracks are extrapolated to the front-face of the CAL taking
the magnetic field into account and further into the CAL by a linear approximation
using the momentum vector at the CAL surface. The matching criterion used for the
track-island matching is the distance of closest approach (DCA) of the track and the
position of the island. A track is matched to the island, if the DCA is smaller than
the island radius or lower than 20 cm, see Figure 5.3.
Figure 5.3: Reconstruction of EFOs by a match between CAL cells clustered into
islands and tracks. EMC cell islands 2 and 3 are joined with HAC cell island 1 to
form a cone island. In the next step, the cone islands are matched to tracks [62].
The track information is used in the following cases:
• the relative uncertainty on the momentum measurement is smaller than the
relative uncertainty of the calorimeter measurement, see Figure 5.2:
σp/p < σECAL/ECAL , (5.2)
where σp and σECAL are the measured resolutions of the track momentum and
the CAL energy respectively.
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• the track momentum exceeds the energy measurement in the CAL within the
resolution on the measured ratio ECAL/p:
ECAL/p < 1.0 + 1.2 · σECAL/p , (5.3)
where the uncertainty σECAL/p is calculated using
σECAL/p = (ECAL/p
2)σp ⊕ (1/p) σECAL .
As muons are minimum ionising particles (MIP) they lose only part of their energy
in the calorimeter, hence the value E/p is small. Objects with the properties of
muons are therefore treated separately, i.e. the tracking information is favoured if the
following requirements are fulfilled:
• ECAL < 5GeV ;
• ECAL/p < 0.25 ;
• pT < 30GeV .
In addition to the clean matches of one track to one island, the following three
categories exist:
• good tracks which are not associated with any calorimeter object are counted
as charged energy. The CTD information is used under the assumption that
the particle is a pion;
• calorimeter objects not associated with any track are counted as neutral energy
and the calorimeter information is used for the four-vector reconstruction;
• calorimeter objects associated with more than three tracks, the calorimeter
information is used.
The more complicated 1-to-2, 1-to-3, 2-to-1 and 2-to-2 track-island matches are
treated in the same way as the 1-to-1 matches, with the following replacements:
• ECAL →
∑
iEi,CAL and i runs over the calorimeter islands;
• p→∑j pj and j runs over the matched tracks;
• σECAL →
√∑
i(σEi,CAL)
2 ;
• σp →
√∑
j(σpj )
2 .
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5.3.2. Cone Island Correction
Further energy corrections are applied to the cone islands and EFOs:
• Dead material correction: Corrections for energy loss due to dead material
on the detector have to be applied. A detailed dead material map (Figure 5.4)
is used to correct the contributions to the energy loss in front of the inner CAL
surface.
• Calorimeter cracks: The zones of the cracks between the calorimeter sections
are not very well simulated and small corrections are introduced.
• Energy overestimation of low momentum hadrons: Protons and pions
with momenta below ∼ 1GeV lose energy mainly through ionisation without
hadronic interactions. In this case, the CAL is no longer compensating (e/h) =
0.6. This causes an overestimation of the energy of low momentum hadrons and
has to be corrected for.
Figure 5.4: Map of the dead material distribution between the interaction region and
the calorimeter as a function of θ and φ. The contribution varies between one and
three radiation lengths, X0.
5.3.3. Correction for the Presence of a Muon
The reconstruction of the hadronic system of an event only from the calorimeter
would underestimate the energy in the presence of a muon. In the case of identified
muons2 (see Section 5.5), the energy is corrected to the full energy using the track
2The muons are associated to the EFOS using the muon track information in the CTD.
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momentum of the muon. Isolated muons are corrected using the track information
rather than the CAL MIP cluster, as described in Section 5.3.1. For non-isolated
muons this cannot be done, as there is also hadronic activity in the EFO. The EFO
is then corrected by subtracting the typical muon energy loss and adding the muon
momentum measured in the CTD. The typical energy deposit of a muon in the CAL
calculated as a function of the polar angle θ from a single muon MC is shown in
Figure 5.5.
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Figure 5.5: Typical energy loss of a muon in the CAL as a function of the polar angle
θ. The crosses represent the energy loss in the electromagnetic, the open circles the
energy loss in the hadronic calorimeter and the full points the total energy loss [64].
The differences in the energy loss for different polar regions are due to the different
amount of material the muon has to pass. At about θ = 20 ◦ and θ = 120 ◦ are
the so-called super cracks, the regions between the different calorimeter sections and
hence less material.
The following classes of muons are corrected:
• if the EFO already uses the track information for the energy determination no
correction is needed, as the muon properties are already taken into account;
• if the EFO uses the CAL information for the four-vector determination and the
energy is less than 150% of the typical energy loss of a muon, EEFO≤1.5EMIP,
the four-vector is determined from the measured muon momentum;
• if the EFO uses the CAL for the four-vector determination and the energy de-
posit is larger than 150% of the typical energy loss of a muon, EEFO > 1.5EMIP,
a MIP is subtracted and the reconstructed muon vector added to the initial
EFO.
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5.4. Jet Reconstruction
The properties of the partons in the hard interaction are strongly correlated with
the hadronic system originating from the hadronisation/fragmentation process. This
system is represented by a large amount of energy deposited in a small angular region,
also called a jet of hadrons. In this analysis the jets are reconstructed from the EFOs
defined in Section 5.3.
As jets are complex objects not uniquely defined in QCD and their definition relies
on the implementation of the jet algorithm, the Snowmass workshop in 1990 fixed
criteria to define standards for jet finders [65] to guarantee their universal applicability.
A jet finder especially suited for ep collisions should fulfill the subsequent require-
ments:
• Collinear safety: The results should be independent of the fact that a parton
can split into two partons moving collinearly. This dependence would cause
collinear divergencies in the theoretical calculations, which disappear if no dis-
tinction is made between two particles having the energy E1 + E2 = E and a
single particle of energy E; this means experimentally that the jet algorithm
should not depend on the detector granularity;
• Infrared safety: The results should be independent of the emission of low
energy particles, which would lead to infrared divergencies in the theoretical
calculations; this means for the experimentalists that small energy deposits,
related to noise have to be removed;
• Beam remnant: The first two points are common to all experimental environ-
ments. In ep photoproduction one has to treat in addition the remnants from
the proton and the photon, which have to be separated from the jets and should
not influence them;
• Lorentz invariance: The frames of physical interest are usually Lorentz boosted
along the beam direction. Therefore the jet algorithm should be independent
such transformations, realised by running the jet algorithm in the η − φ plane.
kt Clustering Algorithm
In this analysis a kt-type clustering algorithm [66, 67] is used. The clustering al-
gorithm has the advantage of unambiguously assigning the EFOs to a jet, i.e. the
treatment of overlapping jets is clear, and the assignment of hadrons to jets can be
done in the same way in theoretical calculations and experiments. The separation
depends on the relative transverse momentum of the combined objects. By this an
effective jet radius is defined depending on the energy of the jet. Three things have
to be specified for the clustering procedure:
• a test variable (energy-angle resolution), dkl, has to be defined in order to decide
if two hadrons belong to the same cluster or not;
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• a recombination scheme, which defines the iterative formation of jets from single
particle entries in the EFO list;
• a hard scattering scale, dcut, to separate hard and soft processes.
The KTCLUS algorithm used here, uses the following procedure for jet formation:
1. The resolution variables dkl and dk, dl are calculated for all pairs of EFOs ek
and el:
dk = (p
k
T )
2 , (5.4)
dkl = min((p
k
T )
2, (plT )
2)∆R2kl , (5.5)
where ∆R2kl =
(ηk−ηl)2+(φk−φl)2
R2
guarantees the longitudinal boost invariance. R
is a measure of the distance between two candidates and set to 1 in this thesis.
2. The smallest value for each of the resolution variables dk, dkl is determined:
• If dkl has the smallest value, the two EFOs ek and el are combined into
a pseudo-particle using the E recombination scheme. In this scheme the
hadrons are treated as massive particles, assuming a pion mass. Their
four-momenta are added as: p(kl) = pk + pl. The new resolution variables
for this pseudo particle are:
d(kl) = (pT,(kl))
2 , (5.6)
d(kl)i = min((pT,(kl))
2, (pT,i)
2)∆R2(kl)i . (5.7)
• If dk has the smallest value, the EFO ek is removed from the EFO list and
included in a so-called remnant jet. The decision if the particle is part
of the proton or photon remnant jet is based on the resolution variables
dkp = (p
k
T )
2∆R2kp and dkγ = dkγ = (p
k
T )
2∆R2kγ.
3. The combination procedure continues until all particles and pseudo-particles
not included in the remnant jet have a separation larger than the cut-off scale,
dcut. In this analysis, a cut-off scale of dcut = 1GeV was chosen.
The result of this procedure are final-state jets and remnant jets. The E recombination
scheme is chosen as the mass of beauty quarks is not negligible.
5.5. Muon Reconstruction
The muon reconstruction system is especially important for this analysis, as the decay
muon from the beauty quark is used to tag beauty events. A highly efficient muon
reconstruction with a good signal to background ratio has been achieved due to the
redundancy of the muon signature measured in several components of the ZEUS
detector. First the main features of muon signatures are described, then the different
muon reconstruction algorithms are presented. In the last part the method used to
combine them into a general muon finder, is described. For more details see the
description of the GMUON package [68].
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5.5.1. Muon Signature
The main characteristic of a muon relevant for its detection is that it is a charged
minimum ionising particle with high penetration power. A rough rule of thumb for
this penetration power is
range of muon in iron ∼ 1m/GeV.
Four main features are used in ZEUS to identify muons from semi-leptonic beauty
decays:
1. As muons are charged particles a track can be reconstructed and its momentum
determined, using the tracking devices.
2. Muons from beauty decays are produced very close to the primary vertex of
the ep collision. Given the resolution of the CTD, they are associated to the
primary vertex. This requirement reduces the background from kaon and pion
decays in flight.3
3. Due to the minimum ionising property, high-energy muons are not stopped in
the CAL. They leave a relatively small amount of energy along their trajectory
in the CAL and reach the muon chambers where they can be identified as
charged tracks.
4. Muons from heavy-flavour decays are accompanied by hadrons and are thus
non-isolated.
5.5.2. Muon Reconstruction Algorithms
MUONFIND
The MUONFIND [69] algorithm (also referred to as MIP in GMUON) is a simple
algorithm matching CTD tracks to calorimeter islands, which are compatible with a
MIP signature. It is only used for high momentum tracks (pt > 2GeV).
MV
The MV muon finder [70] is a CAL based muon finder, like MUONFIND. The differ-
ence from MUONFIND is a more sophisticated algorithm, based on a neural network
to check the compatibility of the clusters with a MIP cluster. It assigns a MIP proba-
bility to the cluster, which also includes matching information. The muon candidate
is then matched to a CTD track. For very forward muons the possibility to run the
algorithm without track matching exists. MV is the best purely CAL-based muon
finding algorithm and suited for isolated muons down to p > 1GeV.
3In HERA II the MVD enables the possibility to determine the secondary vertex from the B meson
decay. Muons could then be associated to this secondary vertex.
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GLOMU
The GLOMU algorithm [71] provides simple matches based on distance and angle be-
tween CTD tracks and inner, outer or inner+outer muon chamber tracks (BRMUON
tracks). It also provides a match to MIP clusters, but less sophisticated than the MV
algorithm. Several versions of this algorithm exist, on trigger level and offline. This
algorithm is also more suited for low background environments. It can almost always
be replaced by the BREMAT algorithm, which has a better background rejection.
BREMAT
The BREMAT muon finder [72] reconstructs muons by matching track candidates
from the inner, outer or inner+outer barrel and rear muon chambers with CTD tracks.
The tracks are extrapolated to the inner muon chamber plane using GEANE [73]
taking into account the full error matrix for the matching χ2 to evaluate a true
matching probability. The matching is done in position and angle in two projections
(4 degrees of freedom). If also the outer muon chambers are considered the muon
momentum can be estimated, as the muon is bent due to the magnetic field in the
iron yoke. The muon momentum is then also taken into account for the matching,
yielding an additional degree of freedom. The final muon momentum is taken from the
more precise inner tracker information only. The CTD tracks used in the BREMAT
algorithm have to pass a preselection, the most important requirements are:
• momentum, p > 1GeV;
• track starting from CTD super-layer 1 and extending to at least super-layer 3,
polar angle, θ > 20 ◦;
• χ2 per number of degrees of freedom, χ2ndf < 5;
• distance, ∆, between the central point of the muon chamber segment and a
straight line extrapolation of the CTD track to the muon chambers ∆ ≤ 150 cm.
The BREMAT algorithm is particularly suited for non-isolated muon studies and
hence is one of the main muon finders used in this analysis.
MUBAC
The MUBAC algorithm [74] reconstructs muon segments from the BAC pad and strip
information, (see Section 4.5.3). In the context of GMUON (see section 5.5.3) the
central tracks are extrapolated from the vertex using a straight line into the BAC and
a distance-based matching requiring as distance of closest approach of 50 or 120 cm.
Due to large geometrical coverage of the BAC the muon finding efficiency is sub-
stantially increased. The MUBAC algorithm is a valuable supplement to other muon
finders for analyses which aim for maximal efficiency rather than maximal background
rejection, such as a semi-leptonic muon analysis.
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MAMMA
The MAMMA algorithm [68] matches isolated muons with a MIP signature to an inner
forward muon chamber segment. Since the background is very high in the forward
region, this finder is only useful for low background analyses with well-isolated muons.
MCTS
MCTS segments are obtained by combining a simplified curved spline fit in the
FMUON system with a straight line fit through the CAL and the CTD towards
the primary vertex, including an estimation of the muon energy loss. Thus a rough
momentum estimation at the vertex using FMUON information only can be done.
This algorithm has a high FMUON efficiency for very forward muons, but produces at
the same time many fake candidates. This muon finder is more intended for technical
studies than for physics analysis, but nevertheless it can reduce the background in
the MV or MUBAC muon finders.
MPMATCH
The MPMATCH algorithm [75, 76] is one of the most sophisticated muon finding
algorithms available. It provides a combined Kalman filter fit [77] of an FMUON seg-
ment with a CTD track coming from the primary vertex. The tracks are extrapolated,
as for the BREMAT algorithm, using the GEANE package. The muon momentum
is determined from the combined track measurement. The requirement on the CTD
tracks are minimal and no CAL or BAC information is used within MPMATCH.
MPMATCH has a very good background rejection and therefore no requirements
on the muon isolation. Thus it is very well suited for a semi-leptonic beauty analysis.
Unfortunately the geometrical coverage is small and the efficiency only moderate.
MUFO
The MUFO algorithm [78] is an algorithm similar to MPMATCH and has been de-
veloped in parallel. It has two main options for the muon finding:
• The first possibility is essentially identical to MPMATCH: it provides a Kalman
filter fit between an FMUON segment, a central track and the primary vertex.
It produces almost the same muon candidates as MPMATCH.
• In the second mode it matches a FMUON segment with the primary vertex
without requiring a CTD track. This mode yields additional muon candidates
in the very forward region, but produces also a higher background than MP-
MATCH, as no central track is required.
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5.5.3. A General Muon Finder
For the best reconstruction of muons with the highest possible efficiency and the
lowest background, all information on muon candidates from the different detector
components should be combined into just one muon object. This is the aim of the
general muon finder package, GMUON [68]. It combines all finders described in the
previous section. As each finder described above is only applicable for a certain type
of muon candidate, e.g. isolated muons, forward muons, high or low pT muons etc.
the combination of all finders reduces these limitations substantially. Due to the re-
dundancy and the larger geometrical coverage, either the number of muon candidates
can be increased by a large factor, or the background can be reduced, depending on
the aim of the physics analysis.
GMUON can either be used as a front-end to the different muon finders or, in
addition, one can take advantage of the redundancy and can improve the signal-to-
noise ratio (S/N). Therefore a quality factor for the muon candidates, ranging from
0 (worst S/N) to six (best S/N), has been evaluated using a beauty and a light
flavour MC sample, such that the signal-to-background ratio increases approximately
by a factor of two for each unit of quality. For each muon candidate in GMUON,
the information from all individual finders and the muon quality evaluated from the
finder combination is stored. An overview of the muon quality used in this analysis
(quality 4 to 6) from the different finder combinations is given in Table 5.3. The
complete Table can be found in Appendix A.
Muon Quality Modification
The muon quality flag was evaluated using a beauty and a light flavour MC sample.
Hence for the optimisation, the signal refers to semi-leptonic beauty decays and the
background refers to background muons (see Section 8.1) in beauty events. This
definition is appropriate for a semi-leptonic muon analysis. However the standard
muon quality can only serve as a first indication and the muon selection has to be
checked individually for every class of analysis.
For the semi-leptonic beauty analysis some corrections to the muon quality were
necessary. Studies on real data for muon finder combinations with a quality of 4
or higher showed that, especially in the forward region, the background level in real
data was higher than assumed from the MC studies, due to secondary particles from
the proton remnant entering the muon chambers and beam-induced detector noise.
To take this into account, the default quality is reduced depending on the finder
combination used. The probability to create fake muon tracks apparently pointing to
the vertex increases with a decreasing number of FMUON planes used for the muon
reconstruction. For less than five planes the quality is therefore reduced. Due to
detector inefficiencies not all FMUON tracks start at the innermost FMUON plane.
For these tracks the fake contamination is found to be substantially higher and the
quality was reduced for these muons.
A large fraction of the additional background is not correlated with measurements
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in other detectors. Hence an independent confirmation of the muon in a different
detector component reduces substantially the additional background and the quality
is raised again, if in addition to the FMUON the muon was reconstructed by another
component (CAL or BAC). Also the forward part of the BAC detector was found
to be much more affected by background than assumed from the MC. Consequently
the quality is reduced, if in the forward region the muon was found by the BAC but
not by the FMUON. The exact numbers of the quality changes are summarised in
Table 5.2. The final quality is not allowed to exceed the original quality from the
standard definition, as these quality changes are only meant to account for additional
background sources.
Quality Modification Finder Conditions
±0 number of FMUON planes used > 4
−2 number of FMUON planes used = 4
−4 number of FMUON planes used < 4
−1 no hit in innermost FMUON chamber
+1 muon also reconstructed by MUBAC
+2 muon also reconstructed by MV
−1 muon only found by MUBAC
Table 5.2: Modifications to the default muon quality. If the resulting value exceeds
the default quality, it is set back to its old value.
Muon Efficiency Corrections
The muon chamber efficiency in the MC simulation differs quite a lot from the effi-
ciency in real data. As the efficiency is essential for the precise measurement of the
cross-section, these differences have to be evaluated and the MC distributions have
to be corrected to correspond to the data efficiency. The efficiency correction pro-
cedure follows the approach [79] used for the efficiency corrections in analyses using
BREMAT and MPMATCH only.
The muon efficiencies in the different detector components BAC, FMUON and
BMUON have to be measured in data and MC. This is done by selecting dimuons
coming from the Bethe-Heitler (BH) process ep→ epµ+µ− and from J/Ψ decays into
muons, see Figure 5.6.
These processes have a simple and easy topology of two isolated muons. This
assures that the muon chamber and BAC efficiencies do not depend on the production
process, while accounting for detector (in)efficiencies. The difference in the track
matching probability for isolated and non-isolated muons usually changes only the
GMUON quality within the cut range of 4 to 6. Details about the selection and the
samples used for the determination are given in [80].
The MV finder is dedicated to isolated muons and uses only the CTD and CAL.
The CAL is well simulated and is independent of the muon chambers and the BAC.
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Qual. Finder Combination CTD Match Vtx MIP Mom.[GeV]
match DCA cut ass. prob. or rap.
6 BREMAT 5dof yes > 0.01 yes - -
MPMATCH or yes > 0.05 - - -
MUFO yes > 0.05 - - -
MPMATCH +MV yes > 0.01 - > 0.6 p > 1
MUFO + MV yes < 0.05 - > 0.6 p > 1
5 BREMAT 4dof + MV yes > 0.01 yes > 0.6 |η| > 0.6
MUBAC + MV yes - yes > 0.6 |η| > 0.6
MUBAC+BREMAT
4dof+MV
yes > 0.01 yes > 0.6 |η| < 0.6
MUBAC+BREMAT
5dof+MV
yes > 0.01 no > 0.6 -
MPMATCH or yes > 0.01, - - -
MUFO yes < 0.05 - - -
MAMMA+CTD yes - - impl. -
4 BREMAT 4dof yes > 0.01 yes - -
MUBAC yes 50 cm yes - -
MUBAC+MV yes 120 cm yes > 0.6 |η| < 0.6
MUBAC+MIP yes 120 cm - impl. -
MUFO other vtx no - yes - -
MCTS + MV no - no - -
MAMMA + vtx no - yes impl. -
Table 5.3: Definition of the standard GMUON quality. A matching probability cut
is applied in the case of the muon chambers and a DCA cut in cm in the case of the
BAC. The column Vtx ass. indicates, whether the the CTD track has to be assigned
to the primary vertex.
The MV finder is therefore used as the reference for the efficiency determination.
The efficiency is determined in bins of pµT and η
µ. To eliminate a bias from the event
trigger, events that are triggered only by muon triggers receive a special treatment:
• if only one muon triggered the event, it is excluded from the efficiency calculation
and only the second muon is used;
• if both muons triggered the event, both muons enter the efficiency calculation;
• if none of the muons triggered, both are used for the efficiency determination.
As indicated in Table 5.3, within GMUON the algorithms MUBAC, BREMAT and
MPMATCH are used in two different configurations, therefore the efficiencies have to
be determined for both configurations separately. The configurations are denoted as
loose and tight, depending on whether the muon was also found by MV or not. They
are defined by:
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Figure 5.6: Feynman diagrams for dimuon production coming from the Bethe-Heitler
(BH) process (left) and J/Ψ decays (right)
• MUBAC: DCA cut of MUBAC hit to the extrapolated track ≤ 50 cm for the
tight configuration and ≤ 120 cm for the loose;
• BREMAT: matching probability ≥ 0.01 for the tight, no cut for the loose;
• MPMATCH: matching probability ≥ 0.05 for the tight, ≥ 0.01 for the loose.
The two-dimensional histograms of the correction factors for the different finders used
in this analysis are shown in Appendix B.
Application of the muon efficiency correction factors
For the application of the correction factors, the result from each finder is corrected
for each muon candidate. If the candidate still fulfills the muon quality requirements
it is kept. For this, each single finder correction factor is interpreted as a survival
probability rather than an event weight. Practically this means that a random number
is generated following a flat distribution between 0 and 1 and the event is kept if that
random number is below the value of the correction factor.
The advantage of this procedure compared to a weight-based correction is that it
does not depend on the finder combination used to identify the muon and it does
not depend on the number of muon candidates per event. It should automatically
yield the correct fraction of any particular finder combination. The resulting finder
combination can therefore be compared directly to the data. The disadvantage of this
method is that it relies on random numbers, which can lead to different results from
the same MC sample. Furthermore, this method can only be applied to correction
factors lower than 1, as it is not possible to create additional muons. Additional
muons could be found, if the corrections already applied on reconstruction level, are
on average correct, but overcorrect in some regions of phase-space and undercorrect
in others. To avoid this problem, all available corrections were not applied on the
intermediate reconstruction level, but instead were taken into account by the efficiency
corrections evaluated after the reconstruction.
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In this analysis beauty production is measured in photoproduction in the semi-
leptonic muon decay channel by requiring the presence of a muon and at least two
high pT jets. The data and MC samples are introduced and then the event selection
is described in detail. The chapter finishes with a summary of the applied offline cuts.
6.1. Data Samples
The available data samples for the different running periods are summarised in Ta-
ble 6.1. The integrated luminosities from the ZEUS luminosity measurement and the
colliding particles are given for each running period. The lepton beam energy was
always 27.5GeV, while the proton beam energy was raised from 820 to 920GeV in
1998. As the muons are an important ingredient for this analysis, runs with bad
barrel/rear muon chamber conditions have been identified and removed from the list
of available runs. For the FMUON, the runs with bad FMUON chamber conditions
have been identified as well, the FMUON information is not considered in these runs
instead of removing the run. This is corrected for in the muon efficiency corrections,
explained in Section 5.5.3.
Running Period Hadron Lepton CMS Energy [GeV] Int. Lumi. [pb−1]
1996-1997 p e+ 300 37.6
1998-1999 p e− 318 15.9
1999-2000 p e+ 318 60.2
Table 6.1: Overview of the data samples for the different running periods.
For the event simulation, needed to unfold the cross-section, the PYTHIA6.2 event
generator described in Section 2.5 is used. The number of events simulated and
the corresponding QCD processes are summarised in Table 6.2. The simulation was
done separately for the beauty signal, for charm and for the light flavour (u, d, s)
background. The beauty and the charm samples are split further into direct, resolved
and excitation in photon/proton processes. For the light flavour, only the direct
and resolved processes were generated separately, the excitation processes are in this
case part of the resolved sample. An overview of the processes contained in each
subsample is given in Appendix C. For all samples the proton structure function
CTEQ-4L [81] and the photon structure function GRV-LO [82] were used. For the
signal Monte Carlo samples the beauty and charm quark mass parameters were set to
6.2. TRIGGER
mb = 4.75GeV and mc = 1.35GeV, while the masses in the inclusive sample used for
light flavour were set to mq = 0GeV. The time and disk space consumed by the event
simulation is not negligible. Care has to be taken to reduce the samples to manageable
numbers of events by preselection cuts on the generated hadronic final state. While
the beauty signal MC is totally inclusive, the charm sample has a considerably higher
cross-section. Therefore a preselection of one muon with pT > 1.5GeV has been
applied. Due to the preselection on muons, the hadronic background coming from
charm is not included in the sample. It is assumed to be indistinguishable from the
light flavour background. For the fake muon background coming from light flavour,
in the inclusive sample two jets with Et > 4GeV are required.
Flavour Process σ[nb] Luminosity[pb−1]
b direct γp 4.08 693.5
b resolved γp 0.82 716.0
b excitation in γ 1.50 674.5
b excitation in p 0.31 792.8
c direct γp 48.95 645.4
c resolved γp 2.76 686.4
c excitation in γ 87.85 641.7
c excitation in p 15.06 675.1
u, d, s, c, b direct γp 87.41 385.6
u, d, s, c, b resolved γp 443.40 333.3
Table 6.2: Monte Carlo Samples. The samples for light flavours were taken from a
large inclusive sample containing all flavours, using only light flavour events. The
events are simulated in blocks for different trigger and detector configurations and
vertex distributions according to the situation in real data taking.
6.2. Trigger
The data samples have been selected using a three-level trigger system (see Sec-
tion 4.7) to record mostly physics interactions and to reduce the number of back-
ground events. The trigger system is also simulated in the detector simulation. The
trigger selections can therefore be applied to data and Monte Carlo in the offline
analysis, in order to emulate the online trigger. A summary of the trigger selection
is given in Table 6.3 and the details of the different trigger slots are given in Ap-
pendix D. Figure 6.1 shows a comparison between the data and MC for the selected
events.
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Figure 6.1: Comparison of data and MC of the different trigger combinations used in
the analysis. The agreement is very good and no corrections on analysis level have to
be applied. MUO means here the sum of the muon triggers MUO3, EXO11, EXO12.
“bg” is background from charm and light flavour.
6.3. Kinematics of Photoproduction Events
Photoproduction events are characterised by a very small scattering angle of the
photon. One possibility to select photoproduction events is therefore to require that
no scattered electron is reconstructed in the main detector. This has the advantage
of much more statistics to compensate for the small beauty cross-section compared to
tagged photoproduction using the electron taggers along the beam-line with a small
geometric coverage. The average Q2 of such events is Q2 = 10−3GeV2 with a maximal
virtuality of Q2 = 4GeV2 [83]. As the scattered electron is not detected, the photon
energy can not be derived from the scattered electron energy, but has to be calculated
from the final state hadrons, which on reconstruction level are the energy flow objects
(EFOs) introduced in Section 5.3. This method is referred to as the “Jacquet-Blondel
method” [84]:
y =
1
2Ee
∑
iǫEFOs
(Ei − Pz,i) , (6.1)
where Ee is the energy of the incoming electron. As explained in Section 5.3 many
corrections have already been applied to the EFOs. The correlation between the true
and the reconstructed value of y see Figure 6.2 is good, and no further correction is
applied.
To reconstruct electron candidates, the SINISTRA electron finder is used [85].
SINISTRA analyses energy deposits in the electromagnetic and hadronic parts of
the CAL and distinguishes between electromanetic and hadronic clusters. In the
first part of the algorithm, a neural network determines the probability for a cluster
to be electromagnetic, while the second part selects the scattered electron from a
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Running
Period
Description Summary of Requirements
96-99 low ET dijet trigger
(HPP14)
at least two jets with ET ≥ 4GeV
and |η| < 2.5
99-00 low ET dijet trigger
(HPP14)
at least two jets with ET ≥ 4.5GeV
and |η| < 2.5
96-00 barrel/rear muon trigger
(EXO 11/12)
at least one barrel or rear muon re-
constructed with the GLOMU algo-
rithm ( see Section 5.5.2)
96-00 semi-isolated muon trig-
ger (MUO3)
at least one semi-isolated muon
found in the barrel and rear muon
chambers
99-00 muon plus dijet trigger
(HFL1)
at least one muon found by GLOMU
and two jets with ET ≥ 3.5GeV and
|η| < 2.5
Table 6.3: Third level trigger selection. Details are given in Appendix D.
list of electromagnetic clusters. SINISTRA gives as output the probability, P , the
energy of the scattered electron determined by the CAL measurement, Ecand, and the
inelasticity calculated using the electron method:
yel = 1− Ecand
2Ee
(1− cos θcand) , (6.2)
where θcand the polar angle of the electron candidate. The event is rejected if the
candidate with the highest probability fulfills:
P > 0.9 ;
Ecand > 5GeV ; (6.3)
yel < 0.9 .
The latter two cuts prevent the electron veto from rejecting photoproduction events, if
another particle was misidentified as a DIS electron. This can be the case for final state
pions, electrons or photons and typically results in a large electron method inelasticity,
which does not correspond to the inelasticity of the event. Hence, events with a high
electron candidate inelasticity and a considerable amount of energy deposited in the
electromagnetic CAL are not excluded from the selection.
Further suppression of the residual DIS events is achieved by a cut on the inelasticity
reconstructed with the Jacquet-Blondel-Method, Equation 6.1. For DIS events the
longitudinal momentum
∑
i(Ei − Pz,i) is conserved and expected to be around two
times the energy of the incoming electron. Therefore a yJB of 1 is expected for
DIS events and a cut yJB < 0.8 applied to clean further the sample. For proton-
induced beam-gas events the produced particles have a small polar angle so that
73
CHAPTER 6. EVENT SELECTION
rec
y
0.2 0.3 0.4 0.5 0.6 0.7 0.8
tr
ue
y
0.2
0.4
0.6
0.8
1
1
10
210
Figure 6.2: Comparison of y reconstructed with the Jacquet-Blondel method, yrec, and
the true inelasticity, ytrue, in bb¯ direct photoproduction. The light-grey line represents
the bisecting line.
∑
i(Ei − Pz,i)→ 0. Hence a minimal yJB of 0.2 is required in the selection. Further
cleaning is done with a cut on the Z-position of the primary vertex |ZV tx| < 40 cm,
which is about 4 times the width of the vertex distribution.
The true Q2 distribution before and after all selection cuts summarised in Sec-
tion 6.8 in the different MC samples for signal and background is shown in Figure 6.3.
The contamination with events from the DIS regime is about 1.2% for beauty, 3.3%
for charm and 0.4% for light flavour.
6.4. Muon Selection
The muon selection is done using the general muon finder GMUON described in
Section 5.5.3. Due to the redundancy from the different finders it was possible to lower
the muon pT cut compared to previous analyses from p
µ
T = 2.5GeV to p
µ
T = 1.5GeV.
To reach the outer muon chambers a minimum pµT of 2.5GeV is necessary, which was
required in the previous analysis of 96-00 data, where only BREMAT and MPMATCH
were used for the muon identification. Together with the larger geometrical coverage
using the BAC the number of selected events has been increased by a factor 10 and
the number of selected beauty events by a factor of 7.5.
Applying the complete selection, given at the end of this Chapter, on an isolated
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Figure 6.3: True Q2 distribution in the different MC samples, (a) beauty, (b) charm
and (c) light flavour before and after the selection.
dimuon and a Bethe-Heitler MC sample many events with a very high unphysical
transverse momentum with respect to the jet (prelT , see Section 7.1) survived the
selection. Therefore an anti-isolation cut has been applied, summing up the EFO
transverse momentum in a cone of
∆R =
√
(φEFO − φµ)2 + (ηEFO − ηµ)2 = 1 around the muon, subtracting the muon
EFO. Good muons are required to pass the following cuts:
GMUON quality ≥ 4 ; (6.4)
pµT ≥ 1.5GeV ; (6.5)
−2.0 < ηµ < 2.5 ; (6.6)
pEFOsT,∆R=1 > 0.5GeV . (6.7)
All muons are required to have a vertex-track association due to the implicit require-
ment on the EFO association, see Section 6.5. For the muon quality, the quality
modifications described in Section 5.5.3 are applied as well as the muon efficiency
correction described in the same Section. The muons are classified as forward, rear
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and barrel muons following the geometrical structure of the detector:
rear − 2.0 < ηµ ≤ −0.9 ; (6.8)
barrel − 0.9 < ηµ ≤ 1.2 ; (6.9)
forward 1.2 < ηµ ≤ 2.5 . (6.10)
Figure 6.4 shows the comparison between data and MC for every possible finder
combination. As a result of the efficiency correction the agreement is satisfying.
The remaining differences are treated in the systematic error for the muon efficiency
calculation.
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Figure 6.4: Comparison of data and MC for the different muon finders. Bins
0 to 4 are the combinations for the Barrel: BREMAT+MUBAC (0), BRE-
MAT+MUBAC+MV(1), BREMAT only(2), MUBAC only (3), MUBAC+MV (4),
bins 5 to 9 are the same combinations for the rear and bins 10 to 14 describe the
finder combinations for the forward region, replacing BREMAT by MPMATCH or
MUFO.
The kinematic distributions of the muon: its transverse momentum, pµT , and the
pseudo-rapidity, ηµ, are shown in Figure 6.5. pµT is well described and the gain of
events due to lowering the pµT cut can be seen. In the η
µ distribution a systematic
shift of the data versus the MC is observed. This shift has been seen in all heavy-
flavour analyses using semi-leptonic decays into muons to tag the heavy flavour at
ZEUS. This could happen, if the non-direct processes are underestimated in the Monte
Carlo, see also Section 6.6.
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Figure 6.5: Comparison of data and MC for the muon transverse momentum, pµT , on
the left and ηµ on the right. pµT is well described by the Monte Carlo, while a shift in
the ηµ distribution is observed.
6.5. Jet Selection
Jets are reconstructed using the KTCLUS algorithm (see Section 5.4) in the longi-
tudinal boost-invariant mode using the E recombination scheme and are required to
fulfill the following cuts:
• pjet1T ≥ 7GeV ;
• pjet2T ≥ 6GeV ;
• |ηjet| < 2.5 .
The values of the jet cuts are chosen to ensure that the jets are well reconstructed
and understood at both calorimetric and hadronic level. They depend mainly on the
trigger cuts applied on the reconstructed transverse energy.
Muon-Jet Association
Only events with at least one valid jet-muon association of a jet passing the jet cuts
and a muon passing the muon cuts are selected. A jet is associated to a muon if
it includes the muon EFO object identified during the EFO reconstruction (see Sec-
tion 5.3). The jet of the associated muon has to have a minimal transverse momentum
of
pjetT ≥ 6GeV . (6.11)
A non-negligible background to muon plus dijet events arises from cosmic muons,
where a cosmic muon traverses the detector and the muon track is misidentified as
two jets containing a muon. These events can be rejected by the requirement:
pjetT − pµT ≥ 2GeV . (6.12)
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Jet Control Plots
MC true jets are formed using the MC true final states at the generator level, applying
the KTCLUS algorithm to the stable final-state particles. For the MC true jets, B-
hadrons are defined as stable particles.
The difference between the kinematics of the reconstructed jets including the muons
and true MC jets is shown in Figure 6.6. The comparison shows a slight residual shift
between the true and the reconstructed level as expected from previous studies [86].
One possible explanation is the absence of neutrinos in the reconstructed jets, as they
are built from reconstructed EFOs, which depend on tracking and energy measure-
ment information, while the true MC jets are built at B-hadron level, before they
decay into a muon and a neutrino.
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Figure 6.6: Comparison of true and reconstructed values for the transverse momentum
of the muon jet pµ-jetT and η
µ-jet for the beauty MC sample applying a dijet+muon
selection.
The comparison of the transverse momentum and the pseudo-rapidity of the jet
associated to a selected muon and the same distributions for the jet without a muon
associated are shown in Figure 6.7. The description of the pT spectrum of the muon
jet is very good, while the ηjet distribution shows the same shift as for the ηµ of the
muon (Figure 6.5). As the muon has to be associated to the jet, the pseudo-rapidities
of the muon and the jet are correlated and the shift has most probably the same
origin, see Section 6.6. The shift is also visible in the distribution of the other jet,
not associated to the muon.
The jets are clustered from EFOs using the KTCLUS algorithm in the massive
scheme, taking into account the mass of the particles forming the jet. The control
distribution of the mass of the jet associated to a muon, shown in Figure 6.8(a),
confirms the compatibility of the data and the simulation for the jet reconstruction.
Another interesting variable is the ratio of the transverse momentum of the muon
to the transverse energy of the jet associated to it. pµT/E
jet
t represents the fraction of
the transverse energy of the jet taken by the muon. It gives an idea of the agreement
of the description of the hadronic part of the jet. From Figure 6.8(b) one can see,
that the agreement is acceptable but the MC seems to be slightly shifted with respect
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Figure 6.7: Comparison of data and MC for the jet transverse momentum (a) pµ -jetT ,
(b) ηµ-jet, (c) pother-jetT and (d) η
other-jet of the other jet.
to the data.
6.6. The xγ distribution
A separation between direct and non-direct photon processes was achieved in the early
stages at HERA via the observation of large energy deposits in the rear calorimeter
consistent with a photon remnant [87]. This separation of the direct and non-direct
processes can be expressed using the fraction of the photon’s momentum, xγ, taking
part in the hard interaction. Energy and momentum conservation in a 2→ 2 parton
scattering yield:
xLOγ =
∑
partons(E − pz)parton
2Eγ
, (6.13)
where Eγ is the initial photon momentum and the sum is over the two final state
partons. For direct processes, xγ = 1 and for non-direct processes it is smaller.
Translating this to the measurement, the jet energies and momenta may be used to
estimate the energies and momenta of the final state partons. Using for the photon
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Figure 6.8: Comparison of data and MC for the mass of the jet associated to the
muon and the ratio pµT/E
jet
T .
energy Eγ ≈ Eey ≈ EeyJB we can approximate xγ as
xmeasγ =
∑
jets(E − pz)jet∑
i(E − pz)i
, (6.14)
where the sum in the denominator runs over all EFOs. If the jets are massless,
Equation 6.14 is equivalent to the definition:
xobsγ =
∑
jets(E
jet
T e
−ηjet)
2yEe
. (6.15)
To measure the cross-section separately for the direct-enriched and the non-direct en-
riched regions a separation cut on xmeasγ is applied and the cross-sections are measured
separately for xmeasγ < 0.75 (non-direct enriched) and x
meas
γ ≥ 0.75 (direct enriched).
Figure 6.9 shows the xγ distribution for the selected events. The shaded area on the
left plot shows the direct contribution in the Monte Carlo: The vertical line represents
the separation cut at xmeasγ = 0.75 which separates very well the direct and non-direct
contributions. Comparing the data to the sum of the Monte Carlo it seems that the
direct contribution is overestimated and the non-direct contribution underestimated
in the Monte Carlo, which can also be a reason for the observed shifts in the distribu-
tions of ηµ-jet (Figure 6.7) and ηµ (Figure 6.5). As part of the systematic studies the
xγ distribution will be reweighted to the data, to see the effect on the cross-sections.
6.7. Additional Cuts
To reduce the contamination of cosmic muon events, a cut on the ratio of the total
transverse momentum and the total energy deposited in the CAL, pT/ET , is applied.
This also reduces the contamination from charged current interactions. A cut on
the minimal total transverse energy deducting the energy deposited in a cone of 10◦
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Figure 6.9: Comparison of data and MC as a function of xγ . In the left plot the direct
component of the MC is drawn as the shaded area, the vertical line at xγ = 0.75
shows the cut used to separate the data into direct and non-direct regions for the
99-00 running period. On the right side the standard control plot with the different
contributions from beauty, beauty+charm and beauty+background is shown.
around the proton beam direction in the FCAL is also applied. This second cut
enriches the data with beauty, as the beauty mass is 2 ·mb ≈ 10GeV:
pT/ET < 0.5 , (6.16)
ET−FCAL-cone ≥ 7.5GeV . (6.17)
To reduce further the number of beam-gas and cosmic muon events, cuts on the
number of tracks in the event are applied:
nvertex-fitted > 2 , (6.18)
ntracks
nvertex-fitted
≤ 10.0 . (6.19)
Applying this selection to a charged current MC many events survived. For this
reason a cut on the total missing hadronic transverse momentum calculated from
EFOs pT,had has been applied:
pT,had ≤ 10GeV . (6.20)
6.8. Summary of Offline Cuts
To summarise the selection explained in detail in this chapter, the events have to pass
the following selection criteria:
Trigger:
The events have to pass one of the following third-level trigger slots:
HPP14, EXO11, EXO12, MUO3, HFL1.
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Photoproduction Selection:
• reject the event if an electron is reconstructed with
– Pel > 0.9 ,
– Eel > 5GeV and
– yel < 0.9 ;
• cut on y using the Jacquet-Blondel method: 0.2 < yJB < 0.8 ;
• |zvertex| < 40 cm .
Muon selection:
• at least one muon is reconstructed fulfilling the following requirements
– GMUON quality ≥ 4 ;
– pµT ≥ 1.5GeV ;
– −2.0 < ηµ < 2.5 ;
– pEFOsT,∆R=1 > 0.5GeV .
Jet Selection
• at least two jets fulfilling the following requirements:
– pjet 1T ≥ 7GeV ;
– pjet 2T ≥ 6GeV ;
– |ηjet| < 2.5 .
• at least one jet associated to a selected muon fulfilling:
– pjetT ≥ 6GeV ;
– pjetT − pµT ≥ 2GeV .
Additional Cuts:
• Tracks:
– nvertex-fitted > 2 ;
– ntracks
nvertex-fitted
≤ 10.0 .
• Calorimeter/EFOs:
– pT/ET < 0.5 ;
– ET−FCAL-cone ≥ 7.5GeV ;
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– pT,had ≤ 10GeV .
The number of events selected for the different running periods is summarised in
Table 6.4. In some events more than one muon-jet association is found. Therefore the
number of selected events is smaller than the number of selected muon-jet associations.
The distributions of quantities of the muon-jet system are hence filled per muon-jet
match, while the distributions of the general event properties are filled only once per
event.
Running Period Number of Events Number of Muon-Jet Associations
96-97 11904 12299
98-99 5483 5614
99-00 19149 19797
96-00 36536 37710
Table 6.4: Number of selected events and muon-jet associations for the different
running periods.
The number of events passing each group of cuts if it is applied only and in the
consecutive order in the data sample and in the signal Monte Carlo are summarised
in Table 6.5.
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Data Beauty MC sample
Cut Events Events Events Events
passed cut passed cut passed cut passed cut
consec. [%] consec. [%]
Preselection - 11024867 281.9
Inclusive MC 199226 288.0
Trigger 4101096 100.0 69190 100.0
Vertex 10057693 94.8 187973 97.0
DIS Electron 8701290 82.8 186711 89.4
Calorimeter
(pT/ET ,
ET−FCAL-cone)
7341058 57.3 170829 85.7
EFO
(YJB,pT,had)
5316273 45.0 113532 66.0
Tracks
(nvertex-fitted,
ntracks
nvertex-fitted
)
9182945 9.2 194072 18.8
Jets 896237 9.2 22384 18.8
Muons 907659 1.1 36835 5.5
Muon-Jet
Association
91849 1.0 5514 4.8
Table 6.5: Number of events surviving each cut on data and signal MC, if the cut
applied only and sequentially, starting from a muon preselection requiring one muon
candidate of quality ≥ 4, or a muon transverse momentum of pµT > 5GeV or more
than one muon candidate in the event. The MC selection starts from the inclusive
sample. For comparison, the number of events after trigger cuts is set to 100%.
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7. Beauty Identification
After the event reconstruction and the data selection, the identification of beauty
quarks is the last step towards a measurement of the beauty-quark cross-sections.
This chapter describes how the amount of beauty semi-leptonic decays into muons
is determined in the selected dijet+muon data sample. The different MC samples,
beauty, charm and light flavour are used to model the contributions of signal and
background. The shape of a suitable variable is used to discriminate the contributions
of signal and background. First the discriminating variable is described followed by
the fitting method used to extract the beauty fraction in the data.
7.1. prelT calculation
Beauty quarks are significantly heavier than charm and light flavour quarks. This is
reflected in their decay kinematics.
A suitable observable sensitive to the quark masses in semi-leptonic decays into
muons is the transverse momentum of the muon relative to its parent quark, prelT .
Due to the large beauty-quark mass the prelT spectrum of muons originating from
beauty quarks is harder than the prelT spectrum from charm and light flavour quarks.
As quarks are not experimentally observable, jets are reconstructed to represent
the momentum of the quarks and to define the reference for the calculation of the prelT
of the muon. A sketch of the variable is given in Figure 7.1.
Two definitions of the transverse momentum of the muon relative to its associ-
ated jet are possible. In the first definition the muon momentum is part of the jet
momentum:
prel−injetT = |−→p µT | · sin
(
acos
( −→p µT · −→p jetT
|−→p µT | · |−→p jetT |
))
. (7.1)
The shape of the prelT variable in the data and in the different Monte Carlo samples
is shown in Figure 7.2. The comparison of the shape of in the different Monte Carlo
samples shows a harder prelT spectrum from beauty quarks, while the shapes in the
charm and light flavour Monte Carlo samples are quite similar to each other. The
second definition subtracts the muon momentum from the jet and calculates the
transverse momentum of the muon relative to the new jet axis according to the
following equation:
prelT = |−→p µT | · sin
(
acos
( −→p µT · (−→p jetT −−→p µT )
|−→p µT | · |(−→p jetT −−→p µT )|
))
. (7.2)
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Figure 7.1: Definition of the transverse momentum of the muon relative to its asso-
ciated jet, prelT .
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Figure 7.2: prel−injetT distribution in the data sample(left) and the MC samples (right)
area normalised, including the muon momentum in the jet for the prel−injetT definition.
By subtracting the muon transverse momentum from the jet the calculated prelT spec-
trum is shifted to larger values compared to the first prelT definition, see Figure 7.3.
To be consistent with previous analyses [88] the second definition was used for the
cross-section determination.
7.1.1. prelT shape correction
In order to use the shape of the prelT variable to extract the number of beauty events
in the data, a good description of the background shapes in the MC simulation is
necessary. This has been analysed by comparing the background distributions in
data and MC.
In order to produce a data sample including mainly background, a data sample
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Figure 7.3: prelT distribution in the data sample (left) and the MC samples area
normalised (right) subtracting the muon momentum from the jet momentum for the
prelT definition.
applying the event selection without muon requirement has been used. The muon
requirement has been replaced by a single track requirement in the same kinematic
region as the muon. The track is associated to a jet using a ∆R cut:
∆R =
√
∆η2 +∆φ2 < 1.0 . (7.3)
The prelT variable is then calculated for each track which passes the event selection
criteria except for the GMUON quality.
The same procedure is applied to the light flavour MC sample and the shape of the
two distributions are compared. The background distribution in the data is harder
than the background in the Monte Carlo; hence, a correction factor is determined
bin by bin for every prelT distribution used for the cross-section determination. As
the light flavour Monte Carlo contains only background from fake muons, the shape
of the prelT distribution is corrected using these factors. The main uncertainty of the
prelT distribution is due to the quark mass, which is much better measured for beauty
than for charm and light flavour, hence no corrections are applied to the beauty MC.
Figure 7.4(a) shows the light flavour Monte Carlo before and after the corrections.
The correction factors are between 0.7 and 1.2 for the global fit.
The treatment for the charm MC sample is more complicated. As it is not possible
to obtain a pure charm sample from the data, the prelT shape for charm cannot be
directly determined as in the light flavour case. Therefore it was decided to apply an
intermediate value of 50% of the light flavour correction, taking then into account a
large variation of this estimate in the systematic uncertainties. Figure 7.4(b) shows
the charm Monte Carlo before and after the corrections.
87
CHAPTER 7. BEAUTY IDENTIFICATION
 [GeV]rel
T
p
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
Ca
nd
id
at
es
210
310
410
LF MC
LF corrected
(a)
 [GeV]rel
T
p
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
Ca
nd
id
at
es
1
10
210
310
Charm MC
Charm corrected
(b)
Figure 7.4: Comparison of the prelT shape before and after the corrections for (a) charm
and (b) light flavour.
7.2. Beauty Fraction Determination
The extraction of the relative contributions of the signal and background in the data
sample is carried out by a χ2 fit of the MC prelT distributions to the data. As the
difference between the charm and light flavour prelT shapes is small, a 3 parameter fit
to the prelT distribution is not sensitive to the different contributions from charm and
light flavour. Therefore the relative contributions from charm and light flavour are
fixed and for the systematic uncertainties studies varied around the central value. The
fit function to determine the contributions from signal and background determines
two scaling factors Psignal and Pbackground. The total number of events in the data is
given by:
N totaldata = Psignal ·N totalsignal + Pbackground ·N totalbackground , (7.4)
where N totalsignal and N
total
background are the total number of events in the signal and the
background Monte Carlo respectively. The statistics are high enough in each bin of
the prelT distribution, the parameters Psignal and Pbackground can hence be determined
by the minimisation of the following test distribution:
χ2 =
∑
i
(N idata − (Psignal ·N isignal + Pbackground ·N ibackground))2
σ2i,data + σ
2
i,signal + σ
2
i,background
. (7.5)
i is the sum over all bins in the prelT distribution and σ
2
i,data, σ
2
i,signal and σ
2
i,background
are the statistical errors on the entries in each bin.
The fraction of beauty events in the data can be calculated from the fitted param-
eters using the following relation:
fbeauty =
Nbeautydata
N totaldata
=
Psignal ·N totalsignal
Psignal ·N totalsignal + Pbackground ·N totalbackground
, (7.6)
where N totalbackground and N
total
signal are the total number of signal and background events
selected in the MC samples.
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The errors on the fit parameters are determined using the Minuit package [89].
For the determination of the beauty-quark cross-section only the number of events
containing beauty quarks are relevant. This can be obtained using:
Nbeautydata = fbeauty ·N totaldata . (7.7)
and for the error:
σNbeautydata
= σfbeauty ·N totaldata . (7.8)
The error of the background scale factor, Pbackground, is negligible compared to the
error on Psignal. The error on on the beauty fraction can therefore be approximated
by:
σfbeauty =
σPsignal ·N totalsignal
Psignal ·N totalsignal + Pbackground ·N totalbackground
. (7.9)
The result of the global prelT fit is shown in Figure 7.5. The resulting beauty fraction
is 13.09± 0.75% and the χ2/ndf = 2.9/5
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Figure 7.5: prelT distribution in the data sample compared to MC. The signal and
background Monte Carlo is scaled using the scaling factors Psignal and Pbackground from
the global prelT fit. The lower line represents the beauty content, the middle line beauty
and charm and the upper line is the sum of beauty charm and light flavour.
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8. Fake-Muon Background
The extraction of the signal from b-quark decays requires the correct evaluation of the
background processes surviving the selection cuts. Due to the large cross-section the
background coming from light flavour quarks can only be simulated using preselection
cuts e.g. on the jet energy. For the event selection described in Chapter 6 about
20 Mio. events have to be generated to obtain the equivalent of the data luminosity,
while only 10000 events would pass the analysis cuts. A requirement of two jets
with ET > 4GeV reduces the amount of simulated events by a factor of five for the
direct component and a factor of ten for resolved processes. An alternative to a huge
MC generation is the extraction of fake-muon probabilities from Monte Carlo with
a preselection on the jets and to use these probabilities to determine the fake-muon
background directly from the data during the analysis. The fake muon probability
should be independent of the jet cuts. The idea is hence to produce fake-muon
probabilities from a Monte Carlo sample with a jet preselection and to apply these
probabilities on different event selections, with and without cuts on the jets. The
study of the feasibility of this method and its implementation in two different analyses
is the topic of this chapter.
8.1. Classification of Fake Muons
For the classification of fake muons one has to distinguish between ‘real’ fake muons,
i.e. hadrons penetrating through to the muon chambers, so-called punch-throughs,
and decays from light flavour hadrons i.e. kaons and pions into muons.
The different sources are listed in the following:
• Sail-through: Hadrons have a probability to traverse the material in front of
the muon detection system without interaction. The probability for this process
is given by
P (d) = exp−d/λ , (8.1)
where λ is the interaction length and d is the traversed distance. At ZEUS,
the material in front of the muon chambers varies between 4 λ (RCAL) and
5 λ (BCAL) with leads to a sail-through probability of ∼ 1%. In the region
between the calorimeters at η = −0.7 and η = 1.0, the so-called super-cracks,
the probability for a hadron to reach the muon chambers is substantially higher.
• Hadronic-shower leakage: Hadronic particles escaping the calorimeter can
traverse the inner and outer muon chambers. This contribution is partially
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removed by the muon reconstruction algorithm and a cut based on the quality
of the matching between tracks and muon segments.
For hadronic-shower leakage and sail-throughs the detected muon is actually a
hadron, hence these sources are treated together and called punch-through1.
• In-flight hadron decays: Pions are the most frequent hadrons created in ep
collisions at HERA. They can decay via the process π± → µ±νµ with a lifetime
of τ = 2.6·10−8 s corresponding to a proper decay length of cτ = 7.8m. Charged
kaons are also frequently produced and can also decay into muons. Their decay
length is cτ = 3.7m.
• Track-Muon Mismatches: The last source of fake muons come from mis-
matches between a track at the entrance of the calorimeter whose position cor-
responds closely to the position of the muon candidate extrapolated to the CAL
front-face. This can happen if the track is very close to the track of the recon-
structed muon candidate. These mismatches happen mainly between muon and
electron tracks. After the selection of ‘good’ muon candidates (GMUON qual-
ity > 4, see Section 5.5) this contribution is about 2-3% of the fakes.
8.2. Fake-Muon Background Determination Method
8.2.1. Fake-Muon Probabilities
The fake-muon probability is defined track-wise as the probability for a track to be
misidentified as a muon. Different dependencies of the fake-muon probabilities were
analysed for the different kinds of fake muons. The most important variables are the
pT and the η of the track. The fake-muon probability is therefore binned in pT and
η. The binning is a compromise between available statistics and the structure of the
fake-muon probabilities, with larger bins where the statistic is very low, to keep the
influence of statistical fluctuations low, and finer bins, especially in the central, low
pT region, where the fake probability changes most.
fake-muon probability =
# fakes (pT , η)
# tracks (pT , η)
. (8.2)
For the calculation of the fake-muon probabilities, light flavour direct and resolved
PYTHIA Monte Carlo samples have been used for the different data taking periods
with a preselection on dijet events with ET > 4GeV. These Monte Carlo samples
are subsamples of the light flavour PYTHIA samples described in Section 6.1 and
Appendix C. As the light flavour sample with jet preselection is still very large,
not the whole set of MC could be stored in ntuples without further cuts. Therefore
for a part of Monte Carlo a muon preselection was applied, reducing the amount of
1After the application of cuts to select good muon candidates the contamination from hadronic-
shower leakage is negligible.
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stored events substantially. For the determination of the fake muon probabilities a
MC sample without preselection on the muon is needed, as this would otherwise bias
the fake muon probabilities. The number of events and luminosities of the samples
used for the fake-muon probability determination are summarised in Table 8.1. The
muon candidates used for the fake-muon-probability calculation have to pass the same
quality cuts as in the analysis. Therefore all probabilities shown here are calculated
for a GMUON quality ≥ 4 which is the typical requirement for a good muon candidate
in a semileptonic beauty to muon analysis (see Section 5.5.3).
Running Period Process Number of Events Int.Luminosity [pb−1]
1996-1997 dir 232186 19.7
1996-1997 res 1195199 32.9
1999-2000 dir 958617 76.4
1999-2000 res 2700239 68.7
Table 8.1: Overview of the MC samples used for the fake-muon probability determi-
nation.
8.2.2. Application of the fake-muon probabilities
After the determination of the probabilities, they have to be applied to the analysis.
The easiest way is to run the analysis on an inclusive data sample, where inclusive
means that one muon less than in the analysis selection is required in the data sample.
E.g. for an analysis requiring two muons (dimuon analysis) a data sample with one
muon preselected is needed and for a single muon analysis a sample without muon
preselection is needed.
If the muon does not have to be associated to a jet, a muon or another object, each
track of the event is treated as muon candidate, weighted with the probability to be a
fake-muon. This would be the case in a single muon analysis, without jet-association.
If the muon has to be associated to a jet, or a dimuon object has to be built, one
track per event has to be chosen as the fake muon candidate per event2.
The method used is the following: the fake-muon track probabilities of all tracks
in the event fulfilling the muon pT and η cuts are summed up to a fake-muon event
probability. In a next step a track is chosen randomly, according to its probability to
be a fake-muon, declared as a muon candidate and added to the muon list. This muon
candidate gets a flag to pass the muon quality cuts and is associated to the nearest jet
with ET > 4GeV in a cone of ∆R =
√
(φjet − φµ)2 + (ηjet − ηµ)2 = 1. Finally each
distribution is filled once per event weighted with the appropriate fake-event weight.
As the fake muon is added to the list of reconstructed muons, the number of muon
2If every track in the event is associated to a jet, each jet would be filled several times in the jet
distributions, depending on the number of tracks associated to it.
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candidates is approximately correct3.
In the case of a dimuon analysis presented below further corrections are needed,
as muon triggers are used in the preselection of the single muon sample, which could
bias the results and combinations of a fake muon and a signal muon are possible.
This will be explained in Section 8.3.2.
8.3. Tests of Fake-Muon Probability Method
The probabilities should only depend on the muon detection system and the kinemat-
ics of the kaons and pions and not on the production process of the particles. This
is important if one is going to use the fake-muon probabilities in different kinematic
ranges where the production mechanism, and therefore the kaon and pion mixture,
may be different. This has been tested by evaluating the fake-muon probabilities sep-
arately for different Monte Carlo samples (direct/resolved). The probabilities have
been calculated separately for the different fake-muon sources. While the total number
of fake-muons from decays is about 55% and from the rest about 45%, the probability
to find a fake-muon from in-flight decays is more equally distributed while the punch-
throughs concentrate in the central region at high pT see Figure 8.1. The probability
for fake-muons from punch-throughs and mismatches is concentrated in the high pT
region of the central and rear part of the detector, while it is flat for in-flight decays.
As the statistics in the high pt region are low, the statistical error of the probabilities
goes up to ∼ 30% in the high pT region, while it is around 4% in the central low pT
region.
The contamination with track-muon mismatches contributes with only 3% to the
fake muons and is therefore not analysed separately.
It is implicit to the method that the mixture of fake muons is assumed to be the
same in the data and Monte Carlo. For the muon algorithms using the barrel muon
chambers this has been analysed by selecting a very pure hadron sample in data and
Monte Carlo. It turned out that the assumption is reasonably good [90].
The next assumption is that the muon-efficiency correction is also valid for fake
muons. This is certainly true for in-flight hadron decays, as they are real muons but
not necessarily for punch-throughs, there the inefficiencies could be different. This
has not been further tested.
8.3.1. Test on a Muon+Dijet Selection
After the general tests of the fake-muon probabilities discussed above, the application
to a beauty analysis using semi-leptonic decays into muons is tested. The first test
is done on the muon+dijet analysis, requiring one muon of pT > 1.5GeV in the
pseudo-rapidity range −2 < ηµ < 2.5 with a GMUON quality ≥ 4 and two jets with
pjet1T > 7GeV and p
jet2
T > 6GeV. The jet associated to the muon has to have a
3If the chosen track belongs to a reconstructed muon it is stored only once, the reconstructed muon
is deleted from the list
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(a) In-flight decays
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(b) Punch-through
Figure 8.1: Fake-muon probability separately for in-flight decays and punch-
through+mismatches. The area of the rectangles is proportional to the fake-muon
probability.
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Figure 8.2: Final fake-muon probability used for the tests of the method calculated
from 96-00 direct and resolved light flavour PYTHIA Monte Carlo.
pT > 6GeV. For this test only the dijet trigger (HPP14, see Section 6.2) is used.
Details of the event selection are given in Chapter 6. The probability used for this test
is shown in Figure 8.2. As the jet-muon association is required the second method
explained in Section 8.2.2 is used.
If the fake muon probabilities are calculated from a set of Monte Carlo files and ap-
plied to the same Monte Carlo with the same cuts as for the production the agreement
is perfect, which means that the method technically works.
In the first set of plots the fake-muon probabilities determined from 96-00 direct and
resolved Monte Carlo are applied separately to a 99-00 direct Monte Carlo and a 99-00
resolved Monte Carlo sample. The predictions are compared with the reconstructed
muons in the same Monte Carlo samples, see Figures 8.4 and 8.5. The agreement is
not necessarily perfect as the fake-muon probabilities are determined from a different
set of Monte Carlo, a muon-jet association is now required and the muon candidates
from the muon algorithm are stored in addition to the fake-muon candidate and
weighted with the fake-muon event weight to reproduce the distribution of the number
of muons in the event. The normalisation of the Monte Carlo distribution is now no
longer the same as for the fake-muon method applied on the Monte Carlo sample,
the fake-muon method histograms have to be scaled down by a factor of 1.4. But
this is not very important as the fraction of the signal and background Monte Carlo
are determined in a fit. The transverse momentum of the muon with respect to the
jet, prelT , and the ∆R distribution are described very well, which is important as the
prelT variable is used to discriminate between beauty, charm and light flavour (see
Section 7.1), while there are systematic differences in the µ-jet distributions. The
µ-jet pT is shifted to higher values. Different effects play a role:
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• Comparing the jet pT distribution of fake muons from decays and from punch-
throughs, see Figure 8.3, one can see that the distribution of the punch-throughs
is shifted to the right with respect to the distribution of muons from in-flight
decays. In jets with fake muons from decays, the neutrino energy is missing
in the jet, while in jets with fake muons from punch-throughs all particles are
detected. Consequently the fake-muon method distribution is shifted to the
right.
• A second effect is the jet-muon correction, see Section 5.3.3, subtracting a MIP
and adding the momentum of the track of the muon candidate to the jet energy.
This is of course wrong in the case of punch-throughs, which are not minimum
ionising. In general hadrons leave all their energy in the calorimeter. Even
if they reach the muon chambers, as in the case of punch-throughs, they still
lose a large fraction of energy in the calorimeter. The jet-muon correction will
therefore shift the punch-through muon distribution to the right with respect
to the decay muons in Figure 8.3.
For the application of the fake-muon probabilities, an inclusive data sample without
muon preselection is used, hence almost all jets are pure hadron jets and the first effect
will shift the pT -jet distribution using the fake-muon probabilities to the right with
respect to the MC distributions. The jet-muon correction is only applied to jets with
a reconstructed muon. For the application of the fake-muon method nearly all jets are
pure hadron jets, hence the correction is not applied, which is correct, but results in a
small shift to the left of the pT -jet distribution with respect to the Monte Carlo, where
the correction is wrongly applied for punch-throughs. The global effect is a shift to
the right by the same amount for all different test samples, see Figures 8.4, 8.5.
In the next step the fake-muon probabilities are applied on 99 positron data and
compared to 99-00 direct and resolved light flavour Monte Carlo, see Figure 8.6. The
jet and muon distributions show the same differences as for the application on Monte
Carlo, while there are additional differences in the prelT and ∆R distribution. These
differences are due to different track distributions in data and Monte Carlo, which
means that using fake-muon probabilities a background shape correction as described
in Section 7.1 is no longer needed. The differences in the other distributions are
similar to the differences in the Monte Carlo distributions. The systematic effects
can hence be estimated from Monte Carlo.
After these tests the complete beauty dijet analysis was run using the fake-muon
probabilities applied on the 96-00 data. The data, beauty and charm distributions
are the same as in Chapter 6. For the determination of the beauty fraction the
prelT method described in Section 7.1 was used. The global fit results in a beauty
fraction of 14.5± 0.7% instead of 14.4± 0.7% as in the normal analysis4. The fits of
the differential distributions all agree within errors and fluctuate statistically around
each other, see Figure 8.7 and Appendix E.
4The data sample differs from the selection used in the fit in Chapter 7; only the dijet trigger is
used here and a earlier version of the muon efficiency correction.
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Figure 8.3: Comparison of the pT -jet distributions for fake muons from decays and
fake muons from punch-throughs. The distribution for punch-throughs is shifted to
the right as there is no neutrino taking part of the jet energy and a muon correction
is applied, subtracting a MIP and adding the track momentum to the jet energy.
8.3.2. Test on a Dimuon Analysis
The beauty analysis using a muon double tag to identify beauty [91] has not been
described in this thesis so far. Therefore after a short introduction, the event selection
and the strategy to extract the beauty and charm fractions and the background
coming from J/Ψ,Ψ′,Υ, Bethe-Heitler (BH) and light flavour will be explained, before
coming to the alternative method to determine the light flavour background using
fake-muon probabilities.
In this analysis beauty production is measured via the reaction ep→ bb¯X → µµX ′.
Using a muon double tag yields a data sample enriched in beauty, with strongly
suppressed backgrounds from other processes. Therefore a very low pµT threshold can
be applied without requirements on jets. This leads to a sensitivity to a larger region of
phase space, especially towards lower transverse momenta of the beauty quark, which
minimises the extrapolation to the total beauty production cross-section. In contrast
to the dijet+muon analysis no distinction is made between the photoproduction and
the DIS regimes.
Event Selection
Trigger: The following triggers are used:
• hadronic triggers: dijet(HPP14), dijet+muon(HFL1), charm meson(HFL10/11);
• DIS triggers: general DIS(DIS3), DIS+muon(DIS27);
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Figure 8.4: Test of the fake-muon method on a direct light flavour MC sample. The
lines are the distributions directly taken from the Monte Carlo, while the dashed lines
are the distributions from the fake-muon method applied on the same Monte Carlo.
The agreement is perfect in prelT and ∆R while there are systematic differences in the
muon-jet distributions which are intrinsic to the method.
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Resolved Light Flavour MC
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Figure 8.5: Test of the fake-muon method on a resolved light flavour MC sample. The
lines are the distributions directly taken from the Monte Carlo, while the dashed lines
are the distributions from the fake-muon method applied on the same Monte Carlo.
The agreement is perfect in prelT and ∆R while there are systematic differences in the
muon-jet distributions which are the same as in the test on the direct light flavour
sample.
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Data 96-00
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Figure 8.6: Test of the fake-muon method on an inclusive data sample: The fake-
muon probabilities are applied on a set of inclusive data samples from 96-00 and
compared with a mixture of direct and resolved light flavour Monte Carlo from 96-00.
After luminosity weighting an extra factor of 0.4 was applied to the fake-muon plots,
coming partly from the method (0.7 for MC) and partly from different light flavour
content in data and MC.
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Figure 8.7: Comparison of the beauty fraction as a function of pµ-jetT from the fit using
Monte Carlo for the background (solid points) and using the fake-muon method (open
points). The fractions fluctuate around each other and agree within errors. The full
set of plots can be found in Appendix E.
• muon triggers: forward (MUO1/2/4), barrel/rear (MUO3,EXO11,EXO12);
Dimuon Selection:
• (pµT ≥ 1.5 & GMUON quality > 4) or (pµT ≥ 0.75 & GMUON quality >
5);
• |ηµ1 − ηµ2| < 3.0.
Further cleaning cuts to reduce the background are applied, for details see [91].
The sample is subdivided into four samples with different event characteristics, sum-
marised in Table 8.2. A further separation is done by calculating the transverse
hadronic energy around each muon, separating the samples into isolated (background)
and non-isolated (signal).
Signal and Background Determination
Two main event classes contribute to the beauty signal to be measured. The first
class are events where the two muons originate from the same parent B hadron, e.g.
through the decay chain b → cµX → sµµX ′. These yield unlike-sign muon pairs
produced in the same hemisphere and a low dimuon invariant mass (mµµ < 4GeV).
The second class of beauty events consists of muons originating from different beauty
quarks. These events can produce like-sign and unlike-sign muon pairs, depending on
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low dimuon inv. mass
(mµµ < 4GeV)
high dimuon inv. mass
(mµµ > 4GeV)
unlike-sign
charge
±/∓
muons from same b,
J/Ψ,Ψ‘ + light flavour back-
ground
muons from different b
or c, Υ, Bethe Heitler +
light-flavour background
like-sign
charge
+ +/– –
light-flavour background,
few muons from diff. b
muons from different b,
light flavour background
Table 8.2: Overview of the subdivision into different classes of events contributing in
the dimuon analysis.
whether the muons originate from the primary beauty decay, or from the secondary
charm decay and whether B0B¯0 mixing has occurred. These muons are predominantly
produced in different hemispheres and will therefore have a large dimuon invariant
mass.
The first background contribution arises from primary charm-pair production, both
charm quarks decaying into muons. This can only yield unlike-sign muon pairs, where
the two muons are predominantly produced in different hemispheres. The charm
contribution is too small to be measured directly. Therefore it was normalised using
the charm contribution from a D∗+µ sample, which has a similar event topology and
covers a similar though slightly more restricted kinematic range [92].
Other backgrounds like heavy quarkonium decays or Bethe-Heitler processes yield
unlike-sign muon pairs without accompanying hadronic activity, thus giving a well-
isolated muon signature.
Beauty production is the only source of genuine like-sign muon pairs. Background
contributions from light flavour where one or both muons are fake muons contribute
to both like-sign and unlike-sign muon combinations. The charge of light-flavour fake
muon pairs is almost uncorrelated, i.e. the contributions to the like-sign and unlike-
sign dimuon distributions are almost equal [91], with only small corrections. The
difference between the unlike (Nudata) and like-sign (N
l
data) distributions is thus essen-
tially free from fake-muon background, without the need to simulate this background
with MC methods. Once the other background contributions from charm (Ncharm),
J/Ψ and other heavy vector mesons (NVM) and Bethe-Heitler (NBH) are known, the
difference between like-sign and unlike-sign can be used to extract the number of
beauty events according to the formula:
Nbb¯ = (N
u
data −N ldata − (Ncharm +NVM +NBH))×
(
Nu
bb¯
+N l
bb¯
Nu
bb¯
−N l
bb¯
)MC
, (8.3)
where Nu
bb¯
and N l
bb¯
are the unlike-sign and like-sign beauty contributions predicted by
the MC.
As like sign dimuon pairs can only originate from beauty decays or light flavour
background, once the beauty contribution is known, the fake muon background can be
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obtained from the data by subtracting the MC like sign beauty contribution properly
scaled to the data from the measurement. As the like-sign and unlike-sign contribu-
tions are approximately the same, the unlike-sign light flavour contribution can be
obtained by mirroring the like-sign distribution to the unlike-sign distribution. This
method to determine the fake muon background will be referred to as the subtraction
method.
Alternative Background Determination using Fake-Muon Probabilities
As described above for the dimuon analysis, a data sample with a single muon pre-
selection is used. Adding one track to the list of muon candidates results in three
classes of events:
• two fake muons;
• one fake muon, one muon from a semi-leptonic beauty decay;
• one fake muon, one muon from a semi-leptonic charm decay.
For the application of the fake-muon probabilities, as a start all events in the data
sample are treated as events with two fake muons. Assuming that both muons are
fake, a track is chosen according to its probability to be a fake muon and added to
the list of muon candidates. The fake-event weight is calculated summing up all fake
muon track weights in the event. Afterwards corrections for the events with one muon
from a semi-leptonic heavy-flavour decay and one fake muon are applied.
As muon triggers are used in this analysis a distinction has to be made between
fake muons that triggered the event and fake muons that did not. The fake-muon
probabilities are therefore calculated separately for muons that triggered the event
and those that did not. For the muon already preselected one knows if the muon was
the source of the trigger or not. To determine if the added muon candidate would
have triggered or not, a random variable is used to take the decision according to
the fake-triggered-muon probability. A first correction has to be made in the case
that both muons in the event or none of them triggered. As the two muons are not
distinguishable, the event weight has to be divided by two to avoid double counting
of the event.
Not all muons in the data sample with a single muon preselection are fake. The
events with one muon from a semi-leptonic beauty decay and one fake muon are part
of the beauty signal; the number of these events and their fake-event weights have to
be determined from the beauty MC and subtracted from the fake-muon distributions.
Events with a semi-leptonic muon from primary charm decays together with a fake
muon are part of the light flavour background. Therefore their fraction and their
fake-event weights are determined from the charm MC and the fake-event weights are
replaced by the original event weights of the charm Monte Carlo events.
The comparison of the light flavour background from the subtraction method and
using the fake-muon probabilities is shown in Figures 8.8-8.10. The fake-muon back-
ground prediction uses the fake-event weight directly with no further normalisation.
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For the tests only muons with quality ≥ 4 and pµT > 1.5GeV were used in the se-
lection, as the fake muon probabilities for the second class on muons, quality ≥ 5
and pµT > 0.75GeV do not exist. The two methods agree very well in all variables.
This is gratifying, given the large uncertainties coming from the different methods
and assumptions discussed in this chapter.
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Figure 8.8: Distribution of the dimuon mass for non-isolated muons in unlike sign
charge combination (left) and like-sign combination (right) and a dimuon massmµµ ≥
4GeV. The points are the data, the different hashes represent the contribution from
beauty, charm, vector mesons (VM) and Bethe-Heitler (BH) and the background. On
top of it the background distribution using the fake-muon probabilities is drawn as a
blue thick solid line. In both samples the two methods to estimate the background
agree very well.
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Figure 8.9: Dimuon analysis: pµT distribution non-isolated muons: the left plots are
for low dimuon mass muons and the right plots for high dimuon mass muons. The
upper plots show the unlike-sign charge combinations and the lower plots the like-sign
combinations. The points are the data, the different hashes represent the contribution
from beauty, charm, vector mesons (VM) and Bethe-Heitler (BH) and the background.
On top of it the background distribution using the fake-muon probabilities is drawn as
a blue thick solid line. In both samples the two methods to estimate the background
agree very well.
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Figure 8.10: Dimuon analysis: ηµ distribution:the left plots are for low dimuon mass
muons and the right plots for high dimuon mass muons. The upper plots show
the unlike-sign charge combinations and the lower plots the like-sign combinations.
The points are the data, the different hashes represent the contribution from beauty,
charm, vector mesons (VM) and Bethe-Heitler (BH) and the background. On top of
it the background distribution using the fake-muon probabilities is drawn as a blue
thick solid line. In both samples the two methods to estimate the background agree
very well.
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9. Cross-Section Measurement
This chapter describes the measurement of the beauty-quark photoproduction cross-
section in the semi-leptonic muon decay channel. The statistics after the event se-
lection are a factor 10 higher compared to the previous analysis [88], resulting in a
factor 7.5 more selected beauty events. Hence the differential cross-sections can be
measured in a finer binning than the previous analysis and for the first time beauty
dijet-correlation cross-sections are measured at ZEUS separately in the direct-enriched
and resolved-enriched regions. The measurements are first compared to the LO+PS
PYTHIA Monte Carlo followed by a comparison to two different sets of NLO predic-
tions provided by the FMNR program.
9.1. Determination of the Cross-Sections
The cross-section, σ, of a process, p, is defined as the number of events produced in
this process per integrated luminosity L:
σp =
Np
L
. (9.1)
In order to measure the cross-section of the process
ep→ ebb¯X → eµjetX ′ , (9.2)
in the photoproduction regime, the fraction of events in the data sample coming from
this process has to be determined. The cross-section of beauty-quark production, σb,
is therefore determined using the following relationship:
σb =
Ndata · fb
L · A . (9.3)
Ndata denotes the number of selected events in the data sample and fb is the fraction
of beauty events in the data sample determined using a fit of the prelT variable as
described in Chapter 7. The acceptance, A, defined as in Equation 9.4 using two
different counting methods:
A =
(
Nreconstructed
Ntrue
)beauty MC
. (9.4)
• For the event-wise cross-sections the number of reconstructed events is divided
by the true (generator level) number of events fulfilling the event selection on
true level in the signal Monte Carlo;
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• For the particle-wise or muon cross-section the number of reconstructed muon-
jet associations is divided by the true (generator level) number of muon-jet
associations from beauty quarks.
In order to have a measure of the extrapolation from reconstructed events to true
events, the purity is used, defined as the fraction of true events which are also recon-
structed in the reconstructed sample:
purity =
Nrec & true
Nrec
. (9.5)
9.2. The Visible Cross-Section
The PYTHIA beauty Monte Carlo described in Section 6.1 is used to determine the
acceptance. All events containing a beauty quark or anti-quark, as well as a muon
matched to a jet in the following kinematic range are defined as signal: Beauty from
gluon splitting is not explicitly excluded, but the fraction in the beauty Monte Carlo
is negligible.
• Photoproduction selection:
Q2 < 1GeV2 , (9.6)
0.2 < y < 0.8 . (9.7)
• Dijet selection: at least two MC true jets:
p
jet1(2)
T ≥ 7(6)GeV , (9.8)
|ηjet1(2)| < 2.5 . (9.9)
• Muon selection: at least one muon originating from a beauty quark:
pµT ≥ 1.5GeV , (9.10)
−2.0 ≤ ηµ ≤ 2.5 . (9.11)
• Muon-Jet association: For the particle-wise cross-sections a muon-jet asso-
ciation is required
∆Rµ-jet < 1 . (9.12)
The fraction of signal events is determined using this selection and the global prelT -
fit. The result is shown in Figure 7.5. The total particle-wise visible cross-section is
determined to be
σvistotal = 105.4± 6.1+17.4−16.3 pb , (9.13)
where the first error is statistical and the second is systematic as discussed in the
next section. The measured cross-section is 1.43 times higher than the PYTHIA
prediction. The total cross-section was also calculated for pµT > 2.5GeV to compare
it to the previous measurement [88] and was found to be in very good agreement.
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9.3. Systematic Uncertainties
The systematic error arising from the event reconstruction and the beauty fraction
extraction using the prelT method are determined by varying the following procedures
and corrections. The total systematic error is the quadratic sum of the individual
changes in the cross-section due to the variation.
Charm prelT shape correction: The correction for the difference in the shape of
the light flavour MC sample is also used for the charm MC samples. For the correction
of the charm prelT shape, 50% of the correction is applied to the MC samples. As a
systematic check, the full prelT correction is applied and no correction is applied. The
effect on the total cross-section is +7.5−6.4%.
Light Flavour prelT shape correction: To account for the uncertainty of the p
rel
T
shape correction, the correction applied to the light flavour Monte Carlo sample has
been varied between 80% and 120%, leading to an additional systematic error +10.4−10.1%.
Charm normalisation: The absolute normalisation of the charm Monte Carlo
after the fit is in agreement with the scale-factor measured in a charm analysis in a
similar kinematic range [42]. The error on the cross-section from this measurement
is about 15 %, the error on the effective c → µ branching ratio is 5%. The c → D∗
fragmentation fraction in PYTHIA is in agreement with the measured values with
an error of 2% [93]. In order to take into account the uncertainty of the charm
normalisation the relative charm to light flavour ratio was varied by 20%. The effect
on the total cross-section of this variation is +6.0−6.8%.
Statistical uncertainty of muon efficiency correction: To estimate the in-
fluence of the statistical uncertainty of the muon efficiency correction, the muon effi-
ciency correction factors were varied 10 times randomly within their statistical errors.
The systematic effect is calculated as root mean square of the 10 measurements. The
systematic effect of this variation on the total cross-section is 2%.
A second test was performed using muon efficiency correction tables from an in-
dependent analysis using the same evaluation method for the correction factors. At
the same time a different binning was used. The effect of applying these correction
factors to the total cross-section is ±2% and was added to the systematic error.
Systematic uncertainty of muon efficiency correction: To get an idea of the
systematic uncertainty of the muon efficiency correction one would want to adjust the
muon finder correction factors in order to get the same cross-section for each finder
combination in the same geometrical range (forward,barrel, rear). This is not easily
possible due to correlations between the different finder combinations. Therefore
another approach was followed: the cross-section has been determined using all muons
found by the muon chambers regardless of the BAC information and using the BAC
regardless of the muon chamber information. The deviations from the nominal value
of the cross-section were then taken as an estimate of the systematic error due to the
muon efficiency correction. The error on the total cross-section is +8.7−7.2%.
Fake muon efficiency correction: The muon efficiency was determined from
real muons and in the analysis applied to real and fake muons. Assuming that the
muon efficiency for real muons is correct, the analysis has been reweighted in order
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to get agreement between data and Monte Carlo in the muon finder combinations
by applying additional weights to fake muons in the analysis. This has an effect of
±1.9% on the total cross-section.
Direct and non-direct contributions: The non-direct contributions (low xobsγ )
in the data are substantially higher than the Monte Carlo predictions. The xobsγ
variable is used to distinguish between direct-enriched and non-direct-enriched cross-
section measurements. Therefore a reweighting of xobsγ has been performed and the
difference of the cross-section from the nominal value is taken as systematic uncer-
tainty due to this effect. The systematic uncertainty of the total cross-section due to
this effect is ±1.8%.
Jet-energy scale: The uncertainty of the jet energy scale was determined to be
±3 % [43] in photoproduction events. In order to estimate the effect on the cross-
section, the energy of jets in the Monte Carlo was varied up and down by ±3, 6, 9%,
while leaving the energies unchanged in the data. A linear fit was performed and
the cross-section value at ±3% variation was taken as estimate of the systematic
uncertainty. The effect on the total cross-section is ±2%
9.4. Differential Cross-Sections
For the differential cross-sections a separate prelT fit is performed in each bin of the
differential cross-section and the shape of the prelT background distribution is corrected
separately for each prelT fit, see Section 7.1.1. The cross-section is then defined as:
dσb
dx
=
Ndata · fb
L · A · binwidth . (9.14)
The systematic error is extracted separately for each cross-section bin. For the sys-
tematic error due to the jet-energy scale uncertainty a global error of 2% is applied.
Before comparing the data to the next-to-leading order predictions, a comparison
with the LO+PS MC with statistical errors only is shown. The acceptances for the
cross-section measurement are extracted from the signal Monte Carlo, hence a good
description of the shape of the distributions by the Monte Carlo is essential. LO+PS
Monte Carlo generators only describe the shapes of the distributions, therefore the
absolute normalisation was taken from the global prelT -fit. All following Monte Carlo
cross-sections are scaled by the factor of 1.43 obtained from the global prelT -fit.
In a first step the muon and muon-jet cross-sections were measured to establish
the event selection, as these cross-section have been measured before. The statistics
are much higher therefore it was possible to measure the cross-sections in a much
finer binning. The first set of plots, Figure 9.1 shows the cross-section, acceptances,
efficiencies and purities in bins of pµT . The number of bins has been increased from
3 to 8 with respect to the previous analysis. The measured cross-sections agree well
with the scaled predictions and the acceptance, efficiency and purity have reasonable
values. The efficiency drops a little for low pµT values. These are muons that do not
reach the outer muon chambers.
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Figure 9.1: Cross-section as a function of pµT : Shown are (a) the comparison of the
measured cross-section and the predictions by the Monte Carlo scaled by a factor of
1.43 (b) the acceptance, (c) the efficiency, and (d) the purity of the measurement.
The cross-section as a function of ηµ, see Figure 9.2, has been measured in 8
differential bins. The measurement in the region between 0.5 and 1 is 2σ below the
prediction. The acceptance and also the fit did not show any noticeable problems. The
only explanation is therefore a statistical fluctuation. The measurement in the forward
region is higher than the prediction. This has also been the case in a previous analysis.
The acceptance drops in this region due to the harder cuts on the reconstructed muons
in the forward region. Part of this discrepancy might be due to statistical fluctuations,
another reason could be a difference in the muon efficiency in data and Monte Carlo
or a wrong cross-section in the Monte Carlo. Several tests have been performed to
determine the systematic error of the muon efficiency correction, see Section 9.3.
The cross-section as a function of pµ-jetT agrees well with the LO+PS Monte Carlo
and also acceptance, efficiency and purity have reasonable values, see Figure 9.3.
The measurement as a function of ηµ-jet, see Figure 9.4, shows the same behaviour
as the cross-section in bins of ηµ. This is not surprising, as the the jet has to be
associated to a muon.
In the cross-section measurement in bins of xobsγ , see Figure 9.5, an excess in the
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Figure 9.2: Cross-section as a function of ηµ: Shown are (a) the comparison of the
measured cross-section and the predictions by the Monte Carlo scaled by a factor of
1.43, (b) the acceptance, (c) the efficiency, and (d) the purity of the measurement.
non-direct region (xγobs < 0.75) is observed. x
obs
γ is used to distinguish between
direct- and non-direct processes. While the efficiency of the xobsγ cross-section is flat,
the acceptance rises in the bin before last and drops in the last bin. This behaviour is
due to migration effects at the transition between the direct-enriched and non-direct-
enriched regions.
The cross-sections of the dijet correlation measurements are compared to PYTHIA
and NLO QCD predictions at the same time only. The plots are shown in Section 9.5.
The acceptances and purities are given together with the cross-section numbers in
Appendix F.
9.5. Comparison to NLO
9.5.1. FMNR NLO parameters
For the comparison with theory the FMNR program described in Section 2.6 was
used. This program produces series of bb¯ or cc¯ events with two or three partons in the
112
9.5. COMPARISON TO NLO
 [GeV]-jetµp
10 15 20 25 30
 
[p
b/G
eV
]
-
jet
µ T
/d
p
σd
0
2
4
6
8
10
12
14
16
18
 
[p
b/G
eV
]
-
jet
µ T
/d
p
σd
Data 96p-00p
b MC (scale 1.43)
(a)
 [GeV]-jetµ
T
p
10 15 20 25 30
ac
ce
pt
an
ce
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(b)
 [GeV]-jetµ
T
p
10 15 20 25 30
ef
fic
ie
nc
y
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
(c)
 [GeV]-jetµ
T
p
10 15 20 25 30
pu
rit
y
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(d)
Figure 9.3: Cross-section as a function of pµ-jetT : Shown are (a) the comparison of the
measured cross-section and the predictions by the Monte Carlo scaled by a factor of
1.43, (b) the acceptance, (c) the efficiency, and (d) the purity of the measurement.
final state. The beauty or charm hadrons are then obtained by rescaling the three-
momentum of the quark using the Peterson fragmentation function, Equation 2.34.
Afterwards the hadron is decayed semi-leptonically into a muon using the decay spec-
trum from PYTHIA. Jets are obtained by running the kt algorithm on the outgoing
partons. The FMNR cross-section can be separated in a point-like cross-section,
where the photon is a point-like particle, as in the direct processes, and a hadron-like
cross-section, where the photon acts as a source of partons, like in the resolved and
photon-excitation processes. The cross-sections calculated by FMNR are at parton-
level, while the measured cross-sections are on hadron level. In order to compare
the FMNR predictions to the measurement the cross-sections are transformed into
hadron-level cross-sections applying the ratio of hadron-level to parton-level cross-
section in PYTHIA to each bin of the FMNR predictions. The global correction
factor is 0.9 and flat in most variables. The correction factor in each bin is given
together with the cross-section numbers in Appendix F.
Two sets of FMNR predictions are calculated: The first set of parameters sum-
marised in Table 9.1 uses the FMNR parameter settings and variations used in the
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Figure 9.4: Cross-section as a function of ηµ-jet: Shown are (a) the comparison of the
measured cross-section and the predictions by the Monte Carlo scaled by a factor of
1.43, (b) the acceptance, (c) the efficiency, and (d) the purity of the measurement.
previous analysis, while for the second set of parameters the scale has been lowered
to µ = µ0/2 and the hadron-like part of FMNR has been doubled. The first change is
motivated by theory: the calculated cross-section should be scale-independent, which
is not the case for fixed-order calculations. Therefore the chosen scale should be very
insensitive to scale variations or the calculated cross-section should converge as fast as
possible including higher order corrections. In many cases µ = µ0/2 is a better choice
compared to the natural scale µ = µ0 [94]. The second change is motivated by the
data - comparison with the NLO QCD prediction in the low xobsγ region and will be
explained more explicitly in the next section. For the theoretical uncertainty the same
variations as for the standard predictions have been used, scaling the renormalisation
and factorisation scale up and down by a factor two.
9.5.2. Dijet Correlation Measurements and Comparison to NLO
Dijet correlations are particularly sensitive to higher-order effects and therefore suit-
able to test the limitations of fixed-order perturbative QCD calculations. ∆φjj is
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Figure 9.5: Cross-section as a function of xmeasγ : Shown are (a) the comparison of the
measured cross-section and the predictions by the Monte Carlo, (b) the acceptance,
(c) the efficiency, and (d) the purity of the measurement.
defined as the azimuthal angle between the two highest pT jets, ∆φ
jj = (φj1 − φj2).
The cross-section as a function of ∆φjj is shown in Figure 9.6. The agreement be-
tween the measurement and the PYTHIA Monte Carlo is reasonable given the large
errors. The Monte Carlo distribution for the direct-enriched region (xobsγ > 0.75),
see Figure 9.6 (e, f), falls off more rapidly than the data and lies significantly below
the data, indicating that the higher order contributions to the cross-section are not
well simulated in the parton showering of the PYTHIA Monte Carlo. This effect has
already been observed in the charm measurement, see Figure 3.11.
The NLO QCD predictions describe the data within errors, see Figure 9.6. Using
the natural scale the measurement is mostly above or at the upper edge of the pre-
dictions, see Figure 9.6 (a, c, e), while moving the renormalisation and factorisation
scales to µR,F = µ0/2, give a clearly better agreement between data and NLO, see
Figure 9.6 (b, d, f).
Comparing the data-NLO ratio for direct enriched and non-direct-enriched regions
separately, the ratio is clearly higher in the non-direct case. The difference is most
visible in the last bin of ∆φjj, with two back-to-back jets and a photon remnant
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FMNR Standard Parameters
Parameter Variation
mb = 4.75GeV mb = 4.5GeV mb = 5GeV
µ = µ0 =
√
1
2
(pbt)
2 + 1
2
(pb¯t)
2 +m2b µ = µ0/2 µ = 2µ0
PDF(p)= CTEQ5M [95] MRST [96]
PDF(γ)=GRV-G HO [97] AFG [98]
Peterson fragmentation Kartelishvili
ǫb = 0.0035 ǫb = 0.002 ǫb = 0.0055
ΛQCD = 0.226GeV ΛQCD = 0.2GeV ΛQCD = 0.25GeV
Table 9.1: FMNR standard parameter settings and variations.
resulting in a low xobsγ . The hadron-like contribution in the NLO cross-section is
negligible in the direct enriched region, while it is an important fraction of the non-
direct-enriched NLO cross-section, especially for large angles where the agreement is
worst, see Figure 9.6 (c, d). This indicates that the hadron-like component of the
NLO predictions, which is proportional to the gluon content of the photon, might be
underestimated by the NLO calculations. The gluon content of the photon is difficult
to measure and has large uncertainties. Therefore together with the change of scale,
the hadron-like component was increased by a factor of two. This leads to a better
agreement between data and NLO QCD predictions in the non-direct region in all
measured cross-sections.
The cross-section measurement in bins of the transverse momentum of the dijet
system, (pjetsT )
2, is correlated to the azimuthal angle between the two highest jets and
shows therefore the same agreement and disagreement as the ∆φjj variable. The
cross-section spectrum is harder in the data than in the Monte Carlo especially in the
direct-enriched region, while the non-direct part agrees well in shape, see Figure 9.7.
The NLO predictions describe the data, although a change in scale and an increase
of the hadron-like component leads to a better agreement.
∆Rjj is defined as the distance between the two highest pT jets in the η− φ plane,
∆Rjj =
√
(φj1 − φj2)2 + (ηj1 − ηj2)2. The cross-section measured in the whole xobsγ re-
gion agrees well with the predictions from the Monte Carlo, while there are differences
in shape in the direct-enriched and non-direct-enriched regions, see Figure 9.8, due
to higher order contributions not simulated in the Monte Carlo, as seen in the ∆φjj
cross-section. The ∆Rjj variable is related to the ∆φjj variable. Therefore it is not
surprising that the same behaviour as in ∆φjj can be observed. Comparing to the
standard NLO calculations the measurement is always above or at the upper edge of
the predictions and the agreement in the low xobsγ region is better using the increased
hadron-like cross-section.
The measurement of the dijet mass, M jj, agrees well with the predictions from
the Monte Carlo, see Figure 9.9. In the last bin of the direct-enriched region the
statistics were too low to determine the beauty fraction. The comparison to NLO is
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substantially improved using the new parameter set of FMNR, see Figure 9.9.
The variable cos θ∗ describes the scattering angle of the dijet system with respect
to the proton axis in the dijet rest frame:
cos θ∗ = tanh
(
ηµ-jet − ηjet2
2
)
. (9.15)
In this case the dijet system is defined as the muon-jet and the highest pjetT other jet
and the variable is filled for all muon-jet associations in the event. This definition
allows to distinguish between the tagged beauty quark being produced in the proton
(positive values of cos θ∗) or in the photon direction (negative values of cos θ∗) and
can therefore give indications of the production process. While the cross-sections as a
function of ∆φjj, (pjetsT )
2,∆Rjj,M jj are event-wise cross-sections, the cos θ∗ variable
is filled for all muon-jet associations and is therefore a particle-wise cross-section.
Direct beauty events originate from the dominant quark-exchange process γg →
bb¯ and are expected to be symmetric in cos θ∗. Non-direct events are mainly in
photon direction consistent with a dominant contribution from gluon exchange, giving
a strong rise in the photon direction of cos θ∗. The cross-section prediction from the
Monte Carlo and the NLO calculations for direct-enriched and non-direct-enriched
events reflects this behaviour. A slight asymmetry can be observed in the direct-
enriched region, coming from the contamination with non-direct events. In the charm
measurement, see Section 3.4.2, additional cuts were applied on the dijet mass and
the average longitudinal boost in order to get rid of biases coming from explicit cuts
on pjetT and η
jet. This cannot be done in the case of beauty as the available statistics
are not high enough. Comparing the measurement to the predictions, see Figure 9.10,
the data seems to be more asymmetric than the predictions, but agrees within errors.
Given the large errors on the measurement a conclusive statement on the cos θ∗ cross-
section is not possible and will have to wait for the analysis on the whole HERA I + II
analysis (five times more integrated luminosity) and by using the lifetime information
as an additional input to the determination of the beauty fraction.
The cross-section in bins of xobsγ , which has been shown already in Section 9.4, is
also compared to the NLO predictions, see Figure 9.11. The improvement of the
agreement between measurement and NLO predictions using the new parameter set
of FMNR can be clearly seen. The overall normalisation due to the change of scale
and the additional effect from the augmentation of the hadron-like FMNR predictions
is clearly visible.
In Figures 9.12 and 9.13 the cross-section comparison for the muon and the jet
variables are shown. Also in these variables the agreement between data and NLO is
improved by the new FMNR parameter set.
9.6. Summary
All measured cross-sections agree within errors with the predictions from the LO+PS
scaled Monte Carlo and the next-to-leading-order predictions. Changing the NLO
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scales from the natural scale µ0 to µ0/2, as was proposed for theoretical reasons, im-
proves the agreement in the overall normalisation. The augmentation of the hadron-
like cross-section in FMNR, motivated by the measurements in the non-direct-enriched
region, improves the agreement between the measured cross-section and the NLO
QCD predictions especially for the low xobsγ cross-section. For a more conclusive state-
ment the analysis should be run on the whole HERA I+II data set taking advantage
of the additional lifetime information in the HERA II data. From the theoretical
side it is desirable to compare the measurement to a MC@NLO [99], which allows
the combination of NLO matrix elements with parton showers, which is so far not
available for ep collisions.
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Figure 9.6: Cross-section as a function of ∆φjj: Shown are the comparisons of the
measured cross-section with the predictions by the Monte Carlo and the NLO cal-
culations at hadron level using (a) the standard FMNR parameter set, and (b) the
new set of parameters using µR,F = µ0/2 and a doubled hadron-like cross-section.
The comparison in the non-direct-enriched region is shown in (c) and (d) and the
comparison in the direct-enriched region in (e) and (f).
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Figure 9.7: Cross-section as a function of (pjetsT )
2: Shown are the comparisons of
the measured cross-section with the predictions by the Monte Carlo and the NLO
calculations at hadron level using (a) the standard FMNR parameter set, and (b) the
new set of parameters using µR,F = µ0/2 and a doubled hadron-like cross-section.
The comparison in the non-direct-enriched region is shown in (c) and (d) and the
comparison in the direct-enriched region in (e) and (f).
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Figure 9.8: Cross-section as a function of ∆Rjj: Shown are the comparisons of the
measured cross-section with the predictions by the Monte Carlo and the NLO cal-
culations at hadron level using (a) the standard FMNR parameter set, and (b) the
new set of parameters using µR,F = µ0/2 and a doubled hadron-like cross-section.
The comparison in the non-direct-enriched region is shown in (c) and (d) and the
comparison in the direct-enriched region in (e) and (f).
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Figure 9.9: Cross-section as a function of M jj : Shown are the comparisons of the
measured cross-section with the predictions by the Monte Carlo and the NLO cal-
culations at hadron level using (a) the standard FMNR parameter set, and (b) the
new set of parameters using µR,F = µ0/2 and a doubled hadron-like cross-section.
The comparison in the non-direct-enriched region is shown in (c) and (d) and the
comparison in the direct-enriched region in (e) and (f).
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Figure 9.10: Cross-section as a function of cos θ∗: Shown are the comparisons of
the measured cross-section with the predictions by the Monte Carlo and the NLO
calculations at hadron level using (a) the standard FMNR parameter set, and (b) the
new set of parameters using µR,F = µ0/2 and a doubled hadron-like cross-section.
The comparison in the non-direct-enriched region is shown in (c) and (d) and the
comparison in the direct-enriched region in (e) and (f).
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Figure 9.11: Cross-section as a function of xobsγ : Shown are the comparisons of the
measured cross-section with the predictions by the Monte Carlo and the NLO calcu-
lations at hadron level using (a) the standard FMNR parameter set, and (b) the new
set of parameters using µR,F = µ0/2 and a doubled hadron-like cross-section.
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Figure 9.12: Cross-section as a function of µ-jet variables,pµ-jetT , η
µ-jet: Shown are the
comparisons of the measured cross-section with the predictions by the Monte Carlo
and the NLO calculations at hadron level using (a),(c) the standard FMNR parameter
set, and (b),(d) the new set of parameters using µR,F = µ0/2 and a doubled hadron-
like cross-section.
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Figure 9.13: Cross-section as a function of the µ variables,pµT , η
µ: Shown are the
comparisons of the measured cross-section with the predictions by the Monte Carlo
and the NLO calculations at hadron level using (a),(c) the standard FMNR parameter
set, and (b),(d) the new set of parameters using µR,F = µ0/2 and a doubled hadron-
like cross-section.
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10. Summary
In the study of the fundamental structure of matter, the main aim of this thesis was
the measurement of cross-sections for open bb¯ production at HERA, with a special
emphasis on beauty dijet correlation cross-sections. The ep collision data used for
the cross-section determination was recorded with the ZEUS detector between 1996
and 2000. Beauty was tagged by looking for semi-leptonic decays of B hadrons into
muons. The kinematic range was restricted to photoproduction with four-momentum
transfers Q2 < 1GeV.
An important ingredient of this analysis was the general muon finder, GMUON,
which combines information from different muon finders based on information from
the calorimeter, the muon chambers, the instrumented iron yoke and central tracking
devices. The redundancy of the muon finder algorithms and the larger geometrical
coverage increased the muon finding efficiency. Together with a lower cut on the pµT
of 1.5GeV the statistics could be increased by a factor 10 compared to a previous
analysis, leading to a factor 7.5 more beauty events. This opened the possibility to
measure the cross-sections as a function of pµT , η
µ, pµ-jetT and η
µ-jet in a finer binning
and to measure beauty dijet correlations at ZEUS for the first time.
The prelT method was used to determine the fraction of beauty events in the data
in a two parameter fit of the beauty signal and background from light flavour and
charm.
The cross-section measurement has been compared to the LO+PS Monte Carlo,
PYTHIA, as well as to fixed order massive next-to-leading-order calculations using
the FMNR program. An overall agreement within errors was found between the
measurements and the theoretical predictions. While for the comparison to the next-
to-leading-order predictions using the natural scale µ0 the data was always above or at
the higher edge of the predictions, the change of scale to µ0/2, motivated by theoretical
considerations, agrees better with the measurements. From the separate measurement
of the dijet correlations in the direct-enriched and non-direct-enriched regions, the
hadron-like NLO cross-section, which mainly comes from the gluon content of the
photon, is too low. Increasing it by a factor of two improves the agreement between
data and NLO in all measured cross-sections.
Unfortunately the errors on the measurements are still large in the differential cross-
sections. Using the whole HERA I+II data would increase the statistics by a further
factor five. A large systematic error arises from the fixed ratio of charm and light
flavour events and the uncertainty in the background prelT distribution. In the HERA II
data additional lifetime information provides the possibility to determine the three
fractions independently and to reduce the influence of the systematic uncertainty
due to the misdescription of the prelT background distribution. This should give a
CHAPTER 10. SUMMARY
more conclusive answer on the hadron-like NLO cross-section, which could be used
to improve the photon PDF.
As a preparation for a HERA II analysis, tagging the beauty using lifetime informa-
tion, requiring only one or no jet at all, a major task of this thesis was the development
of a method to determine the light flavour background directly from the data, using
fake muon probabilities determined from Monte Carlo. This method has been tested
on the beauty dijet analysis as well as on a dimuon analysis with no jet requirements.
In both analysis the agreement with alternative background determination methods
was very good, therefore using these probabilities it should also be possible to predict
the fake muon background in a region between these two kinematic regions.
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A. Muon Quality Definition
Qual Finder Combination CTD match vtx mip mom.
match DCA cut ass. prob. or rap.
6 BREMAT 5dof yes > 0.01 yes - -
MPMATCH or yes > 0.05 - - -
MUFO yes > 0.05 - - -
MPMATCH +MV yes > 0.01 - > 0.6 p > 1
MUFO + MV yes < 0.05 - > 0.6 p > 1
5 BREMAT 4dof + MV yes > 0.01 yes > 0.6 |η| > 0.6
MUBAC + MV yes - yes > 0.6 |η| > 0.6
MUBAC+BREMAT
4dof+MV
yes > 0.01 yes > 0.6 |η| < 0.6
MUBAC+BREMAT
5dof+MV
yes > 0.01 no > 0.6 -
MPMATCH or yes > 0.01, - - -
MUFO yes < 0.05 - - -
MAMMA+CTD yes - - impl. -
4 BREMAT 4dof yes > 0.01 yes - -
MUBAC yes 50 cm yes - -
MUBAC+MV yes 120 cm yes > 0.6 |η| < 0.6
MUBAC+MIP yes 120 cm - impl. -
MUFO other vtx no - yes - -
MCTS + MV no - no - -
MAMMA + vtx no - yes impl. -
3 MV yes - yes > 0.95 p > 1
BREMAT 5dof yes > 0.01 no - -
GLOMU + MV yes implicit - > 0.6 -
MUBAC + MV yes 120 cm - > 0.4 p > 1
MUBAC + GLOMU yes implicit - > 0.6 -
MAMMA no - - impl. -
2 MV yes - yes > 0.8 p > 1
MCTS no - no - -
BAC yes 120 cm yes - -
BREMAT 4dof yes > 0.01 no - -
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GLOMU yes implicit - - -
1 MV yes - yes > 0.6 p > 1
0 MV CAL only - - - > 0.4 p > 1
MIP yes - - impl. pt > 2
-1 BREMAT 5dof yes < 0.01 - - -
-2 BREMAT 4dof yes < 0.01 - - -
MCTS rec. problem no - no - -
-3 any finder,same VC
track
yes - - - -
-999 simulatet µ not rec - - - - p > 1, pt > .5
-999 simulatet π/K decay,
not rec
- - - - p > 1, pt > .5
Table A.1: Definition of the standard GMUON quality
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B. Efficiency Correction Factors
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Figure B.1: Muon efficiency correction factors for the central/rear muon chambers
(BREMAT algorithm) in the loose and tight configuration. The area of the rectangles
is proportional to the correction factor.
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Figure B.2: Muon efficiency correction factors for the forward muon chambers (MP-
MATCH algorithm) in the loose and tight configuration. The area of the rectangles
is proportional to the correction factor.
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Figure B.3: Muon efficiency correction factors for the BAC (MUBAC algorithm) in
the loose and tight configuration. The area of the rectangles is proportional to the
correction factor.
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C. Monte-Carlo Sample processes
C.1. Beauty Quark MC Samples
Beauty direct processes:
γg → bb¯
Beauty resolved processes:
qq¯ → bb¯
gg → bb¯
Beauty excitation in the proton processes:
bγ → bg
bg → bg
bq → bq
bb¯ → bb¯
Beauty excitation in the photon processes:
bg → bg
bq → bq
C.2. Charm Quark MC Samples
Charm direct processes:
γg → cc¯
Charm resolved processes:
qq¯ → cc¯
gg → cc¯
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C.3. INCLUSIVE MC SAMPLES
Charm excitation in the proton processes:
cγ → cg
cg → cg
cq → cq
cc¯ → cc¯
Charm excitation in the photon processes:
cg → cg
cq → cq
C.3. Inclusive MC Samples
Direct processes:
γg → qq¯
γq → qg
Resolved processes:
qq¯ → qq¯
qq¯ → q′q¯′
qq¯ → gg
qg → qg
gg → qq¯
gg → gg
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D. Trigger Selection
D.1. HPP14: Low ET Dijet
• 2 or more jets with ET ≥ 4GeV and |η| < 2.5GeV;
• CAL:pz/E < 1.0;
• logical OR of second level trigger slots SLT HPP 1,2,3;
• logical OR of first level trigger slots: FLT 40,41,42,43, required by SLT HPP
1,2,3.
D.2. EXO12/12: Barrel/Rear Muon Trigger
• one outer barrel/rear muon reconstructed with the GLOMU algorithm;
• reject if (anti-cosmic muon cut):
– Ntracks(CTD) ≤ 3 and
– EFCAL < 1GeV and
– two highest pt tracks have pt > 0.5GeV and (cos(θtracks) < −0.9998);
• CAL timing cut compatible with physics event;
• logical OR of first level trigger slots FLT14 (barrel muon) and FLT15 (rear
muon).
D.3. MUO3: Semi-Isolated Muon in Barrel/Rear
Muon Chambers
• good inner barrel/rear muon found on second level trigger;
• hit in barrel or rear CAL with pt > 1GeV;
• muon-like CAL island;
• Ntracks(CTD) ≥ 1;
• track going into barrel or rear CAL with pt > 1GeV;
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D.4. HFL1: MUON PLUS DIJETS
• second level trigger slot: SLT MUO 1;
• included logical OR of first level trigger slots FLT 8,9,10,11 required by SLT
MUO 1.
D.4. HFL1: Muon plus Dijets
• only available for 99-00 data;
• good muon found by barrel/rear muon chambers;
• 2 or more jets with ET ≥ 3.5GeV and |η| < 2.5GeV;
• CAL:pz/E < 1.0;
• CAL:E − pz < 100;
• logical OR of second level trigger SLT HPP 1,2,3;
• logical OR of first level trigger FLT 40,41,42,43 required by SLT slots.
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E. Comparison of Beauty Fractions
Comparison of the beauty fraction obtained from the fit of the prelT variable using
Monte Carlo for the background and using the fake-muon method (open points) for
each differential bin. All fractions agree well with each other.
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Figure E.1: Comparison of the beauty fraction for the jet correlation variables,
xγ , cos θ
∗,∆φjj,∆Rjj and (pjetsT )
2.
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Figure E.2: Comparison of the beauty fraction for xγ > 0.75
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Figure E.3: Comparison of the beauty fraction for xγ < 0.75
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Figure E.4: Comparison of the beauty fraction for the muon and muon-jet variables.
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F. Cross-Section Numbers
Given are the acceptances, purities, cross-sections with statistical error, the system-
atic uncertainty and the uncertainty due to the jet-energy scale uncertainty. In the
last column the value of the hadronic correction for the comparison to the NLO QCD
predictions are given. All systematic uncertainties are calculated bin-by-bin except
for the jet-energy uncertainty. For the jet-energy uncertainty a global error of 2% is
applied.
pµT Range Acc Pur dσ/dp
µ
T±stat. +− sys ±E-scale Chad±stat
[GeV] [pb/GeV]
1.5 : 2.5 0.34 0.58 42.91±5.86 +− 11.9211.42 ±0.86 0.87±0.01
2.5 : 3.5 0.45 0.65 26.90±2.78 +− 5.735.6 ±0.54 0.88±0.01
3.5 : 4.5 0.48 0.71 11.64±1.88 +− 3.183.16 ±0.23 0.89±0.02
4.5 : 5.5 0.49 0.75 11.63±1.53 +− 2.172.17 ±0.23 0.93±0.02
5.5 : 6.5 0.56 0.77 3.82±0.92 +− 1.11.1 ±0.08 0.96±0.03
6.5 : 7.5 0.60 0.76 3.56±0.85 +− 0.950.95 ±0.07 0.97±0.05
7.5 : 8.5 0.66 0.75 1.33±0.58 +− 0.60.6 ±0.03 0.97±0.07
8.5 : 11.5 0.60 0.80 0.75±0.24 +− 0.750.75 ±0.01 0.97±0.07
Table F.1: pµT cross-section numbers.
ηµ Range Acc Pur dσ/dηµ±stat. +− sys ±E-scale Chad±stat
[pb]
-1.5 : -1.0 0.47 0.42 11.10±1.97 +− 2.562.57 ±0.22 0.81±0.03
-1.0 : -0.5 0.46 0.55 30.21±3.92 +− 5.945.96 ±0.6 0.86±0.02
-0.5 : 0.0 0.50 0.65 38.37±5.18 +− 8.868.86 ±0.77 0.89±0.01
0.0 : 0.5 0.49 0.69 50.05±5.95 +− 10.9110.85 ±1 0.89±0.01
0.5 : 1.0 0.45 0.72 22.28±4.84 +− 7.917.61 ±0.45 0.91±0.01
1.0 : 1.5 0.29 0.74 30.97±4.29 +− 6.115.96 ±0.62 0.92±0.02
1.5 : 2.0 0.22 0.70 27.29±5.31 +− 6.366.32 ±0.55 0.90±0.02
2.0 : 2.5 0.14 0.66 16.13±4.10 +− 4.624.63 ±0.32 0.81±0.03
Table F.2: ηµ cross-section numbers.
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pµ-jetT Range Acc Pur dσ/dp
µ-jet
T ±stat. +− sys ±E-scale Chad±stat
[GeV] [pb/GeV]
6.0 : 8.0 0.41 0.60 12.70±1.81 +− 3.643.49 ±0.25 0.90±0.01
8.0 : 9.0 0.38 0.67 15.46±2.49 +− 3.853.80 ±0.31 0.86±0.01
9.0 : 10.0 0.43 0.68 13.34±2.02 +− 3.012.98 ±0.27 0.87±0.02
10.0 : 11.0 0.45 0.66 10.20±1.74 +− 2.372.36 ±0.20 0.88±0.02
11.0 : 12.0 0.46 0.69 7.95±1.48 +− 1.901.90 ±0.16 0.88±0.02
12.0 : 13.0 0.47 0.68 5.57±1.27 +− 1.531.52 ±0.11 0.88±0.03
13.0 : 15.0 0.50 0.67 4.27±0.79 +− 1.031.02 ±0.09 0.91±0.02
15.0 : 18.0 0.50 0.65 2.22±0.45 +− 0.540.54 ±0.04 0.88±0.02
18.0 : 30.0 0.40 0.62 0.63±0.12 +− 0.140.14 ±0.01 0.88±0.03
Table F.3: pµ-jetT cross-section numbers.
ηµ-jet Range Acc Pur dσ/dηµ-jet±stat. +− sys ±E-scale Chad±stat
[pb]
-1.5 : -1.0 0.36 0.35 14.95±2.55 +− 3.333.34 ±0.30 0.70±0.02
-1.0 : -0.5 0.45 0.55 29.34±3.62 +− 5.485.50 ±0.59 0.81±0.01
-0.5 : -0.0 0.51 0.65 31.63±4.73 +− 7.958.00 ±0.63 0.81±0.01
-0.0 : 0.5 0.52 0.68 39.55±5.34 +− 9.579.52 ±0.79 0.88±0.01
0.5 : 1.0 0.49 0.71 24.83±4.95 +− 8.268.01 ±0.50 0.93±0.01
1.0 : 1.5 0.33 0.72 29.53±4.75 +− 6.856.63 ±0.59 1.00±0.02
1.5 : 2.0 0.24 0.68 37.21±5.13 +− 6.876.80 ±0.74 1.00±0.02
2.0 : 2.5 0.14 0.61 15.25±5.11 +− 5.585.58 ±0.30 1.04±0.03
Table F.4: ηµ-jet cross-section numbers.
xγ Range Acc Pur dσ/dxγ±stat. +− sys ±E-scale Chad±stat
[pb]
0.0 : 0.4 0.42 0.56 24.12±6.67 +− 10.519.99 ±0.48 0.73±0.02
0.4 : 0.5 0.51 0.59 61.50±13.13 +− 25.6525.58 ±1.23 0.85±0.03
0.5 : 0.6 0.65 0.59 63.58±12.55 +− 25.4525.54 ±1.27 0.85±0.02
0.6 : 0.8 0.89 0.62 58.53±9.00 +− 13.4813.55 ±1.17 0.88±0.02
0.8 : 1.0 0.37 0.70 300.12±18.14 +− 57.2657.38 ±6.00 1.00±0.01
Table F.5: xγ cross-section numbers.
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∆φjj Range Acc Pur dσ/d∆φjj±stat. +− sys ±E-scale Chad±stat
[pb]
0.0 : 1.6 1.40 0.47 0.43±0.24 +− 0.270.27 ±0.01 0.76±0.11
1.6 : 2.1 1.08 0.49 1.97±1.14 +− 1.361.32 ±0.04 0.75±0.07
2.1 : 2.5 0.63 0.61 8.19±3.77 +− 5.295.16 ±0.16 0.79±0.03
2.5 : 2.7 0.60 0.63 57.02±7.39 +− 11.3411.15 ±1.14 0.82±0.02
2.7 : 3.0 0.47 0.67 125.21±11.94 +− 23.4423.38 ±2.50 0.88±0.01
3.0 : 3.1 0.34 0.69 340.14±29.09 +− 56.4457.63 ±6.80 0.92±0.01
xγ > 0.75
0.0 : 1.6 0.77 0.47 0.36±0.15 +− 0.160.16 ±0.01 0.62±0.16
1.6 : 2.1 1.18 0.57 1.37±0.46 +− 0.510.51 ±0.03 0.76±0.14
2.1 : 2.5 0.47 0.67 6.16±2.51 +− 2.832.82 ±0.12 0.82±0.04
2.5 : 2.7 0.52 0.68 38.26±5.03 +− 8.208.18 ±0.77 0.82±0.02
2.7 : 3.0 0.42 0.71 93.07±9.51 +− 19.4419.53 ±1.86 0.90±0.01
3.0 : 3.1 0.30 0.71 232.77±24.65 +− 49.8950.32 ±4.66 0.93±0.01
xγ < 0.75
0.0 : 1.6 1.67 0.47 0.05±0.18 +− 0.190.18 ±0 0.84±0.15
1.6 : 2.1 1.04 0.45 1.00±1.06 +− 1.221.19 ±0.02 0.74±0.08
2.1 : 2.5 0.81 0.57 3.37±2.52 +− 3.363.30 ±0.07 0.75±0.04
2.5 : 2.7 0.73 0.57 15.65±4.98 +− 7.237.11 ±0.31 0.82±0.03
2.7 : 3.0 0.62 0.60 34.59±6.57 +− 11.5711.61 ±0.69 0.80±0.02
3.0 : 3.1 0.49 0.63 97.71±13.79 +− 26.2626.42 ±1.95 0.84±0.02
Table F.6: ∆φjj cross-section numbers.
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∆Rjj Range Acc Pur dσ/d∆Rjj±stat. +− sys ±E-scale Chad±stat
[pb]
1.0 : 2.0 1.33 0.50 0.00±2.70 +− 2.712.70 ±0 0.78±0.10
2.0 : 2.5 0.77 0.60 3.93±1.96 +− 2.532.42 ±0.08 0.72±0.04
2.5 : 3.0 0.57 0.67 36.48±5.14 +− 9.278.93 ±0.73 0.82±0.01
3.0 : 3.5 0.41 0.69 109.01±8.07 +− 18.1118.30 ±2.18 0.89±0.01
3.5 : 5.0 0.31 0.60 15.96±1.88 +− 2.752.78 ±0.32 0.95±0.01
xγ > 0.75
1.0 : 2.0 1.06 0.50 0.15±0.14 +− 0.150.15 ±0 0.76±0.19
2.0 : 2.5 0.57 0.63 3.13±1.17 +− 1.311.30 ±0.06 0.75±0.06
2.5 : 3.0 0.50 0.71 31.02±3.68 +− 6.646.64 ±0.62 0.84±0.02
3.0 : 3.5 0.37 0.72 71.85±6.56 +− 15.0715.19 ±1.44 0.91±0.01
3.5 : 5.0 0.26 0.65 11.98±1.62 +− 2.622.62 ±0.24 0.97±0.02
xγ < 0.75
1.0 : 2.0 1.44 0.50 0.00±0.60 +− 0.600.60 ±0 0.79±0.12
2.0 : 2.5 0.99 0.58 1.88±1.41 +− 1.711.64 ±0.04 0.70±0.06
2.5 : 3.0 0.71 0.61 7.08±3.28 +− 5.084.88 ±0.14 0.78±0.02
3.0 : 3.5 0.57 0.62 35.14±4.27 +− 9.509.55 ±0.70 0.82±0.01
3.5 : 5.0 0.51 0.50 3.54±0.82 +− 1.171.20 ±0.07 0.89±0.03
Table F.7: ∆Rjj cross-section numbers.
(P jjT )
2 Range Acc Pur dσ/d(P jjT )
2±stat. +− sys ±E-scale Chad±stat
[GeV2] [pb/GeV2]
0.0 : 9.0 0.27 0.67 6.22±0.57 +− 1.141.16 ±0.12 0.91±0.01
9.0 : 36.0 0.68 0.68 0.93±0.08 +− 0.160.16 ±0.02 0.85±0.01
36.0 : 81.0 0.92 0.66 0.17±0.03 +− 0.040.04 ±0.003 0.82±0.02
81.0 : 144.0 1.06 0.63 0.04±0.01 +− 0.020.02 ±0.001 0.80±0.05
144.0 : 324.0 1.03 0.58 0.01±0.00 +− 0.0040.004 ±0.000 0.81±0.07
xγ > 0.75
0.0 : 9.0 0.23 0.70 4.95±0.49 +− 1.021.03 ±0.10 0.93±0.01
9.0 : 36.0 0.65 0.72 0.57±0.06 +− 0.120.12 ±0.01 0.87±0.01
36.0 : 81.0 0.94 0.70 0.12±0.02 +− 0.030.03 ±0.002 0.84±0.03
81.0 : 144.0 1.09 0.67 0.02±0.01 +− 0.010.01 ±0.000 0.88±0.07
144.0 : 324.0 0.93 0.60 0.00±0.00 +− 0.000.00 ±0.000 0.80±0.11
xγ < 0.75
0.0 : 9.0 0.43 0.60 1.38±0.25 +− 0.450.45 ±0.03 0.83±0.02
9.0 : 36.0 0.75 0.60 0.38±0.06 +− 0.110.11 ±0.01 0.81±0.02
36.0 : 81.0 0.89 0.59 0.05±0.02 +− 0.0290.029 ±0.001 0.78±0.03
81.0 : 144.0 1.03 0.59 0.01±0.01 +− 0.0160.015 ±0.000 0.72±0.06
144.0 : 324.0 1.10 0.56 0.00±0.00 +− 0.00340.0033 ±0.000 0.81±0.08
Table F.8: (P jjT )
2 cross-section numbers.
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M jj Range Acc Pur dσ/dM jj±stat. +− sys ±E-scale Chad±stat
[GeV] [pb/GeV]
0 : 5 0 0 0±0 +− 00 ±0.00 0±0
5 : 10 0 0 0±0 +− 00 ±0.00 0±0
10 : 15 20.90 0.5 0.004±0.004 +− 0.0050.004 ±0.00 0.14±0.05
15 : 20 0.87 0.63 1.50±0.29 +− 0.560.52 ±0.03 0.43±0.01
20 : 25 0.78 0.69 4.89±0.88 +− 1.261.25 ±0.10 0.92±0.01
25 : 30 0.37 0.69 5.31±0.56 +− 0.910.91 ±0.11 1.02±0.01
30 : 35 0.38 0.69 2.85±0.44 +− 0.620.62 ±0.06 1.05±0.02
35 : 40 0.39 0.66 2.23±0.35 +− 0.450.45 ±0.04 1.09±0.03
40 : 45 0.36 0.66 1.34±0.27 +− 0.310.31 ±0.03 1.07±0.03
45 : 60 0.36 0.63 0.54±0.10 +− 0.120.12 ±0.01 1.09±0.03
xγ > 0.75
0.0 : 5.0 0 0 0±0 +− 00 ±0.00 0±0
5.0 : 10.0 0 0 0±0 +− 00 ±0.00 0±0
10.0 : 15.0 0 0.61 0±0.0 +− 0.0010.001 ±0.00 0.33±0.15
15.0 : 20.0 0.70 0.67 1.52±0.22 +− 0.350.35 ±0.03 0.44±0.01
20.0 : 25.0 0.31 0.73 3.80±0.52 +− 0.890.90 ±0.08 0.95±0.01
25.0 : 30.0 0.33 0.73 3.63±0.43 +− 0.770.77 ±0.07 1.04±0.02
30.0 : 35.0 0.35 0.73 1.81±0.33 +− 0.470.47 ±0.04 1.07±0.02
35.0 : 40.0 0.37 0.70 1.46±0.27 +− 0.370.37 ±0.03 1.12±0.03
40.0 : 45.0 0.37 0.69 1.04±0.22 +− 0.290.29 ±0.02 1.08±0.04
45.0 : 60.0 0.33 0.67 0±0 +− 00 ±0.00 1.10±0.03
xγ < 0.75
0.0 : 5.0 0 0 0±0 +− 00 ±0.00 0±0
5.0 : 10.0 0 0.60 0±0 +− 00 ±0.00 0±0
10.0 : 15.0 56.36 0.43 0.003±0.002 +− 0.0020.002 ±0.00 0.07±0.04
15.0 : 20.0 1.32 0.58 0.34±0.16 +− 0.250.23 ±0.01 0.42±0.02
20.0 : 25.0 0.59 0.62 1.51±0.37 +− 0.590.59 ±0.03 0.83±0.02
25.0 : 30.0 0.50 0.61 1.58±0.39 +− 0.530.53 ±0.03 0.97±0.03
30.0 : 35.0 0.48 0.61 0.97±0.27 +− 0.390.39 ±0.02 1.00±0.04
35.0 : 40.0 0.48 0.55 0.65±0.22 +− 0.260.26 ±0.01 1.00±0.05
40.0 : 45.0 0.44 0.59 0.43±0.12 +− 0.160.16 ±0.01 1.02±0.07
45.0 : 60.0 0.46 0.54 0.21±0.05 +− 0.070.07 ±0.004 1.06±0.06
Table F.9: M jj cross-section numbers.
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cos θ∗ Range Acc Pur dσ/d cos θ∗±stat. +− sys ±E-scale Chad±stat
[pb]
-0.830 : -0.664 0.47 0.61 94.56±17.18 +− 22.4522.52 ±1.89 0.90±0.02
-0.664 : -0.332 0.50 0.67 54.92±12.89 +− 18.3518.09 ±1.10 0.87±0.01
-0.332 : 0.000 0.48 0.67 43.09±13.28 +− 17.4117.00 ±0.86 0.85±0.01
0.000 : 0.332 0.45 0.70 27.77±11.89 +− 15.4414.93 ±0.56 0.86±0.01
0.332 : 0.664 0.38 0.70 55.70±10.62 +− 13.4513.38 ±1.11 0.88±0.01
0.664 : 0.830 0.28 0.67 46.95±11.81 +− 13.2013.20 ±0.94 0.96±0.02
xγ > 0.75
-0.830 : -0.664 0.38 0.67 72.70±9.77 +− 15.9415.96 ±1.45 0.94±0.02
-0.664 : -0.332 0.43 0.71 48.24±5.99 +− 10.5210.55 ±0.96 0.90±0.02
-0.332 : 0.000 0.44 0.71 38.93±5.27 +− 8.848.86 ±0.78 0.87±0.02
0.000 : 0.332 0.41 0.73 24.00±5.37 +− 7.557.59 ±0.48 0.88±0.02
0.332 : 0.664 0.34 0.74 33.93±6.07 +− 8.999.02 ±0.68 0.90±0.02
0.664 : 0.830 0.25 0.72 40.78±9.32 +− 11.5811.59 ±0.82 0.98±0.03
xγ < 0.75
-0.830 : -0.664 0.70 0.51 20.95±7.62 +− 10.9411.34 ±0.42 0.82±0.03
-0.664 : -0.332 0.67 0.60 22.32±5.43 +− 9.829.73 ±0.45 0.80±0.02
-0.332 : 0.000 0.59 0.60 9.05±4.46 +− 6.125.87 ±0.18 0.79±0.02
0.000 : 0.332 0.63 0.63 12.72±3.65 +− 4.974.84 ±0.25 0.77±0.03
0.332 : 0.664 0.55 0.63 16.45±3.02 +− 4.744.73 ±0.33 0.80±0.03
0.830 : 0.830 0.44 0.54 1.72±4.29 +− 4.474.48 ±0.03 0.88±0.05
Table F.10: cos θ∗ cross-section numbers.
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