The objective of the coverage problem is to organize the monitoring of targets by sensors in an energy efficient manner so as to maximize the lifetime of coverage. We consider the coverage problem in a network of myopic sensors, such as video sensors and acoustic sensors, which are only able to cover one target at any one time. We show how to formulate the problem offinding the lifetime as a linear program. We show that the actual coverage schedule can be found by iteratively findinig maximum cardinalitv matchitngs in the utnderlying weighted bipartite graph, where the weights are derived from the solution of the lintear program. We show experimentally that this algorithm is practical for moderate sized instances, depending on various properties of the instance.
I. INTRODUCTION
Business Week named sensor networks is one of the most important technologies for the 21st century. But, there are many problems that must be solved before the vision of ubiquitous large-scale sensor networks becomes a reality. Since sensors will either have to be powered by small nonrenewable batteries, or by the modest amounts of energy that can be harvested from the environment, energy efficiency is generally viewed as the single most critical issue in the design of the network protocols.
One basic problem that has received significant attention is the coverage problem [1] . Roughly speaking, the coverage problem is how to apportion or balance the workload among the sensors so as to extend the lifetime of coverage. Most of the literature to date assumes that sensors can cover all tar'gets in a fixed area at a fixed cost (which may depend on the measure of the area) [2] . However, for some sensors this is not a valid assumption. In particular, video sensors and acoustic sensors may be viewed as unidirectional, that is, at least in some settings, they can only be focused on one target. We call such sensors myopic.
In this paper, we consider the coverage problem for net- In order to validate its practicality, we implemented our algorithm and tested it on synthetically generated networks with various properties. We consider the case of steadystate uniform networks, and the case of a hot spot, perhaps representing an emergency, where many of the targets are concentrated in one area. We used a standard LP solver, Soplex, which uses primal and dual solving routines [3] . To find maximum cardinality matchings, we implemented the matching algorithm presented in [4] . All of our code, including the code for generating the experimental instances, can be found on the project web page www. cs .pitt . edu/-maly/Myopic-Coverage/.
Some of our more interesting findings are: * The algorithm is practical for networks of a few hundred nodes, but depending on various properties of the instance, may become impractical for networks with thousands of nodes. * The problem is more computationally difficult in the case of hot spots, or if the ratio of the number of sensors to the number of targets is small. * The optimal schedules that our algorithm constructs have a surprisingly simple structure. The paper is organized as follows: the second section presents related work. The third section presents our formalization of the coverage problem for myopic sensors. Experimental results are presented in the fourth section. We survey what is known for non-myopic sensors. In [1I, an efficient algorithm is given to determine whether each point in the plane is covered by at least k sensors, k-covered or not, assuming all ri's are equal [I] . In [5] , a simple scheme for maximizing the lifetime of coverage is proposed. In particular, the space and the sensors are partitioned so that all the sensors in a particular partition can cover all the space in the partition. The sensors in this partition then equally share the monitoring 0-7803-9305-8/05/$20.00 ©2005 IEEE of the region of space. In [2] , a distributed heuristic for computing a coverage plan is proposed. Using almost the same approach as [2] , [6] introduced another heuristic to organize the coverage. Further, [2] presented a polynomial time solution in terms of the number of sensors. None of these schemes is applicable to the case of myopic sensors, because the basic concept of intersection of coverage areas used in these papers doesn't apply to myopic sensors.
The idea of modeling a sensor network as a weighted bipartite graph has been used in some previous studies, such as [7] . III 
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If the solution of the above LP is Q' = 1/P', then it is clear that the coverage lifetime is at most P'. But it is not so clear that a lifetime of P' is obtainable since the above LP doesn't specify which sensor should be assigned to which target at each time. Next, we constructively show how to transform a solution of the above LP into a schedule with lifetime P', thus showing that a coverage lifetime equal to the solution of the LP is always achievable.
We now define what we call the coverage graph and explain how to construct a schedule by finding perfect matchings in this coverage graph. One bipartition of the coverage graph consists of the s sensors. The other bipartition consists of the t targets, and s -t virtual targets. A sensor will be matched to a virtual target if it is not covering a real target. The coverage graph is complete in that there is an edge between every two vertices in opposite bi-partitions. The weight of an edge (Si, Tj) for a sensor Si and a target Tj is value of the variable wij, from our optimal LP solution. One can see from the LP that (before we consider virtual targets) the sum of the weights of the edges incident on any particular vertex is at most 1. The weight of the edges incident on the virtual targets are set in such a way that the sum of the weights on the edges for every vertex is equal to 1. This can be accomplished using the following algorithm; Here w(v) is the aggregate weight of the edges incident to vertex v.
While(there is a sensor Si with w(Si) < 1) do 1) While (w(Si) < 1) do a) Let VTj be lowest index virtual target with w(VTj) [8] .
IV. EXPERIMENTAL RESULTS
The sensor network environment consisted of the number of sensors and targets in a two dimensional square, with side length 10,000 units. We simulated networks having 10 to 1000 targets. We assumed that the sensors were uniformly distributed, which is a natural configuration for sensors. We assumed each sensor had a starting energy level of 100,000 units. We assumed that the cost C,j of coverage is proportional to the square of the Euclidean distance between Si and Tj, which is a natural assumption in the acoustic setting where the inverse square law applies [9] .
The goal of our first set of experiments was to determine the practicality of our algorithm for different distributions of targets within the service area. Therefore, we simulated two types of target distributions. In the first case, we assumed that the sensors were uniformly distributed in the service area. This was meant to represent some steady-state normal configuration of the network. In the second case, we assumed that there is some hot spot with an unusually large number of targets that need to be monitored. This case might arise if some locations are more critical, for example, if there is a disaster or some other important event occurring there. In these cases, we assumed that the number of sensors is double that of targets. For the hot spot case, we assumed an environment with a Note that we only show some of our findings due to space constraints. Figure 1 represents the average running time taken by the LP solver in the case of uniformly distributed targets, as well as the case of a service area having a hot spot. In both cases, the solution time is linear in terms of the number of targets, which is a reasonable bound on the running time. Note that Figure 1 is a semi-logarithmic graph. For the first case, the running time is fairly small, even for large networks. Although still linear, there exists a difference in the order of magnitude increase in the running time for the hot spot instances. The curves representing the-number of iterations performed by the LP solver are similar to the running time curves shown in Figure 1 .
A possible explanation for this difference between the two types of instances has to do with whether sensors are likely to cover only nearby targets. In the uniformly distributed case, sensors and targets are distributed in similar ways, so it is likely that sensors will almost always cover one of the few nearest targets. In the hot spot case, however, many of the targrets in the hot spot must be covered by relatively distant sensors outside the hot spot. These sensors, in turn, cannot completely cover the targets nearest them, and other more distant sensors will help with coverage of these targets. Thus, almost all of the sensors outside of the hot spot must divide coverage among nearby and distant targets. Changes in one part of the coverage solution are thus more likely to cause changes for distant sensors. In addition, many targets in the hot spot are roughly the same distance from a sensor, causing many solutions to have very similar objective values. These difficulties may lead to more simplex pivots to find an optimal solution, even though we suspect that near-optimal solutions may still be found relatively quickly. Figure 2 represents the average number of different matchings in the optimal schedule. It was surprising to us that the number of matchings is so small and did not grow as the size of network grows. Our hypothesis is that the number of matchings is roughly a function of the ratio of the number of sensors to the number of targets. This would explain why the number of matchings is constant as both the number of targets and the number of sensors grow in a fixed ratio. We do not understand why the number of matchings is so low. From Figure 2 , we can observe that the average number of matchings of the service area with a hot spot is less than that of the uniform service area, although this difference is not large.
The running time of actually finding the schedule from the LP solution was in the order of fractions of a second for all runs of both types of service areas. This is because the number of matchings that had to be found was small, and because the matching algorithm is very fast, running in time (n5 lo/n) [4] . Figure 3 shows the average network lifetime for both the uniform targets case and the hot spot case. For the hot spot case, increasing the size of the instance didn't affect the lifetime much. Increasing the number of targets does not change the percentage of targets lying in the hot spot area. Therefore, the lifetime remains the same for all network sizes. The lifetime depends on the initial amount of energy of sensors. In the case of uniformly distributed targets, some efficiency is grained by increasing the size of the network, so that at least initially the lifetime scales roughly linearly with the size of the network.
We next address the issue of how the ratio between the number of sensors and the number of targets, which up until now has been fixed at 2, affects our results. We ran another set of experiments in which we fixed the number of sensors to be 500, while changing the number of targets. We used the same parameters used in the first set of experiments, except that in these experiments we ran the simulation 50 times for each target size. For the sake of simplicity, we only tested service areas with uniform distributions of both targets and sensors. The following two figures present the results of these experiments. Figure 4 presents the average running time of the LP solver for networks with a fixed number sensors and a variable number of targets. The solution time is negligible for small numbers of targets and significantly increases when the number of targets exceeds the half of that of sensors.
A possible explanation for this observation has to do with the number of sensors whose coverage is in question. With a small number of targets, most sensors will have one target that is clearly closest and will cover only that target in the optimal solution. A smaller number of sensors will be near two or more targets and the optimization will focus on determining the best coverage for these sensors. As the number of targets approaches the number of sensors fewer and fewer sensors will have this clear single-target solution, and the optimization process takes longer. Figure 5 shows the variation in the averag,e number of matchings needed to obtain the optimal lifetime for the same network setup described above. The number of matchings increases slowly with the increase in the number of targets until the number of targets becomes 90% of that of sensors. The number of matchings significantly increases afterwards.
The result of Figure 5 may be explained with a similar argument to that of Figure 4 . Note that only sensors that divide coverage among several targets contribute to increasing the number of matchings. In a network with a small number of targets, many sensors may cover a single target and therefore not increase the number of matchings. As the number of targets approaches the number of sensors, more and more sensors may divide their coverage, increasing the number of matchings required. Number of Targets
