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Abstract
Machine learning has been effective at detecting patterns and predicting the
response of systems that behave free of natural laws. Examples include learning
crowd dynamics, recommender systems and autonomous mobility. There also
have been applications to the search for new materials that draw upon big-data
classification problems. However, when it comes to physical systems governed
by conservation laws, the role of machine learning has been more limited. Here,
we present our recent work in exploring the role of machine learning methods in
discovering, or aiding, the search for physics. Specifically, we focus on using ma-
chine learning algorithms to represent high-dimensional free energy surfaces with
the goal of identifying precipitate morphologies in alloy systems. Traditionally,
this problem has been approached by combining phase field models, which im-
pose first-order dynamics, with elasticity, to traverse a free energy landscape in
search of minima. Equilibrium precipitate morphologies occur at these minima.
Here, we exploit the machine learning methods to represent high-dimensional
data, combined with surrogate optimization, sensitivity analysis and multifi-
delity modelling as an alternate framework to explore phenomena controlled by
energy extremization. This combination of data-driven methods offers an alter-
native to the imposition of first-order dynamics via phase field methods, and
represents one aspect of applying machine learning to materials physics.
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1. Introduction
Machine learning methods have been applied to a number of problems in
materials physics, recently. These have included the search for compounds pre-
dicted by theory [1], screening for new materials [2], identifying stable com-
pounds [3], accelerated prediction of material properties [4], the combination
of data mining and quantum mechanics to predict crystal structures [5], and
many others. Studies in this set have used machine learning for classification by
detecting patterns and making predictions in the face of complexity. A pair of
recent studies have used Deep Neural Networks and Convolutional Neural Net-
works to recognize phase transitions as patterns in two dimensional Ising models
[6, 7]. Regression-based studies include the work of Kalidindi and co-workers,
who have applied machine learning methods to extract properties based on ma-
terials microstructure [8, 9]. There also has been work on developing the plastic
yield surface for a material using functional regression methods [10]. Here, we
have studied whether machine learning, specifically Deep Neural Networks, in
combination with other data-driven techniques, such as surrogate optimization,
sensitivity analysis and multifidelity modelling, can be used to guide the pre-
diction of precipitate shapes in alloys. Our study is framed by a well-defined
physical principle: the Second Law of Thermodynamics in the form of mini-
mization of free energy.
A body of work has developed in the computational materials physics liter-
ature around the problem of precipitate growth in alloys. It includes a combi-
nation of methods: density functional theory for determination of free energies,
elasticities, misfit strains and interfacial energies [11, 12, 13, 14, 15, 16, 17],
continuum elasticity [18, 19, 11, 12, 13, 20, 21, 22, 14] and phase field dynamics
for following the growth of precipitates [18, 19, 23, 12, 24, 25, 26, 20, 21, 14, 22].
Recently, these methods have been used to study the shapes of precipitates in
magnesium-rare earth alloys [26, 20, 21, 14, 22]. The free energy parameteriza-
tion in these works is in terms of chemical, elastic and interfacial contributions.
Since elastic wave propagation is many orders of magnitude faster than diffusive
transport in solids, the elasticity problem is considered at equilibrium for any
state of the slower-evolving chemistry. Time dependence comes in the form of
phase field dynamics of some conserved or non-conserved order parameters. If
mass transport is important to the problem description, a conserved order pa-
rameter is defined, which is governed by classical transport-reaction equations,
or by some version of the Cahn-Hilliard [27] equation. A non-conserved param-
eter enters the description if the identities of the precipitate and matrix phases
are delineated separately from the composition. The Allen-Cahn equation [28]
describes the corresponding dynamics.
Whether conserved or non-conserved, the dynamics drive the system toward
a free energy minimum, thus respecting the Second Law. Given that the system
evolves over a complex, possibly high-dimensional, free energy landscape, we
are prompted in this work to ask whether the equilibrium (minimum energy)
states can be detected directly: by constructing the landscape “on-the-fly”, and
following it to minima. This approach, in principle, could have many advan-
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tages. The foremost is that while the dynamics must evolve in a serial fashion,
following “the arrow of time”, the construction of the free energy landscape is
an embarrassingly parallel task: A large number of states, chosen either at ran-
dom or by a sampling procedure, can be computed simultaneously to guide the
search for a minimum free energy state. From the available states at any stage
of this approach, the minima can be found by any of a number of procedures.
Sorting is one approach if the states are directly used. However, using the states
to define a representation for the free energy landscape make more possibilities
accessible: Methods of sensitivity analysis and multi-fidelity modelling can be
invoked to guide the search for minima through the possibly high-dimensional
space of parameters. While phase field approaches could occasionally lead to
trapped states in local minima, or to very slowly evolving dynamics, knowledge
of the surrounding landscape could present opportunities for acceleration. Fi-
nally, it also is commonly observed that when sharp transitions occur between
states of the system, the dynamics become stiff, leading to numerical difficulties
with stability and therefore convergence. On the other hand, algorithms that
sample states on the free energy landscape need not be restricted by high gra-
dients with respect to states, making it potentially easier to escape past sharp
transitions.
The preceding discussion leaves open the question of how the free energy
landscape may be represented. For the problem of free energy minimizing pre-
cipitate shapes, functional representations would have natural parametrizations
in terms of geometrical variables that describe the precipitate and its orienta-
tion, as well as the elasticities of the precipitate and matrix, and the interfacial
energies. The space could vary between less than a dozen parameters if only
geometry and average compositions matter, and reach as high as several dozen
if elasticities and interfacial energies are included.
While it can be challenging to fit a function with even as few as three pa-
rameters, machine learning algorithms for regression may hold some potential
in this regard. Given only a moderate degree of smoothness in the free en-
ergy, Neural Networks (due to their uniform approximation properties) could
be effective, and are extendable to higher dimensions without difficulty. Neu-
ral network-based approaches have encountered success at representing rapidly
varying, high-dimensional data by increasing the number of hyper-parameters:
hidden layers, thus becoming Deep Neural Networks (DNNs), and by increasing
the number of units in any layer. Training a DNN is also a straightforward
task, whether with de novo code, or as is now the standard, working with the
suite of open software available. In this work, we adopt DNNs to represent the
high-dimensional free energy landscape.
This is the task we set for the machine learning models: To represent the
complexity that resides in the physics (phase segregation driven by elasticity,
chemistry and interface effects) as a free energy landscape to guide the identi-
fication of equilibrium precipitate shapes. We note that the physics of energy
minimization offers some novel approaches to training and expanding the data
set, which can be cast as surrogate-based optimization methods following, for
instance, the work of Vu et al. [29]. A key ingredient of our approach is that
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direct numerical simulation (DNS) using nonlinear elasticity generates the data
set for training the machine learning models. In turn the machine learning
model, using the principle of energy minimization, populates the space with the
parametric values at which further computations are to be carried out for pre-
cipitate free energy. Thus high performance computational physics and machine
learning operate in a coupled fashion in our algorithms, each driving and being
driven by the other to construct and explore the free energy landscape toward
minima. This interaction can be further informed by an understanding of the
influence of each parameter being explored, as provided by a sensitivity analysis.
We refer to this approach as DNS-ML for direct numerical simulation-machine
learning. Our method leverages a novel heterogeneous computing architecture
for data-driven computational physics.
The number of DNS runs required to generate sufficient data for training
the DNN can be significant. To limit the computation time required, tech-
niques in multifidelity modelling can be applied [30, 31, 32, 33]. Low-fidelity yet
inexpensive data can provide insight to overall trends of the phenomena being
modelled, while high-fidelity data is only required to provide a correction to the
low-fidelity model. We take advantage of such techniques via Knowledge-Based
Neural Networks (KBNNs). Thus, our surrogate model optimization routine
also uses multifidelity optimization.
An outline of this paper is as follows: Section 2 describes the phase field
model that we implemented as a baseline method for precipitate shape pre-
diction. The machine learning approach is described in Section 3, with the
algorithm and computing architecture being presented in Section 4. The phase
field and DNS-ML predictions are compared in Section 5. Section 6 reviews the
major conclusions to be drawn from this work.
2. Phase field model
The aging process for a single β′ precipitate in Mg–2.8 atomic % Y at 200◦
C (see Figure 1) was simulated using a phase field model for the chemistry,
coupled with finite strain elasticity. The crystal structure was described by an
order parameter, η, where η = 0 corresponds to α-Mg, and η = 1 to the ordered
β′ precipitate. Values of η between 0 and 1 define the diffuse interface. The
composition of Y is described by a composition field variable, c. The Kim-
Kim-Suzuki (KKS) phase field model was used, in which the two phases in the
diffuse interface are considered to have the same chemical potential rather than
the same composition [34]. The form of the equations used here closely follows
that of Ji et al. [14].
The reference and current placements of the precipitate-matrix system are
denoted by Ω0 ⊂ R3 and Ω ⊂ R3, respectively. The reference and current
positions of a material point are X ⊂ R3 and x = ϕ(X) ⊂ R3, respectively.
The displacement vector field, u = ϕ −X is the primal variable for elasticity.
It leads to the deformation gradient tensor, F = 1 + ∂u/∂X ∈ GL3.
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(a): Incident beam parallel to [0001]Mg1120 $% 0001 $%
(b): Incident beam parallel to [1120]Mg
Figure 1: HAADF-STEM images of Mg–Y β′ precipitates (images by Ellen Solomon).
In the absence of boundary traction, the Gibbs free energy is defined by the
following integral, defined on the reference configuration, Ω0, with :
Π[c, η,u] =
∫
Ω0
(f(c, η) + fgrad(∇η) + ψ(F e(η,F ), η)) dV (1)
where f(c, η) is the local chemical free energy density, fgrad(c, η) is the gradient
energy term, and ψ(F e(η,F ), η) is the strain energy density, all defined per unit
volume in Ω0. Note that, following convention, we define c(x ◦ϕ, t), η(x ◦ϕ, t)
and u(X).
2.1. Local free energy
The local chemical free energy density includes the bulk chemical free energy
and the Landau free energy densities describing the structural change in the
alloy. The bulk chemical free energy density is written in terms of contributions
from the α and β′ phases and a regularized Heaviside function h(η), where
h(0) = 1, h(1) = 1, and h′(0) = h′(1) = 0. The Landau free energy density has
5
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Figure 2: Surface and contour plots of the local free energy density used for the Mg-Y system
in this study.
Table 1: Coefficients in the chemical free energy density for the Mg-Y solid solution at 473K
(kJ mol−1) [35].
GMg -16.564
GY -21.561
L0 -20.016
L1 -2.836
wells at η = 0 and η = 1.
f(c, η) = fα(cα) (1− h(η)) + fβ′(cβ′)h(η) + ωfLand(η) (2)
h(η) = 3η2 − 2η3 (3)
fLand(η) = η
2 − 2η3 + η4 (4)
The full form of the chemical free energy density of the Mg-Y solid solution
is given by the following function [35, 21]:
fα(cα) = (1− cα)GMg + cαGY + cα(1− cα)(L0 + L1(1− 2cα))
+RT ((1− cα) log(1− cα) + cα log(cα)) (5)
where the values for the coefficients at 473K C are given in Table 1. The chemical
free energy of the β′ precipitate is written such that a common tangent exists
at fα(0.01) and fβ
′
(0.125) [21]. The functions fα(cα) and fβ
′
(cβ
′
) can be
approximated as quadratic functions of the following form:
fα(cα) ≈ Aα(cα − cα0 )2 +Bα (6)
fβ
′
(cβ
′
) ≈ Aβ′(cβ′ − cβ′0 )2 +Bβ
′
(7)
where the parameters are given in Table 2. The resulting local free energy
density is shown in Figure 2.
The following constraint equations act to maintain the equal chemical po-
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Table 2: Parameters in the quadratic chemical free energy density descriptions.
Aα 6.2999 GPa
Bα -1.6062 GPa
cα0 0.2635
Aβ
′
704.23 GPa
Bβ
′
-1.5725 GPa
cβ
′
0 0.1273
tential condition and define the values cα and cβ
′
:
c = (1− h(η))cα + h(η)cβ′ (8)
∂f
∂c
=
∂fα
∂cα
=
∂fβ
′
∂cβ′
(9)
Eqs. (6) and (7) can be used with Eqs. (8) and (9) to find the following
expressions for cα and cβ
′
:
cα =
Aβ
′
[
c− cβ′0 h(η)
]
+Aαcα0h(η)
Aαh(η) +Aβ′(1− h(η)) (10)
cβ
′
=
Aα [c− cα0 (1− h(η))] +Aβ
′
cβ
′
0 (1− h(η))
Aαh(η) +Aβ′(1− h(η)) (11)
2.2. Gradient energy
An anisotropic gradient energy term is used, with the second order tensor κ
being related to the anisotropic interfacial energy:
fgrad(∇η) = 1
2
∇η · κ∇η (12)
where ∇ is the gradient operator in Ω0. The components of κ are related to
the barrier height ω, the interface thickness, and the interfacial energy tensor γ
using the equilibrium solution for the one-dimensional problem and neglecting
elasticity. The matrix of components of the tensor γ is diagonal when γ is
written with respect to the Euclidean basis vectors e1, e2 and e3 that coincide
with the [100], [010] and [001] directions. The corresponding interfacial energies
are the γ11, γ22, γ33 components. Representing the thickness of the interface
perpendicular to the ei direction as (2λi), the following relations are used [34]:
γii =
√
κiiω
3
√
2
(no sum over i) (13)
2λi = 2.2
√
2κii
ω
(no sum over i) (14)
Orientation variants can be considered by applying the appropriate rotation
tensor to γ, introducing off-diagonal terms in γ and κ. The interfacial energies
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Table 3: Interfacial energy between a β′ Mg-Y precipitate and the Mg matrix [21].
Crystallographic Interfacial
plane energy (J/m2)
(100) γ11 = 0.03016
(010) γ22 = 0.00439
(001) γ33 = 0.02776
for β′ precipitates in Mg-Y were calculated and reported by Liu et al [21]. These
values are shown in Table 3. This study used the following values for κ and ω:
κ =
0.1413 0 00 0.002993 0
0 0 0.1197
 J/m, ω = 0.115896 J/m3 (15)
2.3. Strain energy
The strain energy density function is the St. Venant-Kirchhoff model. The
elasticity constants are modeled as being dependent on the order parameter to
represent the difference in elasticity between the two phases. The total strain
energy of the precipitate-matrix system is driven by a strain mismatch between
the crystal structures of the matrix phase, α, and precipitate phase, β′. The
stress-free transformation tensor of the β′ precipitate, F β′ (see Table 6), and
the order parameter are used to determine the misfit strain, represented by F λ.
A multiplicative decomposition of the total deformation gradient into the parts
due to elasticity and the misfit strain is used:
ψ(F e(η,F ), η) =
1
2
Ee : (Cα(1− h(η) +Cβ′h(η)) : Ee (16a)
Ee =
1
2
(
F eTF e − 1
)
(16b)
F e(η,F ) = FF λ
−1
(η) (16c)
F λ(η) = 1(1− h(η)) + F β′h(η) (16d)
The elasticity constants used for the Mg matrix were calculated and reported
by Ji and co-workers [36]. The elasticity constants for the matrix correspond
with experimental data, although no such experimental data is available for
the precipitate material. The elasticity constants used for the precipitate were
calculated using density functional theory (see Table 4).
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Table 4: Elasticity constants used for the Mg matrix [36] and the β′ precipitate (calculated
by Anirudh Natarajan, unpublished data) (GPa).
Mg β′
C1111 62.6 78.8
C2222 62.6 62.9
C3333 64.9 65.6
C1122 26.0 24.6
C2233 20.9 19.9
C3311 20.9 23.1
C1212 18.3 11.9
C2323 13.3 11.6
C3131 13.3 8.46
2.4. Initial and boundary value problems of phase field transport coupled with
elasticity
The phase field dynamics following the KKS model are modeled with the
diffusion and Allen-Cahn equations, of the following forms [28]:
∂c
∂t
= −∇ · J (17)
∂η
∂t
= −Lµη (18)
where the flux is defined by J := −M∇µc, M is the mobility, and L is the
kinetic coefficient. The chemical potentials µc = δΠ/δc and µη = δΠ/δη are
found using standard variational methods, giving the following expressions when
assuming ∇η ·κn = 0 on ∂Ω (resulting from requiring equilibrium with respect
to η at the boundary, ∂Ω0):
µc =
∂fα
∂c
(1− h(η)) + ∂f
β′
∂c
h(η) (19)
µη =
[
fβ
′ − fα − µc(cβ′ − cα)
] ∂h
∂η
−∇ · κ∇η + ω∂fLand
∂η
+
∂ψ
∂η
(20)
where
∂ψ
∂η
=
(
1
2
E : (Cβ
′ −Cα) : E − P :
(
F e(F β
′ − 1)F λ−1
)) ∂h
∂η
(21)
P =
∂ψ
∂F e
(22)
We now turn to the weak form of the phase field equations, with zero flux
on all boundaries. We take M and L to be uniform and constant, and we define
µ¯η := µη+∇·(κ∇η). The reference configuration and its boundary are denoted
by Ω0 and ∂Ω0, respectively. We seek solutions c, η ∈ V = {w ∈ H1(Ω0)} such
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that, for all weighting functions w ∈ V,∫
Ω0
(
w
∂c
∂t
+∇w · (M∇µc)
)
dV = 0 (23)∫
Ω0
(
w
(
∂η
∂t
+ Lµ¯η
)
+∇w · (Lκ∇η)
)
dV = 0 (24)
The initial conditions define a spherical precipitate of radius r0, precipitate
composition cp0 , and matrix composition cm0 with a smoothed interface of width
δ:
c0 =

cp0 ||X|| < r0 − δ2
0.5(cm0 − cp0)(||X|| − r0 + δ2 ) + cp0 r0 − δ2 ≤ ||X|| < r0 + δ2
cm0 ||X|| ≥ r0 + δ2
(25)
η0 =

1 ||X|| < r0 − δ2
−0.5(||X|| − r0 + δ2 ) + 1 r0 − δ2 ≤ ||X|| < r0 + δ2
0 ||X|| ≥ r0 + δ2
(26)
The equilibrium conditions for mechanics are found by setting the first vari-
ation of the free energy functional with respect to the displacement equal to
zero. Normal displacements are constrained to vanish at the boundary. Other-
wise, zero traction boundary conditions are specified. The disjoint sets defining
the Dirichlet and Neumann boundaries are denoted by ∂Ωui0 and ∂Ω
Ti
0 , respec-
tively, where ∂Ωui0 ∪ ∂ΩTi0 = ∂Ω0 for i = 1, . . . , 3. We seek a solution u with
ui ∈ S = {ui ∈ H1(Ω0)|u·N = 0 on ∂Ωui0 } such that, for all weighting functions
w with wi ∈ W = {wi ∈ H1(Ω0)|wi = 0 on ∂Ωui0 },∫
Ω0
∂w
∂X
:
(
PF λ
−T)
dV = 0 (27)
The corresponding strong form is the following:
Div
(
PF λ
−T)
= 0 in Ω0 (28)(
PF λ
−T)
N = 0 on ∂ΩTi0 (29)
u ·N = 0 on ∂Ωui0 (30)
2.5. Numerical results
The coupled phase field and non-linear elastic equilibrium equations were
solved by the finite element method.The code1 was implemented in C++ using
1The code is available upon request and will soon be released as an application in the
mechanoChemFEM library developed by the authors and co-workers [github.com/mechanoChem/
mechanoChemFEM]. mechanoChemFEM is based on the deal.II library.
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Figure 3: 2D slice of the phase field simulation showing the finite element mesh.
the deal.II library [37]. The backward Euler time-stepping scheme was used
for the phase field dynamics. The phase field simulations were run in parallel on
Intel Xeon E5-2680 v3 processors on the XSEDE Comet HPC cluster [38]. The
phase field results are compared with results using a machine learning algorithm
in Section 5.
2.5.1. Single precipitate
A single precipitate was simulated in a Mg matrix domain of dimensions
80× 80× 110 nm3. The precipitate was initialized as a sphere with a volume of
6,000 nm3, with cp0 = 0.125 and cm0 = 0.02716 to give an average Y composition
of cavg = 0.028. Finite element meshes with up to 6M degrees of freedom were
used (see Figure 3 for an example of the finite element meshes used). The code
was run in parallel on 240 physical cores over ten compute nodes.
A near-equilibrium phase field solution was reached by 600 time steps. The
evolution of the phase field solution over time appears in Figure 4. The com-
putations required 143 hours to complete 600 time steps (15,200 s of simulated
time). Adaptive mesh refinement and coarsening was used to reduce the neces-
sary computation time. However, while mesh refinement preserves the property
of mass conservation imposed by the governing equations, the mesh coarsening
algorithm can introduce small changes in the global mass. This loss of mass
conservation in the mesh coarsening leads to slight fluctuations in the energy
evolution (see Figure 5).
2.5.2. Multiple precipitates
To study the relative position of equilibrium precipitates, eight spherical
precipitates were seeded in a Mg matrix with a domain of 80 × 80 × 220 nm3.
These precipitates were also initialized with cp0 = 0.125 and an average Y
composition of cavg = 0.028 in the domain. Finite element meshes with up
to about 14M degrees of freedom were used. This simulation was run on 420
physical cores over twenty compute nodes on XSEDE Comet.
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(a): Initial shape (b): Time step 200 (c): Time step 400 (d): Time step 600
Figure 4: Growth and evolution of the single precipitate over time as modeled by the phase
field method.
The phase field solution was approaching an equilibrium after 890 time steps.
Depending on location, some of the initial seeds grew smaller and vanished, while
others grew larger and merged, leaving two precipitates. It is interesting to note
that the two precipitates do not appear to be exactly the same size or have per-
fect symmetry. However, further small changes may occur if the simulation were
to continue. The simulation was stopped before reaching a complete equilibrium
due to the effect of adaptive mesh refinement and coarsening on mass conser-
vation. The evolution of the phase field solution over time appears in Figure 6.
The computations required 224 hours to complete 890 time steps (about 25,000
s of simulated time). Again, the mesh coarsening due to the adaptive mesh re-
finement and coarsening algorithm does not conserve mass, and periodic jumps
are observed in the energy evolution (see Figure 7).
2.6. Discussion
As observed in the results of the previous section, the computation time re-
quired to reach an equilibrium state using phase field methods can be significant.
Phase field methods impose first-order dynamics to traverse the free energy land-
scape toward minima, which are states corresponding to equilibrium precipitate
shapes. Such approaches have the potential disadvantages of becoming trapped
in local minima, or undergoing slowly evolving dynamics. The dynamics can
become stiff due to sharp transitions between states of the system, leading to
difficulties with stability and convergence. Additionally, the dynamics inherent
in phase field methods evolves in a serial manner. As a counterpoint, this work
studies the use of machine learning methods to represent the free energy surface
in a relatively low-dimensional space, and find optimal states (minima). As op-
posed to the serial nature of phase field dynamics, the generation of data from
direct numerical simulations to create a free energy surface can be carried out
12
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Figure 5: Evolution of the total free energy in the phase field method over simulated time.
Slight fluctuations exist due to small, spurious changes in the global mass caused by adaptive
mesh refinement and coarsening.
in a massively parallel manner. Knowledge of the landscape can accelerate its
traversal and detection of minima using machine learning, as we now describe.
3. Machine learning based shape prediction
We approach the problem of precipitate shape prediction as one of energy
minimization over possible shapes and compositions. The approach combines
data generation by direct numerical simulation (DNS) with machine learning
(DNS-ML). In the following sections, we first present the methods used to rep-
resent precipitate shape and compute its total energy by DNS. Next, we describe
the surrogate-based optimization method, including sampling methods, multifi-
delity modelling using Deep Neural Networks (DNNs), and sensitivity analysis.
The phase field results are then compared with the DNS-ML method.
3.1. Reduced-order model for precipitate shape representation
Precipitate shapes can be represented by a small number of parameters,
which become features in the ML models. The phase field models of Section 2
include millions of finite element degrees of freedom (DOFs). Of these, ∼ 105
composition DOFs are needed to resolve the precipitate-matrix interface. The
approach developed in this section relies on DNS for data generation, which
also demands similarly high resolution of the precipitate-matrix mesh as the
phase field computations. However, the ML component of our approach offers
opportunities for reduced-order models to represent the precipitate. To use a
small number of shape parameters while maintaining a large degree of generality
in the potential shapes, we use a quadratic B-spline surface with eleven free
parameters to model the precipitate shape. These parameters are included in
the ML feature vectors.
The quadratic B-spline surface is defined using 20 control points (see Table
5) and knot vectors U = (0, 0, 1, 2, 3, 3, 3) and V = (0, 1, 2, 3, 4, 5, 6, 7). After
incorporating the desired smoothness and symmetry, the number of free shape
13
(a): Initial seeds (b): Time step 300 (c): Time step 600 (d): Time step 890
Figure 6: Growth and evolution of the eight precipitate seeds over time as modeled by the
phase field method.
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Figure 7: Evolution of the total energy in the phase field method over simulated time for
multiple precipitate seeds.
parameters defining the location of the control points reduces from sixty (3×20)
to eleven. Given an orthonormal Euclidean basis set {e1, e2, e3}, a precipitate
with its centroid at X = 0 possesses symmetry about each of the planes with
normal ±ei, i = 1, 2, 3. It is therefore sufficient to represent only one-eighth of
the surface. The first three parameters, a, b, and c, give the bounding dimensions
of the surface. The surface is centered on X = 0, and each of the points X =
ae1, be2, ce3 lies on the surface. The eight remaining parameters, t1, . . . t8 ∈
[0, 1] further define the surface topography.
The parametric function describing the quadratic B-spline surface over one-
eighth of the precipitate is given by
r(u, v) =
4∑
i=1
5∑
j=1
BijNi,2(u)Mj,2(v) (31)
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Table 5: Control points describing the precipitate surface.
i j Bij
1 1 (−t1a, b,−t5c)
1 2 (t1a, b,−t5c)
1 3 (a, t2b,−t6c)
1 4 (a,−t2b,−t6c)
1 5 (t1a,−b,−t5c)
2 1 (−t1a, b, t5c)
2 2 (t1a, b, t5c)
2 3 (a, t2b, t6c)
2 4 (a,−t2b, t6c)
2 5 (t1a,−b, t5c)
3 1 (−t3t8a, t7b, c)
3 2 (t3t8a, t7b, c)
3 3 (t8a, t4t7b, c)
3 4 (t8a,−t4t7b, c)
3 5 (t3t8a,−t7b, c)
4 1 (0, 0, c)
4 2 (0, 0, c)
4 3 (0, 0, c)
4 4 (0, 0, c)
4 5 (0, 0, c)
where u ∈ [1, 3], v ∈ [2, 4], and Ni,p is the B-spline basis function of order p.
The basis functions are defined by the Cox-de Boor recursion formula
Ni,p(u) =
u− ui
ui+p − uiNi,p−1(u) +
ui+p+1 − u
ui+p+1 − ui+1Ni+1,p−1(u) (32)
Ni,0(u) =
{
1 if ui ≤ u < ui+1
0 otherwise
(33)
using the knot vector U = {u1, u2, . . . , un+p+1}. Mj,p(v) is similarly defined
using the knot vector V = {v1, v2, . . . , vm+p+1}.
3.2. Energy data from Direct Numerical Simulation
The equilibrium precipitate shapes depend on the strain, interfacial, and
chemical energies. The total energy, given by the following integral, is minimized
for a given precipitate volume:
Π =
∫
Ω0
(ψ + f) dV +
∫
Γ0
γ(n) dS (34)
where Γ0 is the precipitate-matrix interface with unit normal n, and γ(n) is the
orientation-dependent interfacial energy discussed in Section 2.2.
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Figure 8: 2D slice of a high-fidelity DNS result showing the finite element mesh.
3.2.1. Strain energy
The strain energy of the precipitates was computed by solving the finite
strain, continuum elasticity problem by the finite element method, using C++
code2 based on the deal.II library. The same domain and a similar mesh refine-
ment were used as in Section 2. The predefined precipitate-matrix interface is
represented as a parametric surface, r(u, v). A signed distance function, χ(X),
with positive values inside the precipitate, can be constructed using r(u, v). A
structured finite element mesh was used that had been locally refined at the
precipitate-matrix interface using hanging nodes (see, for example, Figure 8).
The discontinuity in material parameters at the precipitate-matrix interface,
χ = 0, was smoothed linearly over multiple elements, representing a diffuse
interface of thickness δ by defining a second regularized Heaviside function:
H˜(X) =
 0, χ(X) < −δ/21, χ(X) > δ/2
χ(X)/δ + 1/2, otherwise
(35)
The displacement field is driven by the eigenstrain, resulting from the lattice
parameter mismatch between the precipitate and the matrix. The value of the
misfit strain is dependent on the composition of the precipitate [16]. The Mg-Y
β′ precipitate has a composition of Mg7Y, corresponding to cY = 0.125 (see Ta-
ble 6). The eigenstrain is applied within the precipitate using the multiplicative
decomposition of the deformation gradient, F = F eF λ introduced in Equation
(16c) in the context of the phase field method.
The St. Venant-Kirchhoff strain energy density function ψ(Ee), introduced
in Equation (16a) in the phase field setting, is used. The elasticity tensor, with
linear spatial variation over the diffuse interface, is given by
2The code is also available upon request and will soon be released as an application in the
mechanoChemFEM library described previously.
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Table 6: Deformation gradient representing the eigenstrain in the Mg-Y β′ precipitate [16].
cY = 0.125
Fβ′11 1.0307
Fβ′22 1.0196
Fβ′33 0.9998
C(X) = Cα · H˜(X) +Cβ′ · (1− H˜(X)), (36)
The strain energy density is numerically integrated over Ω0 to compute the total
strain energy.
A single precipitate is simulated in a Mg matrix with a domain of 80 ×
80× 110 nm3. Dirichlet conditions are imposed; the normal components of the
displacement field are constrained to vanish on the boundaries of the cube. The
boundary value problem of nonlinear elasticity, introduced in Equation (27) is
solved.
3.2.2. Interfacial energy
The interfacial energy per unit area at a point on the surface of the precip-
itate is dependent on the orientation of the surface normal. This anisotropic
interfacial energy, γ, and the unit normal, n, are used to find the interfacial
energy per unit area. The total interfacial energy, ΠΓ0 , is found by numerically
integrating this expression over the parametric surface of the precipitate:
ΠΓ =
∫ 4
3
∫ 3
2
n · γn
∥∥∥∥∂r∂u × ∂r∂v
∥∥∥∥ dudv (37)
where r is the position vector and the diagonal tensor γ was introduced in Table
3.
3.2.3. Bulk chemical free energy
At equilibrium, we take the composition of the precipitate, cp, and the com-
position of the matrix, cm, to be uniform within their respective domains, with a
linearly smoothed interface. The average composition imposed over the domain
is cavg = 0.28. We take the concentration, c, at X to be given by
c = cpH˜(X) + cm(1− H˜(X)) (38)
Then, given the total volume of the domain, V , the composition of the precipi-
tate, and the average composition, the matrix composition, cm is
cm =
1
V − ∫
Ω
H˜(X) dV
(
cavgV − cp
∫
Ω0
H˜(X) dV
)
(39)
We compute the bulk chemical free energy as∫
Ω0
(
fα(cα)
(
1− H˜(X)
)
+ fβ
′
(cβ
′
)H˜(X)
)
dV (40)
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where fβ
′
and fα are the chemical free energy energy densities of the β′ pre-
cipitate and the α-Mg matrix, respectively.
The functions fα(cα) and fβ
′
(cβ
′
) are defined by Equations (6) and (7),
introduced for the phase field formulation in Section 2. The equations for cα
and cβ
′
are similar to those in Equations (10) and (11):
cα =
Aβ
′
[
c− cβ′0 H˜(X)
]
+Aαcα0 H˜(X)
AαH˜(X) +Aβ′(1− H˜(X)) (41)
cβ
′
=
Aα
[
c− cα0 (1− H˜(X))
]
+Aβ
′
cβ
′
0 (1− H˜(X))
AαH˜(X) +Aβ′(1− H˜(X)) (42)
3.3. Surrogate based optimization
The total energy of the system is minimized using surrogate based optimiza-
tion. Surrogate based techniques develop proxy models of data for carrying out
optimization. These techniques are useful for introduction of a mathematical
representation for the evaluation of gradients of the surface being traversed.
Since we expect the data points to lie on a smooth energy surface, a surrogate
based approach is appropriate. Simulated annealing or genetic algorithms would
also be valid approaches, in that they do not require a gradient. They would be
particularly useful if features with discrete values, such as the number of facets,
were considered.
Here, the surrogate is a multifidelity model representing the free energy
representation, derived from corresponding data values. We refer to the work
of Vu and co-workers [29] who describe the following algorithm:
Algorithm 1. Surrogate-based optimization
1. Phase 1 (design): Let k := 0. Select and evaluate a
set S0 = {Ξ10 , . . .Ξp0} of starting points,Ξ10 , . . .Ξp0 ∈
Rn. The outputs are {Υ10 , . . .Υp0}, Υ10 , . . .Υp0 ∈ R.
2. While some given stopping criteria are not met:
(a) Phase 2 (model): From the data {(Ξqk ,Υqk) |Ξqk ∈
Sk}, construct a surrogate model sk(·) that
approximates the black-box function.
(b) Phase 3 (search): Use sk(·) to search for a new
point to evaluate. Evaluate the new chosen point,
update the data set Sk. Assign k := k + 1.
A brief overview of our application of this algorithm is as follows:
In the first phase, we identify a range of potential values for the features
defining the precipitate shape and composition. We use a Sobol′ sequence to
choose an initial set of precipitate shapes and compositions from this domain
of interest. We compute the total energies for this initial set. In phase 2, we
use the current set of DNS energy data to train a multifidelity model based on
DNNs. This model gives an approximation of the energy landscape related to
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precipitate morphology. In the last phase, The multifidelity energy model is
minimized, giving an estimated equilibrium precipitate shape and composition.
A sensitivity analysis of the model is performed. The domain of interest for
the most influential features is tightened around the current estimated mini-
mum. Additional computations are submitted from the updated domain, and
the results are added to the DNS energy data set.
In the following sections, we describe further the sampling, multifidelity mod-
eling, minimization, and sensitivity analysis used in the optimization algorithm.
3.4. Sampling via Sobol′ sequences
Surrogate-based optimization involves sampling data points from the domain
of the chosen variables. Vu and co-workers outline two important requirements
for sampling [29]:
1. Space-fill: The design points should be uniformly spread over the design
space.
2. Noncollapse: Two design points should not share any coordinate value if
the important dimensions are unknown a priori.
One sampling method that is both space-filling and noncollapsing is based
on Sobol′ sequences [39, 40, 41]. They consist of n-dimensional points in a unit
domain where the first m points are well-distributed for any m and no point pro-
jections are coincident. Using a Sobol′ sequence allows additional points to be
continually added to an initial set of well-distributed points while maintaining
the space-filling property of the updated set. Such a sequence was first sug-
gested by Sobol′ [39] in the context of numerical integrals, but it has since been
adopted in optimization schemes. In this work, we generate Sobol′ sequences
in the Euclidean space, Rn, of the parameters that determine the energy of
the precipitate-matrix system. These parameters, at a minimum, include the
precipitate geometry and the average composition. The twelve features consid-
ered in our study are listed in Table 7, along with the initial range of values
considered. The set could be extended to precipitate-matrix elasticities and in-
terfacial energies. We use the Sobol′ sequence to define the initial set of DNS
computations, as well as all subsequent DNS computations performed during
each iteration of the optimization algorithm.
3.5. Multifidelity model using a Knowledge-Based Neural Network (KBNN)
Machine learning methods such as DNNs can be used to create a surrogate
model based on the computed data. The amount of data available for training,
however, is constrained by the computation time required by the DNS. The
most expensive component of the total energy to compute is the strain energy,
which is calculated using the finite element method. It is possible to reduce the
total computation time by using a multifidelity approach. Multifidelity models
can achieve high accuracy with reduced computation time by combining highly
accurate, expensive data with less accurate, abundant data. The less accurate or
low-fidelity data provide overall trends in the model, while the highly accurate
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Table 7: Range of possible values considered for the twelve features used in the DNS-ML
method.
Feature min max
a (nm) 1 39
b (nm) 1 39
c (nm) 1 54
t1 0 1
t2 0 1
t3 0 1
t4 0 1
t5 0 1
t6 0 1
t7 0 1
t8 0 1
cp 0.12 0.13
or high-fidelity data act to correct the model. Relatively few high-fidelity data
points are then needed in comparison to the amount of low-fidelity data. The
finite element model for the strain energy lends itself well to a multifidelity
approach by using coarse and fine meshes for the low- and high-fidelity data,
respectively.
We used a Knowledge-Based Neural Network (KBNN) as the surrogate
model to utilize multifidelity data [42]. A KBNN incorporates some basic knowl-
edge of the system by inserting an analytical low-fidelity model in parallel with
the standard, fully-connected layers of a Deep Neural Network (DNN). The
KBNN is then trained on the high-fidelity data. The low-fidelity model pro-
vides an estimated solution, which the neural network layers improve based on
the high-fidelity data. In this work, we use a standard DNN trained to the coarse
mesh data points as the low-fidelity model in the KBNN. By using a KBNN to
represent the total energy of the precipitate, we are able use coarse mesh com-
putations for most of our data, which significantly reduces the necessary amount
of computation time.
The low-fidelity model, ΠL, is incorporated into the KBNN or high-fidelity
model, ΠH , in the following manner:
ΠH(Ξ) = ρΠL(AΞ + b) + z(Ξ) (43)
where z(Ξ) provides corrections to the low-fidelity model, ΠL. The coefficient ρ
weights the contribution of the low-fidelity model. The diagonal matrix A and
the vector b correct ΠL by allowing scaling and shifting transformations of the
low-fidelity surface within the feature space. The function z(Ξ) represents the
neural network layers of the KBNN and provides an additive correction that
is a function of the feature values. The values of ρ, A, and b, as well as the
weights and biases of the neural network layers of z(Ξ) are optimized during the
KBNN training. This construct, however, allows the possibility for ρ to go to
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Low-fidelity model
Z
Figure 9: A Knowledge-Based Neural Network (KBNN) combines a low-fidelity model in
parallel with fully-connected neural network layers. In this work, the low-fidelity model used
was a standard DNN trained on the low-fidelity data.
zero during training, thus losing the benefit of the low-fidelity data. To preserve
the information given by ΠL and assuming necessary shifting and scaling of the
inputs to be small, we used the following loss function in training the KBNN:
J(Υ,Z, ρ;A; b) = MSE(Υ,Z) + c1(ρ− 1)2 + c2||A− I||2 + c3||b||2 (44)
where MSE is the mean squared error based on the energy dataset Υ and the
corresponding predicted energy Z, and c1, c2, and c3 are coefficients that weight
the penalty terms.
We used the open source software library TensorFlow [43] to create the
low-fidelity DNN and the KBNN. TensorFlow’s AdagradOptimizer was used as
the optimization method in training. The SoftPlus activation function, g(x) =
ln(1 + ex), was used in the DNN and KBNN. The low- and high-fidelity data
points were sorted by energy, and the lowest energy data points were used for
training. For iteration k, mH = 50(k + 1) high-fidelity and mL = 2000(k + 1)
low-fidelity data points were used. Mini-batches of 100 data points were used
in training. The data were scaled to improve training, with the inputs scaled so
that Ξj ∈ [−1, 1] and the outputs Z ∈ [−10, 10].
The neural networks are defined by the number of hidden layers and the
number of units or neurons in each layer. The optimization function Ada-
gradOptimizer requires a learning rate. The values of these hyperparameters
(learning rate, number of hidden layers, and number of units per layer) were
determined through a random search [44]. The resulting set of hyperparameters
was used in the low-fidelity DNN. To prevent overfitting of the KBNN to the
relatively low number of high-fidelity data, only two additional neural network
layers of 20 neurons each were used in the KBNN.
The hyperparameter search was performed as follows: Given a dataset Sk,
multiple sets of hyperparameters were created for comparison. These values
were randomly selected over the following intervals:
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• learning rate, log-uniformly between 1× 10−4 and 0.1
• number of hidden layers, log-uniformly between 2 and 10
• units per layer, uniformly between 40 and 500
The data {(Ξ1,Υ1), . . . (Ξpk ,Υpk)} in dataset Sk × Υk were randomly split
into 75% training data (dataset Strk × Υtrk ) and 25% validation data (dataset
Svlk ×Υvlk ). (Note that Υk ∈ Rpk , Υtrk ∈ Rp
tr
k and Υvlk ∈ Rp
vl
k , where ptrk +p
vl
k =
pk.) A neural network defined by each set of hyperparameters was trained with
Strk for 15, 000 iterations of the optimizer. The L2-norm of the error between
the output (predicted) and actual (data) values, Zl and Υl (l = 1, . . . pk) for
the validation data was computed. The hyperparameter set that produced the
lowest error was then used to define the neural network for the current set of
data. For the first iteration, 35 random hyperparameter sets were compared,
while subsequent iterations compared ten hyperparameter sets.
3.6. Minimization of the ML energy surface, and sensitivity analysis
Once a surrogate model has been constructed, gradient based optimization
methods can be used to find the minimum. We again use TensorFlow’s Ada-
gradOptimizer to find the minimum of the trained KBNN, with the lowest
energy low-fidelity DNS data point as the initial guess. Given a set Sˆk of train-
ing data, we define Bk = [amin1 , amax1 ]× . . .× [aminn , amaxn ], where aminj and amaxj
are the minimum and maximum values of feature j in the set Sˆk. Since the
KBNN is only expected to be accurate near the data on which it was trained,
the minimum was constrained to lie within Bk. The energy surface is explored
and refined by submitting additional DNS computations in an updated search
space surrounding this predicted minimum. While this minimum of the KBNN
is used to guide the submission of additional DNS, its accuracy is not consistent
from iteration to iteration. A more stable prediction of the equilibrium precip-
itate shape at each iteration is the lowest energy high-fidelity data point. It is
this more stable prediction that is reported and shown in the results of Section
5.
We used a global, variance-based sensitivity analysis to determine the rela-
tive effect of each of the features on the total energy [45, 46]. The sensitivity
indices are used, together with the current estimated minimum, to update the
set of feature values, Dk, from which simulations will be run in the kth itera-
tion of the DNS-ML algorithm. The global sensitivity indices are approximated
using a quasi-Monte Carlo algorithm, using tens of thousands of data points.
While the computational cost could be prohibitively high if relying only on DNS
solutions, the trained multifidelity model can be used to quickly evaluate the
necessary data. We compute the total sensitivity index stoti for each feature,
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based on the variances V and V toti :
stoti =
V toti
V
(45)
V ≈
 1
N
N∑
j=1
Z2(Ξj)
−
 1
N
N∑
j=1
Z(Ξj)
2 (46)
V toti ≈
1
2N
N∑
j=1
(
Z(Ξj)− Z(Ξ′(i)j )
)2
(47)
where Ξj and Ξ
′(i)
j are quasi-random points taken from the Sobol
′ sequence,
such that all except the i-th components of Ξj and Ξ
′(i)
j are equal.
A low sensitivity index for feature i implies that the component Ξminki of
the current minimizer could be far from the true value with little effect on the
predicted minimum energy. Thus, we do not reduce the dimension of Dk+1 for
this feature in the current iteration. Conversely, if feature i has a high sensitivity
index, it has a large effect on the energy. Then, the value of component Ξminki
corresponding to a minimum energy is likely to be close to the true minimizing
value of the feature. Therefore, the domain for this feature is tightened around
the current prediction. This more localized domain defined by Dk+1 is used with
the Sobol′ sequence to create additional DNS data points for the next iteration
of the optimization algorithm. If mH and mL, with mH < mL, are the respective
number of new high- and low-fidelity simulations run in each iteration, then the
first mH sets of feature values in the Sobol
′ sequence for Dk+1 are submitted as
both high- and low-fidelity DNS. The following points, up to mL, are submitted
as only low-fidelity DNS.
This scheme for tightening the search space around a predicted minimum is
best suited for the case of a clear global minimum. Difficulties may arise when
there are multiple energy wells at or near the same depth as the global minimum.
The DNS-ML method will always choose a single point to focus around at each
iteration. However, the sorting scheme used to select training points will choose
points clustered around all low energy wells, at least initially. This could result
in the algorithm jumping between energy wells as the iterations progress. As
such, it is best to remove regions of the search space that, due to symmetry,
would introduce additional minima. For example, while Mg-Y precipitates have
multiple rotational variants, only one orientation is considered in the simulations
in this work, thus avoiding the multiple energy wells associated with precipitate
orientation.
4. A DNS-ML algorithm that exploits a heterogeneous computing
architecture
An algorithm is presented in this section that explores the tight coupling
of direct numerical simulations, data generation and machine learning to pre-
dict equilibrium precipitate shapes. The workflow is managed by a Python
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Figure 10: Workflow of the DNS-ML alogrithm.
script and executed on the ConFlux High Performance Computing (HPC) clus-
ter at the University of Michigan. The ConFlux cluster includes 58 IBM Power8
CPU “Firestone” compute nodes with 20 physical cores (up to 40 virtual cores)
each and seventeen additional Power8 CPU “Minsky” nodes that each host four
NVIDIA Pascal GPUs. All compute nodes and storage are connected using 100
Gb/s InfiniBand fabric. The workflow, machine learning, and optimization rou-
tines were implemented in Python and executed on the Minsky nodes, allowing
the TensorFlow library to utilize the GPUs during machine learning and opti-
mization. As already outlined, the DNS energy data were computed using finite
element code built on deal.II, running on the Firestone nodes using 5 virtual
cores for each computation. High-speed interconnects enabled rapid transfer of
the DNS data from the compute nodes to the GPUs performing the machine
learning.
The following is an expansion of Algorithm 1 and a summary of Sections
3.3-3.6. The corresponding workflow is shown in Figure 10.
Algorithm 2. DNS-ML algorithm
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1. Let k := 0. Define a set D0 = [a10 , b10 ]×. . .×[an0 , bn0 ] ∈ Rn
to be the domain of interest. Select and evaluate a
set S0 = {Ξ10 , . . .Ξp0} of starting points,Ξ10 , . . .Ξp0 ∈
D0 from the Sobol′ sequence. The outputs are
{Υ10 , . . .Υp0}.
2. While some given stopping criteria are not met:
(a) Sort the points in Sk by Υqk. Find a subset
Sˆk ⊂ Sk of low energy DNS data. Let Bk be the
smallest Cartesian product such that Sˆk ⊆ Bk.
(b) Train a machine learning model sk(ξ) to the data
{(Ξqk ,Υqk) |Ξqk ∈ Sˆk}.
(c) Find the point ξmin that minimizes sk(ξ) subject to
ξ ∈ Bk.
(d) Compute the global sensitivity indices stoti ,
i = 1, . . . , n for each feature using sk(ξ).
(e) Tighten the bounds of Dk based on ξmin and stoti to
define Dk + 1.
(f) Select an additional set of points
{Ξ1k+1 , . . .Ξpk+1}, Ξ1k+1 , . . .Ξpk+1 ∈ Dk+1 from the
Sobol′ sequence and compute the outputs. Update
Sk. Assign k := k + 1.
5. Results
We present the results of the DNS-ML method for predicting the equilibrium
shape of precipitates in Mg-Y and compare them with the phase field results.
The same level of mesh refinement was used in all high-fidelity DNS and phase
field simulations. The interface thickness δ of the high-fidelity DNS was chosen
to span roughly five elements; this thickness is uniform for the entire interface.
The interface thickness in the phase field simulations is not uniform, since it
is related to the anisotropic interfacial energy, as in Eqs. (13) and (14). The
minimum interface thickness of the phase field simulations, corresponding to the
(010) plane, is set to be equal to value of δ used in the high-fidelity DNS.
5.1. Single precipitate
The DNS-ML method was implemented using KBNNs. To show the conver-
gence of the DNS-ML method, the lowest high-fidelity DNS energy computation
at each iteration is plotted against the iteration index in Figure 11. The method
was considered sufficiently converged after twelve iterations, with a computation
time of 16.8 hours. The predicted equilibrium values for the features after twelve
iterations of the DNS-ML method are presented in Table 8, along with compu-
tational time and resources used. The predicted equilibrium shapes at various
iterations of the DNS-ML method are shown in Figure 12. Again, the predicted
equilibrium values and shapes are given by the lowest energy high-fidelity DNS
computation at each iteration.
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Figure 11: Convergence of the DNS-ML method for the single precipitate problem, based on
the lowest energy high-fidelity DNS computation at each iteration.
(a): Iteration 1 (b): Iteration 4 (c): Iteration 8 (d): Iteration 12
Figure 12: The predicted precipitate shape at various iterations of the DNS-ML method.
The FLOP count in Table 8 was estimated using the performance counter
tool perf with the event pm flop on the Power8 Minsky nodes in the ConFlux
cluster. The count was performed for a low-fidelity DNS, a high-fidelity DNS,
one time step of the phase field model, and one round of KBNN training and
testing. These values were then used to estimate the total FLOP count. Al-
though the phase field model was run on XSEDE Comet and the TensorFlow
training and testing of the KBNN on the ConFlux GPUs, the FLOP count for
these computations was done on the Power8 nodes to ensure a consistent count
method across all simulations. The FLOP count for KBNN training and test-
ing was on the order of 1 × 1014, having a minimal effect on the total count.
The equilibrium shapes predicted by the phase field and DNS-ML methods are
compared in Figure 13.
The learning curves for training and cross-validation appear in Figure 14.
We note that the plots on the left also include the mean square error when
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(a): Phase field, (001) plane (b): DNS-ML, (001) plane
(c): Phase field, (100) plane (d): DNS-ML, (100) plane
Figure 13: Comparison of the phase field and DNS-ML methods using 2D slices of the simu-
lation. The precipitate is colored red and the solid-solution is blue.
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(a): Data from DNS-ML iteration 1
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(b): Data from DNS-ML iteration 12
Figure 14: Representative learning curves showing training and validation error are plotted,
using data from (a) the first and (b) twelfth iterations of the DNS-ML algorithm for the single
precipitate problem. Plots on the left show the training of the standard DNNs to low fidelity
data, as well as the test error using high fidelity data. Plots on the right show the training of
the KBNNs to the high fidelity data.
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Table 8: Results and computation time for the DNS-ML method and phase field method.
DNS-ML PF
vp (nm
3) 23100 21500
cp 0.12507 0.12508
a 5.87 5.93
b 13.9 16.7
c 52.0 45.7
energy (aJ) -32.1 -34.0
Walltime (hr) 16.8 143
Iterations/steps 12 600
Processes/job 5 240
Max. concurrent jobs 200 1
Approx. total FLOP count 7× 1015 2× 1016
testing the low fidelity DNN on the high fidelity data. Interestingly, the high
fidelity testing error is lower than the low fidelity cross-validation error for both
low fidelity DNN learning curves. This is likely due to the high fidelity data
being centered more closely around the minimum, where values of the energy
and its gradient are low. Consequently, fluctuations may also be expected to
be small and the data are more easily trained to. The low fidelity data used in
training, on the other hand, fill a much larger region in the parameter space, and
values of the energy and its gradient on the periphery can be orders of magnitude
higher than the high fidelity data clustered near the minimum. Correspondingly,
fluctuations in the low fidelity data are likely to be larger and present difficulties
for training, resulting in larger errors far from the minimum. In any case, the
improvement gained with the full KBNN over the low-fidelity DNN is apparent
for the first as well as the twelfth DNS-ML iteration. At both initial and late
stages of the workflow, the cross-validation error of the KBNN is roughly an
order of magnitude lower than the mean squared error from testing the low
fidelity DNN on the high fidelity data. Also notable is that, in the twelfth DNS-
ML iteration the ratio of cross-validation to training errors is significantly lower
than in the first iteration. This and other differences in the magnitude of the
error between DNS-ML iterations can be attributed to the increasing size of the
data set and different hyperparameters, as well as the sensitivity analysis that
progressively tightens the bounds that define each set Dk.
The high-fidelity DNS computations used at three of the iterations during
the DNS-ML algorithm are plotted using parallel coordinates in Figure 15, where
each computation has been colored on a log scale according to the total energy
on a log scale. The dark blue lines indicate the location of a well in the energy
surface. These plots show how the search space focused in on certain features
that were more significant than the others, particularly the features a, b, and
c which describe the overall dimensions, and the precipitate composition, cp.
The parameters t4 and t5 appear to have the smallest effect on the total energy.
Since each free parameter represents an additional dimension of the search space,
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Figure 15: A parallel coordinates plot of the high-fidelity DNS data used at various iterations
of the DNS-ML method. The labels along the x-axis are the twelve machine learning features
describing the precipitate. The lines are colored on a log scale according to the energy, with
blue representing the lowest energy computations and red the highest energy. As the method
converges, lower energy computations are discovered.
it would be worthwhile to remove parameters that show little impact on the
quantity of interest (total energy). A possible modification to Algorithm 2
would be to fix shape parameters that maintain a low sensitivity index over
multiple DNS-ML iterations. This would gradually reduce the dimension of the
search space in an informed manner, thus increasing the speed of convergence
and reducing the required number of simulations.
In comparing the predicted shapes in Table 8 and in Figure 13, the overall
shape and size are seen to be similar. The cut through (001) plane is quasi-
rectangular, while the (100) plane shows an elongated precipitate with slightly
peaked tips. The relation c > b > a holds for both predictions. The pre-
dicted precipitate compositions are nearly identical. Also, although differences
in boundary conditions prevent a direct comparison, the experimental observa-
tions in Figure 1 show precipitate shapes that align better with the DNS-ML
than the phase field results. We call attention in particular, to the flattening
of the shape perpendicular to the [001] direction, which is equivalent to the
[0001] direction in Mg. Additional work making a statistical comparison of
the DNS-ML and phase field results, with appropriate boundary conditions, to
experimental observations would be of interest.
There is some discrepancy between the two methods in the predicted size
and energy. For example, the DNS-ML method predicted a width, 2b, about
a factor of 0.83× and a length, 2c, about 1.15× of the phase field precipitate.
This difference in predictions is largely due to the way interfacial energy is
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Table 9: Predicted energies computed for the equilibrium phase field shape, using the phase
field energy description in Equation (1) and the DNS-ML energy description in Equation (34).
Energy formulation Bulk chemical Strain Interfacial Total
Phase field -489.3 295.2 160.1 -34.0
DNS-ML -485.3 316.2 137.5 -31.6
included in the two methods. The DNS-ML method directly takes the given
anisotropic interfacial energies and computes the total interfacial energy using
a surface integral, as in Equation (37). The phase field method first relates the
given interfacial energies to the gradient by using the 1D equilibrium solution
(Section 2.2) where elasticity has been neglected. The contribution of the inter-
facial energy is also divided between the Landau free energy and the gradient
free energy. The total interfacial energy is then calculated by integrating the
Landau and gradient energies over the domain (see Equations (4), (12)-(14)).
Furthermore, the varying interface thickness in the phase field results likely also
affects the strain and bulk chemical free energies, which involve integrating en-
ergy densities that are dependent on the value of the order parameter in the
diffuse interface. The difference in final energy is also affected by the mesh re-
finement and coarsening that introduces occasional fluctuations into the total
energy over time.
To further explore the difference in the minimum energy found by the two
methods, the energy for the equilibrium phase field shape was also computed
using the DNS-ML energy formulation from Equation (34). The total energy was
-31.6 aJ, which is 0.5 aJ higher than the minimum energy of the shape predicted
by DNS-ML. The differences in the individual components of the energy were
much higher (see Table 9).
The above differences notwithstanding, the goal of reaching an equilibrium
prediction more rapidly by using the DNS-ML algorithm was clearly met. The
required walltime was nearly an order of magnitude less than the phase field
simulation. The potential speed up is even greater. Due to limited resources,
only 200 or fewer DNS were allowed to run concurrently on ConFlux. Additional
resources would allow more DNS to run at the same time, as well as faster
computation times for the high fidelity DNS. This would result in a further
decrease in walltime. Additionally, the DNS-ML algorithm also resulted in a
lower total FLOP count, with the phase field simulation performing over twice
as many FLOPs as the DNS-ML algorithm.
5.2. Two precipitates
The study can be expanded to multiple precipitates by adding the appropri-
ate features. As an example, we considered two symmetric precipitates of equal
size and shape. However, a more complete treatment could allow for asymmet-
ric precipitates of unequal size and, thus, would include additional features. In
addition to the shape and composition features used in the single precipitate
problem, we also included three features defining the relative position of the two
31
precipitates: distance, ρ; azimuthal angle relative to [100], θ; and polar angle
relative to [001], φ. Due to symmetry, we took θ ∈ [0, pi/2] and φ ∈ [0, pi/2].
We considered only precipitate pairs that do not intersect and do not extend
beyond the physical domain of [−40, 40] × [−40, 40] × [−110, 110]. These con-
straints were checked before completing the DNS for each potential set of feature
values taken from the Sobol′ sequence. The multifidelity model approximating
the energy surface, as in the single precipitate problem, was created during each
iteration of the DNS-ML algorithm. The minimum of the approximate energy
surface was found using a constrained optimization algorithm. Three types of
inequality constraints are applied: 1) each feature is bounded by the current
domain of interest, 2) the bounding box containing both precipitates must re-
main within the physical domain, and 3) the precipitates must not intersect.
The third constraint on intersection is difficult to impose exactly due to the
parametric surface representation of the precipitate shapes. It was simplified by
instead preventing the intersection of two ellipsoids with the same location and
dimensions as the B-spline surfaces. The constrained optimization was done
using TensorFlow’s ScipyOptimizerInterface, which leverages the SLSQP SciPy
optimizer. The sequence of evolving shapes for the two precipitate problem by
the DNS-ML method appear in Figure 16.
It is possible for a lower energy to be achieved when the two precipitates
merge. To check this possibility, we again ran the DNS-ML method for the
single precipitate case, but with the enlarged physical domain used in the two
precipitate problem. The results are compared in Table 10. We found that the
lowest energies were similar, but slightly lower in the two precipitate simulation.
This leads to the conclusion that it is energetically favorable to remain as two
separate precipitates. The convergence of the double and singe precipitates are
shown in Figure 17.
Wider differences are seen between the DNS-ML and phase field results in
the two precipitate problem than in the single precipitate simluations. Both
methods predict that the two precipitates lie in roughly the same (100) plane,
but DNS-ML shows an offset along the [010] direction that is not seen in phase
field (see Figure 18). It is possible that the energy landscape has local minima
corresponding to each of these two configurations, and the two methods con-
verged to different energy wells. Much of the difference in the energies reported
in Table 10 is likely due to the slight increase in average composition in the
phase field due to mesh refinement and coarsening. It is noted that the phase
field simulation again reports a lower energy than the result found with DNS-
ML. Calculating the total energy based on the location and average phase field
shape, but with the DNS-ML energy functional, resulted in a total energy of
-62.2 aJ, nearly 30 aJ higher than the DNS-ML minimum energy for the two
precipitate problem. We also note that the DNS-ML results are in better agree-
ment with the experimental images in Figure 1, as also noted in connection with
Figure 13. However, we have not completed a statistically rigorous comparison.
We again see the relation a < b < c in the results from both DNS-ML and
phase field. The phase field method shows a consistent shape when comparing
the single and multiple precipitate computations. The DNS-ML method with
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Table 10: Results and computation time for the DNS-ML method and phase field method for
the two iprecipitate problem.
DNS-ML DNS-ML PF
(two prec.) (one prec.)
total volume (nm3) 50400 44900 43700
cp 0.1249 0.1252 0.1251
average a 7.70 6.05 5.8
average b 11.4 18.1 16
average c 51.6 73.1 44
ρ 127 N/A 120
θ 1.57 N/A 1.2
φ 0.45 N/A 0.03
energy (aJ) -90.3 -85.0 -119
Walltime (hr) 78.1 54.6 224
Iterations/steps 21 16 890
Max. processes/job 10 10 480
Max. concurrent jobs 200 200 1
Approx. total FLOP count 4× 1016 2× 1016 1× 1017
two precipitates does not result in the peaked ends seen in the single precipitate
results, but it does maintain the quasi-rectangular shape in the (001) plane.
While the required walltime is clearly less for the DNS-ML method in com-
parison with the phase field method, the speed up of about 3× is less than
was observed for the single precipitate problem. This is partly due to the in-
creased computational cost to construct the signed-distance function based on
two, instead of one, parametric surface in the DNS. When including the DNS-
ML computation checking for a single, merged precipitate, the speed up over
phase field reduces to 1.7×. Furthermore, it is not clear beforehand how many
precipitates would exist at equilibrium. It is possible that three or four would
have a lower energy than two precipitates. Therefore, when considering the
case of multiple precipitates, it may be necessary to incorporate an optimiza-
tion method that allows for the optimization of discrete values, such as genetic
algorithms or simulated annealing.
Also, as observed in Figure 17, the convergence is less consistent than the
single precipitate problem, with several iterations resulting in no decrease in
the predicted minimum energy. This could be due to an inadequately trained
multifidelity model during certain iterations, influenced by the higher number
of features in the two precipitate problem, or simply a more complex energy
landscape. The FLOP count for the DNS-ML computations, however, remained
less than half the number of FLOPs performed by the phase field simulation.
6. Conclusions
In this preliminary communication we have explored the feasibility of using
machine learning techniques to detect equilibrium states in a physical system.
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(a): Iteration 1 (b): Iteration 7 (c): Iteration 14 (d): Iteration 21
Figure 16: The predicted precipitate shapes at various iterations of the DNS-ML method with
two precipitates.
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Figure 17: Convergence of the DNS-ML method for precipitates in the physical domain of
[−40, 40] × [−40, 40] × [−110, 110].
For the precipitate morphology problem, this translates to finding minima of a
free energy landscape. The free energy induces a form of surrogate optimization
in this implementation. We have used a multifidelity model based on Deep
Neural Networks as the surrogate model for the free energy in the optimization
routine.
The DNS-ML algorithm, when used for a single precipitate, compares favor-
ably with the phase field method commonly used in the computational study
of precipitate morphology. The predicted shapes and compositions of the DNS-
ML method were similar to the near-equilibrium results found by phase field.
Furthermore, the DNS-ML algorithm required roughly an order of magnitude
less computation time than phase field. The phase field dynamics provide in-
formation on the precipitate’s configurations as it grows and evolves with time.
The DNS-ML method also explores these configurations, even if not in a time-
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(a): DNS-ML (b): Phase field
Figure 18: Comparison of the predicted shapes and positions by the DNS-ML and phase field
methods with two precipitates.
sequential manner. With total free energies also being computed, the configu-
rations can be ordered in the direction of declining free energy as we have done.
The large number of configurations explored by the DNS-ML method provides
an overview of the entire free energy landscape, rather than only the path taken
by a solution, as is the case with the phase field method.
Within the DNS-ML method, machine learning provides a distinct contri-
bution in two areas. The first is in performing the sensitivity analysis. The
Monte Carlo algorithm used in the variance-based sensitivity analysis requires
tens of thousands of data points to converge. This number of data points is
feasible when the low-fidelity model is a function evaluation that reasonably
captures important trends. However, the computation time required can be-
come intractable even with the low-fidelity model when, as in this work, the
low-fidelity model is simply a coarse-meshed variant of the high-fidelity model.
The machine learned model bypasses this difficulty by providing functions in
the form of DNNs that can rapidly be evaluated on the thousands of required
points.
The second major advantage gained through machine learning appears in
the multifidelity model. It is possible to use, for example, a standard DNN
as the surrogate model in the algorithm presented in this work. In such a
case, high-fidelity data would be required for all training data. However, in
our experience using this simpler model in earlier versions of the DNS-ML, the
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standard DNN cannot predict a minimum that is significantly better than the
lowest energy high-fidelity data point. The large number of points needed to
train an accurate surface makes the surface somewhat irrelevant, at least in the
case where the only goal is to find a minimum. The relevance of the surface
returns, however, when it can be accurately constructed with only sparse high-
fidelity data. Machine learning allows us to learn the relation between the low-
fidelity and high-fidelity data, thus requiring relatively few high-fidelity data
points. By rapidly constructing a multifidelity model that approximates the
high-fidelity data, we can predict a minimum that is more accurate than the
minimum energy point of the sparse high-fidelity data set.
This work will serve as a seed for explorations of machine learning to predict
the equilibrium morphology of single precipitates for a range of matrix and
precipitate crystal structures, elasticities and interfacial energies.
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