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Kurzfassung
Das Ziel der vorliegenden Arbeit ist die Simulation der Flammensynthese von Nanopar-
tikeln mit einer du¨nnbesetzten Partikelmethode. Die Partikelflammensynthese beinhaltet
chemische Reaktionen in der Gasphase und die Dynamik der Nanopartikel auf Feinstruk-
turebene. Es ist nicht mo¨glich, alle La¨ngen- und Zeitskalen numerisch aufzulo¨sen und
es werden geeignete Modelle beno¨tigt, um die Interaktionen der nicht aufgelo¨sten Skalen
zu beschreiben. Hierfu¨r wurde das Multiple Mapping Conditioning (MMC) Modell mit
du¨nnbesetzten Partikeln adaptiert. Der Schwerpunkt fru¨herer Studien lag auf der Kop-
plung von MMC und Large-Eddy Simulationen (MMC-LES), was eine Untersuchung der
Lagrange’schen Mischungszeitskala (τL) verhindert hat, weil die Fehler der LES nicht von
den Defiziten in der Modellierung von τL getrennt werden konnten. Zur Entwicklung und
U¨berpru¨fung von Mischungszeitmodellen werden deshalb direkte numerische Simulationen
(DNS) beno¨tigt, die alle La¨ngen- und Zeitskalen auflo¨sen.
Zuna¨chst wurde die Anwendbarkeit von OpenFOAM fu¨r die DNS einer nicht-
vorgemischten Synthesegasverbrennung u¨berpru¨ft. Die entsprechenden Simulationsergeb-
nisse wurden dazu mit einschla¨gigen Referenzdaten aus validierten DNS u¨berpru¨ft. Dabei
wurde sowohl der Einfluss der Gitterauflo¨sung, als auch der Einfluss differentieller Diffusion
untersucht. Die Ergebnisse zeigen, dass OpenFOAM Verlo¨schung und erneute Zu¨ndung
trotz seiner eingeschra¨nkten Raum- und Zeitdiskretisierung genau vorhersagen kann, wenn
die differentielle Diffusion beru¨cksichtigt wird.
Im na¨chsten Schritt wurden Mischungszeitskalen fu¨r die MMC-LES mit du¨nnbeset-
zten Partikeln durch eine Kopplung der zuvor validierten DNS nicht-vorgemischter Syn-
thesegasverbrennung mit MMC abgescha¨tzt. Bei einer MMC-LES mit du¨nnbesetzten Par-
tikeln werden zur Modellierung der Interaktion zwischen Turbulenz und Chemie deutlich
weniger stochastische Partikel verwendet als LES Gitterzellen. Deshalb wird fu¨r die Par-
tikelmischung bei der Methode du¨nnbesetzter Partikel ein Euler’sches Referenzskalarfeld
beno¨tigt, bei dem die Ortsgebundenheit der Mischung erhalten bleibt. Hierbei wurde die
a posteriori Strategie verwendet, bei der zuerst die Transportgleichungen mit Hilfe einer
DNS gelo¨st wurden. Die erhaltenen DNS-Daten wurden dann gefiltert, um LES Daten
zu generieren, die fu¨r die Partikelmischungsmodelle verwendet wurden. Es wurden ver-
schiedene Modelle fu¨r Mischungszeitskalen untersucht, darunter die Standardformulierung
XVII
Kurzfassung XVIII
fu¨r die Zeitskala von Cleary & Klimenko (C&K) [10] und zwei neu entwickelte Modelle
(ISO- und a-ISO-Modell). Das a-ISO- und das ISO-Modell wurden jeweils unter der An-
nahme von Anisotropie bzw. Isotropie fu¨r die nicht-aufgelo¨ste skalare Partikelmischung
entwickelt. Das ISO-Modell wurde hauptsa¨chlich verwendet, um die U¨berlegenheit der
anisotropen Perspektive aufzuzeigen. Ein Vergleich der Ergebnisse mit den verschiedenen
Mischungszeitmodellen mit den DNS-Daten zeigt, dass die unkonditionierten und kondi-
tionierten Mittelwerte mit allen Modellen gut vorhergesagt werden ko¨nnen, wobei das a-
ISO-Modell eine deutliche Verbesserung bei den konditionierten skalaren Varianzen liefert.
Fu¨r das a-ISO-Modell wurde auch der Einfluss des Modellparameters fm untersucht und
es konnte keine Abha¨ngigkeit der Ergebnisse zu fm festgestellt werden. Hieraus ergeben
sich vielversprechende Mo¨glichkeiten fu¨r eine Weiterentwicklung von MMC, da die genaue
Wahl von fm einen vernachla¨ssigbaren Einfluss auf die Ergebnisse hat und lediglich sicher
gestellt werden muss, dass fm klein genug ist, um Lokalita¨t des Mischungsprozesses zu
gewa¨hrleisten.
In einem weiteren Schritt wurde MMC auf die Feinstrukturmodellierung der Flam-
mensynthese von Nanopartikeln angewendet. Dabei wurde nur die Nukleation der Par-
tikel betrachtet. Auch hier wurde die a posteriori Strategie eingesetzt und es wird ein
vereinfachtes Modell genutzt, um MMC und differentielle Diffusion zu koppeln. Da dies
der Versuch ist, die Flammensynthese von Nanopartikeln mit MMC zu untersuchen, wird
lediglich das C&K Modell verwendet. Auch hier werden die Mittelwerte gut vorherge-
sagt. Dem entgegen wurden die konditionerten Varianzen unterscha¨tzt. Das vereinfachte
Modell fu¨r die differentielle Diffusion, in dem die Mischungszeit mit dem Verha¨ltnis der
Diffusionskoeffizienten von Gasphase und Feststoff skaliert wird, verbessert die resultieren-
den Varianzen. Sie liegen weiterhin unterhalb der Varianzen aus den DNS-Daten, aber
der qualitative Verlauf wird gut wiedergegeben.
Abschließend wurden die MMC-Mischungszeitmodelle gegen eine LES-MMC validiert,
bei der die gefilterten Transportgleichungen mit einem Euler-Ansatz gelo¨st werden. Das
ISO-Modell wurde ausgelassen, da es im Vergleich zum a-ISO-Modell keine verbesserten
Ergebnisse liefern kann. Dabei wird keine vorangestellte DNS und keine a posteriori
Strategie durchgefu¨hrt und die fu¨r MMC beno¨tigten Gro¨ßen, wie Geschwindigkeit und
Mischungsbruch, werden direkt aus der LES gewonnen, um den Partikeltransport, die
Partikelauswahl und den Mischungsprozess zu berechnen. Erwartungsgema¨ß werden die
Mittelwerte gut vorhergesagt. Die konditionierten Varianzen werden mit dem originalen
C&K Modell sehr stark unterscha¨tzt, zeigen mit dem neuen a-ISO-Modell aber eine her-
vorragende U¨bereinstimmung mit den DNS-Daten. In einer Parameterstudie wurde die
Unabha¨ngigkeit der Ergebnisse gegenu¨ber numerischer Parameter, wie der Euler-La¨ngen-
skala (∆E), nachgewiesen.
Summary
The objective of this thesis is to simulate the nanoparticle flame synthesis using the sparse
particle method. Particle flame syntheses comprise chemical reactions within the gas phase
and the nanoparticle dynamics of the solid phase that occur at sub-grid scale. A simulation
which resolves every scale is impossible. Therefore, appropriate models are required to
model the interactions at subgrid scales. Here, the multiple mapping conditioning (MMC)
model with sparse particles has been adopted. Past studies concentrated on the MMC
coupled with large eddy simulation (MMC-LES) which prevents a proper investigation
of the Lagrangian mixing time scale (τL) since the errors from LES are not separated
from potential shortcomings in modelling of τL. Therefore, there is a need to use direct
numerical simulation (DNS) to develop and test the mixing time scale model since DNS
is able to resolve every subgrid scale.
At first, the usage of OpenFOAM for DNS of non-premixed syngas combustion has
been tested by comparison of DNS produced by OpenFOAM with data from a well-
validated DNS study that used a dedicated DNS code. Parameter studies of mesh resolu-
tion and differential diffusions effects have been executed. Results have shown that, given
that differential diffusion effects are included, OpenFOAM is able to predict the extinction
and reignition accurately despite of its limited discretization schemes in time and space.
In the next step, the modeling of the mixing time scale of sparse particle MMC-
LES has been assessed by coupling the previously validated DNS of non-premixed syngas
combustion with the MMC. The sparse particle MMC-LES is the method to model the
interaction between turbulence and chemistry using far fewer stochastic particles than
LES grid cells. Therefore, mixing between particles in the sparse particle method requires
an Eulerian reference scalar field in which the localness of mixing is maintained. Here, the
a posteriori strategy has been adopted in which the DNS transport equations are solved.
The DNS data are then filtered and used as LES-filtered input data for the particle mixing
model. Different mixing time models have been investigated, including the standard time
scale formulation developed by Cleary & Klimenko in [10] (C&K model) and two newly
developed models (ISO and a-ISO model). The a-ISO and ISO model are developed
based on a consistent anisotropic or isotropic perspective on subfilter scalar mixing of the
particles, respectively. The ISO model has been mainly used to verify the superiority of
XIX
Summary XX
the anisotropic perspective. By comparing the results of mixing time models with the DNS
data, it has been observed that the unconditional and conditional means are well predicted
by every model while the use of the a-ISO model significantly improves the conditional
scalar variances. The a-ISO model has also been tested against the variation of the model
parameter (fm) and it has been shown that only little sensitivity to fm exists. This gives
a promising approach for further development of MMC as the choice of fm is not overly
important provided that fm is small enough to ensure the localness of mixing.
In a further step, MMC has been applied for the sub-grid modeling of nanoparticle
flame synthesis. Here, only nucleation of the nanoparticles has been considered. The a
posteriori strategy has also been employed and a simplistic model to include the differential
diffusion in MMC has been used. Since this is the first attempt to simulate the nanoparticle
flame synthesis using MMC, only the C&K model has been tested. The outcomes show
that the means are well-predicted. However, the conditional variances are under-predicted.
The simplistic model of differential diffusion, in which the mixing time has been scaled
according to the ratio of the gas and solid diffusivities, improves the variances but they
are still below the DNS. However, the trend has been correctly captured.
Finally, the mixing time models of MMC have been validated with LES-MMC in which
the Eulerian filtered transport equations have been solved. The ISO model is omitted here
since it does not provide superior results when compared to a-ISO. Neither DNS nor the
a posteriori strategy has been used. LES variables such as velocity and mixture fraction
have been passed to MMC for particle tracking, particle pair selection and mixing. As
expected, the means have been well-predicted. However, the conditional variances have
been vastly under-predicted by the C&K model while the a-ISO model shows excellent
agreement of the conditional variances against the reference DNS. A parameter study has
shown the independence of the a-ISO model on the numerical parameters such as the
Eulerian length scale (∆E).
Chapter 1
Introduction
1.1 Motivation
Nanoparticles are solid particles with diameters ranging from 1 to 100 nm. They
can be found in everyday life; soot particles produced from combustion present a
typical example for an unwanted, harmful nanoparticles that come as a byproduct of
the combustion process. On the other hand, nanoparticles are a wanted commodity
in many fields such as manufacturing, medicine, environment, and electronics since
their physical properties are sometimes different from the properties of their bulk
materials in macroscopic form. In medicine, thanks to their extremely small size,
nanoparticles are used to deliver drugs to tumor cells. Moreover, optical imaging of
cells in the human body is achieved by transporting colored particles to the sample
[60]. In manufacturing, Zinc oxide (ZnO) nanoparticles are used in coating to absorb
UV light to protect textiles or plastics [55]. In environmental engineering, iron
nanoparticles are applied for groundwater and hazardous waste treatment [109]. In
electronics, nanoparticles are used as materials of electronic devices such as display
screens, memory chips in order to reduce the size, weight and power consumption
of devices and increase capabilities [52, 32].
Due to their increasingly important roles, the production of nanoparticles and its
optimization draw a great interest. Typically, nanoparticle synthesis from gas phase
under heating conditions is the common method for the production of ultra-pure,
high quality and uniform nanoparticles [80]. For this method, there are different
types of nanoparticles synthesis, depending on the type of heat supply [104], such as
hot wall reactors [1, 107], plasma reactors [48] and flame reactors [37, 40]. Among
these types, the flame reactor is most widely used to produce nanoparticles at com-
mercial scales. The principle of the flame synthesis is that at first monomers are
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created due to a series of chemical reactions in the gas phase. Then, nanoparticles
are formed due to the effects of nucleation. Nucleated particles will agglomerate and
form bigger particles. Heat must be constantly supplied to the system in order to
keep the monomers being produced from the chemical reactions. Flame synthesis is
the popular method to produce silicon dioxide (SiO2) and titanium dioxide (TiO2),
which are important in many fields. Therefore, a significant number of studies has
focused on the accurate modeling of the nanoparticles flame synthesis.
Flame synthesis is a physico-chemical process that includes many multi-scale
phenomena such as turbulence, chemical reactions and particle dynamics. A proper
model is needed to simulate the interactions between turbulence, chemistry and
particle dynamics. In this thesis, a methodology for the modeling of nanoparticle
flame synthesis is developed by adapting the Multiple Mapping Conditioning (MMC)
combustion model to the flame synthesis. MMC has been applied successfully for
the closure of turbulence-chemistry interactions of non-premixed combustion and
can be used to describe the subgrid interaction of turbulence, chemistry and particle
dynamics.
1.2 Background
As presented previously, flame synthesis is the multi-scale problem that involves
turbulence, chemistry and nanoparticle dynamics and their interactions. These in-
teractions are usually not resolved on the computational grid. Sub-grid models such
as turbulence and combustion models are required to describe the physics at the
small scales.
A turbulence model is needed to model the effects of turbulence. In computa-
tional fluid dynamics (CFD), popular methods for the modeling of turbulent flow
are Reynolds-averaged Navier-Stokes (RANS), LES and DNS. Among these meth-
ods, DNS can provide the accurate physics of flow fields since the smallest eddy
sizes are resolved. However, DNS has only been limited to research purposes due to
its requirement of computational resources. Alternatively, RANS, which provides
the time-averaged solution, has more widely been used for engineering applications.
However, RANS might not be suitable to simulate unsteady processes and effects of
localized flow structures. As a compromise, LES has been introduced to solve the
spatially averaged transport equations. It is able to simulate unsteady turbulence
with the acceptable computational time. In LES the largest turbulent structures
on the computational grid are resolved while the smallest, more universal turbulent
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eddies are modeled. LES therefore holds enormous potential for the modeling of
nanoparticle flame synthesis. Furthermore, the interaction between chemical con-
version and turbulence at molecular scales also requires sub-grid modelling which
can be closed by a combustion model.
In terms of non-premixed combustion within a turbulent flow field, a combustion
model representing the interaction between turbulence and chemistry is required. It
is used to close the chemical source terms in the mass fraction and sensible enthalpy
transport equations in RANS or LES. Many combustion models have been developed
over the last decades such as PDF methods [66, 68], Eddy break-up models [63, 6],
flamelet models [63] and the CMC model [43, 5, 45], to name a few. Lately, Cleary
& Klimenko [10] developed the Multiple Mapping Conditioning (MMC) combustion
model, which combines the advantages of the PDF and CMC model. In this thesis,
the MMC model is further developed and validated in a gas phase combustion
configuration as well as for a nanoparticle synthesis problem.
1.3 Present Contribution
The scope of this study is to establish a framework for the modelling of nanopar-
ticle synthesis using a sparse-Lagrangian particle method called multiple mapping
conditioning (MMC). MMC was originally introduced by Klimenko & Pope [46]
and since then it has been continuously developed and applied in many flame types
[24, 47] and flame configurations [75, 24, 10]. MMC is the combustion model using
the method of Lagrangian particles in which the chemical source terms are closed
and the mixing in composition space is localized in a reference space. Therefore in
MMC a reference field is needed. So far MMC has only been coupled with LES where
the filtered mixture fraction is used as the reference scalar. Existing experimental
data cannot allow for a detailed assessment of MMC by isolating the effects of time
scale modelling and particle selection from LES modelling errors. Therefore, in this
work, an in-depth investigation of the mixing time in MMC has been performed by
coupling MMC with the DNS using the a posteriori modelling strategy where the
DNS mixture fraction served as the reference mixture fraction so that the modelling
and numerical errors associated with transport and reference variables are elimi-
nated. First attempts of the simulation of nanoparticle flame synthesis have shown
that the mixing time scale has not been correctly estimated. Therefore, at first the
configuration of the fully-resolved DNS of a well-characterised double shear layer
configuration burning syngas (H2/CO/N2) in a preheated oxidizer with extinction
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and reignition has been validated in OpenFOAM. This set-up has previously been
simulated by Hawkes et al. [29], where it was shown that significant local extinction
and reignition occurs, which should be accurately captured by other accurate DNS
solvers. The original DNS was performed with the well-established S3D software of
Sandia National Laboratories, a dedicated DNS solver for turbulent reacting flows
that uses high-order numerical schemes. The results have shown that OpenFOAM
is able to resolve the DNS in [29] in spite of its low-order discretization schemes
in time and space. Then, using the DNS of that configuration, the MMC mixing
time scale has been assessed and a robust Lagrangian mixing time model has been
developed. In a following step of this study, MMC has been applied to the prob-
lem of nanoparticle flame synthesis. A simplistic model for the MMC mixing time
including the effect of differential diffusion has also been introduced. Finally, the
new mixing time model of MMC has been tested in stand-alone MMC-LES in which
MMC is fully coupled with LES. Necessary variables needed for MMC are obtained
by solving the filtered transport equations in LES.
1.4 Thesis Outline
The outline of this thesis is as follows: Chapter 2 presents the formulation and
modeling for gas phase combustion. In Chapter 3 the physics as well as the modeling
of the relevant sub-processes of nanoparticle flame synthesis such as nucleation,
surface growth and coagulation are presented. Chapter 4 focuses on the theory
and formulations of the MMC model. In Chapter 5 the open-source CFD code
OpenFOAM and its functions are introduced. Then, in Chapter 6 the suitability of
OpenFOAM for the DNS of non-premixed combustion in [29] is validated. Chapter
7 explains the a posteriori modelling strategy of MMC in DNS for the purpose of
development and validation of the new Lagrangian mixing time model in MMC. The
a posteriori modelling strategy of MMC is then used for the flame synthesis of SiO2
nanoparticles in Chapter 8. A simplistic model of mixing time to include differential
diffusion in MMC is also introduced. In Chapter 9 the new mixing time of MMC
is applied to the stand-alone MMC-LES. Finally, Chapter 10 concludes the present
work and provides some suggestions for future improvements.
Chapter 2
Formulation and Modelling for
Gas Phase Combustion
2.1 Governing Equations
The mass and momentum equations are expressed as
∂ρ
∂t
+
∂
∂xi
(ρui) = 0, (2.1)
∂
∂t
(ρui) +
∂
∂xj
(ρuiuj) =
∂τij
∂xj
− ∂p
∂xi
+ ρgi, (2.2)
where ρ is density, ui is the velocity in xi-direction, p is pressure, g is gravity and τij
is the viscous tress tensor. With the assumption of a Newtonian fluid which holds
for gases and most liquids, the stress tensor is expressed as
τij = µ
[
2Sij − 2
3
δij
uk
xk
]
, (2.3)
where µ is the dynamic viscosity and δij is the Kronecker delta. The strain rate
tensor is calculated as
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
. (2.4)
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In reacting flows, the transport equations of species mass fractions and enthalpy
read
∂(ρYα)
∂t
+
∂(ρukYα)
∂xk
= −∂Jα,k
∂xk
+ ωα, (2.5)
∂(ρh)
∂t
+
∂(ρukh)
∂xk
= −∂Jq
∂xk
. (2.6)
In Eq. 2.5 Yα is the mass fraction of α − th species, J is the diffusion flux, ωα is
the reaction rate. Similarly, in Eq. 2.6 h is enthalpy and Jq is the heat flux. With
Fick’s law of diffusion, the diffusion flux J is calculated as
Jα,k = −Dα∂Yα
∂xk
, (2.7)
with Dα being the molecular diffusivity of species α. If no effect of differential
diffusion is considered, Dα = D for all species. Eq. 2.7 can be then rewritten as
Jα,k = −ρDα∂Yα
∂xk
= − µ
Sc
∂Yα
∂xk
, (2.8)
where Sc = µ/(ρD) is the Schmidt number which is the ratio of dynamic viscosity
and molecular diffusivity. Equally, using the Fourier’s law for modeling the thermal
conductivity, the heat flux is calculated as
Jq = −ραh ∂h
∂xk
= − µ
Pr
∂h
∂xk
, (2.9)
where αh is the thermal diffusivity and Pr = µ/(ρα) is the Prandt number. The
system is closed with the ideal gas equation of state for ideal gases
p = ρRT, (2.10)
where R is the gas constant and calculated as R = ΣRαYα/Mα, where Rα and Mα
are the gas constant and molecular weight of species α, respectively. In the next
section, turbulence as well as its length and time scale are explained.
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2.2 Turbulence
For engineering problems, fluid flows are normally categorized into laminar and
turbulent flows. Laminar flows are characterized by well-ordered motion of fluid
elements on parallel layers whereas turbulent flows are characterized by chaotic
motion of fluid elements that can be present when inertial forces dominate viscous
forces [68, 79]. The Reynolds number is defined as a critical point where laminar
flows turn into turbulent flows. It is written as
Re =
LU
ν
, (2.11)
where U, L and ν are the characteristic velocity, characteristic length scale and the
kinematic viscosity of the fluid, respectively. In pipe flow, U is taken to be the mean
velocity over the cross-section of the pipe while L is the diameter, ν is the kinematic
viscosity of the fluid. A Reynolds number of 2300 is considered to be the critical
value of the Reynolds number where the transition from laminar to turbulent flows
happens. The instantaneous velocity fields in turbulent flows are random but they
can be expressed as the sum of the mean and fluctuating velocity
u(x, t) = u(x, t) + u′(x, t), (2.12)
which is the so-called Reynolds decomposition. In DNS, the instantaneous velocity
field is solved directly while the solution of RANS equations only provides the mean
values of the velocities. Alternatively, in LES the mean velocity is understood as a
spatial average across the CFD cell and the fluctuating velocity is the fluctuation
around this mean. These modeling methods of turbulence will be discussed next.
2.2.1 Length and Time Scale in Turbulent Flows
In turbulent flows there are multiple length and time scales [16, 68]. The smallest
length scale is the Kolmogorov scale which is defined as
η =
(
ν3

)1/4
, (2.13)
where ν and  are the kinematic viscosity and the kinetic energy dissipation, respec-
tively. The Kolmogorov velocity scale and time scale can be expressed as a function
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of turbulent kinetic energy dissipation (),
uη =
(ν

)1/2
, (2.14)
and
τη = (ν)
1/4 , (2.15)
respectively. Furthermore, the Kolmogorov lengthscale can be estimated as
η = Re
−3/4
t lt, (2.16)
where lt and Ret are the turbulent length scale and turbulent Reynolds number,
respectively. Ret is defined as
Ret =
urmslt
ν
. (2.17)
2.2.2 Direct Numerical Simulation
In DNS, the Navier-Stokes equations, transport equations of species and enthalpy are
solved without any turbulence model. The computational domains are discretized
into such fine grids that the smallest scales (Kolmogorov scale) are resolved (as
shown in Fig. (2.1)).
For the problem of three dimensional isotropic turbulence, the required number
of cells (Ncell) for the simulation is estimated as
Ncell ≈
(
Lbox
l
)
Re9/4, (2.18)
with Lbox being the length of the domain and l being the integral length scale.
As indicated in Eq. (2.18), the exponential change of Ncell with Reynolds number
makes the computational time very expensive for industrial applications. Therefore,
DNS has been used for research purposes [42, 57]. In particular, DNS is applied
where experimental data is not available [2]. DNS can also be used as a base for
model development for RANS/LES by providing DNS data as a reliable input for
modelling [49], or by offering an accurate reference for model validation [110].
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E(k)
k
Computed in LES Modeled in LES
Computed in DNS
Modeled in RANS
Figure 2.1: Turbulence energy spectrum as a function of wave numbers [65]
2.2.3 Reynolds Averaged Navier Stokes (RANS)
RANS is the most widely-used approach to model turbulent flows, especially in
industry. The time-averaged Navier-Stokes equations as well as scalar transport
equations are solved to obtain the mean values of quantities while all the fluctua-
tions are modeled. According to Fig. 2.1, RANS models every scale of the energy
spectrum. Therefore, information is lost during the simulation. For this reason,
RANS is mostly applied to big-scale devices.
2.2.4 Large Eddy Simulation (LES)
LES constitutes a method to model turbulent flows. It resolves the largest turbulent
structures on the computational grid and models the smallest, more universal tur-
bulent eddies. LES resolves turbulent eddies down to the size of the computational
cell while the small-scale motions are taken into account by modeling the sub-grid
dissipation rate. LES can be considered as an intermediate approach between DNS
and RANS. Moreover since there is no time-averaging in LES, unsteady effects can
also be resolved. LES has been the trend of research in the industry as well as in
academia and has been validated for various types of turbulent combustion processes
including reacting, two-phase combustion [62, 88].
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2.2.4.1 Spatial Filtering
In LES, a filtered variable is defined as
φ(x) =
∫
Ω
φ(x)G(r)dr, (2.19)
where G(r) is a filter function and Ω is the filtered volume. Conventionally the box
filtered function is employed and written as
G(r) =
{ ∏3
k=1 1/∆k |rk| < ∆k/2
0 |rk| > ∆k/2,
(2.20)
where ∆k is the LES filter size in k-th direction. For variable-density flows, a
density-weighted filter (Favre-filtering) is often used which is written as
φ = φ˜+ φ′′, (2.21)
where φ˜ = ρφ
ρ
is the density-weighted average and φ′′ is the Favre-fluctuation.
2.3 Mixture Fraction and Scalar Dissipation
Mixture fraction is an important parameter in non-premixed combustion to describe
the degree of mixing of fuel (F) and oxidizer (Ox) in the system. For simple non-
premixed flames with one fuel and one oxidizer stream, mixture fraction is defined
based on the elemental mass fraction as
f =
Zi − Zi,Ox
Zi,F − Zi,Ox , (2.22)
where Zi is the mass fraction of the i-th element. Since the mixture fraction is based
on elements, which can neither be created nor destroyed, its transport equation does
not have any chemical source term,
∂
∂t
(ρf) +
∂
∂xj
(ρUjf) =
∂
∂xj
(
ρD
∂f
∂xj
)
, (2.23)
with D being the molecular diffusivity. Since there is no additional source term
in the transport equation of mixture fraction (Eq. 2.23), the mixture fraction can
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be computed using standard turbulence modeling in RANS and LES without any
further modeling. Mixture fraction is a suitable reference field in the combustion
model ”Multiple Mapping Conditioning (MMC)” which is explained in the Section
4.
In non-premixed turbulent combustion, scalar dissipation is also an important
scalar to describe the flames since it is correlated to the chemical reaction rate.
Conventionally the scalar dissipation is evaluated as
χ = 2D
(
∂f
∂xi
∂f
∂xi
)
. (2.24)
In LES, the scalar dissipation is modeled as
χLES = 2Deff
(
∂f˜
∂xi
∂f˜
∂xi
)
, (2.25)
where Deff is the effective diffusivity and f˜ is the filtered mixture fraction. Deff
consists of molecular diffusivity (D) and turbulent diffusivity (Dt). Turbulent dif-
fusivity is modeled by a turbulence model.
2.4 Chemical Reaction
Combustion is the process that converts chemical energy into thermal energy by
exothermic chemical reactions. Combustion involves many elementary reactions
and species. A system consisting of R chemical reactions and Ns species can be
presented as [103]
Ns∑
α=1
ν ′α,rα

Ns∑
α=1
ν ′′α,rα with r = 1, ..., R, (2.26)
where ν ′α,r and ν
′′
α,r are the stoichiometric coefficients of forward and backward re-
actions, respectively. The reaction rate (Rr) of the chemical reaction r is calculated
as
Rr = k
′
r
Ns∏
α=1
[cα]
ν′α,r − k′′r
Ns∏
α=1
[cα]
ν′′α,r , (2.27)
2.5. MODELLING OF NON-PREMIXED TURBULENT COMBUSTION 12
where k′r and k
′′
r are reaction rate coefficients of forward and backward reactions,
respectively. The species concentration cα of species α is calculated as
cα =
ρYα
Mα
, (2.28)
where Mα is the molecular weight. The rate reaction coefficients are evaluated by
the modified Arrhenius law
k = AT βexp(− Ea
RT
). (2.29)
In Eq. (2.29), A and Ea are the pre-exponential factor and activation energy, re-
spectively. The unit of the reaction rate constant k is mol/m3/s for a bimolecular
reaction but may vary depending on the order of reaction [87]. The chemical source
term of Eq. (2.5) can be expressed as
ωα = Mα
R∑
r=1
(ν ′′α,r − ν ′α,r)Rr. (2.30)
In DNS, the source terms can be directly evaluated by Eq. (2.30) while in RANS and
LES they need to be modeled due to non-linear dependence of ωα on the temperature
and species mass fractions. Using a large chemical mechanism with many species
and reactions can improve the predictions of the flame structure and physics but is
computationally expensive [53]. For that reason it is practical in combustion research
that the mechanism is simplified while the profiles of some important species are
preserved [29].
2.5 Modelling of Non-premixed Turbulent Com-
bustion
2.5.1 Overview of Combustion Models
The main challenge for the modeling of reacting flows is the closure of the chemical
reaction rate ωα which, according to the Arrhenius law, is a function of temperature
and species mass fractions as shown in Eq. (2.30),
ωα = f(Y1, Y2, ..., Yα, ...YN , T ), (2.31)
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where Yα is the local mass fraction of species α. In DNS, ωα can be directly computed
since the local species concentration and temperature are available. However, in
LES, the local values of mass fraction and temperature are not available and the
filtered reaction rate cannot be calculated using Eq. (2.32) because
ω˜α 6= f(Y˜1, Y˜2, ..., Y˜α, ..., Y˜N , T˜ ). (2.32)
Instead, ω˜α is closed by a combustion model. An overview of combustion models
can be found in [65, 53, 89, 86, 66]. In the next section, some popular combustion
models are discussed.
Eddy break-up and Eddy dissipation model
The Eddy break-up model (EBU) is one of the most widely used combustion
models in industry that was introduced by Spalding [78]. In this model it is assumed
that the chemistry is very fast, thus the reaction rate is proportional to the mixing
rate. The filtered reaction rate is then modeled as
ω˜fu = −CEBUρ 
k
Yfu(1− Yfu), (2.33)
where Yfu(1 − Yfu) is the model of Y ′2fu showing that no intermediate combustion
exists. The subscript fu indicates a fuel species.
Under the same assumption, Eddy dissipation model (EDM) extended the EBU
for fuel, oxidizer and products using
ω˜fu = −Aρ 
k
min
(
Y1,
Y2
S
,B
Y3
1 + S
)
, (2.34)
with A and B being model parameters. EBU and EDM are widely used in industry
because they are simple and can be easily implemented but they cannot handle the
finite-rate chemistry since the reaction rate is explicitly controlled by the turbulent
mixing time scale k/. In some cases the model parameters must be adjusted in
wide ranges in order to have meaningful results [6].
Flamelet model
In the flamelet model the flame can be considered as an ensemble of flamelets
located around the thin iso-surface of the stoichiometric mixture fraction. In this
model the transition equations of reacting scalars in spatial space can be transformed
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into mixture fraction space giving the so-called flamelet equations given by [63]
∂Yα
∂t
= χ
∂2Yα
∂f 2
+ ωα, (2.35)
where χ is the scalar dissipation. In LES of non-premixed flames, the steady solution
of the flamelet equations (Eq. 2.35) is calculated and tabulated before running the
simulation. Then, using the presumed PDF, the filtered reacting scalars can be
determined as
Y˜α =
∫ ∞
0
∫ 1
0
Yα(f, χ)P (f, χ)dfdχ. (2.36)
Conditional Moment Closure
Conditional moment closure (CMC) has been developed by Klimenko [43] and
Bilger [5]. In this method the transport equations of the conditional moments are
solved,
∂Qα
∂t
+ 〈ui|η〉∇Qα + ∇(ρη〈u
′
iY
′|η〉P (η))
ρηP (η)
= Nz
∂2Qα
∂η2
+ 〈ωα|η〉, (2.37)
where NZ is the conditional scalar dissipation and 〈ωα|η〉 is the conditional chemical
source term. Compared to the flamelet model, there is no requirement of a very thin
reaction zone in the CMC model. However, the model does not work well with the
flames near quenching or extinction where the correlation between mixture fraction
and reacting scalars is not strong anymore. To overcome this problem a second
conditional moment is introduced but the complexity of the models is significantly
increased.
2.5.2 PDF-Monte Carlo Modeling
2.5.2.1 Background
In the PDF-LES method, transport equations for spatially filtered quantities
such as velocity and species composition are solved and subfilter universality is
assumed. While this assumption is approximately fulfilled for isothermal flows,
LES of reacting flows remains challenging, as the subfilter-scale flame structure
is typically anisotropic and non-universal. Due to their non-linearity, the filtered
reaction rates cannot, in general, be closed directly using the filtered concentrations
and temperature. One of the most promising closure approaches for combustion
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LES arises in filtered density function (FDF) methods [67, 21, 14, 34, 30] in
which a probabilistic treatment is applied to the LES subfilter scales such that
the chemical source term appears naturally in closed form. FDF methods in LES
are an evolution of the probability density function (PDF) approaches developed
earlier mainly in the context of Reynolds averaged solvers [19, 66]. While the
FDF involves a spatial filtering operation, an alternative PDF approach based on
self-conditioning rather than filtering has been developed relatively recently by
Pope [69]. FDF and PDF models in LES have subtle conceptual differences but
they are closely related approaches with similar implementations. Here the FDF
version is discussed. The principle advantage of FDF models is the inherent closure
of the chemical source terms; however the approach introduces an unclosed term
for the subfilter conditional scalar dissipation, representing the effects of molecular
diffusion on subfilter conditional variance. Mixing models are required for this term
and they are the subject of much research effort, including this work.
Due to a large number of degrees of freedom of the FDF transport equation, its
Eulerian solution is expensive and only recently cost-effective Eulerian descriptions
for the transported FDF of reacting flows have been applied [39, 38]. Classically, the
FDF transport equation is replaced by equivalent stochastic differential equations
governing the Lagrangian evolution of notional particles, each containing the
information of a turbulent realisation of the composition field within the ensemble
of particles representing the subfilter distribution. A mixing model is required
for the effects of molecular diffusion on the conditional scalar variance. The
set of classical mixing models comprises Curl’s [15], modified Curl’s [35], IEM
[90, 18] and EMST [82]. A detailed analysis of the performance of these mixing
models has been reported by Mitarai et al. [56], who compared their results
to DNS of homogeneous, isotropic decaying turbulence. More recently, Yang et
al. [110] applied a self-conditioned PDF method to capture local extinction and
re-ignition of non-premixed CO/H2-flames in a temporally evolving planar jet [29],
a configuration which is also studied here. The same setup has been studied by
Krisman et al. [49] who compared results from using a set of PDF mixing models
against the available DNS data. In the next section the modeling of the PDF
method is explained.
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2.5.2.2 Modeling
In LES the turbulent composition scalar field, φ = (φ1, ..., φα, ..., φns , φh), with ns be-
ing the number of chemical species and φh the mixture enthalpy, may be represented
by a filtered mass density function, FL, defined as
FL(ψ;x, t) =
∫ +∞
−∞
ρ(x′, t)ζ[ψ,φ(x′, t)]G(x′ − x)dx′, (2.38)
where ψ is the sample space for φ, ρ is the fluid density and ζ is the fine-grained
PDF given by the ns + 1-dimensional delta function
ζ[ψ,φ(x, t)] = δ[ψ − φ(x, t)] =
ns+1∏
α=1
δ[ψα − φα(x, t)], (2.39)
and G is the kernel function of the LES spatial filter. Integration of the generalised
function FL in scalar space yields the filtered density∫ +∞
−∞
FL(ψ;x, t)dψ = ρ(x, t). (2.40)
The transport equation for FL is derived by Jaberi et al. [34]. For practical, detailed
chemistry ns >> 1 so that the computational cost of solving that highly-dimensional
equation with a finite difference or finite volume scheme is very high. Following
Pope [66], the FDF transport equation is conventionally replaced by the following
equivalent stochastic differential equations:
dxpi = A
p
i dt+ b
p
ijdωj, (2.41)
dφpα = (W
p
α + S
p
α) dt. (2.42)
These are solved on an ensemble of Lagrangian particles carrying physical proper-
ties of the flow and subject to a mixing operation. In the above the superscript
p = 1, 2, ..., N is the particle index, dωj is the increment of a stochastic Wiener pro-
cess, Wα is the instantaneous (unfiltered) reaction rate and Sα denotes the mixing
operator. Wα is closed and thus can be directly evaluated. Sα is unclosed and needs
to be modeled by a mixing model which is discussed in Chapter 4. Subscripts i and
j denote the coordinate direction. The drift and diffusion coefficients read as
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Ai = ui +
1
ρ
∂
∂xi
(ρ(D +Dt)), (2.43)
bij = δij
√
2(D +Dt), (2.44)
where the filtered velocity, ui, density, ρ, and the diffusivities of the mixture (D and
Dt), are interpolated from the Eulerian fields to the respective particle positions.
2.5.2.3 Multiple mapping conditioning (MMC)
MMC was initially developed by Klimenko and Pope [46] which unites the advantage
of PDF and CMC. The basic idea of the MMC approach is that the turbulent fluctu-
ations are divided into major and minor fluctuations of the major and minor species,
respectively. The general notion is that in a practical model it is not necessary to
let all species fluctuate in all ways. For that a reduced composition manifold with
dimensions smaller than the dimensions of the original composition space is created.
The fluctuations of major species are handled by the probabilistic method while
the minor fluctuations are described by the major fluctuation [86]. Moreover, since
MMC is a PDF method, the chemical source term is naturally closed. There are two
formulations in MMC: deterministic and stochastic MMC. Stochastic MMC, which
solves the PDF/FDF equations on notional Lagrangian particles, are suitable for
simulations with high dimensions thanks to its efficiency while deterministic MMC
might be easier to be implemented since it is based on an Eulerian framework. As
this dissertation focuses on the MMC method and its extension to the problem of
nanoparticle flame synthesis, further details and formulations of MMC can be found
in Chapter 4 and later chapters.
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Chapter 3
Formulation and Modeling for
Nanoparticle Synthesis
In this chapter the physics of the nanoparticle flame synthesis process are explained.
Additionally, some common theories of modelling as well as modeling techniques are
described.
3.1 Physics and Modeling of Nanoparticle Flame
Synthesis
Nanoparticle synthesis is a process of particle dynamics in which particles are formed
and grow due to the effects of nucleation, surface growth and coagulation. Figure
3.1 depicts the particle evolution process. At first, condensable products are formed
due to the decomposition of the precursors at high temperature. Monomers are
then formed due to nucleation followed by surface growth and coagulation. Note
that these phenomena can happen simultaneously.
Nucleation
Nucleation is the process in which gas phase molecules are converted into the solid
phase through the formation of nuclei due to temperature decrease, pressure increase
or chemical reaction of the gas phase. The classical theory of nucleation, which was
originally introduced by Becker & Do¨ring [4] and Volmer [99], was used to model
the nucleation. Girshick & Chiu [26] introduced the modified classical nucleation
theory where the critical size radius of the cluster of the nucleating particles, the
minimal radius of nuclei in which the state of the nuclei is stable, is determined as
19
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Figure 3.1: Physical phenomenon of nanoparticle flame synthesis of silica particles.
[59, 41]
rc =
2σvm
kbT ln(S)
, (3.1)
where σ, vm, kB, T, S are the surface tension, molecular volume, Boltzmann con-
stant, temperature and supersaturation, respectively. The molecular volume is ob-
tained by vm = M/ρ with M being the molecular weight of the molecule and ρ the
density of the solid phase. The supersaturation is the ratio of the partial pressure
of the vapour to the saturation vapor pressure
S =
pv
psat
. (3.2)
The nucleation rate is then expressed as
J =
(ρY )2
ρcM
√
2σ
piM
1
S
exp
(
3
√
36piv2mσ
kBT
− piσ(2rc)
2
3kBT
)
. (3.3)
Coagulation
Coagulation is an irreversible process in which many particles stick together to
form bigger particles. During the coagulation process, the total number of particles
decreases while the number of high-diameter particles increases. Typically, coagula-
tion is driven by the Brownian coagulation. The collision frequency of two particles
with different diameters in different regimes is calculated as [20, 27]
βij =

2kBT
3µ
(
1
v
1/3
i
+ 1
v
1/3
j
)(
v
1/3
i + v
1/3
j
)
, dp  lp(
3
4pi
)1/6 (6kBT
ρp
)1/2(
1
v
1/3
i
+ 1
v
1/3
j
)(
v
1/3
i + v
1/3
j
)
, dp  lp
(3.4)
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where vi and vj are the volume of particle i and j, respectively. lp is the mean free
path of the gas.
3.2 Modelling of Nanoparticle Dynamics
The particle size evolution is governed by the aerosol general dynamic equation
(GDE). Similar to the Navier-Stokes equations for the fluid transport, the GDE
describes the particle dynamics under various physical and chemical influences such
as convection, diffusion, nucleation, surface growth, coagulation and external forces.
A GDE for a continuous distribution function of particles is represented by
∂n
∂t
+5 · nu−5 ·D5 n = −∂I
∂v
+ S + C.
(3.5)
In Eq. 3.5 the variable n is the size distribution function which is normally a
function of the particle volume or diameter. The first term on the left-hand side
describes the temporal change of particle concentration. The second term on the
LHS represents the particle transport via convection. The third term on the LHS
stands for the diffusion with D being the diffusion coefficient. On the right-hand
side ∂I
∂v
represents the surface growth of solid particles. S and C are the source terms
due to nucleation and coagulation, respectively. C is evaluated as
C =
1
2
∫ v
0
β(v, v − v)n(v, t)n(v − v, t)dv −
∫ ∞
0
β(v, v)n(v)n(v, t)dv. (3.6)
The first term in the RHS of Eq. 3.6 is the addition of new particles of the size
v due to collision between particles with volume v and particles with volume v
while the second term represents the loss of particles due to coagulation. Solving
the GDE is complicated and analytical solution is only available is some simplified
cases. Common approaches for solving the GDE are discrete, sectional or momentum
methods.
3.2.1 Sectional Method
The sectional method is a popular method to approximate the GDE. The idea of
this method is to divide the particle size distribution function n(v) into a number
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of discrete bins. Each bin n(vi) is a scalar field and represents the concentration of
particles whose volumes are vi [33]. Therefore, the GDE is approximated by solving
a system of scalar transport equations for the bins. The scalar transport equations
for bins is rewritten from equation 3.5 where the size distribution function n is
represented by the particle concentration (Qk). The transport equations for bin k
is written as [102, 22]
∂ρQk
∂t
+
∂ρujQk
∂xj
=
∂
∂xj
(
ρDk
∂Qk
∂xj
)
+ ω˙Qk , (3.7)
where Dk is the diffusivity and given by [101]
Dk = kbT
Cc
3piµdp
, (3.8)
where Cc is the Cunningham correction factor and dp is the mean volume particle
diameter. Assuming no surface growth, the source term ω˙Qk represents nucleation
and coagulation. At the first bin, where the particle volume (or diameter) is minimal,
particles are added to the bin due to nucleation while particles coagulate with other
particles to form bigger particles. Thus the source term ω˙Qk of the first bin can be
written as
ω˙Qk = J + C +G, (3.9)
where J , C and G are the source terms due to nucleation, coagulation and growth,
respectively. In the first bin new particles are added due to nucleation while particles
are lost due to coagulation and evaporation. Thus ω˙Qk is expressed as
ω˙Qk = J − ρ
Ns∑
i=1
βi1QiQ1 −G. (3.10)
For other bins ω˙Qk is given as
ω˙Qk =
1
2
Ns∑
i=1
Ns∑
j=1
χijkρβijQiQj − ρ
Ns∑
i=1
βijQiQk +G. (3.11)
In Eq. 3.11 the size-splitting operator χijk is calculated as [102]
χijk =

vk+1−vi−vj
vk+1−vk , vk ≤ vi + vj < vk+1
vi+vj−vk−1
vk−vk−1 , vk−1 ≤ vi + vj < vk
0, otherwise.
(3.12)
The expressions of the growth (G) for this sectional method can be found in [71].
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Since the particle size distribution function is divided into bins, a large number of
bins are required in order to resolve the GDE [108] and the computational cost will
be more expensive. Practically, the bins can be dynamically chosen [106].
3.2.2 Method of Moments
As explained previously, the sectional model approximates the distribution function
of particles. For the method of moments the shape of the distribution function is
assumed and the transport equations of the moments of the particle distribution
are solved. These moments relate directly to the properties of particles such as
particle concentration, average particle diameter and surface area of the particles.
Compared to the sectional method, the computational time of the method of mo-
ments is relatively fast since it normally does not resolve every information of the
distribution function. Generally, the moment of the order k is expressed as [20, 72]
Mk =
∫ ∞
0
vkn(v, t)dv, (3.13)
where v and n(v, t) are the particle volume and the number of particles of volume v
at the time t, respectively. For this method at least three moments (M0, M1, M2) are
required. The zeroth moment, which is proportional to the particle concentration,
is only affected by nucleation and coagulation, the first moment (M1) is the total
volume and the second volume (M2) is proportional to the total light scattered. In
the free molecular regime, the shape of n(v, t) is assumed to be a lognormal particle
size distribution as [76]
n(v, t) =
N
3
√
2pilnσg
exp
(
−(lnv − lnvg)
2
18ln2σg
)
· 1
v
, (3.14)
where vg and σg are the average particle volume and the standard deviation, respec-
tively. vg and σg are related to the first three moments as
vg =
M21
M
3/2
0 M
1/2
2
, (3.15)
ln2σ =
1
9
ln
(
M0M2
M21
)
. (3.16)
The transport equation of the moment k is written as
∂Mk
∂t
+
∂ujMk
∂xj
=
∂
∂xj
(
Dk
∂Mk
∂xj
)
+ ω˙Mk , (3.17)
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where ω˙Mk is the source term of the transport equation of the moment k and includes
the particle-particle interactions such as nucleation, coagulation and surface growth
(ω˙Mk = ω˙N,Mk + ω˙G,Mk + ω˙C,Mk). The source term of nucleation ω˙N,Mk can be
evaluated by the classical theory of nucleation in 3.3. ω˙N,Mk for the first three
moments are then expressed as
ω˙N,M0 = ω˙S/(Ms/NA),
ω˙N,M1 = v0 · ω˙N,M0 ,
ω˙N,M2 = v
2
0 · ω˙N,M0 ,
(3.18)
with ω˙S and NA being the reaction rate of solid particles and the Avogadro number,
respectively. ω˙S is determined from the chemical mechanism. The source terms of
the surface growth are
ω˙G,M0 = 0,
ω˙G,M1 = (36pi)
1/32
√
RT
2piMWi
ci
ρs
M2/3,
ω˙G,M2 = 2(36pi)
1/32
√
RT
2piMWi
ci
ρs
M5/3.
(3.19)
The derivation of Eq. 3.19 can be found elsewhere [50, 20]. The source terms of
coagulation are written as [76]
ω˙C,Mk = A1Bk
(
Mk/2+2/3Mk/2−1/2 + 2Mk/2+1/3Mk/2−1/6 +Mk/2+1/6Mk/2
)
, (3.20)
where the coefficient A1 is calculated as
A1 = (3/4pi)
1/6(6kBT/ρp)
1/2. (3.21)
The fractional moment j is evaluated by
Mj = M0v
j
gexp
(
9
2
j2ln2σg
)
. (3.22)
As coagulation happens the total number of particles, hence the zeroth moment,
decreases while the second moment increases. The first moment is not influenced by
coagulation and therefore stays constant. The source terms of coagulation for the
first three moments read
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ω˙C,M0 = −A1B0
(
M2/3M−1/2 + 2M1/3M−1/6 +M1/6M0
)
,
ω˙C,M1 = 0,
ω˙C,M2 = A1B2
(
M5/3M1/2 + 2M4/3M5/6 +M7/6M1
)
.
(3.23)
In Eq. 3.23, the coefficient B0 and B2 are calculated as [54]
B0 = 0.633 + 0.092σ
2
g − 0.022σ3g ,
B2 = 0.39 + 0.5σg − 0.214σ2g + 0.029σ3g .
(3.24)
Similarly, transport equations of further moments and their source terms can be
built. The particle distribution function is more resolved by using high number of
moments, but the computational time is then more expensive and the modeling of
the source terms is more complicated.
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Chapter 4
Multiple Mapping Conditioning
The multiple mapping conditioning has been initially introduced by Klimenko &
Pope in [46]. Since then the MMC model has continuously been developed and
validated in many flame configurations. In this chapter, a brief summary and the
fundamental approach of MMC is provided.
4.1 Introduction to MMC
In principle, MMC uses a reference parameter which is related to the physical quan-
tities of turbulent combustion such as mixture fraction, scalar dissipation and en-
thalpy. In the original MMC [46] the reference variables were derived to evolve
as Markov processes. In fact, these reference variables are governed by a set of
stochastic Ito equations,
dξ∗ = Ao(ξ∗;x∗, t)dt+ (2Bo(ξ∗;x∗, t))1/2dω∗, (4.1)
dx∗ = U(ξ∗;x∗, t)dt, (4.2)
dY ∗I = [S
∗ +W ∗I ]dt, (4.3)
where the superscript ∗ represents the values of the stochastic variables. The system
of equations is equivalent to the Kolmogorov (Fokker-Planck) equation
∂ρPξ
∂t
+∇(UρPξ) + ∂A
o
kρPξ
∂ξ
− ∂
2BρPξ
∂ξ2
= 0, (4.4)
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where 2B = b2kl. The coefficients A
o
k and B are the drift and diffusion coefficients in
the reference space, respectively. If a distribution for the reference space is assumed,
the drift and diffusion coefficients of Eq. (4.1) can be determined from Eq. (4.4).
As mentioned previously in Chapter 2, there are two formulations of MMC:
deterministic and stochastic MMC. Since only the stochastic implementation of
MMC is used in this thesis, this formulation of MMC is introduced next. Theories
and works on deterministic MMC can be found in [97, 96, 86].
4.2 Stochastic MMC
In the stochastic MMC, the method of Lagrangian particles is adopted. Here, a
reference variable is needed to ensure the localness of combustion in the composition
space. Therefore, particles which are close to each other in the reference space will be
mixed. Original implementations of MMC have adopted a reference variable whose
evolution is a Markov process [100, 98]. Recently, Cleary et al.[9, 10] developed the
generalised MMC that takes the distance of particles in both physical and reference
space into account for the localness of combustion.
In the original MMC, the stochastic formulation of the MMC model is repre-
sented by the stochastic Ito equations as shown in Eqs. (4.1), (4.2) and (4.3).
Eq. (4.1) represents the evolution of the reference variable ξ. The positions of the
stochastic particles over a finite timestep dt are updated by Eq. (4.2) while Eq.
(4.3) describes the evolution of the composition space, respectively. Here, W ∗I is the
closed chemical source term and S∗ is a mixing operator which needs to be modeled
by a mixing model. In MMC, conventional mixing models such as Interaction by Ex-
change with the Mean (IEM) or modified Curl’s (MC) can be used for the modeling
of S∗ but they should be modified to ensure the localness of mixing in the reference
ξ-space. For IEM-MMC, the particles are mixed with their means conditioned on a
certain value in reference space 〈Y ∗I |ξ∗〉. In particular, every particle within a CFD
cell is arranged into ξ-bins based on its ξ value. Particles within each bin are then
mixed together. S∗ is given by
S∗ =
〈Y ∗I 〉 − Y ∗
τmin
, (4.5)
where τmin is the mixing time of minor species. For a standard IEM model, τmin is
determined as τmin ≈ τD = Cdk/ with Cd ≈ 1 and τD being the dissipation time
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scale. In MMC, τmin should be smaller than τD since it is linked with the minor
fluctuations. τmin is expressed as
τmin = CminτD. (4.6)
There have been some studies in order to determine the appropriate values of Cmin.
Wandel and Klimenko [100] suggested Cmin = 0.125 using the DNS of homogeneous
reacting flows. Vogiatzaki et al.[98] analyzed the IEM-MMC mixing model in the
framework of RANS with different values of Cmin. It is proved that despite of the
simplicity of IEM, the localness in composition space is achieved and the conditional
fluctuations can be controlled if a suitable value of τD is provided. However, a large
number of particles is required in this model so that the mean values 〈Y ∗I 〉 can be
calculated accurately.
Another mixing model which can be used in MMC is the Curl’s model. In the
regular Curl’s model particles within each CFD cell are paired and mixed randomly
which means that the mixing process is not local in composition space. The im-
provement of Curl’s model in MMC (MMC-Curl’s) is that the particle pairs are
not selected randomly. Instead particles which are close in reference space will be
paired and mixed. In particular, all particles within one CFD cell are stored in an
array and then sorted by their reference values. Every two adjacent particles in this
sorted array are paired for mixing. This procedure ensures the localness of mixing
in the composition space. The mixing operator of a particle ”p” is expressed in
MMC-Curl’s as [81, 25]
S∗p = γ
Y
p,q − Y p
τmin
, (4.7)
where γ is calculated as [81]
γ = 1− exp
[
−wp + wq
W
N
2
]
≈ wp + wq
W
N
2
.
In Eq. (4.7) Y
p,q
is the mean of particles p and q, N is the number of particles
within a CFD cell and wp, wq are the weights of particle p and q, respectively.
W =
∑N
i=1wi is the sum of all particles within that CFD cell. τmin is the variable
to control the conditional fluctuations of minor species. Straub et al.[81] used the
simulation configurations of the Sandia Flame series D-F to analyze the effects of
the choice of Cmin on the conditional fluctuations around the conditional mean and
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found that Cmin = 0.35 gives a good agreement with the experimental data. In the
next section, the generalised MMC is explained.
4.3 A Generalized MMC Mixing Model for LES
4.3.1 Motivation
Previously in Section 2.5.2.2, the PDF-LES modeling has been presented. In
this section, the generalized MMC for LES is proposed as an alternative to the
classical mixing models [46]. In a series of papers, Klimenko, Cleary and co-workers
developed generalised MMC associated with LES of turbulent non-premixed jet
flames, where the mixing is localised in both physical and reference mixture fraction
spaces; the latter given by the LES filtered mixture fraction [11, 10, 24, 84]. In
non-premixed flames with low to moderate extinction the localness in mixture frac-
tion space implies an approximate localness in composition space. In non-premixed
flames with significant extinction the turbulent fluctuations of the reactive species
continue to be correlated with the mixture fraction but conditional variances may
be large. Previous works have dealt with this by varying the localness in reference
mixture fraction space [10] and adding additional reference variables [12, 51] while
it may also be handled by modifying the mixing time scale. Alternative reference
variables may be used for premixed flames [85]. In the context of LES, the careful
selection of particle mixing pairs gives MMC a computational advantage over
other models as it may be implemented with a significantly reduced number of
particles; the so-called sparse Lagrangian particle method. Sparse Lagrangian
particle methods with a generalised MMC closure have been developed requiring
only tens of 1000’s of particles over a laboratory scale flame domain [24].
4.3.2 Generalised MMC
Generalised MMC is based on the modeling of the PDF/LES which was presented
in Section 2.5.2.2. Here, the specifics of generalised MMC are discussed. MMC may
be viewed as a modelling framework which can be incorporated into conventional
mixing models through the application of localness in a reference space. Here, as
in all MMC-LES applications to date, in order to close the mixing operator Sα, a
mixing algorithm is used which mechanistically resembles modified Curl’s model;
particles are formed into pairs which mix with a variable extent that is evaluated
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through a time scale. Whereas the original modified Curl’s model selects particle
pairs randomly from within the same grid cell, this generalised MMC version selects
those pairs specifically to enforce localness in a reference space meaning that mixing
particles of the pair do not need to be within the same CFD cell.
Once selected, each particle pair is mixed linearly and discretely over a time step
∆t according to
φpα(t+ ∆t) = φ
p
α(t) + γ(φ
p,q
α (t)− φpα(t)), (4.8)
φqα(t+ ∆t) = φ
q
α(t) + γ(φ
p,q
α (t)− φqα(t)), (4.9)
where φ
p,q
α (t) is the weighted mean of the particle pair and
γ = 1− exp
(
−∆t
τL
)
(4.10)
is the mixing extent and taken to be the minimum of the two values for the positions
of particles ’p’ and ’q’ to reduce numerical diffusion as discussed in [10]. Given the
implementation involving particle pairs, and for consistency with past MMC studies,
the mixing model has been referred as MMC-modified Curl’s. However, alternative
interpretations are possible [70].
In original MMC [46] the reference variables were derived to evolve as Markov
processes with standard Gaussian distributions as shown in Eq. 4.1. Generalised
MMC [44, 11, 9, 84] relaxes this formalism allowing for use of non-Markov pro-
cesses such as Lagrangian trajectories simulated by DNS or LES since the particle
properties interpolated from DNS or LES contain information with respect to their
instantaneous compositional localness. Here, mixing localness is achieved by select-
ing particle pairs that are close in both physical and reference spaces, with the latter
being the Eulerian mixture fraction for non-premixed flames. The reference mixture
fraction, f˜ , is interpolated from the Eulerian cell centres to the particle locations.
The selection of particle pairs, p and q, is performed by a k-d tree algorithm which
attempts to minimise the effective square distance
dˆ2p,q =
3∑
i=1
(√
3
dp,qxi
rm
)2
+
(
dp,q
f˜
fm
)2
. (4.11)
In Eq. (4.11) the model input parameters rm and fm are the desired characteristic
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distances between the mixing particles in physical and reference mixture fraction
spaces, respectively, and dp,qxi =| xpi−xqi | and df p,q =| f˜p−f˜ q | are the actual distances
between the selected particle pair. rm is the characteristic physical distance. Details
of the k-d tree algorithm can be found in [31]. In every timestep each particle is
paired with its nearest neighbour in (weighted) f - and xi-space and mixed once
using the relationships given in Eqs. (4.8)-(4.10).
Cleary and Klimenko [10] introduced the concept of an isoscalar sliver with
fractal-like turbulent stretching to derive an algebraic relation between rm and fm.
An isoscalar sliver is a thin layer along the contours in a turbulent field. The relation
between rm and fm is expressed as
rm = Cm
(
df˜
dn
∆3L
r
2−Df
c
1
fm
)1/Df
(4.12)
where Cm = 0.5 is a scaling constant, the fractal dimension Df is found empirically
to be 2.36, ∆L is the nominal resolution of the Lagrangian particles and defined
as the inverse of the cube root of the particle number density in the domain, rc is
the inner cut-off scale of the fractal surface equal to the grid size and tilde denotes
LES-filtered quantities. The term df˜/dn is the mixture fraction gradient normal to
the iso-scalar sliver and taken to be the maximum mixture fraction gradient at the
start of the simulation (cf. [10]).
With the aid of Eq. (4.12) there is a defined level of mixing localness in
composition space as the particle resolution varies between intensive and sparse.
This compositional localness is achieved implicitly by taking fm as a constant while
rm adjusts with ∆L. Past studies have demonstrated the practical invariance of
the model statistical predictions with fixed values of fm even as the stochastic
particle number drops to as low as one particle per 27 Eulerian LES grid cells
[10]. rm is a model parameter that, along with fm, determines the mixing pair
selection according to Eq.(4.11). It is computationally efficient to link rm to fm
and the numerical number of particles, represented by ∆L, according to Eq. (4.12).
However, as shown in Section 7.4.1.3 and Appendix C it is also possible to keep rm
as a fixed model input parameter while increasing the number of particles in order
to test numerical convergence of the MMC-LES model.
Generally, the gradient of the reference mixture fraction normal to the isoscalar
sliver, df˜/dn, is a spatially and temporally varying quantity suggesting that, for
fixed fm, the characteristic physical scale rm should also vary in space and time.
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However, for simplicity rm in past MMC-LES has been a static and global quantity
calculated using Eq.(4.12) and field values at some characteristic location in the
flow (e.g. the point of maximum df˜/dn). In the present study pertaining to
a geometrically simple double shear layer, a simple temporal evolution of rm is
straightforward. It has been found, however, that model predictions are quite
insensitive towards the exact implementation of Eq. (4.12) and the use of a static,
global value of rm remains a viable approach.
After the particle pairs are selected, they will be mixed using Eqs. 4.8 and 4.9.
Mixing is controlled by the mixing extent γ which is determined in Eq. 4.10. A
mixing time model is required to compute the Lagrangian mixing time (τL) between
mixing particles. A detailed assessment of different models of mixing time scale is
presented in Chapter 7.
4.3.3 Density Coupling between LES and PDF
A density coupling is required to ensure the consistency between LES and PDF.
Forward coupling from the Eulerian to Lagrangian schemes involves interpolation
of the LES quantities at the particle location including the filtered velocity for spa-
tial transport, the filtered reference variables for localisation of the particle mixing
model, and the various turbulence quantities which determine the Lagrangian mix-
ing time scale. On the other hand, backward coupling returns the density feedback
to the LES in form of the conditional equivalent enthalpy method which has been
developed and validated in [58, 74, 73]. Here, the equivalent enthalpy (h˜s) is intro-
duced. In the Eulerian framework the transport equation of the filtered equivalent
enthalpy (h˜Es ) reads [10]
∂(ρh˜Es )
∂t
+
∂(ρukh˜Es )
∂xk
= − ∂
∂xk
(
J˜h + J
sg
h
)
+ ω˜hs . (4.13)
The subgrid flux is closed by a turbulence model. The feedback of the stochastic
particles to the Eulerian field is applied through the source term ω˜hs in the Eulerian
transport equation 4.13. In dense-particle simulations the source term can be evalu-
ated directly from the properties of particles but it is not possible in sparse-particle
simulation where there are less particles than the number of LES cells. Instead, the
source term ω˜hs is expressed as
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ω˜hs = ρ
hˆs − hˆEs
τrel
(4.14)
where τrel is a relaxation time and hˆs is the conditional mean of an ensemble of
particles in the neighbourhood of the Eulerian cell. Similar to the evaluation of ω˜hs ,
hˆs can be computed directly from the instantaneous values of particles of the LES
cell in dense-particle simulation but in sparse-particle simulation the same evaluation
will lead to a large stochastic error. Therefore, in MMC-LES, hˆs is evaluated by
an ensemble of particles within a super-cell and then selected from a pre-computed
table [10] which is schematically shown in Fig. 4.1. Super-cell is the cell of the
super-mesh which is used in the MMC-LES solver as part of the density feedback
and the particle number control algorithm. Details of super-cell and super-mesh are
explained in Chapter 7.
f~
h^s
Zphps,
Figure 4.1: Pre-computed table of conditional equivalent enthalpy. All particles are
within the same super-cell. The conditional mean hˆs in Eq. 4.14 is calculated by
weighted averaging the particles.
Chapter 5
OpenFOAM
This chapter gives a short introduction of the open sources CFD library OpenFOAM
that is used as a base for model development throughout this thesis. The structure
of OpenFOAM as well as the structure of the mmcFoam library are explained.
More information of OpenFOAM can be found in Appendix A.
5.1 Open Source library OpenFOAM
OpenFOAM stands for ”Open Source Field Operation and Manipulation” that has
been initially developed at Imperial College, London and was introduced in [36, 105].
It is an open-source CFD code for solving a problem in the field of computational
fluid dynamics using the finite volume method (FVM). OpenFOAM is a library
written in the C++ programming language where popular libraries for finite vol-
ume methods, for combustion modeling or turbulence modeling are available for
users and developers. Using these libraries applications can be developed. The
applications can be either the solvers which can be used to run the simulation or
the utilities which involves data manipulation. OpenFOAM is becoming increas-
ingly popular for the modelling of turbulent reacting flows, both for industrial and
research applications because of the following reasons:
• OpenFOAM is the open-source code and no license fees apply. Thus it is free
to use and modify solvers and libraries in OpenFOAM.
• The classes and templates structure of OpenFOAM allows the user to be able
to implement new models without compromising the integrity of the existing
models.
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• OpenFOAM is suitable for industrial applications with complex geometries
since the discretization and parallelisation are based on unstructured meshes.
5.1.1 Solvers and Classes in OpenFOAM
As already mentioned, the solvers are built in OpenFOAM based on the needs of
the users. Fig. 5.1 presents the general structure of a solver in OpenFOAM. At the
beginning of the code, necessary classes are called from the libraries followed by the
main part of the applications consisting of command lines. Advanced knowledge of
C++ programming and object-orientation is not necessary for the standard user but
only some basic knowledge of coding syntax and classes are required since certain
common algorithms are standardized. As example may serve the transport equation
of mixture fraction
∂
∂t
(ρf) +
∂
∂xj
(ρUjf) =
∂
∂xj
(
ρD
∂f
∂xj
)
.
This equation is presented in OpenFOAM as
#include "fvCFD.H"
solve
(
fvm::ddt(rho,f)
+ fvm::div(phi,f)
- fvm::laplacian(rho*Dif,f)
);
where fvm is the class that handles the numerics of the ”finite volume method”
and ”ddt”, ”div” and ”laplacian” are the member functions of the ”fvm” class. Any
class should consist of at least two files: the header file with .H (i.e.myClass.H)
extension and the compilation file with .C (i.e.myClass.C) extension. In the header
file the class itself as well as its functions are declared while in the compiling file
the main operation of the class is written. myClass is compiled in OpenFOAM
independently of other libraries and solvers. After compilation a shared object
library with the .so file extension (i.e.myClass.so) is produced. When compiling
other libraries or solvers which use the myClass class, there is no need to compile
myClass.C again. Instead, the libraries and solvers are linked together through the
shared object myClass.so. This is so-called dynamic linking. After the solver is
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developed, the case is required to run the simulation. A regular case of simulation
in OpenFOAM is explained in the next section.
application.C
#include ”somemodels.H”
int main(int argc, char *argv[])
{
...
some codes
...
return 0;
}
Figure 5.1: The general structure of a solver in OpenFOAM
In addition to the solvers and libraries, a simulation case is needed. The structure
of an simulation case in OpenFOAM is presented in Appendix A. In the next section
the MMC library is explained.
5.2 Implementation of MMC in OpenFOAM
The base of the works conducted in this thesis is the library code mmcFoam which
is used to model the MMC mixing model for turbulent combustion. Thanks to the
object oriented programming in C++, mmcFoam is divided into templates that
make the code convenient to develop and maintain. Generally, mmcFoam consists
of two blocks as shown in Fig. 5.2. The Eulerian solver passes velocity and mixture
fraction needed for particle tracking and mixing while MMC in turn returns the
density feedback in form of the conditional source terms for Eulerian mass fraction
and enthalpy transport equation.
The MMC block comprises three modules: clouds, Pope Particles and submod-
els shown in Fig. 5.3. Under the ”clouds” module, different physics are added
using inherited nested template classes reacting, mixing, thermo, advection. Each
class of ”clouds” controls the physics of the corresponding ”particles” class. Once
mmcFoam is called, each class is in turn called in an order. The order is Reacting,
Mixing, Thermo, Ito. Submodel classes are implemented independently and can
be chosen by the user prior to the simulation. Sparse and dense particle mixing
is implemented in the Mixing submodel. This inherited nested classes structure
allows for a transparent and uncomplicated development and maintenance of the
code since new physics or submodels can be added without messing up the current
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structure of the code. This can be observed in the recent development of MMC for
the problem of multiplase combustion in which new classes are added to the original
MMC library [13].
Eulerian 
Solver
MMC 
Library
Density 
feedback
Mass, 
momentum, 
mixture fraction
Figure 5.2: Major blocks of mmcFoam
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Figure 5.3: The library structure of mmcFoam
Chapter 6
DNS of an Evolving Double Shear
Layer
In this chapter the potential of OpenFOAM for DNS of non-premixed combustion is
validated [92]. A DNS solver for turbulent reacting flows is developed using libraries
and functions from OpenFOAM and presented in Chapter 5.2. The solver serves as
a reference for developing sub-grid scale models for large eddy simulations (LES) of
turbulent flames. DNS typically requires spatial and temporal discretisation schemes
of high order, which are not readily available in OpenFOAM. The OpenFOAM solver
is validated by performing direct numerical simulations of a well-defined DNS case
featuring non-premixed syngas combustion in a double shear layer. The effects of
differential diffusion are highlighted. Parallel scaling results using the HazelHen
architecture of HLRS Stuttgart are reported.
6.1 Introduction
As presented in Chapter 2, DNS serves as a base for the development of RANS/LES
models by providing DNS data as an input for modelling [49], or by offering an
accurate reference for model validation [110]. Since reactive DNS is required to
resolve the smallest scales of turbulence and the flame structure, its computational
cost is very high, especially for high-Re number problems. A DNS of reacting
flow with hundreds of million cells and 60 chemical reactions can take up to a
week on thousands of CPUs, producing terabytes of data. Therefore, in turbulent
combustion DNS is mostly used for simulations of simple geometries using struc-
tured meshes and small chemical mechanisms. However, with the advent of large
scale high-performance computing, more practical DNS is coming within reach [7, 8].
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In this Chapter the DNS capabilities of the widely-used open source CFD li-
brary OpenFOAM are investigated. OpenFOAM is becoming increasingly popular
for the modelling of turbulent reacting flows, both for industrial and research appli-
cations. However, as the general design of the software accommodates the industrial
requirement of geometrical flexibility, OpenFOAM is based on unstructured meshes,
which limits the order of spatial discretisation. Moreover, parallel scaling and data
handling of OpenFOAM computations is a topic of high relevance, particularly on
large-scale HPC machines with a great number of users. Both accuracy and effi-
ciency of OpenFOAM by conducting DNS of a well-characterised double shear layer
configuration burning syngas (H2/CO/N2) in a preheated oxidizer are studied. This
set-up has previously been simulated by Hawkes et al. [29], where it was shown that
significant local extinction and reigntion occurs, which should be accurately cap-
tured by other modelling approaches and accurate DNS solvers. The original DNS
has been performed with the well-established S3D software of Sandia National Lab-
oratories, a dedicated DNS solver for turbulent reacting flows that uses high-order
numerical schemes and has been demonstrated to provide accurate DNS data over
more than a decade of combustion research [7]. The reference DNS used a uniform
mesh with 150 million grid points to resolve all turbulent scales and the flame front.
The same resolution is used in our OpenFOAM computations, alongside simulations
using half the number of grid points in every direction (18M) to investigate grid res-
olution effects. The S3D solver is capable of accounting for differential diffusion
and two OpenFOAM solver variants (with and without differential diffusion) are
used to produce DNS results, which are validated by comparison to the earlier S3D
predictions. Finally, strong and weak scaling tests using the OpenFOAM solver are
conducted and results are reported.
6.2 Computational Configuration and DNS
Solvers in OpenFOAM
The governing equations have already been derived in Chapter 2. Here, the gov-
erning equations for the DNS of incompressible turbulent reacting flow including
differential diffusion are presented as
∂ρ
∂t
+
∂ρuj
∂xj
= 0, (6.1)
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∂ρui
∂t
+
∂ρuiuj
∂xj
= − ∂p
∂xi
+
∂τij
∂xj
+ ρgi, (6.2)
∂ρYk
∂t
+
∂ρujYk
∂xj
=
∂
∂xj
(
ρDk
∂Yk
∂xj
)
+ ω˙k, (6.3)
∂ρhs
∂t
+
∂ρujhs
∂xj
=
∂
∂xj
(
λ
∂T
∂xj
−
N∑
k=1
ρDk
∂Yk
∂xj
hk
)
+ ω˙hs . (6.4)
Here, Eq. 6.4 is the transport equations of sensible enthalpy and N is the number
of chemical species. For unity Lewis number calculations, Dk is considered to be
identical for all species and calculated from the viscosity. Differential diffusion is
considered by calculating individual mixture-averaged diffusion coefficients between
the k -th species and the rest of the mixture [111], also considering all terms in Eq.
(6.4).
The investigated set-up is a temporally evolving double shear layer burning syn-
gas within two counterflowing streams of hot oxidizer, as shown in Fig. 6.1.
Figure 6.1: Computational domain, illustrated by the instantaneous mixture fraction
field at t/tj = 20.
This configuration is identical to case L described in [29], with a jet Reynolds
number of 2510. Fuel and oxidizer move in opposite directions across the domain
with a characteristic velocity U = Ufuel − Uoxidizer = 145m/s. To trigger the onset
of turbulence from the initially laminar conditions, velocity perturbations with an
amplitude of 0.05U and an integral length scale of H/3 are superimposed within
the fuel stream, with H (= 0.72mm) being the width of the jet at t = 0. The di-
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Table 6.1: Comparison of the OpenFOAM DNS solver with the reference solver S3D
S3D OpenFOAM
spatial discretization 8th-order 2nd-order
temporal discretization 4th-order 2nd-order
Lewis number non-unity unity/non-unity
mensions of the computational domain are Lx×Ly×Lz= 8.64 × 10.065 × 5.76mm3.
The flame is initialized by setting a laminar mixture fraction profile and retriev-
ing the initial species distributions from a pre-computed flamelet table. A reduced,
non-stiff 11 species, 21 reactions chemical mechanism is used to describe syngas
chemistry. The fuel mixture consists of 50% CO, 10% H2 and 40% N2 by volume,
whereas the oxidizer is 25% O2 and 75% N2, resulting in a stoichiometric mixture
fraction of 0.42. The initial temperature of both streams is 500K and pressure is
atmospheric. The stream- and spanwise boundary conditions are periodic, while in
the cross-stream direction the boundary condition is zero-gradient. The reference
DNS of [29] has been performed with the well-established S3D solver of Sandia Na-
tional Laboratories, which offers 8th order spatial and 4th order temporal accuracy,
respectively. The S3D solver can also handle non-unity Lewis number cases. The
DNS solver developed within the present work is based on the OpenFOAM C++
library, v2.4.x. In OpenFOAM the numerical schemes limit the spatial accuracy
to second order. Standard solver applications within the OpenFOAM library are
based on the assumption of unity Lewis number and can therefore not account for
differential diffusion effects. However, a coupled Cantera-OpenFOAM library has
been developed by Zhang et al. [111], which allows for the calculation of individual
mixture-averaged diffusion coefficients for each species with respect to the gas mix-
ture using Cantera function calls. These routines are available in the present work
and used to evaluate differential diffusion effects versus the standard unity Lewis
number assumption. The main differences between the employed OpenFOAM DNS
solver(s) and S3D are summarized in table 6.1. The computational domain of the
original DNS was discretized on a uniform mesh with 576×672×384 ≈ 150M control
volumes, which resulted in a grid spacing ∆x of 15 microns. It was estimated that at
the time of maximum local extinction (t/tj = 20, where tj = H/U) the Kolmogorov
scale was resolved by a minimum of 1.2 cells. The flame structure was resolved by
at least 10 grid points, considering the half-width of the OH reaction rate profile
of a steady diffusion flame at half the extinction strain rate. It was also reported
that cases run at half the resolution gave first and second moments of the solution
variables in good agreement with the full resolution case [29]. For the OpenFOAM
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simulations the identical 576× 672× 384 ≈ 150M uniform grid resolution is consid-
ered to allow for a direct comparison of S3D and OpenFOAM on the same grid. In
addition, OpenFOAM simulations at half the original resolution in every coordinate
direction are performed, resulting in 288× 336× 192 ≈ 18M cells.
6.3 Results and Discussion
For the solver evaluation the results from a set of four different DNS calculations
are compared. The datasets “ITV-OF-Le1 150M” (see Fig. 6.2) and “ITV-OF-
Le1 18M” are OpenFOAM calculations assuming unity Lewis number and using
the 150M and 18M grid, respectively. The dataset “ITV-OF-DD 18M” also uses
OpenFOAM, but accounts for differential diffusion and is calculated on the 18M
grid. The label “SAN-S3D-DD 150M” refers to the reference DNS from [29] us-
ing S3D, 150M cells and including differential diffusion. In the following the DNS
resolution requirements are eveluated first, followed by a discussion of the major
flame characteristics and the level to which they are captured by the different DNS
calculations.
6.3.1 DNS Resolution Requirements
The resolution requirements for the DNS are evaluated by comparing statistics of
the scalar dissipation rate χ. The scalar dissipation rate is proportional to the
square of the mixture fraction gradient and therefore a sensitive indicator of grid
resolution effects. In addition, χ plays an important role for potential extinction and
re-ignition of turbulent non-premixed flames. Figure 6.2 shows cross-stream profiles
of the mean scalar dissipation rate at normalized jet times 10 ≤ t/tj ≤ 40.
In this temporally evolving double shear layer configuration statistics are cal-
culated by averaging across the homogeneous x-z-plane to obtain mean and RMS
values at each fixed location y/H. It can be seen that all OpenFOAM calculations
are in reasonable agreement with the S3D reference data, with only minor devi-
ations becoming apparent at the late times t/tj = 30 and t/tj = 40, where the
18M calculation assuming unity Lewis number shows the strongest (yet acceptable)
discrepancies. A similar trend can be observed for the scalar dissipation rate RMS
shown in Fig. 6.3. Here, small deviations from the reference dissipation RMS can
already be observed at t/tj = 10 (when turbulence develops) and increase, within
acceptable bounds, until t/tj = 40. Even at this stage, after all four simulations
have evolved independently from each other for 40 jet times, the scalar dissipation
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Figure 6.2: Cross-stream profiles of the normalized mean scalar dissipation rate
at (a) t/tj = 10, (b) t/tj = 20, (c) t/tj = 30, (d) t/tj = 40. The dissipation
rate is normalized by its value at extinction of the corresponding laminar flamelet
(χq = 2194 1/s).
rate RMS profiles are in close agreement with each other, with the most pronounced
deviations again for the 18M unity Lewis number run. Note that only axisymmetri-
cal cross-stream profiles from S3D are available, whereas the full y/H coordinate is
plotted from the OpenFOAM simulations. Figure 6.4 shows PDFs of the scalar dis-
sipation rate conditional on mixture fraction being near stoichiometric at t/tj = 20,
when the resolution requirements are most critical for capturing local extinction.
More detailed information can be obtained from the distribution of the scalar
dissipation rate. It can be seen that the scalar dissipation rate PDFs agree very
well for a wide range of χ, with the high-order S3D simulation capturing extreme
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Figure 6.3: Cross-stream profiles of the normalized scalar dissipation rate RMS
at (a) t/tj = 10, (b) t/tj = 20, (c) t/tj = 30, (d) t/tj = 40. The dissipation
rate is normalized by its value at extinction of the corresponding laminar flamelet
(χq = 2194 1/s).
dissipation rate events of the order of 70,000 1/s, followed by the 150M OpenFOAM
simulation with a peak at 60,000 1/s, and the two 18M OpenFOAM runs recovering
slightly smaller scalar dissipation rate peaks. A closer inspection shows that the
discrepancies for extreme scalar dissipation events only affect considerably less than
1% of the total number of dissipation rate samples. Overall, despite the signifi-
cantly lower order of spatial and temporal discretisation available in OpenFOAM,
scalar dissipation rate profiles are well resolved, and even simulations using half the
reference resolution should provide adequate flame predictions.
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Figure 6.4: PDF of the scalar dissipation rate conditional on mixture fraction being
in the interval fst ± 0.2 (main reaction zone) at t/tj = 20.
6.3.2 Flame Characteristics
Figure 6.5 presents the maximum of the mean temperature as a function of nor-
malized jet time from the four DNS calculations. The maximum mean temperature
is obtained by taking the maximum value along y/H of each x-z-plane-averaged
temperature. This quantity is calculated at each time t/tj of the simulation and its
temporal evolution can be taken as a global measure for capturing extinction and
re-ignition [49]. Figure 6.5 shows that the maximum extinction (lowest maximum
temperature) occurs at t/tj = 20, followed by subsequent re-ignition, which leads to
a maximum mean temperature of the order of the initial value at t/tj = 40. All three
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Figure 6.5: Maximum of the mean temperature versus normalized time.
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OpenFOAM calculations faithfully follow the reference dataset, where both unity
Lewis number calculations predict slightly stronger extinction and lower tempera-
tures during the re-ignition phase, whereas the prediction by the differential diffusion
OpenFOAM solver is closest to the S3D dataset. In Fig. 6.6 cross-stream profiles of
the first two moments of mixture fraction are compared among the simulations. At
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Figure 6.6: Cross-stream profiles of the (a), (c) mean and (b), (d) RMS mixture
fraction at t/tj = 20 and t/tj = 40.
the time of maximum local extinction, t/tj = 20, no significant difference between
the predictions can be observed. At the end of the simulation, at t/tj = 40, the
mean profile of the coarse unity Lewis number simulation shows a slightly decreased
peak value and a mild over-prediction of the mixture fraction RMS near the center
of the domain, while the RMS deviations from the reference data near y/H = 0
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decrease by using more cells or accounting for differential diffusion in OpenFOAM.
Figure 6.7 shows cross-stream profiles of the CO mass fraction statistics at t/tj = 20.
While being an intermediate species of typical hydrocarbon oxidation, CO becomes
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Figure 6.7: Cross-stream profiles of the CO mass fraction at t/tj = 20, (a) mean,
(b) RMS.
an (abundant) fuel species in syngas combustion. Figure 6.7 demonstrates that fuel
consumption is accurately captured by all simulations, with only minor deviations
mainly due to lower resolution and for Le=1. The other fuel species of syngas oxi-
dation is molecular hydrogen, the statistics of which are plotted in Fig. 6.8. It can
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Figure 6.8: Cross-stream profiles of the H2 mass fraction at t/tj = 20, (a) mean, (b)
RMS.
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clearly be observed that the (light) hydrogen species is subject to significant differ-
ential diffusion, which leads to an almost perfect agreement of the two simulations
accounting for this effect, whereas grid resolution seems to be less important, as both
unity Lewis number simulations equally over-predict the mean and RMS of the CO
mass fraction. Figure 6.9 shows the mean and RMS of the HO2 mass fraction, which
is an intermediate species of the oxidation process. Similar to the trend for H2 in
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Figure 6.9: Cross-stream profiles of the HO2 mass fraction at t/tj = 20, (a) mean,
(b) RMS.
Fig. 6.8 accounting for differential diffusion yields an accurate prediction of HO2
even at a lower grid resolution, while assuming unity Lewis number gives significant
deviations from the reference DNS. Finally, Fig. 6.10 presents plots of the condi-
tional mean temperature across mixture fraction at t/tj = 20 and t/tj = 40. At
t/tj = 20 it can be observed that all OpenFOAM simulations give overall reasonable
results, but lead to slight under-predictions of the conditional mean temperature in
mixture fraction space. Again, considering differential diffusion improves the results,
albeit not uniformly across mixture fraction space, but mainly on the lean side of
stoichiometric. This is likely because including differential diffusion allows H2 to dif-
fuse faster from the center of the domain towards the top and bottom boundary, i.e.
into the oxidizer streams. At the late time t/tj = 40 this effect is less pronounced,
as the scalar fields are generally more homogenous and differential diffusion plays
a less dominant role. Hence, all OpenFOAM simulations yield similar predictions,
mildly under-predicting the conditional mean temperature of the reference DNS.
6.3. RESULTS AND DISCUSSION 50
 800
 1200
 1600
 0  0.25  0.5  0.75  1
 
co
n
di
tio
na
l m
ea
n 
te
m
pe
ra
tu
re
  
Mixture fraction
ITV-OF-Le1 150M
ITV-OF-Le1 18M
ITV-OF-DD 18M
SAN-S3D-DD 150M
(a)
 800
 1200
 1600
 2000
 0  0.25  0.5  0.75  1
 
co
n
di
tio
na
l m
ea
n 
te
m
pe
ra
tu
re
 
Mixture fraction
ITV-OF-Le1 150M
ITV-OF-Le1 18M
ITV-OF-DD 18M
SAN-S3D-DD 150M
(b)
Figure 6.10: Conditional mean temperature at (a) t/tj = 20, (b) t/tj = 40.
6.3.3 Parallel Performance
Strong and weak scaling tests are performed in order to assess the parallel perfo-
mance of the unity Lewis number OpenFOAM solver on the HazelHen architecture
of HLRS. For the strong scaling analysis the total number of CFD cells is kept con-
stant at 150M and the number of requested computer cores is increased by constant
factors of two from 128 up to 2048. Figure 6.11(a) plots the strong scaling efficiency
(based on the 128 core run) versus the number of computer cores. It can be observed
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Figure 6.11: Parallel performance of the OpenFOAM DNS solver (for unity Lewis
number): Parallel efficiency for (a) strong and (b) weak scaling.
that the strong scaling efficiency drops significantly when moving from 128 to 256
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and 512 cores, but it remains at a constant level of approximately 50% when the
number of cores is further increased to 1024 or 2048. Weaking scaling was assessed
by keeping a constant number of CFD cells per core (86K) and performing DNS
with 64, 216 and 1728 computer cores, which resulted in total problem sizes of 5M,
18M and 150M CFD cells, respectively. A similar analysis was carried out with
increased numbers of CFD cells per core (172K and 344K), but the results did not
change significantly. Figure 6.11(b) presents the results of the weak scaling study,
based on the 64 core 5M cell run. It can be observed that the weak scaling efficiency
remains high, only decreasing to 93% for 216 and 90% for 1728 cores.
6.4 Conclusion
Direct numerical simulations of turbulent non-premixed syngas combustion in a
double shear layer have been conducted using the OpenFOAM library and compared
to a reference DNS database previously established by using a dedicated DNS solver
for turbulent reacting flows. The effects of grid resolution and differential diffusion on
flame physics were assessed and all three DNS datasets generated with OpenFOAM
gave results in favourable agreement with the reference DNS. Despite the reduced
order of spatial and temporal discretisation in OpenFOAM extinction and re-ignition
events were accurately captured, even when using a reduced grid resolution, given
that differential diffusion effects were considered. These results also demonstrate
that the DNS of the double shear layer generated by OpenFOAM can be used for
the model development and validation which is presented in the next chapter.
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Chapter 7
Assessment of Mixing Time Scales
in the Generalised MMC Mixing
Model
In this Chapter a sparse particle implementation of the MMC-LES model is assessed
and developed using the DNS of non-premixed syngas combustion in the double
shear layer configuration which was validated in Chapter 6. The considered configu-
ration features strong extinction and reignition and therefore poses a stringent test
of the model’s capabilities to capture finite-rate chemistry effects. The investigation
focuses on the modelling of the Lagrangian mixing time scale, τL, which emulates
the dissipation of conditional subfilter scalar fluctuations. An a posteriori strategy
is used to separate LES errors from potential shortcomings in modelling of τL. The
DNS data are filtered on the LES grid to compute all LES-filtered quantities that
are needed for the modelling of τL while the (unfiltered) DNS velocity and mixture
fraction fields are used for particle transport and mixing model localization, respec-
tively. Three different mixing time models have been tested including the standard
mixing time model developed in [10] and two other models which are new develop-
ments. Results of the new mixing time model agree very well with the DNS data.
Several parameter studies have also been conducted.
The chapter is structured as follows: Section 7.1 presents the MMC-LES model
with a sparse Lagrangian implementation. Section 7.2 addresses the modelling
of the Lagrangian mixing time scale and makes suggestions for improved and
consistent model closures. Section 7.3 describes the DNS configuration used for
evaluation of the models. Section 7.4 presents results from the a posteriori analysis,
followed by conclusions in Section 7.5. Appendix C includes some additional
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simulations to test the sensitivity of the new anisotropic mixing time scale model
to variations in the model input parameter rm which controls the mixing distance
in physical space and a numerical convergence test.
7.1 The MMC-LES model
7.1.1 A posteriori Modelling Strategy
Past implementations of MMC-LES involved a hybrid computational model
incorporating a deterministic Eulerian simulation of the LES filtered velocity,
pressure and reference variables, and a stochastic Lagrangian simulation of the
reactive composition. Consistency between the two schemes requires forward
and backward density coupling between the Lagrangian composition field and the
Eulerian fields. Details of the coupling have been explained in Chapter 4.3.3.
The primary objective of this chapter is an in-depth investigation of the mixing
time scale model in a sparse implementation of MMC-LES, and so the modelling
and numerical errors associated with all other parts of the model (e.g. spatial
transport and particle mixing pair selection) should be eliminated by replacing the
Eulerian LES with an Eulerian DNS. To this end a full DNS is performed of the
turbulent reacting flow, solving for continuity, momentum, enthalpy and reference
mixture fraction, along with a set of transport equations for the reacting species
mass fractions. Equal diffusivities and the unity Lewis number assumption are
applied, although differential diffusivity is reinstated for the DNS code validation
which appears in Chapter 6. Where filtered quantities such as mixture fraction
and variances are required as inputs to the mixing time scale model they are
obtained by explicitly filtering the instantaneous DNS fields. The reactive scalars
are simulated by both the Eulerian DNS and the Lagrangian particles. A second
solution of the reactive scalar fields is -of course- redundant, however, it allows for
a direct comparison between the stochastic (modeled) particle solution and the
(”correct”) DNS solution. The solution on the DNS grid also removes the need for
backward coupling of density and any numerical errors associated with it, while still
ensuring that the Eulerian DNS and Lagrangian particle fields remain consistent
and correlated.
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7.1.2 Modelling of the Filtered Density Function
The modeling of the filtered density function of MMC in the context of LES has
already been discussed in Chapter 4. In LES, stochastic particles are governed by
Eq. 2.42 with the drift and diffusion coefficients being modeled in Eq 2.43 and
2.44. In this chapter since the well-resolved DNS velocity field is available, particles
are tracked by the DNS velocity interpolated from the Eulerian DNS fields to the
respective particle positions. Thus, the drift and diffusion coefficients read as
Ai = ui +
1
ρ
∂
∂xi
(ρD) , (7.1)
bij = δij
√
2D . (7.2)
Since particle spatial transport is modelled using the DNS fields a turbulent
subfilter component for the diffusivity is not included in the above as it would lead
to an excessive level of small-scale random particle motions and excessive generation
of subfilter scalar variances. A detailed comment about this issue can be found in
[94].
7.2 Mixing Time Models for the MMC-LES
In Chapter 4.3 the generalised MMC model for LES has already been presented. In
general, MMC can be considered as a modeling framework in which the mixing time
models can be applied under the localness in the reference space. In particular, the
mixing time models are needed for the closure of equation 4.10. In line with the
objective to investigate τL in the context of LES, in this section the filtered quan-
tities which are explicitly (post-filtered) from the DNS are used for the investigation.
The mixing model emulates the subfilter conditional scalar diffusion. It does this
through the combination of the particle pair selection and the time scale with which
the pairs mix. To understand this combination it is useful to contrast conventional
mixing models in intensive Lagrangian simulations of the FDF [73] whereby many
(of order 10 or more) particles exist within each Eulerian LES cell, and sparse La-
grangian simulations whereby there are frequently far fewer particles than Eulerian
LES cells. In the former the particles are constrained by the LES grid and mix-
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ing occurs between particles in the same cell. Under such circumstances the filter
scale of the particle scheme corresponds to the filter scale of the LES and the La-
grangian mixing time scale therefore corresponds to the time scale of the Eulerian
LES subfilter fluctuations
τE = f˜
′2
E /χE (7.3)
where f˜
′2
E and χE are the subfilter variance and scalar dissipation, respectively.
In sparse schemes particles are located within LES cells but mixing may occur
with particles located within other LES cells. This is both a modelling issue, since
localness according to Eq.(4.11) is independent of the grid, and a numerical necessity,
since sparseness means that there is rarely another particle within the same LES
cell with which to mix. Note that MMC is not restricted to sparse simulations;
indeed intensive MMC simulations with τL = τE are certainly possible. The filter
scale of the sparse particle scheme is associated with the distance between mixing
particles and the Lagrangian mixing time scale corresponds to the scalar fluctuations
at that scale rather than at the Eulerian LES filter scale. Employing an analogy
to the characteristic Eulerian time scale τE the time scale of sub-Lagragian-filter
fluctuations may be defined as
τL = f˜
′2
L /χL. (7.4)
The enforcement of localness in a reference space changes the role of the mixing
time scale. Particles mix towards mean values conditionally averaged on the
reference variable. Therefore τL dissipates the conditional fluctuations relative to
that reference variable. These are called minor fluctuations [46]. The dissipation
of the fluctuations of the reference variable itself, called major fluctuations, occurs
within the LES subgrid model or, in this chapter, the DNS transport equations.
This situation may be visualised with the aid of Fig. 7.1 which shows an isoscalar
sliver of the reference mixture fraction field produced by LES or DNS. The sliver
is stretched due to turbulence. It has a physical thickness of lf and width in
the reference mixture fraction space corresponding to the characteristic mixing
parameter fm in Eq.(4.11). The three parts to the figure illustrate various options
for determining τL according to Eq.(7.4) (see below). The common feature of the
options is that the selection of a pair of mixing particles, p and q, is limited to
particles within the sliver. The mixing between the particles dissipates only the
minor fluctuations within that sliver, while the dissipation of the major fluctuations,
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characterised by the stretch and contortion of the isoscalar sliver, is handled by the
Eulerian transport equation for the reference mixture fraction.
Models are required for the subfilter variances and scalar dissipations in Eq.(7.3)
and (7.4). A transport equation may be solved for f˜
′2
E but it is conventional in
combustion LES to use an algebraic closure, while χE is obtained from the scalar
gradient [61]:
f˜
′2
E = Cf∆
2
E∇f˜ · ∇f˜ (7.5)
χ˜E = 2 (D +Dt)∇f˜ · ∇f˜ (7.6)
where Cf = 0.1 is a scaling constant and kept constant throughout the remainder of
this chapter. The variable ∆E is the LES filter width and f˜ is the explicitly filtered
reference mixture fraction. Dt is estimated by a Smagorinsky-type eddy viscosity
model with a modelling constant Cs = 0.1 [77]. Substitution of Eq.(7.5) and (7.6)
into Eq.(7.3) gives
τE =
Cf∆
2
E
2 (D +Dt)
. (7.7)
Expressions for the analogous Lagrangian quantities f˜
′2
L and χL to give a closed
model for τL are less well known. Three possible closures are used here. The first
is derived in [10] and subsequently used in most past MMC-LES. As the results in
Section 7.4.1 reveal, this established model fails to accurately predict the correct
level of conditional variances motivating the derivation of the second and third
closure models for τL. Despite their apparent simplicity, they are introduced for
the first time [94]. They are obtained using scaling relations similar to those in
Model 1 but with consistent anisotropic (Model 2 - a-ISO) and isotropic (Model 3
- ISO) treatments of the subgrid mixture fraction fields leading to more consistent
expressions for f˜
′2
L and χL. The models can be described as follows:
Model 1: the Cleary & Klimenko model [10] (C&K)
The geometrical basis of this model is illustrated in Fig. 7.1(a). The straightline
distance between the pair of particles is dx while the distance between the particles
in the reference mixture fraction space is df . Similarly to Eq.(7.5) for the Eulerian
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Figure 7.1: Two-dimensional illustrations of mixing localisation in generalised MMC.
The stretched region between the two lines is an isoscalar sliver in reference mixture
fraction space. The figures show key quantities of (a) the C&K model, (b) the fully
anisotropic model (a-ISO) and (c) the fully isotropic model (ISO).
subfilter variance, the Lagrangian subfilter variance may be modelled as
f˜ ′2L = Cfd
2
x
(
df
dx
)2
. (7.8)
Now by assuming that both ∆E and dx are within the inertial subrange of turbu-
lence for which χ is universal it follows that χL ≈ χE. Upon substitution of Eq.(7.6)
and (7.8) into Eq.(7.4) it is obtained that
τL,C&K =
βCfd
2
f˜
2 (D +Dt)∇f˜ · ∇f˜
. (7.9)
As explained in [10], the parameter β = 3 is introduced in Eq.(7.9) as an attempt
to overcome an inconsistency in the levels of subfilter isotropy in the modelling
of f˜ ′2L and χL. As particles are selected within the highly anisotropic isoscalar
sliver, f˜ ′2L in Eq.(7.8) is associated with the anisotropic subfilter variance while
χL ≈ χE modelled according to Eq.(7.6) does not imply any preferential direction
and may be assumed to be a model for the dissipation of isotropic fluctuations.
Multiplication by β is a correction for this inconsistency. It must be acknowl-
edged that this reasoning is overly simplistic, since the straightline distance dx is
used to model f˜ ′2L rather than the distance along the sliver between the two particles.
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Model 2: the anisotropic model (a-ISO)
The geometrical basis of this model is illustrated in Fig. 7.1(b). The turbulent fields
within the isoscalar sliver are anisotropic and an evaluation of the inputs to the
mixing time scale should reflect that. The C&K model therefore has two conceptual
flaws: i) it attempts to model the time scale based on an isotropic perspective;
and ii) it imposes isotropy inconsistently as discussed above. To correct this the
modelling of f˜ ′2L and χL is formulated here by strictly considering turbulent scales
within the sliver. Specifically the straightline distance between the particle pair,
dx, is replaced with ls which follows the stretched, directional path of the sliver. It
follows that
f˜ ′2L = Cfd
2
x
(
df˜
ls
)2
. (7.10)
The Lagrangian subfilter dissipation, χL, is also modelled in an anisotropic fash-
ion and universality with χE is therefore not invoked, although the model takes a
similar form:
χL = 2 (D +Dt,L)
(
df˜
ls
)2
. (7.11)
Here, a turbulent sub-grid scale diffusivity has been introduced that acts at the
relevant Lagrangian length scales, Dt,L =
dx
∆E
Dt.
Inserting Eqs.(7.10) and (7.11) into Eq. (7.4) yields
τL,a−ISO =
Cfd
2
x
2(D +Dt,L)
(7.12)
which is elegantly simple due to cancellation of ls, although that scale could,
if desired, be derived from fractal considerations for the isoscalar sliver [10].
Interestingly τL,a−ISO has the same form as τE in Eq. (7.7) with ∆E and Dt being
replaced by dx and Dt,L, respectively.
Model 3: the isotropic model (ISO)
To test whether the new consistently anisotropic perspective of MMC-LES mixing is
superior as claimed, it is necessary to compare it to a consistently derived isotropic
model. Here, the Lagrangian variance is evaluated within a cubical box of width dx
located around the particle position
τL,ISO =
f˜
′2
box
χE
. (7.13)
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as illustrated in Fig. 7.1(c). In the present a posteriori study the implementation
is rather simple given the availability of DNS data with the box values for the
variance obtained by integration over the DNS cells. The dissipation rate can also
directly be computed from the DNS data at the grid nodes surrounding the particle
and is then interpolated to the particle position.
7.3 Computational Configuration
The investigated configuration is similar to Case L with equal diffusion of Hawkes
et al. [29], and this was described in Chapter 6. A second case with different
fuel and oxidiser compositions as described in Table 7.1 is simulated. Case I
corresponds to the original compositions of Hawkes et al. [29], for which the syngas
is diluted with nitrogen to give a relatively high stoichiometric mixture fraction and
a relatively broad flame that is more affordably resolved by DNS. Case II with a
thinner reaction zone and a more typical, lower stoichiometric mixture, is devised
to more rigorously test the MMC-LES model. The scalar fields in both cases are
initialised as laminar flamelets strained at 75% of the extinction strain rate. Figure
7.2 shows initial flamelet profiles of temperature and OH mass fraction in mixture
fraction space. Based on the OH profiles, the reaction zone width of Case II is
approximately half that of Case I.
Table 7.1: Fuel and oxidiser compositions by volume percent for two DNS test cases.
Case stream H2 CO O2 N2 T [K] fst
I fuel 10 50 0 40 500 0.42
oxidiser 0 0 25 75 500
II fuel 45 50 0 5 500 0.15
oxidiser 0 0 15 85 500
The simulations are performed using the OpenFOAM compatible MMC-LES
solver called mmcFoam [84] which was presented in Chapter 5. Second-order spatial
and temporal discretisation is used as standard in OpenFOAM. A mesh sensitivity
study conducted in Chapter 6 shows that the qualitative flame behaviour and the
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Figure 7.2: Example flamelet profiles used for initialisation of the scalar fields, (a)
temperature, (b) OH mass fraction.
first two moments of all relevant quantities in OpenFOAM are in a good agreement
with the original DNS [29]. Therefore, the MMC test cases reported below are
generated using the 18M cell DNS resolution.
In addition to the underlying DNS mesh, the simulations require two further
computational grids: an LES mesh on which the DNS fields are explicitly filtered
to provide inputs to the model for τL and the super-mesh used only as part of
the particle number control algorithm. The Super-mesh also involves the density
feedback process in the regular MMC library but in this chapter no density feedback
is considered since the density obtained in DNS is already well-resolved. A number
of 8×8×8 DNS cells is used for one LES cell. By comparing the LES resolved
turbulent kinetic energy (TKE) with the TKE from the DNS it was ensured that
the LES resolution was sufficient to capture 80% of the TKE, as is conventional
in LES. The nominal particle resolution is set to 1 particle per Eulerian LES
cell (1L/1E) resulting in 36,288 particles across the whole domain, although this
fluctuates stochastically. Additional simulations are conducted varying from very
sparse (1L/8E) through to modestly intensive (2L/1E). To maintain the desired
particle resolution a number control algorithm is used to clone and (sparingly) delete
particles. This control is done within supercells. Here, the super mesh resolution
is 4×2×8 in the x-,y-,z-directions, respectively. For the 1L/1E simulations the
particle control algorithm maintains approximately 567 particles per supercell.
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7.4 Results and Discussion
Results for MMC-LES utilising the C&K Lagrangian mixing time scale (Model 1)
according to Eq.(7.9) are briefly presented first. This is the reference case against
which subsequent simulations are compared. The purpose is to test the quality of
this previously derived and commonly used model against DNS data for the first
time. The results reveal an underprediction of reactive species conditional RMS,
that is not alleviated by adjustment of model input parameters. This motivates the
testing of the fully anisotropic (Model 2) and fully isotropic (Model 3) closures of
τL according to Eq.(7.12) and (7.13), respectively.
7.4.1 Assessment of the C&K Model for τL
All results reported in this subsection are for Case I with the diluted syngas fuel.
Based on the suggestion in [24] fm = 0.03 is initially set but subsequently the
sensitivity to it is analysed. The first set of results for this transient flow case are
obtained for a sparse particle density of 1L/1E. The practical insensitivity of the
results to variations in particle number density is subsequently demonstrated.
Figure 7.3 shows mixture fraction and conditional temperature at two normalised
times. The unconditional mean and RMS plotted against the cross-stream coordi-
nate, y/H, are averaged across the stream- and spanwise directions, while the condi-
tional mean and RMS are averages for the entire domain. For clarity, the DNS data
are shown at only every third DNS cell. MMC-LES yields very good predictions of
the first two moments of mixture fraction at both times, although there is a small
underprediction of the peak RMS in the shear layers. Results for conditional mean
temperature are also very good, demonstrating that the model captures the localised
extinction and subsequent re-ignition as the magnitude of the scalar gradient nor-
mal to the shear layer diminishes at later times. However, the conditional RMS of
temperature and of all other reactive species are systematically underpredicted by
a considerable margin, which is at odds with earlier MMC-LES [24].
7.4.1.1 Sensitivity towards fm
As explained in Section 4.3.2, mixing is localised in an extended space comprising of
reference mixture fraction and physical spaces with characteristic mixing distances
in each of fm and rm, respectively. The two parameters are linked according to
Eq.(4.12) providing a localness model in which, for fixed fm, the distance in physical
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Figure 7.3: Cross-stream profiles of (a) mean mixture fraction, (b) mixture fraction
RMS. Domain averaged (c) conditional mean temperature, (d) conditional RMS of
temperature. Results are shown at two normalised times.
space between mixing particles adjusts commensurate with the particle number
density represented by ∆L. Earlier MMC-LES of ideal [10] and experimental [24]
flames showed that increasing fm delocalises mixing and leads to larger conditional
fluctuations. Here, four different values of fm are tested as shown by the first four
entries in Table 7.2. A fixed particle number density 1L/1E is used corresponding
to a nominal particle spacing of ∆L = 0.24 mm. For clarity of presentation, results
from fm = 0.01 are omitted from figures in this subsection but are analysed in
detail in the next subsection.
It can be observed in Fig. 7.4(a) and 7.4(b) that fm has an almost imperceptible
influence on the particle mixture fraction statistics at t/tj = 20 and a similar trend
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is observed at other times (not shown). Such an outcome is consistent with the
discussion in Section 7.2 pertaining to the role of the mixing operation in MMC-LES
and the distinction between major and minor fluctuations. The effect of a variation
of fm on the conditional temperature statistics are shown in Fig. 7.4(c) and 7.4(d).
In this flame case and over the range of fm that is tested the sensitivity of the
conditional mean temperature is negligible. Somewhat greater sensitivity is evident
in the conditional RMS predictions. Increasing fm leads to larger conditional
fluctuations but still well below the DNS. In past MMC-LES of experimental flames
cases [24, 84] small variations of fm proved to be an effective means of obtaining
the correct level of conditional fluctuations. Therefore, further analysis is warranted.
As explained in Chapter 4.3.2, the mixing model parameter fm is an input to the
model whereas the actual distance between mixing particles in reference mixture
fraction space is a stochastic quantity determined by the k-d tree pair selection
algorithm. It needs to be verified whether variations of fm impose the correct
distance between mixing particles. The results are visualised in Fig. 7.5 showing
the cross-stream profiles of the mean particle mixing distances in reference mixture
fraction space, df , and physical space, dx. For |y/H| < 2, mean df corresponds
quite closely to the selected fm, thus eliminating errors in particle mixing pair
selection as a reason for the underprediction of the temperature conditional RMS.
Likewise dx may be compared to rm in Table 7.2. Here the correspondence in the
region |y/H| < 2 is not as close as between df and fm, with dx typically 0.1 mm
greater than rm but the trend is correct. Note that |y/H| > 2 is in the oxidiser
stream (f = 0) and df → 0 irrespective of the value of fm, and dx is of the order of
the mean particle spacing ∆L irrespective of the value of rm. As an aside, note that
larger effects of a further increase in fm might be expected for values of the order
of the flame thickness (in mixture fraction space) that allow for mixing across the
entire flame zone, and the small effect of fm investigated here may be associated
with the rather large value for stoichiometric mixture fraction and the rather wide
flame zone imposed by the fuel jet dilution with nitrogen. However, fm = 0.07
leads to rm of the order of ∆L thus providing an upper limit of fm for simulations
with a particle number density of 1L/1E. Further increases of fm would result in
rm < ∆L which is clearly impossible.
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Table 7.2: Test cases for sensitivity to fm (1 - 4) and rm (4 - 7).
test number total no. ∆L fm rm
density particles [mm] [mm]
1 1L/1E 36,288 0.24 0.07 0.27
2 1L/1E 36,288 0.24 0.05 0.31
3 1L/1E 36,288 0.24 0.03 0.38
4 1L/1E 36,288 0.24 0.01 0.60
5 1L/4E 9,072 0.38 0.01 1.08
6 1L/8E 4,536 0.47 0.01 1.46
7 2L/1E 72,576 0.19 0.01 0.45
7.4.1.2 Sensitivity towards rm
Cleary & Klimenko [10] provide a detailed demonstration of the low sensitivity of
MMC-LES to particle number density (within the inertial subrange) for an ideal
turbulent jet flame. The issue warrants some further discussion since a variation
of the particle number density usually implies a variation of the model parameter
rm. The parameters ∆L and rm are coupled via Eq. (4.12), and past studies have
not always carefully distinguished between (a) sensitivity towards mixing distance
in physical space (controlled by rm) and (b) sensitivity towards particle number
for constant modelling parameters. The former implies a variation of a modelling
parameter, the latter corresponds to a variation of a numerical parameter. This is
equivalent to a test of numerical convergence and is addressed in Sec. 7.4.1.3.
Here, the dependence on the mixing distance rm as shown by the final four
entries in Table 7.2 are tested. Note that fm = 0.01 has been chosen to ensure
that the nominally prescribed physical space distance rm remains well above ∆L
for all four simulations. Also note that rm should not be decreased (and the
particle number increased) at will. Much larger particle numbers with many
particles per LES cell will render the conditioning on the LES filtered mixture
fraction meaningless. One may introduce an additional stochastic variable for the
approximation of the sub-grid mixture fraction distribution within the LES cell and
conduct subsequent conditioning on this scalar. This is not attempted here, the
sparse character of the method is conserved and reported on the model’s sensitivity
when rm is varied within “reasonable” bounds.
7.4. RESULTS AND DISCUSSION 66
 0
 0.2
 0.4
 0.6
 0.8
 1
-6 -4 -2  0  2  4  6
 
M
ix
tu
re
 fr
ac
tio
n 
m
ea
n
y/H
DNS
C&K; fm=0.03
C&K; fm=0.05
C&K; fm=0.07
(a)
 0
 0.1
 0.2
 0.3
 0.4
 0.5
-6 -4 -2  0  2  4  6
 
M
ix
tu
re
 fr
ac
tio
n 
RM
S 
y/H
DNS
C&K; fm=0.03
C&K; fm=0.05
C&K; fm=0.07
(b)
 600
 800
 1000
 1200
 1400
 1600
 0  0.2  0.4  0.6  0.8  1
Co
nd
itio
na
l m
ea
n 
te
m
pe
ra
tu
re
Mixture fraction
DNS
C&K; fm=0.03C&K; fm=0.05C&K; fm=0.07
(c)
 0
 100
 200
 300
 0  0.2  0.4  0.6  0.8  1
Co
nd
itio
na
l t
em
pe
ra
tu
re
 R
M
S
Mixture fraction
DNS
C&K; fm=0.03C&K; fm=0.05C&K; fm=0.07
(d)
Figure 7.4: Sensitivity to fm. Cross-stream profiles of (a) mean mixture fraction,
(b) mixture fraction RMS. Domain averaged (c) conditional mean temperature, (d)
conditional RMS of temperature. Results are at t/tj = 20.
Figures 7.6(a) and 7.6(b) show cross-stream profiles of the mixture fraction mean
and RMS for the range of tested rm at t/tj = 20. There is virtually no systematic
sensitivity to rm used in the simulations. Results for 1L/8E exhibit a small amount
of noise that is associated with stochastic error due to the very small number of
particles present for averaging across the streamwise and spanwise planes. Figures
7.6(c) and 7.6(d) show the conditional mean and RMS of temperature for the range
of tested rm at t/tj = 20. The MMC-LES predicted conditional means are all
close to the DNS result, with only a very slight sensitivity to rm with a small
underprediction of the peak conditional temperature for the case with the largest
nominal particle distance. A clear quantitative analysis of the conditional RMS
predictions is hindered by the relatively large fluctuations of the sparsest case with
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Figure 7.5: Cross-stream profiles of (a) mean df , (b) mean dx. Results are at
t/tj = 20.
1L/8E. The results indicate, however, that (a) the conditional RMS varies slightly
with rm and (b) this dependence is relatively small when compared to the other
sensitivities investigated here. The relatively low sensitivity to the values of rm used
in the simulations persists at later times when the flame reignites and also holds for
other reactive species.
7.4.1.3 Numerical Convergence for Constant Modelling Parameters
The numerical convergence is now tested by increasing the particle number density
while keeping all modelling parameters constant, specifically fm and rm, and thus
preserving the sparse character of the mixing model. The relevant parameters of the
test cases are listed in Table 7.3. The total number of particles is varied by more
than three orders of magnitude, the targeted mixing distance in mixture fraction
space is set to fm = 0.01 and the targeted mixing distance in physical space is
rm = 1.46 mm (this corresponds to test 6 in Table 7.2). The numerical convergence
method suggested by Sundaram et al. [84] is used here to ensure that the distance
between mixing particles in the extended space comprising of f and x remains
constant and sparse while the number of particles is increased. At every time step,
prior to applying the k-d tree the full particle ensemble is divided at random into
groups with the number of groups given by the factor increase in particle number
above the base case. Then, particles are sorted by the k-d tree algorithm (and then
mixed) for each group independently. At the point of applying the k-d tree each of
the groups has approximately the same distribution in f and x spaces as the base
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Figure 7.6: Sensitivity to particle number density. Cross-stream profiles of (a) mean
mixture fraction, (b) mixture fraction RMS. Domain averaged (c) conditional mean
temperature, (d) conditional RMS of temperature. Results are at t/tj = 20.
case.
Figure 7.7 shows cross-stream profiles of averaged df and dx for the four test
cases. It is apparent that the particle selection algorithm correctly preserves the
sparse nature of the simulations despite the rather high particle number density
for the case with 128L/1E. The average particle distances of the particle pairs in
mixture fraction and physical space are independent of the particle number density
and approximate the targeted modelling parameters fm and rm as indicated in the
Table 7.3. Figure 7.8 shows the numerical convergence of the conditional mean and
RMS of temperature as the particle number is increased to large values. The mag-
nitude of both quantities appears to be quite insensitive to the number of particles.
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Table 7.3: Test cases for study on numerical convergence.
test number total no. ∆L fm rm
density particles [mm] [mm]
6 1L/8E 4,536 0.47 0.01 1.46
8 1L/1E 36,288 0.24 0.01 1.46
9 32L/1E 1,161,216 0.0755 0.01 1.46
10 128L/1E 4,644,864 0.0476 0.01 1.46
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Figure 7.7: Cross-stream profiles of (a) mean df , (b) mean dx. Results are at
t/tj = 20.
The large stochastic error seen in the conditional RMS for the 1L/8E case dimin-
ishes as the particle number is increased, but otherwise the plots show that there is
minimal bias in the predictions even in the lowest resolution case. The numerical
convergence of the other reactive scalars such as OH mass fraction in Fig. 7.9 is
very similar.
7.4.1.4 Assessment of New Time Scale Models
MMC-LES using the C&K model for τL has been shown above to provide good pre-
dictions for the unconditional statistics of mixture fraction and for the conditional
mean of temperature (and other reactive species). However, the conditional variance
of temperature and other reactive species is systematically underpredicted. It is
shown that increasing fm does not lead to sufficient improvement of the predicted
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Figure 7.8: Cross-stream profiles of (a) conditional mean temperature, (b) condi-
tional RMS of temperature. Results are at t/tj = 20.
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Figure 7.9: Cross-stream profiles of (a) conditional mean temperature, (b) condi-
tional RMS of temperature. Results are at t/tj = 20.
conditional variances, which is at odds with earlier MMC-LES simulations of
experimental jet flames [24]. It is hypothesised in Section 7.2 that the attempted,
but ultimately inconsistent, isotropic perspective to derive the C&K model for τL
is flawed. A new fully anisotropic model (a-ISO) for τL is given by Eq. (7.12) and
in order to test the hypothesis a fully isotropic model (ISO) is given by Eq. (7.13).
The three models are compared in this section. Initially all results are for Case I
using fm = 0.03. Sensitivity to fm and predictions of Case II are subsequently
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investigated. All simulations have a particle number density of 1L/1E. Appendix
C contains additional tests for the new anisotropic model of the sensitivity to the
model parameter rm and numerical convergence.
The underprediction of conditional variance by the C&K model is indicative of
too much particle mixing that is the result of a too small τL. Fig. 7.10 shows the
conditional mean mixing time scale for all three models at two normalised times.
The original model τL,C&K is fairly uniform across mixture fraction space which
may be expected from a model which attempts, albeit imperfectly, to be isotropic
in nature. The consistently isotropic model, τL,ISO produces a similar trend but has
a magnitude approximately one order greater, which is likely the result of a better
approximation of the isotropic Lagrangian subfilter variance, f˜ ′2L . The anisotropic
model for the Lagrangian mixing time scale has a very different character. At
t/tj = 20 when local extinction is near its peak, τL,a−ISO is similar to τL,C&K at
stoichiometric mixtures (fst = 0.42) but tends to being two orders of magnitude
greater for lean and rich mixtures. At t/tj = 40 a similar pattern is observed but
the stoichiometric value of τL,a−ISO gets no closer than being one order of magnitude
greater than τL,C&K . Scalar gradients and turbulent stretching of the isoscalar
sliver from which particle mixing pairs are selected are greatest in the shear layers
at intermediate mixture fractions close to stoichiometry. The anisotropic model
for the Lagrangian mixing time scale reflects this. This comparison of conditional
time scales will be refered back below when presenting the reactive scalar predictions.
Figure 7.11, depicting transient profiles of the maximum of the averaged
temperatures (with averages taken along the spanwise and streamwise directions),
provides an overall picture of the models’ comparative performances. The turbu-
lence acting on the flame leads to significant local extinction, yielding a reduction
of the maximum temperature with the minimum at around t/tj = 15. As turbulent
mixing ensues and scalar gradients diminish the flame reignites with a fully burning
solution reestablished by t/tj = 40. All three closures for τL capture the trend very
well, with C&K giving slightly lower maximum temperatures for t/tj < 10 due to
too much mixing and a slightly faster temperature increase starting at t/tj = 30.
The a-ISO and ISO models noticeably improve the predictions at early times. As
for the C&K model, the continued early underpredictions can be associated with the
quasi-laminar behaviour of the shear layer at t/tj < 10. The turbulent diffusivity
is overpredicted leading to too much mixing with neighbouring (colder) particles.
7.4. RESULTS AND DISCUSSION 72
 1e-06
 1e-05
 0.0001
 0.001
 0.01
 0  0.2  0.4  0.6  0.8  1
M
ix
in
g 
tim
e 
co
nd
itio
na
l m
ea
n
Mixture fraction
C&K
a-ISO
ISO
(a)
 1e-06
 1e-05
 0.0001
 0.001
 0.01
 0  0.2  0.4  0.6  0.8  1
M
ix
in
g 
tim
e 
co
nd
itio
na
l m
ea
n
Mixture fraction
C&K
a-ISO
ISO
(b)
Figure 7.10: Conditional mean Lagrangian mixing time scales for the three models
at (a) t/tj = 20, (b) t/tj = 40 as function of reference mixture fraction. Vertical
axis has a log scale.
This effect can be reduced by reducing fm and reducing the mixing of the particles
normal to the shear layer. Independently of fm, a-ISO and ISO accurately predict
the rate of return to burning at later times. They also give subtly better minima at
the point of peak extinction. Despite the mentioned improvements the sensitivity of
predictions of the maximum temperature to the form of τL appears to be quite small.
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Figure 7.11: Maximum temperature averaged across the spanwise and streamwise
planes versus normalised time.
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Figure 7.12 shows cross-stream profiles of the streamwise and spanwise averaged
mean and RMS of mixture fraction and representative reactive species at t/tj = 20
and t/tj = 40. It can be seen that all τL closures predict the mixture fraction
mean and variance well. The cross-stream profiles of (unconditional) means of
temperature, CO and OH are also well predicted at both times and again the
results are relatively independent of the mixing time model. A much larger effect
of the different closure assumptions can be observed, however, when comparing
predictions of the reactive species RMS. The a-ISO and ISO models capture
the correct level of fluctuations quite well while the original C&K model gives
noticeably lower predictions of the RMS, albeit with the correct trend.
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Figure 7.12: Cross-stream profiles of mean and RMS of mixture fraction, tempera-
ture, OH and CO at t/tj=20 (left two columns) and t/tj = 40 (right two columns).
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The conditional statistics are now examined to provide a more detailed
comparison of the three models for τL. Fig. 7.13 shows the conditional PDF of
temperature at t/tj = 20. Commensurate with the relatively low values of τL for
the C&K model (cf. Fig. 7.10), it yields too much mixing resulting in a rather
narrow conditional PDF with insignificant probability of fully burning or highly
extinct mixtures. In contrast, the a-ISO and ISO models predict the conditional
PDF rather well. Both reproduce the bimodal distribution in mixture fraction
space with very high probabilities at very lean and very rich mixtures. Modelling
using a-ISO better captures the distribution at intermediate mixture fractions and
around stoichiometry and may be judged as the better performer.
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Figure 7.13: Conditional PDF of temperature for (a) DNS, (b) C&K model, (c)
a-ISO model and (d) ISO model. Results are at t/tj = 20.
A more quantitative comparison between MMC using the three mixing time
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scale models and DNS is given in Fig. 7.14 showing conditional means and RMS of
temperature and OH mass fraction. Independent of the model for τL, the conditional
means at both t/tj = 20 and t/tj = 40 agree well with the corresponding DNS values,
with a small over-prediction of a-ISO at t/tj = 20 and a slight underprediction by all
models at t/tj = 40. Note that many more Eulerian cells for conditional averaging
are available in the DNS (18M) compared to the ensemble of stochastic particles in
MMC (≈36K for 1L/1E) and as a result the MMC upper mixture fraction bound
at t/tj = 40 is less than for the DNS. While the predictions of the conditional
mean remain quite insensitive to the τL model variant, a-ISO and ISO strongly
improve the conditional temperature and OH RMS across the entire mixture fraction
range. Again a-ISO is easily the better performer. The original C&K closure fails to
reproduce the large temperature and OH fluctuations during the extinction process.
It is helpful to consider the sensitivity of the conditional statistics to the τL model
in light of the previously discussed conditional mean mixing time scales in Fig. 7.10.
Both a-ISO and ISO have longer mixing time scales than C&K and the resulting
reduced mixing preserves somewhat higher conditional temperatures and OH during
extinction (at t/tj = 20) and slightly lower conditional temperatures and OH during
re-ignition (at t/tj = 40). It is observed that τL,a−ISO takes the largest value of the
three models at low and high mixture fractions, whereas τL,ISO is greatest in the
region of stoichiometric mixtures. The larger conditional RMS at stoichiometry by
a-ISO, despite it having a shorter mixing time than ISO in that vicinity, would
appear to be the result of allowing a greater range of fluctuations at lean and rich
mixtures which then feed into the stoichiometric regions through turbulent mixing
in mixture fraction space in the shear layers.
7.4.2 Sensitivity towards Fuel Composition and Reaction
Zone Thickness
The syngas jet initially proposed in [29], which is called Case I in this chapter, is
diluted with nitrogen which reduces its reactivity and broadens the reaction zone.
It was suggested in [10] that the selection of model parameters in MMC-LES,
especially fm, may be sensitive to the chemistry and that flames with thin
reaction zones provide more stringent test of the model. Therefore, MMC-LES
is investigated with the three Lagrangian mixing time scale closures for the more
realistic fuel in Case II with a thinner reaction zone as documented in Tab. 7.1. In
this subsection fm = 0.03 is held constant and sensitivity to it is tested in the next
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Figure 7.14: Conditional mean and RMS of temperature (top row) and OH (bottom
row) at t/tj=20 (left two columns) and t/tj = 40 (right two columns).
subsection.
Figure 7.15 shows profiles of the conditional mean and RMS of temperature
and OH at t/tj = 20 and t/tj = 40. The shift of peak values towards considerably
lower mixture fractions than for Case I is evident. The improvements for both
a-ISO and ISO relative to C&K are of similar magnitude to those reported for
Case I in Section 7.4.1. Some differences to Case I in the quality of predictions
can be observed when the flame returns to a fully burning state at t/tj = 40. For
Case II the conditional mean temperature and OH are both far more sensitive to
the modelling of τL. Although ISO improves predictions relative to C&K it is not
as good as a-ISO which has the superior performance producing overall very good
agreement with the DNS at both times.
7.4.3 Sensitivity towards fm
The sensitivity tests for fm given by the first four entries in Table 7.2 are repeated
here for all three τL models and for both fuel cases.
Figure 7.16 shows results for the streamwise and spanwise averaged mixture
fraction RMS at t/tj = 20 for Case I. There is very little sensitivity to fm and all
CHAPTER 7. ASSESSMENT OF MIXING TIME SCALES IN THE
GENERALISED MMC MIXING MODEL 77
0
70
140
210
280
350
0 0.2 0.4 0.6 0.8 1
DNS
C&K
a-ISO
ISO
t/tj=20
conditional Mean
t/tj=40
conditional RMS conditional Mean conditional RMS
0
0.6
1.2
1.8
2.4
3
0 0.2 0.4 0.6 0.8 1
Mixture fraction
×10-3 DNS
C&K
a-ISO
ISO
0
70
140
210
280
350
0 0.2 0.4 0.6 0.8 1
DNS
C&K
a-ISO
ISO
600
800
1000
1200
1400
1600
1800
0 0.2 0.4 0.6 0.8 1
DNS
C&K
a-ISO
ISO
600
800
1000
1200
1400
1600
1800
0 0.2 0.4 0.6 0.8 1
Te
m
pe
ra
tu
re
 [K
]
DNS
C&K
a-ISO
ISO
0
0.6
1.2
1.8
2.4
3
0 0.2 0.4 0.6 0.8 1
O
H
 m
as
s 
fra
ct
io
n
Mixture fraction
×10-3 DNS
C&K
a-ISO
ISO
0
0.3
0.6
0.9
1.2
0 0.2 0.4 0.6 0.8 1
Mixture fraction
×10-3 DNS
C&K
a-ISO
ISO
0
0.3
0.6
0.9
1.2
0 0.2 0.4 0.6 0.8 1
Mixture fraction
×10-3 DNS
C&K
a-ISO
ISO
Figure 7.15: Conditional mean and RMS of temperature (top row) and OH (bottom
row) for Case II at t/tj=20 (left two columns) and t/tj = 40 (right two columns).
three models are in adequate agreement with the DNS. As previously noted C&K
slightly underpredicts the peak RMS in the shear layers. Results for a-ISO are
slightly above the DNS data near the centre plane, whereas ISO results are even
closer to the DNS, albeit with a slightly greater but still small sensitivity to fm.
These observations can also be made for later times after reignition and for Case II.
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Figure 7.16: Sensitivity to fm. Cross-stream profiles of mixture fraction RMS for
(a) the C&K model, (b) the a-ISO model and (c) the ISO model. Results are for
Case I at t/tj = 20.
Sensitivity of conditional RMS of temperature in Case I to variations in fm for
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the three variants of τL are shown in Fig. 7.17. The somewhat unexpected and
rather low sensitivity of the C&K model was discussed in Section 7.4.1.1. A larger
sensitivity is observed for Case II as discussed below. With respect to the other two
models, it can be seen that ISO has a similar level of sensitivity to variations in fm
as C&K whereas a-ISO shows almost no sensitivity. In general the sensitivities are
bigger at t/tj = 20 when the RMS has larger values than at t/tj = 40. Interestingly,
the C&K and ISO results show an opposite trend to each other; the former has
increasing RMS with increasing fm, which is consistent with previous work [10, 24],
while the latter has decreasing RMS with increasing fm. This outcome and the
relative insensitivity of a-ISO are an artifact of the way in which the time scales
are modelled as the ratio of different interpretations of subfilter variance and scalar
dissipation. For the C&K model, larger fm gives larger df and thus a larger f˜
′2
L by
Eq. (7.8) while χL = χE remains unchanged. Therefore τL,C&K increases with fm
leading to less mixing and greater conditional variances. For the ISO model, larger
fm leads to smaller dx and a smaller sampling box and therefore a smaller filtered
variance while once again the scalar dissipation remains unchanged (assuming dx is
always within the inertial subrange). So τL,ISO decreases with increasing fm giving
more mixing and smaller conditional variances. The a-ISO model appears to find
the middle ground between C&K and ISO. Since it takes a strictly anisotropic view
χL is not universal but sensitive to the dimensions of the isoscalar sliver in which
the particles are assumed to mix. An increase in fm leads to an increase in both
f˜
′2
L and χL such that τL increases commensurate with the increase in fm so that
the dissipation of conditional variances remains approximately unchanged.
One could argue that the maximum value of fm = 0.07 is still quite small, and
that model sensitivity should be tested for even larger values thus allowing larger
mixing distances in reference mixture fraction space and, particularly, more mixing
across the reaction zone leading to stronger impacts on the conditional variances.
As discussed in Section 7.4.1.1, it is unfortunately impractical to increase fm above
0.07 for Case I since the particle resolution, ∆L, limits the upper range of fm to
that value. In terms of achieving some mixing across the reaction zone, a larger
value of fm in a broad flame like Case I is equivalent to the presently possible values
of fm applied to a thinner flame zone produced in Case II for which fm = 0.07
corresponds to roughly half the reaction zone thickness defined by the half-width
of the OH-profile in mixture fraction space (see Fig. 7.2). Figure 7.18 shows
conditional RMS of temperature for the three versions of τL with fm ∈ [0.03, 0.07].
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Figure 7.17: Sensitivity to fm. Domain averaged conditional RMS of temperature
for the three Lagrangian time scale models. Results are for Case I at t/tj = 20 (top
row) and t/tj = 40 (bottom row).
Corroborating the earlier results for Case I, larger fm increases the predicted
conditional variance for C&K while resulting in reduced conditional variances
for ISO. Once again the conditional variance remains approximately constant for
a-ISO. Although not shown, the modelled conditionally averaged fluctuations of
OH and other reactive species follow the same trends. It may be observed that the
sensitivity of C&K predictions for Case II towards variations in fm is a little bigger
than was the case for Case I. In Fig. 7.18(b) there is approximately a 90% increase
in conditional RMS when increasing fm from 0.03 to 0.07 whereas in Fig. 7.17(a)
that increase is closer to 50%. This relative improvement is associated with the
smaller reaction zone thickness and increased mixing across the reaction zone for
larger fm. However, despite this the conditional RMS remains underpredicted by
more than 60% compared to the DNS data and C&K fails to capture the flame
statistics accurately.
From these results it may be cautiously concluded that MMC-LES with the
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Figure 7.18: Sensitivity to fm. Domain averaged conditional RMS of temperature
for the three Lagrangian time scale models. Results are for Case II at t/tj = 20.
new anisotropic model for the Lagrangian mixing time scale is more robust than
the previously established C&K model. Furthermore, the superior predictions
from the a-ISO model relative to the ISO model support the hypothesis that the
anistropic perspective is the correct one. The results for the a-ISO model indicate
that the exact choice of fm is not overly important but, obviously, it needs to be
small enough to ensure that mixing is local. To confirm this, future studies should
test the new anisotropic model in real flame cases especially those experimental
flames for which much stronger sensitivity to fm for the C&K model was previously
observed [24].
7.5 Conclusion
Direct numerical simulations of non-premixed syngas combustion in a double
shear layer with finite-rate chemistry effects have been performed to assess the
sparse Lagrangian particle implemention of MMC-LES. The DNS provides accurate
reference data, which is subsequently used to perform an a posteriori evaluation
of MMC-LES with three different variants of the Lagrangian mixing time scale.
It is found that the original time scale formulation (C&K) adequately predicts
the level of local extinction and the subsequent rate of reignition, as well as the
mean species concentrations. However, the conditional reactive scalar variances
are systematically underpredicted and this cannot be fully rectified by an increase
in the mixing localness parameter, fm, which contradicts the findings in some
earlier work. This is thought to be due to the additional thickness of the reaction
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zone in the highly diluted flame case and it is supported to an extent by the ob-
servation of some additional sensitivity to fm when a thinner flame case is examined.
It was hypothesised that a shortcoming of the C&K time scale model is its
isotropic perspective of the turbulent reference mixture fraction field despite MMC
enforcing strongly anisotropic interactions between mixing particles. Furthermore,
the C&K model is based on an inconsistent isotropic evaluation of the subfilter
variance and the scalar dissipation. The model is found to give too small mixing
time scales resulting in over mixing and too rapid dissipation of fluctuations. An
anistropic model (a-ISO) is derived and, to verify the superiority of the anisotropic
perspective, a consistent isotropic model (ISO) is also used. Both models yield
significant improvements in the predictions of the conditional variances but the
anisotropic model is demonstrated to be clearly superior. It gives excellent
predictions for all quantities for both a flame burning the original diluted syngas
fuel with a broad reaction zone and a second less diluted case with a much thinner
reaction zone. While the C&K and ISO models have some noticeable sensitivity to
fm in the present cases, the anisotropic model has virtually no sensitivity to this
parameter.
The use of sparse distributions of particles raises questions about both model
and numerical sensitivity to the distance between particles. The analysis performed
in the context of both the C&K and anisotropic time scale models (the latter in
Appendix C) shows that the predictions of passive and reactive scalars are fairly
insensitive to variations in the spatial distance between mixing particles controlled
by the model parameter rm (the characteristic Lagrangian filter width) so long as
the parameter fm, which controls the distance between mixing particles in refer-
ence mixture fraction space, is held constant. Subsequently, numerical convergence
was also demonstrated whereby the particle number used in the simulations was
increased over three orders of magnitude while model parameters fm and rm were
both constant so that (a) the characteristic distance between mixing particles in the
extended space comprising the reference mixture fraction and the spatial coordinate
remained unchanged, and (b) the sparse character of the mixing model (i.e. mix-
ing distance greater than the Eulerian grid size) was preserved. The demonstrated
adherence to principles of numerical convergence and the observed low sensitivity
to variations of rm within the inertial subrange and, in the case of the anisotropic
mixing time scale model, to variations in fm give the promise of more robust sparse
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MMC-LES. With the mixing time scale being investigated, MMC is applied to the
problem of nanoparticle flame synthesis in the next chapter.
Chapter 8
Modelling of Nanoparticle
Nucleation Using MMC Mixing
Model
In this chapter the sparse-Lagrangian multiple mapping conditioning (MMC) model
is now applied to model the synthesis of silica nanoparticles. This is the first at-
tempt using the MMC model to simulate the formation of kinetically limited solid
state species. Here, similar to Chapter 7 an a posteriori strategy is also used with
the backward coupling from MMC to Eulerian fields being neglected. A reduced
chemical mechanism, which includes the nucleation rate, is introduced to render the
DNS of particle synthesis feasible. A simplified differential diffusion model, involv-
ing a modified mixing time scale, is used to account for the much lower diffusion of
the solid species. The model is validated by comparing the results with the DNS of
a counterflowing double shear layer of silane and hot combustion products.
8.1 Introduction
The sparse particle method has been validated for gas phase combustion in Chapter
7. In this chapter the sparse particle method is applied for the problem of nanopar-
ticle flame synthesis. In particular, this study will assess:
1. The model’s capabilities to describe the kinetically limited formation of
species. Previous studies of turbulent flames in Chapter 7 validated the MMC-
LES approach by comparison with the DNS of major chemical species and
intermediates such as CO or OH but did not focus on species such as NOx
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with chemical time scales far longer than the turbulence scales.
2. The model’s capabilities to predict the formation of nano-particles.
3. The usefulness of a simplistic model for the description of differential diffusion
effects of the solid phase and the treatment of scalars with a Schmidt number
significantly larger than one.
No adequate experimental data exists that would allow for an assessment of subgrid-
scale interactions between gas-phase chemistry, turbulence and particle nucleation.
As in the previous chapter for MMC model evaluation, this chapter aims to validate
the MMC-LES mixing model for silica nanoparticle formation by comparison with
the DNS. A double mixing shear layer with a cold central jet of nitrogen doped with
silane and a hot co-flow consisting of air, H2 and H2O is studied. The mixing of
the two streams leads to silane oxidation and subsequent silica particle formation.
Here, only the particle formation is considered while particle growth is neglected.
This a posteriori modeling strategy used in this chapter is similar to the strategy
that is used to assess the Lagrangian mixing time scales in Chapter 7. This strategy
also allows for isolating MMC specific model assumptions from errors introduced by
LES sub-grid closures for e.g. sub-grid scalar dissipation and variance. Since the
MMC model evaluation is the primary concern, no separate LES is performed, but
relevant DNS quantities are post-filtered and provided as input to the MMC particle
model.
8.2 Sparse Particle Modelling
8.2.1 MMC-LES Model
The MMC-LES mixing model has been well documented in Chapter 7. There, a
range of fm values has been tested and a fixed intermediate value fm = 0.03 is used in
this chapter only. rm is calculated from fm using Eq. (4.12) (once, from the initial
condition) and is therefore an input parameter for the simulation. After particle
pairs have been formed, particles are mixed linearly over a discrete time according
to Eq. 4.8 and 4.9. As the first attempt using the MMC to nanoparticle formation,
the Lagrangian mixing time model in Eq. 7.9 (C&K model) is solely considered.
Further analysis of the nanoparticle formation using the fully anisotropic model
(a-ISO model) is performed in Chapter 9.
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8.2.2 Extension of MMC-LES to Nanoparticle Formation
It is well established that solid nanoparticles diffuse at a different (lower) rate than
the gas species. In the DNS the diffusion coefficient of the SiO2(s) species is calcu-
lated as [20, 102]
Ds =
kBTCn
3piµd0
, (8.1)
with kB, Cn(≈ 230), µ and d0 being the Boltzmann constant, Cunningham correc-
tor, dynamic viscosity and initial particle diameter. A standard unity Lewis number
assumption (Le≈ Dg,t/Dg,m ≈ 1) is used for the gas species. Note that no individual
solid SiO2 particles are resolved, the particle number density is modelled as a contin-
uous scalar field in the DNS. Hence the term DNS used throughout the text should
be understood as carrier phase DNS of the fully resolved gas phase species, with
a fully resolved model equation for the first moment of the solid phase. Modelling
differential diffusion in MMC is challenging, with first modelling attempts brought
forward by Dialameh et al. [17] for the case of homogeneous, isotropic two scalar
mixing. Here, a simplified approach is taken which is justified by the fact that the
SiO2 species is formed at the end of the silane oxidation chain and does not exhibit
any backward coupling with the gas phase species mixture. The Lagrangian mixing
time is therefore scaled as
τL,LES,DD =
Dg
Ds
τL,LES. (8.2)
This modified time scale is used for mixing the SiO2 species only, whereas all other
species have the mixing time scale in Eq. 7.9.
8.3 Chemical Mechanism for Silica Formation
Since DNS is used to validate the MMC-LES model for silica particle formation,
lower cost reduced chemistry is required. The starting point is the mechanism by Suh
et al.[83] that consists of 66 species and 268 reactions. It is an extension of the gas
phase mechanism for silane combustion by Babushok et al.[3], and includes chemical
clustering mechanisms of SiO and SiO2 that lead to nucleation of silica particles.
It is one of the simplest mechanisms that differentiates between silicon dioxide as
species in the gas and particulate phases and thus allows for inclusion of particle
growth at a later stage. The current conditions with temperatures typical of mild
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combustion permit a species reduction to 30 species without great compromise of the
accuracy for the predicted particle evolution [95]. This is shown in Fig. 8.1 where the
formation of silica particles is presented as function of time for homogeneous reactor
calculations with an initial mixture corresponding to a mixture fraction of f = 0.09.
Here, conditions are rather dilute and species such as hydrosilicates with two Si-
0 10 20 30 40 50 60
time [ms]
0
2e-05
4e-05
6e-05
Y
SiO2(s)
(SiO2)10
Figure 8.1: Time evolution of silica particle mass fraction and its precursor from
homogeneous reactor simulations. Full mechanism (solid line), 30 species mechanism
(dotted line), and 23 species mechanism (dashed line) [95].
atoms do not significantly contribute to the formation of silica precursor species
such as SiO and SiO2. Also, particle formation via the self-clustering mechanism
of (SiO2)m with m=1,...,10 has been identified as the dominant particle formation
path and self-clustering of SiO and by reaction with (SiH2O)m and (HSiOOH)m
is omitted. Only homogeneous nucleation will be considered here, and the first
incipient particle is modelled by the reaction
(SiO2)10 + SiO2 ⇀ SiO2(s) (8.3)
Further reduction to 23 species requires combining the self-clustering mechanism of
SiO2 by elimination of all species (SiO2)n with n=3,...,8. This requires adaption of
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the original reaction rates for
(SiO2)2 ⇀ SiO2 + SiO2 (8.4)
SiO2 + SiO2 ⇀ (SiO2)2 (8.5)
(SiO2)10 ⇀ (SiO2)9 + SiO2 (8.6)
(SiO2)9 ⇀ 4(SiO2)2 + SiO2 (8.7)
4(SiO2)2 + SiO2 ⇀ (SiO2)9 (8.8)
with the reaction rates given in table 8.1 [95]. Reaction 8.8 is assumed to be first
order in (SiO2)2. The computations show a clear difference from the original mecha-
Table 8.1: Clustering reaction rate parameters of the form k = AT βexp(−E/RT )
[95].
reaction A [mol−1
s−1]
β [-] E [mol
cal−1]
8.4 1.91E+16 0 85670
8.5 6.91E+26 0 85670
8.6 3.24E+16 0 93530
8.7 3.33E+17 0 93530
8.8 9.33E+29 0 93530
nism. The build-up of larger SiO2 clusters cannot be captured accurately by the 23
species mechanism since the sequential growth from SiO2 to (SiO2)2 growth is repre-
sented by 3 species only. It is recognized that the kinetically limited growth process
cannot be captured accurately by steady-state assumption, however, the description
of particle formation demonstrates qualitative agreement and errors introduced are
acceptable. The DNS serves as validation study for the MMC model development.
Consistency between model and DNS are of primary importance and the complexity
of the chemical mechanism is subject to a trade-off between accuracy and compu-
tational affordability without affecting the validity of the study with respect to the
model’s closures.
8.4 Computational Configuration
The computational configuration is a double mixing layer geometrically similar to
the CO/H2 combustion configuration initially proposed by Hawkes et al.[29] to study
extinction and re-ignition which was already introduced in Chapter 6. It has later
been used for MMC-LES model analysis in Chapter 7. This setup is adapted to
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model silane decomposition and silica nanoparticle formation. In particular, the
simulation domain is modified so that the residence time of the nanoparticles in the
domain is extended. The setup consists of a fuel stream with a N2/SiH4 mixture
at 300 K issued into a counterflowing oxidiser stream of lean hydrogen combustion
products (N2, H2O, O2 and H2) at 1400 K. The concentrations of the major species
and temperature of the two streams are given in Tab. 8.2, equilibrium conditions
are assumed for the minor species in the hot oxidizer stream. It is worth noting
that this two-stream problem does not correspond to a classical non-premixed flame
with significant heat release. The mixing between the diluted fuel (SiH4) and hot
oxidizer leads to chemical reaction and eventually particle formation, but the heat
release is negligible due to the very low silane concentrations.
Table 8.2: Mass fractions of major species and temperature.
fuel stream oxidiser stream
YSiH4 0.000614 YH2O 0.10062
YN2 0.999386 YN2 0.75846
TFu 300 K YO2 0.14092
YH2 1.48e-08
TOx 1400 K
The domain has dimensions Lx × Ly × Lz = 10H × 14H × 8H, the jet is of
width H = 2.27mm (in the y-direction) and a uniform grid spacing of δx = 47µm
(corresponding to a resolution of η/δx = 1.2 with η being the Kolmogorov scale)
is used. The relative velocity of the counterflowing fuel and oxidiser streams is
∆U = 45.8m/s and the ratio tj = ∆U/H = 50µs provides a characteristic jet
time. In Chapter 6, the mesh sensitivity studies for the CO/H2 double shear layer
have been conducted, where a mesh reduction from the original 150M cells to half
(18M) and even one-third (5M) the resolution in each coordinate did not yield any
major change of the results. Direct comparison with the DNS data by Hawkes [29]
showed that (1) OpenFOAM does not introduce excessive numerical diffusion despite
the relatively low order of the discretization schemes and (2) that mesh sensitivity
observations are consistent with observations on the original DNS [28]. This includes
the resolution of scalar gradients, and differences between these simulations and the
original DNS can only be observed for the tail of the distribution of the scalar
dissipation rates, i.e. only very extreme, intermittent events are not fully resolved.
The resolution of the present silica nanoparticle formation case can be related to the
original studies on the CO/H2 shear layer. Figure 8.2 shows results from instationary
flamelet computations with a constant low strain rate (10 s−1) and assuming unity
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Lewis number.
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Figure 8.2: Species as functions of mixture fraction from unsteady flamelet compu-
tations with constant low strain rates (10s−1) at different times. Mass fractions of
OH (lines), SiO2 (lines with squares) and SiO2(s) (lines with crosses) [95].
The mass fractions of OH, gaseous SiO2 and the final solid silica species SiO2(s)
are shown at different simulation times. It is noted that the stoichiometric mixture
fraction equals fst = 0.9997, but the most reactive mixture fraction is close to 0.1 and
formation rates peak at mixture fraction values of around f ≈ 0.3 leading to very
wide reaction zones in mixture fraction space. It is apparent that the hydrogen-
oxygen system as well as the silica production exhibit wide reaction zones at all
times and resolution requirements are similar for the original CO/H2 shear layer and
the present silane oxidation when unity Le are assumed. However, the non-unity
Le case that mimicks more realistic particle transport warrants further discussion.
The Schmidt number of SiO2(s) is ScSiO2(s) = 27 and Fig. 8.3 shows the solid
species particle concentration vs. mixture fraction from flamelet computations with
differential diffusion for various Sc. These flamelet computations are performed
based on the flamelet equations derived by Pitsch & Peters [64]. As expected,
higher Sc obstructs diffusion in mixture fraction space and leads to steeper gradients
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indicating higher resolution requirements. However, Fig. 8.3 clearly indicates that
Sc = 27 results in less (but non-negligible) diffusion compared to Sc = 1. SiO2(s)
is a smooth function of mixture fraction with similar gradients in mixture fraction
space as OH (cf. Fig. 8.2). This would be different for much larger particles, e.g.
Sc=270 or 2700, where very steep gradients indicate resolution requirement at least
an order of magnitude larger than the present resolution (assuming that ∆f ≈ 0.02
needs to be resolved to capture the gradient). A further, independent estimate
can be based on the Batchelor scale, ηB = η/
√
Sc ≈ 0.2η indicating resolution
requirements for the particles 5 times higher than for the turbulent flow field. Hence,
150M cells provide a resolution for SiO2(s) similar to 5M cells for the original CO/H2
shear layer. Additionally, the PDF of the silica particle density of different mesh
resolutions at t/tj = 20 in Fig. 8.6 shows that the longer tail of the 150M-cell
PDF, where the extreme and intermittent events are resolved, corresponds to only
4% of the distribution. In other words, 150M-cell simulation can only resolve 4%
more than 5M-cell simulation. Even with this justification, it is likely that the
solid particle field is slightly under-resolved. This does not, however, unduly affect
the statistics, where mean and RMS cross-stream profiles of silica particle number
density in Fig. 8.5 do not differ considerably between 5M and 150M grid points.
Similar to Chapter 7, filtered quantities required for MMC closures are post-filtered
on a 36x42x24 LES grid, which resolves approximately 82 % of the turbulent kinetic
energy of the DNS. A stochastic particle resolution of one particle per LES cells
is used. The boundary conditions are periodic in the x- and z-directions and zero-
gradient in the (cross-stream) y-direction. Figure 8.4 depicts the simulation domain
and shows an instantaneous snapshot of the SiO2(s) mass fraction.
At t0, no SiO2(s) particles exist in the domain, but are subsequently formed due
to a series of chemical reactions for silane decomposition as described in Sec. 8.3.
Spherical particles of volume V0 = ρmSiO2(s) = ρm(SiO2)11 with an initial diameter
of d0 = 0.98nm are assumed and ρSiO2(s) = 2.2g/cm
3. Due to the low silane con-
centration within the fuel jet, heat release is low and silica particle density is in the
dilute regime such that particle agglomeration is negligible. In fact, the computed
maximum collision frequency is more than 4 orders of magnitude smaller than the
nucleation rate. Momentum and transport equations are solved directly in DNS.
Density feedback is not required since it is obtained directly by the DNS. Simu-
lations employing the 150M grid cost approximately 40,000 CPUh for simulation
times up to a maximum t/tj = 30.
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Figure 8.3: Particle concentration as a function of mixture fraction from flamelet
computations with different Schmidt numbers.
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     LxLz
Figure 8.4: Snapshot of the SiO2(s) mass fraction at t/tj = 20 from DNS (left) and
the MMC particle cloud (right).
8.5 Results
Figure 8.7 presents cross-stream averaged profiles of the mean and RMS mixture
fraction from DNS and MMC along the LES grid at physical times normalized by
the jet time tj of t/tj = 10 and t/tj = 30. Mean and RMS were calculated by
averaging across the stream- and spanwise directions, using slabs of width ∆xLES.
8.5. RESULTS 92
 0
 4e+11
 8e+11
 1.2e+12
-6 -4 -2  0  2  4  6
 
Si
O
2(s
) m
ea
n 
y/H
5M
18M
150M
 0
 2e+11
 4e+11
 6e+11
 8e+11
 1e+12
-6 -4 -2  0  2  4  6
 
Si
O
2(s
) R
MS
 
y/H
5M
18M
150M
Figure 8.5: Cross-stream profiles of mean (left) and RMS (right) of silica parti-
cle number density [#/cm3] at t/tj = 20 of DNS with different mesh resolutions.
Differential diffusion is included.
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Figure 8.6: PDF of the silica particle number density [#/cm3] at t/tj = 20 of DNS
with different mesh resolutions. Differential diffusion is included.
Both mean and RMS of the MMC mixture fraction are in good agreement with the
DNS, apart from a slight over-prediction of the mean at t/tj = 30 and an under-
prediction of the RMS for |y/H| → 0 in MMC. Overall, the mixing process of fuel
and oxidizer is captured well by MMC.
The mixture fraction is associated with the gas species, with which it has equal
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Figure 8.7: Cross-stream profiles at t/tj = 10 of (a) mean mixture fraction, (b) mix-
ture fraction RMS. Cross-stream profiles at t/tj = 30 of (c) mean mixture fraction,
(d) mixture fraction RMS.
diffusivity. The silica particles, on the other hand, diffuse differentially at a much
slower rate. This is modelled in a simplified manner through the alternative mixing
time scale for silica given by Eq.(8.2). In time this decorrelates the silica from the
mixture fraction (both the reference mixture fraction from the DNS and the mixture
fraction calculated on the MMC particles). Unlike the detailed MMC differential
diffusion model of Dialameh et al. [17] this simple model cannot control the rate of
decorrelation, but attempts to model the differential dissipation of scalar variances.
The decorrelation is caused by the effects of turbulence-chemistry-interaction (TCI)
and differential diffusion of silica particles. The strong effect of TCI on the solid
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silica species is illustrated in Fig. 8.8, where the conditional PDF of the SiO2(s)
formation rate is shown and a wide distribution can be observed.
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Figure 8.8: Conditional PDF of the SiO2(s) reaction rate at t/tj = 30 from DNS.
Figure 8.9 shows scatter plots of the silica number density predicted by MMC
versus (DNS) mixture fraction at t/tj = 20. Compared to the case without differ-
ential diffusivity (left), the case with differential diffusion (right) exhibits greater
scatter, particularly at low values of mixture fraction where the silica mass fraction
covers a large range of values extending down to near zero despite f = 0.1 being
the most reactive mixture. Thus the conditional RMS is also about 40 % larger
for the differentially diffusing case. However, a correlation between SiO2(s) and the
reference mixture fracion continues to exist and conditioning the particle selection
on f is still justified.
The prediction of the reactive gas species mass fractions and silica particle num-
ber density are now examined. Figure 8.10 shows conditional mean and RMS profiles
of YSiH4 and YSiO2(g) in mixture fraction space from DNS and MMC near the end of
the simulation at t/tj=30. Both considered species react comparatively fast within
the overall silane oxidation mechanism. The estimated Damkoehler numbers for
SiH4 and SiO2(g) are 1 and 0.02 , respectively, while the formation of particles is
much slower with Da ≈ 0.002. SiH4 is oxidized immediately as the silicon-containing
fuel species being transformed into (gaseous) SiO2. Previous applications of MMC
to fast chemistry have demonstrated that the model works well for such applications
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Figure 8.9: Scatter plots and conditional mean and RMS of silica particle concen-
tration predicted by MMC versus DNS mixture fraction at t/tj = 20. (a) without
differential diffusion, (b) with differential diffusion.
[10]. This result is confirmed here for SiH4 and SiO2(g), the means of which almost
perfectly match the DNS data at t/tj = 30. However, the conditional RMS of both
species is underpredicted in MMC. This is in line with the slight underprediction
of the mixture fraction RMS shown in Fig. 8.7. Figure 8.11 shows conditional
mean and RMS profiles of the particle number density of the solid silica species
SiO2(s) in mixture fraction space from DNS and MMC at t/tj = 20. In the left
column of Fig. 8.11 data from DNS and MMC without considering differential dif-
fusion is shown, whereas the right column shows results from simulations, where
differential diffusion of SiO2(s) was modelled in both DNS and MMC. Considering
the cases without differential diffusion, a reasonable prediction of the slowly forming
solid silica species is found for the mean, whereas the conditional RMS is substan-
tially under-predicted. The same relative trend between DNS and MMC applies
to the cases with differential diffusion. Comparing the conditional means of sim-
ulations with and without differential diffusion it can be observed that the peak
conditional mean of the solid silica species increases slightly with differential diffu-
sion and that this trend is captured with the simple model for differential diffusion
in MMC. Similarly, the magnitude of the conditional RMS of SiO2(s) increases with
differential diffusion in the DNS, a trend that is matched in MMC. However, the
overall magnitude of conditional RMS is under-predicted by MMC, both with and
without differential diffusion. This limitation in capturing the fluctuations of such
slowly forming chemical species is associated with the limitation of the C&K time
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Figure 8.10: Conditional mean (top) and RMS (bottom) of YSiH4 (left) and YSiO2(g)
(right) at t/tj = 30.
scale model. As demonstrated in Chapter 7, the standard mixing time model failed
to predict the conditional variance of reacting species which is also observed in this
chapter.
8.6 Conclusion
The MMC model for LES with a sparse-Lagrangian stochastic particle implementa-
tion has been applied for the first time to nanoparticle synthesis. The model which
incorporates a simplified treatment for the differential diffusion of the nanoparticles
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Figure 8.11: Conditional mean (top) and RMS (bottom) silica particle number
density [#/cm3] at t/tj = 20. Without differential diffusion (left), with differential
diffusion (right).
and the gas species is compared to DNS data of silane decomposition and silica
particle formation in a counterflowing double shear layer. A 23 species reaction
mechanism involving a single solid species was used. It was reduced from a detailed
mechanism and homogeneous reactor calculations showed a similar qualitative per-
formance with relatively small errors. The MMC model accurately predicts the
time evolution of the mixture fraction and its RMS. Predictions of fast reactive gas
species are reasonable, with the conditional mean quantities showing good agree-
ment with the DNS, while the conditional RMS are somewhat underpredicted. The
formation of nanoparticles is kinetically limited and this study is the first MMC
study to consider slow chemistry leading to solid particles. The conditional mean
of silica number density is reasonably captured, while the conditional RMS is vastly
under-predicted. The effects of differential diffusion are noticeable in both the DNS
and the MMC, leading to increased production and variance of silica. The magni-
tude of that increase is qualitatively well predicted by MMC. The underprediction
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of the particle formation is associated with the mixing time model. The mixing time
model used in this chapter (C&K model) is the standard mixing time which failed
to capture the conditional fluctuations of reactive scalars, as shown in Chapter 7.
So far the modeling and analysis has been based on the a posteriori modelling
strategy with the LES data being obtained by filtering the DNS data. The influence
of the subgrid modeling on the particle traking is neglected, as stated in Eq. 7.2.
Therefore there is a need to investigate the mixing time models using a stand-alone
MMC-LES where the implicitly-filtered LES transport equations of mass, momen-
tum and mixture fraction along with an MMC submodel are solved. The density
feedback will then be included. In the next chapter, details of the stand-alone MMC-
LES are presented and applied in the context of the nanoparticle flame synthesis.
Chapter 9
LES-MMC of Nanoparticle
Nucleation
This chapter presents a sparse Lagrangian particle PDF method coupled to large
eddy simulations (LES) for the prediction of the nucleation of silica nanoparticles in
turbulent flows. Here, a stand-alone MMC-LES is used where the LES, which solves
the filtered transport equations, are coupled with the MMC. The density backward
coupling from MMC to LES is also considered. The particle mixing is modelled
in MMC and two models for the mixing time scale (C&K and a-ISO model as in
Chapter 7) are tested by comparison with the DNS data presented in Chapter 8. A
parameter study of the LES mesh resolution (∆E) and its influence on the new time
scale model has also been conducted.
9.1 Motivation
In Chapter 8, the MMC model has been applied to the nucleation of nanoparticles
with chemical time scales of solid particles far longer than the turbulence scales.
MMC has been coupled with DNS with the DNS data being used for the selection
of the particle pairs to be mixed and for particle transport. In this chapter a stand-
alone MMC fully coupled to LES (LES-MMC) is presented and the results are
compared with the reference data of the DNS database that was introduced in the
previous chapter. The influence of the different mixing time scales, as studied in
Chapter 7, and the effects of the MMC parameters and LES resolution on a variety
of species are studied. The vastly different chemical time scales of the species pose
a stringent test for MMC’s capabilities to capture turbulence-chemistry interactions
at the sub-grid scales.
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9.2 Computational Configuration
For the study in this chapter the identical computational configuration to the con-
figuration used in Chapter 8 is used. The same chemical mechanism as in Chapter
8 is adopted. Different LES computational grids are investigated and their details
are listed in Table 9.1. The sparse-Lagrangian MMC-LES has been implemented
in OpenFOAM v2.4.x. In LES, the filtered velocity and mixture fraction field are
computed with second-order accuracy in time and space. A Smagorinksy turbulent
viscosity model is applied to obtain the turbulent viscosity. The LES passes veloc-
ity, turbulent viscosity and reference mixture fraction to MMC for particle tracking,
particle pair selection and mixing, respectively. MMC and LES are fully coupled
due to the density feedback from Lagrangian particles to the Eulerian fields. The
theory of density feedback has been presented in Chapter 4.3.3. No single solid
SiO2 particles are resolved, instead the solid particle number density is modeled as
a continuous scalar in MMC. The initial conditions of the LES were obtained from
the filtered DNS data at t=0. The loss of small scale structures led to a delayed
shear layer break-up, and initial velocity fluctuations needed to be scaled to ensure
the correct break-up of the LES. Figure 9.1 shows the instantaneous mixture frac-
tion of DNS (left) and LES (right) at t/tj = 30 where the jet break-up and fluid
dispersion of both cases are quite similar. A more quantitative comparison of the
LES and DNS jet evolution is given in Fig. 9.2 where good agreement between the
cross-stream profiles of DNS and LES mixture fraction at t/tj = 20 and t/tj = 30
is observed. This indicates the correct shear layer break-up predicted by LES, and
comparability of LES results with the DNS in Chapter 8 is given.
Table 9.1: Test cases to study sensitivities on fm and on the LES mesh resolution.
test particle LES mesh ∆E fm rm
number resolution [mm] [mm]
1 36288 290K 0.76 0.03 1
2 36288 290K 0.76 0.05 0.86
3 36288 290K 0.76 0.07 0.75
4 36288 86K 1.14 0.03 1
5 36288 2M 0.38 0.03 1
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Figure 9.1: Instantaneous mixture fraction contour plots of DNS (left) and LES
(right) at t/tj = 30
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Figure 9.2: Cross-stream profiles of mean mixture fraction of DNS and LES at
t/tj = 20 (a) and t/tj = 30 (b).
9.3 Results and Discussion
In this section the DNS data in Chapter 8 is compared with MMC-LES using the
reference model for τL (C&K) and a-ISO. Using Eq. 7.10 (ISO) for closure of the
Lagrangian mixing time requires an additional varying mesh of mesh size d3x. This
can be easily realized in DNS. In LES, it would - in principle - be possible to deduce
the relevant quantities from the LES filtered fields and associated sub-grid models,
but (1) this does not seem to be a feasible approach for LES of more complex systems
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and (2) ISO does not provide superior results when compared to a-ISO. Hence, any
reference to ISO is omitted here.
First, the MMC-LES for the double shear layer configuration is validated. Here,
the LES grid with 72x84x48 cells is adopted which corresponds to the first en-
try in Table 9.1. Past MMC-LES of turbulent laboratory flames using the C&K
model [10, 11, 23, 24, 84] show good agreement between measurements and LES for
unconditionally averaged quantities (means and variances) and conditional means.
However, conditionally averaged RMS tend to be significantly underpredicted. This
was also observed in the studies in Chapter 7 and 8 and confirmed here by Fig. 9.3
where results from DNS are compared with MMC-LES computations. For compari-
son, the results in Chapter 8 are also included in the figure and denoted MMC-DNS.
In particular, Figs. 9.3(a) and 9.3(b) show the results of unconditional mean and
RMS of mixture fraction while Figs. 9.3(c) and 9.3(d) show the conditional mean
and RMS of solid particle number density at t/tj = 30 and fm = 0.03. It can be
seen that coupling of MMC with LES does not significantly deteriorate predictions
when compared with MMC-DNS and the original Eulerian DNS. Differences in the
unconditional mean and variance of mixture fraction can be associated with the
differences between the underlying Eulerian LES mixture fraction predictions and
the DNS (cf. Fig. 9.2). It is apparent, however, that the conditional RMS is sig-
nificantly underpredicted. Predictions of this RMS are certainly challenging due to
the Damkoehler number of Da=0.002 and strong effects of turbulence on the slow
kinetics dominating the growth of the silica clusters. With respect to the model, the
underprediction of the RMS is due to the underprediction of τL by Eq. (7.9) and
the overprediction of mixing between the particles.
Figure 9.4 shows the cross-stream profiles of mean and RMS of mixture fraction
at t/tj = 20 using the new time scale model a-ISO. It can be observed that the
mixture fraction predictions of the mean are not affected, the variance is somewhat
higher, however, it remains within the modelling uncertainty of the LES. The effect
of the mixing time scale is more pronounced for the reacting species. Figures 9.5(a)
and 9.5(c) show the unconditional and conditional averages for the particle number
density. Both time scale models capture the DNS data relatively well with clear
improvements associated with the new model. This trend is much more pronounced
for the unconditional and in particular the conditional RMS (cf. Figs. 9.5(b) and
9.5(d)). Not surprisingly, the C&K model clearly underpredict reactive scalar fluctu-
ations while MMC-LES using the a-ISO time scale model gives excellent agreement
with the DNS data.
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Figure 9.3: Cross-stream profiles of (a) mean mixture fraction and (b) mixture frac-
tion RMS. Domain averaged (c) conditional mean of solid particle number density
and (d) its conditional RMS. Results are shown at t/tj = 20 and with fm = 0.03.
The units for particle number density are [1/cm3].
The sensitivity of the mixing models towards the model parameter fm is now
tested. The specific values for the parameter are listed in Table 9.1. Larger values
for fm allow for larger distances of the mixing particle pairs in mixture fraction
space, localness in mixture fraction is reduced and this may lead to larger conditional
variances. The effects of fm of the conditional statistics of the reacting scalars are
visualized in Figs. 9.6(a) and 9.6(b). Using C&K, the conditional mean is rather
independent of fm while the conditional RMS increases with larger values of fm. This
is expected, results are consistent with the results observed in e.g. [10]. However,
independent of fm, the predicted RMS remains much too low. Much larger fm do
not yield any improvement since rm reduces and approaches the average particle
spacing ∆L. Then, particles mix with their nearest neighbour in physical space and
any increase in fm (decrease in rm) has no effect.
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Figure 9.4: Cross-stream profiles of (a) mean mixture fraction and (b) mixture fraction
RMS with the C&K and a-ISO models. Results are shown at t/tj = 20.
A different trend is observed with the a-ISO model as shown in Figs. 9.7(a)
and 9.7(b). The results are hardly sensitive to variations of fm and the predictions
are always very good. The reduced sensitivity is due to the reduced mixing time
- and hence more mixing - for particles with larger distances in mixture fraction
space and thus smaller dx (cf. Eq. (7.12)). Figs. 9.8(a) and 9.8(b) demonstrate
the same trends. MMC-LES provides very good results for the conditional RMS of
SiH4 (Da≈1) and gaseous SiO2 (Da≈0.02), i.e. the model captures the turbulence-
chemistry interactions over a very wide range of Da while being relatively insensitive
to the exact value of fm.
Test cases 4 and 5 as detailed in Tab. 7.2 are now used to assess the sensitivity
of the a-ISO mixing model to the LES mesh resolution. The parameters fm and
rm are kept constant to isolate the influence of numerical parameters from MMC
modelling parameters. The Eulerian length scale ∆E affects LES sub-grid scales and
thus Dt, however, particle mixing should be independent of ∆E and scaling of Dt by
∆E/dx as given by Eq. (7.12) should render τL largely independent of the LES mesh
resolution. The LES mesh resolution is varied from 86,000 to 2 million cells giving
cells sizes of ∆E ranging from 1.14 mm to 0.38 mm, respectively. Figures 9.9(a)
and 9.9(b) compare the conditional means and RMSs of particle number density at
t/tj = 20 for the different LES resolutions. The results demonstrate that predicted
particle number densities are largely independent of LES grid size. The slightly
larger deviation for the coarse LES case with 86,000 cells can be associated with the
less accurate LES predictions of the underlying reference field. For this case, the
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Figure 9.5: Cross-stream profiles of (a) mean particle number density, (b) particle number
density RMS. Domain averaged conditional mean (c) and conditionally averaged RMS (d)
of solid particle number density. Results are shown at t/tj = 20. The units are [1/cm
3].
decay of the central jet is overpredicted leading to a somewhat different break-up of
the jet. This is illustrated in Figs. 9.10(a) and 9.10(b) where the mean and RMS of
mixture fraction of the particle solutions are compared with DNS and the Eulerian
LES-filtered values for the coarse grid. It is also apparent that mixture fraction
profiles predicted by the particles follow the trends specified by the LES solution of
the reference field and good agreement between particle solution and LES can be
observed even for the coarse LES case. It can be concluded that MMC shows only
little sensitivity to the LES grid resolution. The small difference may stem from
differences in the solution of the LES reference fields or from marginally different
values for τL, but a clear separation of errors does not seem possible nor necessary.
The simplistic model for differential diffusion in MMC from Chapter 8 has also
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Figure 9.6: Domain averaged (a) conditional mean of solid particle number density and
(b) its conditional RMS for different fm. Results are shown at t/tj = 20 and with C&K
model. The units are [1/cm3].
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Figure 9.7: Domain averaged (a) conditional mean of solid particle number density and
(b) its conditional RMS for different fm. Results are shown at t/tj = 20 and with the
a-ISO model. The units are [1/cm3].
been applied to the MMC-LES with the a-ISO model. The mixing time has been
calculated using the formulae 7.12. As shown in Fig. 9.11, the conditional mean
of the particle number density is well-predicted while the conditional RMS is sig-
nificantly above the DNS values. This indicates that the simplistic model may not
approximate the differential diffusion effects accurately and more effort needs to be
made in order to improve the model or a different model as suggested by Dialameh
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Figure 9.8: Domain averaged (a) conditional RMS of silane mass fraction and (b) condi-
tional RMS of gaseous SiO2 mass fraction. Results are shown at t/tj = 20 and using the
a-ISO model.
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Figure 9.9: Domain averaged conditional mean (a) and RMS (b) of particle number
density for different LES grid resolutions. Results are shown at t/tj = 20 and using the
a-ISO model.
et al.[17] should be developed.
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Figure 9.10: Averaged (a) mixture fraction and RMS (b) for different LES grid resolu-
tions. Results are shown at t/tj = 20 and using the a-ISO model.
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Figure 9.11: Domain averaged conditional mean (a) and conditional RMS (b) of particle
number density with differential diffusion. Results are shown at t/tj = 20 and using the
a-ISO model.
9.4 Conclusion
A stand alone multiple mapping conditioning fully coupled with the large eddy
simulation (MMC-LES) has been performed for the flame synthesis of nanoparticles.
Two models for the Lagrangian mixing time (the C&K and a-ISO models) have
been tested. Both models can predict the silane oxidation and the nanoparticle
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production well. However, using the original time scale formulation (C&K) the
conditional RMS of reactive species are vastly underpredicted. This underprediction
is rather independent of model parameters. In contrast, the newly developed model
for the particle mixing time scale yields significant improvements and predictions of
all quantities show excellent agreement with the reference DNS data. Predictions
using the new time scale model are robust towards changes in the model parameters
and independent of numerical parameters such as the Eulerian length scale (∆E).
In Appendix B, the stand-alone MMC-LES is validated using the configuration of
the double shear layer syngas combustion presented in Chapter 7. The outcome of
this validation is similar to the results achieved in this chapter.
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Chapter 10
Conclusion & Outlook
10.1 Conclusion
The scope of this thesis is to develope simulation tools for the prediction of nanopar-
ticle flame synthesis using the MMC model. The basic idea of MMC is to use a
reference field, which is calculated by LES, to condition the mixing between the no-
tional (stochastic) particles that carry all information on the composition space and
-if needed- particle characteristics. Mixing between particles is then computed by a
mixing time model. However, the accuracy of the LES reference scalar is not guar-
anteed since the information of the composition fields is not presented in LES. The
information of the composition fields is carried on the notional particles. Therefore,
an a posteriori modelling strategy has been adopted where MMC is coupled with
DNS and the mixing model and its associated modelling of a mixing time scale can
be assessed independently of any LES modeling error. Different mixing time models
have been analyzed and a new Lagrangian mixing time model has been introduced
and validated. The new mixing time model has been validated for the nanoparticle
flame synthesis using the stand-alone MMC-LES where MMC is fully coupled with
the LES.
First, the usage of OpenFOAM for DNS has been validated. The study has been
conducted by comparing the DNS realized using the OpenFOAM implementation
with the well-resolved DNS of the evolving double shear layer syngas combustion
using the well-established CFD code S3D as presented in [29]. It has been ob-
served that results of DNS obtained by OpenFOAM agree very well with the DNS
of S3D even though the numerical schemes in OpenFOAM have been limited to
second order in both time and space. The mean and RMS of mixture fraction
and dissipation have been predicted very well by OpenFOAM. However, there have
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been underpredictions of some radicals and temperature, but it has been found that
the underpredictions are due to the effect of differential diffusion. By running the
simulations with OpenFOAM coupled with the Cantera-based transport library, an
excellent agreement has been reached.
In the next step, the double shear layer simulation configuration has been used
to analyze different mixing time models in MMC. Here, an a posteriori modelling
strategy has been adopted for the investigation by coupling the DNS and MMC. In
particular, MMC has used the well-resolved DNS velocity and mixture fraction for
particle tracking and particle pair selection, respectively. However, the post-filtered
LES mixture fraction has been used to calculate the mixing time. MMC results
have in turn been validated against the DNS data. This a posteriori modelling
strategy is advantageous since potential errors of numerics and modeling can be
avoided. Early investigation with the mixing time model developed in [10] (C&K
model) has indicated that, in principle, the C&K model has predicted the mean
and RMS of mixture fraction very well. The conditional means have also been
well predicted while the model has underestimated the conditional RMS. It has
been hypothesised that the derivation of the C&K model is based on an inconsistent
isotropic perspective. A new fully anisotropic model (a-ISO) has been derived based
on the anisotropy of the mixing volumes around the particles with the variance
and dissipation being formulated by strictly considering turbulent scales within the
sliver. Results with the a-ISO model have shown that the conditional means have
been preserved while the conditional RMS remain close to the DNS. While the C&K
model has shown a low but noticeable sensitivity to fm, the a-ISO model has had
virtually no sensitivity to fm. This could lead to a new direction of robust MMC-LES
modeling as the choice of fm is not important but should be small enough to ensure
localness of mixing. Moreover, the sensitivity study towards the model parameters
fm and rm has been conducted and it has been found that as long as fm, which
controls the distance between mixing particles in reference mixture fraction space,
is held constant, both the C&K and a-ISO models have shown their insensitivity
to the variation of the spatial distance between particles (rm). Another study has
been performed to test the sparse character of MMC under dense conditions. The
number of particles has been increased over three orders of magnitude while model
parameters fm and rm remained constant. The low sensitivity towards the number
of particles in this study has confirmed the principles of numerical convergence of
MMC.
Using this a posteriori modelling strategy, MMC has been extended to the simu-
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lation of silica (SiO2) nanoparticle flame synthesis. The simulation configuration has
been modified to extend the residence time of nanoparticles in the domain. At first
the standard C&K model has been tested and then a simplistic model to include the
effect of differential diffusion in MMC has been introduced. First results with the
C&K model have been promising as the unconditional and conditional means have
always stayed close to the DNS, especially the conditional mean of the solid parti-
cles that are produced by very slow chemical kinetics and thus subject to significant
turbulence-chemistry interactions. However, similar to the results of syngas com-
bustion, the conditional RMS has been vastly underpredicted. Differential diffusion
has also been considered in both DNS and MMC. SiO2 particles are in solid state
and thus diffuse more slowly than other gas species. Therefore, with differential
diffusion the production and variance of silica particles are higher. This trend has
also been captured by the MMC with the simplistic model for differential diffusion.
Finally, MMC-LES for the nanoparticle flame synthesis has been validated with
the stand-alone MMC-LES. Variables from the Eulerian solver needed for the parti-
cle solutions such as velocity, mixture fraction and turbulent diffusivity are solved in
LES. With the C&K model a very good agreement between MMC-DNS and MMC-
LES has been achieved. However, as observed previously, the conditional RMS have
been greatly underpredicted. In contrast, the a-ISO model has been able to yield
significant improvements of the conditional RMS. Sensitivity studies towards fm
with the a-ISO model show robustness and are consistent with previous studies. A
parameter study of the Eulerian length scale has shown the independence of the
model on the LES grid size. The stand-alone MMC-LES has also been validated
with the syngas combustion and similar outcomes have been observed. Results of
the syngas combustion with stand-alone MMC-LES are presented in Appendix B.
10.2 Outlook
There are some suggestions for future developments. Even though the a-ISO model
has shown promising results and has been validated in the stand-alone MMC-LES,
the configuration is very simple and the flame has a rather wide reaction zone.
Therefore, the next step for the a-ISO model should be to extend this model to
real flame cases especially those that are experimentally investigated such as Sandia
Flames series D-F which have shown much stronger sensitivity to fm for the C&K
model.
Moreover, the model for differential diffusion in MMC is a simplistic model which
10.2. OUTLOOK 114
may have some limitations in future applications. An improved model for the dif-
ferential diffusion should be developed. A possibility is that the side − stepping
method introduced in [17], which has been successfully applied for homogeneous,
isotropic decaying turbulence, could be implemented for the real flame cases. An-
other issue is that the mechanism of nanoparticle flame synthesis in this thesis has
only considered nucleation. No agglomeration as well as surface growth were taken
into account. Therefore, agglomeration and surface growth should be included in
MMC. The aerosol general dynamic equation (GDE) should be solved numerically.
The sectional method or the method of moments should be adopted for the modeling
of the GDE and the size distribution function can be modeled. Further future work
is that MMC should be applied for the spray flame synthesis.
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Appendix A
Example of an OpenFOAM solver
Structure of a simulation case in OpenFOAM
This appendix shows a short introduction to how a simulation case in Open-
FOAM works. A regular case of a CFD simulation in OpenFOAM is depicted in
Fig. A.1 and comprises normally three directories:
Case
System
Constant
      0
controlDict
decomposePar
fvSchemes
fvSolution
polyMesh/
turbulenceProperties
combustionProperties
chemistryProperties
thermophysicalProperties
p
T
rho
U
Figure A.1: A regular case of CFD simulation with OpenFOAM.
• The ”System” directory. This directory contains required information for any
CFD simulation using FVM. In the controlDict file basic input of the sim-
ulation such as start time, end time and Courant number is given. In the
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fvSchemes and fvSolution file significant information for FVM such as nu-
merical schemes and numerical methods is provided. In case of parallel com-
puting, information about mesh decomposition is also given in this folder. Any
change of the options of the models can be made via these files easily.
• The ”Constant” directory. This directory contains information about the ge-
ometry such as cell centers, faces. Moreover, input files of libraries such as
the turbulence model, combustion model and chemistry model are also stored
here.
• The ”time” folder. This folder has the temporal data of the vector and scalar
fields. These data are either initial conditions or the results of the simulation.
Each file in the time folder contains the values of vector or scalar fields in the
cell centers. The values as well as the types of the boundary conditions are
also stored here. In the next section, an example of an OpenFOAM solver and
case is presented.
A DNS solver for reacting flow
This section presents a CFD solver of a DNS code for reacting flows. In this
solver, the momentum equation, reacting species equation and the enthalpy equation
are solved without any modeling. Fig. A.2 provides the flow chart for the solver with
some linked libraries. The simulation solves the transport equations using FVM with
the class ”FVM”. Chemical reactions are handled by the class ”chemistryModel” in
”chemistryModel.H” where the class ODE in ”ODE.H” is in turn called to solve the
ODE for the source terms of species and sensible enthalpy transport equations. After
obtaining new mass fractions and enthalpy, temperature and other thermophysical
parameters, density is updated by ideal gas law class. Sutherland’s law class is used
to calculate the viscosity. The time loop goes on until the end time is reached. This
solver is used as the base for the development of MMC combustion model.
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Initialization t=tstart
    createMesh.H
    createFields.H
Solve chemistry
   chemistry.H
Solve Navier-Stokes equation
             rhoEqn.H
                UEqn.H
Solve species transport equation
                YEqn.H
               
Solve enthalpy transport equation
                hsEqn.H
Update temperature from new 
mass fractions and enthalpy
            thermo.correct()
            Pressure correction
                     pEqn.H
            t > tend
Library
update reaction rate 
and heat release
class chemistryModel.H
solve ordinary differential 
equations
class ODE.H
Solve transport equations 
using FVM
class FVM.H
update temperature and 
thermo parameters
class hePsiThermo.C
Ideal gas law
Sutherland's law
...
Done         
Figure A.2: A simplified diagram of a DNS solver in reacting flow.
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Appendix B
MMC-LES of the double shear
layer syngas combustion
The current a posteriori analysis is complemented by an analysis using the stand-
alone MMC-LES code presented in Chapter 9. In short, the implicitly-filtered trans-
port equations of mass, momentum and mixture fraction are solved along with an
MMC submodel. Conventional LES closures are used, where the unresolved subfilter
momentum and scalar fluxes are modelled from a turbulent viscosity and diffusivity,
respectively. The turbulent viscosity νt is calculated from a Smagorinsky-type eddy
viscosity model [77] based on the LES-filtered velocity field. The turbulent diffu-
sivity Dt is computed from the turbulent viscosity assuming a turbulent Schmidt
number σt = 0.4. The filtered mixture fraction f˜ is used both for MMC particle pair
selection and MMC particle mixing using the expressions for the Lagrangian time
scale. The position and the chemical state of each notional MMC particle evolve ac-
cording to Eqs. 2.41 and 2.42. The coupling between the particles and the Eulerian
LES field is achieved by a conditional variant of the equivalent enthalpy method
[10]. The super-mesh is used both for particle control and for density feedback from
the stochastic particles to the LES flow solver. A more detailed information about
the stand-alone MMC-LES can be found in Chapter 9.
Here, the DNS data is compared with MMC-LES using the reference model for
τL (C&K) and a-ISO. A direct comparison between the DNS presented in Chapter
7 and the DNS in this section is not possible. The DNS presented in Chapter 7
uses synthetic turbulence as initial conditions (IC) while the DNS here uses the
original initial conditions provided by E.R. Hawkes [29]. The reason for this is that
the (filtered) synthetic turbulence IC does not give the appropriate jet break-up
in stand-alone LES simulations. Therefore, the initial conditions of the MMC-LES
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simulation are filtered from the IC of the DNS in [29]. Detailed information of the
LES configuration is shown in Table B.1.
Table B.1: Configuration parameters of DNS and LES
Nx Ny Nz ∆x (µm)
DNS 576 672 384 15
LES 72 84 48 120
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Figure B.1: Cross-stream profiles of (a) mean mixture fraction, (b) mixture fraction
RMS at t/tj = 20.
Figures B.1 and B.2 show the cross-stream profiles of mean and RMS of mixture
fraction of the C&K and the a-ISO model along with the profiles of DNS and LES
mixture fraction at t/tj = 20 and t/tj = 40. Overall, there is good agreement
for both the a-ISO and C&K mixing time scale models. The mean is very well
predicted while a slight overprediction of the variance by the MMC-LES with the
a-ISO time scale model relative to the DNS data is observed. However there is
consistency between the variance predicted by a-ISO model and the Eulerian LES
variance which is a necessary outcome. The likely cause of the overprediction is the
slightly different jet break-up predicted by the LES relative to DNS.
The conditionally averaged mean and RMS of temperature predicted by the
stand-alone MMC-LES are shown in Figs. B.3 and B.4. A very good quantitative
agreement between the a-ISO model and the DNS data demonstrates that the mixing
time scale model which was validated in Chapter 7 also works well when implemented
in a stand-alone MMC-LES.
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Figure B.2: Cross-stream profiles of (a) mean mixture fraction, (b) mixture fraction
RMS at t/tj = 40.
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Figure B.3: Domain averaged profiles of (a) conditional mean temperature, (b)
conditional RMS of temperature at t/tj = 20.
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Figure B.4: Domain averaged profiles of (a) conditional mean temperature, (b)
conditional RMS of temperature at t/tj = 40.
Appendix C
Sensitivity towards rm and
numerical convergence for the
fully anisotropic model
Similar to Secs. 7.4.1.2 and 7.4.1.3, here, the sensitivity towards the modelling
parameter rm and the numerical convergence for the anisotropic mixing model (a-
ISO) are demonstrated. The parameter fm is set to fm = 0.03 with rm and the
particle number being varied as indicated in the figure legends. This corresponds to
the particle number densities as specified in Tabs. 7.2 and 7.3. Fig. C.1 shows the
mean and RMS of mixture fraction as well as the conditional mean and conditional
RMS of temperature at t/tj = 20 for the test cases with different rm. Smaller mixing
distances in physical space tend to give slightly better agreement with experiments,
however, overall the sensitivity towards rm is low and similar to differences observed
for the C&K model. Notable is however, that the use of the anisotropic model gives
good predictions of the conditional temperature RMS for all cases.
Figure C.2 depicts the results for testing numerical convergence at t/tj = 20
and confirms the trends reported in Sec. 7.4.1.3. The fluctuations for the averaged
quantities are relatively large for low particle numbers even for the prediction of
the conditionally averaged mean. Independent of the increase in scatter, a clear
convergence of the results towards the solution given by the case with 128L/1E can
be observed when increasing the particle number. In addition, the scatter reduces
markedly. The case 1L/1E approximates the converged solution satisfactorily and
can be therefore be used for the parameter studies conducted in the main body of
the present work.
133
134
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
-6 -4 -2  0  2  4  6
 
M
ix
tu
re
 fr
ac
tio
n 
 
y/H
DNS
1L/8E
1L/4E
1L/1E
2L/1E
(a)
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
-6 -4 -2  0  2  4  6
 
M
ix
tu
re
 fr
ac
tio
n 
RM
S 
 
y/H
DNS
1L/8E
1L/4E
1L/1E
2L/1E
(b)
 600
 800
 1000
 1200
 1400
 1600
 1800
 2000
 0  0.2  0.4  0.6  0.8  1
 
co
n
di
tio
na
l m
ea
n 
te
m
pe
ra
tu
re
  
Mixture fraction
DNS
1L/8E
1L/4E
1L/1E
2L/1E
(c)
 0
 50
 100
 150
 200
 250
 300
 0  0.2  0.4  0.6  0.8  1
 
co
n
di
tio
na
l t
em
pe
ra
tu
re
 R
M
S 
 
Mixture fraction
(d)
Figure C.1: Sensitivity to particle number density for a-ISO model. Cross-stream
profiles of (a) mean mixture fraction, (b) mixture fraction RMS. Domain averaged
(c) conditional mean temperature, (d) conditional RMS of temperature. Results are
plotted for t/tj = 20.
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Figure C.2: Domain averaged (a) conditional mean temperature, (b) conditional
RMS of temperature. The value of rm is kept constant throughout and its compu-
tation is based on Eq. 4.12 using ∆L of the case with the sparsest particle density,
1L/8E. Results are plotted for t/tj = 20.
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Appendix D
Data storage
Table D.1: Case and code used to produce results of [92]. The repository
”mmcDnsFoam-2.4.x” is located in ”gitlab/mmcFoam/mmcDnsFoam-2.4.x”.
High performance Computing in Science and Engineering 16 (VO2016HPCSE)
Data on storage Case Code
ITV-OF-DD-18M 18M-cell double shear layer DNS of Hawkes
et al.[29] with differential diffusion using the
coupled Cantera-OpenFOAM solver.
”DNS-difdif”
on GIT. SHA:
96802b35
ITV-OF-Le1-18M 18M-cell double shear layer DNS of [29] with-
out differential diffusion using the standard
OpenFOAM.
”DNS Le1”
on GIT. SHA:
1a46ca8b
ITV-OF-Le1-150M 150M-cell double shear layer DNS of [29]
without differential diffusion using the stan-
dard OpenFOAM.
”DNS Le1”
on GIT. SHA:
1a46ca8b
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Table D.2: Case and code used to produce results of [95]. The repository
”mmcDnsFoam-2.4.x” is located in ”gitlab/mmcFoam/mmcDnsFoam-2.4.x”.
Proceedings of combustion institute (Vo2017PCI)
Data on storage Case Code
DNS Le1 150M-cell double shear layer DNS of
silane in [95] without differential diffu-
sion.
”DNS Le1” on GIT.
SHA: 1a46ca8b
DNS MMC difdif 150M-cell double shear layer DNS-
MMC of silane in [95] with differential
diffusion.
”mmcDNSSilaneFoam-
2.4.x” on GIT. SHA:
f5f70cd4
FlameletFoam difdif Flamelet solver including the simplistic
model for the effect of differential diffu-
sion. The solver is used to create Fig.
8.3 (Fig. 3 in [95]). The data is stored
in the folder ”tutorials”.
”FlameletFoam difdif”
on GIT. SHA:
fdb3d15f
DNS MMC Le1 150M-cell double shear layer DNS-
MMC of silane in [95] without differ-
ential diffusion.
”master” on GIT.
SHA: 99d4416b
Table D.3: Case and code used to produce results of [94]. The repository
”mmcDnsFoam-2.4.x” is located in ”gitlab/mmcFoam/mmcDnsFoam-2.4.x”.
Combustion & Flame (Vo2017CF)
Data on storage Case Code
caseI/CK var fm MMC-DNS with C&K mixing model
and different fm. Wide reaction zone
(case I) as in Fig. 7.2.
”master” on GIT.
SHA: 99d4416b
caseI/CK var dens MMC-DNS with C&K mixing model
and different stochastic particle num-
ber density. Wide reaction zone (case
I) as in Fig. 7.2.
”master” on GIT.
SHA: 99d4416b
caseI/aISO var fm MMC-DNS with a-ISO mixing model
and different fm. Wide reaction zone
(case I) as in Fig. 7.2.
”mmcDnsFoam-
aISO” on GIT. SHA:
13d9d15d
caseII/CK var fm MMC-DNS with C&K mixing model
and different fm. Thin reaction zone
(case II) as in Fig. 7.2.
”master” on GIT.
SHA: 99d4416b
caseII/a-ISO var fm MMC-DNS with a-ISO mixing model
and different fm. Thin reaction zone
(case II) as in Fig. 7.2.
”mmcDnsFoam-
aISO” on GIT. SHA:
13d9d15d
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Table D.4: Case and code used to produce results of [93]. The repository
”mmcDnsFoam-2.4.x” is located in ”gitlab/mmcFoam/mmcDnsFoam-2.4.x”.
European Combustion Meeting 2015 (Vo2015ECM)
Data on storage Case Code
fm 0.01 ECM MMC-DNS with C&K mixing model
and fm = 0.01.
”master” on GIT.
SHA: 99d4416b
fm 0.03 ECM MMC-DNS with C&K mixing model
and fm = 0.03.
”master” on GIT.
SHA: 99d4416b
fm 0.07 ECM MMC-DNS with C&K mixing model
and fm = 0.07.
”master” on GIT.
SHA: 99d4416b
Table D.5: Case and code used to produce results of [91]. The repository
”mmcDnsFoam-2.4.x” is located in ”gitlab/mmcFoam/mmcDnsFoam-2.4.x”.
European Combustion Meeting 2017 (Vo2017ECM)
Data on storage Case Code
CK 0.03 MMC-LES with C&K mixing model
and fm = 0.03.
”mmcFOAM-CK-2.4.x”
on GIT. SHA: edc676de
CK 0.05 MMC-LES with C&K mixing model
and fm = 0.05.
”mmcFOAM-CK-2.4.x”
on GIT. SHA: edc676de
CK 0.07 MMC-LES with C&K mixing model
and fm = 0.07.
”mmcFOAM-CK-2.4.x”
on GIT. SHA: edc676de
aISO 0.03 MMC-LES with a-ISO mixing model
and fm = 0.03.
”mmcFOAM-aISO-
2.4.x” on GIT. SHA:
e2ff3cca
aISO 0.05 MMC-LES with a-ISO mixing model
and fm = 0.05.
”mmcFOAM-aISO-
2.4.x” on GIT. SHA:
e2ff3cca
aISO 0.07 MMC-LES with a-ISO mixing model
and fm = 0.07.
”mmcFOAM-aISO-
2.4.x” on GIT. SHA:
e2ff3cca
Table D.6: Post-processing codes.
Post-processing codes
Code Remarks
calcAve Cross-stream mean of a scalar in DNS.
calcConditional Conditional mean of a scalar in DNS.
calcPDF2D Conditional PDF of a scalar in DNS.
dissipation Calculate the scalar dissipation in DNS.
LES-MMC-PP Calculate the cross-stream mean, conditional
mean and conditional PDF in MMC.
plot-2D-PDF-MATLAB MATLAB script to plot the 2D-PDF using the
data created by ”calcPDF2D”.
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