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最適化問題は，決定変数の連続・離散の観点から，連続型最適化問題と離散型最適化問
題に大別できる。さらに，連続型最適化問題は，目的関数の微分可能性や連続性，単峰性・
多峰性などの観点から多様な構造の問題に分類できる。
近年のシステムの大規模化・複雑化，さらにはシミュレーション技術・計測技術の急速
な高度化に伴い，微分可能性・連続性などの条件を必要とせず，さらに限られた計算時間
において，多峰構造の問題の優れた解を求めることができるメタヒューリスティクスが注
目されている。メタヒューリスティクスは直接探索型の近似解法の枠組みであり，その多
くは生物現象・社会現象などからのアナロジーにより構築されたことが特徴として挙げら
れる。これらの手法は，数学的には証明できないが経験的に有効性が明らかとなっている
操作を繰り返し行なうことで，優れた解を求めることができる。
本論文ではアナロジーという観点ではなく，解空間の特性の考察やメタヒューリスティ
クスのアルゴリズム解析により得られた「最適化として本質的に重要かつ優れた戦略」に
着目し，これに基づくアルゴリズムの開発という観点から，最適化手法の構築を行なった。
工学における最適化問題の解構造には，なんらかの偏りが存在することが経験的に知ら
れており，その性質を活用することで，膨大な解空間を効率的に探索することができる。
解構造の有する性質として，優れた解同士になんらかの類似構造が存在することが知られ
ており，これを踏まえた探索機構を構築することで，より優れた解の効率的な生成が可能
となることが考えられる。しかし，探索過程で用いることのできる解は，必ずしも十分に
高い最適性を有しているとは限らない。特に探索序盤において，十分に優れた解を発見し
学位論文要旨（修士（工学）） ii
活用するのは困難であるため，多くの場合，探索には探索過程で得られた比較的優れた解
を用いることとなる。そのため，探索段階に合わせた優れた解の適切な取入れが必要とな
ると考えられる。このとき，探索が進むにつれて，より高い最適性を有する解を発見し，
活用できる可能性が高いことに着目する。探索序盤では，この段階における比較的優れた
解が高い最適性を有していないと考え，これらの解を多く取入れずに探索する。探索終盤
では，この段階における比較的優れた解が高い最適性を有していると考え，これらの解を
十分に取入れつつ探索する。これより，効率的な探索の実現が期待できる。
上記の効率的探索を実現させる有効な探索戦略として，「探索序盤の多様化，探索終盤の
集中化」という考え方がある。多様化とは大域的探索により解を一様に探索する操作であ
り，集中化とは優れた解が存在しうる有望な領域を局所的に探索する操作である。この戦
略により，探索序盤において優れた解が存在し得る領域を発見し，探索終盤ではその有望
な領域を重点的に探索することで，より優れた解を求めることができる。多くの優れた多
点型メタヒューリスティクスは，探索点間に相互作用を付与した探索を行なうことでこの
戦略を可能とする。
本論文では，この探索戦略を可能とする手法の構築にあたり，以下の二つを考慮した機
能を導入する。
(1) 距離制御 探索段階に合わせてある任意の解との距離を制御することで，探索領域を
徐々に絞り込む。この任意の解は，探索終盤において十分に優れた解となるように
設定する。探索序盤ではその距離が大きくなるように制御し，探索終盤ではその距
離が小さくなるように制御する。このようにして，探索序盤では特定の解の影響を
抑えた探索「多様化」を，探索終盤では十分に優れた解付近，すなわち，有望な領
域の探索「集中化」を行なうことができ，効率的探索を実現した。
(2) 方向制御 探索段階に合わせてある任意の解へ向かうベクトルの方向の取入れ率を調
整することで，探索領域を徐々に絞り込む。この任意の解は，探索終盤において十
分に優れた解となるように設定する。ただし，この任意の解は「(1) 距離制御」で用
いる解ではない。探索序盤ではその方向を十分に取入れず，探索終盤ではその方向
を十分に取入れた探索を行なう。このようにして，探索序盤ではその方向の影響を
抑えた多様な方向への探索「多様化」を，探索終盤ではその方向へ十分に制限した
領域，すなわち，有望な領域の探索「集中化」を行なうことができ，効率的探索を
実現した。
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このように，探索状況を制御し，効率的な多様化・集中化を実現した連続型多点探索法を
構築した。さらに，典型的なベンチマーク問題を用いて数値実験を行ない，本手法の有用
性を検証した。
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1 序論
1.1 本論文の背景と目的
最適化は，工学をはじめ経済学など幅広くに及んで存在し，その重要性は広く知られて
いる。最適化問題は，決定変数の連続・離散の観点から，連続型最適化問題と離散型最適
化問題に大別できる。さらに，連続型最適化問題は，目的関数の微分可能性や連続性，単
峰性・多峰性などの観点から多様な構造の問題に分類できる。近年，システムが大規模化・
複雑化する一方で，システムの設計・運用・解析・制御や工業製品の性能に対する要求が
高度化しており，高い汎用性・性能を有する「実用的な最適化」の需要が急速に高まって
いる。これに加え，コンピュータパワーの飛躍的増大に伴い，応用数学の一分野として始
まった数理計画法の研究が活発化し，「実用的なアルゴリズム」の構築と有用性の検証が急
速に進展した。ここで，連続型最適化問題に対する代表的な数理計画法として，線形計画
法・非線形計画法がある。線形計画法とは，決定変数が連続値をとり，さらに目的関数お
よび制約条件がともに線形式で与えられる問題を解く最適化手法である。なかでも，G. B.
Dantzigによって考案された最適化手法であるシンプレックス法は，従来から広く用いら
れてきた。一方，1984年にN. Karmarkarにより提案された手法を発展させた内点法も，
主に大規模な線形計画問題に対して実用化されつつある［1］［2］。次に，非線形計画法とは，
決定変数が連続値をとるが，目的関数あるいは制約条件が非線形の式で与えられる問題を
解く最適化手法である。そのため，線形計画法に比べて対象とする問題は極めて多様であ
る。非線形計画問題は無制約最適化問題と有制約最適化問題に大別されるが，無制約最適
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化問題に対する共役勾配法や準ニュートン法，有制約最適化問題に対する逐次二次計画法
や乗数法などの優れた手法の開発が進められている［1］［3］［4］［5］。しかし，当時これらの
最適化の実用化は十分に普及しておらず，特にモデリングが容易な分野に限定されていた。
その主要な理由の一つとして，モデルと実システムの乖離が挙げられる。最適化は一般的
に実システムのモデルに対して行なわれるが，その際に適用する手法が必要とする微分可
能性・連続性などの条件を満たしつつモデリングしなければならない。これにより，モデ
ルと実システムの乖離が大きくなり，求めた解の実行可能性・最適性が十分でない等の問
題が起きる［1］［6］［10］。
そこで，メタヒューリスティクスと呼ばれるパラダイムが誕生した［6］［10］。発見的近
似手法の枠組みであり，微分可能性・連続性などの条件を必要としない直接探索型である
メタヒューリスティクスは，最適化を行なう上でのモデリングを必要とせず，さらに限ら
れた計算時間において十分に高い最適性を有する解を求めることができることから，「実用
的な最適化手法」として注目されている。連続型メタヒューリスティクスには，Particle
Swarm Optimization（PSO）［8］［11］やDiﬀerential Evolution（DE）［7］［9］［12］，Spiral
Optimization（SPO）［13］［14］［15］などがある。PSOとは，1995年に J. KennedyとR.
Eberhartにより開発されたメタヒューリスティクスの一つである。PSOの基本的な概念
は，鳥などの群れが餌を探す行動研究によって導かれた「情報を群れ全体で共有している」
という仮定に基づく。すなわち，群を構成する個体はそれぞれが独立して行動するのでは
なく，群全体が情報を共有しつつ，相互作用を有した行動を行なうという概念である。DE
とは，1995年にK. V. PliceとR. M. Stornにより開発された進化論的計算の一つである。
DEをはじめとする進化的計算手法は，生物の進化過程から着想を得て構築された。SPO
とは，2011年にK. TamuraとK. Yasudaにより開発されたメタヒューリスティクスの一
つである。SPOは自然界において頻繁に現れる渦現象からのアナロジーにより構築され
た。渦現象の例として，渦潮や巻貝などの対数らせんと呼ばれる幾何学的曲線で近似可能
な渦が挙げられる。これらの手法以外についても，多くの手法が生物現象・社会現象など
からのアナロジーにより構築されており，このようなアナロジーという観点からの手法構
築はメタヒューリスティクスの特徴の一つである。これらの手法は，数学的には証明でき
ないが経験的に有効性が明らかとなっている操作，すなわち，「ヒューリスティック」な操
作を繰り返し行ない，十分に高い最適性を有する優れた解を求める。
本論文ではアナロジーという観点での手法構築ではなく，対象とする問題における「解
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空間の特性」やメタヒューリスティクスのアルゴリズム解析により得られた「最適化とし
て本質的に重要かつ優れた戦略」に着目し，これに基づくアルゴリズムの開発という観点
から，「高い探索性能・汎用性を有する最適化手法」の構築を行なう。ただし，アナロジー
に立脚したアプローチと最適化手法の基本構造に基づくアプローチは独立した概念ではな
い。アナロジーに立脚した手法の解析により，メタヒューリスティクスの最適化手法とし
ての構造解析が実現し，この解析から得た知見を活用することで，優れたメタヒューリス
ティクスの開発が可能となる。双方のアプローチが有機的に結合し，メタヒューリスティ
クスの改良・開発ができる。
ところで，一般的な非線形最適化問題は，多くの場合，問題構造に多峰性を有している。
したがって，これまで非線形最適化手法の多くは，局所的最適解を効率的に求めることを
目的として開発されているが，それらの手法が多峰構造を有する問題に対して高い最適性
を有する優れた解を求めることは困難である。一方で，PSOやDEをはじめとする多くの
優れたメタヒューリスティクスは，多峰構造を有する問題に対して多点による探索を行な
うことで，大域的探索・効率的探索を可能としている。複数の探索点間に相互作用を付与
することで，単一の探索点では不可能な多様で豊かなダイナミクスを生み出すことができ
る［1］［10］。
多点探索において，有効な探索戦略として「探索序盤の多様化，探索終盤の集中化」と
いう考え方があり，優れたメタヒューリスティクスではこの戦略を実現した探索を行なう。
多様化とは解空間を大域的探索する操作であり，集中化とは優れた解が存在しうる有望な
領域を局所的探索する操作である。この戦略は，工学における最適化問題の解構造が有す
る性質の一つである「近接最適性原理（POP）」を根幹としている。ここで，POPとは，
優れた解同士は似た構造を有しているという原理である。このPOPという性質に基づき，
探索序盤ではある特定の解の影響を抑え，探索終盤では優れた解の構造を十分に取入れる
ような戦略となっている。これにより，探索序盤では多様化により有望な領域を発見し，
探索終盤では集中化によりその領域を重点的に探索することで，より優れた解を求めるこ
とができる［6］［10］。
過去の研究には，探索段階に合わせた適切な多様化・集中化を可能とする手法の構築に
関する研究例がいくつかある。例えば，SPOと呼ばれる手法は，対数らせん特有の性質に
基づき，回転しつつ探索点と優れた解の距離を指数関数的に減少させていくことで，多様化
から集中化へ変遷するような探索を可能としている［13］［14］［15］。すなわち，SPOでは，
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探索点間の「距離」という観点から適切な多様化・集中化を行なっているといえる。本論文
では，1)解同士の「距離」および 2)探索点の移動の「方向」という観点から，効果的な多
様化・集中化を実現する連続型多点探索法を構築する。提案手法は，探索点の移動の「方
向」という観点からも適切な多様化・集中化を行なうという点で，SPOとは異なる。この
「方向制御」は，対象とする問題の次元数が増加するにつれて解空間の広さは飛躍的に拡大
するため，高次元においてより有用性が高まると考えられる。以上を踏まえ，提案手法に
「距離制御」・「方向制御」機能を導入する。距離制御では，探索序盤ではある特定の解から
離れた領域の探索を，探索終盤では優れた解付近の探索を行なうように，探索段階に合わ
せて探索領域を制限していく。方向制御では，探索序盤ではランダム性の高い多様な方向
への探索を，探索終盤では優れた解が存在する方向への探索を行なうように，探索段階に
合わせて探索領域を制限していく。このように，探索段階に合わせて多様化から集中化へ
変遷するように制御することで，効率的探索の実現を狙う。また，いくつかの典型的なベ
ンチマーク問題を用いた数値実験により，提案手法の探索性能・汎用性を検証する。
1.2 本論文の構成
本論文は五章で構成されている。
第一章の「序論」では，本論文の背景と目的を述べる。
第二章の「近接最適性原理に基づく探索戦略」では，近接最適性原理を考慮した有効な
探索についての考察，および，代表的な連続型メタヒューリスティクスの探索構造分析を
行ない，これに基づく有効な探索戦略について述べる。
第三章の「新たな連続型多点探索法の提案」では，二章で記述した探索戦略を実現する
新たな多点探索法を提案する。
第四章の「数値実験検証」では，提案手法の有用性を検証する。
第五章の「結論」では，本論文のまとめを述べ，今後の課題を挙げる。
2 メタヒューリスティクスにおける有効な探索戦略
本論文ではアナロジーという観点での手法構築ではなく，対象とする問題にお
ける「解空間の特性」やメタヒューリスティクスのアルゴリズム解析により得ら
れた「最適化として本質的に重要かつ優れた戦略」に着目し，これに基づくアル
ゴリズムの開発という観点から，「高い探索性能・汎用性を有する最適化手法」の
構築を行なう。本章では，工学における多くの最適化問題が有する解構造の性質
の一つである「近接最適性原理（POP）」について記述し，メタヒューリスティ
クスの探索への活用について考察する。さらに，代表的な連続型メタヒューリス
ティクスの探索構造分析を行ない，これに基づいてPOPを活用した探索戦略を
構築する。
2.1 近接最適性原理に基づく効率的探索
工学における多くの最適化問題の解構造には，なんらかの偏りが存在することが経験的
に知られている［6］［10］。この偏りの一つに，「優れた解同士は何らかの類似構造を有する」
という原理があり，近接最適性原理（POP）と呼ばれている。本論文では，このPOPが成
立しているような最適化問題を対象としており，POPを踏まえた探索を行なうことで，よ
り優れた解を効率的に生成できる可能性が高いと考えられる。しかし，探索過程で用いる
ことのできる解は，必ずしも十分に高い最適性を有しているとは限らない。特に探索序盤
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において，十分に優れた解を発見し活用するのは困難であるため，多くの場合，探索には
探索過程で得られた比較的優れた解を用いることになる。そのため，探索段階に合わせた
優れた解の適切な取入れが必要となると考えられる。このとき，探索が進むにつれて，よ
り高い最適性を有する解を発見し，活用できる可能性が高いことに着目する。探索序盤で
は，この段階では十分に高い最適性を有する解を発見していないと考え，ある特定の解を
取入れずに探索する。探索終盤では，この段階における比較的優れた解が高い最適性を有
していると考え，これらの解を十分に取入れつつ探索する。これにより，効率的探索の実
現が期待できる。
多くの優れたメタヒューリスティクスは，以上のようにPOPを巧みに反映させたアルゴ
リズムとなっている。以下に，多点型メタヒューリスティクスであるParticle Swarm Opti-
mization（PSO）［8］［11］，Diﬀerential Evolution（DE）［7］［9］［12］，Spiral Optimization
（SPO）［13］［14］［15］をPOPの観点から分析する。
2.1.1 Particle Swarm Optimization
PSOは，探索点間で互いに最良解情報を共有し，それに基づいて解空間を探索する手
法である［11］［8］。各探索点 xi ∈ Rn，i = 1, 2, · · · , m（m：探索点数）は移動ベクトル
vi ∈ Rnと，各探索点がそれまでに発見した最良解 pbestki の情報をそれぞれ有している。
さらに，群全体ではこれまでに探索点群が発見した最良解 gbestkの情報を共有する。各
探索点は現在の位置xki から pbest
k
i へ向かうベクトル (pbest
k
i − xki )と，gbestkへと向
かうベクトル (gbestk −xki )，そして現在の位置への移動に用いた移動ベクトル vki の三つ
を次式のように合成することで，次の移動ベクトル vk+1i を生成する（図 2.1）。
vk+1ij = w · vkij + c1 · rand1()ij · (pbestkij − xkij) + c2 · rand2()ij · (gbestkj − xkij) (2.1)
ただし，rand1()ij，rand2()ij，j = 1, 2, · · · , n（n：次元数）は [0 1]の一様乱数，w，c1，
c2はそれぞれの項に対する重みパラメータである。この速度vk+1i を用いて，各探索点の移
動先xk+1i を生成する。
xk+1i = x
k
i + v
k+1
i (2.2)
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図 2.1： Particle Swarm Optimizationの移動戦略
式 (2.1)，式 (2.2)から分かるように，PSOでは各探索点がpbestki とgbest
kに近づくよう
な探索を行ない，探索過程でそれらの解が更新されれば，探索点は新たな最良解方向に向
けて探索を行なう。
ここで，PSOのなかでも代表的な手法として，Constriction Method(CM)［6］［16］［17］，
Linearly Decreasing Inertia Weight Method（LDIWM）［6］［16］［18］，Linearly Decreasing
Vmax Method（LDVM）［6］［19］などがある。
(1) CM M. Clercらが行なったPSOの安定性解析に基づき，PSOのパラメータを弱い
安定領域（w = 0.729, c1 = c2 = 1.4955）に設定する手法である。このパラメータ
設定法により，探索が進むにつれて探索点の速度が減少し，探索終盤では優れた解
を十分に取入れた探索を行なうことが期待できる。
(2) LDIWM パラメータwの値を反復回数の増加に合わせて，不安定領域（w = 0.9, c1 =
c2 = 2.0）から安定領域（w = 0.4, c1 = c2 = 2.0）へ線形に減少させる手法である。
このパラメータ調整法により，探索が進むにつれて探索点の速度が減少し，探索終
盤では優れた解を十分に取入れた探索を行なうことが期待できる。
(3) LDVM 不安定領域にパラメータw, c1, c2を設定したうえで，探索点の速度上限Vmax
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の値を反復回数の増加に合わせて，線形に減少させる手法である。この速度上限の
調整により，個体の速度をスケジュール的に減少させることができ，探索終盤では
優れた解を十分に取入れた探索を行なうことが期待できる。
以上のように，これらの PSOは，探索が進むにつれて優れた解をより取入れた探索を行
なっていき，探索終盤では優れた解周辺を重点的に探索するような探索ダイナミクスを有
している。このようにして，これらのPSOはPOPを巧みに反映させた効率的探索を実現
していると考えられる。
以下に，PSOのアルゴリズムを示す。ただし，本論文では目的関数 f(x)を最小化する
問題を対象とする。
【Particle Swarm Optimizationのアルゴリズム】
Step 0:[準備]
探索点数m，パラメータw, c1, c2，最大反復回数 kmaxを設定する。反復回数 k = 1
とする。
Step 1:[初期化]
探索点の初期位置 x1i，i = 1, 2, · · · , mを初期値領域 Sに与える。また，初期速度
v1i を与える。また，pbest
1
i = x
1
i，gbest
1 = pbest1ig，ig = argmini
f(pbest1i )と
する。
Step 2:[探索点，速度ベクトルの更新]
次のように探索点 xk+1i ，i = 1, 2, · · · , mと速度 vk+1i を生成する。
vk+1ij = w · vkij + c1 · rand1()ij · (pbestkij − xkij) + c2 · rand2()ij · (gbestkj − xkij)
xk+1i = x
k
i + v
k+1
i
ただし，j = 1, 2, · · · , nである。
Step 3:[pbestki，gbest
kの更新]
f(pbestki ) > f(x
k+1
i )ならば，pbest
k+1
i = x
k+1
i とし，さもなければ，pbest
k+1
i =
pbestki とする。また，gbest
k+1 = pbestk+1ig ，ig = argmini
f(pbestk+1i )とする。
Step 4:[終了判定]
k = kmaxならば終了。さもなければ，k := k + 1として Step 2へ戻る。
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2.1.2 Diﬀerential Evolution
進化論的計算の一つであるDEでは，突然変異，交叉，選択を用いて，現在の探索点群から
次世代の探索点群が生成される［9］［12］。突然変異では，次式により変異ベクトルvi ∈ Rn，
i = 1, 2, · · · , mを生成する。
vi = xr0 + F · (xr1 − xr2) (2.3)
ここでスケール係数F は定数であり，xr0，xr1，xr2は移動を行なう探索点xiを除く探索
点であり，さらにxr0，xr1，xr2は互いに異なる探索点である。交叉では，xiと突然変異
で生成した変異ベクトル viを用いて，試験ベクトルui ∈ Rnを生成する。具体的には，xi
と viの j（j = 1, 2, · · · , n）番目の要素を確率的に選び，その要素を入れ替える（図 2.2）。
選択では，xiとuiの評価値の比較を行ない，より優れている解を次の探索点に選ぶ。
図 2.2： Diﬀerential Evolutionの移動戦略
第 2章 メタヒューリスティクスにおける有効な探索戦略 10
(a) xiを除く探索点群の分布 (b) viの生成候補点
図 2.3： Diﬀerential Evolutionの突然変異
DEは突然変異・交叉・選択において，以下のようにPOPを巧みに反映させている。
突然変異 突然変異は，基準ベクトルとしてランダムに選択された探索点の解構造を変化
させる操作である。ここで，DEは選択により，より優れた探索点が次世代に残る
ようなアルゴリズムとなっている。そのため，突然変異で生成される変異ベクトル
は，優れた解構造を有する探索点の近傍解であり，同様に優れた解構造を有してい
る可能性が高い。さらに，式 (2.3)から分かるように，突然変異ではその時点での探
索点分布の状況を反映させた viの生成を行なう（図 2.3）。ここで，探索が進むにつ
れて，探索点は対象とする問題の性質（偏り）に従って有望な領域に分布すること
を踏まえると，探索点分布の状況を反映させた viの生成は，問題構造に応じた理想
的な探索の実現に寄与すると考えられる。
交叉 交叉は，突然変異により生成された変異ベクトルviと移動を行なう探索点xiの二
つに対して適用され，本操作により生成される試験ベクトルuiは，viとxiの双方
が有する解構造の一部を引き継ぐ。そのため，突然変異・選択により優れた viとxi
を生成して用いることで，生成されるuiはそれぞれの優れた解構造を取入れること
ができ，さらに優れた解となることが期待できる。
選択 選択は，現在の探索点群から次世代としてより優れた探索点を選出する操作である。
交叉・突然変異において優れた解を生成するためには，本操作において優れた探索
点を選出する必要がある。
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このように，DEは，選択により優れた解を次世代の探索点として残していき，その優
れた解の近傍解を突然変異と交叉により生成することで探索を行なっている。また，探索
が進むにつれて各探索点の解構造は互いに類似していき，それらが突然変異・交叉を行な
うことで，探索終盤では優れた解構造をより取入れた探索を行なうことができる。このこ
とから，DEでは突然変異・交叉・選択の各操作が有機的に結合し，POPをより効果的に
活用した効率的探索が実現すると考えられる。
以下に，DEのアルゴリズムを示す。ただし，交叉では二項交叉を用いる。
【Diﬀerential Evolutionのアルゴリズム】
Step 0:[準備]
探索点数m，パラメータ Cr，最大探索回数 kmaxを設定する。反復回数 k = 1と
する。
Step 1:[初期化]
探索点の初期値x1i，i = 1, 2, · · · , mを初期値領域Sにランダムに与える。
Step 2:[突然変異]
各探索点 xki，i = 1, 2, · · · , mに対して，突然変異により変異ベクトル vki を生成
する。
vi = xr0 + F · (xr1 − xr2)
ただし，xr0，xr1，xr2は移動を行なう探索点xiを除く探索点であり，さらにxr0，
xr1，xr2は互いに異なる探索点である。
Step 3:[交叉]
次のように探索点 xki，i = 1, 2, · · · , mと変異ベクトル vki を交叉し，試験ベクトル
uki を生成する。
• jr = j，または交叉率Crを満たす場合，uij = vij
• 上記以外の場合は，uij = xij
ただし，jrはランダムに選択した次元である。
Step 4:[選択]
f(xki ) ≥ f(uki )，i = 1, 2, · · · , mならば，xk+1i = uki とし，さもなければ，xk+1i = xki
第 2章 メタヒューリスティクスにおける有効な探索戦略 12
とする。
Step 5:[終了判定]
k = kmaxならば終了。さもなければ，k := k + 1として Step 2へ戻る。
2.1.3 Spiral Optimization
自然界でよく見られる渦現象をアナロジーとしたSPOでは，探索点が任意の渦心x ∈ Rn
に向かって対数らせん軌道（図 2.4）で収束しつつ探索を行なう［13］［14］［15］。
具体的には，探索点は次式に従い移動する。
xk+1i = S(r, θ)x
k
i − (S(r, θ)− I)xi (2.4)
ただし，S(r, θ) = rR(θ)であり，0 < θ ≤ 2π は回転率，0 < r < 1は収束率を表わすパ
ラメータである。また，I ∈ Rn×nは単位行列，R(θ) ∈ Rn×nは次式のように定義される n
次元の回転行列である。
15 10 5 0 5 10 15
15
10
5
0
5
10
15
図 2.4： 対数らせん軌道 図 2.5： Spiral Optimizationにおける移動戦略
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R(θ) =Rn−1,n(θ)Rn−2,n(θ)Rn−2,n−1(θ)Rn−2,n(θ)
×Rn−2,n−1(θ)× · · · ×R2,n(θ)× · · ·
×R2,3(θ)× R1,n(θ)× · · · × R1,3(θ)R1,2(θ)
=
n−1∏
i=1
(
i∏
j=1
Rn−i,n+1−j(θ)
)
(2.5)
この行列は，次式のように定義されるn次元の基本回転行列Ri,j(θ) ∈ Rn×nを合成させた
ものである。
Ri,j(θ) =
i j
i
j
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
. . .
1
cos θ − sin θ
1
. . .
1
sin θ cos θ
1
. . .
1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2.6)
ただし，行列の空白要素は 0を意味する。このように，探索点は探索が進むにつれて，式
(2.5)で与えられたような回転軌道で角度 θだけ回転しつつ，渦心xまでの距離を r倍さ
せて収束するように移動する（図 2.5）。
SPOでは，渦心xの設定法として，各探索点の渦心xをこれまでに探索点群が発見した
最良解 gbestkに設定するという方法が提案されている。これにより，各探索点は gbestk
へ徐々に近づくような探索を行ない，探索過程でその解が更新されれば，探索点は新たな
gbestk方向に向けて探索する。また，SPOの探索ダイナミクスは，回転しながら渦心と
の距離を指数的に収束させていくという対数らせん固有の性質を有しており，探索序盤で
は解空間を大域的探索し，探索終盤では各探索点の共通の渦心である優れた解 gbestk付
近を重点的に探索する（図 2.6）。このようにして，SPOはPOPを巧みに反映させた効率
的探索を実現する。
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(a) 大域的探索 (b) 局所的探索
図 2.6： Spiral Optimizationの探索ダイナミクス
以下に，SPOのアルゴリズムを示す。
【Spiral Optimizationのアルゴリズム】
Step 0: [準備]
探索点数m > 2，収束率 0 < r < 1，回転角 0 < θ ≤ 2π，最大反復回数 kmaxを設定
する。反復回数 k = 1とする。
Step 1: [初期化]
探索点の初期位置 x1i ，i = 1, 2, · · · , mを初期値領域 Sにランダムに与える。渦心
xをx = x1ig，ig = arg mini
f(x1i )とする。
Step 2: [探索点の更新]
次のように探索点 xk+1i を生成する。
xk+1i = S(r, θ)x
k
i − (S(r, θ)− I)x
Step 3: [渦心の更新]
渦心 xを x = xk+1ig とする。ただし，ig = arg mini
f(xk+1i )，i = 1, 2, · · · , mで
ある。
Step 4: [終了判定]
k = kmaxならば終了。さもなければ，k := k + 1として Step 2へ戻る。
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2.2 有効な探索戦略
以上の代表的なメタヒューリスティクスの探索構造分析から，効率的探索を実現するよ
うな探索戦略を構築する。ここで，分析を行なったメタヒューリスティクスの探索構造を
整理する。PSOでは，探索点の速度が探索過程で大きな値から小さな値へ減少していくた
め，探索序盤では大域的探索を行なうが，探索終盤では pbestki と gbest
kに十分に近づく
ような探索を行なう。次に，DEでは，突然変異・交叉・選択により各探索点の解構造が
探索過程で互いに類似していくため，探索序盤では探索点の解構造を大きく変化させつつ
探索を行なうが，探索終盤では探索点の解構造を小さく変化させつつ探索を行なう。次に，
SPOでは，探索点が回転しながら渦心x（= gbestk）との距離を指数的に収束させてい
くため，探索序盤では大域的探索を行なうが，探索終盤ではgbestk付近の重点的な探索を
行なう。
ここで，以下のように探索指針を与える。
　 多様化：解空間を大域的に探索する操作
　 集中化：有望な領域を局所的に探索する操作
この観点から，以上の代表的なメタヒューリスティクスの探索ダイナミクスを分析すると，
いずれも「探索過程の多様化，探索終盤の集中化」という探索戦略を共通して実現してい
ることがわかる。連続型メタヒューリスティクスにおいて，多様化では，解の一様な探索
により優れた解が存在しうる有望な領域の発見を，集中化では，有望な領域の重点的な探
索によりさらなる解の改善を狙っていると考えられる。以上を踏まえると，探索過程で多
様化から集中化へ変遷するように探索することで，図 2.7のイメージ図のように探索領域
を効率的に絞り込むことができると考えられる。
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(a)探索開始時点 (b) 探索序盤
(c) 探索中盤 (d) 探索終盤
図 2.7： 有効な探索戦略
3 新たな連続型多点探索法の提案
2章では，多くの優れたメタヒューリスティクスが探索過程で多様化から集中
化へ変遷するような探索ダイナミクスを有しており，これにより近接最適性原理
を活用した効率的探索を可能とすることを述べた。本章では，それらの手法と同
様の探索ダイナミクスを有する連続型多点探索法を提案する。手法構築にあたり，
1)解同士の距離制御と，2)探索点の移動方向制御の二つの機能を導入する。これ
らの機能の設計指針は近接最適性原理を根幹とするものとし，探索段階に合わせ
た探索状況の制御を行なうことで効率的探索を狙う。
3.1 提案手法の概要
多くの優れたメタヒューリスティクスが多点探索を行なっていることを踏まえ，本論文
では，多様化から集中化へ変遷するような探索ダイナミクスを有する「多点探索法」を構
築する。多点探索により，複数の探索点間に相互作用を付与することができ，単点探索で
は不可能な，多様で効率的な探索の実現が期待できる。
これから，提案手法の探索メカニズムについて説明する。提案手法では，探索点 xki ,
i = 1, 2, · · · , mごとに移動先候補点 uki ∈ Rnを生成し，それが xki より優れている場合の
み探索点を移動更新する。移動先候補点uki は，探索点群が発見した最良解 gbest
kと xki
の内分点 cki を始点とする大きさL
kのベクトルにより決定され，その方向はxki 以外の探索
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図 3.1： 提案手法における移動先候補点uki の生成領域
点 tki = x
k
q，q = iへの方向を取入れ率 α（詳細は 3.2節）に従い取入れた方向である。な
お，その内分の比率はパラメータ βkによって決定される（図 3.1）。すなわち，移動先候補
点uki と内分点 c
k
i の関係は次の通りである。
　 距離：cki からu
k
i までの距離はL
kである。
　 方向：cki からu
k
i への方向は，x
k
i 以外の探索点 t
k
i = x
k
q，q = iへの方向を取入れ率α
に従い取入れた方向である。
提案手法では，探索過程で「距離制御」・「方向制御」を行なう。「距離制御」では，探索
過程で内分の比率 βkを線形に増加させ，距離Lkを指数関数的に減少させる。
cki = x
k
i + β
k · (gbestk − xki ) (3.1)
βk+1 = βk + (βmax − βmin) · 1
kmax
(3.2)
Lk+1 = Lk · kmax√τ (3.3)
ただし，0 ≤ βmin < βmax ≤ 1とする。また，τ = 10−3とすることで，探索終了時点の距
離Lkmax は探索開始時点の距離 L0の 10−3倍となる。このようにして，探索が進むにつれ
てuki の生成領域を gbest
kの付近へ近づけていく（図 3.2）。
「方向制御」では，探索過程で指向する解 tki への方向の取入れ率α
kを線形に増加させる。
αk+1 = αk + (αmax − αmin) · 1
kmax
(3.4)
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(a) 多様化 (b) 集中化
図 3.2： 提案手法における多様化・集中化の実現イメージ
ただし，0 ≤ αmin < αmax ≤ 1とする。このようにして，探索が進むにつれて移動先候補
点uki の生成領域を t
k
i への方向に制限していく（図 3.2）。
以上のようにパラメータスケジューリングによる「距離制御」・「方向制御」を行なう。
「距離制御」により，探索序盤では内分点 cki の影響を抑えた探索「多様化」を，探索終盤
では gbestk付近，すなわち，有望な領域の探索「集中化」を行なうことができ，効率的探
索の実現が期待できる。また，「方向制御」により，探索方向を指向する解 tki（=x
k
q）が探
索過程で優れた解へと更新されていくことを踏まえると，探索序盤では指向する解 tki への
方向の影響を抑えた多様な方向への探索「多様化」を，探索終盤では優れた解への方向に
十分に制限した領域，すなわち，有望な領域の探索「集中化」を行なうことができ，効率
的探索の実現が期待できる。このようにして，探索において「距離制御」・「方向制御」機
能が有機的に結合し，より効果的な多様化・集中化が可能となる。
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3.2 提案手法の移動戦略
移動先候補点 uki , i = 1, 2, · · · , mは，1）探索点群が発見した最良解 gbestkとxki の内
分点「cki」と 2）大きさL
kの方向ベクトル「Lk · euki」を用いて生成される。
uki = c
k
i + L
k · euki (3.5)
ただし，euki は単位ベクトルであり，1）ランダムな単位方向ベクトル「er
k
i」と 2）探索方
向を指向する解 tki への単位方向ベクトル「etc
k
i」を用いて生成される（図 3.3）。
er
k
i =
Φki
‖Φki ‖
(3.6)
etc
k
i =
tki − cki
‖tki − cki ‖
(3.7)
ただし，Φkij，j = 1, 2, · · · , nは [−1 1]の一様乱数である。
図 3.3： 移動先候補点uki の生成に用いる単位ベクトル
これから，単位ベクトル「euki」の生成方法を説明する。まず，er
k
i が有する etc
k
i 成分の
大きさ ski を計算する。ここで，etc
k
i は単位ベクトルであるため，er
k
i と etc
k
i の内積を計算
することで，erki を etc
k
i に射影したベクトルの大きさが得られ，それを etc
k
i 成分の大きさ
ski とする（図 3.4(a)）。
ski = 〈erki , etcki 〉 (3.8)
ただし，〈 〉は内積を意味する数学記号である。次に，erki が有する，etcki に対する単位法
線ベクトルを生成する。
e?tcki =
er
k
i − ski · etcki
‖erki − ski · etcki ‖
(3.9)
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(a) euki の有する etc
k
i 成分の大きさ z
k
i (b) t
k
i への方向の取入れ率 α
k
図 3.4： 単位ベクトル euki の生成
図 3.5： 群全体の探索
そして，erki に対して取入れ率 α
kに従い etcki 成分を取入れた単位方向ベクトルが「eu
k
i」
であり，これは euki が有する etc
k
i 成分の大きさ z
k
i を用いて生成される。なお，単位ベクト
ル euki の終点の生成領域は，図 3.4(b)の太線上である。
zki = s
k
i + | 1− ski | ·αk (3.10)
eu
k
i = z
k
i · etcki +
√
1− (zki )2 · e?tcki (3.11)
このようにして生成した単位ベクトル euki と式 (3.5)により，探索点x
k
i ごとに移動先候補
点uki を生成し，これとx
k
i を比較して優れている場合のみ移動更新を行なう（図 3.5）。
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3.3 提案手法のアルゴリズム
以下に，提案手法のアルゴリズムを示す。ただし，本論文では目的関数 f(x)を最小化す
る問題を対象とする。
【提案手法のアルゴリズム】
Step 0: [準備]
探索点数m ≥ 2，取入れ率の上下限 0 ≤ αmin < αmax ≤ 1，内分の比率の上下限
0 ≤ βmin < βmax ≤ 1，距離パラメータD，τ = 10−3，最大反復回数 kmaxを設定す
る。反復回数 k = 1とする。
Step 1: [初期化]
探索点の初期位置x1i，i = 1, 2, · · · , mを初期値領域Sにランダムに与える。また，
取入れ率 α1 = αmin，内分の比率 β1 = βmin，距離L1 = D，gbest1 = x1ig とする。
ただし，ig = argmin
i
f(x1i )である。
Step 2: [内分点 cki，指向する解 t
k
i の設定]
cki = x
k
i + β
k · (gbestk −xki )，tki = xkq，i = 1, 2, · · · , mとする。ただし，qは iを
除くランダムに選択した探索点番号である。
Step 3: [指向する解方向 etcki とその直交方向 e?tc
k
i 生成]
次のように etcki，i = 1, 2, · · · , mと e?tcki を生成する。
er
k
i =
Φki
‖Φki ‖
, etc
k
i =
tki − cki
‖tki − cki ‖
, ski = 〈erki , etcki 〉,
e?tcki =
er
k
i − ski · etcki
‖erki − ski · etcki ‖
.
ただし，Φkij，j = 1, 2, · · · , nは [−1 1]の一様乱数であり，〈 〉は内積を意味する数
学記号である。
Step 4: [移動先候補点uki の生成]
次のようにuki，i = 1, 2, · · · , mを生成する。
zki = s
k
i + | 1− ski | ·αk, euki = zki · etcki +
√
1− (zki )2 · e?tcki ,
uki = c
k
i + L
k · euki .
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Step 5: [解の更新]
f(xki ) > f(u
k
i )，i = 1, 2, · · · , mならば，xk+1i = uki とする。f(gbestk) > f(xk+1ig )
ならば，gbestk+1 = xk+1ig とする。ただし，ig = argmini
f(x1i )である。
Step 6: [αk，βk，Lkの更新]
次のように，αk，βk，Lkを更新する。
αk+1 = αk + (αmax − αmin) · 1
kmax
βk+1 = βk + (βmax − βmin) · 1
kmax
Lk+1 = Lk · kmax√τ
Step 7: [終了判定]
k = kmaxならば終了。さもなければ，k := k + 1として Step 2へ戻る。
4 数値実験検証
本章では，提案手法の有用性を検証する。まず，反復回数ごとの多様化・集中
化の状況から，提案手法が「探索序盤の多様化，探索終盤の集中化」を実現してい
ることを確認する。さらに，提案手法の探索性能について，代表的なメタヒュー
リスティクスであるPSOとDEとの比較により検証する。
4.1 パラメータ設定およびベンチマーク問題の関数式定義
表4.1に提案手法（Proposal）と，探索性能の比較検証で用いる比較手法が有するパラメー
タの設定値を示す。ここで，提案手法は距離制御・方向制御機能をいずれも有する手法（PM1）
と距離制御機能のみを有する手法（PM2）の二つとする。比較手法は，PSOのなかでも代
表的な手法であるConstriction Method(CM)［6］［16］［17］，Linearly Decreasing Inertia
Weight Method（LDIWM）［6］［16］［18］，Linearly Decreasing Vmax Method（LDVM）
［6］［19］と，DE［9］［12］，SPO［13］［14］［15］である。
表4.1内における一部のパラメータについて，以下に補足しておく。Proposalのパラメー
タLbetkは反復回数 kにおける探索点間平均距離であり，以下のように設定する。
Lbet
k =
(m−1∑
i=1
m∑
j=i+1
‖xki − xkj‖
)/m−1∑
h=1
h (4.1)
D = Lbet
0 (4.2)
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表 4.1： 手法のパラメータ設定
Method Parameter Setting
Proposal
PM1 αmin = βmin = 0，αmax = βmax = 1，D = Lbet0
PM2 αmin = βmin = αmax = βmax = 0，D = Lbet0
CM w = 0.729, c1 = c2 = 1.4955
PSO LDIWM w=0.9→ 0.4 (Linearly), c1 = c2 = 2
LDVM w = 0.9, c1 = c2 = 2, v
k
ij ≤ Vmaxk, i = 1, 2, · · · , m, j = 1, 2, · · · , n
DE F = 0.1, CR = 0.5
SPO r = τ (1/kmax)，τ = 10−3，θ = π/2
表 4.2： ベンチマーク問題
Probrem Objective Function f(x) f(x˜) Inisial Region S
1. Sphere f1(x) =
∑n
i=1 x
2
i 0 S = [−5.0 5.0 ]n
2. Rosenbrock f2(x) =
∑n−1
i=1 100(x
2
i − xi+1)2 + (xi − 1)2 0 S = [−2.0 2.0 ]n
3. Schwefel2 f3(x) =|
∑n
i=1 xi | + |
∏n
i=1 xi | 0 S = [−10 10 ]n
4. Schwefel3 f4(x) =
∑n
i=1
(∑n
i=1 xi
)
0 S = [−100 100 ]n
5. Rastrigin f5(x) =
∑n
i=1(x
2
i − 10 cos(2πxi) + 10) 0 S = [−5.0 5.0 ]n
6. Bohachevsky f6(x) =
∑n−1
i=1 (x
2
i + 2x
2
i+1 − 0.3 cos(3πxi)− 0.4 cos(4πxi+1) + 0.7) 0 S = [−5.0 5.0 ]n
7. Ackley f7(x) = −20 exp
(− 0.2√1/n∑ni=1 x2i )− exp (1/n∑ni=1 cos 2πxi)+ 20 + exp(1) 0 S = [−30 30 ]n
8. Griewank f8(x) =
1
4000
∑n
i=1{xi +
∏n
i=1 cos(xi/
√
i) + 1} 0 S = [−50 50 ]n
9. Levy f9(x) = π/n
(∑n−1
i=1
{
(xi − 1)2(1 + 10 sin2(πxi+1))
}
+ 10 sin2(πx1) + (xn − 1)2
)
0 S = [−5.0 5.0 ]n
10. 2n minima f10(x) =
∑n
i=1(x
4
i − 16x2i + 5xi) ≈ −78n S = [−5.0 5.0 ]n
11. Six-hump f11(x) =
∑n/2
i=1(4− 2.1x2i + 1/3x4i )x2i + xixi+n/2 + (−4 + 4x2i+n/2)x2i+n/2 −0.52n S = [−2.0 2.0 ]n
x∗：大域的最適解
これは探索序盤において，初期値領域Sのサイズに対して過度に大きな値，もしくは，小さな
値とならないような設定となっている。LDVMのパラメータ Vmaxkは速度ベクトルの要素
vkijの最大値であり，探索過程で線形に減少させる。本論文では，Vmax
0を初期値領域Sの境
界値とし，Vmaxkmaxを0とする。SPOにおけるパラメータ rの設定では，Lbetkmax = Lbet0 ·τ
となるような設定法を用いるものとし，パラメータ θは様々な条件下において高い探索性
能を発揮する値を用いるものとする［14］［15］。
次に，表 4.2に数値実験で用いるベンチマーク問題の関数式を示す。対象 1から 4は単峰
性関数であり，対象 5から 11は多峰性関数である。特に対象 10，11は大域的多峰性関数
である。また，対象 2から 4，7から 9，11は変数間依存性関数である。
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4.2 多様化・集中化性能の検証
本論文では，探索過程で多様化から集中化へ変遷するような探索ダイナミクスを有す
る手法の構築を目的としている。そこで，提案手法の多様化・集中化性能を検証する。探
索点間平均距離Lbetkと探索点の平均探索距離Lsearkを用いた「多様化・集中化の状況の
指標Mk」を，式 (4.1)を用いて以下のように定義する。
Lsear
1 =
1
m
·
m∑
i=1
‖u1i − x1i ‖ (if k = 1)
Lsear
k =
1
m
·
m∑
i=1
‖uki − uk−1i ‖ (if k > 1) (4.3)
Mk =
1
2
·
(
Lbet
k
Lbet
0 +
Lsear
k
Lsear
0
)
(4.4)
Mkの値を計算することで，探索段階ごとの多様化・集中化の状況を定量的に評価すること
ができる。LbetkとLsearkがいずれも大きな値をとるときにMkは十分に大きな値となり，
いずれも小さな値をとるときにMkは十分に小さな値となる。これにより，Mkが大きな
値をとるとき「多様化」，Mkは小さな値をとるとき「集中化」の状況にあることが確認で
きる。ただし，集中化とは単に解空間を局所的探索することではない。集中化とは，近接
最適性原理（POP）「優れた解同士は何らかの類似構造を有する」という性質に基づき，優
れた解に類似した解を次々と生成していくことであり，これにより，ランダムに解を生成
するよりもはるかに効率的により優れた解を生成していくことが狙いである。これを踏ま
え，本論文では，探索過程で解を改善していき，探索終盤でこれまでに改善されてきた十
分に優れた解と類似の解を生成していく操作を「集中化」と位置づけている。ここで，提
案手法では，探索が進むにつれて探索領域がgbestk付近へ制限されていくことを踏まえ，
提案手法における効果的な多様化・集中化の実現に対する検証では，探索過程での指標Mk
および gbestkの推移を確認する。
この検証では，表 4.2に示したベンチマーク問題を用いることとする。実験条件を，探
索点数m = 20，次元数 n=30,100,500，最大反復回数 kmax = 100,1000とし，50試行した
ときの「Mk」の平均値，および f(gbestk)の平均値の推移を図 4.1から 4.12に示す。こ
こで，各図の横軸は探索段階 k/kmaxであり，反復回数 kではないことを補足しておく。
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図 4.1から図 4.12に示したMkの推移図からは，どの条件においても，探索序盤では大
きな値をとり，探索終盤では小さな値をとることが確認できる。これにより，探索序盤で
は多様化，探索終盤では集中化の状況にあるといえる。一方，f(gbestk)の推移図からは，
ほとんどの条件において，探索序盤では gbestkの改善がないが，探索中盤から終盤にかけ
て gbestkの改善が確認できる。これにより，探索終盤までに gbestkはより優れた解へ更
新されていき，さらに，この優れた解付近を重点的に探索していることから，提案手法は
単なる局所的探索ではなく本質的な集中化を可能とする手法であるといえる。
以上より，提案手法は多様化・集中化を効果的に行なうことができるといえる。
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(a) Mkの推移 (対象 1)
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(b) f(gbestk)の推移 (対象 1)
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(c) Mkの推移 (対象 2)
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(d) f(gbestk)の推移 (対象 2)
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(e) Mkの推移 (対象 3)
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(f) f(gbestk)の推移 (対象 3)
図 4.1： 30次元におけるMkと f(gbestk)の推移（対象 1から 3）
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(a) Mkの推移 (対象 4)
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(b) f(gbestk)の推移 (対象 4)
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
Stages of Search k / k
max
M
k
 
 
k
max
=100
k
max
=1000
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(e) Mkの推移 (対象 6)
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図 4.2： 30次元におけるMkと f(gbestk)の推移（対象 4から 6）
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(a) Mkの推移 (対象 7)
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(c) Mkの推移 (対象 8)
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(e) Mkの推移 (対象 9)
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図 4.3： 30次元におけるMkと f(gbestk)の推移（対象 7から 9）
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(a) Mkの推移 (対象 10)
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(c) Mkの推移 (対象 11)
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図 4.4： 30次元におけるMkと f(gbestk)の推移（対象 10から 11）
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(a) Mkの推移 (対象 1)
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図 4.5： 100次元におけるMkと f(gbestk)の推移（対象 1から 3）
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(c) Mkの推移 (対象 5)
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図 4.6： 100次元におけるMkと f(gbestk)の推移（対象 4から 6）
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(a) Mkの推移 (対象 7)
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(b) f(gbestk)の推移 (対象 7)
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(c) Mkの推移 (対象 8)
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(d) f(gbestk)の推移 (対象 8)
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(e) Mkの推移 (対象 9)
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図 4.7： 100次元におけるMkと f(gbestk)の推移（対象 7から 9）
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(a) Mkの推移 (対象 10)
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(c) Mkの推移 (対象 11)
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図 4.8： 100次元におけるMkと f(gbestk)の推移（対象 10から 11）
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(c) Mkの推移 (対象 2)
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(d) f(gbestk)の推移 (対象 2)
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(e) Mkの推移 (対象 3)
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図 4.9： 500次元におけるMkと f(gbestk)の推移（対象 1から 3）
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(a) Mkの推移 (対象 4)
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(c) Mkの推移 (対象 5)
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0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
Stages of Search k / k
max
M
k
 
 
k
max
=100
k
max
=1000
(e) Mkの推移 (対象 6)
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図 4.10： 500次元におけるMkと f(gbestk)の推移（対象 4から 6）
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(a) Mkの推移 (対象 7)
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(c) Mkの推移 (対象 8)
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(d) f(gbestk)の推移 (対象 8)
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(e) Mkの推移 (対象 9)
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図 4.11： 500次元におけるMkと f(gbestk)の推移（対象 7から 9）
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(c) Mkの推移 (対象 11)
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図 4.12： 500次元におけるMkと f(gbestk)の推移（対象 10から 11）
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4.3 提案手法が有する探索性能の検証
表 4.2に示したベンチマーク問題を用いて，提案手法の探索性能を検証する。ここで，
提案手法が有する制御機能のなかでも「距離制御」機能については，これと類似の機能
に関する研究例が過去にあることを考慮し，距離制御・方向制御機能をいずれも有する
手法（PM1）と距離制御機能のみを有する手法（PM2）の 2手法と，5つの代表的なメ
タヒューリスティクスを用いて比較検証する。代表的なメタヒューリスティクスとして，
PSOのなかでも代表的な手法である Constriction Method(CM)［6］［16］［17］，Linearly
Decreasing Inertia Weight Method（LDIWM）［6］［16］［18］，Linearly Decreasing Vmax
Method（LDVM）［6］［19］と，DE［9］［12］，SPO［13］［14］［15］を用いる。比較検証に用い
る各手法のパラメータ設定値は表 4.1に示した値を用いる。実験条件を，探索点数m = 20，
次元数n=30,100,500，反復回数 kmax=100,1000とし，50回試行したときの f(gbestkmax)
の評価値の平均値「Mean」，標準偏差「Std」を表 4.3から表 4.5に示す。表中では，PM1
とPM2間の探索性能を比較して優れている値に「•」を，また，すべての手法の探索性能
を比較して最も優れている値に「*」を付している。
まず，PM1とPM2の性能比較を行なう。「n=30」では，22パターン中 11パターンで
PM1の方が優れた解を得られており，また，その他 6パターンでPM1とPM2が同等の結
果が得られていることが確認できる。「n=100」では，22パターン中 16パターンでPM1
の方が優れた解を得られており，また，その他 2パターンでPM1とPM2が同等の結果が
得られていることが確認できる。「n=500」では，22パターン中 20パターンで PM1の方
が優れた解を得られていることが確認できる。これらより，次元数が大きくなるほど方向
制御機能の有用性が高まるといえる。これは，次元数の増加に伴い解空間の広さが飛躍的
に拡大し，距離制御機能のみでは集中化性能が十分でないことが要因として考えられる。
例えば図 4.13のように，次元数が 2次元から 3次元へ増加するだけで，同一の大きさをも
つベクトルの終点が生成される領域が，円の円周上から球の球面上になり，探索方向が膨
大になるため，特に高次元においては探索方向についても適切に制限していくことが重要
であると考えられる。
次に，PM1とその他の手法の性能比較を行なう。「n=30」では，22パターン中 15パター
ンでPM1が最も優れた解を得られていることが確認できる。「n=100」では，22パターン
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図 4.13： 次元数増加に伴う解空間の広さの拡大
中 16パターンでPM1が最も優れた解を得られていることが確認できる。「n=500」では，
22パターン中 10パターンでPM1が最も優れた解を得られていることが確認できる。ここ
で，「n=500」において最大反復回数ごとに比較する。「kmax = 100」では，11パターン中 1
パターンでPM1が最も優れた解を得られていることが確認できる。「kmax = 1000」では，
11パターン中 9パターンで PM1が最も優れた解を得られていることが確認できる。これ
らより，PM1は，次元数に対して最大反復回数がある程度多く与えられている場合におい
て，より高い探索性能を発揮することができるといえる。
提案手法は対象とする問題ごとに適切なパラメータ設定を行なわないことを踏まえると，
提案手法は「高い探索性能・汎用性を有する最適化手法」であるといえる。
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表 4.3： 30次元における数値実験結果
Proposal Typical Metaheuristics
Function kmax PM1 PM2 CM LDIWM LDVM DE SPO
Sphere
100 Mean 0.0•* 0.0•* 3.4 96.2 2.5 9.0 2.5
Std 0.0 0.0 1.8 30.4 0.7 3.2 1.1
1000 Mean 0.0•* 0.0•* 0.0* 0.0* 0.0* 9.2 0.1
Std 0.0 0.0 0.0 0.0 0.0 3.8 0.1
Rosenbrock
100 Mean 35•* 39 218 4945 129 277 79
Std 13 18 59 1564 44 108 23
1000 Mean 26.8•* 26.8•* 29.8 91.6 33.5 246.3 29.5
Std 1.2 1.4 17.2 56.3 32.0 76.4 2.9
Schwefel2
100 Mean 13• 19 30 4× 107 47 12* 32822
Std 9 15 19 3× 108 22 5 229465
1000 Mean 0.1•* 0.3 0.2 8.8 1.6 11.0 196898.4
Std 0.0 0.1 0.6 59.7 0.5 4.2 861841.5
Schwefel3
100 Mean 5855•* 6006 23285 87831 15281 35954 10353
Std 2016 2516 9174 40215 4187 7565 7040
1000 Mean 36 6•* 265 16492 1479 8342 1213
Std 19 3 201 8803 516 2709 657
Rastrigin
100 Mean 84 65• 177 362 238 53* 99
Std 38 27 28 40 28 14 32
1000 Mean 32•* 37 79 95 61 37 56
Std 9 14 19 25 16 8 20
Bohachevsky
100 Mean 9•* 11 28 273 26 37 27
Std 3.0 2.8 7.4 81.7 3.6 9.8 5.8
1000 Mean 0.4•* 2.1 7.1 3.9 5.7 33.5 16.5
Std 0.6 1.7 2.6 1.9 1.6 9.0 3.5
Ackley
100 Mean 2•* 3 9 20 8 10 9
Std 0.73 0.71 1.76 0.73 0.76 1.38 1.46
1000 Mean 0.1•* 0.1•* 4.0 2.8 2.1 10.3 6.6
Std 0.01 0.02 1.72 1.04 0.33 1.39 1.50
Griewank
100 Mean 0.14 0.10•* 1.09 3.60 1.06 1.25 1.05
Std 0.07 0.06 0.05 0.74 0.02 0.10 0.05
1000 Mean 0.0•* 0.0•* 0.0* 0.0* 0.2 1.2 0.3
Std 0.0 0.0 0.0 0.0 0.0 0.1 0.2
Levy
100 Mean 2.2•* 2.4 10.7 63.3 8.4 2.4 6.1
Std 1.5 1.7 6.9 18.4 6.9 0.9 2.9
1000 Mean 0.0•* 0.0•* 0.3 3.4 0.1 2.0 4.8
Std 0.0 0.0 0.6 3.0 0.2 0.8 2.2
2n minima
100 Mean −1589 −1838• −1847 −1137 −1881 −2157* −1813
Std 181 129 88 164 81 72 81
1000 Mean −2118• −2108 −2041 −1900 −2092 −2178* −1977
Std 59 69 78 153 66 45 64
Six-hump
100 Mean −14 −15•* −11 33 −11 −12 −13
Std 1.0 0.7 2.1 15.8 1.5 1.6 1.1
1000 Mean −15.5•* −15.3 −14.3 −13.7 −15.2 −12.1 −15.2
Std 0.1 0.5 1.0 1.3 0.5 1.4 0.4
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表 4.4： 100次元における数値実験結果
Proposal Typical Metaheuristics
Function kmax PM1 PM2 CM LDIWM LDVM DE SPO
Sphere
100 Mean 35• 40 220 665 131 92 34*
Std 8 9 46 46 20 15 6
1000 Mean 0.0•* 0.0•* 10.0 656.8 2.3 89.9 27.0
Std 0.0 0.0 6.5 60.9 0.4 16.5 4.6
Rosenbrock
100 Mean 665•* 720 15525 31134 3472 2440 672
Std 119 161 6170 3347 713 490 104
1000 Mean 97.1•* 97.4 1231.8 31477.1 282.0 2199.3 531.4
Std 1.1 1.3 5018.4 3411.7 77.7 414.8 84.8
Schwefel2
100 Mean 150• 178 7× 1019 5× 1045 1× 1021 116 103*
Std 23 36 4× 1020 2× 1046 8× 1021 12 30
1000 Mean 6•* 17 86 4× 1034 1× 107 105 75
Std 6 13 24 3× 1035 8× 107 16 8
Schwefel3
100 Mean 93277•* 101375 485591 1100598 268856 474624 126326
Std 26947 31214 163134 391477 56132 57686 95114
1000 Mean 46091 41263• 110829 607190 154565 186902 25622*
Std 12861 13834 33007 279121 29701 61014 9292
Rastrigin
100 Mean 577 482•* 1142 1572 1128 551 633
Std 99 51 118 56 67 54 62
1000 Mean 162•* 195 481 1527 613 259 444
Std 25 39 57 132 66 29 47
Bohachevsky
100 Mean 167•* 187 729 2044 463 340 173
Std 26 27 137 132 47 49 16
1000 Mean 13•* 25 97 1994 69 319 130
Std 3 5 27 196 7 54 15
Ackley
100 Mean 12.2•* 12.6 19.1 20.7 17.1 15.2 12.4
Std 0.8 0.5 0.5 0.1 0.6 0.6 0.7
1000 Mean 0.2•* 1.6 15.3 20.5 5.6 14.1 10.9
Std 0.1 0.4 1.2 0.3 0.4 0.6 0.6
Griewank
100 Mean 1.9•* 2.0 6.5 18.0 4.2 3.4 1.9
Std 0.16 0.24 0.96 0.94 0.45 0.42 0.15
1000 Mean 0.0•* 0.0•* 1.3 16.9 1.0 3.2 1.7
Std 0.0 0.0 0.2 2.3 0.0* 0.4 0.1
Levy
100 Mean 9•* 10 56 118 46 12 13
Std 1.8 2.3 12.7 13.3 9.5 2.1 2.6
1000 Mean 0.1•* 1.2 11.0 92.3 13.7 6.7 7.9
Std 0.2 0.9 3.2 29.5 6.1 1.1 1.7
2n minima
100 Mean −4096 −4632• −2720 −2252 −4766 −6293* −4664
Std 468 273 469 313 177 183 213
1000 Mean −6755•* −6727 −3545 −2209 −6496 −6396 −5221
Std 145 126 1172 300 136 154 152
Six-hump
100 Mean −24.8 −25.3•* 192.0 284.2 11.2 −15.1 −18.6
Std 4.0 3.9 83.6 38.1 7.2 5.3 2.9
1000 Mean −50•* −49 −3 290 −38 −18 −29
Std 1 2 60 43 4 5 3
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表 4.5： 500次元における数値実験結果
Proposal Typical Metaheuristics
Function kmax PM1 PM2 CM LDIWM LDVM DE SPO
Sphere
100 Mean 742• 772 2913 3853 2316 1458 223*
Std 53 54 190 91 101 88 15
1000 Mean 5•* 9 2518 3850 753 1290 194
Std 1 2 699 86 41 90 12
Rosenbrock
100 Mean 15420• 16653 195245 198872 95980 49526 4747*
Std 1642 1911 8181 7683 9621 4462 334
1000 Mean 1534•* 1828 194034 198189 24695 39645 4107
Std 169 209 9737 7450 2927 3720 272
Schwefel2
100 Mean 5× 1049• 2× 1080 2× 10196 2× 10266 9× 10177 3× 1062 568*
Std 3× 1050 1× 1081 Inf Inf Inf 2× 1063 44
1000 Mean 1039• 5× 1051 4× 1069 2× 10252 1× 10150 1325 487*
Std 114 4× 1052 3× 1070 Inf 1× 10151 71 16
Schwefel3
100 Mean 2.5× 106•* 2.6× 106 1.4× 107 3.2× 107 7.5× 106 1.2× 107 2.7× 106
Std 587919 596283 4× 106 1× 107 1× 106 2× 106 1× 106
1000 Mean 1.6× 106• 1.7× 106 4.3× 106 2.5× 107 5.1× 106 6.2× 106 674635*
Std 309024 356623 2× 106 1× 107 869855 1× 106 240258
Rastrigin
100 Mean 4384 4308•* 7732 8671 7091 5729 4451
Std 239 171 239 105 201 174 97
1000 Mean 1805•* 2098 7379 8683 6036 3433 3815
Std 130 174 444 108 189 147 107
Bohachevsky
100 Mean 2572• 2689 9187 11885 7117 4762 1023*
Std 154 178 510 239 357 256 51
1000 Mean 359•* 460 7676 11884 2675 4124 888
Std 17 32 1971 257 143 289 38
Ackley
100 Mean 17.1• 17.3 20.6 20.9 20.2 19.2 13.0*
Std 0.25 0.24 0.09 0.04 0.10 0.14 0.27
1000 Mean 7•* 12 20 21 20 18 12
Std 0.50 0.97 0.22 0.03 0.26 0.22 0.21
Griewank
100 Mean 19• 20 73 96 57 37 7*
Std 1.3 1.2 4.2 2.2 2.7 2.1 0.4
1000 Mean 1.0•* 1.2 57.6 96 19 33.2 5.8
Std 0.08 0.10 19.44 2.15 1.16 2.27 0.30
Levy
100 Mean 28• 29 112 149 89 60 24*
Std 2.8 2.6 9.1 7.1 6.3 3.5 1.8
1000 Mean 11•* 15 82 150 62 28 17
Std 1.3 1.7 27.0 7.1 5.4 2.6 0.9
2n minima
100 Mean −15276 −17222• −7215 −6835 −16063 −21387* −18951
Std 978 582 611 611 646 455 405
1000 Mean −31518•* −31294 −7216 −6805 −23975 −24498 −19489
Std 355 377 668 610 372 616 315
Six-hump
100 Mean 12• 20 1866 1911 510 282 −22*
Std 12 15 91 88 85 38 9
1000 Mean −195•* −180 1862 1913 120 197 −39
Std 12.0 12.3 85.4 87.5 23.3 33.2 6.8
5 結論
5.1 まとめ
本論文では，直接探索型かつ近似解法であることから実用的な最適化手法の枠組みとし
て注目されているメタヒューリスティクスに着目した。さらに，この枠組みの特徴である
アナロジーの観点からではなく，「解空間の特性」やメタヒューリスティクスのアルゴリズ
ム解析により得られた「最適化として本質的に重要かつ優れた戦略」に基づくアルゴリズ
ムの開発という観点から，高い探索性能・汎用性を有する最適化手法の構築を行なった。
解空間の特性の一つとして，近接最適性原理と呼ばれる性質があり，これに基づく探索
構造の構築を手法構築の指針とした。本論文では，優れたメタヒューリスティクスが「探
索序盤の多様化，探索終盤の集中化」を行なうことで効率的探索を実現していることを踏
まえ，探索段階に合わせた多様化・集中化の制御機構を有する新たな連続型多点探索法を
提案した。
提案手法は「距離制御」・「方向制御」機構を有しており，これらの機構により探索段階
に合わせた適切な多様化・集中化を可能とする。距離制御では，優れた解との距離を制御
し，方向制御では優れた解へ向かうベクトルの方向の取入れ率を調整することで探索点の
移動方向を制御する。提案手法の多様化・集中化性能および探索性能について数値実験検
証を行ない，提案手法の有用性を確認した。
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5.2 今後の課題
今後の課題として，以下のような課題が挙げられる。
(1) 適応的な制御機能の導入 本論文では，距離制御・方向制御に用いるパラメータの
設定において，どの条件下でも同一の値を用いており，対象の性質に合わせたパラ
メータ調整を行なっていない。そこで，多様なベンチマーク問題を用いたパラメー
タ解析を行ない，それに基づき対象の性質を考慮した適応的なパラメータ調整を行
なうような機構を導入することで，手法の性能向上が期待できる。
(2) 新たな相互作用の検討 提案手法では，他の探索点との相互作用を働かせつつ，探
索状況の制御を行なっている。POPの観点からより効果的な相互作用を付与するこ
とで，各制御機構がより有効に機能し，効率的探索が期待できる。
(3) 問題拡張 本論文では単一目的最適化問題を対象としており，これに合わせたアルゴ
リズム設計を行なった。今後，多目的最適化問題の解析を行ない，その解析に基づ
くアルゴリズム設計を行なうことで，適用範囲を拡張し，本手法の有用性を高める
ことができる。ここで，多目的最適化問題における一つの解析方法を挙げる。十分
に高い最適性を有するパレート解を優れたパレート解と呼ぶことにするが，評価値
空間上で優れたパレート解集合の距離関係に着目する。評価値空間で比較的近い優
れたパレート解同士は，対象とする問題において似たトレードオフ関係を有してい
ることがよくある。そのような問題において，それらのパレート解同士は似た構造
をしている可能性がある。このことを，評価値空間上での優れたパレート解同士の
距離と，解空間上でのそれらの解同士の距離の相関関係を検証することで解析する。
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A ベンチマーク問題
本論文で用いたベンチマーク問題について記述する。
1. Sphere Function
f1(x) =
n∑
i=1
x2i (A.1)
x∗ = (0, 0, · · · , 0) , f(x∗) = 0
図A.1： Sphere Function
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2. Rosenbrock Function
f2(x) =
n−1∑
i=1
100(x2i − xi+1)2 + (xi − 1)2 (A.2)
x∗ = (1, 1, · · · , 1) , f(x∗) = 0
図A.2： Rosenbrock Function
3. Schwefel2 Function
f3(x) =|
n∑
i=1
xi | + |
n∏
i=1
xi | (A.3)
x∗ = (0, 0, · · · , 0) , f(x∗) = 0
図A.3： Schwefel2 Function
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4. Schwefel3 Function
f4(x) =
n∑
i=1
( n∑
i=1
xi
)
(A.4)
x∗ = (0, 0, · · · , 0) , f(x∗) = 0
図A.4： Schwefel3 Function
5. Rastrigin Function
f5(x) =
n∑
i=1
(x2i − 10 cos(2πxi) + 10) (A.5)
x∗ = (0, 0, · · · , 0) , f(x∗) = 0
図A.5： Rastrigin Function
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6. Bohachevsky Function
f6(x) =
n−1∑
i=1
(x2i + 2x
2
i+1 − 0.3 cos(3πxi)− 0.4 cos(4πxi+1) + 0.7) (A.6)
x∗ = (0, 0, · · · , 0) , f(x∗) = 0
図A.6： Bohachevsky Function
7. Ackley Function
f7(x) = −20 exp
(− 0.2
√√√√1/n n∑
i=1
x2i
)− exp (1/n n∑
i=1
cos 2πxi
)
+ 20 + exp(1) (A.7)
x∗ = (0, 0, · · · , 0) , f(x∗) = 0
図A.7： Ackley Function
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8. Griewank Function
f8(x) =
1
4000
n∑
i=1
{xi +
n∏
i=1
cos(xi/
√
i) + 1} (A.8)
x∗ = (0, 0, · · · , 0) , f(x∗) = 0
図A.8： Griewank Function
9. Levy Function
f9(x) = π/n
( n−1∑
i=1
{
(xi − 1)2(1 + 10 sin2(πxi+1))
}
+ 10 sin2(πx1) + (xn − 1)2
)
(A.9)
x∗ = (1, 1, · · · , 1) , f(x∗) = 0
図A.9： Levy Function
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10. 2n minima Function
f10(x) =
n∑
i=1
(x4i − 16x2i + 5xi) (A.10)
x∗ = (−2.92,−2.92, · · · ,−2.92) , f(x∗) ≈ −78n
図A.10： 2n minima Function
11. Six-hump Function
f11(x) =
n/2∑
i=1
(4− 2.1x2i + 1/3x4i )x2i + xixi+n/2 + (−4 + 4x2i+n/2)x2i+n/2 (A.11)
(x∗i , x
∗
i+n/2) = (−0.0898, 0.7126), (0.0898,−0.7126), i = 1, 2, · · · , n/2, f(x∗) = −0.52n
図A.11： Six-hump Function
