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Numerical simulations in a tight-binding model have shown that an intersection of topologi-
cally protected one-dimensional chiral channels can function as a beam splitter for non-interacting
fermions on a two-dimensional lattice [1, 2]. Here we confirm this result analytically in the corre-
sponding continuum k · p model, by solving the associated two-dimensional Dirac equation, in the
presence of a ‘checkerboard’ potential that provides a right-angled intersection between two zero-
line modes. The method by which we obtain our analytical solutions is systematic and potentially
generalizable to similar problems involving intersections of one-dimensional systems.
I. INTRODUCTION
Two-dimensional Dirac fermions, such as are real-
ized to a good approximation in many effectively two-
dimensional systems, can possess topologically protected
edge-state modes which are effectively one-dimensional.
As well as propagating along the literal edges of finite
two-dimensional systems, these modes can form along
zero-potential lines within a bulk sample, for instance of
graphene [3–6]. Such zero-line modes (ZLMs) may thus
potentially serve as nano-electronic ‘wires made of noth-
ing’ that can be written into two-dimensional substrates
by means of externally applied potentials. To apply this
concept in non-trivial circuits with junctions, however,
will further require a means of effectively ‘soldering’ two
such ‘wires’ together in a way that will allow their chiral
currents to split or combine.
Intersecting ZLMs have recently been studied numeri-
cally [1, 2], in a non-interacting lattice model that repre-
sents the pi-band electrons of graphene with a position-
dependent sublattice-staggered external potential con-
structed to form intersecting zero lines (with suggestions
and references for other physical realizations of models
with similar zero-line intersections). Because of the chi-
ral nature of the ZLMs, two of the half-lines which meet
at the intersection support only incoming modes, while
the other two support only outgoing modes. The numeri-
cal results for the Landauer-Bu¨ttiker conductances across
the intersection confirm that chiral currents can indeed
split (current in one incoming ZLM exits in both outgo-
ing modes) or combine (the opposite). Figure 1 shows a
sketch of the qualitative effect.
Here we support and extend these specific numerical
results, by analytically solving the two-dimensional Dirac
problem for the associated k · p model. Although [1, 2]
have found interesting results for intersections at differ-
ent angles, we consider here only the simplest case of a
right-angled intersection. Our solution is obtained as an
integral representation, in which the exact Dirac energy
eigenspinors for all energies within the bulk gap are given
by a one-dimensional integral whose integrand we obtain
explicitly. This integral is in fact quite complicated, but
FIG. 1. Alternating positive and negative electrodes (above)
induce a “checkerboard” potential landscape within a sheet
of graphene (green sheet). Topologically protected zero-line
modes (ZLMs) propagate one-dimensionally along the inter-
secting lines of zero potential (red stripes). Particles in an
incoming ZLM (indicated by the bottom red arrow) neither
cross the intersection directly ahead, nor reflect backwards;
they split in equal coherent superposition into both left and
right outgoing ZLMs (shown by outgoing arrows).
it allows analytic determination of asymptotic behaviors,
including the numerically observed splitting, which we
confirm to be coherent. If necessary, the detailed form of
the eigenspinors near the intersection itself can also be
obtained by straightforward numerical integration. The
method by which we obtain our exact integral representa-
tions is systematic, and potentially generalizable to other
problems with piecewise continuous potentials in two di-
mensions.
Plots of our solutions show that they are simple in form
despite their complex representation. In particular, we
see that chiral particles occupying the ZLM turn the cor-
ner quite sharply at the intersection, with little spreading
away from the zero-lines, even at energies near the edge of
the bulk gap. Although one might expect that the abrupt
acceleration of a 90-degree corner would tend to loosen
the particles from the ZLM’s one-dimensional grip, our
results show that this essentially does not occur. The
tightness of ZLM binding to the zero-lines, even through
the intersection, helps to explain the robust retention of
mode chirality that was observed in the discrete numeri-
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2cal computations of [1].
Our paper is structured as follows. We first review the
basic concepts of Dirac ZLMs in Section II, and then in
Section III we present the Dirac problem for the topo-
logical intersection, and also show the form of analytical
solution that we will find. In Section IV we show how
a continuous global solution to the Dirac equation can
be composed by adding together a certain set of many
local solutions that are only piecewise continuous, as
long as the weights with which these local solutions are
added satisfy a certain integral equation. In Section V
we then solve this integral equation for all energy eigen-
values within the bulk gap, using a systematic method
that can in principle be extended to other problems, to
produce an analytic solution to the Dirac problem in the
form of an integral representation. In Section VI we col-
lect and summarize our analytical results, and plot our
eigenspinors as numerical integrations of the exact inte-
gral representations. We conclude in Section VII with
discussions of possible directions for future work. Our
discussion of extensions to interacting systems includes
an explanation of how to represent the topological in-
tersection one-dimensionally as a kind of impurity that
connects two one-dimensional lines.
II. ZERO-LINE MODES
Our analysis in this paper will be based on a continuum
theory of non-interacting two-dimensional fermions with
momenta near a Dirac point, with a position-dependent
Dirac mass. This theory may be derived from a nearest-
neighbor tight-binding model in the presence of an ap-
propriate external potential [2], as long as the potential
varies slowly on the lattice scale, by applying the lowest-
order k · p approximation [4]. In appropriate units, the
low-energy Hamiltonian for a single particle near the ‘K’
Dirac point then takes the relativistic form
Hˆ = pˆxσx + pˆyσy + U(x, y)σz (1)
where the momentum operators are pˆj = −i∂j , and the
Pauli matrices σi=x,y,z act on the sub-lattice pseudo-spin.
The time-independent Schro¨dinger equation for Hˆ is then
the time-independent Dirac equation
EΨ = HˆΨ (2)
for 2-spinors Ψ(x, y, E). Since Ψ∗ then obeys (2) except
with pˆx → −pˆx, solutions for the opposite K′ Dirac point
can be obtained trivially from the solutions we present.
The zero-line modes appear most simply when the con-
tinuum potential has the form of a step across the x-axis:
U(x, y)→ U sgn(y) for constant U . It is then easy to see
that while eignspinors which extend over the entire x, y
plane all have energies |E| ≥ |U |, eigenspinor solutions
Ψ→Wx(x, y, E) with |E| < |U | are given by
Wx(x, y, E) = e
−|U | |y|e−i sgn(U)Ex
(
1
− sgn(U)
)
.
These solutions that exist within the bulk energy gap
|E| < |U | are all confined to within a distance ∼ 1/|U |
from the potential zero line y = 0 (the x-axis). The one-
dimensionally confined subgap modes Wx exist in only
one spin state, polarized along the x-axis with direction
determined by the sign of the potential U ; the direction
of spin is also the direction of propagation. These quasi-
one-dimensional chiral modes are simple extensions to
two dimensions of the isolated zero-energy bound states
that are found in one-dimensional Dirac systems with
topologically non-trivial boundary conditions [7, 8].
Alternatively we could consider a y-axis zero line,
U(x, y) → Usgn(x). In this case we would find the
slightly different eigenspinors
Wy(x, y, E) = e
−|U | |x|ei sgn(U)Ey
(
1− i sgn(U)
1 + i sgn(U)
)
.
Again the one-dimensional states can have only one spin
orientation, and it is in the direction of their motion.
These examples of abruptly reversing potentials are
clearly not compatible with the condition that U vary
slowly on the lattice scale. In fact, however, the existence
and effectively one-dimensional nature of ZLMs are not
sensitive to the details of how the potential varies around
the zero line, because they are topologically necessary [9].
Indeed, studies of ZLMs in gated bilayer graphene with
a smoothly varying potential have found little deviation
of important properties in the regime we consider [10,
11]. Hence the step potential form for U(x, y) may be
considered as a conveniently solvable idealization, within
the continuum theory, of a real potential which varies
more slowly, and for which the continuum theory is valid.
In the following Section we will consider the more com-
plex ‘checkerboard’ potential U(x, y) = U sgn(x) sgn(y)
that defines the topological intersection. It is also to be
considered as a topologically equivalent idealization of a
smoother potential to which the continuum theory ap-
plies. Numerical calculations for the tight-binding model
have confirmed that the continuum eigenspinors which
we present in the next Section do indeed correspond to
eigenstates in the tight-binding theory, when the ideal-
ized potential is made more realistically smooth, so that
particles are never scattered out of the k-space neighbor-
hood of the K Dirac point which is represented by the
continuum theory.
III. INTERSECTING ZERO-LINE MODES
A. Simplifications by symmetry
First of all, we can avoid duplication of effort by noting
certain symmetries of the Dirac equation with U(x, y) =
Usgn(x)sgn(y)
EΨ = Usgn(x)sgn(y)σzΨ− i [σx∂x + σy∂y] Ψ . (3)
We can consider U > 0 without loss of generality, because
the case of negative U can be obtained from it by sub-
3stituting Ψ → σzΨ and E → −E. Then we can restrict
our attention to E > 0 as well, because for every 2-spinor
Ψ(x, y) satisfying HˆΨ = EΨ, the conjugate ΨT = σxΨ
∗
satisfies HˆΨT = −EΨT .
Equation (3) also has three reflection symmetries: for
every 2-spinor Ψ(x, y) satisfying HˆΨ = EΨ, both ΨR1 =
σxΨ(x,−y) and ΨR2 = σyΨ(−x, y) satisfy the same
equation — as does the image of both transformations in
succession, ΨR3 = σzΨ(−x,−y). Our energy eigenvalues
E will not be four-fold or eight-fold degenerate, however,
but only two-fold, because these three reflection opera-
tions clearly do not commute with each other. In fact
they form an SU(2) group, of which our doubly degener-
ate eigenfunctions form a spin-1/2 representation.
Without loss of generality we will be able to find en-
ergy eigenspinors Ψ → ΨE(x, y) which fulfill (3) and
are also even eigenstates of the y-parity operation R1:
σxΨE(x,−y) = ΨE(x, y). We can then obtain the or-
thogonal solution with the same E, Ψ˜E = iσyΨE(−x, y).
This means that Ψ˜E is an odd eigenstate of R1:
σxΨ˜E(x,−y) ≡ iσxσyΨE(−x,−y)
≡ −iσyσxΨE(−x,−y)
≡ −iσyΨE(−x, y) ≡ −Ψ˜E . (4)
These two solutions will therefore be orthogonal even
though they are degenerate, because for them the Dirac
inner product associated with (3) reads
〈Ψ˜E |ΨE〉 = −i
∫
dxdy Ψ˜†E(x, y)ΨE(x, y)
= i
∫
dxdy Ψ˜†E(x,−y)σxσxΨ(x,−y)E
≡ −〈Ψ˜E |ΨE〉 (5)
since σ2x ≡ 1 and y → −y is a dummy variable. Arbitrary
linear combinations of ΨE and Ψ˜E are of course possi-
ble, and from these we may construct alternative solution
pairs which are eigenstates of any of the other parity op-
erations R2 or R3. Our choice to make eigenstates of R1
was thus arbitrary.
The set of solution pairs ΨE and Ψ˜E for |E| < U span
the whole space of ZLMs, because our intersecting axes
represent two zero potential lines, and so we must expect
twice as many independent solutions as would be present
with a single zero line. These solutions are not complete
in the sense that they provide a partition of unity in the
full Dirac Hilbert space: for that, one must also include
all the |E| > U solutions, which propagate throughout
the (x, y) plane. Indeed the ΨE and Ψ˜E solutions do
not even provide a partition of unity within the subspace
of Dirac excitations on the x and y axes, because each
axis supports only one spin state as a ZLM. Excitations
which pass through x = 0 or y = 0 with opposite spin
to the corresponding ZLM must be composed of two-
dimensional excitations with |E| > U .
B. Form of the exact solution for ΨE
So that the reader can keep our ultimate destination in
mind while advancing through the details of our deriva-
tion, we begin by presenting our ultimate result in com-
pact form. From the exact integral representation to be
derived below, we will be able to see that ΨE takes the
general form
ΨE(x, y) = θ(−x)ei[Ex+α(E/U)]e−U |y|
(
1
1
)
+
1
2
e−U |x|ei[E|y|−α(E/U)]
[(
1
1
)
− i sgn(y)
(
1
−1
)]
+ ∆ΨE(x, y) (6)
where θ(−x) = 1 for x < 0 and 0 for x > 0; the phase
shift α(E/U) is a certain function that we will later de-
fine exactly; and the origin-region correction ∆ΨE(x, y)
is localized near x = y = 0, decaying exponentially with√
x2 + y2. ∆ΨE incorporates discontinuities such that
the entire wave function ΨE is continuous everywhere.
To describe this ΨE in words, it consists of an incom-
ing wave along the negative x-axis, with spin polarized
in the positive x direction, which splits equally into two
outgoing waves along the positive and negative halves of
the y-axis, each having spin polarized in their directions
of motion (i.e. in the positive and negative y directions,
respectively).
There is no amplitude to propagate outward along
the positive x-axis; the topological intersection acts as
a symmetrical T-junction. The corresponding Ψ˜E =
iσyΨE(−x, y) has an incoming wave along the positive x-
axis and no transmission along the negative x-axis. The
linear combinations ΨE ± Ψ˜E provide the eigenfunctions
of R2, which instead lack support along either the pos-
itive or negative y-axis, having an outgoing wave along
the other half of the y-axis, and incoming waves on both
halves of the x-axis. There are no solutions to (3) with
incoming waves on the y-axis or outgoing ones on the x-
axis; one has such solutions, instead of the ones presented
here, for the different Dirac equation with pˆx → −pˆx that
applies near the K′ Dirac point.
The topological intersection can thus both split and
combine incoming ZLMs, coherently: it behaves exactly
as a 50/50 optical beamsplitter, but for chiral fermions
instead of photons.
4In the low-energy limit E  U , we can be more ex-
plicitly quantitative. The phase shift α(E/U) satisfies
α() = 2/pi + O(3) for small argument, and this lin-
ear behavior of α at low energies implies that low-energy
wave packets will emerge from the origin advanced by
the distance 4/(piU), in comparison with the position one
would expect if they followed the axes around sharp 90◦
corners at the origin; in effect the wave packets use their
finite extension into the two-dimensional plane to ‘cut’
the corner slightly.
We can also show that ∆ΨEU (r) ∼ e−U |r| is local-
ized within a distance of order U−1 from the origin, and
hence further recognize that ∆ΨE
.
= ∆Ψ0, because cor-
rections proportional to E  U have negligible effect on
a function whose support does not extend to distances
|r| ∼ E−1. In contrast the asymptotically propagating
parts of ΨE do depend significantly on E even when E
is small, since small differences in E make large changes
in Ex or Ey when |x| or |y| are large.
We now proceed to construct our integral representa-
tion solution to the checkerboard Dirac problem.
IV. LOCAL SOLUTIONS IN HALF-PLANES
We will solve the time-independent Dirac equation
EΨ = [Usgn(x)sgn(y)σz − i(σx∂x + σy∂y)] Ψ (7)
for U > 0 and 0 ≤ E < U . We use Ψ→ ΨE(x, y) to de-
note the full exact solution to this equation, continuous
everywhere; we will build up this full solution ΨE out
of several component solutions, distinguished with var-
ious subscripts, that solve the equation locally, but are
not everywhere continuous separately. As a first-order
differential equation, the Dirac equation (7) requires a
continuous solution, though it need not be everywhere
continuously differentiable. The main task of our deriva-
tion will be to combine our discontinuous pieces in such
a way that their discontinuities all cancel.
A local ZLM solution that is familiar from the simpler
problem with a potential V (x, y) = −Usgn(y) is
ΨE− =
eiExe−U |y|
(
1
1
)
, x < 0
0 , x > 0
. (8)
Ψ→ ΨE− solves our more complicated intersection prob-
lem (7) locally, but it is obviously discontinuous across
x = 0.
We can also find a large set of additional local solu-
tions, which for the same fixed E depend on an additional
real parameter k ≥ 0. Defining the auxiliary quantity
κ(k) =
√
U2 − E2 + k2 (9)
we can express these local solutions as Ψ→ ψk for
ψk = e
−κ(k)|x|
[
sgn(x)− iE
κ(k)
] [(
1
1
)
[cos(ky) + sgn(x)
U
k
sin |ky|]− i
(
1
−1
)
sgn(x)κ(k) + iE
k
sin(ky)
]
= e−κ(k)|x|
[(
U
k
sin(k|y|)− iE
κ(k)
cos(ky)
)(
1
1
)
− iU
2 + k2
kκ(k)
sin(ky)
(
1
−1
)]
+ sgn(x)e−κ(k)|x|∆χk(|y|)
∆χk(|y|) =
(
cos(ky)− iEU
kκ(k)
sin(k|y|)
)(
1
1
)
. (10)
One can verify directly that these 2-spinors are all local
solutions of (7) with eigenvalue E, and they are mani-
festly continuous across y = 0. The discontinuity across
x = 0, however, is 2∆χk(|y|) 6= 0.
Since the discontinuities across x = 0 of both ΨE− and
all the ψk are even functions of y, however, and propor-
tional to the same spinor (1, 1)T , we can construct our
single continuous eigenfunction ΨE as
ΨE(x, y) = ΨE−(x, y) +
∫ ∞
0
dk fE(k)ψk(x, y) (11)
if only we can find a function fE(k) such that∫ ∞
0
dk fE(k)
[
cos(ky)− i EU
kκ(k)
sin(k|y|)
]
=
e−U |y|
2
.(12)
Since both Ψ → ΨE− and Ψ → ψk satisfy Ψ =
σxΨ(x,−y) ≡ ΨR1, this ΨE also satisfies ΨE(x, y) =
σxΨE(x,−y). The orthogonal second eigenspinor with
the same energy eigenvalue E will then be given by the
R2 reflection, Ψ˜E = σyΨE(−x, y).
The checkerboard Dirac problem therefore reduces to
solving the integral equation (12) for fE(k), with 0 ≤
E ≤ U assumed without loss of generality.
5V. SOLVING THE INTEGRAL EQUATION
A. Basic approach
Physicists are so accustomed to solving differential
equations that it can be difficult even to approach an in-
tegral equation such as (12). One is apt to keep thinking
that the challenge is still the more usual one, of find-
ing the unknown integral of a given integrand. One can
therefore spend a long time constructing ingenious forms
of fE(k) which have the merit that they allow the k-
integration in (12) to be performed analytically for all
y. Each time one has constructed such a conveniently
integrable fE , one feels that it is a discovery which must
be a valuable advance toward solution. In fact, though,
merely finding an fE which lets one evaluate the integral
is only as big a step towards solving the integral equation
as the step one makes toward solving a differential equa-
tion, when one finds a function which one knows how to
differentiate. In other words, it is usually a worthless
step, because to solve a differential equation, one must
not merely find a function whose derivatives can be evalu-
ated: one must find the function whose derivatives satisfy
the equation. So it is for the integral equation (12): the
challenge is not merely to find an fE(k) which lets us
evaluate the integrals in the equation, but to find that
very particular fE(k) whose integrals actually satisfy the
equation — for all values of y.
Integral equations are thus generally harder than dif-
ferential equations, because the task of finding functions
to satisfy the equation is the same, but the straight-
forward step of differentiation has been replaced by the
generally harder task of integration. One basic strategy
which can successfully be applied to both kinds of equa-
tion, however, is the adaptation approach of modifying a
solution which is known for a simple limit into a solution
of the general equation. This strategy requires an initial
limiting solution, and in our case, we can form one by
considering the simple case E = 0, for which the residue
theorem of Cauchy supplies the obvious solution
f0(k) =
U
2pi(k2 + U2)
. (13)
This f0(k) solution works because it is an even function
of k, allowing us to extend the lower limit of the k-integral
in (12) from 0 to −∞ and replace cos(ky) → eik|y|,
and has a simple pole in the upper complex k-plane, at
k = iU . Our basic approach will therefore be to con-
struct a more general fE(k) which also lets us evaluate
the integral in (12) by contour integration, and satisfies
the equation with a residue at k = iU . The form of
fE(k) which is required for E 6= 0 will turn out to be
complicated, but we can anticipate many of its features
by considering the large |y| limit of (12).
B. Deductions from large |y|
The right-hand side of (12) vanishes exponentially at
large y, and the method of stationary phase (or the the-
ory of Fourier transforms) tells us that the integral on the
left-hand side will be dominated for large |y| by small k.
We can therefore write
lim
|y|→∞
e−U |y| = −2i EU√
U2 − E2
∫ ∞
0
dk
fE(k)
k
sin(k|y|) .(14)
But then we can note that∫ ∞
0
dk
sin(k|y|)
k
=
pi
2
, (15)
which is not zero for large y. Hence in order to have
this integral correctly vanish at large y, we must have
limk→0 fE(k) = 0.
We can also note that for integer n ≥ 0
lim
→0+
∫ ∞
0
dk e−kk2n+1 sin(ky) = −(−1)npi d
2n+1
dy2n+1
δ(y)
indeed vanishes at large y, so that even powers of k are
allowed in the Taylor expansion of fE(k) about k = 0;
but for odd powers of k we instead have
lim
→0+
∫ ∞
0
dk e−kk2n sin(ky) ∼ y−n (16)
which vanishes at large y, but too slowly to be of ex-
ponential form e−U |y|. Hence there cannot be any odd
powers of k in fE(k): it must be an even function, not
just for E = 0 but also for E > 0.
Since fE(−k) = fE(k), then, we can note that the
factor [
cos(ky)− i EU
kκ(k)
sin(k|y|)
]
(17)
is itself an even function of k, and so we can re-write (12)
equivalently as∫ ∞
−∞
dk fE(k) e
ik|y|
[
1− EU
k
√
U2 − E2 + k2
]
= e−U |y| .(18)
We can therefore solve (18) by finding an even fE(k) such
that the product
XE(k) = fE(k)
(
1− EU
k
√
U2 − E2 + k2
)
(19)
is analytic everywhere in the upper half of the complex
k-plane, except for a pole at k = iU .
Unfortunately, we cannot just do this in the obvious
way, by merely setting
fE(k)
?−→ U
2pi(k2 + U2)
(
1− EU
k
√
U2 − E2 + k2
)−1
,
because although this would solve (18), it would not solve
the equation (12) which we really need to solve, because
6the resulting fE(k) would not be an even function of k
(except for E = 0). Hence (18) would not be equivalent
to (12) for this fE(k). In fact, as we have seen, only an
even function of k can solve (12).
We have, however, learned enough about the behav-
ior of fE(k) that we will now be able to determine it for
general E. Our main concern will be the branch point
in
√
U2 − E2 + k2 at k = i√U2 − E2. This requires a
branch cut in the complex k-plane. To keep the branch
cut away from the real k-axis along which we must actu-
ally integrate, and to place it symmetrically, we will let
it run vertically up the imaginary k-axis from the branch
point. We will solve (18) using the residue theorem, just
as we did for E = 0, but in order to apply it we will first
have to remove the branch cut in XE(k), by funding an
even function fE(k) which has an exactly complemen-
tary branch cut discontinuity to that of the other factor
in XE(k).
C. General form of fE(k)
Our general fE(k) must be of this form:
fE(k) = Z(E)
exp
[
−iφE(sinh−1
(
k√
U2−E2
)]
pi(k2 + U2)
k2
k2 − (E + i0)2
√
U2 − E2 + k2√
k2 + U2
(20)
where E + i0 is short for lim→0+(E + i), φE(σ) is a
certain non-trivial function that will be defined below,
and Z(E) is a normalization factor which ensures that the
residue which survives the integration in (12) is exactly
ipie−U |y|. Why does fE(k) take this form?
First of all, it is an even function of k (φE is an even
function of its argument). Secondly, it vanishes quadrat-
ically as k → 0. Thirdly, it also vanishes with k−2 as
k → ∞, so that we will be able to close contours at in-
finity in the complex k-plane. Fourthly, it has a pole at
k = iU , and fifthly, its only other pole in the upper half
of the complex k-plane is at k = E + i0 — but at this
pole the factor 1−EU/[kκ(k)] in the (18) integrand has
a zero, so that the whole integrand XE(k) is regular at
k = E, and therefore no residue ∼ eiE|y| will appear and
ruin our solution to (12).
These five features explain all the factors in (20), ex-
cept for the final factor of
√
U2 − E2 + k2/√U2 + k2.
This final factor is simply cosmetic, since it could have
been absorbed into the non-trivial function φE ; with
the benefit of hindsight, knowing how complicated φE
turns out to be, we have chosen to simplify φE by ex-
tracting this factor. The
√
U2 − E2 + k2 should at least
make sense as a potentially useful factor in fE(k), since
it already appears in the XE(k) integrand (19). The√
k2 + U2 in the denominator is then inserted in order to
cancel the
√
U2 − E2 + k2 for E → 0, because this then
lets us recover the simple known f0(k) with the simple
limit φ0(k) = 0.
Because our analysis will mainly concern the branch
cut, it will simplify many expressions if we extract the
simple poles from XE(k) by defining
XE(k) =
Z(E)kX˜E(k)
pi(k2 + U2)[k2 − (E + i0)2]
X˜E(k) = exp
[
−iφE(sinh−1
(
k√
U2 − E2
)]
EU − k√U2 − E2 + k2√
k2 + U2
≡ e−iφEBE(k) . (21)
Our task has therefore become that of constructing
an even function φE such that the product X˜E(k) =
e−iφEBE(k) is analytic in the upper half of the complex
k-plane. Our whole problem now turns on the as-yet-
unspecified factor e−iφE , whose argument we have de-
fined to be
σ(k) = sinh−1
(
k√
U2 − E2
)
. (22)
Since φE is still at this point an arbitrary function, why
have we specified that it depends on k through this par-
ticular σ(k)? The reason is that the whole difficulty in
solving the integral equation (18) concerns the branch
cut in BE(k), which runs upwards from k = i
√
U2 − E2.
Defining the argument σ(k) as we have will enable us
to deal with this branch cut more easily, by mapping it
simply.
7FIG. 2. The co-ordinate mapping σ(k) of the upper half of
the complex k-plane (a) into the strip 0 ≤ Im(σ) ≤ pi/2 in the
complex σ-plane (b). The thick rough line in (a) is the branch
cut. The two sides of branch cut in (a) are ‘unfolded’ into the
full dashed line Im(σ) = pi/2 in (b). Functions of k which are
continuous across the branch cut are thereby represented as
functions of complex σ which, when considered as functions
on the horizontal line Im(σ) = pi/2, are even functions of the
argument Re(σ).
Because sinh(k+ipi) ≡ − sinh(k) for all complex k, the
entire complex k-plane is mapped into the strip |Im(σ)| ≤
pi/2 of complex σ. The upper half of the complex k-
plane is mapped into the upper half of this σ strip, and
what is especially important is that the horizontal line
σ = s+ipi/2, for real s, represents both sides of the branch
cut. To see this, we note that the contour k → kB(s),
with
kB(s) = lim
→0+
√
U2 − E2[i cosh(s) +  sinh(s)]
= lim
→0+
√
U2 − E2 sinh
(
s+ i
(pi
2
− 
))
(23)
for real s ∈ (−∞,∞), runs down the left side of the
branch cut for s < 0, and then back up the right side
of the branch cut for s > 0. Hence every two points
σ = ±s+ipi/2 for real s correspond to two complex values
of k directly across the branch cut from each other.
It is this latter fact which provides the point of the
σ mapping: functions with discontinuities across the
branch cut in the complex k-plane correspond to func-
tions in the complex σ-strip which are not even func-
tions of real s along the line σ = s+ ipi/2. In particular
our integrand factor BE(k) along the branch cut contour
k → kB(s) is given by
BE(kB(s)) =
EU − kB(s)
√
U2 − E2 + k2B(s)√
k2B(s) + U
2
(24)
= − cosh(s)
√
U2 − E2 tanh2(s)e−iβ(s)eD(s)
for
β(s) =
pi
2
θ(|s| − tanh−1(E/U)) (25)
D(s) =
1
2
ln
( |E + U tanh(s)| |U − E tanh(s)|
|E − U tanh(s)| |U + E tanh(s)|
)
.
Here θ(x) is the usual step function, equalling one for
positive arguments and zero for negative. The only factor
in BE(kB(s)) which is not even in s is e
D(s); D(s) =
−D(−s) is manifestly an odd function of s.
The fact that the branch discontinuity of BE(k) can
thus be expressed entirely in the oddness of the expo-
nent D(s) will be the basis for our construction of φE(σ).
While keeping φE an even function of complex σ, we will
construct it to have a part which is odd in the real part of
σ along the line Im(σ) = pi/2, in just such a way as to re-
pair the branch cut in the combined integrand XE(k) in
Eqn. (18), and thereby solve the integral equation to ob-
tain our continuous Dirac eigenspinors. Given the even-
ness of φE in the whole σ-plane, specifying its odd part
along the line Im(σ) = pi/2 will uniquely determine the
whole function.
(The discontinuities in BE(kB(s)) at the points
s = ± tanh−1(E/U), which correspond to k = iU ± 0,
are also non-analytic features which must be repaired
in the product X˜E(k), even though these discontinuous
steps occur along the branch cut rather than across
it; but it will turn out conveniently that these discon-
tinuities will also be repaired by the φE(σ) that we
will obtain when we repair the discontinuity across the
branch cut that is expressed in D(s).)
D. Repairing the branch cut
We have now expressed the as-yet-undetermined fac-
tor in fE(k), as well as the branch cut discontinuity in
BE(kB(s)), through the respective exponents iφE(σ(k)),
and D(s). This means that we now only need to find a
iφE whose odd part along σ = s+ipi/2 cancels D(s). The
total of the two exponents will then be an even function of
s along this line, and therefore there will be no net branch
discontinuity in the product X˜E(k) = e
−iφEBE(k). With
the branch cut thus gone, XE(k) will be analytic in the
upper half k-plane except for the simple pole at k = iU ,
and residue calculus will confirm that the integral equa-
tion is satisfied, once the normalization constant Z(E) in
(20) has been chosen appropriately. In this sense, we are
now in a position to solve the integral equation (12) by
a simple subtraction. This turns out to really be almost
as straightforward as it sounds, because of two seemingly
complicated Fourier integrals that can both be computed
explicitly.
The first integral is the Fourier sine transform of the
odd function D(s), as defined in (24) above:
D(s) =
∫ ∞
0
dξ∆(ξ) sin(sξ)
∆(ξ) = − 1
pi
∫ ∞
0
ds sin(ξs)D(s)
=
tanh
(
pi
4 ξ
)
sin
(
ξ tanh−1(E/U)
)
ξ
. (26)
This integral can be obtained by routine methods, first
integrating by parts and then computing the resulting in-
tegrals of rational functions of hyperbolic functions using
8standard residue techniques. Contour methods likewise
confirm the inverse Fourier integral.
We then note that since φE(σ) must be an even func-
tion of σ, it makes sense to define φE(σ) by defining its
Fourier cosine transform F (ξ), such that
φE(σ) =
∫ ∞
0
dξ F (ξ) cos(σξ) . (27)
Exactly what function F (ξ) is, is still up to us to con-
struct; but just from the form of the cosine transform we
can note that along the branch cut contour σ(kB(s)) =
s+ ipi/2 we will have
φE
(
i
pi
2
+ s
)
=
∫ ∞
0
dξ F (ξ) cos
(
ξ
[
i
pi
2
+ s
])
=
∫ ∞
0
dξ F (ξ)
[
cosh
(pi
2
ξ
)
cos(sξ)− i sinh
(pi
2
ξ
)
sin(sξ)
]
. (28)
The part of φE(s + ipi/2) which is odd in s is clearly given by the sine part of the final integral in (28). We can
therefore make the odd part of iφE(s+ ipi/2) exactly cancel D(s) simply by choosing
F (ξ) = − ∆(ξ)
sinh
(
pi
2 ξ
) = sin (ξ tanh−1(E/U))
2ξ cosh2
(
pi
4 ξ
) . (29)
With this prescription, the product exp(iφE(ipi/2+s) exp(D(s)) will be purely even in s, and hence the total integrand
XE(k) = fE(k)BE(k) in (18) will be continuous across the branch cut that is present in BE(k) alone.
Amazingly enough, we can then perform the Fourier cosine transform (27) with this F (ξ) and obtain φE(σ) explicitly,
albeit in terms of a moderately obscure special function.
E. Explicit solution for φE(σ)
The integral (27) can be performed by first differentiating under the integral with respect to tanh−1(E/U), to
obtain ∂φE/∂(tanh
−1(E/U) in terms of some Fourier transforms of 1/ cosh2(piξ/4); these can be obtained by contour
methods or simply looked up in tables. Integrating then with respect to tanh−1(E/U), to obtain φE(σ) from its
partial derivative, requires indefinite integrals of x/ sinh(x). After some integration by parts, these lead to functions
known as dilogarithms; the final result for φE(σ) is
φE(σ) =
1
2pi
[
Q
(
2(σ + tanh−1
E
U
)
)
−Q
(
2(σ − tanh−1 E
U
)
)]
(30)
Q(x) := x ln
1− e−x
1 + e−x
− Li2(e−x) + Li2(−e−x)
Li2(z) := −
∫ z
0
du
ln(1− u)
u
=
∞∑
n=1
zn
n2
where this converges .
The function Li2(z) is the dilogarithm [12].
The dilogarithm obeys many convenient identities [12], including the inversion identity by which one can prove
that φE(σ) is indeed an even function of σ, even though this is not immediately obvious in the expressions we have
given:
Li2(z) + Li2(1/z) = −pi
2
6
− 1
2
[ln(−z)]2 . (31)
The dilogarithm Li2(z) has a logarithm-like branch point at z = 1, and is otherwise analytic; the usual convention is
to run the branch cut to the right along the real z axis [12]. From the inversion identity and the fact that Li2(z) is
analytic around the real axis with Re(z) < 1, one can derive the branch discontinuity; if we write z = ex±i then the
branch cut runs along real x > 0 and from (31) we obtain
Li2(e
(x±i)) = −Li2(e−x)− pi
2
6
− 1
2
[ln(e∓ipie(x±i))]2
= −Li2(e−x)− pi
2
6
− 1
2
[x∓ ipi]2 . (32)
This particular form of the branch discontinuity in the dilogarithm is exactly such that the combination Q(z) is
analytic for all |Im(z)| < (pi/2). Hence fE(k) as given by (20) is indeed analytic everywhere except along the BE(k)
9branch cut (and at the pole k = iU). In particular, φE(σ) is real, even, and well-behaved along the entire real axis of
σ, which coincides with the real axis of k. We can now confirm explicitly that our rather complicated φE(σ) really
does remove the BE(k) branch cut, and as an added bonus, also removes the branch point at k = iU in fE(k), leaving
only our desired simple pole.
Approaching the BE(k) branch cut, which means σ = ipi/2 + s with s running infinitesimally below the real axis,
we can see from its definition that
φE
(
i
pi
2
+ s
)
= −φE(s) + i
2
ln

[
1 + e−2[s+tanh
−1(E/U)]
] [
1− e−2[s−tanh−1(E/U)]
]
[
1 + e−2[s−tanh−1(E/U)]
] [
1− e−2[s+tanh−1(E/U)]]

= −φE(s) + i
2
ln

[
1 + e−2[s+tanh
−1(E/U)]
] ∣∣∣1− e−2[s−tanh−1(E/U)]∣∣∣[
1 + e−2[s−tanh−1(E/U)]
] ∣∣1− e−2[s+tanh−1(E/U)]∣∣

+
pi
2
[θ(tanh−1(E/U)− s)− θ(− tanh−1(E/U)− s)]
≡ −φE(s) + pi
2
− β(s) + iD(s) . (33)
Using (24), we can then confirm that along the branch cut the pole-free factor X˜E(k) in the full integrand XE(k) is
X˜E(kB(s)) = e
−iφE(s+ipi/2)BE(k) = − cosh(s)
√
U2 − E2 tanh2(s)ei[φE(s+ipi/2)−β(s)−iD(s)]
≡ −i cosh(s)
√
U2 − E2 tanh2(s)e−iφE(s) (34)
which is an even and regular function of s. The pole-free part X˜E(k) of the (18) integrand XE(k) is therefore analytic
throughout the upper half of the complex k-plane, and the integral in (18) can be computed by closing the integration
contour at upper infinity and summing residues at the poles in XE(k). Since X˜E(E) = 0, there is no residue at the
pole k = E + i0; the entire integral is given by the residue at k = iU . This provides the correct e−U |y| dependence on
y to solve the integral equation; all that remains is to fix the normalization constant Z(E).
F. Normalization
The point k = iU corresponds to either of σ = ipi/2 ± tanh−1(E/U) − i: our elimination of the branch cut
guarantees that the residue is identical at both these points in σ. If for example we choose the + option, approaching
the k = iU from the upper right, then using tanh−1(E/U) = ln
√
(U + E)/(U − E) we obtain the condition
1
2pii
=
Z(E)
pi
EU
U2 + E2
e+iφE(tanh
−1(E/U)) × lim
δ→0+

√√√√√√1 +
(
U−E
U+E
)2
1−
(
U−E
U+E
)2
√
1− e−2δ
2i
√
UE
√
δ

=
Z(E)
2pii
e+iφE(tanh
−1(E/U))
√
U2 + E2
(35)
This yields
Z(E) = e−iφE(tanh
−1(E/U))
√
U2 + E2 . (36)
This completes our integral representation of the Dirac
zero-line mode eigenspinor ΨE(x, y), which solves the
time-independent Dirac equation (3) with the checker-
board potential. The eigenspinor is given by the integral
representation (11), in terms of the local spinors ψk(x, y)
given by (10) and the weighting function fE(k) as defined
by (20), with the nontrivial phase function φE defined by
(30).
VI. SUMMARY AND PLOTS
A. Summary of results
Because our result combines sub-results in several
equations throughout our text, we collect them all here.
We have solved the two-dimensional time-independent
Dirac equation with a checkerboard potential,
EΨE(x, y) = Usgn(x)sgn(y)σzΨE − i [σx∂x + σy∂y] ΨE .
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We can also solve the different Dirac equation that is
obtained by reversing the sign of the ∂x term, by taking
ΨE → Ψ∗E . This other equation would describe graphene
modes in the neighborhood of the other Dirac point.
We have assumed U > 0 without loss of generality,
because for negative U the transformation ΨE(x, y) →
σzΨE and E → −E restores positive U . We have as-
sumed |E| < U because we are only interested here in
zero-line modes, which have energies within the bulk
energy gap and which are bound to the V = 0 chan-
nels along the x and y axes. We have further assumed
E ≥ 0 without loss generality, because once all the pos-
itive energy ΨE have been found, the negative energy
solutions are obtained as Ψ−E = σxΨ∗E . Finally, we
have chosen only one of the two degenerate eigenspinors
that exist for each E, namely the one which satisfies
σxΨE(x,−y) = ΨE(x, y). The orthogonal second solu-
tion is given by Ψ˜E(x, y) = σyΨE(−x, y), and it satisfies
σxΨ˜E(x,−y) = −Ψ˜E(x, y).
Our solution ΨE is built up from discontinuous local
solutions, namely
ΨE− =
eiExe−U |y|
(
1
1
)
, x < 0
0 , x > 0
(37)
and
ψk = e
−κ(k)|x|
[
sgn(x)− iE
κ(k)
] [(
1
1
)
[cos(ky) + sgn(x)
U
k
sin |ky|]− i
(
1
−1
)
sgn(x)κ(k) + iE
k
sin(ky)
]
(38)
where κ(k) =
√
U2 − E2 + k2. In terms of these local solutions, the continuous global solution is defined as
ΨE(x, y) = ΨE−(x, y) +
∫ ∞
0
dk fE(k)ψk(x, y) (39)
for the weight function
fE(k) =
√
U2 + E2 e−iφE(tanh
−1(E/U))
exp
[
−iφE(sinh−1
(
k√
U2−E2
)]
pi(k2 + U2)
k2
k2 − (E + i0)2
√
U2 − E2 + k2√
k2 + U2
. (40)
Here the crucial phase function φE is defined as
φE(σ) =
1
2pi
[
Q
(
2(σ + tanh−1
E
U
)
)
−Q
(
2(σ − tanh−1 E
U
)
)]
(41)
Q(x) = x ln
1− e−x
1 + e−x
− Li2(e−x) + Li2(−e−x) (42)
where Li2(z) is the dilogarithm function. It must be admitted that our result is somewhat formidable as an exact
expression, but it is not really as complex as it is appears.
B. Understanding ΨE(x, y)
Because both fE and ψk are even functions of k, we can extend the integral in (39) to minus infinity, and replace
the sines and cosines with one exponential:∫ ∞
0
dk fE(k)ψk =
1
2
∫ ∞
−∞
dk fE(k)e
−κ(k)|x|eik|y|
[(
1
1
)(
sgn(x)− iE
κ(k)
)(
1− i sgn(x)U
k
)
− sgn(y)
(
1
−1
)
k2 + U2
kκ(k)
]
= − i
2
∫ ∞
−∞
dk
fE(k)e
−κ(k)|x|eik|y|
kκ(k)
[
[Ek + Uκ(k)]
(
1
1
)
+ sgn(y)(k2 + U2)
(−i
i
)]
+
1
2
sgn(x)
(
1
1
)∫ ∞
−∞
dk fE(k)e
−κ(k)|x|eik|y|
[
1− EU
kκ(k)
]
≡ 1
2
∫ ∞
−∞
dk fE(k)ψ˜k(x, y) . (43)
If we then define η = tanh−1(E/U), introduce polar coordinates |x| = r cos θ, |y| = r sin θ for 0 ≤ θ ≤ pi/2, and
perform the change of integration variable k → Usech η sinhσ, these integrands are all analytic as functions of σ for
0 ≤ Im(σ) ≤ pi/2 except for simple poles at σ = ±(η + i0) and σ = ±η + ipi/2.
It is convenient to integrate along the horizontal lines σ = s + iθ for real s, because then the position-dependent
exponential exp(ik|y| − κ|x|) = exp[−sech(η)r cosh(σ − iθ)] becomes purely decaying instead of rapidly oscillatory.
Moving the integration contour up from the real σ-axis to Re(σ) = iθ crosses the pole at σ = η + i0; correcting for
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this requires adding the residue at the pole, which gives the asymptotic outoging zero-line modes along the y-axis.
This leaves the general form that we promised back in (6),
ΨE(x, y) = θ(−x)ei[Ex+α(E/U)]e−U |y|
(
1
1
)
+
1
2
e−U |x|ei[E|y|−α(E/U)]
[(
1
1
)
− i sgn(y)
(
1
−1
)]
+ ∆ΨE(x, y) (44)
for a ∆ΨE whose dependence on x
2 + y2 comes entirely
from the exp[−sech(η)r cosh(s)] factor in the integrands
along lines of real s. For small E/U = tanh η, therefore,
∆ΨE is localized within r . 1/U . As E → U− this r-
dependence disappears, and the zero-line modes spread
out into the bulk 2D continuum; but since for large
η ∼ − ln√1− E/U this factor becomes exp[−res−η], the
spreading of ∆ΨE sets in only logarithmically as E → U ;
it remains quite localized until E is very close indeed to
U .
(For θ = 0 and θ = pi/2, the convenient σ = s + iθ
contours pass through the poles, but we can define the
integrals by taking the principal value and then adding
half-residues to correct for not avoiding the poles. The
results are equivalent to taking the limits θ → 0+ or
θ → (pi/2)−, and have the advantage that the principal
value integration can be implemented numerically.)
The phase shift that we included in (6) is now seen in
(43) to be given by α(E/U) = φE
(
tanh−1(E/U)
)
. This
defines α(E/U) as rising smoothly from 0 at E = 0 to
pi/4 at E = 1. Its Taylor series in E/U begins
α(x) =
4x
pi
− 20x
3
9pi
+O(x5) ; (45)
since α is thus quite linear for small arguments, there
is little dispersion associated with the intersection at
low energies. Since the phase shift is negative, an in-
cident packet emerges as a coherent pair of packets that
are slightly ahead of where they would be, if they trav-
elled around the intersection’s right angle corner at con-
stant speed. The jump ahead is (4/pi)(1/U) at long
wavelengths. The wave packets evidently cut the corner
slightly.
0.2 0.4 0.6 0.8 1.0
0.2
0.4
0.6
0.8
FIG. 3. The phase shift α(E/U) = 2φE(tanh
−1(E/U).
C. Plots
Despite the complexity of our exact integral represen-
tations, they can be evaluated numerically without diffi-
culty, and the spinor-valued functions which result turn
out to be remarkably simple. The total density |ΨE |2
is plotted in Fig. 4 as a function of x and y in units of
1/U , for the cases E/U = 0.1, 0.5, and 0.95. The depen-
dence on E/U is remarkably slight, to the point where it
is probably sufficient for most purposes to approximate
∆ΨE
.
= ∆Ψ0 even for E quite close to U .
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FIG. 4. Total density |ΨE |2 as a function of x and y in units of
1/U , for E/U = 0.1, 0.5, 0.95 successively from top to bottom.
These plots are first-order interpolations of 41-by-41 grids of
x, y values obtained by numerical integration of the integral
representation. Plots which focus on the intersection at higher
resolution confirm that the solutions are smoothly continuous.
The sharp ridges of the maxima are not numerical artifacts;
the ZLM solutions really are ∼ e−|U||x| or ∼ e−|U||y| .
The total density |ΨE |2 is also shown in Fig. 5 as an in-
tensity plot, with arrows showing the expectation values
of the x and y components of the local spin.
FIG. 5. Total density |ΨE |2 (background brightness) and spin
projection (〈σx〉, 〈σy〉) (arrow directions), as functions of x
and y in units of 1/U , for E/U = 0.1, 0.5, 0.95 successively
from top to bottom.
Another notable feature revealed by the plots is that
the exact continuum eigenspinors make quite sharp ‘T’s,
even for E within a few percent of U . This may be some-
what surprising; one could imagine instead that particles
turning sharp corners might tend to veer further away
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from the zero-line axes, or that a stream of fluid encoun-
tering a junction might overflow its channel. Figures 4
and 5 show neither of those effects. Instead the quasi-one-
dimensional confinement of the ZLMs persists robustly
through the intersection, even when the binding energy
U − E is much smaller than U .
In final summary: checkerboard potentials act exactly
as coherent beamsplitters for chiral two-dimensional
Dirac zero-line modes. Even quite near the bulk energy
gap edges, the charge profile of the in-gap eigenspinors is
a remarkably clean ‘T’. The effective T-junction brings a
phase shift whose energy dependence is nearly linear for
E < U ≤ 1/2.
VII. DISCUSSION AND OUTLOOK
A. Asymmetrical intersections and corners
In future work it may prove possible to extend the
solution technique that we have presented to problems
which lack our square symmetry. This would allow an-
alytical description of general circuits in which contours
of zero potential serve as ‘wires made of nothing’, and
the currents traveling through them occupy topologically
protected edge states. The numerical lattice results of
Ref. [1, 2] have already indicated that zero-line modes
(ZLMs) can turn corners, and split unequally when in-
tersecting at angles other than ninety degrees. Analytical
approaches to the Dirac equation have previously shown
how ZLMs can follow curves, and how two nearby parallel
ZLMs can influence each other by tunneling [13].
B. Interferometry
ZLM circuitry with corners and intersections may even
include SQUID-like interferometric devices made entirely
of carbon [14]. We have confirmed that a single ZLM
wave packet made up of ΨE will enter a topological in-
tersection along the negative x-axis, and split coherently
into two outgoing wave packets traveling in opposite di-
rections along the y-axis. Superpositions of ΨE and Ψ
′
E
can contain waves incoming from both positive and neg-
ative ends of the x-axis, with a definite relative phase ζ;
the amplitudes of waves exiting along the positive and
negative y-axes then depend on this relative phase. The
simplest example is with equal-modulus superpositions
of the form
1√
2
[
eiζΨE(x, y) + e
−iζσyΨE(−x, y)
]
=
+θ(−x) e
iζ
√
2
eiExe−U |y|
(
1
1
)
− iθ(x)e
−iζ
√
2
e−iExe−U |y|
(
1
−1
)
+e−2iα(E/U)
[
cos(ζ)θ(y)e−U |x|eiEy
(
1−i√
2
1+i√
2
)
+ i sin(ζ)θ(−y)e−U |x|e−iEy
(
1+i√
2
1−i√
2
)]
+
eiζ√
2
∆ΨE(x, y) +
e−iζ√
2
σy∆ΨE(−x, y) . (46)
The cos(ζ) and sin(ζ) terms in the third line here show
that the relative phase ζ between the incident waves
along the x-axis (terms in the second line) controls how
much of the output goes in the positive or negative y-
directions (third line terms). One can therefore imagine
Mach-Zehnder interferometers based on topological inter-
sections which coherently split and recombine ZLM wave
packets to produce phase-dependent output currents in
different output ports. A crucial question for such de-
velopments, however, is the effect of screened Coulomb
interactions among real electrons.
C. Mapping intersecting edge modes onto a
one-dimensional model
Another extension of this work would therefore con-
sider intersecting ZLMs that are populated by fermions
having short-ranged interactions. The ZLMs are quasi-
one-dimensional, inasmuch as our solutions decay expo-
nentially away from the x and y axes, and we have the
two one-parameter families of orthogonal states which
are expected for two one-dimensional lines, namely ΨE
and Ψ˜E . We could therefore anticipate describing the in-
teracting fermions in these ZLMs using Luttinger liquid
theory. To do this will require an explicit mapping of
the two-dimensional ΨE(x, y) and Ψ˜E(x, y) onto a one-
dimensional model; because of the splitting behavior at
the intersection, however, this mapping is not quite triv-
ial. Without actually analyzing any effects of interac-
tions, we can set up this mapping in a way that will then
be suitable for future studies of the interacting problem.
It will turn out to present the topological intersection at
(x, y) = (0, 0) as a sort of effective impurity which links
two one-dimensional ‘wires’ in a non-trivial way.
The interacting many-body problem is most easily
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treated in second quantization, where the Dirac spinor
becomes a quantum field composed of eigenmodes with
operator-valued coefficients that destroy fermions (or cre-
ate holes). If we assume that temperatures and all other
excitation energy scales are small compared to the bulk
gap U , then only the ΨE and Ψ˜E modes will be excited,
and the quantum field is effectively
Ψˆ(x, y) =
∫
dE
(
ΨE(x, y)aˆEa + Ψ˜E(x, y)aˆE`
)
.(47)
Since Ψ˜E(x, y) = iσyΨE(−x, y), we can consider that
aˆ†Ea creates a fermion which is incident from the left (and
then splits coherently into a superposition of being trans-
mitted up and down) while aˆ†E` creates one incident from
the right (which then splits coherently into a similar su-
perposition but with opposite relative phase between the
two transmitted parts).
The fact that our ΨE and Ψ˜E are solutions of the
time-independent Dirac equation means that the single-
particle energy is diagonal in these modes:
Hˆ0 =
∫
dx dy Ψˆ†HˆΨˆ
=
∑
j=a,`
∫
dE E aˆ†Ej aˆEj . (48)
If there are no interactions among the particles, the
many-body problem is thus fully solved already; interac-
tions, however, bring the usual problem that the interac-
tion Hamiltonian and single-particle Hamiltonian cannot
be diagonalized simultaneously. Short-ranged screened
Coulomb interactions among dressed electrons can typi-
cally be described with an interaction Hamiltonian den-
sity proportional to the square of the local charge density,
Hˆint =
∫
d2r d2r′ Ψˆ†(r)Ψˆ(r)V (r− r′)Ψˆ†(r′)Ψˆ(r′)(49)
(up to appropriate normal-ordering), for a screened
Coulomb potential V (r). Inserting (47) and integrating
reveals Hˆint to be a non-diagonal term involving prod-
ucts of four creation or destruction operators.
Since we are neglecting excitations with energies out-
side the bulk gap |E| < U , however, our field operator
Ψˆ according to (47) is actually restricted quite closely
to the x− and y−axes. To be precise, if we define the
one-dimensional quantum fields
Φˆj=a,`(z) =
1√
2pi
∫
dE eiEzaˆEj , (50)
then simply inserting our solution (44) for ΨE(x, y) and
Ψ˜E(x, y) = iσy(−x, y) into the definition of the field op-
erator (47) reveals that
Ψˆ(x, y)
.
= θ(−x)
(
1
1
)
e−U |y|Φˆa(x) (51)
+θ(x)
(
1
−1
)
e−U |y|Φˆ`(−x)
+θ(y)
(
1−i√
2
1+i√
2
)
e−U |x|
Φˆa(y) + Φˆ`(y)√
2
+θ(−y)
(
1+i√
2
1−i√
2
)
e−U |x|
Φˆa(−y)− Φˆ`(−y)√
2
+∆Ψ0(x, y)Φˆa(0) + iσy∆Ψ0(−x, y)Φˆ`(0) .
where the approximation indicated by the
.
= is only that
of replacing ∆ΨE
.
= ∆Ψ0. We have seen that this ap-
proximation is excellent except for E very close to the
top or bottom of the gap.
The fact that we can thus express all the in-gap modes
of the two-dimensional Ψˆ(x, y) in terms of the two one-
dimensional fields Φˆa,`(±x) and Φˆa,`(±y) means that
the two-dimensional integral in Hˆint can in fact be re-
duced to sums of one-dimensional integrals involving the
one-dimensional fields. This is a valuable insight, because
even though Hˆint and Hˆ0 still do not commute, interact-
ing fermions in one dimension are amenable to power-
ful analytical techniques based on so-called bosonization.
Moreover, the single-particle Hamiltonian can also be ex-
pressed very simply in terms of Φˆa,`(z), because the or-
thogonality of plane waves implies that
∑
j=a,`
∫
dz Φˆ†j(z)(−i∂z)Φˆj(z) ≡
∑
j=a,`
∫
dE E aˆ†Ej aˆEj
= Hˆ0 . (52)
The prospects therefore seem good for mapping the full
Hamiltonian Hˆ = Hˆ0+Hˆint onto that of a fermionic field
theory in one dimension.
A difficulty presents itself, however: when we perform
the x and y integrals in (49) using the expression (51) for
Ψˆ in terms of Φˆa,`, then even for the idealized limit of
the short-ranged screened V (r) as a contact interaction,
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we obtain
Hˆint = G
∫ 0
−∞
dz
[
(Φˆ†aΦˆa)
2 + (Φˆ†`Φˆ`)
2
]
+G
∫ ∞
0
dz
( (Φˆ†a + Φˆ†`)(Φˆa + Φˆ`)
2
)2
+
(
(Φˆ†a − Φˆ†`)(Φˆa − Φˆ`)
2
)2
+
∑
jklm
GjklmΦˆ
†
j(0)Φˆk(0)Φˆ
†
l (0)Φˆm(0)
= G
∫ 0
−∞
dz
[
(Φˆ†aΦˆa)
2 + (Φˆ†`Φˆ`)
2
]
+
G
2
∫ ∞
0
dz
[
(Φˆ†aΦˆa + Φˆ
†
`Φˆ`)
2
+ 2Φˆ†aΦˆaΦˆ
†
`Φˆ` + Φˆ
†2
a Φˆ
2
` + Φˆ
†2
` Φˆ
2
a
]
+
∑
jklm
GjklmΦˆ
†
j(0)Φˆk(0)Φˆ
†
l (0)Φˆm(0) (53)
where G and Gjklm are effective constants defined from
the microscopic interaction V (r) by the two-dimensional
integration. The Gjklm term is an effective two-body
impurity term at z = 0; it is present because the in-
tersecting eigenmodes have the localized ∆Ψ0 form near
the intersection which is different from their asymptotic
forms along the x and y axes, and so the interaction en-
ergy is somewhat different in this region.
The difficulty which (53) presents is that the effective
interaction Hamiltonian density mixes the fields Φˆa and
Φˆ` for z > 0. This curious feature in the one-dimensional
effective model for the intersecting ZLMs is an essential
consequence of the coherent splitting at the topological
intersection: since Φˆa is composed of second-quantized
operators aˆEa which destroy particles in ΨE states, and
since ΨE(x, y) consists of an incident wave on the nega-
tive x-axis plus an equal superposition of outgoing waves
in both directions on the y-axis, Φˆa can effectively de-
stroy particles locally along the negative x-axis, but it
does nothing to any particles on the positive x-axis, and
what it does to particles on the y-axis is a coherent su-
perposition of destroying a particle at y and −y. Con-
versely, Φˆ` can destroy particles on the positive x-axis,
does not affect particles on the negative x-axis, and de-
stroys particles on the y-axis at a superposition of y and
−y, opposite in phase to the action of Φˆa.
The x-axis is not really any more local than the y-axis,
however. We could simply perform a basis rotation in the
j = 1, 2 indices, to construct Φˆ± = (Φˆa ± Φˆ`)/
√
2. This
orthogonal transformation would leave Hˆ0 unchanged in
form, and while it would diagonalize the z > 0 part of
Hˆint in field index-space, the z < 0 part of Hˆint would
become non-diagonal in the ± indices in precisely the
same way that the z > 0 part is non-diagonal in the
j =a,` indices. There is no global basis rotation which
can diagonalize Hˆint everywhere at once.
This is unfortunate, because non-diagonal interac-
tion terms like Φˆ†2a Φˆ
2
` are a significant inconvenience
in bosonization techniques for dealing with interacting
fermions in one dimension. As well as the mathematical
complications, there are also challenges to physical intu-
ition. One cannot quite think of the a and ` fields as ex-
isting on two distinct wires, because for z > 0 the wires
are rotated into coherent superpositions of each other.
What we can therefore do is to introduce a z-dependent
basis rotation:
(
Zˆ1(z)
Zˆ2(z)
)
= ei
pi
4 σyθ(z)
(
Φˆa(z)
Φˆ`(z)
)
. (54)
This transformation provides Zˆ1 = Φˆa for z < 0 but
Zˆ1 = Φˆ+ for z > 0 — and correspondingly for Zˆ2. In
other words, the ZLM along the negative x-axis is now
represented by Zˆ1(z) for z < 0, just as it was by Φˆa, but
where the ZLM along the positive y-axis corresponded
to the superposition (Φˆa + Φˆ`)/
√
2, it now corresponds
simply to the same single field Zˆ1(z), for z > 0. The
ZLMs along the positive x-axis and the negative y-axis
are similarly represented by Zˆ2(z), for negative and pos-
itive z, respectively. Each half-axis ZLM is represented
locally by a single one-dimensional quantum field.
We thereby diagonalize Hˆint (except perhaps for the
Gjklm impurity term at z = 0), obtaining
Hˆint =
∑
j=1,2
∫
dz (Zˆ†j Zˆj)
2
+
∑
jklm
ΓjklmZˆ
†
j (0)Zˆ
†
k(0)Zˆl(0)Zˆm(0) , (55)
where Γjklm is Gjklm re-expressed in the new j basis.
One can consider the interactions in this system as being
like those among particles in two identical but separate
one-dimensional wires, which cross at a common point
whose position is labeled as z = 0 in both wires.
The fact that effective wire 1 extends along the physical
negative x− and positive y−axes, while wire 2 spans the
other two half-axes, does not really represent any prefer-
ence for left-handed angles in the checkerboard problem.
A similar transformation to (54) but with opposite signs
could have represented the negative x− and y−axes as
wire 1 and the two positive axes as wire 2. The two alter-
native mappings of ZLMs onto effective one-dimensional
fields are entirely equivalent—if we remember to include
the following point.
In addition to conveniently making Hˆint local in z, the
z-dependent transformation from Φˆa,` to Zˆ1,2 also does
something else. It adds an impurity term to the single-
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particle energy:
Hˆ0 =
∑
j=a,`
∫
dz Φˆ†j(z)(−i∂z)Φˆj(z)
≡
∑
j=1,2
∫
dz Zˆ†j (z)(−i∂z)Zˆj(z)
+iJ [Zˆ†1(0)Zˆ2(0)− Zˆ†2(0)Zˆ1(0)] (56)
for J = pi/4. In terms of the effective one-dimensional
model, therefore, the topological intersection behaves es-
sentially as a localized impurity transferring particles be-
tween the two one-dimensional channels at their intersec-
tion point z = 0. In this respect it is not qualitatively
different from similar contact points between other one-
dimensional conduits, such as crossed nanotubes. And
although in this paper we have only treated the perfect
square checkerboard potential which leads to J = pi/4,
we can anticipate that intersections at other angles, or
imperfect intersections in which two zero-potential con-
tours approach each other but fail to cross, may be rep-
resented with a similar impurity term to the above, with
some other values of J . We thereby provide support for
the prospects suggested in [1, 2] of realizing intersections
between real one-dimensional systems as intersections of
topologically protected zero-line modes in designer po-
tentials.
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