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DESCRIPTION OF NOMENCLATURE 
The mathematical symbols used in this thesis are either scalars, vectors, or 
matrices. Symbols without an arrow or tilde, such as D, are scalars. Those with 
an arrow over the symbol, such as D, are vectors; while matrices are denoted by 
a tilde over the symbol, as in D. Transposes of vectors and matrices are denoted 
by a superscript "T", as in . Differentiation with respect to time is denoted by 
one or more dots, as in D] while derivatives with respect to the space variable z are 
denoted by ', as in D'. 
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1 INTRODUCTION 
Traditional techniques for analysis and synthesis of mechanisms rely on the as­
sumption that the links of the mechanism can be modeled as rigid bodies. Although 
all structural members display some elastic behavior, for many years the elastic dis­
placements of a typical mechanism were so small that the rigid body assumption 
was valid. Even today, most mechanisms can be accurately modeled with rigid 
links. However, there is a new class of mechanisms which have significant elastic 
displacements. 
Robots are one class of mechanisms in which elastic effects can be important. 
Robots require accurate, repeatable position control. Conventional robot control 
systems cannot provide this accuracy when the links are significantly elastic. There­
fore, conventional robots achieve this accuracy by being extremely rigid. However, 
the material needed to insure their rigidity also makes them quite massive, and thus 
slow. Many researchers believe that a properly controlled elastic robot could be as 
accurate as a rigid robot and would be much lighter, faster, and less expensive than 
conventional designs. Because of these advantages, control of elastic robots is an 
active research area and has an extensive body of literature. 
Many papers have studied the control problem of a single planar elastic robot 
arm. While these papers have presented a variety of control algorithms, few have 
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addressed the question of how to best model an elastic arm. As a result, there are 
few guidelines for developing an accurate dynamic model of an elastic robot arm. 
For example, the assumed modes method is commonly used to model elastic arms. 
However, few papers have studied the effect of assumed mode shape selection upon 
the accuracy of the model. In addition, few researchers have investigated the effect 
of a mass at the tip of the arm. However, robots typically carry a manipulator 
and payload at the tip of the arm. The goal of this thesis is to develop modeling 
guidelines for a planar elastic robot arm with an end mass. This thesis will address 
the selection of assumed mode shapes, coupling of elastic and rigid motion, and the 
effect of gravity upon the model. 
This thesis develops both an assumed modes model and an exact model of an 
elastic robot arm to investigate these modeling questions. These models are used 
to study the effects of gravity, mode shape selection, coupling of elastic and rigid 
motions, and end mass. In addition, the validity of these models is determined 
by comparison of their natural frequencies to the frequencies of an experimentally 
tested elastic robot arm. 
The next chapter of this thesis reviews the elastic mechanism literature. Chap­
ter 3 presents models of an elastic robot arm without an end mass. Chapter 4 
discusses the experimental verification of these models and addresses the effect of 
mode shape selection, elastic coupling, and gravity upon the elastic arm model. 
Chapter 5 then extends this work to an elastic arm with an end mass. Conclusions 
are presented in Chapter 6. 
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2 LITERATURE REVIEW 
Four literature reviews have been published in the area of elastic mechanism 
analysis. In 1972, Erdman and Sandor [1] published the first literature review in 
this area. In the same year, Lowen and Jandrasits [2] published a review of the 
literature concerning mechanisms with distributed mass and elasticity. Their paper 
contained an extensive review of the earUest work, European literature from 1933 
to the 1960s. Lowen and Chassapis's [3] paper presented an extensive review of 
the elastic mechanism literature from 1977 to 1983. In 1986, Thompson and Sung 
:4j presented a review of the literature applying finite element techniques to the 
analysis and synthesis of elastic mechanisms. 
This literature review will first present a general review of the elastic mechanism 
literature. The literature is classified by modeling and solution techniques, and by 
the use of experimental verification. This classification is followed by a more detailed 
review of the literature directly related to the elastic robot arm studied in this thesis. 
2.1 Modeling Techniques 
Exact modeling of the elastic deflections of a mechanism requires a continuous 
model. However, a continuous model of a mechanism is governed by partial differen­
tial equations that rarely have analytical solutions. Due to the lack of solutions for 
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continuous models, investigators of elastic mechanisms use finite degree of freedom 
models to approximate the elastic deformations. For example, the finite element 
method uses nodal displacements and rotations as degrees of freedom. In contrast, 
the assumed modes method uses the deflections of a finite number of assumed mode 
shapes as the degrees of freedom. In both cases the continuous elasticity problem 
is discretized. Thus, both of these methods yield ordinary differential equations, 
which can be solved more easily than partial differential equations of a continuous 
model. 
2.1.1 Finite Element Method 
The finite element method uses a set of nodal coordinates to represent the mo­
tion of each link. The strain and kinetic energies are expressed in terms of these 
nodal coordinates through the use of local basis functions, known as shape func­
tions. This process generates a set of ordinary differential equations of motion which 
determine the motion of the mechanism. Some formulations use the nodal coordi­
nates to represent both the gross and elastic motions of the mechanism. For these 
formulations, solution of the differential equations of motion determines the gross 
and elastic motions simultaneously. In other formulations, the nodal coordinates 
represent only the. elastic motion. These formulations superimpose the elastic defor­
mations upon the rigid body motion to obtain the total motion of the mechanism. 
Several of the finite element approaches used for elastic mechanisms are discussed 
below. 
Turcic and Midha [5,6] use three dimensional quadrilateral elements in their 
finite element formulation. They include all acceleration terms, coupling between 
5 
the elastic and gross motions, and viscous material damping. Furthermore, they 
include the dynamic stiffness effect in the element stiffness matrix. 
Cleghorn, Fenton, and Tabarrok [7] develop a formulation using seven degree of 
freedom planar beam elements. Their model also incorporates the dynamic stiffness 
effect. They present an example to demonstrate the importance of this effect. 
Song and Haug i8j use a six degree of freedom planar beam element. These 
six coordinates are used to represent only the elastic motion of the element. The 
gross motion of the element is represented by the three rigid body coordinates; i,y, 
and (j). While they do not include damping in their model, all acceleration terms 
are retained, as is coupling between elastic and rigid body motion. Introduction 
of kinematic constraints between the links yields a mixed set of differential and 
algebraic equations. 
Shabana and Wehage [9,10] extend the work of Song and Haug [8i into three 
dimensional elements, using Euler parameters as the angular coordinates. A compo­
nent mode reduction technique is used to reduce the number of degrees of freedom 
in the model. 
Sandor and Zhuang [11] model the mechanism links as discrete masses and 
elastic elements rather than as continuous elements. Additionally, they include 
proportional viscous damping and rotational inertia in their model. The resulting 
ordinary differential equations are simplified by dropping all nonhnear terms. 
In a series of papers, Thompson et al. [12,13,14] develop a finite element 
formulation using planar, six degree of freedom beam elements. Their formulation 
includes the dynamic stiffness effect, proportional viscous damping, and constitutive 
equations for composite materials. 
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Sunada and Dubowsky ,15] use the finite element method to model elastic 
effects in an industrial robot. Component mode synthesis is used to reduce the 
number of degrees of freedom in the model. 
Most researchers define the elastic deformation of each finite element with 
respect to its own rigid configuration. Géradin et al. [lôj defines the deformation 
of each element with respect to the rigid configuration of the entire mechanism. 
They argue that this reference configuration simplifies numerical integration of the 
equations of motion. 
This review of the application of the finite element method to elastic mechanism 
analysis is not exhaustive. However, these papers are typical of the research in the 
area. 
2.1.2 Assumed Modes Method 
The assumed modes method represents the elastic deformations of each link 
as a linear combination of assumed mode shapes and deformation coordinates. In 
equation 2.1, are the assumed mode shapes and D^{t) the modal deformation 
coordinates. This assumption reduces the continuous representation of the link 
deformation, v{x, t), to a discrete problem in the n modal deformation coordinates. 
Applications of this method to elastic structures have been successful, providing 
good approximations to natural frequencies and mode shapes when the continuous 
elasticity problem cannot be solved. This success has led numerous investigators to 
apply the assumed modes method to elastic mechanisms. Several of these studies 
D i i t ) .  
n  
(2 .1)  
1 = 1  
I 
are summarized below. 
Viscomi and Ay re [17| consider a slider crank mechanism with an elastic con­
necting rod. Modeling the connecting rod using Euler-Bernoulli beam theory, they 
apply Hamilton's Principle to obtain the partial differential equation of motion. 
Using the first two mode shapes of a simply supported beam, the assumed modes 
method is used to transform the partial differential equation to two coupled, non­
linear, time dependent, ordinary differential equations. 
Chu and Pan [18] consider the same problem, a slider crank mechanism with 
an elastic connecting rod. They use an Euler-Bernoulli beam model, include vis­
cous material damping, and model both axial and transverse deformations of the 
connecting rod. They use the first transverse mode shape of a simply supported 
beam to represent both the axial and transverse deformations. 
Jasinski, Lee, and Sandor [19] also examine a slider crank mechanism with an 
elastic connecting rod. Their modeling technique is similar to [18], but does not 
retain the nonlinear coupling terms between the axial and transverse deformations. 
Sutherland [20] analyzes a four bar mechanism with elastic crank, coupler, and 
rocker links. The assumed mode shape for the crank is the first mode shape of a 
cantilever beam, while both the coupler and rocker are modeled by the first mode 
of a simply supported beam. Viscous damping terms are included in the resulting 
set of ordinary differential equations, but nonlinear terms are neglected. 
Jandrasits and Lowen [21] consider a four bar mechanism with an elastic rocker 
link and overhanging masses. The assumed mode shapes for the rocker are the 
modes of a simply supported beam with the same dimensions and overhanging 
masses. 
8 
Garcia-Reynoso and Seering '[22] also consider a four bar mechanism, but let the 
rocker link, input shaft, and output shaft be elastic. By considering the mechanism 
at a particular configuration, they are able to derive the exact mode shapes for 
the rocker link. In addition they consider a case in which the first mode shape of 
a simply supported beam is used for the rocker. Their work shows that both the 
assumed mode shape and the torsional stiffnesses of the input and output shafts 
affect the natural frequencies of the model. 
Kohli, Hunter, and Sandor [23j analyze a slider crank mechanism; modeling 
the axial and transverse deformations of the crank and connecting rod, as well as 
the deformations of the crank supports and the torsional deformations of the input 
shaft. Both of the links are modeled by the first two mode shapes of a simply 
supported beam. The differential equations of motion are linearized and viscous 
damping terms introduced. Their work shows that crank support elasticity can 
significantly affect the dynamic response of the mechanism. 
Badlani and Kleinhenz ';24| consider a slider crank mechanism with an elastic 
connecting rod. They develop two models, one using Euler-Bernoulli beam theory 
and another using a Timoshenko beam model. The assumed mode shapes for the 
connecting rod are those a simply supported beam. 
Badlani and Midha [25] model a slider crank mechanism with an elastic con­
necting rod, to examine the the effect of damping. The Kelvin-Vogt damping model 
is used to model the viscoelastic behavior of the link while the connecting rod de­
formations are represented by the first mode shape of a simply supported beam. 
Wielenga [26] uses floating reference frames for each elastic body, instead of the 
body-fixed reference frames used by most investigators. Use of the Buckens floating 
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reference frame simplifies the differential equations of motion when compared to the 
equations obtained with body-fixed reference frames. 
Ryan [27] develops a multibody formulation that incorporates a number of 
complicating effects. These effects include torsional elasticity of beams, nonsym-
metric beam bending, shear deformation, rotary inertia, and dynamic stiffness. The 
assumed mode shapes are obtained from the eigenvectors of a finite element model. 
In addition, the effect of the number and type of assumed modes upon the solution 
is studied. 
2.2 Solution Techniques 
Regardless of the modeling technique used, all investigations of elastic mech­
anisms obtain sets of second order, ordinary differential equations of the form of 
equation 2.2. M, C, and K are mass, damping, and stiffness matrices, ç is a vec­
tor of generalized coordinates, P is the nonlinear term vector and F is the forcing 
function vector. 
K{t )q  +  P{q ,^ , t )  =  F{ t )  (2.2) 
The various modeling techniques discussed earlier affect the form of jV/, C, K ,  P ,  
and F as well as the number of differential equations. The approaches to solv­
ing these differential equations can be divided into two types, eigenanalysis and 
numerical integration. 
2.2.1 Eigenanalysis 
The eigenanalysis approach divides time into discrete intervals. Within each 
time interval, the mechanism is treated as a structure. The forces applied to the 
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structure are the inertial forces from a rigid body kinematic analysis of the mech­
anism. Equation 2.2 then simplifies to a set of constant coefficient, differential 
equations for each structural configuration of the mechanism. At each configura­
tion, the set of differential equations is reduced to an eigenvalue problem. The 
resulting eigenvectors are used to decouple the differential equations. Each decou­
pled differential equation is then in the form of a single degree of freedom oscillator, 
for which a closed form solution is known. Superposition of the small elastic motion 
from the structural analysis and the gross motion from a rigid body analysis yields 
the total motion of the mechanism. 
This approach makes three assumptions. First, the nonlinear term, P.  can 
be neglected or linearized. Many finite element and assumed modes formulations 
are so highly nonlinear that this assumption may not be reasonable. Second, the 
eigenvectors will decouple the damping matrix. Most investigators have insured 
this assumption by using proportional damping models. Third, coupling between 
the elastic and gross motions is not significant. Since the forces applied to the 
mechanism are the inertial forces from a rigid body analysis, this solution technique 
does not account for the effect of the elastic motion upon the rigid body motion. 
Winfrey [28] applies the repeated structures method to the differential equa­
tions of an elastic four bar mechanism. To insure the continuity of the solution 
across the time interval boundaries, the displacements and velocities at the end of 
one interval are used as the initial conditions of the next interval. 
Iman, Sandor, and Kramer [29] incorporate eigenvector derivatives into the 
eigenanalysis approach. Instead of solving the eigenvalue problem at each interval, 
the derivatives of the eigenvalues and eigenvectors with respect to the mechanism 
11 
driving coordinate are used to predict the eigenvectors at subsequent intervals. This 
technique offers a significant reduction in computation time. 
Turcic and Midha !5l develop a method of handling nonlinear coupling terms in 
equation 2.2. The coupling terms are neglected and a solution obtained by the tech­
nique of Midha et al. [30]. Using this solution, the coupling terms are added to the 
differential equations and a new solution obtained in the same manner. This process 
is continued iteratively until the solution converges. For the examples considered 
by the authors, the incorporation of the coupling terms does not significantly alter 
the solution. 
2.2.2 Numerical Integration 
The numerical integration approach uses finite difference algorithms to inte­
grate equation 2.2. This approach has been used extensively ;20,23,31-37] because 
it can easily handle the nonhnear and coupling terms in equation 2.2. Its prin­
cipal drawback is the small time step size required to capture the high frequency 
solutions typical in elastic mechanism analysis. Therefore, the computation times 
can be extremely large. Since most investigators have used well known numerical 
integration algorithms, only a few papers will be reviewed. 
Chu and Pan [18] compare the fourth order Runge-Kutta numerical integration 
algorithm to an alternative solution procedure, the piecewise polynomial approxi­
mation technique. Their work shows this approximation technique to be as accurate 
as the Runge-Kutta method but with a much larger time step size; thereby reducing 
the computation time. 
One problem with numerical integration of nonlinear differential equations con­
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taining high frequency components is solution jump; in which the numerical algo­
rithm may jump between multiple solutions. Viscomi and Ayre [IT' encountered 
this problem while using Hamming's predictor-corrector method. Wielenga [26] ap­
plies the Gear stiff integration algorithm to prevent the multiple solution problem. 
Song and Haug [8] also apply the Gear algorithm. In addition, they employ sparse 
matrix algebra to reduce the computation time. 
Shabana and We h age Qj use two techniques to reduce the number of variables 
for which they had to integrate. First, they eliminate insignificant flexural modes 
of the elastic links by use of a component mode reduction technique. Second, co­
ordinate partitioning is used to eliminate dependent coordinates prior to numerical 
integration. 
2.3 Experimental Studies 
Several researchers have conducted experimental studies of elastic mechanisms, 
in order to test the validity of analytical models. Several of these studies are pre­
sented below. 
Alexander and Lawrence [34,37] present an experimental study of a four bar 
mechanism with elastic coupler and output links. The experimental time response is 
compared to predictions from a finite element model solved by numerical integration. 
The analytical model is able to predict the peak bending strains of the two links 
quite well. However, the magnitude and phase of the analytical time response differ 
significantly from the experimental response. 
Cleghorn, Fenton, and Tabarrok [38] compare Alexander and Lawrence's ex­
perimental data 134,37] to predictions from their finite element model. Their model 
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includes the dynamic stiffness effect and coupling between elastic and rigid body 
motions. The comparison shows good agreement in magnitude and phase for the 
coupler link, but poor agreement for the output link. The agreement is improved 
by adding lumped bearing masses at the end of the links. 
Turcic, Midha, and Bosnik [39] present experimental studies for a four bar 
mechanism with elastic coupler and output links. Predictions from the finite element 
model developed in [6: are compared to the experimental data. The time response 
magnitude and phase agree well for the coupler link, provided the dynamic stiffness 
effect is included in the analytical model. The peak magnitudes predicted by the 
analytical model agree well with the experimental data. However, this agreement 
deteriorates rapidly at higher input crank speeds. 
Jandrasits and Lowen ;40] consider a four bar mechanism with an elastic out­
put link. The experimental data are compared to predictions from an assumed 
modes model developed in [21j. At most of the operating speeds considered, the 
experimental data and the analytical predictions agree well. A significant difference 
between their mechanism and mechanisms used in other experimental studies is its 
high stiffness. 
Furuhashi, Saito, and Morita [36] test a four bar mechanism with an elastic 
coupler link. Comparison of the experimental time response to the prediction from 
a lumped parameter, finite element model shows very good agreement, both in 
magnitude and phase. As with the mechanism considered in [40], their mechanism 
is much stiffer than those considered by other investigators. 
Sung, Thompson, Xing, and Wang [41] present experimental results for both a 
four bar and a slider crank mechanism. The four bar mechanism has elastic coupler 
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and output links while the slider crank mechanism has an elastic connecting rod. 
The experimental time responses are compared to predictions from a finite element 
model solved by numerical integration. These comparisons show the agreement 
between the analytical and experimental data is highly dependent upon the input 
crank speed of the mechanism. Thompson et al. [12,14,331 extend this work to 
include mechanisms fabricated from composite materials. 
Liao, Sung, Thompson, and Soong _42j present experimental data for a four 
bar mechanism with elastic coupler and output links. The experimental data show 
the time responses of the links can be divided into quasi-static and resonant classes. 
2.4 Elastic Arm Literature 
This thesis investigates the dynamics of a single planar elastic robot arm. 
Therefore, this section will review a number of papers which have studied pla­
nar elastic arms. The literature is divided into two groups. The papers in the first 
group study the modeling of an elastic robot arm, while those in the second group 
address control of the arm. 
Several researchers have studied modeling techniques for an elastic arm. Yigit, 
Scott, and Ulsoy [43] model an elastic arm mounted in a rigid hub, with a point mass 
at its tip. The assumed modes method is used to model the system, using the normal 
modes of a cantilever beam as the assumed mode shapes. Their formulation includes 
the centrifugal stiffening effect, but neglects gravity. They show the centrifugal 
stiffening effect and the effect of elastic motion upon the gross motion of the arm 
can be significant. In addition they show the magnitude of these effects is dependent 
upon the ratio of the rigid hub's mass moment of inertia to the elastic arm's mass 
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moment of inertia. 
Hoa [44] studies an elastic arm with a point mass at its tip. He also allows the 
arm to be inclined to the plane of rotation. His finite element model shows that 
addition of a tip mass decreases the natural frequencies of the system when the 
angular velocity of the arm is small, but increases them for large angular velocities. 
This behavior is explained by the centrifugal stiffening effect. 
Simo and Vu-Quoc [45] develop models for an elastic beam, using both linear 
and nonlinear strain theories. Their work shows that use of linear strain theory 
without incorporation of the centrifugal stiffening effect introduces errors into the 
model. Nonlinear strain theory accounts for the centrifugal stiffening effect. 
A number of papers in the literature concentrate on control of an elastic robot 
arm, instead of modeling techniques. Cannon and Schmitz [461 model and test 
an elastic robot arm in the horizontal plane. They develop a mathematical model 
by use of the assumed modes method, using the normal modes of a pinned-free 
beam as the assumed mode shapes. The parameters in the model are determined 
experimentally, instead of analytically. They develop a controller to control the 
position of the tip of the elastic arm, in which the tip position is optically measured. 
Rovner and Cannon [47] extend this work by using time domain methods to estimate 
the parameters of the model, instead of the frequency domain methods used by 
Cannon and Schmitz [46]. 
Sakawa, Matsuno, and Fukushima [48] develop a controller for an elastic arm 
with an end mass, operating in the horizontal plane. The control law is developed 
by deriving the system's partial differential equations and then applying the Ricatti 
equation. Experimental testing of an elastic arm shows the controller significantly 
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reduces the vibrations of the arm. 
Kotnik, Yurkovich, and Ôzgûner [49] compare two different controllers for an 
elastic arm in the horizontal plane. The first uses position feedback, optically 
measuring the position of the tip of the arm. The second uses acceleration and 
position feedback, measuring the acceleration of the tip and the angular position 
of the input shaft. Their experiments show the performance of the acceleration 
feedback controller is superior to the optical position feedback system. 
Book, Maizza-Neto, and Whitney [50] consider a planar two-arm elastic robot 
in the vertical plane, that carries masses at the end of each arm. They develop 
and compare control algorithms based on both rigid and elastic arm models. Their 
work shows that control algorithms based on rigid arm models may be as accurate 
as those based on more complex elastic arm models. 
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3 ANALYTICAL MODEL OF AN ELASTIC ARM 
The elastic arm studied in this thesis is shown in Figure 3.1. A uniform, 
homogeneous, slender beam is rigidly attached to a lumped inertia that may rotate 
with respect to ground. A linear torsional spring of negligible mass is connected 
between the lumped inertia and the ground. Gravity is constant and acts in the 
negative J direction. 
Modeling of the beam deformations are simplified by limiting them to the j 
direction. Therefore, axicd and out of plane deformations are assumed to be negli­
gible. Shear deformations of the beam are also neglected, as is material damping. 
Based upon these assumptions, the Euler-Bernoulli beam model is used to model 
the elastic deformations. 
In this chapter, exact, assumed modes, and rigid models of the elastic arm 
are derived. The nonlinear boundary value problem of the elastic is derived. The 
exact model is the solution to the linearized boundary value problem. The assumed 
modes model discretizes the nonlinear boundary value problem by use of assumed 
mode shapes, resulting in a set of nonlinear ordinary differential equations. These 
differential equations are then linearized. The rigid model neglects the elasticity of 
the arm. In later chapters, these models are used to determine the effect of mode 
shape selection, coupling between elastic and rigid motions, and gravity upon the 
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elastic arm. 
3.1 Derivation of Exact Model 
The exact model uses two independent coordinates; one rigid body coordinate, 
6{t), and one continuous coordinate for the transverse deformation, v{x,t). The 
kinetic and potential energies of the system are expressed in terms of these co­
ordinates. Hamilton's Principle then yields the partial differential equations and 
boundary conditions of the problem. 
Two coordinate systems are used in this model. As shown in Figure 3.1, the 
UK coordinate system is attached to ground. The ifk coordinate system is at­
tached to a hypothetical rigid arm. The deformations of the arm are measured with 
respect to the later coordinate system. 
The kinetic energy expression for the system is divided into two parts, the 
kinetic energy of the lumped inertia and of the elastic arm. The former is described 
in terms of 9. the rigid body coordinate. 
To obtain the kinetic energy of the elastic arm, consider an infinitesimal element of 
the arm at point P. Then the kinetic energy of the arm is expressed by equation 3.2, 
in which rp denotes the position of the infinitesimal element. 
The position vector rp  is expressed as the sum of xi, the distance along the 
axis of the rigid arm, and vj^ the elastic displacement. 
T  =  \ J I F  (3.1) 
(3.2) 
rp  =  XI  ^  v j  (3.3) 
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\ 
Figure 3.1: Elastic arm system 
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By use of the following coordinate transformations, the position vector is expressed 
in terms of the UK coordinate system. 
I  =  s \ rx9Î  — cos9J  (3.4) 
y  =  cos  61-T  sm 9J  (3.5) 
The resulting position vector is given by equation 3.6. 
f p  = [a: sin 9  — v  cos 9 \ I  — [v  sin 9  ~  x  cos 9 \  J  (3.6) 
Differentiating equation 3.6 with respect to time yields the velocity vector, equa­
tion 3.7. 
f p  =  \x9  cos 9  ^  V cos 9  — vè  sin 9  I  
4- ;û sin 0cos 0-f-sin J (3.7) 
To evaluate the kinetic energy expression, let the beam have cross sectional 
area, A, and density p. Then the mass of the infinitesimal element can be expressed 
by equation 3.8 
dm = pA dx  (3.8) 
Substituting equations 3.7 and 3.8 into equation 3.2 yields the kinetic energy ex­
pression for the arm. 
T = ^ 2x9v  4- 9^v^ \  dx  (3.9) 
Equation 3.10, the total kinetic energy of the system, is obtained by summing 
equations 3.1 and 3.9. 
T =  Jq  Y  + 9^v^]  dx  + ^  (3.10) 
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The potential energy of the system is divided into three parts; the elastic energy 
of the torsional spring, and the elastic and gravitational energies of the arm. The 
po ten t i a l  ene rgy  o f  the  to r s iona l  sp r ing  i s  expressed  in  t e rms  o f  9 .  
n, = \Kté^ (3.11) 
The elastic energy of the arm is derived from the Euler-Bernoulli beam model. 
He = ^  ^  (3.12) 
The gravitational potential energy of the elastic beam is obtained from the following 
equation: 
= j  gy  dm (3.13) 
where y is extracted from the J  component of equation 3.6. 
y  =  V smO — £  cosd  (3.14) 
The final expression for the gravitational potential energy is obtained by substitut­
ing equations 3.8 and 3.14 into equation 3.13. 
f l  
pAg  [v  s in6  — X cos  9]  dx  (3.15) 
Summation of equations 3.11, 3.12, and 3.15 yields the total potential energy of the 
system. 
n = -K i9^  -r / — dx  +  I  pAg  [v sin 0 - x cos 9]  dx  (3.16) 
W V U M 1/ U 
The following form of Hamilton's Principle is used. 
8  { T  - H )  d t ^  S W n c  d t  =  Q  (3.17) 
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where Q and v  are the independent coordinates. The only nonconservative forces 
are the reaction forces at point 0. These forces do no work since the virtual dis­
placement of point O is zero. Therefore, 6Wnc vanishes in this problem. Substitute 
equations 3.10 and 3.16 into equation 3.17 and complete the first variation. 
1-  v ^9  - f  x v )  êè  dx  -  EIv"6v"dx^  d t  
 ^ It \lo ~ P sin@) 6v  dx  ^  pA 4- xè^  6v  dx^  d t  
-r ^ ^ ^ cos^ 4- X sin5) 86  dx  + ( ^J^èsè  — j cff = 0 (3.18) 
The variations of the derivatives of 8  and v  are reduced to variations in 9  and v  by 
integration by parts. With this reduction, the variational statement simplifies to 
equation 3.19. 
^ i —pA -h  v ^è  ->r  2 vv9  — xv^  — pAg  (u cos 9  — x  sin^)| cix,| 86d t  
-  { -J i9  -  Kt9}  89  d t  ^  a / (0 )}  d t  
1^ /3 .4  — ^ s in^  —-y  — a;^"  ^  ^ £ ' / v"y  8v  do^  d t  
+  8v{ l )  - [ E I V " ) '  8v{Q)  - [ E I V " )  8v ' { l ) ^  d t  = 0(3.19) 
J  pA (x ' ^ ' ê  4- v^ ' ê  — 2vvè  +  XV +  g  {v  cos ^  4- x sin 9 j j  
This variational statement generates two partial differential equations: 
fl 
/O 
—Jl9 — Ki9 = 0 
v9^  — ^ sin ^  — V — x9  ^  (E I v'^V  = 
pA ^  '  
two geometric boundary conditions; 
dx  
0 
(3.20) 
(3.21) 
r ( 0 , / )  =  0  (3.22) 
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r'(0,0 = 0 (3.23) 
and two natural boundary conditions: 
[EIv")^=:0 (3.24) 
(3.25) 
The solution to this boundary value problem may be obtained if the beam is 
uniform and homogeneous and the partial differential equations are linearized about 
the equilibrium point, (^,v) = (0,0). Define a new material constant: 
= :^ (3.26) 
pA 
and linearize the partial differential equations. Equations 3.20 and 3.21 reduce to 
the following forms. 
-K .  e  -  9 (^J i  -  j  -  P --1 (li; 4-  gv )  dx  - = 0 (3.27) 
9 
—gd — V  — xd  — a ,  —J — 0 (3.28) 
Apply a separation of variables method to the problem by substituting the 
following equations into equation 3.28. 
v{x , t )  =  Y{x )  (3.29) 
B{t )  =  0 (3.30) 
The following differential equation is obtained. 
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The homogeneous and particular solutions to equation 3.31 are given by equa­
tions 3.32 and 3.33: 
— Ci  sin (ar) 4- C2 cos (ar) y- C3 sinh (ar) — cosh(ar) (3.32) 
= 0 ~ (3.33) 
where: 
a - J- (3.34) V a  
The total solution is the sum of the homogeneous and particular solutions. 
y(z) = sin (aa:) -f- Cg cos (ai) — C3 sinh (ai) — C4 cosh (ax) 
9_  
,2 4-0 I — X ) (3.35) 
The unknown coefficients in equation 3.35 are determined by substitution of 
equations 3.29 and 3.30 into the first partial differential equation, equation 3.27, 
and the boundary conditions, equations 3.22 to 3.25. The following five equations 
are obtained. 
— - f -  w ^ 0  ^  - t -  j  4 -  UP"PA 3:Y { X )  dx  
-pAg  yj Y{x)  dx  - = 0 (3.36) 
y(0) = 0 (3.37) 
dY  
^(0)=0 (3.38) 
d^Y  
q^2 ~ ^ (3.39) 
^^(/)=0 (3.40) 
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Substitution of equation 3.35 into equations 3.36 to 3.40 yields the following 
set of equations. 
—Ci jowp.A sin (a/) -f — cos {al) (^g — 
-rC2 |au;p.4cos (Q/) -f — sin(a/) — auip.A^ 
-rCg I — cosh {a l )  { l i J^  — g )  — CLUjpA sinh {a l )  4-
—C4 I — sinh {al) [luP' — g^ - aujpA cosh (a/) aw/).4 j = 0 
0 +C2 + C4 -0 
(3.41) 
(3.42) 
(3.43) —0 — aC\ — aCg = 0 
Ci (^-a^ sin (q/)) 4- Cg cos (a/)) t- C3 (a"^ sinh (a/)) 
+C4 cosh (a/)j = 0 
Ci (-û^ cos (a/)j -h C2 sin (ai)^ 4- C3 cosh (a/)) 
—C4 ^a^sinh(a/)j = 0 
If the preceding equations are used in the following order, 3.42, 3.43, 3.44, 3.45, 
and 3.41; they may be expressed in the following matrix form; 
(3.44) 
(3.45) 
Bii 0 1 0 1 0 
^21 ^22 0 ^24 0 Cl 
0 ^Z2  ^33 ^34 ^35 < C2 
0 S42 B43 B44 545 ^3 
^51 ^52 ^53 ^54 ^55 . 
= 0 (3.46) 
where the Bij symbolically represent the coefficients of the equations. For a nontriv-
ial solution, the determinant of the coefficient matrix must vanish. This condition 
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on the determinant yields the characteristic equation of the problem; which may be 
solved numerically for the circular natural frequencies of the system. For brevity, 
the characteristic equation is not shown. 
The mode shapes of the exact solution may also be obtained. The ith mode 
shape is represented by equation 3.35, where a; is the ith root of the characteristic 
equation. The values for Cj and 0 are obtained in the following manner. 
Solve the first equation of equation 3.46 for Cg. 
C o  ~  (3.47) 
Substitute equation 3.47 into the last three equations of equation 3.46. The following 
equations are obtained. 
Cl-^32 + ^3-^34 + Q (% - ^ 33) = -^11^33® (3.48) 
CiB^2  + <^3-^44 + - ^ 43) = ^11^^43® (3.49) 
^1^52 + <^3-^54 + Q (% - ^53) = (^11%3 - -^51) ® (3.50) 
Solve the second equation of equation 3.46 for C^. 
Ci = -'^3^24 - B21& (3.51) 
t>22 
Substitute equation 3.51 into equations 3.48 to 3.50. The following equations are 
obtained. 
Cs (^34 - " Q (S35 - -533) = 0 (^11^33 -
^3 (^44 - - C4(B45 - S43) = 0 (^11^43 - ^ ^^)(3.=3) 
C3 (%4 - "^^^4(^55 - ^ 53) = 0 ^ ^11^53 - ^ 51 ~ M) 
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Solve equation 3.54 for C4. 
[® - ^ 51 - - C3 (BÔ4 -
(3.55) 
Substitute equation 3.55 into equations 3.52 and 3.53. The following equations are 
obtained. 
^3 
= 0 
^3 
= 0 
I»" - ^  - (fS^S) {'•' - V) 
(3.56) 
(3.57) 
Equations 3.56 and 3.57 are linearly dependent. Therefore, either may be used to 
solve for the ratio of C3 to 0. 
To find the coefficients, set 0 arbitrarily. Use equation 3.56 to solve for C3. 
C4 is then obtained from equation 3.55. Cj is obtained from equation 3.51 and C2 
from equation 3.47. 
3.2 Derivation of Assumed Modes Model 
The previous section derived the exact solution to the linearized boundary value 
problem of the elastic arm. However, this may not always be possible. Therefore, 
an alternative solution procedure is desirable. One alternative solution procedure is 
the assumed modes method. The nonlinear boundary value problem is discretized 
by use of a finite number of assumed mode shapes. The resulting set of ordinary 
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differential equations are linearized and formulated as an eigenvalue problem. The 
natural frequencies are then computed. 
The boundary value problem of the previous section may be transformed to 
an assumed modes formulation by a simple substitution. Assume the elastic dis­
placement, V, may be written as a linear combination of the assumed mode shapes, 
and the deformation coordinates, D^(t). 
Substitute equation 3.58 into the kinetic energy expression for the system, 
equation 3.10. 
v{x , t )  =  ^  Di{ t )<Si{x )  =  (3.58) 
z = l 
where 
D'^  =  {Di{ t )  D2{ t )  ... Da(<)} 
= {^i(a;) ^2(®) ^a(z)} 
x'^9^^2xdD » 4- D ^ -re-{D-^<S 
This equation is then simplified via the following transformation: 
D ^  =  D ^  D $  =D D = D (3.60) 
where is an n by n modal matrix defined by equation 3.61. 
0 = (3.61) 
A similar reduction is performed on the term. 
pA  2 .2^2  ^  2x03^^  +  4-  O ^d ' ^^D  dx  +  ^ (3,62) 
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Substitute equation 3.58 into the potential energy expression, equation 3.16: 
and utilize a transformation similar to that of equation 3.60. 
^ sin 9  — X cos 9  dx  (3.63) 10  2 ^ JO 
In the preceding equation, T is a n by n modal matrix defined by equation 3.64. 
t = (3.64) 
For a finite degree of freedom problem, Hamilton's Principle reduces to equa­
tion 3.65 [51j; 
where ^is a vector of the independent coordinates. 
f  = {9  Di  D2  • • •  Dn}  (3.66) 
The only external nonconservative forces are the reaction forces at point 0. However, 
these forces do no work since the virtual displacement of point 0 is zero. Therefore, 
the generalized force vector, Q, is zero. Differentiation of equations 3.62 and 3.63 
yields the following expressions. 
dT ;l 
^ = /o 
O » —*T —. . —.RRI .. —• 
x"9  4-  xD  ^  -J-  9D  
-r 
dx  +  
J l9  (3.67) 
d t  [d 'q ,  
C\ ». —^   —* II f I I M  ^ J, —* 
x ^ 9 ± x D  ^ 9 D ^  ^ 2 9 D  
x9^ -r 0D 
dx  
(3.68) 
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9T  t l  , 
â? - i) dx  (3.69) 
e  f l  0 
< 4- L e i \  to J U  TD 
fl I cos ^ 4- r sin^ 
Jn P-^3 
' »sing 
dx  
> d x  (3.70) 
The equations of motion are obtained by substituting equations 3.68, 3.69, and 3.70 
into equation 3.65 and using transformations of the following form. 
•i.T S 
D (g = D ^ iTf i n (3.71) 
The resulting set of n — 1, nonlinear ordinary differential equations is shown in 
equation 3.72. 
" ' I r  I  -r P = 0 (3.72) 
where A/, K ,  and P  are as follows. M  and K  are constant mass and stiffness 
matrices of the system, while f is a vector of nonlinear terms. 
J^pAx"^  dx  +  J i  j  pAx^ ' ^dx  
M =  
pAx^  dx  
/o'-
4^ '  dx  
(3.73) 
K  =  
' I  Ô i  En  dx  
Jo  
(3.74) 
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P  =  
pA{9D^4- 26D D)  dx  -{•  pAg{D'^^  cos 9  -r  x  sin0) dx  
J  pAg^  s in  6  dx  -  J  pAO^^D dx  
(3.75) 
To obtain the natural frequencies of the system from equation 3.72, P  is lin­
earized about the equilibrium point ç = 0. This is accomplished by approximating 
cos# by 1, sin# by 6, and neglecting all terms of second order and higher. This lin­
earization only alters the stiffness matrix. The coupled differential equations reduce 
to the following form; 
Kg = 0 (3.76) 
where K  is the modified stiffness matrix. 
4  
K  =  
Kt -r pAgx  dx  pAg^ ' ^dx  
dx  f  r l  En  dx  
(3.77) 
/O VO 
Assuming simple harmonic motion, the accelerations are related to the dis­
placements. 
- 2 -q  =  —w q  (3.78) 
Substituting this relationship into equation 3.76 reduces the set of differential equa­
tions to a generalized eigenvalue problem; 
Kq=:J^Mq (3.79) 
which may be solved for the natural frequencies of the system. 
3.2.1 Selection of Assumed Mode Shapes 
The fundamental assumption of the assumed modes model is the elastic de­
formations of the arm may be represented as a linear combination of the assumed 
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mode shapes and deformation coordinates. 
V  ( x ,  t )  = (3.80) 
In the derivation of the model, the selection of the functions was not discussed. 
However, the accuracy of the model is dependent upon the type and number of 
assumed mode shapes. Therefore, a review of the theoretical basis for selecting the 
mode shapes is important. 
Assumed mode shapes may be divided into three classes; admissible functions, 
comparison functions, and eigenfunctions [52!. The criteria for this division are the 
three parts of the governing boundary value problem; partial differential equations, 
geometric boundary conditions, and natural boundary conditions. Admissible func­
tions are any arbitrary functions that satisfy the geometric boundary conditions of 
the boundary value problem. Comparison functions are more restrictive; they must 
satisfy both the geometric and the natural boundary conditions. Eigenfunctions 
are the most restrictive class. They must satisfy the partial differential equations 
as well as all of the boundary conditions. 
Since the eigenfunctions are solutions for the boundary value problem, they 
are the exact mode shapes of the problem. Therefore, an assumed modes model 
that uses the eigenfunctions of the problem will also be exact, for the number of 
modes included in the model. However, the eigenfunctions can rarely be obtained 
for realistic problems. Therefore, the simpler admissible and comparison functions 
are used to obtain approximate models of the system. 
The theory of the assumed modes method presents few guidelines for selecting 
the admissible or comparison functions. One desirable characteristic of the approx­
imate solution is that it converges to the true solution as the number of degrees of 
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freedom increases to infinity. This characteristic can be guaranteed if the assumed 
mode shapes satisfy the following conditions [511. 
1. The assumed mode shapes are linearly independent. 
2. The assumed mode shapes are continuous and p  times differentiable, where p  
is the highest order derivative in the governing partial differential equation. 
3. The assumed mode shapes satisfy the geometric boundary conditions of the 
problem. 
4. The set of assumed mode shapes is complete. Complete is used in the math­
ematical sense. This condition can be satisfied by selecting the mode shapes 
from the lowest order to the highest order, without missing any intermediate 
t e rms  [511 .  For  example ,  t he  se t  j  1  x  |  is comple te ,  whi l e  |  1 x~  |  
is incomplete. 
Although these conditions guarantee convergence of the solution, they cannot de­
termine the rate of convergence. 
Since theory provides few guidelines for selection of the assumed mode shapes, 
this thesis studies the effect of mode shape selection by comparison of models using 
different assumed mode shapes. This topic will be addressed in Chapters 4 and 5. 
3.3 Derivation of Rigid Model 
For purposes of comparison, a rigid model of the robot arm is derived. Assume 
the arm is rigid. Using the free body diagram shown in Figure 3.2 and summing 
moments about point 0 yields the equation of motion. 
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Figure 3.2: Free body diagram of rigid arm 
(3.81) 
Linearize the sin0 term by assuming 9  is small. Then equation 3.81 reduces to the 
differential equation of a undamped oscillator. 
(3.82) 
Therefore, the only natural frequency available from the rigid model is given by 
equation 3.83. 
1  \ K t ^ ^  f r  (3.83) 
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4 COMPARISON OF MODELS 
This chapter examines the accuracy of the models developed in Chapter 3, by 
comparing their natural frequencies to experimentally measured natural frequen­
cies. The next section describes the experimental apparatus and procedure used 
to measure the natural frequencies. Following sections compare the experimental 
frequencies to the natural frequencies obtained from the models, and address the 
topics of assumed mode shape selection, coupling of gross and elastic motions, and 
gravity. 
4.1 Experimental Apparatus and Procedure 
The experimental apparatus for testing the elastic arm system is shown in 
Figure 4.1. A long thin elastic beam is clamped in a rigid block. The block is 
attached to a shaft, which is free to rotate in a pair of anti-friction bearings. A pair 
of coil tension springs induces a torsional stiffness about the shaft. The coil springs 
are used instead of a wire torsion spring, to reduce friction. The entire system is 
mounted on a stiff beam. 
The natural frequencies of the system are determined from the frequency con­
tent of its free vibration response. The response of the system is determined by 
measuring both displacement and acceleration. Due to the low natural frequencies 
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F'gure4.1: Experimental elasti 
ic arm apparatus 
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of the system, the accelerations of some modes are too small to be easily measured. 
Therefore, the rotational displacement of the mounting shaft is used to measure the 
response of these modes. As shown in Figures 4.2 and 4.3, a torque arm is clamped 
to the shaft. The displacement of the end of the arm is measured by a LVDT type 
displacement transducer. Provided the rotations are small, the displacement of the 
tip of the torque arm is proportional to the angular rotation of the shaft. While 
displacement measurement works well for most modes of the system, the displace­
ments of higher modes are too small to be measured with this apparatus. For these 
modes, the acceleration of the elastic arm is used as the system response. As shown 
in Figure 4.3, an accelerometer is attached to the arm. The output voltage from 
the charge amplifier is measured as the system response. 
To excite the system, the end of the elastic arm is plucked by hand or struck 
with a hammer. The resulting displacement or acceleration response is measured 
and its autospectrum computed with a signal analyzer. The natural frequencies of 
the system appear as peaks in the autospectrum. Further details of the experimental 
procedure are presented in Appendix A. 
The free vibration technique for determining natural frequencies is used because 
it eliminates excitation problems encountered with frequency response function mea­
surements. Shaker excitation of the system introduces errors in the experiment, as 
the arm has such large rotations that the torsioneil stiffness of the shaker alters 
the torsional stiffness of the system. Impact excitation does not sufficiently excite 
the first mode of the system, nor does it have sufficient frequency resolution to 
accurately determine the natural frequencies. 
The instrumentation shown in Figure 4.3 is also used to calibrate the torsional 
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Figure 4.2: Displacement measurement system 
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LVDT 
Charge Amplifier 
Signal Analyzer 
Voltmeter 
Figure 4.3: Schematic of instrumentation 
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stiffness of the system. The elastic arm is removed from the system. A known 
torque is applied to the mounting shaft by attaching weights to the end of the 
torque arm. The resulting rotation of the shaft is computed from the displacement 
of the tip of the arm. Knowledge of the applied moment and the resulting rotation 
allows calculation of the torsional stiffness. Details of this procedure are presented 
in Appendix A. 
4.2 Effect of Mode Shape Selection 
This section studies the effect of the assumed mode shape selection upon the 
accuracy of the assumed modes model. The theoretical criteria for selection of 
the assumed mode shapes are discussed in Section 3.2.1. These criteria are used 
to develop alternative assumed mode shapes, which are subsequently used in the 
model developed in Section 3.2. Conclusions about the accuracy of these alternative 
models are made by comparison of their natural frequencies to experimental data. 
4.2.1 Development of Alternative Assumed Mode Shapes 
As discussed in Section 3.2.1, the assumed mode shapes may be divided into 
three classes; admissible functions, comparison functions, and eigenfunctions. In 
this section, admissible and comparison functions are derived for this problem using 
the mode shapes of a cantilever beam and sets of polynomials. 
In determining these functions, the boundary conditions are applied to the 
a s s u m e d  m o d e  s h a p e s ,  T h e  b o u n d a r y  c o n d i t i o n s  a r e  a p p l i e d  b y  a s s u m i n g  E I  
is independent of x, and imposing them on the individual mode shapes. Therefore, 
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the revised geometric boundary conditions are; 
= 0 
^ - ( 0 )  =  0  
(4.1) 
(4.2) 
while the natural boundary conditions reduce to the following equations. 
«'/(/) = 0 
= 0 
(4.3)  
(4.4)  
The normal modes of a cantilever beam are used as approximations to the 
eigenfunctions of the system. They do not satisfy the partial differential equations, 
but they satisfy the geometric and natural boundary conditions; qualifying them as 
comparison functions. 
There are many sets of polynomials that can be used as assumed mode shapes. 
One set of assumed mode shapes for this problem is the following series of mono­
mials. 
These assumed mode shapes qualify as admissible functions as they are contin­
uous, complete, linearly independent, and satisfy the geometric boundary condi­
tions. However, they differ from the cantilever mode shapes as they do not satisfy 
the natural boundary conditions, nor are they orthogonal. 
A more complex set of polynomial assumed mode shapes is constructed by im­
posing both geometric boundary conditions and orthogonality conditions. Consider 
the following set of polynomials. 
'Pj(a!) = i = 1,2,3 (4.5)  
#1(2) = c-^x^ (4.6)  
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^2(^) = ^2®'^ 4- (4.T) 
4- d<^x^ T egz^ (4.8)  
These polynomials are linearly independent and satisfy the geometric boundary 
conditions of the problem. They are made orthogonal with respect to a unity 
weighting function by imposing the following equation. 
f l  
'  Jo  dx  =  0;  i  j  (4.9)  
Imposing equation 4.9 upon the assumed polynomials results in the following set of 
algebraic equations. 
(4.10) 
a + = o (4.11) 
0 0 I 
C2C3 (cgclg - docg); {C2e3 -  d2d3) fi  , dgegfS „ 
— ^  ^ -  - -— = 0 (4.12) 
The six unknown coefficients in equations 4.6, 4.7, and 4.8 are obtained by setting 
ci, coi and eg equal to unity, and solving for the remaining three coefficients by use 
of equations 4.10 to 4.12. The following set of polynomial mode shapes is obtained. 
^l(z) = (4.13) 
O fi»B ^ 
^2(x) = x*'-— (4.14) 
Although these polynomials are orthogonal, they do not qualify as comparison func­
tions, as they do not satisfy the natural boundary conditions. In this thesis, they 
will be referred to as the admissible polynomials. 
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A set of polynomial comparison functions can be obtained by using the geo­
metric and natural boundary conditions, and the orthogonality condition given in 
equation 4.9. Due to the increased number of conditions, the order of the polyno­
mials must be higher than those used previously, to provide sufficient unknowns for 
a nontrivial solution. Consider the following polynomiail. 
#1(2) = -f b^x 4- cix^ 4- 4- (4.16) 
The five unknown coefficients in this equation are determined by imposing the 
geometric and natural boundary conditions, equations 4.1 to 4.4, and by setting ci 
to unity. The following mode shape is obtained. 
o 1^4 
^l(a:) = a: (4.17) 
To obtain the second mode shape, assume the following function. 
^2(^) = 4- d 2 X ^  4- (4.18) 
The geometric boundary conditions are already satisfied. To solve for the four 
unknown coefficients, impose the two natural boundary conditions upon ^9, the 
orthogonality condition between $2 ^2i ^ .nd make C2 unity. The coefficients ^2, 
eo, and /2 are determined from the resulting set of three linear algebraic equations. 
These equations are presented in Appendix B. 
The third mode shape is computed in a similar manner. Start with the following 
polynomial. 
^3(1) = 4- d^x^ 4- 4- -r g^z^ (4.19) 
The geometric boundary conditions are already satisfied. Let C3 be unity, impose 
the two natural boundary conditions, and the two orthogonality conditions. The 
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Table 4.1: Case 1 parameters 
E  I 10.11 X 10*) Ib-in"^ 
.4 ! 0.0453 in2 
p I 2.534 X 10-4 ib-sec2-in—^ 
!  I  I 1.404 X 10-5 ;^4 
1 I 39.625 In | 
Jl I 2.77 X 10-4 lb-in-sec2 | 
I 0 —> 300 in-lb-rad""^ | 
1 g I 386.2 in-sec-^ ; 
resulting set of linear algebraic equations, shown in Appendix B, is then solved for 
the unknown coefficients; jg, eg, /g, and g^. 
4.2.2 Results 
To study the effect of mode shape selection, the natural frequencies of the 
assumed modes model are compared to those of the exact model and experimental 
data. Gravity is removed from the problem for simplification. In the experiment, 
gravity is removed from the problem by testing the arm in the horizontal plane. The 
assumed modes model is used with the four different sets of assumed mode shapes 
developed in Section 4.2.1. As each set has three assumed mode shapes, each model 
has four degrees of freedom. The modal integrals in the mass and stiffness matrices 
are evaluated analytically for the polynomial mode shapes and numerically for the 
cantilever mode shapes. 
The parameters for the arm are listed in Table 4.1. The beam is fabricated from 
aluminum and its nominal dimensions are 3/4 X 1/16 X 40 inches. The effective 
length of the beam, /, is shorter than the nominal length since 3/8 inch of the beam 
is gripped inside the mounting block. 
Figure 4.4 shows that all four sets of assumed mode shapes and the exact 
solution yield identical first natural frequencies, that agree with the experimental 
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Figure 4.4: Comparison of first natural frequencies from alternative assumed mode 
shapes; horizontal orientation; case 1 
data. However, Figure 4.5 shows significant frequency differences for the second 
mode. The cantilever and comparison polynomial models agree with the exact 
solution and best fit the experimental data, while the monomial and admissible 
polynomial frequencies are higher than the exact solution. Since the admissible 
polynomials are linear combinations of the monomials, these two models should 
have identical natural frequencies. The difference in frequencies between them is 
caused by the lumped inertia of the hub and the torsional spring. 
These results are explained by comparing the linear combinations of the as­
sumed mode shapes defined by the eigenvectors of the assumed modes model, to 
the mode shapes of the exact solution. The linear combination of assumed mode 
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Figure 4.5: Comparison of second natural frequencies from alternative assumed 
mode shapes; horizontal orientation; case 1 
shapes for the ith mode is defined, by: 
X i { x )  =  x U n [ u i i )  - ^  + 
; = i  
(4.20) 
where Uj^ is the jth element of the ith eigenvector. Since the first element of the 
eigenvector, corresponds to the 6 coordinate; the effective mode shape for the 
first element of the eigenvector is a straight line, as shown in Figure 4.6. The exact 
mode shape is defined by equation 4.21, to be consistent with equation 4.20. 
= yiW ^ (4.21) 
The mode shapes are normalized by setting un and 0 to 0.10, and scaled to match 
displacements at the end of the arm. 
The best set of assumed mode shapes is that set whose linear combinations 
most accurately model the exact mode shapes of the arm. Figure 4.7 shows that all 
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Figure 4.6: Effective mode shape for first element of eigenvector 
four sets of assumed mode shapes are good bases for the first mode, when Ki = 200 
in-lb-rad~^. Therefore, all four should provide accurate natural frequencies. This is 
exactly the behavior observed in Figure 4.4. For the second mode. Figure 4.8 shows 
small differences between the linear combinations of mode shapes. The cantilever 
and comparison mode shapes agree with the exact mode shape, while the monomial 
and admissible mode shapes differ slightly. This correlates with Figure 4.5, which 
shows the cantilever and comparison models agreeing with the exact solution while 
the monomial and admissible models are in error. Comparison of Figures 4.5 and 
4.8 also shows the sensitivity of the natural frequencies to the linear combinations 
of assumed mode shapes. 
The cantilever mode shapes and comparison polynomials are the best assumed 
mode shapes for the elastic arm, as they provide the best bases for the exact mode 
shapes. Later, when gravity is included, it is necessary to have basis functions 
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Figure 4.8: Comparison of linear combinations of assumed mode shapes to second 
exact mode shape; horizontal orientation; Kt = 200 in-lb-rad"^; case 1 
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as close to the exact mode shapes, including gravity, as possible. In this case, 
the superiority of the cantilever mode shapes and comparison polynomials becomes 
more apparent. 
4.3 Coupling of Elastic and Gross Motion 
This section examines coupling between elastic and gross motions of the elastic 
arm. To simplify the problem, gravity is neglected. Figure 4.9 compares the first 
natural frequency of the exact model, the rigid model developed in Section 3.3, and 
an uncoupled cantilever model. 
The coupling effect between the elastic and gross motions is illustrated by the 
discrepancy between the rigid model and the exact solution in Figure 4.9. At low 
values of Kf, the two models agree since the frequencies of the elastic and rigid 
motions are sufficiently separated. As the torsional spring becomes increasingly 
stiff, the rigid body frequency increases. When this frequency nears the frequency 
of the elastic motion, the motions couple and produce modes having both motions. 
For large values of K^, the rigid motion becomes very small compared to the elastic 
motion and the modes become dominated by the elastic motion. As expected. 
Figure 4.9 shows that the natural frequency of the coupled model approaches the 
cantilever beam frequency as increases. 
In order to predict the coupling effects, the error between the rigid model and 
the exact solution is plotted versus the ratio of the rigid frequency to the uncoupled 
cantilever frequency. This error is the frequency shift from the rigid model due 
to elastic coupling, and correlates to the amount of elastic motion relative to rigid 
motion. The frequency shift is plotted for three significantly different arms; case 
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Figure 4.9; Comparison of first natural frequencies of coupled and uncoupled mod­
els; horizontal orientation; case 1 
Table 4.2: Case 2 parameters 
! E I 29.27 X 10^ Ib-in"'^ 
; A I 0.0488 in2 
I p I 7.290 X 10 Ib-sec^-in 
I Î 29.625 in j 
Jl I 2.77 X 10""^ lb-in-sec~ i 
/ ! 1.716 X 10-5 in"^ ! 
l i s  a  3 / 4  X  1 / 1 6  x  4 0  i n c h  a l u m i n u m  a r m ,  c a s e  2  i s  a  3 / 4  x  1 / 1 6  x  3 0  i n c h  s t e e l  
arm, and case 3 is a 3/4 x 1/16 x 20 inch aluminum arm. The parameters for these 
three cases are listed in Tables 4.1 to 4.3. Figure 4.10 shows the shifts for the three 
different arms are virtually identical. This indicates that this plot provides a simple 
means of predicting the frequency shifts produced by elastic coupling. Computing 
cantilever and rigid frequencies for an arm is simple, and Figure 4.10 can be used 
to predict the true first frequency from these simple calculations. 
This plot is relevant to conventional robot arms. A conventional robot arm is 
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Table 4.3: Case 3 parameters 
i E  9.76 X 10^ Ib- ! 19.625 in ' 
' 4 0.0483 in2 i 2.77 X 10-4 Ib-in-sec- : 
P  2.503 X 10 -4 lb-sec~-in~"^ ! I  1.596 X 10-5 in^ ; 
CASE 1 
CASE 2 
CASE 3 
20 
30 
0.6 0,8 1.0 0.0 0.2 0.4 
FREQUENCY RATIO { f r / f c )  
igure 4.10: Frequency shift from rigid model as function of ( f r / f c )  
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stiff and massive, and has high torsional stiffnesses at its joints, due to the control 
actuators. This combination makes the first cantilever frequency much higher than 
the frequency of the rigid model. Therefore, it has a small frequency ratio, placing 
it near the origin of Figure 4.10. Use of a rigid model is reasonable in this region. 
However, the trend in robots is towards lighter, faster, more elastic arms. This 
trend will increase the rigid frequency, but decrease the first cantilever frequency; 
moving new robot designs away from the origin of Figure 4.10. In this region, the 
rigid and elastic motions will couple, causing significant elastic motion and shifting 
the first natural frequency. Figure 4.10 can aid in the design of elastic robots by 
predicting these frequency shifts from the rigid model. 
4.4 Effect of Gravity 
This section investigates the elastic arm in a vertical position, where gravity 
has significant effects on the accuracy of the model. To illustrate this. Figure 4.11 
compares the first natural frequencies of the exact and coupled cantilever models to 
experimental data. As shown in this figure and Table 4.4, the analytical frequencies 
are generally lower than the experimental frequencies, and the percentage error 
increases with K^. The analytical models are more accurate in predicting the second 
natural frequencies of the system, as shown in Figure 4.12. They predict the second 
natural frequency to within 3.5% of the experimental results, and the error does 
not increase with Ki, as is the case for the first mode. 
The large errors observed in the predictions of the first natural frequency are 
due to gravity. These errors are not present in Figure 4.4, which presents the same 
models in the absence of gravity. The effect is also illustrated by considering shorter, 
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Figure 4.11: First natural frequency of coupled models in presence of gravity; 
case 1 
Table 4.4: Errors in first natural frequency of exact and coupled cantilever models 
in presence of gravity; case 1 
1 Ki (in-lb-rad (Hz) 1 (Hz) 1 % error in /f j 
! 0 0.593 ; 0.607 1 2.43 ! 
j 31.18 1.156 1.116 1 -3.46 1 
1 105.5 1.312 ; 1.205 
-8.16 1 
j 291.5 1.375 ; 1.235 1 -10.2 i 
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Figure 4.12: Second natural frequency of coupled model in presence of gravity; 
stiffer beams, which are less affected by gravity. While case 1 is a 3/4 X 1/16 X 
40 inch aluminum beam, case 2 is a 3/4 X 1/16 X 30 inch steel beam, and case 3 
is an 3/4 X 1 16 X 20 inch aluminum beam. The parameters for these later two 
cases are shown in Tables 4.2 and 4.3. As shown in Figure 4.13, the first mode of 
the exact model is more accurate for shorter, stiffer beams. 
The failure of the exact and coupled cantilever models to properly model grav­
ity is caused by neglecting the vertical displacement of the beam due to transverse 
deflections. As shown in Figure 4.14, transverse deflection of the beam causes a ver­
tical displacement, h. This displacement is caused by curvature of the beam, not 
axial deformations. If the beam is oriented vertically, this displacement increases the 
potential energy of the system, thereby increasing its natural frequencies. Since nei­
ther model accounts for the vertical displacement, their natural frequencies should 
case 1 
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Figure 4.13: First natural frequency of the exact model in presence of gravity; 
case 2 (3/4 x 1/16 x 30 inch steel beam); case 3 (3 4 x 1/16 x 20 inch 
aluminum beam) 
be lower than the experimentally measured frequencies when gravity is present; but 
correct when gravity is absent. This is exactly the behavior observed in the first 
mode of case 1. The second mode does not display this behavior because its elastic 
potential energy is much larger than that of the first mode. Therefore, the error 
due to neglecting the vertical displacement is negligible. For the same reason, the 
first modes of cases 2 and 3 do not display the frequency error. The arms are so 
stiff that their elastic potential energies are much larger than the error due to the 
vertical displacement. 
4.4.1 Correction Term for Gravity 
An estimate of the error caused by neglecting the vertical displacement due 
to transverse deflections is first derived for a cantilever beam model. Consider the 
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Figure 4.14; Cantilever beam model 
cantilever beam shown in Figure 4.14. The transverse and vertical deflections of 
a point are denoted by v and h, respectively. Assume the axial deformations are 
negligible. The Rayleigh method is used to estimate the first natural frequency of 
this system, including the effect of gravity. The error due to neglecting the vertical 
displacement is calculated by comparing this natural frequency to the frequency of 
a gravity free cantilever beam. 
The kinetic energy of the beam is expressed in terms of the transverse deflection. 
Assume v { x , t )  is harmonic and may be expressed in terms of an assumed mode 
shape, ^(z). 
(4.22) 
v { x , t )  =  ' 5 { x ) s i n ( i j i  -  < ^ )  (4.23) 
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With this substitution, the kinetic energy simplifies to the following equation. 
T = dx cos2 {ojt  -  (t>) (4.24) 
The potential energy has both elastic and gravitational components. 
n = ^  — (v")" dx r- j hg dm (4.25) 
To evaluate the above expression, h { x )  can be obtained from the arc length of v(i). 
h { x )  =  J Q d x  —  X  (4.26) 
For an assumed deflection, v { x ) ,  the vertical displacement can be evaluated from 
the previous equation. However, the arc length integral is intractable for all but the 
most elementary functions for u(z). 
An approximation for h { x )  can be obtained from an equivalent arc length i53j, 
as shown in Figure 4.14. This approximation is only valid for the first mode. The 
vertical displacement may be expressed in terms of e, provided e is small, 
/ 2,2 
% X (1 — cos e)%rll — 1-r—j % (4.2T) 
However, e can be expressed in terms of the transverse displacement. 
- (4.28) 
X  
Substitution of equation 4.28 into equation 4.27 yields the final expression for h .  
v2 
^ (4.29) 
The accuracy of this approximation is investigated by a comparison of h { x )  cal­
culated from equations 4.26 and 4.29 for the static deflection curve of a uniformly 
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loaded cantilever beam. 
^ — ^max 
( 4/x^ — — 6/^03" (4.30) 
\ SM 
Equation 4.26 is the exact solution and is evaluated numerically, while equation 4.29 
is the approximation. As shown in Figure 4.15, equation 4.29 only approximates 
the true value of /i(x). However, its use allows the effect of gravity upon the first 
natural frequency to be developed in a closed form equation. 
To incorporate the approximate h ( x )  into the potential energy, substitute equa­
tion 4.29 into equation 4.2o and let dm = pAdx. Then, the potential energy 
expression simplifies to the following equation. 
n = d x  sin^ {ut -  <f)) (4.31) 
To apply the Rayleigh Principle, equate Tmax and H max, the maximum values 
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of equation 4.24 and equation 4.31, respectively. 
To evaluate the integrals in equation 4.32, let ^(z) be the static deflection curve 
for a uniformly loaded cantilever beam, equation 4.30. With this substitution, 
equation 4.32 simplifies to the following equation. 
52u)'^pAl 8EI 2ô61pAg 
405 5/3 ' 15120 
Solve equation 4.33 for uP". 
(4.33) 
If = 0, equation 4.34 estimates the natural frequency for the case without gravity, 
3.530 i E I  (4.3o) 
This estimate is only 0.4% in error with respect to the the exact natural frequency. 
Substitute equation 4.35 into equation 4.34 and rearrange the resulting equation 
to obtain a ratio of the gravity affected frequency, /, to the gravity free frequency, 
fng-
f  
fng \  1 + (4.36) 
Equation 4.36 predicts the error in the first natural frequency of a cantilever beam 
resulting from neglect of the vertical displacement. 
The validity of this model was tested by comparing its frequency predictions 
against experimentally obtained natural frequencies for a cantilever beam. A beam 
was clamped in the mounting block used for the elastic arm. In turn, the mounting 
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block was rigidly clamped to a structure. The end of the beam was plucked and the 
acceleration response of the beam measured by the system shown in Figure 4.3. The 
first two natural frequencies were determined from the peaks in the autospectrum of 
the acceleration response. To obtain the natural frequencies with and without the 
effect of gravity, the experiment was conducted in both the vertical and horizontal 
orientations. 
Table 4.5 compares the change in the first natural frequency, due to gravity, 
predicted by equation 4.36 to experimental data. Case lis a 3/4 x 1/16 x 40 inch 
aluminum beam, case 2 is a 3/4 x 1/16 x 30 inch steel beam, and case 3 is a 3/4 
X 1/16 X 20 inch aluminum beam. The first frequency is significantly increased by 
gravity for case 1, but cases 2 and 3 are affected less significantly. This behavior can 
be explained by equation 4.36. The gravity free natural frequency, fng, increases 
rapidly as the beam length is decreased. Therefore, shorter beams are less affected 
by gravity. This is illustrated by Figure 4.16; which presents the percentage change 
in the first frequency, due to gravity, for the analytical model and the experimental 
data. The effect of gravity is only noticable for very long, highly elastic beams. 
Table 4.6 presents the experimental data for the second natural frequency of the 
beam. The second mode is not significantly affected by gravity. Although gravity 
can change the first natural frequency of a cantilever beam, the model developed in 
this section can estimate the change. 
The vertical displacement effect is easily incorporated into the assumed modes 
model by use of the approximate expression for h{x), equation 4.29. If the exact 
expression for h{x) was used, it would have to be evaluated for the linear combina­
tion of assumed mode shapes, v' = . The complexity of the assumed mode 
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Table 4.5: Effect of gravity on first natural frequency of cantilever beam 
Case! Experimental (Hz) j % change due to g 1 
: No g i With g ! Experiment Model 1 
1 ' 1.218 ! 1.375 12.9 10.4 1 
2 2.343 i 2.468 i 5.34 3.89 1 
3 4.906 4.937 ! 0.63 1.36 ' 
30 
0 20 
1 
10 
0 
0 100 200 300 400 500 
L*(FNG***2) 
Figure 4.16: Change in first natural frequency of cantilever beam due to gravity 
Table 4.6: Effect of gravity on second natural frequency of cantilever beam 
: CaSQ Experimental /g (Hz) j % change due to g 
1 No g With g 1 Experiment i Model 
1 1 7.687 7.843 i 2.03 j 0.0 
; 2 : 14.656 14.718 ! 0.42 1 0.0 
i 3 ; 31.156 31.125 i 
o
 
o
 
f
—
1
 o
 
MODEL 
• CASE 1 
X CASE 2 
\ + CASE 3 
\ 
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shapes makes this integral intractable. Since the approximation for h { x )  estimated 
the effect of gravity upon the first natural frequency of a cantilever beam, it is 
also applicable to the elastic arm. Furthermore, the approximation can be easily 
incorporated into the assumed modes model. 
The potential energy associated with the vertical displacement is given by the 
following equation: 
= J hg cos 9 dm (4.37) 
where the cos 6 term is introduced since the elastic arm can rotate about its base. 
Since the displacement due to the transverse deflection is along the axis of the arm, 
its vertical component is obtained by multiplying by cos#. Use equation 4.29 to 
e x p r e s s  h  i n  t e r m s  o f  t h e  t r a n s v e r s e  d i s p l a c e m e n t .  I n  a d d i t i o n ,  l e t  d m  =  p A d x .  
With these substitutions, equation 4.37 simplifies to the following equation. 
The transverse displacement is expressed in terms of the deformation coordinates 
and the assumed mode shapes. 
V = (4.39) 
where F is an assumed mode shape vector that uses only the first mode. 
f = { 0 0 } (4.40) 
The second and third mode shapes are equated to zero, as the gravity correction 
term is only valid for the first mode of the arm. Substitution of equation 4.39 into 
equation 4.38 and use of a transformation similar to that shown in equation 3.60 
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yields the final potential energy expression: 
where 
= (4.41) 
f  =  f f ^  ( 4 . 4 2 )  
K  =  (4.43) 
The potential energy expression is differentiated with respect to the coordinate 
vector, q, linearized about the operating point g = 0, and the new terms incorpo­
rated into the linearized stiffness matrix, equation 3.77. The revised stiffness matrix 
reduces to the following form. 
lo Jo 
The revised assumed modes model is significantly more accurate than the orig­
inal model. Figures 4.17 and 4.18 compare the revised model and the experimental 
data for the vertical orientation. Comparison of these graphs to Figures 4.11 and 
4.12 shows the revised model to be more accurate than the original model for the 
first mode, and as accurate for the second mode. 
4.4.2 Effect of Gravity on Mode Shape Selection 
The addition of gravity and the gravity correction term makes the selection of 
the assumed mode shapes more critical. Figures 4.19 and 4.20 compare the first and 
second natural frequencies of the exact and assumed modes models in the presence 
of gravity. The gravity correction term is included in the assumed modes models, 
but is not incorporated into the exact model. Figure 4.19 shows the cantilever. 
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Figure 4.17: First natural frequency of revised assumed modes model in presence 
of gravity; case 1 
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Figure 4.18: Second natural frequency of revised assumed modes model in presence 
of gravity; case 1 
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Figure 4.19: Comparison of first natural frequencies from alternative assumed 
mode shapes; vertical orientation; revised model; case 1 
admissible, and comparison models agree well with the experimental data, but the 
exact and monomial models do not. For the second natural frequency. Figure 4.20 
shows the exact, cantilever, and comparison models agree with the experimental 
results. The admissible model is slightly less accurate, while the monomial model 
is significantly in error. The error in the first mode of the exact model is caused 
by its neglect of the vertical displacement effect. Comparison of Figures 4.5 and 
4.20 shows that gravity has significantly reduced the accuracy of the second mode 
of the monomial model, but has not affected the accuracy of the cantilever and 
comparison polynomial models. 
These results are explained by comparison of the linear combinations of the 
assumed mode shapes defined by the eigenvectors of the assumed modes models. 
Figures 4.21 and 4.22 show that the monomial coupled system mode shapes differ 
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Figure 4.20: Comparison of second natural frequencies from alternative assumed 
mode shapes; vertical orientation; revised model; case 1 
significantly from the other mode shapes, especially for the second mode. These 
figures show that, in the presence of gravity, the monomial assumed mode shapes 
are poor basis functions for the elastic arm. Therefore, the monomial model does 
not accurately predict the frequencies of the system. 
Several conclusions may be drawn from this chapter. First, the selection of 
assumed mode shapes is important, especially in the presence of gravity. The can­
tilever mode shapes and comparison polynomials are the most accurate assumed 
mode shapes, for both the gravity free and gravity cases. However, their accu­
racy advantage over the monomials and the admissible polynomials is small in the 
absence of gravity, especially for the first mode. When gravity is included in the 
4.5 Conclusions 
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problem, the accuracy advantage of the cantilever and comparison polynomials be­
comes significant, especially over the monomials. The best assumed mode shapes 
for the elastic arm are the comparison polynomials. They are accurate, even in the 
presence of gravity, but they do not require numerical integration to evaluate the 
modal integrals. Therefore, they require significantly less computing time than the 
equally accurate cantilever mode shapes. 
Second, a simple but effective plot has been developed to show the effect of 
elastic coupling upon the first natural frequency of robot arms. Elasticity in robot 
arms can cause significant frequency shifts from a rigid model. These frequency 
shifts are due to the coupling between the elastic and gross motions. However, the 
magnitude of these frequency shifts is easily predicted by the use of Figure 4.10 and 
the ratio of the rigid frequency of the arm to the first cantilever frequency of the 
arm. 
Third, gravity can significantly affect the first natural frequency of the elastic 
arm. Accurate modeling of the effect of gravity requires that the vertical displace­
ment due to transverse deflections be included. A simple model based upon a 
cantilever beam was developed to allow prediction of the error caused by neglect 
of the vertical displacement. This simple model, incorporated into the assumed 
modes model as a gravity correction terra, greatly reduces the error in the first nat­
ural frequency due to gravity. Although the gravity effect only appears significant 
for unrealistically elastic arms, the next chapter will show how an end mass extends 
this effect to more realistic designs. 
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5 EFFECT OF END MASS 
The previous chapters of this thesis have studied an elastic robot arm with a 
free end. However, the purpose of a robot is to carry an end effector and pay load 
at the end of the arm. The effect of this end mass can be important for an elastic 
arm, since the arm is light and the end mass can be a significant percentage of the 
mass of the arm. This chapter examines the effect of adding a mass to the end of 
an elastic robot arm. In addition, this work models the mass moment of inertia of 
the end mass, unlike several previous studies of elastic robot arms [43,46,48]. 
The next three sections of this chapter modify the models developed in Chapter 
3 to include an end mass. The following sections examine the effects of mode shape 
selection, coupling of gross and elastic motion, and gravity. 
5.1 Derivation of Exact Model 
The exact model of the elastic arm, developed in Section 3.1, is easily extended 
to include an end mass. As shown in Figure 5.1, a rigid mass is attached to the tip 
of the elastic arm. Denote its mass by ma, and its mass moment of inertia about 
its center of mass by JQ. Also, assume the center of mass of the end mass is located 
at the end of the arm. 
The kinetic energy expression for the arm developed in Section 3.1, equa-
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Figure 5.1: Elastic arm with end mass 
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tion 3.10, is still applicable, with the addition of end mass terms. The kinetic 
energy of the end mass is given by equation 5.1, in which /T denotes the angular 
velocity of a point on the beam and the subscript denotes evaluation at x = /; 
i . e .  V I  =  V  [ x  • =  I ) .  
Ta = ^rnaVi-vi-^^Jai2i-fii (5.1) 
The velocity of the end mass is known from equation 3.7, the general velocity 
expression for the beam. 
— 10 cos & VI cos 9 — vjO sin 9\ I  
-H vis 'md ~ vi9 cosd + 16 s[n9\ J (5.2) 
The angular velocity of the end mass is computed from the angular addition theo­
rem, where 7 is the rotation of the beam relative to the ifk coordinate system. 
(5.3) 
However, 7 is expressed in terms of the transverse displacement of the beam. 
Substitute equations 5.2, 5.3 and 5.4 into equation 5.1 to obtain the kinetic energy 
of the end mass. 
Ta = ^  + 2Wvi - vf - 9^vf) 2 
Ja 
" 2 
(5.5) dt 
The total kinetic energy of the system is obtained by summing equations 3.10 and 
5.5. 
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( i 2 a 2  
^ 2 l è v i ^ v ' f - è ' ^ v f )  
Ja 
2 ^- iW)  (5.6) 
The potential energy expression for the arm, equation 3.16, is also applicable, 
with the addition of end mass terms. The potential energy of the end mass is due 
only to gravity. 
n = mafify/ (5.7) 
Extract from the J  component of equation 3.6 and substitute it into equation 5.7. 
The potential energy expression then reduces to the following equation. 
n = mag (yi  s\n9 -  I cos 0^ (3.8) 
The final expression for the potential energy is obtained by summing equations 3.16 
and 5.8. 
1 n fZ EJI  / n\ 2 
N = ~ Jq ~2~ \  J Jq ['V sinû - 2 cos#! dx 
-rmaff  sind -  I cos dj  (5.9) 
The boundary value problem is obtained by substitution of equations 5.6 and 
5.9 into Hamilton's Principle, equation 3.17. The details of the variational calculus 
are similar to those shown in Section 3.1 and are not presented here. The following 
variational statement is obtained. 
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1^-/3.4 v^ 'é -r 2vvB 4- xuj — pAg {v cos ^  -i- x sin^)] dxj 69dt 
— y ^ {-ma -r u^(9 4- l i)  -j-  g  (vi  cos5 -r /sinô) i | (50 dt 
J^6 — K^9 — Jg I 0 W)) ) 
~Jt 
t , ( f l  
i \yo pA vd^ — g smd — V — x6 ^  
^  f H [ E i v " ) S v ' ( a ) -
"i 
pA 
Elv" (v']  
' to 
se dt 
8v j  dt 
S v ' { l )  >  d t  
I  
y ^ I -f ma [yO^ — 5 sin 0 — ddotv — 19^ dt = 0(5.10) 
This variational statement generates two partial differential equations: 
— pA {^x'^9 4- ^^(9 -T- 2vv9 -r XV — g [v cos 9 -r x sin dx 
-ma {l^9 — v^à 4- ^ Iv^ — g (v^ cos# -f-1 sinô)) 
— Jl9 — Ki9 — Ja ^<9 -r = 0 
v9^ — gs\n9 — v — x9 ^ {e IV'\  = 0 
pA '  
two geometric boundary conditions: 
u(0,<) = 0 
/(0,<) = 0 
and two natural boundary conditions: 
Elv" + Ja\9 
dt"^ ("')) = 0 
(3.11) 
(5.12) 
(5.13) 
(5.14) 
(5.15) 
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(^Elv'^'j -r ma {yd^ - g smd - v — 10^ à2 
l  
= 0 (5.16) 
The solution to this boundary value problem may be obtained if the beam 
is uniform and homogeneous and the partial differential equations and boundary 
conditions are linearized about the equilibrium point, {9,v) — (0,0). Linearize the 
partial differential equations and the boundary conditions. Equations 5.11 through 
5.16 reduce to the following forms. 
\  \ J pAgfiO 
— KfO — 0 I j  —  p A  ( l i )  T  g v ) d x  -
•Ja -r ^  -  rna Ivi  ~ g (yi  - = 0 
.. I) d'^v 
— g d  —  i }  —  x 9  - -  a " —j = 0 
dx"^ 
(5.17) 
(5.18) 
y(0,t) = 0 
v'{0,t) = 0 
(5.19) 
(5.20) 
^^EIv'" + rria — i' —= 0 
(5.21) 
(5.22) 
The solution to this boundary value problem is obtained by the method used 
in Section 3.1. In that section, the solution to equation 5.18 was shown to be the 
following equation. 
y{x) = Ci sin(ax) -r C2 cos(ax) -r C3 sinh(ai) — C4 cosh(az) 
- 2 (5.23) 
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The unknown coefficients in equation 5.23 are determined by substitution of equa­
tions 3.29 and 3.30 into the first partial differential equation, equation 5.17, and 
the boundary conditions, equations 5.19 to 5.22. The following five equations are 
obtained. 
0 — Ki + pAl IY -  — rriagl ^1 -  |  
-^Ci jaw/7.4 sin (a/) 4- — cos (q/) [g — | 
-rCi -f- rna sin(a/) [url - | 
—C2 jaw/).4 cos (a/) 1- — sin (a/) {lijp' — — aw/o.4 j 
-f-C2 {rna cos (a/) {luP" — — Jow^a sin (q/)| 
4-Cg I — cosh (a/) {lu>^ ~ g) — atjjpA sinh (a/) — | 
-r-Cg |ma sinh (a/) {luP" - flf) -r Ja^~OL cosh (q/)| 
—C4 sinh (a/) ^/w^ - 5) - awp.4 cosh (a/) -r awp.4 j 
|ma cosh (a/) (/w" — — Jow^a sinh (a/)| = 0 (5.24) 
0  - f  C 2  - C 4  =  0  ( 5 . 2 5 )  
— 0  4-  a C ] ^  4-  a C g  =  0  ( 5 . 2 6 )  
Ci  s in  {a l )  cos  (a / )^  •+•  C2  cos  {a l )  4-  s in  (a / )  
-rCg |^asinh(a/) - cosh (a/) 
4 -C4 cosh (a/) sinh (a/)j =0 (5.27) 
Ci  I -a^  cos  (a / )  4  s in (a / )^  4-  C2  /a^s in(Q/)  4-  cos  (aZ)  
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4-Cg cosh (ai) sinh (a/) 
sinh (a/) -r cosh (a/) j =0 (5.28) 
If the preceding equations are used in the following order, 5.25, 5.26, 5.27, 5.28, 
and 5.24; they may be expressed in the matrix form shown in equation 3.46. There­
fore, the characteristic equation and mode shape derivations shown in Section 3.1 
are also applicable to the end mass case. The only change is the coefficients 
are obtained from equations 5.24 to 5.28. 
5.2 Derivation of Assumed Modes Model 
The assumed modes model developed in Section 3.2 is easily extended to include 
the effect of an end mass. The kinetic and potential energy expressions developed 
in the previous section for the exact model are still valid. However, the assumed 
modes model allows use of the gravity correction term developed in Chapter 4, to 
account for the vertical displacement of the end mass. The correction term for the 
end mass is developed by analogy from equation 4.38. 
n^m^^cosô (5.29) 
The potential energy expression is obtained by summing equations 5.29 and 
5.9.  
N = JQ -r / p A g [ v  s ' m  9  -  zcos#i dx 
— cos d dx + mag (v^ sin9 — I cos 9^ 
+ (5.30) 
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Represent the elastic displacement as a linear combination of the assumed mode 
shapes and the deformation coordinates 
v { x , t )  —  (5.31) 
However, the gravity correction terms in the potential energy expression only apply 
to the first mode. Therefore, let v in these terms be represented by a different linear 
combination. 
—* I ' —* (5.32) v { x ,  t )  =  D ^ f  
where 
f = { ^2 0 0 } (5.33) 
The final kinetic and potential energy expressions are obtained by substituting 
equations 5.31 and 5.32 into the kinetic and potential energy expressions for the 
system, equations 5.6 and 5.30; and using transformations similar to equation 3.60. 
= /o  I  pA  0 ~2 
0*0 . ^ —. —* '-L • —. • o ' I ' — —. 
x ^ 6 ^ - ^ 2 x 6 D  ^ T - D  D  D  1 • 9 
~ - 2ièè^^i  - b^^iD + 
J / . T Ja I '  g + 2)" */ (5.34) 
n = 
-r —D^'XD -r pAg ^  sin ^  - x cos 9 dx 
Q D cos 9 dx ~ mag i^D^'^isxn 9 -  I cos 9 
(5.35) 
r and T are n by n modal matrices defined by equations 4.42 and 3.64. 
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The nonlinear equations of motion are obtained by applying Lagrange's equa­
tion, equation 3.65, to the kinetic and potential energy expressions. The resulting 
set of n 4- 1, nonlinear ordinary differential equations is shown in equation 5.36. 
M 
9 
D 
+ K 
6 
D 
+ P = 0 (5.36) 
where A/, K , and P are as follows. 
4 
M = 
pAx^ dx ~ Ji  + TUal'^ Ja dx ~ rual^J -r 
pAx^dx -  mal'^i  J  pA^ dx -  ma^/ -  Ja^i 
K = 
Kt 
r l  Ô / E I T d x  Jo 
(5.37) 
(5.38) 
pA { 9 D ' ^ D  —  2 9 D  d x j ^ p A g { ' ^ ^ D  c o s  9  ~  x  s i n  9 )  d x  
^rna 
j pAg'^ s\n 9 dx — f pAÙ^^Ddx 
J\j  J\ j  
. ' / ' • —* . —» 'J. H M / # I * ] ni iTf. n I oon m. n « f at J- n 9 D ^ ^ l D ^ 2 9 D  ^ i D  ^  g [ ^ f  D c o s 9  ^ I s x n d )  
g^l  sin^ - 9^^iD 
I 
^9 
-n^D'^VlDsm9 -  j^^D'^VD sin 9 dx 
0 
0 ® ^f^Dcos^ + j^^VDcos9dx 
>(5.39) 
n is defined by the following equation. 
n  =  (5.40) 
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Linear equations of motion are obtained by linearizing P about the point q = 0. 
The resulting set of linear differential equations is given by the following equation; 
A7'g-^Kq = 0 (5.41) 
where K is the linearized stiffness matrix. 
K f -  L  p A g x  d x  - t -  m a g i  [  p A g ' ^ ' ^ d x  -  m a g ' ï T  
À r =  y O  I  I  (5.42) 
^ pAg^ dx -  maflf*/  ^  Eft  dx ^  dx -  ; 
The natural frequencies of the system are determined by solving the eigenvalue 
problem corresponding to equation 5.41. 
5.3 Derivation of Rigid Model 
For purposes of comparison, a rigid model of the robot arm with end mass is 
derived. Using the free body diagram shown in Figure 5.2 and summing moments 
about point 0 ^ yields the equation of motion. 
mgl 
sin 5 — magi sin 6 — \  ^ I  —g— -t- 4- mal^ j 9 (o.43) 
Linearize the sin0 term by assuming 9 is small. Then equation 5.43 reduces to the 
differential equation of a undamped oscillator. 
<// H—-—i- Ja 4- 9 + ^"  ^ ag^ 9 = 0 (5.44) 
Therefore, the only natural frequency available from the rigid model is given by 
equation 5.45. 
A, ^ 
2%-. ' 
1 -r magi 
fr  — TT 
<// 4- —r Ja -r mafi 
(5.45) 
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mg 
Figure 5.2: Free body diagram of rigid arm 
5.4 Effect of Mode Shape Selection 
This section studies the effect of assumed mode shape selection upon the ac­
curacy of the model of the elastic arm with an end mass. In Chapter 4, alternative 
mode shapes for the elastic arm with a free end were developed and studied, to 
determine the best assumed mode shapes for modeling of the elastic arm. This 
section extends this work to an elastic arm with end mass. 
5.4.1 Development of Alternative Assumed Mode Shapes 
In Section 4.2.1, alternative assumed mode shapes were developed for the elastic 
arm without an end mass. The criteria for this development were the boundary 
conditions of the problem. Addition of the end mass only affects the two natural 
boundary conditions of the arm. Therefore, alternative assumed mode shapes for 
80 
the arm with end mass are developed in a manner similar to that for the free arm. 
Since the end mass does not affect the geometric boundary conditions, they 
are unchanged from Section 4.2.1. 
'Pj-(O) = 0 (5.46) 
^'•(0) = 0 (5.4T) 
The natural boundary conditions are affected by the addition of the end mass 
and are derived from the natural boundary conditions of the exact solution, equa­
tions 5.21 and 5.22. Neglect the 0 terms in these two equations since the assumed 
mode shapes are only functions of x. Furthermore, assume v{x,t) is harmonic. The 
natural boundary conditions then simplify to the following equations. 
$ • o • 
= (3.48) 
(5.49) 
The normal modes of a cantilever-mass loaded beam are used as approxima­
tions to the eigenfunctions of the elastic arm. Although these mode shapes do not 
satisfy the partial differential equations, they do satisfy the geometric and natural 
boundary conditions of the problem, and are orthogonal. Development of these 
assumed mode shapes is presented in Appendix C. 
The normal mode shapes of the cantilever beam were used as approximate 
eigenfunctions for the elastic arm without an end mass. With the addition of the 
end mass, these mode shapes no longer satisfy the natural boundary conditions. 
Therefore, they may no longer be used as comparison functions. However, they 
still satisfy the geometric boundary conditions of the problem, qualifying them as 
admissible functions for the elastic arm with end mass. 
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The monomials were used as admissible polynomials for the elastic arm without 
end mass, and are used in the same capacity for the arm with end mass. 
i = 1,2,3 (5.50) 
These assumed mode shapes qualify as admissible functions as they are contin­
uous, complete, linearly independent, and satisfy the geometric boundary condi­
tions. However, they do not satisfy the natural boundary conditions, nor are they 
orthogonal. 
The admissible polynomials developed in Section 4.2.1 are also used for the 
arm with end mass. 
= z- (5.51) 
O fi D" ^ $2(a:) = z - — (5.52) 
(5.53) 
Since the addition of the end mass only affected the natural boundary conditions, 
these polynomials remain orthogonal and still satisfy the geometric boundary con­
ditions. Therefore, they are used as admissible polynomials for the arm with an 
end mass. 
In Section 4.2.1, a set of comparison polynomials was developed by imposing 
geometric and natural boundary conditions, and orthogonality conditions upon a set 
of polynomials. These polynomials were similar to the more complicated cantilever 
mode shapes in satisfying the boundary and orthogonality conditions, but they 
eliminated the requirement for numerical integration of the assumed mode shapes 
in formulating the equations of motion. This method may also be applied to the 
elastic arm with end mass. 
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The geometric and natural boundary conditions to be applied to the polyno­
mials are given by equations 5.46 to 5.49. Application of the natural boundary 
conditions is complicated by the natural frequency, in the boundary condition 
expression. The natural frequency of a cantilever-mass loaded beam is used in 
application of these boundary conditions, since the purpose of the comparison poly­
nomials is to approximate the more complex cantilever-mass loaded mode shapes. 
To obtain the comparison polynomials for the arm with end mass, start with 
the following set of assumed mode shapes. 
^2(3) = ~ b-^x -r 4- d-yx"^ — (5.54) 
#2(2) 2 = 02 -i- ^2® *-2® 4- d<2^x^ 4 ^ 62® (5.55) 
^3(^) = «3 ^ 9 0  63X -r cgz 4- d^X 4  4- 633 4/3':^ 9336 (5.56) 
Application of the geometric boundary conditions eliminates the and coeffi­
cients. The first comparison polynomial is obtained by applying the natural bound­
ary conditions to equation 5.54 and making unity. The resulting set of two linear 
algebraic equations, shown in Appendix B, are solved for di and e]^. The second 
comparison polynomial is obtained in a similar manner. Natural boundary condi­
tions are imposed on equation 5.55, as is the orthogonality condition between 
and ^2' By letting C2 equal unity, the set of three linear algebraic equations may 
be solved for do, 62, and ^2- These equations are shown in Appendix B. The third 
comparison polynomial is obtained by applying the natural boundary conditions 
to equation 5.56, imposing orthogonality conditions between $3 and the other two 
comparison polynomials, and making eg unity. The set of four equations, shown in 
Appendix B, is then solved for the unknown coefficients, ^3 through eg. 
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Table 5.1: End mass parameters 
Case m a  (Ib-seC^-in J a  (Ib-sec^-in) m a i m  : 
A 1.131 X 10-4 1.220 X 10-5 0.25 ; 
B 4.557 X 10-4 1.311 X 10-4 O
 
O
 
5.4.2 Results 
To study the effect of mode shape selection, the natural frequencies of the as­
sumed modes model are compared to those of the exact model and experimental 
data. Gravity is removed from the problem for simplification. The assumed modes 
model is used with the five different sets of assumed mode shapes developed in sec­
tion 5.4.1. As each set has three assumed mode shapes, each model has four degrees 
of freedom. The modal integrals in the mass and stiffness matrices are evaluated 
analytically for the polynomial mode shapes and numerically for the cantilever and 
cantilever-mass loaded mode shapes. 
The parameters for the arm are those of case 1 in Chapter 4 and are listed in 
Table 4.1. Two different end masses are used, the first having the ratio of the end 
mass to the mass of the beam equal 0.25 while the second has a mass ratio of 1.0. 
The parameters for both of these end masses are shown in Table 5.1. 
Figures 5.3 and 5.4 show that all of the assumed mode shapes are equally 
accurate for the first mode, for both end masses. All of the coupled models agree 
with the exact solution and correlate with the experimental data. These results 
are similar to those shown for the arm without an end mass, Figure 4.4. As for 
the arm with no end mass, the linear combinations of the assumed mode shapes as 
defined by the first eigenvector, shown in Figures 5.5 and 5.6, explain the frequency 
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Figure 5.3: Comparison of first natural frequencies from alternative assumed mode 
shapes; horizontal orientation; case 1; {ma/'m) = 0.25 
results. The similarity between the linear combinations of assumed mode shapes 
and the exact mode shapes shows that all of the sets of assumed mode shapes are 
good bases for representing the elasticity of the robot arm, despite the addition of 
the end mass. 
Figures 5.7 and 5.8 show that mode shape selection is more important for the 
second mode of the system. For a mass ratio of 0.25, Figure 5.7 shows all of the 
alternative models, with the exception of the admissible polynomial model, agree 
with the exact solution and the experimental data. When the mass ratio is increased 
to 1.0, the differences between the models increase. As shown in Figure 5.8, the 
cantilever-mass loaded and monomial models still agree with the exact solution while 
the cantilever model is slightly in error. The admissible polynomial model is less 
accurate than the previously discussed models, while the comparison polynomial 
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Figure 5.4: Comparison of first natural frequencies from alternative assumed mode 
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Figure 5.6: Comparison of linear combinations of assumed mode shapes to first ex­
act mode shape; — 200 in-lb-rad~^; horizontal orientation; case 1; 
[malm) = 1.0 
model differs significantly from the exact model. 
The linear combinations of the assumed mode shapes for the second mode are 
similar to those for the free arm in Figure 4.8. Figure 5.9 shows that for a mass 
ratio of 0.25, all of the coupled system mode shapes are similar to the exact mode 
shape. The small differences between the mode shapes correlate to small differences 
between the frequencies of the models in Figure 5.7. Figure 5.10 shows similar 
behavior for a mass ratio of 1.0. Except for the comparison polynomial model, 
the linear combinations of mode shapes are similar to the exact mode shape. This 
observation agrees with Figure 5.8, which shows significant frequency errors for the 
comparison polynomial model. 
The experimental data for the mass ratio of 1.0 does not agree with the exact 
solution as well as the data for the mass ratio of 0.25. This trend is due to an error 
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Figure 5.7: Comparison of second natural frequencies from alternative assumed 
mode shapes; horizontal orientation; case 1; {ma/m) = 0.25 
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Figure 5.8; Comparison of second natural frequencies from alternative assumed 
mode shapes; horizontal orientation; case 1; {ma/m) = 1.0 
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Figure 5.9: Comparison of linear combinations of assumed mode shapes to sec­
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Figure 5.10: Comparison of linear combinations of assumed mode shapes to sec­
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in the experiment. When the mass ratio is 1.0, the end mass causes large torsional 
deformations of the beam. Since the arm is horizontal, the deformations lower the 
elevation of the end mass. The resulting decrease in the gravitational potential 
energy of the system significantly reduces the natural frequencies of the system. To 
suppress the torsional deformations, a string was used to support the end of the 
arm. Although the string improved the agreement of the natural frequencies with 
the exact model, it reduced the overall accuracy of the experiment since the tension 
in the support string became a variable in the experiment. 
The cantilever-mass loaded and monomial mode shapes are the best assumed 
mode shapes for the elastic arm in the horizontal plane. While both provide accurate 
frequencies, the monomial assumed mode shapes offer a significant computational 
savings in formulation of the equations of motion. 
5.5 Coupling of Elastic and Gross Motion 
This section examines coupling between elastic and gross motions of the elastic 
arm with end mass. To simplify the problem, gravity is neglected. Figures 5.11 
and 5.12 compare the first natural frequencies of the exact model, the rigid model 
developed in Section 5.3, and an uncoupled cantilever-mass loaded model. The 
coupling effect between the elastic and gross motions for the elastic arm with end 
mass is similar to that for the free arm. The discrepancy between the rigid and 
exact models in Figures 5.11 and 5.12 is analogous to that shown in Figure 4.9. 
At low values of the coupled and uncoupled models agree since the frequencies 
of the elastic and rigid motions are sufficiently separated. As the torsional spring 
becomes increasingly stiff, the rigid body frequency increases. V/hen this frequency 
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Figure 5.11: Comparison of first natural frequencies of coupled and uncoupled 
models; horizontal orientation; case 1; {malm) = 0.25 
nears the frequency of the elastic motion, the motions couple and produce modes 
having both motions. As Ki becomes very large, the gross motion becomes very 
small compared to the elastic motion and the modes become dominated by the 
elastic motion. 
The coupling effect was illustrated for the free arm in Figure 4.10, by plotting 
the frequency shift from the rigid model to the exact solution, versus the ratio of 
the rigid frequency to the uncoupled cantilever frequency. Figure 5.13 is a similar 
plot for the arm with end mass. The frequency shift from the rigid model to the 
exact solution is plotted versus the ratio of the rigid frequency to the uncoupled 
cantilever-mass loaded frequency. Both mass ratios show identical frequency shifts. 
Unfortunately, this plot is not as easy to use as the free arm plot, since the uncoupled 
cantilever-mass loaded frequency is not easily calculated. 
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Figure 5.12: Comparison of first natural frequencies of coupled and uncoupled 
models; horizontal orientation; case 1; {ma/m) = 1.0 
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Figure 5.13: Frequency shift from rigid model as function of { f r / f c m )  
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Figure 5.14 presents a coupling effect graph that is easier to use. This figure 
plots the same frequency shift from the rigid model versus the ratio of the rigid 
frequency to the frequency of a cantilever beam without end mass. Different mass 
ratios now result in different frequency shift curves. However, the frequency ratio 
is much easier to calculate. The dependency of the frequency shift upon both 
frequency ratio and mass ratio is now apparent. 
A conventional robot has a very low frequency ratio due to its large mass and 
high transverse stiffness. In addition, the large mass of the arm relative to the 
payload gives the robot a low mass ratio. Figure 5.14 shows that a combination of 
low frequency and mass ratios gives small frequency shifts. Rigid models would be 
accurate in this region. The low frequency ratio of a conventional robot also places 
it in a region where the frequency shift is not significantly affected by a change in 
the mass ratio. Therefore, the rigid natural frequency of a conventional robot is not 
significantly altered by its payload. 
Elastic robots have large frequency ratios due to their low mass and transverse 
stiffness. They operate in a region characterized by large frequency shifts and a 
strong dependence of the frequency shift upon the mass ratio. Due to their low mass, 
the mass ratios of elastic arms change significantly with changes in the payload. 
Therefore, the natural frequencies of elastic robot arms are strongly influenced by 
their payload. Figure 5.14 is a simple but effective design tool which shows the 
effects of both frequency and mass ratio upon the frequency shifts of elastic robot 
arms. 
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5.6 Effect of Gravity 
This section investigates the elastic arm in a vertical position, where gravity 
has significant effects on the accuracy of the model. Figures 5.15 and 5.16 compare 
the first natural frequency of the exact and coupled cantilever-mass loaded models 
to experimental data, for mass ratios of 0,25 and 1.0, respectively. The assumed 
modes model agrees with the experimental data for both mass ratios. However, the 
frequencies of the exact model differ significantly from the experimental data. The 
inaccuracy of the exact model is caused by its neglect of the vertical displacement 
effect. The accuracy of the first mode of the assumed modes model in the pres­
ence of gravity can be attributed to the gravity correction term used to correct for 
the vertical displacement effect. Chapter 4 showed the importance of the vertical 
displacement effect for an arm without an end mass. Addition of an end mass mag-
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Figure 5.15: First natural frequency of coupled models in presence of gravity: 
case 1; (ma/m) = 0.25 
Table 5.2: Effect of gravity on experimentally measured first natural frequency of 
cantilever-mass loaded beam; {ma/m) = 1.0 
! Casei f l  (Hz) (No g) /l (Hz) (With g) % change due to g 
0.562 0.781 39.0 
1.062 1.218 
2.312 2.437 
14.7 
5.40 
nifies the importance of the this effect. This is illustrated by Table 5.2, which shows 
the experimentally measured first natural frequencies of cantilever beams with end 
mass ratios of 1.0. The increases in the frequencies due to gravity are much larger 
than the corresponding increases for the cantilever beam without end mass (see 
Table 4.5). 
The assumed modes model is less accurate in predicting the second natural 
frequency of the arm. Figure 5.17 compares the second natural frequency of the 
95 
0.8 
g 0.7 
S 
^ 0.6 
S £ 
0.5 
0.4 
-25 25 75 125 175 225 275 325 
TORSIONAL SPRING CONSTANT (IN-LB/RAD) 
Figure 5.16: First natural frequency of coupled models in presence of gravity; 
case 1; {ma/m) = 1.0 
arm to experimental data for a mass ratio of 0.25. The natural frequencies of the 
model are lower than the experimental frequencies and the error increases with 
increasing Ki- When the mass ratio is increased to 1.0, as in Figure 5.18, the errors 
increase. The exact model is more accurate for the second mode than for the first 
mode, since the vertical displacement effect is less significant for this mode. 
The errors in the second natural frequency are due to the vertical displacement 
effect. These errors are not present in Figures 5.7 and 5.8, which present the same 
model in the absence of gravity. In addition, the same type of errors, underesti­
mation of the natural frequency and increased error for larger values of were 
observed in Chapter 4 for the first mode of the free arm, before the gravity cor­
rection term was included in the model. Chapter 4 showed that gravity did not 
significantly affect the second natural frequency of the arrri. However, the end mass 
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Figure 5.17: Second natural frequency of coupled models in presence of gravity; 
case 1; (ma/m) = 0.25 
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Figure 5.18: Second natural frequency of coupled models in presence of gravity; 
case 1; (ma/m) = 1.0 
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Table 5.3: Effect of gravity on experimentally measured second natural frequency 
of cantilever-mass loaded beam; (ma/m) = 1.0 
i Casej /2 (Hz) (No g) 1 h (Hz) (With g) i % change due to g 
i 1 5.593 ! 6.031 ! 7.83 
i 2 ! 11.156 1 11.281 1 1.12 
magnifies the importance of the vertical displacement effect. This is illustrated for 
the second mode by the experimentally measured second natural frequencies of a 
cantilever beam with end mass. As shown in Table 5.3, the increases in the second 
natural frequency due to gravity are much larger than the corresponding free arm 
cases shown in Table 4.6. 
In Chapter 4, the vertical displacement effect was incorporated into the coupled 
model by a gravity correction term. However, the correction term is valid only 
for the first mode. Therefore, this gravity correction cannot be used to correct 
the frequency error in the second mode. An alternative gravity correction can be 
developed for for all modes of the end mass. Since the end mass is the cause of the 
errors in the second natural frequency, it should improve the accuracy of the model. 
The gravitational potential energy of the end mass due to the vertical displace­
ment is given by equation 5.57. 
]l  = maghi cos 9 (5.57) 
The vertical displacement a.t  x  = I can be computed from the arc length integral. 
~ Jq  y^l  - t  dx — X (5.58) 
If is small, equation 5.58 can be simplified to the following equation by use of a 
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binomial series. 
(5.59) 
This potential energy expression is used to replace the previously used term for the 
end mass, equation 5.29. Substitution of equations 5.59 and 5.31 into equation 5.57 
obtains the potential energy expression as a function of the deformation coordinates 
of the assumed mode shapes. With this replacement, the stiffness matrix is revised 
to the following form. 
Figures 5.19 and 5.20 compare the second natural frequencies of the two coupled 
cantilever-mass loaded models. The old model uses equation 5.29 to account for the 
vertical displacement of the end mass, while the new model uses equation 5.59. The 
new model agrees with the experimental data better than the old model, especially 
for large mass ratios. 
The first natural frequencies of the old and new models are compared in Fig­
ures 5.21 and 5.22. The new model is marginally better than the old model for a 
mass ratio of 0.25, but is inferior to the old model for a mass ratio of 1.0. Since this 
new gravity correction term does not improve the assumed modes model for both 
modes, it is not used outside of this section. 
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Figure 0.19: Second natural frequency of coupled cantilever-mass loaded model; 
comparison of gravity correction; case 1; (ma/m) = 0.25 
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20: Second natural frequency of coupled cantilever-mass loaded model; 
comparison of gravity correction; case 1; {malm) = 1.0 
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Figure 5.21: First natural frequency of coupled cantilever-mass loaded model; com­
parison of gravity correction: case 1; [ma/rn) = 0.25 
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Figure 5.22: First natural frequency of coupled cantilever-mass loaded model; com­
parison of gravity correction; case 1; {ma/m) = 1.0 
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Figure 5.23: Comparison of first natural frequencies from alternative assumed 
mode shapes; vertical orientation; case 1; (ma/m) = 0.25 
5.6.1 Effect of Gravity on Mode Shape Selection 
The addition of gravity makes the selection of the assumed mode shapes more 
critical. Figures 5.23 and 5.24 compare the first natural frequency of the assumed 
mode models for end mass ratios of 0.25 and 1.0, respectively. In the absence of 
gravity, all of the assumed mode shapes were equally accurate for either mass ratio. 
Figure 5.23 shows that assumed mode selection is still not critical for a mass ratio 
of 0.25. There are differences between the models, but these differences are negli­
gible. When the mass ratio is increased to 1.0, the differences between the models 
become significant. The cantilever-mass loaded, cantilever, and comparison poly­
nomial models agree with the experimental data, while the admissible polynomial 
and monomial models are significantly in error. 
The linear combinations of the assumed mode shapes do not explain these 
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Figure 5.24: Comparison of first natural frequencies from alternative assumed 
mode shapes; vertical orientation; case 1; [maim] = 1.0 
frequency plots well. The first mode coupled mode shape plots for the two mass 
ratios are shown in Figures 5.25 and 5.26. The discrepancy between the coupled 
mode shapes of the monomial model and those of the other models indicates that 
the frequencies of the monomial model should be significantly different from the 
other models. The frequencies of the monomial model are different for a mass ratio 
of 1.0, but are virtually identical to the other models for a mass ratio of 0.25. 
The similarity between the exact mode shapes and the coupled mode shapes of the 
assumed modes models implies that they should have similar natural frequencies. 
However, Figures 5.23 and 5.24 show large frequency errors for the exact model. 
These errors are due to the absence of a gravity correction term in the exact model. 
Figures 5.27 and 5.28 compare the second natural frequencies for the alternative 
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Figure 5.25: Comparison of linear combinations of assumed mode shapes to first 
exact mode shape; = 200 in-lb-rad~^; vertical orientation; case 1; 
(ma/m) = 0.25 
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Figure 5.26: Comparison of linear combinations of assumed mode shapes to first 
exact mode shape; Ki = 200 in-lb-rad~^; vertical orientation; case 1; 
{ma/m) = 1.0 
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Figure 5.27: Comparison of second natural frequencies from alternative assumed 
mode shapes; vertical orientation; case 1; [ma/m) - 0.25 
coupled models. These plots are similar to the no gravity plots, Figures 5.7 and 
5.8, except for the inaccuracy of the monomial model. A similar inaccuracy in 
the monomial model was observed in Chapter 4, for the arm without end mass. 
Beside the monomial model, all of the other models correlate with the experimental 
frequencies. However, it is difficult to conclude which one of the models is the most 
accurate, since the vertical displacement effect was not incorporated into the second 
mode of the model. 
The linear combinations of the assumed mode shapes explain the poor per­
formance of the monomial model. Figures 5.29 and 5.30 show the coupled system 
mode shapes for the monomial model differ significantly from the those of the other 
models. This difference is reflected in the large errors observed for the monomial 
model in the frequency plots. 
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Figure 5.28: Comparison of second natural frequencies from alternative assumed 
mode shapes; vertical orientation; case 1; (ma/m) = 1.0 
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Figure 5.29: Comparison of linear combinations of assumed mode shapes to second 
exact mode shape; = 200 in-lb-rad""^; vertical orientation; case 1; 
{ma/m) = 0.25 
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Figure 5.30; Comparison of linear combinations of assumed mode shapes to second 
exact mode shape; = 200 in-lb-rad~^; vertical orientation; case 1; 
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5.7 Conclusions 
Several conclusions concerning end mass may be drawn from this chapter. First, 
the selection of assumed mode shapes is not important for the first mode in the 
absence of gravity. All of the alternative mode shapes were equally accurate for 
the first mode. The accuracy of the second natural frequency is more sensitive to 
mode shape selection. The cantilever-mass loaded and cantilever models are the 
most accurate. However, the monomial model is as accurate and offers significant 
computational savings over the cantilever-mass loaded and cantilever mode shapes. 
The selection of mode shapes is complicated by gravity. The monomial model 
is accurate in the presence of gravity for the first mode, but only for low mass 
ratios. The comparison polynomials are the best polynomial mode shapes. They 
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provide good frequency estimates in the presence of gravity, for both mass ratios. 
However, the cantilever-mass loaded and cantilever models are the best mode shapes 
for modeling the elastic arm with end mass. They provide accurate frequency 
predictions for all modes regardless of the end mass or gravity. 
Second, a simple but effective plot has been developed to show the effect of 
elastic coupling upon the first natural frequency of robot arms with end mass. The 
frequency shift graph presented in Chapter 4 was extended to include the effect 
of an end mass. The magnitude of the frequency shifts is a function of both the 
frequency and mass ratios of the robot arm. 
Three, gravity can significantly affect the natural frequencies of an elastic robot 
arm with end mass. The effect of gravity is magnified by the end mass, and affects 
both the first and second modes of the system. The first mode of the assumed 
modes model is accurate since it includes the gravity correction term developed in 
Chapter 4. The frequency error in the second mode can be corrected by a gravity 
correction term that is applied only to the end mass, but which is valid for all modes 
of the arm. 
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6 CONCLUSIONS 
The purpose of this thesis was to develop guidelines for modeling of an single 
planar elastic robot arm. The following topics were addressed; selection of assumed 
mode shapes, coupling of elastic and rigid motions, gravity, and the effect of an end 
mass. 
Based on a model using one rigid degree of freedom and three assumed mode 
shapes, the most accurate natural frequencies for the first two modes were obtained 
using the cantilever mode shapes for the elastic arm without end mass, and the 
cantilever-mass loaded mode shapes for the arm with end mass. A disadvantage of 
these mode shapes is that the modal integrals in the equations of motion cannot be 
evaluated analytically. Therefore, computationally intensive numerical integration 
is required to formulate the equations of motion. 
Polynomial mode shapes offer a significant computational savings over the can­
tilever and cantilever-mass loaded mode shapes, since their modal integrals can be 
evaluated analytically. However, careful selection of the polynomials is necessary 
to obtain accurate models of the elastic arm. This selection is affected by gravity 
and the end mass. For the arm without end mass, the comparison polynomials 
are the best polynomial assumed mode shapes. They are as accurate as the can­
tilever mode shapes, both with and without gravity. For the elastic arm with end 
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mass, the selection of the polynomial assumed mode shapes is more critical. In the 
absence of gravity, the monomials are the best polynomial assumed mode shapes. 
With gravity, the comparison polynomials are the best polynomial assumed mode 
shapes. 
A simple but effective graph has been developed to show the effect of elastic 
coupling upon the first natural frequency of a robot arm. Elasticity in robot arms 
can cause significant frequency shifts from a rigid model. These frequency shifts are 
due to the coupling between the elastic and gross motions and give an indication 
of the relative magnitudes of the two motions. The magnitude of these frequency 
shifts has been presented graphically, as a function of two easily calculated ratios: 
the ratio of the rigid frequency of the arm to the first cantilever frequency of the 
arm and the ratio of the end mass to the arm mass. 
Gravity can significantly affect the first and second natural frequencies of the 
elastic arm. For an arm without end mass, only the first frequency is significantly 
affected by gravity. Addition of an end mass magnifies the effect of gravity, so that 
both the first and second natural frequencies are affected. To account for the gravity 
effect, the vertical displacement due to transverse deflections must be modeled. 
A simple model based upon the first assumed mode shape was developed to 
allow prediction of the error caused by neglect of the vertical displacement due to 
transverse deflections. This simple model, incorporated into the coupled model as a 
gravity correction term, greatly reduced the error in the first natural frequency due 
to gravity. For an arm with end mass, the gravity correction term was extended to 
the higher modes of the arm to eliminate the error in the second natural frequency 
due to neglect of the vertical displacement. 
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8 APPENDIX A. EXPERIMENTAL PROCEDURE 
The experimental apparatus and the basic experimental procedure are de­
scribed in Chapter 4. This appendix describes the experimental procedures in 
greater detail. 
8.1 Measurement of Torsional Spring Constant 
As discussed in Section 4.1, the torsional spring constant is determined by 
applying a known torque to the shaft and measuring its resulting rotation. The 
torque is applied by attaching weights to the end of an arm clamped to the shaft. 
The rotation of the shaft is not measured directly, but is calculated from the vertical 
displacement of the end of the arm. 
As shown in Figure 8.1, the arm is modeled as rigid beam of mass, m, and 
length, c. Assume the arm is horizontal when no weights are attached to it. A 
weight, I'F, is attached to the end of the arm, and the system allowed to reach 
equilibrium at an angular displacement, 6. The vertical displacement of the end of 
the beam, /i, is then measured by the displacement transducer. 
Sum moments about point 0. 
— Ki9 + Wc cos 6 A— c o s  ^  =  0  ( 8 . 1 )  
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Figure 8.1: Free body diagram of arm 
Since 6 is small, the following approximations are made. 
cos ^  % 1 
9^^-
c 
With these approximations, equation 8.1 simplifies to equation 8.4 
<;2 (ir+ 
(8.2) 
(8.3) 
(8.4) 
The vertical displacement, h,  is proportional to the output voltage of the LVDT; 
h == (y -- t'o) (8.5) 
where is the displacement sensitivity of the LVDT and Vq is its output voltage 
when IT' = 0. Eliminate h in equation 8.4 by using equation 8.5, and rearrange the 
resulting equation to the following form. 
, ^ y _(  KtSjVo ^ w = (8.6) 
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W = -3.467W + 2.457 
0.5 0.6 
LVDT VOLTAGE 
Figure 8.2: Calibration graph for Kt 
A graph of the weight against the output voltage should be a straight line, from 
whose slope the torsional stiffness can be calculated. 
In the experiment, a weight is attached to the arm and the resulting output 
voltage measured. This is repeated for a variety of weights. The weights are graphed 
against the voltages, and a line fitted to the data via the least squares method. 
Figure 8.2 shows a typical calibration graph. The torsional stiffness is calculated 
from the slope of  the l ine,  r.  
(-3.470 (3.998 in)2 ^ , 
-0.1954 ^  rad 
8.2 Natural Frequency Measurement 
(8.7) 
The natural frequencies of the system are determined by a free vibration re­
sponse method. As discussed in Section 4.1, the arm is struck or plucked. The 
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Figure 8.3: Typical displacement autospectrum 
rotational displacement of the mounting shaft or the transverse acceleration of a 
point on the arm is measured as the system response. A signal analyzer acquires 
the system response signal and computes its autospectrum. The natural frequen­
cies of the system appear as peaks in the autospectrum. A typical displacement 
autospectrum for this experiment is shown in Figure 8.3. Two natural frequen­
cies are apparent, 1.313 and 7.500 hertz. The peak at zero hertz is not a natural 
frequency, but is due to the DC offset of the LVDT. 
A schematic of the instrumentation is shown in Figure 4.3. The following 
equipment and parameters were used in the experiment. The LVDT is a Hewlett-
Packard 7DCDT-1000. The accelerometer (Endevco 2222C) has a very low mass 
to minimize mass loading effects on the light beam. Wax is used to attach the 
accelerometer to the beam. A Kistler Model 504 charge amplifier is used to condition 
the output of the accelerometer. The sensitivity of the charge amplifier is 20 (g/volt) 
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and its time constant is 200 seconds. A Bruel & Kjaer Model 2032 Signal Analyzer 
is used to acquire the system response and compute its autospectrum. The following 
parameters are used in operation of the signal analyzer. 
1. Baseband operation, 0.03125 or 0.0625 hertz frequency resolution 
2. Rectangular data window 
3. DC coupled operation 
4. Two spectral averages 
0 .  Power spectral density display 
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9 APPENDIX B. COMPARISON POLYNOMIAL 
DEVELOPMENT 
9.1 Elastic Arm Without End Mass 
The derivation of the comparison functions in Section 4.2.1 results in two sets of 
linear algebraic equations in the unknown polynomial coefficients. These equations 
are presented here. Equation 9.1 is the set of equations for the second mode shape, 
while equations 9.2 through 9.5 are the equations for the third mode shape. They 
are written in terms of rational numbers since the mode shapes are highly sensitive 
to round-off error. By retaining the rational number form, the round-off error in 
computer calculation of the coefficients is minimized. 
6/ 12/2 20/3 
6 24/ 60/2 
279/ 177/2 219/3 
. 3U2i "2255" "3250" . 
Gdg/ + 1263/2 -f 20/3/3 4- 30^3/"^ = -2 (9.2) 
6^3 -r 2463/ 4- 6O/3/2 12093/3 = 0 (9.3) 
^2 1
 to
 
< 62 
.  f2 , 
II 0 
-213 
, 1890 . 
(9.1) 
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17 8 9 
4 (l d2l e^l 
' ' 9 - 1 0 + ^  
_i : ^ 
5 "" 6 
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10 
2 ^ 
11 12 
eol^ 
8 
(9.3) 
9.2 Elastic Arm With End Mass 
The derivation of the comparison functions in Section 5.4.1 results in three 
sets of linear algebraic equations in the unknown polynomial coefficients. These 
equations are presented here. Equation 9.6 is the set of equations for the first mode 
shape, equations 9.7 through 9.9 are the equations for the second mode shape, and 
equations 9.10 through 9.13 are the equations for the third mode shape. 
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10 APPENDIX C. CANTILEVER MODE SHAPE 
DEVELOPMENT 
10.1 Cantilever Beam 
The normal modes of a cantilever beam are used as approximations to the 
eigenfunctions of the elastic arm without an end mass. The normal modes used as 
the assumed mode shapes are defined by the following equation: 
cos (Av/) + cosh (Av/) r / \ / m / \ 
= -, r 7 ^ [cos (A;zi) - cosh (A;z) sin (A;z) 
' sin (A^f) -sinh(A,-/) ^ ^ ^ ^ ^ 
-sinh^A^x) (10.1) 
where X^l is the ith eigenvalue of the cantilever beam. 
= 
1.875104 
4.694091 
7.854757 
(10.2) 
10.2 Cantilever-Mass Loaded Beam 
The normal modes of a cantilever-mass loaded beam are used as approxima­
tions to the eigenfunctions of the elastic arm with an end mass. The characteristic 
equation of the cantilever-mass loaded beam is given by equation 10.3; 
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6 |tan (A J/) - tanh | -t- rj Itanh (A J/) — tan (A J/) ; 
3 I  1 
-&r} 
-0V 
1 
cos (AJ/) cosh (A^-/j 
1 
- 1 
_(A^/) \cos (A^-/) cosh (A J/) 
= 0 
where 
0 
mg 
p A l  
Jg 
(10.3) 
(10.4) 
(10.5) 
(:% r c% = 0 
The mode shape is represented by equation 10.6. 
y' j (a:)  = C\ sin (A^-xj -r cos (A^a) -f- sinh (A%z) 4- c| cosh (A^z) (10.6) 
The Cj coefficients are obtained by substituting the ith eigenvalue, A^, into the 
following equations and solving the resulting linearly dependent set of equations. 
(10.7) 
Cj -r Cg = 0 (10.8) 
C\ 1/3 sin - cos (Aj/]j -f [/? (A^Zj cos (A^Z) 4- sin (A^Z) j 
|/3 (AJZ) sinh (A^Z) 4- cosh (A^/) | 
—C^ j/5 (AJ/) cosh (AJ/) -f- sinh (Aj/)j = 0 (10.9) 
cl  T] COS -r sin (AjZ) -t- C.| \^-r]  sin (A^/) -r- cos 
cosh (A^-/) - sinh (A^-/) •+-C'Q 77 
4-c!; r) sinh (A^/) — cosh = 0(10.10) 
