Lake hydrological simulations using physically based models are cumbersome due to extensive data and computational requirements. Despite an abundance of previous modeling investigations, realtime simulation tools for large lake systems subjected to multiple stressors are lacking. The backpropagation neural network (BPNN) is applied as a first attempt to simulate the water-level variations of a large lake, exemplified by the Poyang Lake (China) case study. The BPNN investigation extends previous modeling efforts by considering the Yangtze River effect and evaluating the influence of the Yangtze River on the lake water levels. Results indicate that the effects of both the lake catchment and the Yangtze River are required to produce reasonable BPNN calibration statistics. Modeling results suggest that the Yangtze River plays a significant role in modifying the lake water-level changes. Comparison of BPNN models to a 2D hydrodynamic model (MIKE 21) shows that comparable accuracies can be obtained from both modeling approaches. This implies that the BPNN approach is well suited to long-term predictions of the water-level responses of Poyang Lake. The findings of this work demonstrate that BPNN can be used as a valuable and computationally efficient tool for future water resource planning and management of the Poyang Lake.
INTRODUCTION
A proper understanding of the factors influencing lake waterlevel fluctuations and an ability to predict these under various future scenarios are important for managing lake resources, in terms of sustaining ecosystem health, providing particularly sensitive to subtle changes in the lake's water level (Barzen et al. ) . In addition, some 10 million inhabitants depend on the lake for water extraction and farmland management, and land practices are closely linked to the historical seasonality in the lake's extent (Jiang et al. ; Zhen et al. ) .
Changes in the lake's hydrological regime in the last decade (Shankman et 
Shankman et al. ).
To study the long-term trends in Poyang Lake's water levels, Min (), Wan et al. () , Huang & Zhong () , and Ye et al. () developed statistical models to relate Poyang Lake water levels to climate drivers within its catchment. However, the effects of the Yangtze River were neglected in these investigations. To properly evaluate the lake's hydrological regime shift, the effects of both the Poyang Lake catchment and the Yangtze River need to be taken into account, given recent studies that demonstrate their combined roles in controlling lake functioning (Guo et al. ; Zhang et al. ) .
In this study, artificial neural network (ANN) techniques are applied to the simulation of Poyang Lake water levels, accounting for Yangtze River and Lake catchment controls. ANNs have been successfully applied to simulate the hydrological behavior of several large lake systems, particularly where computational efficiency is of paramount importance (i.e., to allow for long-duration predictions of (Feng et al. ) . The lake and its catchment are located in the mid-to-lower reaches of the Yangtze River (see Figure 1 The size of Poyang Lake's surface area fluctuates greatly with changes in water level. In the relatively high waterlevel period in summer, the lake covers an area of roughly 3,000 km 2 , while in the relatively low water-level period in winter, flow is mainly limited to Lake channels and the surface area shrinks to less than 1,000 km 2 (Hui et al. ;
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Feng et al. ).
MATERIALS AND METHODS

Data availability
Observed daily river discharges at seven river gauging stations in the lake's catchment and the Yangtze River are available ( Table 1) 
Back-propagation neural network
The back-propagation neural network (BPNN) approach developed by Rumelhart et al. () was used in this study. BPNN is the most commonly used of the various were employed, with a hyperbolic tangent sigmoid 
Data preparation
The input and target data for the BPNN model were normalized using
Here, x 0 is the parameter/output value after normalization, and x min and x max denote the data set minimum and maximum, respectively. The scaling factors a and b were taken as 2 and À1, respectively, so that normalized values always fall within the range [À1, 1], corresponding to the hyperbolic tangent sigmoid transfer function (Figure 2(b) ).
The outputs of the model were later converted back to their original scale using the POSTMNMX conversion function in MATLAB ® . BPNN modeling was carried out in two phases: training and testing, and hence available data sets (see Table 1 The terms 'training' and 'testing' of the BPNN model were used as analogous to calibration and validation of the physically based hydrodynamic model.
As the neural network is data-driven, the input-output data analysis is very important prior to any model-building operation (Ghorbani et al. ) . In the current study, a cross-correlation function (Box et al. ) was employed to determine the appropriate structure of the input vectors.
Cross-correlation functions are used to establish relationships between the input and output time series, and can be written as follows:
where k is the time lag, L is the length of the time series, x t and y t are input and output time series, respectively, x and y are the means of the input and output series, r xy (k) is the cross-correlation function, σ x and σ y are the standard deviations of the time series, and C xy (k) is the cross-
and if the maximum or minimum r xy (k) value is obtained for a positive lag, the input signal influences the output signal. The response time is the lag time that corresponds to the maximum r xy (k) value (Box et al. ) . The average times for Lake water levels to respond to flows in the catchment rivers and in the Yangtze River were computed using this method (see Figure 3) .
The cross-correlation analysis shows the significant correlation between Lake water levels and the Yangtze River Given the weak correlation, the choice of 10 days was further evaluated during sensitivity testing (see 'BPNN sensitivity analyses').
BPNN model construction and scenarios
Five BPNN models of similar structure were built to simu- (2,922 data points) were used for model testing (see Table 1 ). Table 1 ).
BPNN model structure
To minimize the influence of lag times in BPNN modeling, the times assigned to daily discharge rates were delayed by 10 days for catchment rivers, and by 2 days for Yangtze
River flows (based on cross-correlation analysis). For scenario S1, the BPNN formulation for simulating Lake water levels is expressed by
where L (t) is the water level at current time t and Q 1(tÀ10) , Q 2(tÀ10) , Q 3(tÀ10) , Q 4(tÀ10) , and Q 5(tÀ10) are the discharge rates (10 days prior) for the Ganjiang, Fuhe, Xinjiang, Raohe, and Xiushui Rivers, respectively. S2 is otherwise the same as S1, and hence the BPNN formulation for S2
is obtained by adding Q 6(tÀ2) (i.e., the 2-day delayed flows at Hankou) to the arguments of f in Equation (4). The BPNN formulation for S3 is obtained by adding Q 7(tÀ2) (i.e., the 2-day delayed flows at Jiujiang) to the arguments of f in Equation (4). 
MIKE 21 hydrodynamic model
Model description
A depth-averaged hydrodynamic model of Poyang Lake was constructed using the MIKE 21 code (DHI ), which is best suited to two-dimensional free-surface flows where stratification can be neglected. MIKE 21 is a finite-volume model that can be used to determine the temporal and spatial changes in both water surface elevations and depth- () adopted a variable mesh resolution, i.e., a coarse mesh covers the Lake floodplains, and a fine mesh is applied to the relatively deep and narrow flow channels.
The mesh elements vary in size from 70 to 1,500 m, resulting in a total of 20,450 triangular elements.
Catchment inflows to the model occur via the upstream boundary conditions, which include five inflow points at which observations of daily flows from the major catchment rivers are used to represent lake-catchment interactions.
The lake's lower boundary condition is specified as daily water levels from Hukou gauging station, to simulate Yangtze River-Poyang Lake interactions. Direct precipitation and evaporation to/from the lake surface are also included, although these were found to be a relatively 
Evaluation criteria
The determination coefficient (R 2 ), Nash-Sutcliffe efficiency coefficient (E ns ) and root-mean-square error (RMSE) were used to evaluate the performances of the BPNN and MIKE 21 models, both in training/calibration and testing/ validation phases of the investigation. The formulations are given as follows:
where h obs (m) is the observed water level, h sim (m) is the predicted water level, h obs (m) and h sim (m) represent the average values of observed and predicted water levels, respectively, l denotes the current time step, and N is the total number of time steps. The ideal value for R 2 and E ns is 1, and the ideal value for RMSE is 0 m.
RESULTS AND DISCUSSION
BPNN model training and testing
The BPNN learning rate and momentum coefficient are found to be 0.01 and 0.95-1.0, respectively (Table 2) .
Reasonable model-field measurement matches (see below for a description of the model performance statistics) are obtained from the Hukou model after 3,000 iterations (Table 2) . Hence, the same number of iterations is used for training other BPNN models, and convergence (based on MSE) to an optimal set of parameters was tested in each case. The closeness of the learning rate, momentum coefficient, and number of iterations for all models (and scenarios) demonstrates that the model results are not especially sensitive to these parameters. The number of neurons in the hidden layer is the main parameter that varies between models, ranging from 21 to 33 neurons to predict lake water levels with acceptable accuracy (Table 2 ). The sensitivity of the model to the optimal parameters in this study is consistent with previous BPNN modeling by Chen et al. (a, b) , who found that the optimal number of nodes in the hidden layer was important for obtaining the best network architecture. failed to reproduce the observed time series of lake water levels. The simulation of lake water levels is clearly improved in scenarios S2 and S3 (Table 3) . The values of R 2 and E ns improve to >0.90, and RMSE errors decrease significantly to <1.0 m with the introduction of Yangtze River flows. In particular, the lake water-level simulation accuracy for the downstream gauging stations is significantly enhanced (Table 3) . These results indicate that Yangtze
River discharges play an important role in Poyang Lake water-level behavior, in support of the cross-correlation analysis (Figure 3 ). The decrease in RMSE values from the lake outlet to the most upstream gauging station, obtained for S1 models (see Table 3 ), provides evidence that the contribution of the Yangtze River (to lake water levels) reduces gradually in the upstream direction from the lake outlet, as expected.
The model results obtained for scenarios S2 and S3 are generally similar (Table 3 ). The calibration statistics of S3 are slightly superior for most of the lake gauging stations, which could be attributed to the closer proximity of S3's Jiujiang station (roughly 30 km from Poyang Lake outlet; Figure 1 (a)) relative to S2's Hankou station (284 km), although the calibration differences are subtle and could be due to numerous factors. Figure 4 shows the comparison of observed and simulated lake water levels of the five gauging stations in training and testing phases for scenario S3. It can be seen that the observed highs and lows in water levels are successfully captured in both the training and testing time periods.
The model-to-measurement match during the testing phase is generally poorer than those of the training phase (see Table 3 
BPNN sensitivity analyses
Sensitivity analyses were performed for each BPNN input variable. For each input variable, relative changes of À50, À25, 25, and 50% were made, and corresponding outputs were obtained. The sensitivity of each input variable was defined using (Lee et al. )
In Equation (8), N p denotes the number of values for which the sensitivity is obtained (i.e., N p ¼ 4 in this case), constructed with inputs and corresponding outputs using the training data set. The sensitivity analysis included testing of the BPNN lag time. An alternative and arguably more realistic lag time (to the optimal value of 10 days; Figure 4 ) of 3 days was evaluated, albeit the crosscorrelation coefficients for lake water-level responses to catchment inflows were small for this value (Figure 3) . The resulting sensitivities shown in Figure 5 (a) and (b) highlight the significant role of the Yangtze River in the prediction of lake water levels, in particular for the more downstream lake gauging stations. The prediction of lake water levels is also sensitive to the Ganjiang River, whose inflow is the largest among the five catchment rivers, which otherwise produced only minor sensitivities (sensitivity indices <1%). The sensitivity analysis also indicates that the 3-and 10-day time lags between lake water-level responses and catchment discharges produce similar results (Figure 5(a) and (b)). This implies that the BPNN model is rather insensitive to the lag times in the lake's response to catchment discharge. The BPNN and MIKE 21 models were compared based on R 2 , E ns , and RMSE values (see Table 4 ). Scatter plots of the match between simulated and observed water levels at the various gauging stations, for both the BPNN and MIKE 21 models, are presented in Figure 6 (training phase) and Figure 7 (testing phase).
The comparison of observed and simulated results from both BPNN and MIKE 21 models is explored further in Figure 8 , which differentiates four characteristic periods, reflecting low water levels, rising water levels, high water levels, and falling water levels. In the training phase, the BPNN-simulated water levels are generally distributed uniformly about the line of best fit (Figure 6 ). Both the BPNN and MIKE 21 models over-predict the lowest lake water The BPNN model is best suited to the simulation of falling water-level periods, but is weakest in reproducing While it is difficult to attribute these trends in modelmeasurement performance to specific elements of each model, the complex lake bathymetry and the complicated nature of shallow flows in the lake may exert more influence on the MIKE 21 model's capability to simulate low water levels rather than high water levels. The same hypothesis was drawn by Li et al. () . Also, the specification of the boundary condition may not be suitable for the low lake water-level regime due to the 'river behavior' of the lake.
CONCLUSIONS
Poyang Lake is a prominent example of a highly valued water resource with especially complex hydrological controls, which have proven challenging to characterize and accurately quantify. In this study, the water-level variations of Poyang Lake are simulated using BPNN. The effects of both the lake's catchment and the Yangtze River are required to produce reasonable BPNN calibration statistics. This is consistent with previous studies that show that the river has strong controls on lake water-level recession (Guo et al. ; Zhang et al. b, ) . Comparison between the BPNN and hydrodynamic modeling approaches shows that comparable accuracies were tive that is well suited to long-term simulations. However, the lack of physical representation of internal processes in the lake is a limitation of the BPNN model. This paper is the first time that an ANN method has been applied to simulate the water-level changes of a highly dynamic lakecatchment-river system, exemplified by the Poyang Lake case study. While designed specifically for Poyang Lake, the versatility of the ANN approach offers an alternative methodology for the simulation of other river-connected lakes, for which limitations apply to more computationally demanding hydrodynamic modeling methodologies.
