Second-generation sequencing technologies allow surveys of sequence variation on an unprecedented scale. However, despite the rapid decrease in sequencing costs, collecting whole-genome sequence data on a population scale is still prohibitive for many laboratories. We have implemented an inexpensive, reduced representation protocol for preparing resequencing targets, and we have developed the analytical tools necessary for making population genetic inferences. This approach can be applied to any species for which a draft or complete reference genome sequence is available. The new tools we have developed include methods for aligning reads, calling genotypes, and incorporating sample-specific sequencing error rates in the estimate of evolutionary parameters. When applied to 19 individuals from a total of 18 human populations, our approach allowed sampling regions that are largely overlapping across individuals and that are representative of the entire genome. The resequencing data were used to test the serial founder model of human dispersal and to estimate the time of the Out of Africa migration. Our results also represent the first attempt to provide a time frame for the colonization of Australia based on large-scale resequencing data.
Owing to rapidly declining costs, second-generation sequencing has become an affordable means to perform surveys of sequence variation on a genome-wide scale. Several complete genome sequences have already been obtained for humans (and recently also for Neanderthals) (Bentley et al. 2008; Wheeler et al. 2008; Abdulla et al. 2009; Ahn et al. 2009; McKernan et al. 2009; Pushkarev et al. 2009; Green et al. 2010; Schuster et al. 2010) and for model organisms (Doniger et al. 2008; Ossowski et al. 2008; Daines et al. 2009; Hillier et al. 2009 ). In addition, de novo whole-genome sequencing has become feasible for nonmodel organism species, thus extending the power of genomic approaches to species important for ecological studies or for conservation biology.
Despite the lower sequencing costs, collecting whole-genome sequence data for many individuals is still unaffordable for many laboratories. Surveying a large and representative set of unlinked loci, rather than the entire genome, can provide a valuable alternative for many types of studies, especially if the cost of preparing the sequencing target is low. For example, this is the case when the goal is to develop markers for genetic mapping in species for which genetic tools are unavailable. It is also the case if the goal is to estimate demographic parameters; this is because, in the presence of recombination, the variance of the estimators decreases as the surveyed length increases due to the sampling of a larger number of independent realizations of the evolutionary process (Pluzhnikov and Donnelly 1996) . Therefore, as long as many independent loci are sampled, resequencing data can provide sufficient information to estimate population parameters accurately even if only a portion of the genome is surveyed and even if obtained from a single sampled individual (Felsenstein 2006 ). Owing to their efficiency, surveys of variation in single individuals have been used to estimate interpopulation and interspecies divergence (Sun et al. 2009 ) and, together with ascertained variation data, to reconstruct the allele frequency spectrum (Keinan et al. 2007 ). Until recently, most variation surveys used Sanger sequencing of PCR products in many individuals per population at relatively few loci (Voight et al. 2005; Wall et al. 2008; Laval et al. 2010) . Second-generation sequencing has overcome many of the limitations of Sanger sequencing, but specific protocols for the preparation of the resequencing target are required.
Two main approaches have been developed to select a subset of a genome to be analyzed by second-generation sequencing. The first approach enriches the resequencing target for specific regions of interest, which are selected either by PCR amplification or by hybridization to complementary oligonucleotides Okou et al. 2007 ); a disadvantage of this approach is that the oligonucleotide libraries significantly add to the overall costs. An alternative approach is to produce a reduced representation of the genome by restriction digestion followed by direct sequencing the ends of either a subset of the size-selected restriction fragments (Van Tassell et al. 2008) or all the restriction fragments in the genome (Baird et al. 2008) . To increase cost efficiency, samples subjected to reduced representation can be pooled prior to sequencing.
Many previous studies employing reduced representation protocols aimed to develop markers for subsequent genotyping studies and did not attempt to estimate evolutionary parameters. In general, obtaining unbiased estimates of evolutionary parameters based on shotgun sequence data presents several challenges, which include sequencing and alignment errors as well as missing data (for review, see Pool et al. 2010) . Deep sequencing (e.g., in the order of 30-403) may overcome these challenges by increasing the probability of sampling both alleles at heterozygous sites and the ability to distinguish true heterozygous sites from sequencing and alignment errors. An alternative approach consists in sequencing multiple individuals from the same population at low depth (e.g., average 43 as in the case of the 1000 Genomes project; www.1000genomes.org/), thus reaching higher confidence in the genotype calls for each individual by leveraging the sequence information gathered for other individuals in the same population.
Here, we have developed a reduced representation approach for second-generation sequencing that is suitable for population genetic analyses. Because our main goal was to collect good-quality genotype data for population genetic inferences, we modified the reduced representation protocol developed by Van Tassell et al. (2008) to obtain an appropriate sequencing depth for single individual samples. Our protocol retains the features of being inexpensive and applicable to any species for which a draft or complete reference genome sequence is available. Because of the wealth of information available on human sequence variation, we applied it to 19 individuals from a total of 18 different human populations, and where available, we compared genotype calls to the HapMap calls. We showed this method to be reproducible across individuals, resulting in a large overlap in surveyed regions. In addition to the experimental protocol for preparing the sequencing target, we have developed new tools and methods for aligning reads, calling genotypes, and incorporating sample-specific sequencing error rates in the estimate of population genetic parameters. When applied to human population samples, this approach provided, for the first time, a test of the serial founder model of human dispersal and a time frame for the colonization of Australia based on unascertained sequence variation data.
Results

A simple and inexpensive reduced representation protocol
We implemented a simple and inexpensive protocol to prepare sequencing targets that contain many independent genomic regions, can be reproducibly generated across samples, and are representative of the entire genome (see Methods). We applied this protocol to human samples, but we note that it can be easily applied anytime a draft or complete reference genome sequence is available for the species of interest or for a closely related one.
Human genomic DNA was digested to completion using the enzyme RsaI. The restriction fragments were size-selected from a polyacrilamide gel. Fragments in the 70-to 75-bp size range were purified and sequenced on an Illumina GAII sequencer. This protocol was applied to 19 individual samples from 18 human populations (Fig. 1A) . Each population is represented by a single male individual except for the Berber population, for which only a female individual was included, and the Native Australian population, which is represented by a male and a female. The reads for each individual were mapped against the in silico restriction digest of the human genome by means of a new alignment strategy that limits the redundancy in the reference sequence, therefore reducing the likelihood that reads with polymorphic sites and sequencing errors are misaligned (see Methods). As shown in Table 1 , on average 61.7% of reads were uniquely aligned in each individual, resulting in 92-159 Mb of usable sequence data for subsequent analyses. To assess the reproducibility of the gel excision, we calculated the frequency distribution of the proportion of reads by restriction fragment size. As shown in Figure 2A , in all cases the mode of the distribution is located within the targeted 70-to 75-bp interval, and little between-sample variation is observed in the span of the distribution, leading to the expectation that the surveyed segments largely overlap across individuals. Accordingly, after genotype calling, any two samples share on average 1.11 Mb of surveyed sequence (corresponding to ;68% of the sites called in each sample), while 0.55 Mb of sequence was shared in at least 80% of the samples. This large overlap in surveyed segments across individuals allows the assessment of several aspects of genetic variation, including the allele frequency spectrum and the divergence between populations, which require data for orthologous segments for more than one individual. On average, 97.4% of the surveyed fragments are in the size range 50-100 bp. This range is wider than the fragment size interval that was excised from gel, probably due to diffusion during the electrophoretic migration of DNA fragments (Altshuler et al. 2000) .
We compared a number of features of the resequenced target to those for the entire human genome in order to assess whether the surveyed restriction fragments represent a random subset of the human genome. We found that the surveyed fragments are evenly distributed across chromosomes and across genomic regions (Fig. 2B) , and across genic and nongenic regions (48% genic regions compared with 50% in the entire genome). Likewise, the average recombination rate (1.25 cM/Mb) and %G + C content (40.9%) are very similar to the genome-wide averages (1.3 cM/Mb [Yu et al. 2001 ], 41% GC content [Lander et al. 2001 ]) (Fig. 2C ).
False negatives represent the largest fraction of errors in the data set After applying position and base quality filters (see Supplementary Methods), we called individual genotypes at the remaining sites. If the two alleles across all true heterozygous sites are sampled independently and with equal probability, the per allele sequencing depth distribution is expected to be binomial conditional on the total coverage at the site. In this case, a critical value threshold could be used to discriminate between a true heterozygous site and a site with sequencing errors. We assessed the accuracy in genotype calls based on the binomial distribution by comparing the genotype calls to the genotype data available for the three HapMap samples included in the study. Because of our experimental design, a fragment is sampled only if the restriction site is present; therefore, heterozygotes at a restriction fragment length polymorphism (RFLP) will be hemizygous in the sequence data. As expected, we found that our data deviated from the binomial expectations to the extent that using such a binomial filter for heterozygous sites proves overly conservative; that is, a substantial number of true heterozygous sites are called homozygous (Supplemental Table 1 ). As an alternative to this model-based approach, we have implemented an empirical genotype calling scheme that relies on sample-specific allele coverage matrices (see Methods; for an example, see Supplemental Fig. 1 ). Again, we assessed the accuracy of genotype calls by comparison to the HapMap genotype data; a site heterozygous in the resequencing data and homozygous in the HapMap data is referred to as a false positive, while a site homozygous in the resequencing data set and heterozygous in the HapMap data is referred to as a false negative. Table 2 presents the concordance rate for each HapMap individual in terms of false positives and false negatives. The proportion of false negatives is 9.9-fold higher than the proportion of false positives. Additionally, we identified a small subset of discordant sites that were called as homozygous in both data sets, but for different alleles. These are likely to represent HapMap genotyping errors. On average, the concordance rate between our and the HapMap genotype calls is 98.5%.
Because all but two samples in our data set are males, we were also able to estimate the false-positive error rate in the data as the proportion of heterozygous sites called on the X chromosome (Supplemental Table 2 ). The false heterozygous sites detected on the X chromosomes probably result from misincorporation events that occur and are propagated by PCR amplification during the library preparation. This problem is usually solved by removing reads that start at the same position; however, in our study design, all reads for a given restriction fragment have the same start site, thus making it impossible to identify and omit duplicate reads. We estimated a false-positive rate of 3.4 3 10 À6 over 894 kb of surveyed sequence in 17 individuals. This false-positive rate is three orders of magnitude lower than the one estimated through comparison to the HapMap data (average 0.45%) ( Overall, these results indicate that the largest fraction of errors in our data is represented by false negatives rather than false positives. To take into account allele drop-out (defined as the probability that one of the alleles at a heterozygous site is not detected) due to RFLPs, we calculate an approximate correction factor based on equilibrium neutral theory (see Methods and Supplementary Methods); this correction factor is generally estimated to be 3%. This estimate is in good agreement with simulated data (see Supplementary Methods) and with an average correction factor estimate based on the comparison between the HapMap and the resequencing data generated in this study (3.1%) ( Table 2 ).
Estimating nucleotide diversity
Because sequencing targets prepared by reduced representation contain thousands of random fragments across the genome, the proportion of heterozygous sites in one individual is a reasonable estimate of the average nucleotide diversity in the population. To this end, we used a maximum likelihood method to estimate nucleotide diversity from sites with coverage 103 and above in each individual (see Methods and Supplementary Methods). This method is similar to the maximum likelihood method of Lynch (2008) in having binomially distributed allele counts conditional on the coverage. For our data the approach had to be adapted to take account of restriction site polymorphisms. In addition, we ignore data from very low coverage sites (less than 103), and when there are more than two alleles at a site, we ignore the third and fourth alleles. Unlike the method of Lynch (2008), we do not assume that sequencing errors are equally likely between all bases, nor do we assume that the pair of bases at a heterozygous site is found in proportion to the nucleotide frequencies in the genome.
Maximum likelihood estimates of nucleotide diversity for each sample are reported in Table 3 . We compared these estimates to published estimates available for noncoding regions surveyed in five population samples overlapping or closely related to the Mbuti Pygmy, Kung, Basque, Nasioi, and Han Chinese samples used in this survey (Wall et al. 2008) . As shown in Supplemental Table 3 , our estimates of nucleotide diversity for these samples are consistently lower than the published ones (by 22%, on average). However, the published estimates originate from a resequencing survey of genomic regions distant from genes (at least 100 kb) and with a low recombination rate. When we include only sites >10 À08 r units (r = 4Nr, where N is the effective population size and r is the recombination rate between adjacent sites) away from genes, the estimates of nucleotide diversity in our data are closer to the published ones (12% lower, on average). Therefore, we included only sites outside genic regions (on average 50% of all surveyed sites) in all subsequent analyses; the amount of surveyed noncoding sequence in this subset of the data is 1.04 Mb on average per individual. We also used a method of moments to estimate nucleotide diversity on the genotype calls from the allele coverage matrices. In contrast to the maximum likelihood method, the allele coverage matrices allowed us to include only sites for which we had high confidence of performing accurate genotype calls in any given sample. As a consequence, the minimum coverage considered in each sample is different and varies from 12-223. Although the genotype calls obtained with this method have low error rates (as reported above), the uncertainty around the estimate of nucleotide diversity is greater because fewer sites are called using the allele coverage matrices. Despite this, nucleotide diversity estimates were highly concordant between the two methods (Pearson's r = 0.98) (Supplemental Table 4 ).
Testing the serial founder model
Previous studies showed that microsatellite and haplotype diversities decrease in worldwide population samples as a function of distance from Ethiopia (Ramachandran et al. 2005; Li et al. 2008) . These findings were interpreted as evidence for a serial founder model of dispersal of human populations out of Africa. However, this model has not been tested based on unascertained sequence variation data. Therefore, we used our estimates of nucleotide diversity to ask this question. Figure 1B shows the correlation between nucleotide diversity and the great circle distances from Addis Ababa for each sampling location corrected for large masses of water (waypoints). Our estimates return an R 2 of 0.7643, which is very similar to what was previously reported (0.7630). However, Ramachandran et al. (2005) observed the strongest correlation between microsatellite diversity and a location in central-western Africa, while we observe the strongest correlation between nucleotide diversity and geographic distance for a location in southern Africa (Fig. 3 ). This is in agreement with the location of highest correlation between distance and diversity determined in two studies that sampled a larger set of African populations (Tishkoff et al. 2009; Henn et al. 2011 ).
Estimating population divergence and split times
The sequence data for the reduced representation targets can also be used to calculate the sequence divergence between pairs of individuals as an estimate of the divergence between pairs of populations. We calculated pairwise divergences between the 19 individual samples and used them to construct a neighbor joining tree ( Fig. 4 ; Tamura et al. 2007 ). Consistent with previous genetic variation studies (for a review of the results from uniparentally inherited markers, see, e.g., Cavalli-Sforza and Feldman 2003; Li et al. 2008) , the deepest lineages lead to African individuals, with the Kung and Pygmy individuals having the most basal branches. The Middle Eastern, European (except for Basque), and Gujarati samples form a separate clade. As expected, Native Australians are most closely related to the Melanesian Nasioi and the Native American samples branch together with the Naukan Yupik from north eastern Siberia. The tree is characterized by long terminal branches, reflecting the fact that our estimate of divergence is not corrected for intrapopulation polymorphism, which accounts for the majority of variation in humans. Given that the neighbor joining tree recapitulates the relationships between populations supported by genetic and archeological data, we used divergence and nucleotide diversity to estimate the split times between populations and the severity of the bottlenecks associated with the dispersal; the bottleneck is assumed to be followed by an instantaneous recovery to the ancestral population size. The ancestral and daughter populations are assumed not to exchange genes after the split.
Divergence estimates were calculated from a smaller subset of sites (0.58 Mb on average) relative to nucleotide diversity estimates (1.05 Mb on average); therefore, they are associated with greater uncertainty. To achieve more reliable estimates of split times, we averaged divergence estimates across samples, when appropriate. To calculate the split time associated with the Out of Africa migration, we considered the Kung and Pygmy samples as representative of the founder population and each of the remaining populations as the daughter population and then averaged across daughter populations. Under the assumption of a single migration wave out of the ancestral population, this average value represents an estimate of the time of the migration; the estimated value (50,776 yr ago [standard deviation: 19,265 yr; standard error: 4673 yr]) is compatible with the archeological record and with previous estimates based on genetic data for the Out of Africa migration (Stringer and Andrews 1988; Quintana-Murci et al. 1999; Underhill et al. 2000; Macaulay et al. 2005; Mellars 2006a (C ) The plot shows the distribution of %G + C content for the sequencing target, which is very similar to the distribution reported for the entire human genome (Lander et al. 2001 Laval et al. 2010) . Previous studies inferred a more severe bottleneck associated with the dispersal of modern humans into Asia compared with the one associated with the dispersal into Europe (Marth et al. 2004; Voight et al. 2005; Laval et al. 2010) . Consistent with these findings, we estimated the severity of the bottleneck associated with the split from the African founder population (Kung and Pygmy) to be lower for western Eurasian (0.25) than for east Asian populations (0.32) (Severity is defined here to be the fractional reduction in nucleotide diversity due to the bottleneck.). Interestingly, the highest bottleneck severity is estimated for the Karitiana, who live at the end of the geographic range expansion out of Africa.
The allele frequency spectrum
Resequencing data such as those collected here are suitable for the analysis of the allele frequency spectrum, which in turn is informative about the demographic history of the population. We used our data to calculate Tajima's D (Tajima 1989) , which is a summary statistic of the frequency spectrum based on the difference between two estimators of the population mutation rate parameter. To this end, we pooled individuals by major geographic areas, thereby identifying three groups: sub-Saharan Africa (Kung, Pygmy, Maasai, Ethiopian), Europe (Greek, Portuguese, Basque, Icelandic), and Asia (Gujarati, Khmer, Han Chinese, Naukan Yupik). Only sites >1 kb away from genes and that were called in all individuals within a geographic region were used (488, 406, and 299 kb for the subSaharan Africa, Europe, and Asia groups, respectively). Consistent with previous studies (Akey et al. 2004; Voight et al. 2005; Wall et al. 2008 ), Tajima's D was negative in the African populations group (À0.29), consistent with a model of population expansion, and positive in the European (0.24) and Asian (0.32) population groups.
Genome-wide patterns of diversity reduction
A reduction of neutral sequence diversity attributable to the effect of natural selection has been observed near functional elements in the genome of human and ancestral hominids (McVicker et al. 2009; Hammer et al. 2010) . To determine whether the same pattern was detected in our data, we examined nucleotide diversity and sequence divergence between human and chimpanzee in genomic segments at increasing distances from genes. We also calculated the sequence divergence between all pairs of individuals for the same segments. To this end, we subdivided the sites with genotype calls into equally populated bins based on their genetic distance from the closest gene (Fig. 5) . Our results are consistent with previous findings by showing a clear pattern of increasing diversity with increasing distance from genes. A similar pattern is evident when comparing measures of genetic diversity with sequence conservation across distantly related species. We observe a 32% reduction in nucleotide diversity for genic regions (distance from genes: r < 10
À5
) compared with regions far from genes (r > 1). This reduction is within the previously reported range (McVicker et al. 2009 ) when the 10% of neutral sites nearest to exons are compared to the 50% of neutral sites farthest from exons.
Discussion
We have optimized a protocol to prepare reproducible sequencing targets containing thousands of random genomic fragments that are representative of the entire genome. The resequencing data sets generated with this protocol are of a size intermediate between those obtained by PCR-resequencing approaches and wholegenome sequencing projects. This protocol is easily applicable in the presence of a reference genome sequence for the species of interest or a closely related one, although de novo assembly is also possible (J.D. Wall, pers. comm.) . Importantly, our protocol is highly cost effective (less than $5/sample) compared with methods based on sequence capture. By applying this protocol to samples from human populations, we have been able to assess and correct for errors and establish that data collected through this protocol recapitulate known features of human variation. We illustrate the utility of our approach by showing a strong correlation between unascertained diversity levels and geographic distance and by providing an estimate for the split time from the ancestral founder population and for the severity of the bottleneck associated with this event.
Accounting for different sources of error in second-generation sequencing data Different sources of errors in second-generation sequencing data have been previously identified (for a review, see Rokas and Abbot 2009; Pool et al. 2010 ); however, a full understanding of the error structure has not been reached yet. Additionally, many of these biases/errors are a function of the specific study design, including sequencing depth, sequencing platform and chemistry, library preparation, and post-sequence processing. Most of the efforts dealing with errors in second-generation sequencing data have focused on minimizing the false-positive rate, for example, by requiring high sequencing depth and quality to call SNP genotypes. However, as Slatkin (2006, 2008) pointed out, stringent SNP-calling criteria may result in a high false-negative rate and in underestimating nucleotide diversity. Therefore, they have suggested incorporating quality scores directly into the procedure for estimating nucleotide diversity; however, the exact relationship between base quality scores and error probabilities is not well established for second-generation sequencing data. Until a better understanding of this relationship is achieved, it remains difficult to account for error probabilities (Hellmann et al. 2008) . However, in our data set, it is clear that our scheme for genotype calling based on coverage matrices is able to reduce the false-positive rate to negligible levels (3.4 3 10 À6 as estimated from the X chromosome data of male samples), thus leaving false negatives as main contributors to the error. False negatives may result from different aspects of the data collection. Alignment errors have been previously reported to introduce biases in the allelic composition of genotype calls, mainly by favoring the alignment of reads containing the reference over the nonreference allele, so that heterozygotes are misclassified as homozygotes for the reference allele (Degner et al. 2009 ). As proposed by Pool et al. (2010) , this can be considered a missing data problem, where one allele is sampled more often or exclusively compared to the alternative allele. In these cases, because the reads carrying the alternative allele also carry sequencing errors, they may be discarded by the alignment strategy used or alternatively they could be mapped with higher confidence to alternative locations in the genome. To deal with this type of errors, we have developed an ad hoc alignment strategy, which limits redundancy in the reference sequence, therefore strongly reducing the likelihood that reads containing both polymorphic sites and sequencing errors are misaligned. RsaI RFLPs are another contributor to the false-negative rate because only one allele is sampled in heterozygous individuals (this is distinct from the effect of low coverage that results in randomly sampling one of the two alleles).
To account for the false-negative errors due to polymorphisms in RsaI restriction sites, we have incorporated a correction factor in our estimates of nucleotide diversity and divergence that is calculated based on theoretical expectations and is very similar to the one calculated from the empirical comparison to HapMap genotype data. Analogously, when applying this protocol to any species for which a complete or draft reference sequence is available, it will be possible to introduce a correction factor that accounts for the predicted rate of RFLP.
Testing the serial founder model on resequencing data
According to the serial founder model, a source population is subsampled to generate founders that colonize a neighboring geographic region and the process is repeated for progressively more distant locations from the origin of migration. Because of the sampling associated with each colonization, genetic diversity is expected to decrease as a function of distance from the geographic location of the source population. Patterns of microsatellite and haplotype diversity in the Human Genome Diversity Project (HGDP) panel fit this expectation, with the strongest negative correlation being observed between diversity and distance from sub-Saharan Africa (Ramachandran et al. 2005; Li et al. 2008 ). Here, we report a similar pattern detected for the first time by using resequencing data. A previous study assumed that the origin of the Out of Africa expansion was Addis Ababa in Ethiopia (Ramachandran et al. 2005) ; however, they observed the strongest correlation between microsatellite diversity and distance from a location in centralwestern Africa. It is to be noted that the HGDP panel does not include an Ethiopian population sample; therefore, this result may be explained by incomplete sampling of genetic diversity within Africa. Two more recent studies (Tishkoff et al. 2009; Henn et al. 2011 ) identified south-western Africa as the origin of human migration and the region close to the midpoint of the Red Sea as the most likely waypoint for the Out of Africa. In agreement with these studies, when we considered all possible locations in Africa over a grid of geographic coordinates, we identified southern Africa as the location with the strongest correlation with genetic diversity. Because the current location of the founder population may be different from the location of the ancestral population, inferences about the geographic origin of the migration based on this approach should be interpreted with caution.
Reconstructing past demographic scenarios
The application of the reduced representation approach to human populations indicates that it is a useful method for generating informative data to make inferences about population history. Even though we only sampled genetic variation in one individual per population, we gathered enough information across loci to be able to infer a population tree that is consistent with a large body of genetic variation data (Cavalli-Sforza and Feldman 2003; Li et al. 2008) . Understanding the mode and timing of the dispersal of natural populations over a geographic area may help interpret the interplay between genetic and environmental variation and may contribute to understanding the mechanism of speciation. In human populations, understanding the mode and timing of dispersal across the globe has implications for anthropological, medical, and epidemiological studies. Our split time estimate for the migration from the ancestral African population is consistent with both archeological and molecular data (Stringer and Andrews 1988; Quintana-Murci et al. 1999; Underhill et al. 2000; Macaulay et al. 2005; Mellars 2006a,b; Fagundes et al. 2007; Laval et al. 2010) . These estimates assume a single migration event. However, the archeological record supports an early presence of modern humans in Australia (probably as early as 60,000 yr ago), suggesting that an independent migratory flux out of Africa reached Oceania (Roberts et al. 1990; O'Connell and Allen 2004; Balme et al. 2009; Oppenheimer 2009 ). Interestingly, both Native Australians and the Nasioi have three out of the four oldest divergence times from the African ancestral population (Table 4) ; under the assumption of an independent migration out of Africa into Oceania, these divergence times provide a time frame for this migration based on genetic data. Moreover, under the assumption of a single out of Africa migration followed by a split between the western Eurasians and east Asians, the Oceanic, east Asian, and Native American samples are expected to be equally divergent from the Europeans. However, the Oceanic samples are more divergent from European samples (0.920 3 10 À3 on average) than the East Asian (0.866 3 10 À3 on average) or Native American samples (0.848 3 10 À3 on average) (Supplemental Fig. 2 ). Although this is a qualitative observation, it is consistent with an independent migration into Oceania. The concordance of our time estimate with current models of human dispersal suggests that the data collected using our reduced representation approach is suitable to make broad inferences about population history in humans and other species. It should be noted that because our method assumes no gene flow, we probably underestimate the true split times. Additionally, our split time estimates are associated with large confidence intervals. Although this is a common problem when using genetic data to estimate the time of historical events, in the case of our study, this problem is aggravated by the fact that divergence was calculated by using a smaller number of sites, that is, sites with coverage greater than 203 and that overlap across pairs of samples. In contrast, nucleotide diversity is estimated from a larger subset of sites, and it is, therefore, associated with less uncertainty. More precise estimates of divergence could be achieved by sequencing reduced representation targets to greater depth or by increasing the range of fragment sizes included in the target.
In conclusion, we developed an effective approach to generate second-generation sequencing data sets suitable for population Figure 5 . Patterns of diversity reduction are related to distance from genes and sequence conservation. Genetic distance is reported in units of r = 4Nr; using the estimates of r from the HapMap project (http://hapmap.ncbi. nlm.nih.gov/). B1: 5 3 10 À6 < r # 10
À2
; B2: 10 À2 < r # 10
À1
; B3: 10 À1 < r # 1; B4: r > 1. Green indicates nucleotide diversity; red, sequence divergence between populations; orange, sequence divergence between human and chimpanzee; and blue, phascons score. In each bin, the parameters have been scaled by their corresponding values for r # 5 3 10 À6 . Pygmy, Kung, Karitiana, Pima) and two females (Native Australian, Berber) were purchased from ECACC (Berber and Native Australians) and Coriell Cell repository; a genomic DNA aliquot of a Naukan Yupik male collected in the Chukchi peninsula was also included (Volodko et al. 2008) . To minimize the probability of including inbred individuals, we chose only individuals sampled from the general population or unaffected individuals from families with autosomal dominant Mendelian diseases as reported in the Coriell Cell Repository. A map of the approximate geographic location for each sample's population is provided in Figure 1A . To assess whether the individuals included in the study are representative of the population they were selected from, we used the genotype calls obtained by sequencing for SNPs that overlap with SNPs genotyped in the HGDP panel or in the HapMap (see Supplementary Methods). All the samples, but the Maori, can be attributed to the population they were chosen to represent based on the proportion of the different components. The Maori sample appears to be admixed with individuals of European origin and therefore was excluded from all subsequent analyses (Supplemental Fig. 3 ).
Reduced representation protocol
To create a reduced representation of the human genome, we applied a protocol modified from the method of Van Tassell et al. (2008) . We restriction digested 10 mg of genomic DNA with 120 U of Rsa I (NEB) overnight, followed by restriction digestion with 120 additional units for 3 h in a total volume of 300 mL. This enzyme was chosen because the sequence of the restriction site does not contain CpGs and because the cutting site is within the restriction site. We also performed in silico restriction digestion of the human genome to identify a size interval (70-75 bp) that contains about 51,000 fragments, which at the time of planning this project corresponded to a sequencing depth of about 503 on a single lane of Illumina GAII. The restriction digest also showed that no repetitive elements were predicted in the 50-to 100-bp size range. We performed quantitative real-time PCR, targeting a restriction site in each DNA sample before and after the digestion to test whether each sample was digested to completion. Samples with a ratio of nondigested to digested DNA >0.2% were discarded and the restriction digestion was repeated. Restriction fragments were separated on a 20% polyacrilamide gel run at 100 V for 35 h. The gels were stained in a SYBR Gold (Invitrogen) solution, and fragments in the 70-to 75-bp range were excised on a blue light transilluminator. A O'RangeRuler 5-bp DNA ladder was used as a size marker. We then followed the protocol by Van Tassell et al. (2008) to isolate and purify the DNA fragments from the gel.
The Illumina library preparation and sequencing were performed at the High-Throughput Genome Analysis Core at the Institute for Genomics and Systems Biology (University of Chicago) for all samples except the Khmer, Kung, Mbuti Pygmy, and Karitiana, which were processed at the National Center for Genome Resources. In all cases, the Illumina protocol to prepare libraries for ChIP sequencing was used. Each sample was run on one or two lanes of the Illumina GAII in order to obtain a minimum of ;100 Mb of sequence per sample.
Read alignment
A reference genome library for alignment was created, which included ;9.3 3 10 6 36-bp sequences taken from the 59 and 39 ends of the DNA fragments created by in silico RsaI digestion of the complete human reference genome (NCBI36/hg18). Before alignment, this library was masked by making all pairwise comparisons of 36-mer sequences, in both forward and reverse directions, and then removing all sequences that had four or fewer mismatches with at least one other sequence in the library. Masking the reference library in this manner guarantees the unique alignment of reads that align with two or fewer mismatches. The 36-bp reads were then mapped against this masked reference library using inhouse software. Reads that failed to map with two or fewer mismatches were discarded.
Base calling and filtering
Before genotype calling, we used both read position and the sequencing base quality to filter read bases. Bases at read positions 1 and 2 were removed from analysis because these positions fall within the RsaI restriction site and should almost always be an A or C, respectively, on the forward read strand. Bases at read position 3 were also removed because it was found that the base composition of these sites was strongly influenced by the presence of the neighboring C base in the restriction site due to the higher transition mutation rates of CpG sites. Read bases with a phred base quality score less than 20 were also discarded. We chose this base quality threshold based on the observed sequencing error rates found for reads mapping to the nonpseudo-autosomal region of the X chromosome of male samples. For sites at which more than two different alleles were found among the read bases passing position and quality filters, we kept only the read bases with the two alleles having greatest sequencing depth.
Identification of genic regions in the human genome
We identified genic regions based on the annotation in the UCSC human genome assembly NCBI36/hg18. To compare the fraction of genic regions represented in our data to the same proportion for the entire genome, 10 kb of flanking sequence was included on both sides of each gene. In all other analyses, no flanking region was added to each genic region.
Estimating the recombination rate in the surveyed restriction fragments
To estimate the recombination rate in the surveyed restriction fragments, we used the genetic distance (r) between the closest HapMap sites on either sides of each restriction fragment (http:// hapmap.ncbi.nlm.nih.gov/). The recombination rate r = 4Nr, was estimated assuming N = 10,000.
Genotype calling
For each sample, we created a matrix A = [a ij ], where matrix element a ij represents the count of autosomal sites having sequencing depth i (1 # i # 100) for both alleles and sequencing depth j (0 # j # i/2) for the allele with lower coverage (Supplemental Fig. 1) . Thus, the counts across each matrix row represent the sequencing depth frequency distribution for the allele of lower coverage for sites having a total sequencing depth given by that row. Above some minimum total coverage i, these distributions are typically bimodal, with the mass of the distribution centered near j = 0 representing the sequencing depth distribution for the error base at putative homozygous sites, and the mass centered near j = i/2 representing the sequencing depth distribution for the lower coverage allele at putative heterozygous sites. For each row i, we find the smallest j for which a ij = 0 or 1 and let this cell define the boundary between regions where genotypes can be called unambiguously, namely, cells to the left of this cell are taken to be counts of true homozygous sites, while cells to the right are taken to be true heterozygous sites. We then call each site's genotype depending on where in the matrix it falls, removing from analysis all sites that have a total sequencing depth i for which this mass separation does not occur (typically at low coverage). Additionally, to reject spurious heterozygous calls made with the matrix (typically occurring at high total coverage) that are more likely the result of sequencing error, we assume P = 0.5 as the probability for sampling either allele at heterozygous sites and apply a binomial filter with the low critical value of 1 3 10
À10
.
Calculating a correction factor
In this section, we calculate the expected fraction of ''called'' sites that are called heterozygous. This fraction will be less than the actual fraction of sites that are heterozygous because of restriction site polymorphisms that result in allele drop out. Drop out occurs when one of the alleles at a polymorphic site is part of a restriction fragment of the appropriate size, but the other allele is not, and hence we only observe one allele. The ''expected fraction of sites called heterozygous'' can be thought of as a conditional probability associated with a random focal site,
Probðsite called heterozygousjsite is calledÞ:
The conditioning event in this case, ''site is called,'' is the event that a site is located in a restriction fragment of the right size, and the coverage of the site is larger than a threshold value (t), so that a reliable genotype call can be made. The other event, ''site called heterozygous,'' means that the site is called but also that both alleles must be located in a restriction fragment of the right size, namely, that there is no allelic drop out. Thus we aim to calculate Probðsite called heterozygousÞ=Probðsite calledÞ:
In this section, we ignore sequencing error, and thus the numerator is the probability that a focal nucleotide site is heterozygous and that there are nonheterozygous restriction sites at appropriate positions to generate fragments of the right size and that coverage is larger than t. Following the derivations provided in the Supplementary Methods, we obtain the following:
Where the symbol u is the scaled per base pair neutral mutation rate (4N e m), P rs is the probability of a restriction site at any position, f 2 is the probability a site without dropout has coverage greater than t, and f 1 is the same probability for a site with dropout. The quantity f 1 /f 2 is estimated by can then be used to correct our observed fraction of sites, which appear to be heterozygous, to obtain a less biased, ''corrected p'':
We applied this correction to the method of moments estimates of raw nucleotide diversity from the sites called with our genotyping calling method (described above). Raw nucleotide diversity was estimated as the proportion of heterozygous sites over the total number of sites with genotype calls. The theoretical expectation is that the raw p is ;3.4% lower than the true p. Complete derivations for the above formulas are provided in Supplementary Methods.
Estimating nucleotide diversity by a maximum likelihood method
To estimate the fraction of sites with minimum coverage of 10 that are heterozygous in an individual (p), we used a maximum likelihood method that assumes that each site is independent. With linkage, this is not strictly true but may give a good approximation. We model the probability of configurations when a site is homozygous by a binomial distribution with an error rate parameter. When the site is heterozygous, we assume the configuration is binomially distributed. The different frequencies of nucleotide pairs when sites are heterozygous, as opposed to when they are homozygous with sequencing errors, are incorporated in the estimate. Similarly, our estimated correction factor is incorporated in the estimation method.
We assume the probability of an observed configuration (iA 1 , jA 2 ), meaning i copies of the A 1 allele and j copies of A 2 is
where p is the probability a site is heterozygous (this is the quantity we want to estimate); where g p (A 1 ,A 2 ) is the probability that the two alleles at a heterozygous site are A 1 and A 2 , g m (A 1 ,A 2 ) is the probability that the two alleles at a site due to sequencing error are A 1 and A 2 , F* 2 (n) is the probability of coverage n at a site without drop-out, F* 1 (n) is the probability of coverage n when there is dropout, and I i,j is an indicator variable equal to one when i equals j, and zero otherwise; and where Bin(i;n;p) is the binomial probability of i successes in n trials with probability of success on each trial of p. 
which is proportional to the probability that a site has coverage i + j. Dividing by this quantity means that our likelihood expression is based on probabilities conditional on the observed coverages. Details on the estimation of F* 2 (n), F* 1 (n), g m (A 1 ,A 2 ), and derivations for Equations 2 and 3 are provided in the Supplemental Methods.
Estimating sequence divergence
For each pair of samples, we identified sites with called genotypes in both samples and calculated the proportion of genotypes falling in the following three categories: fixed differences, defined as sites homozygous for alternative alleles in the two samples; shared differences, defined as sites heterozygous in one or both samples; and invariant sites, defined as sites homozygous for the same allele in both samples. Raw pairwise divergence was then calculated as follows: proportion of fixed differences + (proportion of shared differences 3 0.5). For each population pair, the raw divergence estimate was multiplied by the average of the correction factors estimated for each population in the pair.
Estimating population split times
Population split times were estimated assuming a serial founder model, where each population originated by splitting from an ancestral population. We used a neutral infinite-sites model and assumed that population size is constant (N 0 ) throughout except during bottlenecks that occur immediately after population splits. That is, each population split is accompanied by a bottleneck in which one descendant population experiences a short duration bottleneck, with a subsequent instantaneous recovery of the ancestral population size. Gene flow between populations is assumed not to occur. In this model, the parameters to estimate are u, the split time t (in units of 2N 0 generations), and the bottleneck parameter F. The bottleneck parameter is the fractional reduction in heterozygosity during the bottleneck and can be thought of as the probability that two lineages sampled just after a bottleneck have a most recent common ancestor during the bottleneck.
Under our model, the ancestral population (population 1) has never experienced a bottleneck, and we can estimate u by p 1 , the nucleotide diversity observed in population 1. This nucleotide diversity can also be considered an estimate of the nucleotide diversity in the ancestral population at time t, which is denoted p A1 . We estimate p A1 by the average of the nucleotide diversity estimates obtained for the Kung and the Pygmy samples (African founder population; p 1 ). Under our model, the expected divergence between population 1 and any of the other populations is
Replacing u by p 1 and E(D 1,j ) by the average divergence of the African founder for the remaining populations, we obtain the following estimator of t:t
where D 1;j>1 is the average divergence calculated between the African founder and each of the remaining populations. The split time estimate is in 2N 0 units; to convert this estimate in years, we assumed a generation time of 25 yr and N 0 to be equal to 10,000.
Confidence intervals were estimated from the distribution of split times between the African founder and each of the remaining populations. However, because individual split times are not independent from each other, actual confidence intervals may be wider than we estimate. Simulations, which included dropout, showed that our estimates of split times have a small bias (;10%; see Supplementary Methods).
Under our model, the expected nucleotide diversity for population 2 (p 2 ) is related to u, F, and t as follows: 
Solving for F, replacing u by p 1 , and replacing E(p 2 ) with the observed value of p 2 we find the following estimator of F:
