We study the motion of the hypersurface (γ t ) t≥0 evolving according to the mean curvature perturbed byẇ Q , the formal time derivative of the Q-Wiener process w Q , in a two dimensional bounded domain. Namely, we consider the equation describing the evolution of γ t as a stochastic partial differential equation (SPDE) with a multiplicative noise in the Stratonovich sense, whose inward velocity V is determined by V = κ + G •ẇ Q , where κ is the mean curvature and G is a function determined from γ t . Already known results in which the noise depends on only time variable is not applicable to our equation. To construct a local solution of the equation describing γ t , we will derive a certain second order quasilinear SPDE with respect to the signed distance function determined from γ 0 . Then we construct the local solution making use of probabilistic tools and the classical Banach fixed-point theorem on suitable Sobolev spaces.
Introduction
In this paper, we study the stochastic mean curvature flow affected by the Q-Wiener process moving on a two dimensional bounded domain. So far, many results by several authors about the mean curvature flow have been found not only in the deterministic case but in the stochastic case. As a typical example, the mean curvature flow appear in the moving of the interface, that is, the hypersurface which separates two different substantials, such as water and oil, or water and ice and so on. The time evolution of an interface in a bounded domain are usually observed as a hypersurface which moves according to a law arising from a certain physical mutual operations, such as temperature, surface tension, pressure, and so on. If the evolving velocity of each point of the interface is governed by the mean curvature of it, this flow is called the mean curvature flow.
As for the deterministic case, Evans and Spruck [9] can be raised up as a successful result, that is, they construct the local solution of the solution which is governed by the mean curvature motion V = κ in a bounded domain in R d by means of replacing the equation by that determined by the level set of the signed distance determined uniquely from the interface γ t on a tubular neighborhood. This method can be reduced to that of the second order nonlinear parabolic differential equation, for instance, see Lunardi [20] for more details. For further summarizing discussion and details for similar models using the level set, see also Bellettini [1] . As for the cases where the evolving velocity relies on both the mean curvature κ and an extra force, in early 1990s Chen and Reitich [3] consider the Stephan problem in two phases in a bounded domain R n . In the proof of [3] , they derive the local existence and uniqueness for the solution of the interface. Their method is as follows: First they assume that the initial hypersurface γ 0 is suitably smooth in such a way that the later discussion works well. Denoting by X 0 (x), x ∈ M the parametrization of γ 0 , where M is a suitable compact set, they study the equation of u = u(x), where u(x) denotes the distance from a point X 0 (x) of γ 0 , in place of using the signed distance from γ t . Indeed, a quasilinear second order partial differential equation of u is obtained and they construct its local solution by employing the Banach fixed point argument. As for the result with some conservation law, Huisken [16] , Elliott and Garket [8] study the conserved mean curvature flow and show the local existence and uniqueness of the solution.
In the stochastic case, Funaki [12] studies the mean curvature flow perturbed by white noise in time in a two dimensional domain and he proves the local existence and uniqueness for such dynamics under the restriction where the initial hypersurface γ 0 is convex and γ t stays convex. Later, Weber [25] extends the results of [12] to those in a bounded domain in R n and removes the assumption of the convexity. However, in [25] the noise is white in time and their results are limited within in the case where the noise is independent of the spatial variable. Lions and Souganidis's models [17] and [18] are similar to ours. In addition, Souganidis and Yip [22] study the case where the noise is εẆ with a small ε > 0, whereẆ is white in time and constant in space, in a two dimensional setting. However, their methods and equations are different from ours. We believe that it is valuable to try to argue using the Sobolev spaces as a different method to construct the unique solution of our equation.
The sharp interface limit of Allen Cahn equation for the mass conserving mean curvature motion is discussed by Chen, Hilhorst and Logak [2] . On the other hand, as for the stochastic case for the mass conserving model (stochastic Allen Cahn equation), Funaki and Yokoyama [14] recently extend the deterministic case to the stochastic one perturbed by the noise depending on only time and white in time. Indeed, they prove that the solution of the dynamics exists uniquely up to the time as long as the hypersurface γ t keeps being convex in a two dimensional bounded domain and it can be derived from the sharp interface limit from the stochastic Allen Cahn equation. In [14] , to avoid several technical difficulties, they consider under the assumption, however, we believe and hope the assumption to be removed in not so far future, In one dimensional case, Funaki [13] studies the sharp interface limit for the Allen Cahn equation perturbed by space-time white noise. In higher spatial dimension n ≥ 2, the stochastic Allen Cahn equation with space-time white noise is no longer wellposed. As for the sharp interface limit of the Allen Cahn equation with even Q-Wiener process, no clear answer has not been given and it is still an open problem.
Our interest is to study more natural situation. Indeed, the existing results known so far are mainly in the deterministic case, which implies that they are treated to be very ideal model which is governed by nonrandom dynamical systems. However, seeing from the physical view point, it is not strange to take the unexpected factor such as noises into consideration.
The random forces appearing in models in the field such as physics or biology should depend on both time and spatial variables. In this paper, we focus on the construction of the solution of the stochastic mean curvature motion perturbed by the random force which contains the colored noiseẆ Q by making use of the methods of [3] and [20] .
In Denis, Funaki and Yokoyama [4] , they discuss the Wong-Zakai type limit to the equation describing a hypersurface which stays convex in a two dimensional bounded domain with a noise term which affects only to the normal direction on the hypersurface. As for the equation which is obtained by the Wong-Zakai type limit in [4] , under the assumption as long as the hypersurfaces starting from a convex initial hypersurface are still convex, the dynamics of such hypersurface is represented by the solution of a quasilinear parabolic second order SPDE of the mean curvature κ. This can be rewritten into an SPDE whose principle part is of the divergence form with regard to a certain quantity u, which is determined by κ, and the local existence and uniqueness of u is established by making use of the methods done by Debussche, de Moor and Hofmanovà [6] . Now we are going to state known results and methods which are related and likely to be thought of the nice candidates for our problem to be solved. First, we want to emphasize that the idea used by Dirr, Luckhaus and Novaga [7] is not applicable. Indeed, in [7] , the random force is only assumed to be additive noise with white in time and hence they reduce the original SPDE to the PDE without the stochastic term, that is, random PDE which holds ω-wisely.
Furthermore, the methods by Weber and Otto [24] and [6] are not applicable for our settings. They treat a quasilinear parabolic SPDE which is of divergence form with a time and spatial dependent noise but they do not cover our case. In our equation, the coefficient in front of the second order differential consists of x, u and the gradient of u. Due to such characteristics of the form of the coefficient, our equation cannot be reduced to that whose principal part is of the divergence form. As a result, the energy estimates used in [24] and [6] do not work well in our model. In those two papers, the energy estimate in a suitable topology can be obtained thanks to nice assumption. Since a nice energy estimate with a suitable topologies cannot be obtained in our case, in this paper we employ the Banach fixed point argument in a suitable Banach space as a different way.
We also need to mention the model discussed by Hofmanovà, Röger and von Renesse [15] . This model is apparently similar to but different from our model, in fact, they consider the graph of a stochastic mean curvature motion on a two dimensional torus, however, their equation does not coincide with ours. In fact, in our case the graph is not discussed. In Denis, Matoussi and Stoica [5] , the multiplicative noise containing both u and u ′ is discussed. This assumption is stronger than ours. However, only the case of the Laplacian is discussed in [5] , hence the case of our nonlinear term is not covered.
Let us summarize the paper. In Section 2, we derive our equation and then in Section 3, we formulate the problem. In Section 4, we prove our main theorem.
Motion of the interface
In this section, we follow the same notations as used in [3] . Let D be a bounded domain in R n . We denote by γ 0 a hypersurface without boundary which is of C ∞ -class satisfying dist (γ 0 , ∂D) > 0,
manifold without boundary which is isometric to γ 0 and
be a C ∞ diffeomorphims. We denote by n(s ′ ) the outward normal vector to γ 0 at y = X 0 (s ′ ) and define a map
where L > 0 is sufficiently small in such a way that X is diffeomorphims onto a neighborhood of γ 0 . If necessary, transferring the local charts of M, without loss of generality, we denote by s ′ ∈ R a generic point in M. In addition, we denote by
∂s i , i = 1, 2 the partial derivative in the local coordinates. Therefore, we can take M as a chart and fix it in what follows and without loss of generality, we can discuss the dynamics of the hypersurface γ t which will be defined later by using such M. Here, s n stands for the signed distance from y to γ 0 . Let S (y) = (S 1 (y), . . . , S n (y)) be the inverse function of
In what follows, we consider the case n = 2 due to some technical reason which will be stated later. Note that ∇(S 1 (y)) 0 holds for every y.
Our goal is to construct a family of hypersurfaces {γ t } 0≤t≤T defined on a probability space (Ω, F , P) for a sufficiently small T (ω) > 0 which has the form
2 ), almost surely, and with u(0, x) = 0 for every x ∈ M, namely, γ t is the zero level set of the function
and the time evolution of γ t is governed by
where the notation • means the Stratonovich sense, V = V(t, x) is the inward normal velocity at X(x, u(t, x)) for x ∈ M and κ = κ(t, x) is the mean curvature at X(x, u(t, x)) which is given by
, where a and b are the functions as defined in [3] , namely,
where TrA denotes the trace of the matrix A, D 2 A means the Hessian matrix of A and ·, · stands for the inner product of R 2 , while G is a function given by
and c is a function as defined in [3] , that is,
In [1] , in order to construct a solution of (2.4) with G ≡ 1 and with w Q replaced by some smooth deterministic function of (t, x), they consider the corresponding nonlinear second order parabolic differential equation and show that its local solution uniquely exists.
In the physical viewpoint, G in (2.7) stands for a quantity determined from γ t . We want to remark that the function g in (2.7) does not contain the derivative of u and we restrict ourself to the case of n = 2. These restrictions are needed to construct the solution u = u(t, x) of SPDE which will be stated in Section 3. For more precisely, in the proof of its uniqueness and existence of u, several estimates for u in a suitable topology are needed, and to obtain those estimates, we need the estimates of the fundamental solution of the parabolic second order differential equation which will appear in the sections below. In the procedure of the proof using those estimates, the assumptions as stated above are actually essential.
Formulation of our problem
In what follows, to simplify notations and make our discussion more understandable, we restrict w Q to be in the form of w Q (t, x) = ψ(X(x, u(t, x)))B(t) for ψ ∈ C ∞ 0 (D) and B is a standard Brownian motion defined on (Ω, F , P). u(t, x) ).
Rewriting the Stratonovich integral of (3.1) into the Ito's form, we get
and
The uniqueness and existence of the local solution in the deterministic case ( f 3 ≡ 0) are discussed in [20] .
For an integer K, η 
x)).
Let us define
Following the convention, we set σ i K = ∞, i = 1, 2, 3 if the above set {·} is empty. Let
Then, the solution u K = u K (t, x) of (3.6) coincides with the solution u of (3.3) on 0 ≤ t ≤ σ K . We wish construct a solution of (3.6) later. In what follows, we simply writeF K , f 3,K forF, f 3 , respectively. Define the second order linear operator A to be
. Note that the derivative ofF at (x, 0, 0, 0) in (3.7) is characterized by γ 0 and in addition for the initial hypersurface, we assume that γ 0 satisfy inf x∈M |∇S 1 (X 0 (x))| > 0. Note that inf x∈M ∂ qF (x, 0, 0, 0) > 0 holds by taking suitable large number K. Take such integer K and fix it.
Let R > 0 and fix it. For T > 0 which will be determined suitably later and α, α 1 > 0, we introduce the state space of u as follows:
.
In what follows, we set
. We state our main theorem. 
In this case, the mild solution v of (4.1) is
In the case of u = Γ(0), u satisfies
We need to show that Γ(Y) ⊂ Y and Γ is a contraction map. Setting w = Γ(u 1 )−Γ(u 2 ) for u 1 
The mild solution of (4.4) is given by
where , u(t, x) ).
Then, Sobolev embedding theorem leads to (d) In this section we study the time regularity for w (d) . w (d) satisfies
Time Regularity for w
First, Solonnikov [21] , Theorem 5.4 shows that for p > 1,
is the usual parabolic Sobolev space. In our case, in place of the above space, we consider W
p is a family of functions u of L p having a finite value of
First, note that
holds from (4.9). On the other hand, following the method of Krylov [19] for example, we also obtain
for C 2 > 0, where H 2+2α p (M) denotes a Bessel potential space, (see [19] for details). As is discussed in remark 2.1 of [6] , we see H 2+2α+ε
As a result,
follows from (4.9) and (4.11) for some C 3 > 0. In what follows, C i , i ≥ 4 denote positive constants independent of T but which can depend on K. Since
for sufficiently short time t ≤ T and
where
holds. Next, note that
Thus, 
Then there exists a some constant C 7 such that 18) holds for k = u, p, q. Furthermore, since
using the mean value theorem, we get
for j = 0, 1, 2 and T > 0 and every γ 1 ∈ (0, α 1 − 1 p ) (using Sobolev embedding). As a result, applying (4.18) to (4.20) for (4.17), we get
As a result, we obtain from (4.14) and (4.21)
4.3 Space Regularity for w (d) Similarly to the computation of the time regularity of w (d) , ψ(t, x) can be written into
By the mean value theorem, we get
by retaking C 7 if necessary, (see (4.18) ). In particular, clearly, 
As a result, we obtain from (4.14) and (4.26),
for some C 13 > 0.
Estimates for w (d)
Now we are ready to estimate the time and spacial regularity for w (d) . From (4.22) and (4.27), we get (st) Note that w (st) is rewritten as the mild solution using the fundamental solution g(t, x, y), t > 0, x, y ∈ M of ∂ t − A, here recall that A is the second order strong elliptic differential operator on L 2 (M) defined by (3.7), namely, holds. We will check the time regularity of w (st) (t, x). In this section. C p > 0 and C p,K > 0, which will appear later, denote generic constants which might change its value line by line for simplicity of notations. For k = 0, 1, 2, using the estimate for the fundamental solution (see Appendix), we obtain the estimate as follows: 
Time regularity for w

