We present a system of PDEs for image restoration, which consists of an anisotropic diffusion equation driven by a diffusion tensor, whose structure depends on the gradient of the image obtained from a coupled time-delay regularization equation, and governs the direction and the speed of the diffusion. The diffusion resulting from this model is isotropic inside a homogeneous region, anisotropic along its boundary, and is able to connect broken edges and enhance coherent structures. Experimental results are given to show its effectiveness in tracking edges and recovering images with high levels of noise. Moreover, the proposed model can be interpreted as a time continuous Hopfield neural network. This connection further illustrates how the proposed model enhances coherent structures. The existence, uniqueness, and stability for the solutions of the PDEs are proved. C 2002 Elsevier Science (USA)
INTRODUCTION
Image restoration is a fundamental problem in both image processing and computer vision with numerous applications. The challenging aspect of this problem is to design methods which can selectively smooth a noisy image without losing significant features. In recent years, PDE (partial differential equation) based methodology has been developed to attack this problem. A large number of PDE models used for image recovery can be viewed as curvature-driven anisotropic diffusion models or as the evolutions corresponding to the minimization of total variation (e.g., see [1] [2] [3] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] and references there). The basic idea of this type of model is to penalize the diffusion where the magnitude of the gradients of the image intensity are large.
In contrast to the curvature-driven diffusion models where the diffusion is governed by the geometry of the image, another type of diffusion model has been developed, where the diffusion is governed by a matrix (diffusion tensor) built in to the equation. The structure of the diffusion tensor depends on the gradient of the image and determines the directions of the diffusion as well as the speed in these directions. A framework of this type diffusion can be described as
whereũ is a smoothed version of u, and f (u) is a reaction term.
To prevent diffusion across significant edges of the image, the diffusion tensors L in [5] and [6] were constructed such that the diffusion is only along the direction perpendicular to ∇ũ. More precisely, in [6] the diffusion tensor was given by L(ũ) = P ∇ũ ⊥ = |∇ũ| , whereũ = G * u, and G is the Gaussian filter with the local scale . In [5] L was obtained by a time-delay regularization (see Definition 2.1) for the matrix
In addition to diffusion along ∇ũ ⊥ , inside a homogeneous region it is desirable to have the diffusion along ∇ũ as well. In order to do this, the diffusion tensor L in [20] was constructed such that its eigenvectors point in the directions ∇ũ and ∇ũ ⊥ , and the corresponding eigenvalues, λ 1 and λ 2 , both equal 1 inside a homogeneous region, while λ 1 becomes very small near the edges. Moreover, for the purpose of texture enhancement, in [21] L is designed so that it depends on the local structure of the image in the sense that one of the orthonormal eigenvectors of L is in the direction with the highest coherence (the lowest average contrast within a small neighborhood), and the corresponding eigenvalue is increasing with the local coherence of the signal. In addition, special regularization was used in [20] and [21] for the construction of L. The purpose of this paper is to improve the structure of the diffusion tensor based on the works mentioned above. The goal of the proposed model is to provide the capability of combining isotropic diffusion inside a region with anisotropic along its edge and to allow an accurate tracking of the edges. To achieve this goal, we suggest that the diffusion tensor L be a combination of two tensors with different weights, i.e., L = λ 1 L 1 + λ 1 L 2 , such that the diffusions driven by L 1 and L 2 are in the directions ∇ũ and ∇ũ ⊥ , respectively.
The values of λ 1 and λ 2 determine the diffusivity in these two perpendicular directions, therefore, it is desirable to have λ 1 = λ 2 = 1 in the homogeneous regions, and λ 1 = 0, λ 2 = 1 + γ, (γ > 0) on their edges. Using this choice, the diffusion is isotropic inside a region, and only in the direction perpendicular to the gradient along its edge. Moreover, the edges can be enhanced by choosing suitable large γ . The proposed model differs from the models in [6] , [12] , [20] , and [21] in the use of the time-delay regularization instead of spatial regularization to obtainũ. Time-delay regularization enables us to bring the past information of the gradient of u into account, so that over-smoothing can be adjusted. This is of particular importance for recovering fine structures. For images with higher level noise, we suggest combining time-delay regularization with spatial regularization within a smaller scale in the presmoothing of u. The proposed model is also distinct from the models in [5] or [6] in the structure of the diffusion tensor. The proposed diffusion tensor has two components, L 1 and L 2 , so that the diffusion can be performed in both directions of ∇ũ and ∇ũ ⊥ , while the general model in [5] and the model in [6] only involve L 2 and as a result, the diffusion is restricted only in the direction of ∇ũ ⊥ and is not good for recovering highly degraded image. Furthermore, we have a parameter function λ 2 as a multiplier for L 2 which is not present in the models in [5] and [6] . The selection of λ 2 plays an important role in enhancing edges, since λ 2 allows the smoothing in the direction tangential to the iso-intensity contours to be stronger on the edges than in the homogeneous regions. Although the tool of the time-delay regularization is used both in [5] and here, it is applied in different ways. In the proposed model the time-delay regularization is applied to the image gradient, while in [5] it is applied to the projection matrix. This is the difference between applying time regularization before or after constructing the projection matrix. We shall explain mathematically in the next section that the diffusion tensor obtained by projection after time-averaging can ensure the diffusion only in the direction of the projection, while the one obtained by projection before time-averaging may not be able to do so. Our numerical results will illustrate the benefits of computing the projection after time-averaging. As pointed out in [4] and [5] , by applying the results of [7] we are able to translate the diffusion tensor in terms of synaptic weights linking neurons lying within a short synaptic range and interpret our model as a time-continuous Hopfield neural network [8] . The synaptic connections of this ANN model depend on the coherence between the neurons. This gives another perspective as to why the proposed model can be expected to enhance coherent structures. This paper is organized as follows. We shall describe our model in Section 2, discuss its well-posedness in Section 3, and present our numerical scheme and experimental results in Section 4. In Section 5 we shall derive the neural network approximation of our model. We will summarize our results in Section 6.
PDE MODEL
In this section we shall describe our model. First, we shall give a lemma which provides the insight of the construction for the proposed diffusion tensor. (1)
Then, there exist a unique constant β and a vector w (with two possible choices, if w and −w are considered as the same vector), such that
where w = ( w 1 where D w f denotes the directional derivative of f along the direction w. Therefore, if β = 0 the diffusion given by u t − div(A∇ f ) = 0 is in two direction, both of w and w ⊥ .
Moreover, the ratio of the diffusion in these directions is Denote v = ∇ũ, whereũ is the time-delay regularization of u. By Lemma 2.1 and Remark 2.1, the diffusion governed by the diffusion tensor
is only in the direction of ∇ũ (using
T in Lemma 2.1), and the diffusion governed by
is only in the direction of ∇ũ ⊥ (using
1). However, if L is determined by the time-delay regularization for the projection matrix
. By Lemma 2.1, the diffusion governed by this diffusion tensor is in two perpendicular directions. So, to ensure the diffusion is only along the direction of the projection, time averaging should be applied before projection, not after.
Therefore, to achieve our goal we construct
where L 1 and L 2 are given in (7) and (8), respectively. Since λ 1,2 are the diffusivities in the directions of ∇u and ∇u ⊥ respectively, it is desirable for them to be smooth functions satisfying λ 1 = λ 2 = 1 inside the homogeneous regions and
on the edges. For instance, they can be chosen as follows.
Choice 1. λ 1 and λ 2 are smooth approximations of
with parameters δ > 0 and γ > 0.
Choice 2.
with parameters k > 0 and α > 0.
The diffusion governed by L in (9) is isotropic in the regions where |v| is very small, and is only in the direction of v ⊥ where |v| is very large. Moreover, the speed of the diffusion in the direction of v ⊥ is higher on the edges than in the homogeneous region. Therefore, small gaps on the edges can be closed. In summary, we propose the following PDE model:
where τ > 0 and σ ≥ 0 are parameters,
4σ , u σ = G σ * u (extend u to be zero outside , if necessary), and L is given in (9) . The parameter σ can be equal to zero which means v is the gradient of the time-delay regularization of u. If the image has a high level of noise, we may take σ > 0 but small. The last term in (11) is used for forcing the reconstructed image to be close to the observed image.
WELLPOSEDNESS
In this section, we shall discuss the existence, uniqueness, and stability for the solutions of (11)- (14) . For this discussion we need to assume σ > 0. 
Proof. The principle part of (11) 
For any x ∈ and ξ ∈ R 2 \{0},
, and the equality holds for those x and ξ such that λ 1 = 0 and ξ v. Therefore, (11) is a degenerate parabolic equation. To study existence, we first consider the following approximation problem
where
From (17) and (18) 
Equation (16) can be written as
where a i j (x, t, u ε ) is given in (15) with v replaced by v ε , and
By applying the same argument developed in the proof of Theorem 7.4 (p. 491) of [9] , and noticing that |∇v (16) and (18)-(19) for some 0 < α < 1 and any T > 0. The solution of (17), follows from (21) . Furthermore, using (16) 
where v ε is determined by (21) with the replacement of u ε by w. Applying the maximum principle to (22), we get
This leads to, for all (
Similarly we can show
Then by using (21) , it is easy to verify that for any multi-index α, with 0 ≤ |α| ≤ 2,
where c > 0 is a constant depending only on α, τ , and σ . Next we shall estimate the L ∞ (0, T ; H 1 ( )) norm of u ε . Differentiating (16) with respect
Multiplying this equation by u
, integrating over , and summing with respect to i we get
Note that
and
where in the last inequality we used (26). From (27)-(29) we get
and since I ε converges to I strongly in
Similarly, multiplying both sides of (16) by u ε t and integrating over T , by (18) one gets
Using Cauchy's inequality, (25), (26), and (30) we get that
From (25)
From (35),
Combining (36) with (32)-(35) and taking the limit as ε i → 0 in (16), one can conclude that u and v are the solutions of (11)- (14) . The proof of Theorem 3.1 is completed.
If λ i is given as in Choice 2 then from (26).
where δ > 0 is a constant depending only on τ, k, σ and I L ∞ ( ) . In this case, we have the following uniqueness and stability results for (11)- (14) .
and λ 1 and λ 2 be given by (10) . Then the weak solution u obtained in Theorem 3.1 is unique and satisfies u ∈ L 2 (0, T ; H 2 ( )). Moreover, if (u i , v i ), i = 1, 2 are the solutions of (11)-(12) with initial data u i (x, 0)
where c > 0 is a constant depending on τ, k, σ, T and
Proof. Inserting (37) into (27), we get
Then by Gronwall's inequality and (30)
where c > 0 is a constant depending only on τ, k, σ and I L ∞ ( ) . Therefore we can choose a subsequence u ε i of u ε such that in addition to (32)- (35),
To prove (38), let (u 1 , v 1 ) and (u 2 , v 2 ) be the solutions of (11)- (14) with initial data I 1 and
Multiplying u on both sides of (41) and integrating over yields
From (42) we have
where c > 0 is a constant depending only on τ, k, and σ . We also have (cf. (3.14) or (3.23))
Hence, with the notation
This implies
By Gronwall's inequality, for any t ∈ [0, T ],
where c depends only on τ, k, σ, T and I i L ∞ ( )∩H 1 . This proves (38). Uniqueness follows from (38) with I 1 = I 2 .
NUMERICAL EXPERIMENTS
In this section we present our numerical scheme and several experiments. Expanding (11) we have that
where w = v v
. The first four terms on the right-hand side of (48) are calculated using central differences. The last two terms require a bit more care.
For convenience, we denote u i j = u(i, j) and use the standard difference notations
An important aspect of our numerical scheme is that it should exploit the capability of the terms (∇λ 1 · w) D w u and (∇λ 2 · w ⊥ ) D w ⊥ u to preserve and enhance edges in the image.
To do this, we used a variation of the upwind difference scheme presented in [13] . Since λ 1 is very small near the edges and close to 1 inside the homogeneous regions, if x λ 1 < 0, we may be approaching a vertical edge. In this case, D w u = u x w 1 + u y w 2 is computed using a backward difference for u x (to stay away from the edge) and a central difference for u y (to enhance the edge). Likewise, if x λ 1 < 0, u y is computed in the same way, but u x requires a forward difference. y λ 1 and y λ 1 are computed similarly. λ 2 works in the opposite manner, that is, it is close to 1 in the homogeneous regions and takes on higher values at the edges. Therefore, we do a similar calculation, preventing averaging across edges while encouraging smoothing along the edges.
In summary, (∇λ 1 · w)D w u and (∇λ 2 · w ⊥ )D w ⊥ u are approximated bỹ
respectively. Denoting ∇ i j u = ( x u i j , y u i j ), tracking the time level by the upper index, n, and setting u 0 i j = I i j , our scheme is as follows:
Since (12) provides a smoothed version of u, central differences were sufficient. Therefore, we computed v by the implicit scheme
Using Choice 2 to compute λ 1,2 (see Section 2), we tested our model on the following images to verify it's effectiveness. In both Figs. 1 and 2 , Gaussian noise with zero mean was added to the original images with a signal to noise ratio of 1 : 6. Because of the high level of noise, both time and spatial regularization were required to recover the original images. The reconstructed images in 1d and 2d were obtained by using the proposed model, (11)- (14) . The images in 1c and 2c were obtained by using the same equation (11), with the diffusion tensor L = λ 1P ∇u σ + λ 2P ∇u ⊥ σ , whereP denotes the time-delay regularization for the matrix P. The difference between the L which is used in Figs. 1c and 2c and the proposed L which is used in 1d and 2d is whether the projection matrix is constructed before or after applying the time-delay regularization. The numerical results showed that the time averaging performed before the projection (cf. (12)) provides a much sharper reconstruction of the edges.
In Figs. 3 and 4 , time-delay regularization was sufficient in removing the noise from the images while still retaining all of their significant details. Figure 3a is a PET (Positron Emission Tomography) image of a lung. Our goal was to remove the noise around the lung while sharpening the boundaries of the lung itself. Figure 4 is a radar image of a land mine field. The desired result was to remove as much detail from the rest of the picture while enhancing the mines. Our model successfully accomplished both of these goals.
In the last set of images, Figs. 5 and 6, we used the proposed model to enhance a fingerprint. Both sets of images are prints of a right index finger. Figure 5 is the entire fingerprint and Fig. 6 gives close up views of the print in Fig. 5 . Time-delay regularization was sufficient for the reconstruction. The experiments showed that the proposed model was able to connect the broken edges. This is because the diffusion along the edges can be made stronger than that in the homogeneous regions by selecting the appropriate parameters for λ 2 .
RELATED NEURAL NETWORK
Both PDE methods and neural networks have been effectively applied to image restoration. It is interesting to know whether they are related and if so, how they are related. In this section we shall explore the link between the two using the following Lemma, due to Degond and Mas-Gallic [7] , which allows us to approximate the diffusion term by an integral term, whose Riemann sum is in the form of Hopfield neural network. Let
be an integral operator where σ ε takes the form
with a cut-off matrix ψ and a matrix M depending on L. Define LEMMA 5.1. (see [7] ) If M and
and the hypothesis (H1) and (H2), then
The following examples give two pairs of ψ and M that satisfy (H1) and (H2). Let θ(x) be a function in R 2 depending on r = |x| only and satisfying EXAMPLE 5.1. [7] : Let Therefore,
EXAMPLE 5.2. Let Therefore,
Then using (7), (8), (52), and (54)
Let
By Lemma 5.1, div(L∇u) is approximated by Q ε u, where L is defined in (9) . On the other hand, the integral (57) can be approximated by its discrete form in space by
Therefore, the equation (11) can be approximated by
and σ ε is given in (56). Recall a popular Hopfield (1984) ANN [8] that has an activation updating dynamics specified by the following continuous-time dynamical system
where I p is the external input or "bias" at the neuron x p , W pq is the synaptic connection between the neurons x p and x q , α p > 0 is the resistive parameter at x p , n p > 0 is the number of non-zero terms in the sum; i.e., the number of neurons within the synaptic range of neuron x p , V q ∈ [−1, 1] denotes the activation level of the neuron x q , and u p ∈ R is the state of the neuron x p . The functions u and V are linked through the relation
where β is a parameter and g is a smooth, increasing, odd function satisfying g(±∞) = ±1. Next we shall translate (59) into the ANN model (61)-(62). Define g : R → R, such that g is smooth, decreasing, g(x) = x if |x| ≤ 
Therefore, the system (11)- (12) Noticing that λ 1 − λ 2 < 0 and λ 1 > 0, we can see from (64) that the smaller |u(x q , t) − u(x p , t)| is, the larger W pq is. One can also see from (64) that as λ 2 increases, so does W pq . This shows that the synaptic connections are enhanced or inhibited depending on the coherence between the neurons x p and x q and the size of λ 2 . Therefore, this neural network can enhance coherent structures. Since the solution of the PDE model can be approximated by the solution of this neural network, we can expect that the PDE model will also have this feature.
CONCLUSION
We have presented a nonlinear diffusion model for image restoration that is driven by a diffusion tensor depending on the gradient of the image smoothed by time-delay regularization. We proposed applying time-delay regularization to the image (or image gradient) prior to constructing the projection matrix to ensure the diffusion is only in the direction of the projection. The structure of the diffusion tensor in the proposed model is the combination of two diffusion tensors with proper weights. One of them governs the diffusion in the direction of ∇ũ and the other governs the diffusion in the direction of ∇ũ ⊥ . By choosing suitable diffusivity parameters, the proposed model is able to diffuse images isotropically inside a homogeneous region and anisotropically along its edge, and can enhance coherent structures. Experimental results show the effectiveness of the model in tracking edges and recovering highly degraded images. The link between the model and the time continuous Hopfield neural network has been derived. The well-posedness of the model has been proved.
