We study the Cauchy problem for the generalized elliptic and non-elliptic derivative nonlinear Schrödinger equations, the existence of the scattering operators and the global well posedness of solutions with small data in Besov spaces B s 2,1 (R n ) and in modulation spaces M s 2,1 (R n ) are obtained. In one spatial dimension, we get the sharp well posedness result with small data in critical homogeneous Besov spaceṡ B s 2,1 . As a by-product, the existence of the scattering operators with small data is also shown. In order to show these results, the global versions of the estimates for the maximal functions on the elliptic and non-elliptic Schrödinger groups are established.
Introduction
We consider the Cauchy problem for the generalized derivative nonlinear Schrödinger equation (gNLS) iu t + ∆ ± u = F (u,ū, ∇u, ∇ū), u(0, x) = u 0 (x), (1.1) where u is a complex valued function of (t, x) ∈ R × R n ,
, ε i ∈ {1, −1}, i = 1, ..., n, (1.2) ∇ = (∂ x 1 , ..., ∂ xn ), F : C 2n+2 → C is a polynomial, F (z) = P (z 1 , ..., z 2n+2 ) = m+1≤|β|≤M +1 c β z β , c β ∈ C, (1.3) m, M ∈ N will be given below.
There is a large literature which is devoted to the study of (1.1). Roughly speaking, three kinds of methods have been developed for the local and global well posedness of (1.1). The first one is the energy method, which is mainly useful to the elliptic case ∆ ± = ∆ = ∂ 2 x 1 + ...+ ∂ 2 xn , see Klainerman [21] , Klainerman and Ponce [22] , where the global classical solutions were obtained for the small Cauchy data with sufficient regularity and decay at infinity, F is assumed to satisfy an energy structure condition Re ∂F/∂(∇u) = 0. Chihara [6, 7] removed the condition Re ∂F/∂(∇u) = 0 by using the smooth operators and the commutative estimates between the first order partial differential operators and i∂ t + ∆, suitable decay conditions on the Cauchy data are still required in [6, 7] . Recently, Ozawa and Zhang [25] removed the assumptions on the decay at infinity of the initial data. They obtained that if n ≥ 3, s > n/2+2, u 0 ∈ H s is small enough, F is a smooth function vanishing of the third order at origin with Re ∂F/∂(∇u) = ∇(θ(|u| 2 )), θ ∈ C 2 , θ(0) = 0, then (1.1) has a unique classical global solution u ∈ (C w ∩L ∞ )(R, H s )∩C(R, H s−1 )∩L 2 (R; H s−1 2n/(n−2) ). The main tools used in [25] are the gauge transform techniques, the energy method together with the endpoint Strichartz estimates.
The second way consists in using the X s,b -like spaces, see Bourgain [3] and it has been developed by many authors (see [2, 4, 15] and references therein). This method depends on both the dispersive property of the linear equation and the structure of the nonlinearities, which is very useful for the lower regularity initial data.
The third method is to mainly use the dispersive smooth effects of the linear Schrödinger equation, see Kenig, Ponce and Vega [17, 18] . The crucial point is that the Schrödinger group has the following locally smooth effects (n ≥ 2): 5) where Q α is the unit cube with center at α. Estimate (1.5) contains one order smooth effect, which can be used to control the derivative terms in the nonlinearities. Such smooth effect estimates are also adapted to the nonelliptic Schrödinger group, i.e., (1.4) and (1.5) still hold if we replace e it∆ by e it∆ ± . Some earlier estimates related to (1.4) were due to Constantin and Saut [5] , Sjölin [26] and Vega [34] . In [17, 18] , the local well posedness of (1.1) in both elliptic and non-elliptic cases was established for sufficiently smooth large Cauchy data (m ≥ 1, u 0 ∈ H s with s > n/2 large enough). Moreover, they showed that the solutions are almost global if the initial data are sufficiently small, i.e., the maximal existing time of solutions tends to infinity as initial data tends to 0. Recently, the local well posedness results have been generalized to the quasi-linear (ultrahyperbolic) Schrödinger equations, see [19, 20] . As far as the authors can see, the existence of the scattering operators for Eq. (1.1) and the global well posedness of (1.1) in the non-elliptic cases are unknown.
Main results
In this paper, we mainly apply the third method to study the global well posedness and the existence of the scattering operators of (1.1) in both the elliptic and non-elliptic cases with small data in B s 2,1 , s > 3/2 + n/2. We now state our main results, the notations used in this paper can be found in Sections 1.3 and 1.4. Theorem 1.1 Let n ≥ 2 and s > n/2 + 3/2. Let F (z) be as in (1.3) with 2 + 4/n ≤ m ≤ M < ∞. We have the following results. ≤ δ for n ≥ 3, and u 0 B s 2,1 ∩Ḣ −1/2 ≤ δ for n = 2, where δ > 0 is a suitably small number, then (1.1) has a unique global solution u ∈ C(R, B s 2,1 ) ∩ X 0 , where
Moreover, for n ≥ 3, the scattering operator of Eq. (ii) If s + 1/2 ∈ N and u 0 H s ≤ δ for n ≥ 3, and u 0 H s ∩Ḣ −1/2 ≤ δ for n = 2, where δ > 0 is a suitably small number, then (1.1) has a unique global solution u ∈ C(R, H s ) ∩ X, where
δ, |β| ≤ s + 1/2
(1.7) u H s ≤ δ} into H s .
We now illustrate the proof of (ii) in Theorem 1.1. Let us consider the equivalent integral equation u(t) = S(t)u 0 − iA F (u,ū, ∇u, ∇ū), (1.8) where S(t) := e it∆ ± , A f := If one applies the local smooth effect estimate (1.5) to control the derivative terms in the nonlinearities, then the working space should contains the space ℓ
t,x (R × Q α )). For simplicity, we consider the case F (u,ū, ∇u, ∇ū) = (∂ x 1 u) ν+1 . By (1.4) and (1.5), we immediately have
Hence, one needs to control ∇u ℓ ν α (L ∞ t,x (R×Qα)) . In [17, 18] , it was shown that for ν = 2,
(1.11)
In the elliptic case (1.11) holds for s > n/2. (1.11) is a time-local version which prevents us to get the global existence of solutions. So, it is natural to ask if there is a time-global version for the estimates of the maximal function. We can get the following
Applying (1.12), we have for any s > n/2,
One can get, say for s = [n/2] + 1,
(1.14)
Hence, we need to further estimate
. We can conjecture that a similar estimate to (1.10) holds:
, one needs the following
. Hence, the solution has a self-contained behavior by using the spaces ℓ
). We will give the details of the estimates (1.12) and (1.16) in Section 2. The nonlinear mapping estimates as in (1.14) and (1.15) will be given in Section 4.
Next, we use the frequency-uniform decomposition method developed in [31, 32, 33] to consider the case of initial data in modulation spaces M s 2,1 , which is the low regularity version of Besov spaces B n/2+s 2,1 , i.e., B n/2+s
is a sharp embedding and M s 2,1 has only s-order derivative regularity (see [27, 29, 32] , for the final result, see [33] ). We have the following local well posedness result with small rough initial data:
≤ δ for n ≥ 3, and u 0 M 2 2,1 ∩Ḣ −1/2 ≤ δ for n = 2, where δ > 0 is sufficiently small. Then there exists a T := T (δ) > 0 such that (1.1) has a unique local solution
The following is a global well posedness result with Cauchy data in modulation spaces M s 2,1 :
≤ δ for n ≥ 3, and u 0 M s 2,1 ∩Ḣ −1/2 ≤ δ for n = 2, where δ > 0 is a suitably small number. Then (1.1) has a unique global solution u ∈ C(R, M s 2,1 ) ∩ Z, where
Finally, we consider one spatial dimension case. Denote
Recall that the norm on homogeneous Besov spacesḂ s 2,1 can be defined in the following way:
(1.21)
Remarks on main results
It seems that the regularity assumptions on initial data are not optimal in Theorems 1.1-1.3, but Theorem 1.4 presents the sharp regularity condition to the initial data. To illustrate the relation between the regularity index and the nonlinear power, we consider a simple cases of (1.1):
Eq. (1.22) is invariant under the scaling u → u λ = λ (2−ν)/(ν−1) u(λ 2 t, λx) and moreover,
From this point of view, we say that s = 1+s ν−1 is the critical regularity index of (1.22) . In [23] , Molinet and Ribuad showed that (1.22) is ill-posed in one spatial dimension in the sense if s 1 =s ν−1 + 1, the flow map of equation (1.22) φ → u (if it exists) is not of class C ν fromḂ
2,1 (R)) at the origin φ = 0. For each term in the polynomial nonlinearity F (u,ū, ∇u, ∇ū) as in (1.3), we easily see that the critical index s can take any critical index between s m and 1 +s M . So, our Theorem 1.4 give sharp result in the case m ≥ 4. On the other hand, Christ [9] showed that in the case ν = 2, n = 1, for any s ∈ R, there exist initial data in H s with arbitrarily small norm, for which the solution attains arbitrarily large norm after an arbitrarily short time (see also [24] ). From Christ's result together with Theorems 1.4, we can expect that there exists m 0 > 1 (might be non-integer) so that for ν − 1 ≥ m 0 , s = 1 +s ν−1 is the minimal regularity index to guarantee the well posedness of (1.22) , at least for the local solutions and small data global solutions in H s . However, it is not clear for us how to find the exact value of m 0 even in one spatial dimension.
However, in higher spatial dimensions, it seems that 1/2+1/M-order derivative regularity is lost in Theorem 1.1 and we do not know how to attain the regularity index s ≥ 1 +s M .
In two dimensional case, if ∆ ± = ∆ and the initial value u 0 is a radial function, we can remove the condition u 0 ∈Ḣ −1/2 , u 0 Ḣ−1/2 ≤ δ by using the endpoint Strichartz estimates as in the case n ≥ 3.
Considering the nonlinearity F (u, ∇u) = (1 − |u| 2 ) −1 |∇u| 2k u, Theorem 1.2 holds for the case k ≥ 1. Theorems 1.1 and 1.3 hold for the case k ≥ 2. Since
, one easily sees that we can use the same way as in the proof of our main results to handle this kind of nonlinearity.
Notations
Throughout this paper, we will always use the following notations. S (R n ) and S ′ (R n ) stand for the Schwartz space and its dual space, respectively. We denote by
1 For any quasi-Banach space X, we denote by
. Let Q α be the unit cube with center at α ∈ Z n , i.e., Q α = α + Q 0 , Q 0 = {x = (x 1 , ...x n ) : −1/2 ≤ x i < 1/2}. We also needs 1 R n will be omitted in the definitions of various function spaces if there is no confusion.
We denote by F (F −1 ) the (inverse) Fourier transform for the spatial variables; by F t (F −1 t ) the (inverse) Fourier transform for the time variable and by F t,x (F −1 t,x ) the (inverse) Fourier transform for both time and spatial variables, respectively. If there is no explanation, we always denote by ϕ k (·) the dyadic decomposition functions as in (1.25) ; and by σ k (·) the uniform decomposition functions as in (1.27) . u ⋆ v and u * v will stand for the convolution on time and on spatial variables, respectively, i.e.,
R, N and Z will stand for the sets of reals, positive integers and integers, respectively. c < 1, C > 1 will denote positive universal constants, which can be different at different places. a b stands for a ≤ Cb for some constant C > 1, a ∼ b means that a b and b a. We denote by p ′ the dual number of p ∈ [1, ∞], i.e., 1/p + 1/p ′ = 1. For any a > 0, we denote by [a] the minimal integer that is larger than or equals to a. B(x, R) will denote the ball in R n with center x and radial R.
Besov and modulation spaces
Let us recall that Besov spaces B s p,q := B s p,q (R n ) are defined as follows (cf. [1, 30] ). Let ψ : R n → [0, 1] be a smooth radial bump function adapted to the ball B(0, 2):
(1.24)
We write δ(·) := ψ(·) − ψ(2 ·) and
We say that 
Now we recall the definition of modulation spaces (see [12, 13, 31, 32, 33] ). Here we adopt an equivalent norm by using the uniform decomposition to the frequency space. Let ρ ∈ S (R n ) and ρ : R n → [0, 1] be a smooth radial bump function adapted to the ball B(0, √ n), say ρ(ξ) = 1 as |ξ| ≤ √ n/2, and 28) which are said to be the frequency-uniform decomposition operators. For any k ∈ Z n , we write
We will use the function space ℓ
) which contains all of the functions f (t, x) so that the following norm is finite:
Similarly, we can define the space ℓ
) with the following norm:
A special case is s = 0, we write ℓ
The rest of this paper is organized as follows. In Section 2 we give the details of the estimates for the maximal function in certain function spaces. Section 3 is devoted to considering the spatial local versions for the Strichartz estimates and giving some remarks on the estimates of the local smooth effects. In Sections 4-7 we prove our main Theorems 1.1-1.4, respectively.
Estimates for the maximal function

Time-local version
± F , where
Kenig, Ponce and Vega [17] showed the following maximal function estimate:
where
s . Using the frequency-uniform decomposition method, we can get the following Proposition 2.1 There exists a constant C(T ) > 1 which depends only on T and n such that
In particular, for any s > (n + 1)/2,
Proof. By the duality, it suffices to prove that
If one can show that
then from (2.6)-(2.8) we obtain that (2.5) holds. Denote
In the following we show (2.8). In view of Young's inequality, we have
From (2.10) and Minkowski's inequality that
It is easy to see that
Hence, in order to prove (2.8), it suffices to prove that
In fact, observing the following identity,
where k ± = (ε 1 k 1 , ..., ε n k n ), we have
Since each E β,k overlaps at most O(T k ) many Q β ′ , β ′ ∈ Z n , one can easily verify that in the sums of the right hand side of (2.16), each
repeats at most O(T k ) times. Hence, we have
Finally, it suffices to show that
. By the Sobolev inequality,
By Hölder's inequality, we have
One easily sees that I has the same bound as that of II. 
21)
denotes the minimal integer that is larger than or equals to σ,
Taking p = q in Lemma 2.2, one has that
Proof. We divide the proof into the following two cases.
Recalling that σ α (x) 1 for all x ∈ Q α and α ∈ Z n , we have from (2.24) that 
We now estimate II. It is easy to see that
Since supp σ α overlaps at most finitely many supp σ β and σ β = σ 0 (· − β), β ∈ Z n , it follows from (2.28), |D β 1 σ α | 1 and Hölder's inequality that
Clearly, one has that Case 2. ns ∈ N. One can take an s 1 < s such that s 1 > 1/p and ns 1 ∈ N. Applying the conclusion as in Case 1, we get the result, as desired.
2
For the semi-group S(t), we have the following Strichartz estimate (cf. [14] ):
If p and ρ equal to 2n/(n − 2), then (2.31) and (2.32) are said to be the endpoint Strichartz estimates. Using Proposition 2.4, we have Proposition 2.5 Let p ≥ 2 + 4/n := 2 * . For any s > n/2, we have
Proof. For short, we write
We have
Using the dyadic decomposition to the time-frequency, we obtain that
Noticing the fact that
and using the Strichartz inequality and Plancherel's identity, one has that
Combining (2.35) and (2.38), together with Minkowski's inequality, we have
and Hölder's inequality, we have for any ε > 0,
By Plancherel's identity, and suppϕ j (|ξ|
Taking s 0 such that (n + 2)s 0 + 2ε < s, from (2.39)-(2.41) we have the result, as desired. 2
Next, we consider the estimates for the maximal function based on the frequency-uniform decomposition method. This issue has some relations with the Strichartz estimates in modulation spaces. Recently, the Strichartz estimates have been generalized to various function spaces, for instance, in the Wiener amalgam spaces [10, 11] . Recall that in [32] , we obtained the following Strichartz estimate for a class of dispersive semi-groups in modulation spaces:
R n → R is a real valued function, which satisfies the following decay estimate
Proposition 2.6 Let U(t) satisfy (2.43) and (2.44). We have for any γ ≥ 2 ∨ (2/δ),
Recall that the hyperbolic Schrödinger semi-group S(t) = e it∆ ± has the same decay estimate as that of the elliptic Schrödinger semi-group e it∆ :
It follows that
On the other hand, by Hausdorff-Young's and Hölder's inequalities we easily calculate that
where Λ is as in (2.9). It follows that
Hence, in view of (2.45) and (2.46), we have
By Plancherel's identity, one has that
Hence, an interpolation between (2.47) and (2.48) yields (cf. [33] ),
Applying Proposition 2.6, we immediately obtain that
In particular, if p ≥ 2 + 4/n := 2 * , then
Let Λ = {ℓ ∈ Z n : supp σ ℓ ∩ supp σ 0 = ∅} be as in (2.9). Using the fact that 2 k 2 k+ℓ = 0 if ℓ ∈ Λ, it is easy to see that (2.50) implies the following frequency-uniform estimates:
Applying this estimate, we can get the following Proposition 2.8 Let p ≥ 2 + 4/n := 2 * For any s > (n + 2)/p, we have
Proof. Let us follow the proof of Proposition 2.5.
where we have used the fact that H
, applying Bernstein's multiplier estimate, we get that
Similarly as in (2.38), using (2.51), we have
In an analogous way as in (2.40) and (2.41), we obtain that
Collecting (2.53)-(2.56), we have
Hence, by (2.57) we have (2.52). 2
Using the ideas as in Lemma 2.3 and Proposition 2.5, we can show the following
In particular, for any q, p ≥ 2 * , s > n/2 − 2/q,
Sketch of Proof. In view of ℓ 2 * ⊂ ℓ p , it suffices to consider the case p = 2 * . Using the inclusions H
Using the same way as in Lemma 2.3, we can show that
One can repeat the procedures as in the proof of Lemma 2.3 to conclude that
(2.62)
Applying an analogous way as in the proof of Proposition 2.5, 
3 Global-local estimates on time-space
Time-global and space-local Strichartz estimates
We need some modifications to the Strichartz estimates, which are global on time variable and local on spatial variable. We always denote by S(t) and A the generalized Schrödinger semi-group and the integral operator as in (1.9). Proposition 3.1 Let n ≥ 3. Then we have
Proof. In view of Hölder's inequality and the endpoint Strichartz estimate,
Using the above ideas and the following Strichartz estimate
one can easily get (3.2) and (3.3). 2
Since the endpoint Strichartz estimates used in the proof of Proposition 3.1 only holds for n ≥ 3, it is not clear for us if (3.1) still hold for n = 2. This is why we have an additional condition that u 0 ∈Ḣ −1/2 is small in 2D. However, we have the following (see [17] ) Proposition 3.2 Let n = 2. Then we have for any 1 ≤ r < 4/3,
In the low frequency case, one easily sees that (3.7) is strictly weak than (3.1).
Proof. By Lemma 3.4, it suffices to show
Using the unitary property in L 2 and the L p − L p ′ decay estimates of S(t), we have
Taking the L 2 t norm in both sides of (3.9), we immediately get (3.8). Hence, the result follows.
2 Proposition 3.3 Let n = 2. Then we have
Proof. We notice that
Using Young's inequality, one has that
In view of Hölder's inequality, (3.13) yields the result, as desired. 
Note on the time-global and space-local smooth effects
Kenig, Ponce and Vega [16, 17] obtained the local smooth effect estimates for the Schrödinger group e it∆ , and their results can also be developed to the non-elliptical Schrödinger group e it∆ ± ( [18] ). On the basis of their results and Proposition 3.1, we can obtain a time-global version of the local smooth effect estimates with the nonhomogeneous derivative (I − ∆) 1/2 instead of homogeneous derivative ∇, which is useful to control the low frequency parts of the nonlinearity.
Lemma 3.4 ([16])
Let Ω be an open set in R n , φ be a C 1 (Ω) function such that ∇φ(ξ) = 0 for any ξ ∈ Ω. Assume that there is N ∈ N such that for anȳ ξ := (ξ 1 , ..., ξ n−1 ) ∈ R n−1 and r ∈ R, the equation φ(ξ 1 , ..., ξ k , x, ξ k+1 , ..., ξ n−1 ) = r has at most N solutions. For a(x, s) ∈ L ∞ (R n × R) and f ∈ S (R n ), we denote
Then for n ≥ 2, we have
Corollary 3.5 Let n ≥ 3, S(t) = e it∆ ± . We have
For n = 2, (3.17) also holds if one substitutes H 1/2 byḢ 1/2 .
Proof. Let Ω = R n \ B(0, 1), φ(ξ) = |ξ| 2 ± and ψ be as in (1.24), a(x, s) = 1 − ψ(s) in Lemma 3.4. Taking W (t) := S(t)F −1 (1 − ψ)F , from (3.15) we have
It follows from Proposition 3.1 that When n = 2, it is known that for the elliptic case, the endpoint Strichartz estimate holds for the radial function (cf. [28] ). So, Corollary 3.5 also holds for the radial function u 0 in the elliptic case. The following local smooth effect estimates for the nonhomogeneous part of the solutions of the Schrödinger equation is also due to Kenig, Ponce and Vega [17] 2 .
Proposition 3.6 Let n ≥ 2, S(t) = e it∆ ± . We have
4 Proof of Theorem 1.1 Lemma 4.1 (Sobolev Inequality). Let Ω ⊂ R n be a bounded domain with
Proof of Theorem 1.1. In order to illustrate our ideas in an exact way, we first consider a simple case s = [n/2] + 5/2 and there is no difficulty to generalize the proof to the case s > n/2+3/2, s+1/2 ∈ N. We assume without loss of generality that
Since we only use the Sobolev norm to control the nonlinear terms,ū and u have the same norm, whence, the general cases can be handled in the same way. Denote
We consider the mapping
and we show that T : D n → D n is a contraction mapping for any n ≥ 2.
Step 1. For any u ∈ D n , we estimate
We consider the following three cases. 
For simplicity, we can further assume that u κ u 
By Hölder's inequality,
It is easy to see that for θ i = |β i |/|β|,
Using Sobolev's inequality, one has that for B α := {x : |x − α| ≤ √ n},
, i = 1, ..., κ; (4.9)
by (4.8)-(4.10) we have
It follows from (4.11) and ℓ 2 * ⊂ ℓ κ+ν−1 that
Hence, in view of (4.6) and (4.12) we have
Case 2. n ≥ 3 and |β| = 0. By Corollary 3.5, the local Strichartz estimate (3.2) and Hölder's inequality,
Case 3. n = 2, |β| = 0. By Propositions 3.2 and 3.3, we have
Using the same way as in Case 2, we have
Step 2. We consider the estimates of λ 2 (D β T u), |β| ≤ 1. Using the estimates of the maximal function as in Proposition 2.5, we have for |β| ≤ 1, 0 < ε ≪ 1,
Applying the same way as in Step 1, for any |β| ≤ [n/2] + 2,
(4.18) By Hölder's inequality, we have from (4.18) that
Summarizing (4.19) over all α ∈ Z n , we have for any |β| ≤ 2 + [n/2],
Combining (4.17) with (4.20), we obtain that
Step 3. We estimate λ 3 (D β T u), |β| ≤ 1. In view of Proposition 2.9, one has that 22) which reduces to the case as in (4.17) .
Therefore, collecting the estimates as in Steps 1-3, we have for n ≥ 3,
and for n ≥ 2,
(4.24)
It follows that for n ≥ 3, T : D n → D n is a contraction mapping if ̺ and u 0 H s are small enough (similarly for n = 2).
Before considering the case s > n/2 + 3/2, we first establish a nonlinear mapping estimate:
Proof. Denote S r u = j≤r △u. We have
where we assume that S −1 v ≡ 0. Recall the identity,
where we assume that i≤0 a i = i≥K+1 ≡ 1. We have
Hence, it follows that
Using the support property of △ r v and S r v, we see that
Using the fact f dµ X ≤ f X dµ, one has that
Collecting (4.29)-(4.31) and using Fubini's Theorem, we have
the result follows. 2
For short, we write ∇u X = ∂ x 1 u X + ... + ∂ xn u X .
Lemma 4.3 Let n ≥ 3. We have for any s > 0
Proof. In view of Corollary 3.5 and Propositions 3.1 and 3.6, we have the results, as desired. 2 Lemma 4.4 Let n = 2. We have for any s > 0
Proof. By Propositions 3.2, 3.3 and 3.6, we have the results, as desired. 2
We now continue the proof of Theorem 1.1 and now we consider the general case s > n/2 + 3/2. We write
Note λ i and D defined here are different from those in the above. We only give the details of the proof in the case n ≥ 3 and the case n = 2 can be shown in a slightly different way. Let T be defined as in (4.4). Using Lemma 4.3, we have
.
(4.39)
For simplicity, we write
xn , (4.40)
. (4.41)
Hence, if u ∈ D, in view of (4.39) and (4.41), we have
In view of the estimate for the maximal function as in Proposition 2.5, one has that
and for i = 0, 1,
Hence, by (4.43) and (4.44),
(4.45)
Similar to (4.45), in view of Proposition 2.9, we have
In view of Lemma 4.2, we have
. (4.47)
Hence, if u ∈ D, we have
Repeating the procedures as in the above, we obtain that there exists u ∈ D satisfying the integral equation T u = u, which finishes the proof of Theorem 1.1. We begin with the following Lemma 5.1 Let A be as in (1.9). There exists a constant C(T ) > 1 which depends only on T and n such that i=0,1
Proof. Using Minkowski's inequality and Proposition 2.1,
It is easy to see that for i = 0, 1, 
Proof. In view of Proposition 3.6, we have
By Propositions 3.1 and 3.3,
By (5.5) and (5.6) we immediately have (5.4). 2
Lemma 5.3 Let n ≥ 2, S(t) be as in (1.9). Then we have for i = 0, 1,
, n ≥ 3, (5.7)
Proof. (5.7) follows from Corollary 3.5. For n = 2, by Proposition 3.2, we have the result, as desired. 2
Proof. Using the identity
and noticing the fact that
we have
Similar to (4.31) and noticing the fact that
By (5.12) and (5.13), we have
The result follows. 2
Proof of Theorem 1.2. Denote
Let T be as in (4.4) . We will show that T : D → D is a contraction mapping. First, we consider the case n ≥ 3. Let u ∈ D. By Lemmas 5.2 and 5.3, we have
We use the same notation as in (4.40). We have from Lemma 5.4 that
Hence, for n ≥ 3,
Next, we consider the estimate of λ 2 (T u). By Lemma 5.1 and Proposition 2.1, 20) which reduces to the estimates of λ 1 (·) as in (5.17) . Similarly, for n = 2,
Repeating the procedures as in the proof of Theorem 1.1, we can show our results, as desired. The proof of Theorem 1.3 follows an analogous way as that in Theorems 1.1 and 1.2 and will be sketched. Put
Let T be as in (4.4) . We show that T : D → D. We only consider the case n ≥ 3. It follows from Lemma 5.3 and 4.3 that
Using Lemma 5.4 and similar to (5.18), one sees that if u ∈ D, then
Using Proposition 2.10 and combining the proof of (4.44)-(4.46), we see that
The left part of the proof is analogous to that of Theorems 1.1 and 1.2 and the details are omitted. We prove Theorem 1.4 by following some ideas as in Molinet and Ribaud [23] and Wang and Huang [33] . The following is the estimates for the solutions of the linear Schrödinger equation, see [16, 23, 33] . Recall that △ j := F −1 δ(2 −j ·)F , j ∈ Z and δ(·) is as in Section 1.4. 6) and
(7.9)
For convenience, we write for any Banach function space X, 11) and in particular, if
x , respectively, (7.11) and (7.12) also holds.
Proof. We only consider the case N = 2 and the case N > 2 can be handled in a similar way. We have
and
We may assume, without loss of generality that there is only the first term in the right hand side of (7.14) and the second term can be handled in the same way. It follows from Bernstein's estimate, Hölder's and Young's inequalities that 15) which implies the result, as desired. 2 Remark 7.3 One easily sees that (7.12) can be slightly improved by
In fact, from Minkowski's inequality it follows that
From (7.15) and (7.17) we get (7.16).
Proof of Theorem 1.4. We can assume, without loss of generality that
and the general case can be handled in the same way.
Step 1. We consider the case m > 4. Recall that
Considering the mapping
we will show that T : X → X is a contraction mapping. We have
In view of (7.1), (7.2) and (7.3) we have, We now estimate A F (u,ū, u x ,ū x ) X . We have from (7.4), (7.5) and (7.6) that |||△ j (A F (u,ū, u x ,ū x ))||| s 2 sj △ j F (u,ū, u x ,ū x ) L 6/5 x,t . (7.25) From (7.7), (7.8) and (7.9) it follows that
Hence, from (7.19), (7.25) and (7.26) we have . It is easy to see that the following inclusions hold: Step 2. We consider the case m = 4. Recall that We now estimate A F (u,ū, u x ,ū x ) X . By Strichartz' and Hölder's inequality, we have
x,t 5≤κ+ν≤M +1
(|u| + |u x |) 
39)
The estimates of III and IV have been given in (7.38) and (7.33), respectively. We have 
