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INTRODUÇÃO
A filtragem adaptativa constitui uma ferramenta útil em processamento de sinais para
aplicações em tempo real. Em particular, sempre que houver necessidade de processar
sinais resultantes de ambientes com características e comportamento desconhecidos, a
utilização de filtragem adaptativa é uma solução bastante interessante e eficaz quando
confrontada com os resultados obtidos através de filtragem convencional.
Em geral, os filtros adaptativos são apropriados a ambientes em que não há
conhecimento a priori das características dos sinais de entrada [2]. O filtro adaptativo
então modifica de forma automática as características de tais sinais baseando-se quase
sempre em um algoritmo recursivo para ajuste de seus parâmetros, minimizando uma dada
função custo. Assim, o algoritmo começa com um conjunto de parâmetros iniciais
predeterminados, convergindo para uma solução que fornece o mínimo valor para a
definida função custo. Se o ambiente for estacionário, os parâmetros do filtro convergem, a
cada iteração, para a solução ótima do filtro de Wiener [1], [2]. Em ambientes
não-estacionários o algoritmo permite ao filtro a possibilidade de acompanhar as variações
estatísticas do ambiente, desde que essas sejam suficientemente lentas.
A escolha do algoritmo de adaptação apropriada é realizada considerando-se os
seguintes parâmetros:
i) velocidade de convergência e precisão do algoritmo;
ii) complexidade numérica do algoritmo;
iii) estabilidade numérica dependendo do algoritmo utilizado.
O algoritmo least-mean-square (LMS) é o mais utilizado dentre os algoritmos
adaptativos apresentados na literatura [1], [2]. O principal motivo é sua robustez e
CAPÍTULO 1
Capítulo1- Introdução 2
simplicidade computacional. Esse algoritmo usa uma estimativa instantânea da função
custo para realizar o ajuste contínuo dos coeficientes do filtro. Devido a tal característica,
o algoritmo LMS pertence à classe dos algoritmos baseados no método de gradiente
estocástico.
1.1. Algoritmo DLMS
O algoritmo LMS tem sido largamente estudado em filtragem adaptativa [1], [2]. O
sinal de erro desse algoritmo, o qual é obtido pela diferença entre o sinal de saída do filtro
e o sinal desejado utilizado para a atualização dos coeficientes adaptativos do filtro. Esse
processo é realizado para cada amostra do sinal de entrada. Em algumas aplicações
práticas, o sinal de erro considerado na adaptação do algoritmo LMS impõe limitações
críticas à sua implementação. Por exemplo, em equalização adaptativa, a adaptação é
realizada utilizando-se o critério do mínimo erro quadrático médio. Caso o equalizador
utilize o algoritmo de Viterbi [4], [5] ou o detector descrito por Abend e Fritchman [6], o
sinal desejado e o sinal de erro são avaliados com um atraso de várias amostras,
requerendo assim a inserção de um retardo no algoritmo com o propósito de compensar tal
atraso [4]-[6]. Também podemos encontrar a necessidade de inserir um atraso fixo no sinal
de erro do algoritmo LMS para o projeto de arquiteturas paralelas [7]-[8], visando
implementar estruturas pipeline mais simples. A partir da inserção de certo atraso ao
algoritmo LMS convencional, obtém-se então o chamado algoritmo LMS com atraso
(delayed least-mean-square - DLMS) [12].
Algumas aplicações do algoritmo DLMS podem ser encontradas na implementação
de estruturas de processamento usando arranjos sistólicos [9]-[10] (esses últimos
considerados em aplicações requerendo processamento rápido de sinal, sendo uma
alternativa muito interessante e de grande viabilidade devido ao contínuo avanço na
tecnologia VLSI [31]). O algoritmo DLMS é então implementado baseado em arranjos
sistólicos devido à sua compatibilidade com a tecnologia VLSI [31]. Em [11], o algoritmo
DLMS é usado para o projeto de próteses auditivas, requerendo uma potência de
dissipação muito baixa em relação a outras implementações de tais sistemas [33]-[35].
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Muitos autores têm estudado o algoritmo DLMS visando determinar a estabilidade e
suas propriedades de convergência [12]-[15]. Em [12] e [13], é apresentada uma análise de
estabilidade e o comportamento médio do vetor de coeficientes; em [14], a análise é obtida
visando determinar o limite de estabilidade que assegure a convergência do algoritmo,
invocando para tal a bem conhecida teoria da independência (TI) [19]. A teoria da
independência assume que:
• O conjunto de vetores (1),  (2), ( )nx x x…  constitue uma seqüência de vetores
estatisticamente independentes;
• no instante ,n o sinal desejado ( )d n  é estatisticamente dependente ao correspondente
vetor de entrada ( ).nx
A teoria da independência pode ser justificada em certas aplicações. Por exemplo, no
caso de antenas adaptativas, elas recebem múltiplas entradas independentes entre si.
Entretanto, em filtragem adaptativa aplicada a comunicações (predição do sinal,
equalização do canal e cancelamento de eco, dentre outras), os vetores de entrada são
estatisticamente dependentes. Essa dependência é justificada pela propriedade de
deslocamento. Especificamente, o vetor de entrada no instante n  é
T( ) [ ( ) ( 1) ( 2) .... ( 1)] .n x n x n x n x n N= − − − +x  No instante 1,n +  o vetor toma um novo
valor T( 1) [ ( 1) ( ) ( 1) .... ( 2)] .n x n x n x n x n N+ = + − − +x Assim, com a chegada de cada
nova amostra ( 1),x n +  a ultima amostra ( 1)x n N− +  é descartada de ( ),nx  e as restantes
( 1) ( 2) .... ( 2)x n x n x n N− − − + , são deslocadas uma posição para a direita, sendo assim
é inserida a nova amostra ( 1)x n +  na primeira posição do vetor. A partir desse processo,
observa-se que os vetores de entrada são de fato estatisticamente dependentes.
As análises já mencionadas para algoritmo DLMS invocando a TI são interessantes,
porém, não são suficientemente adequadas para se obter de forma analítica uma
modelagem precisa para tal algoritmo. Em [16], é apresentada uma análise estatística do
algoritmo DLMS sem invocar a teoria da independência, sendo assim consideradas no
processo todas as correlações existentes do vetor de entrada para instantes diferentes de
amostras. Nesse trabalho, são discutidos os momentos de primeira e segunda ordens do
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vetor de coeficientes do filtro adaptativo, resultando modelos que descrevem
satisfatoriamente o comportamento do algoritmo sob análise.
1.2. Algoritmo DLMS modificado
Na seção anterior, foram exemplificadas algumas situações em que deve ser utilizado
o algoritmo DLMS, como também os diferentes estudos já realizados considerando tal
algoritmo. No entanto, o algoritmo DLMS tem como inconveniente uma degradação tanto
na taxa de convergência quanto em estabilidade, a qual é progressiva conforme o atraso
existente no caminho do erro aumenta. Para contornar tais problemas, uma modificação
desse algoritmo foi proposta em [17]. O resultado de tal alteração é que o algoritmo
modificado agora se comporta como um algoritmo LMS convencional. Isto é, as
características de velocidade de convergência e estabilidade são restabelecidas àquelas de
um algoritmo LMS convencional. Tal algoritmo é denominado algoritmo DLMS
modificado (modified delayed least-mean-square - MDLMS)[17].
Na literatura técnica não existem trabalhos que modelem este algoritmo. Assim, para
o presente trabalho de dissertação, dois modelos analíticos são desenvolvidos. Da mesma
forma que nos algoritmos DLMS [16] e LMS filtrado (filtered-x least-mean-square –
Fx-LMS) [22]-[23], a TI não é invocada. Assim, os momentos de primeira e segunda
ordens do vetor de coeficientes do algoritmo DLMS modificado são determinados.
Também, por simplicidade matemática, o momento de segunda ordem é aqui desenvolvido
utilizando-se a hipótese de adaptação lenta e sinais de entrada Gaussianos. Comparações
entre os resultados de simulação Monte Carlo e as predições obtidas a partir do modelo
proposto são apresentadas tanto para sinais de entrada brancos quanto para coloridos.
1.3. Algoritmo FE-LMS modificado
Em aplicações de controle ativo de ruído acústico e vibrações como também em
cancelamento de eco acústico, dentre outras, a existência de um filtro no caminho do erro
faz com que o uso do algoritmo DLMS não seja mais possível, visto que para garantir a
estabilidade do algoritmo precisa-se do cancelamento de tal filtro [36]. Nesses casos,
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devem ser utilizados algoritmos adaptativos de erro filtrado (Fig. 1.1). No entanto, os
algoritmos de erro filtrado, similarmente ao algoritmo DLMS, apresentam um
comportamento pobre tanto em velocidade de convergência quanto em estabilidade. Para
contornar tais problemas, a modificação considerada para o algoritmo DLMS [17] também
pode ser estendia aos algoritmos de erro filtrado. Tal algoritmo é denominado algoritmo
LMS de erro filtrado modificado [18].
ow
( )y n
( )d n( )nx ( )e n sΣ+−
( )nw
f ( )e n
Fig. 1.1. Diagrama de blocos do algoritmo LMS de erro filtrado.
Na literatura, podemos encontrar três tipos de algoritmos pertencentes à família de
algoritmos adaptativos de erro filtrado, a saber: Fx-LMS [20]-[21], que é amplamente
utilizado em aplicações de controle ativo de ruído acústico; algoritmo LMS filtrado
modificado (modified filtered-x least-mean-square - MFx-LMS) [26]-[27], que é uma
versão modificada do Fx-LMS padrão; e o LMS de erro filtrado (filtered error
least-mean-square - FE-LMS) [24], que é usado como uma implementação alternativa ao
algoritmo Fx-LMS em diversas aplicações [25], [29], tais como cancelamento de eco e
equalização adaptativa.
Uma outra contribuição deste trabalho de dissertação é o desenvolvimento de um
modelo analítico para o algoritmo FE-LMS modificado (modified filtered error
least-mean-square - MFE-LMS). As considerações para a obtenção dos modelos do
algoritmo DLMS modificado podem ser estendidas também a este algoritmo. Assim, os
momentos de primeira e segunda ordens para tal algoritmo são obtidos sem invocar a TI e
levando-se em conta a hipótese de adaptação lenta bem como a consideração de sinais de
entrada Gaussianos. Comparações entre os resultados de simulação Monte Carlo e as
predições obtidas a partir do modelo proposto são apresentadas tanto para sinais de entrada
brancos quanto para sinais coloridos.
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1.4. Estrutura da dissertação
Esta dissertação é organizada como segue. O Capítulo 2 apresenta um breve estudo
do comportamento dos momentos de primeira e segunda ordens do algoritmo DLMS
convencional. Nos Capítulos 3 e 4 são introduzidas as versões modificadas dos algoritmos
DLMS convencional e FE-LMS, respectivamente. Ainda nestes capítulos desenvolvem-se
modelos que descrevem o comportamento de tais algoritmos sem invocar a TI e utilizando
a consideração de adaptação lenta. O Capítulo 5 mostra e discute os resultados obtidos via
método Monte Carlo (MC) e através dos modelos propostos obtidos nos Capítulos 3 e 4.
Finalmente, no Capítulo 5, são apresentados os comentários e as conclusões deste trabalho
de dissertação como também as propostas para trabalhos futuros.
ALGORITMO DLMS CONVENCIONAL
2.1. Introdução
Neste capitulo, é estudado o algoritmo DLMS convencional, sendo apresentadas as
expressões que descrevem o comportamento desse algoritmo. O diagrama em blocos da
Fig. 2 apresenta os sinais envolvidos para o caso de uma aplicação de identificação de
sistemas. Também, são apresentadas as expressões do sinal de erro e de atualização do
vetor de coeficientes do filtro adaptativo, seguido de um breve estudo do comportamento
dos momentos de primeira e segunda ordens e da curva de aprendizagem do algoritmo em
questão.
2.2. Diagrama de blocos do algoritmo DLMS convencional
Fig. 2.1. Diagrama de blocos do algoritmo DLMS convencional.
As variáveis envolvidas no processo são:
T
o o,0 o,1 o, 1[   ]Nw w w −=w "  : resposta ao impulso a ser identificada
T






( )e n D−( )n D−x
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T( ) [ ( ) ( 1) ( 2) .... ( 1)]n x n x n x n x n N= − − − +x : sinal de referência
( )d n : sinal desejado
( )y n : saída do filtro adaptativo
( )e n  : sinal de erro
D : atraso inerente ao sistema
( )e n D− : sinal de erro atrasado
( )n D−x   : sinal de referência atrasado
No processo de análise considerado, ( )nx é assumido Gaussiano com média zero e
variância 2σx . Também, as dimensões de ow e ( )nw são consideradas iguais para fins de
simplicidade no tratamento matemático.
2.3. Equações do algoritmo DLMS
A partir da Fig. 2.1, obtém-se a expressão para o sinal de erro instantâneo como
sendo a diferença entre o sinal desejado e a saída do filtro adaptativo. Assim,
( ) ( ) ( ),e n d n y n= −                                                      (2.1)
onde o sinal desejado é dado por
T T
o o( ) ( ) ( ) ,d n n n= =w x x w                                             (2.2)
e a saída do filtro adaptativo é dada por
T T( ) ( ) ( ) ( ) ( ).y n n n n n= =w x x w                                         (2.3)
Substituindo-se (2.3) em (2.1), tem-se
T( ) ( ) ( ) ( )e n d n n n= −w x .                                             (2.4)
Do diagrama em blocos vemos que o sinal de erro, que é utilizado pelo algoritmo, é
afetado pelo atraso do sistema. Assim, o sinal de erro atrasado é
Capítulo 2- Algoritmo DLMS 9
T( ) ( ) ( ) ( ).e n D d n D n D n D− = − − − −w x                                 (2.5)
Para a atualização do vetor de coeficientes usa-se a implementação estocástica do
método steepest decesent [1]. Assim,
ˆ( 1) ( ) ( ),
2
n n nµ+ = − ∇ξw w                                             (2.6)
onde µ  é uma constante denominada passo de adaptação e ˆ( )n∇ξ  é a estimativa
instantânea  do gradiente do erro quadrático médio 2 ( ),e n D∇ −  expresso como,
2 ( )ˆ( ) ( ) 2 ( ) .
( )
e n Dn e n D e n D
w n D
∂ −∇ξ = ∇ − = − ∂ −                               (2.7)
Cabe ressaltar que ( )e n D−  é o erro instantâneo utilizado pelo algoritmo para a atualização
do vetor de coeficientes. Agora,  derivando-se  (2.5) em relação a  ( )w n D−  e
substituindo-se a expressão resultante em (b), obtém-se
2ˆ( ) ( ) 2 ( ) ( ).n e n D e n D n D∇ξ = ∇ − = − − −x                                (2.8)
Finalmente, aplicando-se (2.8 ) em (2.6), obtém-se a expressão recursiva para a atualização
do vetor de coeficientes dada por
( 1) ( ) ( ) ( ).n n e n D n D+ = +µ − −w w x                                          (2.9)
2.4. Comportamento médio do vetor de coeficientes
O comportamento médio do vetor de coeficientes é obtido substituindo-se (2.5) em
(2.9) e tomando-se o valor esperado em ambos os lados da expressão resultante. Assim,
[ ]
T
[ ( 1)] [ ( )] µ ( ) ( )
                      µ [ ( ) ( ) ( )].
E n E n E d n D n D
E n D n D n D
+ = + − −
− − − −
w w x
x x w
                           (2.10)
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Utilizando-se em (2.7) a consideração de adaptação lenta, tem-se
[ ]
[ ]
T T[ ( ) ( ) ( )] [ ( ) ( )] ( )
                                                 ( ) ,
E n D n D n D E n D n D E n D
E n D
− − − ≅ − − −
≅ −
x x w x x w
R w
            (2.11)
onde T[ ( ) ( )]E n D n D= − −R x x  é a matriz de autocorrelação do sinal de referência.
Agora, substituindo-se (2.11) em (2.10), obtém-se a expressão recursiva para o
comportamento médio do vetor de coeficientes. Assim,
[ ] [ ] [ ]( 1) ( ) µ µ ( )E n E n E n D+ = + − −w w p R w ,                                    (2.12)
onde [ ]( ) ( )E d n D n D= − −p x  é o vetor de correlação cruzada entre os sinais desejado e
de referência.
2.5. Valor de regime permanente do vetor de coeficientes
Pode-se então determinar o valor de regime permanente aplicando-se o limite quando
n →∞  em ambos os lados de (2.12). Portanto,
[ ] [ ] [ ]lim ( 1) lim ( ) µ µ lim ( ) .
n n n
E n E n E n D→∞ →∞ →∞+ = + − −w w p R w                      (2.13)
Assumindo-se que o algoritmo converge, o valor de regime permanente do vetor de
coeficientes do filtro adaptativo é determinado a partir da seguinte condição:
lim [ ( 1)] lim [ ( )] lim [ ( )] .
n n n
E n E n D E n ∞→∞ →∞ →∞+ = − = =w w w w                     (2.14)
Finalmente, substituindo-se (2.14) em (2.13), obtemos a expressão do valor de regime
permanente do vetor de coeficientes. Assim,
1 .−∞ =w R p                                                       (2.15)
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2.6. Vetor de erro nos coeficientes
Definindo-se o vetor de erro nos coeficientes como
 ( ) ( ) ,n n ∞= −v w w                                                  (2.16)
e substituindo-se (2.16) em (2.12), tem-se
[ ( 1)] [ ( )] µ µ µ [ ( )].E n E n E n D∞+ = − + − −v v p Rw R v                        (2.17)
Finalmente, aplicando-se (2.15) em (2.17), obtém-se uma expressão para o vetor de erro
nos coeficientes. Assim,
[ ( 1)] [ ( )] µ [ ( )].E n E n E n D+ = − −v v R v                                  (2.18)
2.7. Curva de aprendizagem
A curva de aprendizagem representa a evolução, ao longo do tempo, do erro
quadrático médio. Para o caso do algoritmo DLMS, a curva de aprendizagem é obtida
elevando-se (2.5) ao quadrado e tomando-se o valor esperado da expressão resultante.
Assim,
{ }
{ } { }
2 2 T T T
T T 2
ruido
[ ( )] [ ( )] 2 [ ( )] 2 tr
           +tr [ ( )] tr [ ( ) ( )] .
E e n D E d n D E n D
E n D E n D n D
∞ ∞ ∞
∞
− = − − − − +
− + − − +
p v p w Rw w
Rw v R v v σ        (2.19)
onde {}tr . representa o operador traço da matriz.
Em [16] encontra-se um procedimento detalhado para a obtenção de (2.19).
 A partir de (2.19), observa-se que para descrever o comportamento da curva de
aprendizagem, é necessário conhecer o valor esperado T[ ( ) ( )]E n D n D− −v v . Tal valor
esperado é determinado através dos seguintes passos:
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i) determinar-se ( )n D−v ;
ii) obtém-se o produto externo T( ) ( )n D n D− −v v ;
iii) determina-se o valor esperado T[ ( ) ( )]E n D n D− −v v , para o qual é
considerada a seguinte notação T, ( ) [ ( ) ( )]D D n E n D n D= − −K v v .
Realizando-se os passos (i), (ii) e (iii) e utilizando-se a relação , 0,0( ) ( )D D n n D= −K K ,
obtém-se uma expressão recursiva para determinar ( )nK . Assim,
( )
{ }( )





( ) ( 1) µ ( 1) µ ( 1)
                                +µ ( 1) ( 1)
                                +µ 2 ( 1)  tr ( 1)
                                
D D D D
n n n D n D
D n D n D
n n
= − − − − − − −
− − + − −
− + −
K K K R RK
R K K R





            (2.20)
Note que para descrever completamente ( )nK , deve-se conhecer
T
1,0 ( ) [ ( 1) ( )]n E n n= −K v v  ou T0,1 [ ( ) ( 1)]E n n= −K v v . Por exemplo, para o cálculo de
1,0 ( )nK , determina-se primeiramente uma expressão para ( 1),n −v  e pós-multiplica-se
então ambos os lados dessa expressão por T ( )nv  e toma-se o valor esperado da expressão
resultante, obtendo-se
0,1 0,0 1,0( ) ( 1) µ ( 1),n n n= − − −K K RK                                    (2.21)
onde T0,1 1,0( ) ( ).n n=K K
Em [16] encontra-se um procedimento detalhado para a obtenção de (2.20) e (2.21).
2.8. Conclusões
Neste capítulo, foi apresentado um breve estudo do comportamento dos momentos
de primeira e segunda ordens do algoritmo DLMS convencional. Tal modelo foi obtido





Neste capítulo, são derivadas as expressões que descrevem o comportamento do
algoritmo DLMS modificado. Na Seção 3.2, é obtida a expressão para o sinal de erro desse
algoritmo. Tal expressão é determinada a partir de uma compensação realizada no sinal de
erro do algoritmo DLMS convencional [equação (2.5)] introduzida no capítulo anterior.
Nas subseqüentes seções, são determinados os modelos que descrevem o comportamento
dos momentos de primeira e segunda ordens e da curva de aprendizagem. Tais modelos
são obtidos considerando-se a hipótese de adaptação lenta e não utilizando a TI. Também
para fins de comparação é desenvolvido um modelo invocando a TI, que é uma suposição
clássica na modelagem do algoritmo LMS.
3.2. Derivação do algoritmo DLMS modificado
O algoritmo DLMS modificado é obtido fazendo compensação no sinal de erro
[equação (2.5)] do algoritmo DLMS convencional. Tal compensação é obtida
acrescentado-se um termo, denotado por ( ),n−Λ  em (2.5). Assim, a expressão para o erro
compensado ˆ( )e n D−  é dada por [17]
Tˆ( ) ( ) ( ) ( ) ( ).e n D d n D n D n D n− = − − − − −Λw x                            (3.1)
Agora, necessita-se determinar uma expressão para ( ),nΛ  tal que faça (3.1) ser
igual à expressão do sinal de erro do algoritmo LMS convencional. Então,
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T
LMS
( ) ( ) ( ) ( ).e n D d n D n n D− = − − −w x                                  (3.2)
Assim, determina-se ( )nΛ  igualando (3.1) e (3.2). Portanto,
 
LMS
ˆ( ) ( ).e n D e n D− = −                                                (3.3)
 Desta forma, rearranjando-se os termos da expressão resultante, obtém-se
T T( ) [ ( ) ( )] ( ).n n n D n DΛ = − − −w w x                                    (3.4)
A partir (2.9), pode-se determinar uma expressão que exprima T T[ ( ) ( )]n n D− −w w  da
seguinte forma:
instante T T Tˆ( )          ( ) ( 1) ( 1) ( 1),n n n e n D n D⇒ = − +µ − − − −w w x                            (3.5)
instante T T Tˆ( 1)      ( 1) ( 2) ( 2) ( 2),n n n e n D n D− ⇒ − = − +µ − − − −w w x                     (3.6)
instante T T Tˆ( 2)     ( 2) ( 3) ( 3) ( 3),n n n e n D n D− ⇒ − = − +µ − − − −w w x                     (3.7)
                                                                           = +# # # # # #
instante T T Tˆ( 1) ( 1) ( ) ( ) ( ).n D n D n D e n D D n D D− − ⇒ − + = − +µ − − − −w w x          (3.8)
Agora, substituindo-se as expressões para o instante ( 1)n D− −  no instante anterior




ˆ ˆ( ) ( ) ( 1) ( 1) ( 2)
ˆ                                  ( 2) ( 3) ( 3)
ˆ                                  ( ) ( ).
n n D e n D n D e n D
n D e n D n D
e n D D n D D
− − = µ − − − − +µ − −
× − − +µ − − − −




              (3.9)
Rearranjando-se os termos de (3.9), tem-se











n n D e n D e n D D
n D D







   (3.10)










n e n D e n D D n D
n D D







         (3.11)
A expressão (3.11) pode agora ser escrita da seguinte forma:
 T
1
ˆ( ) ( ) ( ) ( ).
D
j
n e n D j n D j n D
=
Λ = µ − − − − −∑ x x                             (3.12)





ˆ( ) ( ) ( ) ( )
ˆ                 ( ) ( ) ( ).
D
j
e n D d n D n D n D
e n D j n D j n D
=
− = − − − −
−µ − − − − −∑
w x
x x
                      (3.13)
Note que no algoritmo DLMS modificado, (3.13) apresenta inúmeros termos
devido ao fator ˆ( ),e n D−  sendo que tal característica não se encontra presente no caso do
DLMS convencional. Entretanto, é essa característica  que fornece ao algoritmo
modificado um comportamento similar ao do LMS convencional.
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3.3. Modelo do algoritmo DLMS modificado (aproximação de
segunda ordem)
Nesta seção, é desenvolvido um modelo para descrever o comportamento dos
momentos de primeira e segunda ordens e da curva de aprendizagem, considerando-se o
caso de adaptação lenta e sem invocar a TI.
3.3.1. Comportamento médio do vetor de coeficientes
Para o comportamento médio do vetor de coeficientes, deve-se inicialmente




   ( 1) ( ) ( ) ( ) ( ) ( ) ( )
ˆ                   ( ) ( ) ( ) ( ).
D
j
n n n D d n D n D n D n D
n D e n D j n D n D j
=
+ = +µ − − −µ − − −
−µ − − − − − −∑
w w x x x w
x x x
         (3.14)





[ ( 1)] [ ( )] [ ( ) ( )]
                      [ ( ) ( ) ( )]
ˆ                      [ ( ) ( ) ( ) ( )].
D
j
E n E n E n D d n D
E n D n D n D
E n D e n D j n D j n D
=
+ = +µ − −
−µ − − −




         (3.15)
Para calcular os valores esperados em (3.15), são aplicadas as seguintes
considerações para a determinação do comportamento do algoritmo.
As correlações entre os diferentes vetores de entrada são muito mais importantes do que as
correlações entre vetores de entrada e vetores de coeficientes:
     i) T T[ ( ) ( ) ( )] [ ( ) ( )] [ ( )]E n n n E n n E n≈x x w x x w
    ii) [ ( ) ( )] 0j iE n i n j −− − = ≠x x R  se i j≠
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As considerações (i) e (ii) são suportadas pela hipótese de adaptação lenta e por extensas
simulações realizadas para o caso do algoritmo Fx-LMS [22]-[23]. Assim, cada um dos
valores esperados de (3.15) é determinado da seguinte forma:
a) Cálculo de [ ( ) ( )]E n D d n D− −x                                                                              (3.16)
( )d n D−  é obtido a partir de (2.2), então T o( ) ( ) ;d n D n D− = −x w  substituindo-se essa
expressão em (3.16), obtém-se
T
o o[ ( ) ( )] [ ( ) ( )] ,E n D d n D E n D n D− − = − − =x x x w Rw                   (3.17)
onde R  é a matriz de autocorrelação do vetor de entrada.
b) Cálculo de T[ ( ) ( ) ( )]E n D n D n D− − −x x w                                                              (3.18)
De acordo com as considerações assumidas, tem-se
T T[ ( ) ( ) ( )] [ ( ) ( )] [ ( )]
                                                  [ ( )].
E n D n D n D E n D n D E n D
E n D
− − − ≅ − − −
= −
x x w x x w
R w
         (3.19)
c) Cálculo de T
1
ˆ[ ( ) ( ) ( ) ( )]
D
j
E n D e n D j n D j n D
=
− − − − − −∑ x x x
Para este caso, define-se o seguinte vetor:
 T
1
ˆ( ) ( ) ( ) ( ).
D
j
n D e n D j n D j n D
=
= − − − − − −∑a x x x                       (3.20)
Agora, deve-se encontrar o valor esperado de .a  Para tal, primeiro necessita-se conhecer o
termo ˆ( )e n D j− − , o qual é obtido a partir de (3.1). Assim,
Tˆ( ) ( ) ( ) ( ) ( ).e n D j d n D j n D j n D j n j− − = − − − − − − − −Λ −w x            (3.21)




[ ] { ( ) [ ( ) ( ) ( ) ( )]
           ( ) ( )}.
D
j
E E n D d n D j n D j n D j n j
n D j n D
=
= − − − − − − − − −Λ −
× − − −
∑a x w x
x x
     (3.22)
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[ ] [ ( ) ( ) ( ) ( )]
        [ ( ) ( ) ( ) ( ) ( )]







E E n D d n D j n D j n D
E n D n D j n D j n D j n D




= − − − − − −
− − − − − − − − −




a x x x
x w x x x
x x x
      (3.23)
Note que para o cálculo dos valores esperados do lado direito de (3.23) devem ser
determinados os seguintes valores esperados:
c.1) Cálculo de T
1
[ ( ) ( ) ( ) ( )]
D
j
E n D d n D j n D j n D
=
− − − − − −∑ x x x
Seja o seguinte vetor:
T
1
[ ( ) ( ) ( ) ( )],
D
j
E n D d n D j n D j n D
=
= − − − − − −∑b x x x                    (3.24)
( )d n D j− −  é determinado a partir de (2.2); então, T o( ) ( ) .d n D j n D j− − = − −x w




[ ( ) ( ) ( ) ( )] ,
D
j
E n n j n n jD D D D
=
= − − − − − −∑b x x x x w                  (3.25)
No Apêndice A é detalhado o cálculo do momento de quarta ordem de uma variável
Gaussiana. Assim, a partir de (3.25), obtém-se o requerido valor esperado. Então,
T T 2 2    [ ( ) ( ) ( ) ( )] tr[ ].j j jE n D n D j n D n D j− − − − − − = + +x x x x R R R R      (3.26)
Agora, substituindo-se (3.26) em (3.25), tem-se






= + +∑b R R R R w                                       (3.27)
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Note que em (3.27), todas as correlações do vetor de entrada são consideradas. Isso não
acontece quando é assumida a TI.
c.2) Cálculo de T T
1
   [ ( ) ( ) ( ) ( ) ( )].
D
j
E n D n D j n D j n D j n D
=
− − − − − − − −∑ x w x x x
Seja o seguinte vetor:
 T T
1
   [ ( ) ( ) ( ) ( ) ( )],
D
j
E n D n D j n D j n D j n D
=
= − − − − − − − −∑c x w x x x        (3.28)
Rearranjando-se os termos em (3.28) e usando-se a hipótese de adaptação lenta, tem-se
T T
1
   [ ( ) ( ) ( ) ( )] [ ( )],
D
j
E n D n D j n D n D j E n D j
=
= − − − − − − − −∑c x x x x w     (3.29)
Agora, considerando-se o momento de quarta ordem de uma variável Gaussiana,
determinado no Apêndice A, obtém-se
{ }2 2
1




E n D j
=
= + + − −∑c R R R R w                            (3.30)
c.3) Cálculo de T
1
[ ( ) ( ) ( ) ( )]
D
j
E n D n j n D j n D
=
− Λ − − − −∑ x x x
Seja o seguinte vetor:
 T
1
[ ( ) ( ) ( ) ( )].
D
j
E n D n j n D j n D
=
= − Λ − − − −∑e x x x                         (3.31)




ˆ( ) ( ) ( ) ( ).
D
k
n j e n D j k n D j k n D j
=
Λ − = µ − − − − − − − −∑ x x                 (3.32)
Agora, substituindo-se (3.32) em (3.31), obtém-se




ˆ[ ( ) ( ) ( ) ( )
                       ( ) ( )].
D D
j k
E n D e n D j k n D j k n D j
n D j n D
= =
= µ − − − − − − − − −
× − − −
∑ ∑e x x x
x x
       (3.33)
Substituindo-se (3.27), (3.30) e (3.33) em (3.23), tem-se





tr[ ] [ ( )]
ˆ      [ ( ) ( ) ( )






E n D j
E n D e n D j k n D j k
n D j n D j n D
=
= =
= + + − − −
−µ − − − − − − −
× − − − − −
∑
∑∑
a R R R R w w
x x
x x x
                 (3.34)








[ ( 1)] [ ( )] [ ( )]
                      tr[ ] [ ( )]
ˆ                       + [ ( ) ( ) ( )  






E n E n E n D
E n D j




+ = +µ −µ −
−µ + + − − −




w w Rw R w
R R R R w w
x x
x T ( ) ( )].n D j n D− − −x x
      (3.35)
Dado que o modelo é derivado para adaptação lenta, podem ser desconsiderados em (3.35)






[ ( 1)] [ ( )] [ ( )]




E n E n E n D
E n D j
=
+ = +µ −µ −
−µ + + − − −∑
w w Rw R w
R R R R w w
           (3.36)
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3.3.2. Valor de regime permanente do vetor de coeficientes
O valor de regime permanente do vetor de coeficientes é calculado aplicando-se o






lim [ ( 1)] lim [ ( )] lim [ ( )]
                      tr[ ] lim [ ( )] ,
n n n
D
j j j nj
E n E n E n D
E n D j
→∞ →∞ →∞
→∞=
+ = +µ −µ −
−µ + + − − −∑
w w Rw R w
R R R R w w
      (3.37)
Assumindo-se que o algoritmo converge, o valor de regime permanente do vetor de
coeficientes do filtro adaptativo é determinado a partir da seguinte condição:
lim [ ( 1)] lim [ ( )] lim [ ( )] lim [ ( )] .
n n n n
E n E n E n D E n D j ∞→∞ →∞ →∞ →∞+ = = − = − − =w w w w w   (3.38)
Substituindo-se (3.38) em (3.37), obtém-se






∞ ∞ ∞ ∞
=
= +µ −µ −µ + + −∑w w Rw Rw R R R R w w           (3.39)
Após uma simples manipulação matemática em (3.39), determina-se
o ,∞ =Aw Aw                                                     (3.40)






⎧ ⎫= µ −µ + +⎨ ⎬⎩ ⎭∑A R R R R R
Finalmente, pré-multiplicando ambos os lados de (3.40) por 1,−A  obtém-se
o.∞ =w w                                                        (3.41)
Note que o algoritmo DLMS modificado tem o mesmo valor de regime permanente que o
algoritmo DLMS convencional. O termo de compensação atua apenas durante a fase
transiente do algoritmo. Tal fato é mais bem observado em (3.4), na qual para a condição
de convergência, a diferença T T[ ( ) ( )]n n D− −w w  é zero, anulando assim o efeito de ( )nΛ .
Capítulo 3- Algoritmo DLMS modificado 22
3.3.3. Vetor de erro nos coeficientes
Define-se o vetor de erro nos coeficientes como
( ) ( ) .n n ∞= −v w w                                                              (3.42)






[ ( 1)] [ ( )] [ ( ) ]
                            tr[ ] [ ( ) ] ,




E n E n E n D




+ + = + +µ −µ − +
−µ + + − − − +∑
v w v w Rw R v w
R R R R w v w     (3.43)







[ ( 1)] [ ( )] [ ( )]
                   tr[ ] [ ( )] .




E n E n E n d




+ = +µ − −µ −
−µ + + − − − −∑
v v R w w R v
R R R R w w v             (3.44)
Finalmente, substituindo-se (3.41) em (3.44) e rearranjando a expressão resultante,
obtém-se uma expressão recursiva que descreve o comportamento do vetor de erro nos
coeficientes. Assim,
{ }2 2 2
1
[ ( 1)] [ ( )] [ ( )]




E n E n E n D
E n D j
=
+ = −µ −
+µ + + − −∑
v v R v
R R R R v                     (3.45)
3.3.4. Curva de aprendizagem
A expressão para a curva de aprendizagem do algoritmo DLMS modificado é
obtida a partir da substituição de (3.4) em (3.1). Desta forma, reduz-se de forma
considerável a complexidade matemática requerida para se determinar uma expressão que
descreva o comportamento da curva de aprendizagem. Então,
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T T T
T
ˆ( ) ( ) ( ) ( ) [ ( ) ( )] ( )
( ) ( ) ( ).
e n D d n D n d n D n n D n D
d n D n n D
− = − − − − − − − −
− − −
w x w w x
              = w x
      (3.46)
Substituindo-se a definição do vetor de erro (3.42) em (3.46), obtém-se
T Tˆ( ) ( ) ( ) ( ) ( ).e n D d n D n n D n D∞− = − − − − − v x w x                        (3.47)
Definindo-se o erro em regime permanente como sendo
Tˆ ( ) ( ) ( ),e n d n n D∞ ∞= − −w x                                            (3.48)
e substituindo-se (3.48) em (3.47), pode-se escrever o erro como
Tˆ ˆ( ) ( ) ( ) ( ).e n D e n n n D∞− = − − v x                                      (3.49)
Elevando-se (3.49) ao quadrado e tomando-se o valor esperado em ambos os lados da
expressão resultante, tem-se
2 2 T Tˆ[ ( )] [ ( )] [ ( ) ( ) ( )] [ ( ) ( )].E e n D E e n E e n n n D E n n D∞ ∞− = − − + − v x v x                    (3.50)
Definindo-se a seguintes grandezas:
2ˆ( ) [ ( )]n E e n Dξ = −                                        (3.51)
e
2ˆ[ ( )],E e n∞ ∞ξ =                                                     (3.52)
os valores esperados do segundo e terceiro termos do lado direito de (3.50) são
determinados como segue:
a) Cálculo de Tˆ[ ( ) ( ) ( )]E e n n n D∞ −v x
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T Tˆ ˆ[ ( ) ( ) ( )] [ ( ) ( )] [ ( )].E e n n n D E e n n D E n∞ ∞− ≅ −v x x v                        (3.53)
Substituindo-se (3.48) em (3.53) e arranjando-se os termos, tem-se
T T
T T
ˆ[ ( ) ( ) ( )] [ ( ) ( )] [ ( )]
                                        [ ( ) ( )] [ ( )].
E e n n n D E d n n D E n





v x x v
w x x v
               (3.54)
Agora, substituindo-se (3.17) e utilizando-se as considerações de análise (i) e (ii) em
(3.54), obtém-se
T T T
oˆ[ ( ) ( ) ( )] [ ( )] [ ( )].E e n n n D E n E n∞ ∞− ≅ −v x w R v w R v                              (3.55)
Finalmente, substituindo-se (3.41) em (3.55), tem-se o seguinte resultado:
T T T
o oˆ[ ( ) ( ) ( )] [ ( )] [ ( )] 0.E e n n n D E n E n∞ − = − =v x w R v w R v                            (3.56)
b) Cálculo de ( )2T ( ) ( )E n n D⎡ ⎤−⎢ ⎥⎣ ⎦v x
sendo 
2T ( ) ( )n n D⎡ ⎤−⎣ ⎦v x  um escalar, o valor esperado pode ser escrito como segue:






( ) ( ) tr ( ) ( )
                                    tr[ ( ) ( )]
                                    tr [ ( ) ( )] .
E n n D E n n D
E n n
E n n
⎡ ⎤ ⎡ ⎤− = −⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦v x v x
= v RV
= v v R
                        (3.57)
Finalmente, substituindo-se (3.51), (3.56) e (3.57) em (3.50), obtém-se
{ }T( )  tr [ ( ) ( )] .n E n n∞ξ = ξ + v v R                                      (3.58)
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A partir de (3.58), observa-se que, para descrever o comportamento da curva de
aprendizagem, é necessário conhecer o valor esperado T[ ( ) ( )]E n nv v . Entretanto, dado que
o modelo é derivado utilizando-se a hipótese de adaptação lenta, o momento de segunda
ordem pode ser obtido como o produto dos momentos de primeira ordem [32]. Assim,
 T T[ ( ) ( )] [ ( )] [ ( )],E n n E n E n≅v v v v                              (3.59)
onde [ ( )]E nv  é dado por (3.42).
Assim, através das expressões (3.58) e (3.59), obtém-se a descrição para o comportamento
da curva de aprendizagem.
3.4. Modelo do algoritmo DLMS modificado (aproximação de terceira
ordem)
Nesta seção, é apresentado um segundo modelo para o algoritmo DLMS
modificado. Agora são considerados em (3.35) os termos até 3µ .  Assim para essa
condição, são novamente determinados os momentos de primeira e segunda ordens e a
curva de aprendizagem do algoritmo em questão.
3.4.1. Comportamento médio do vetor de coeficientes
Para se obter a expressão recursiva que descreva o comportamento médio do vetor
de coeficientes, em (3.35) deve-se determinar o seguinte valor esperado:
a) Cálculo de e




ˆ[ ( ) ( ) ( ) ( )
                  ( ) ( )].
D D
j k
E n D e n D j k n D j k n D j
n D j n D
= =
= − − − − − − − − −
× − − −
∑∑e x x x
x x
          (3.60)
A partir de (3.12), pode-se determinar ˆ( )e n D j k− − − . Assim,




ˆ( ) ( ) ( ) ( )
ˆ                ( ) ( ) ( ).
D
l
e n D j k d n D j k n D j k n D j k
e n D j k l n D j k l n D j k
=
− − − = − − − − − − − − − −
−µ − − − − − − − − − − −∑
w x
x x
       (3.61)









[ ( ) ( ) ( ) ( )
   ( ) ( ) (
[ ( )
[ ( ) ( ) ( ) ( )
      ( ) ( )]
)]







E n n D j k n j k n j k
n j n j n
E n
E n D d n D j k n d j n D j k
n D j n D
D D D
D D D




− − − − − − − − − − −
× − − − − −
− −
= − − − − − − − − −
× − − −




e x x x
x x









n j k n j n j n
k
D D D D
= =
× − − − − − − − −
−∑∑
x x x x
   (3.62)
Os valores esperados em (3.62) são determinados como segue:
a.1) Cálculo de f




[ ( ) ( ) ( ) ( )
      ( ) ( )],
D D
j k
E n D d n D j k n D j k n D j
n D j n D
= =
= − − − − − − − − −
× − − −
∑∑f x x x
x x
           (3.63)
A partir de (2.2), tem-se que T o( ) ( ) .d n D j k n D j k− − − = − − −x w  Substituindo-se essa





[ ( ) ( ) ( ) ( )
      ( ) ( ) ] .
D D
j k
E n D n D j k n D j n D j
n D n D j k
= =
= − − − − − − − −
× − − − −
∑∑f x x x x
x x w
             (3.64)
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No Apêndice B, é detalhado o cálculo do momento de sexta ordem de uma variável
Gaussiana. Assim, de (3.64), o requerido valor esperado é





   tr[ ] tr[ ]  tr[ ]
  tr[ ] tr[ ] tr[ ]tr[ ].
j k j k j k j k j k k j j k j k j j k k
j j j k j k j j k k j k k
k k j k j k j k j k j k j k
+ + + + + +
+ +
+ + + +
+ + + +
+ + + + + +
+ + + +
R RR R R R R R R R R R R R R
R R R R R R R R R R R R R R R
RR R R R R R R R R R R
            (3.65)
Note que em (3.65), novamente, são consideradas todas as correlações do vetor de entrada
para os diferentes atrasos.









               tr[ ] tr[ ]
               tr tr[ ]
              tr[ ] tr[
D D
j k j k j k j k j k k j j k j k
j k
j j k k j j j k j k j j k k
j k k k k j k j k
j k j k j k





= + + +
+ + + +
+ + + + +
+ +
∑∑f R RR R R R R R R R R R
R R R R R R R R R R R R
R R R R R R RR R R R R
R R R R R ) o]tr[ ] .j kR w
           (3.66)
a.2) Cálculo de g




[ ( ) ( ) ( ) ( ) 
( ) ( ) ( )],     
D D
j k
E n n D j k n j k n j k




= − − − − − − − − − −
− − − − −×
∑∑g x w x x
x x x
       (3.67)
Rearranjando-se os termos em (3.67) e usando-se a considerações de análise (i) e (ii),
tem-se




[ ( ) ( ) ( ) ( ) 
( ) ( )]      [ ( )].
D D
j k
E n n j k n j n j
n n j k
D D D D
D D E n D j k
= =
= − − − − − − − −
− − − −× − − −
∑∑g
x
x x x x
x w
             (3.68)







                  tr[ ] tr[ ]
                  tr[ ] tr[ ]
                  tr[
D D
j k j k j k j k j k k j j k j k
j k
j j k k j j j k j k j j k k
j k k k k j k j k
j k j





= + + +
+ + + +
+ + + + +
+
∑∑g R RR R R R R R R R R R
R R R R R R R R R R R R
R R R R R R RR R R R R
R R R }T ] tr[ ] tr[ ] [ ( )].
                  
k j k j k E n D j k++ − − −R R R w
        (3.69)







               tr[ ] tr[ ]
               tr[ ] tr[ ]
               tr[ ] t
D D
j k j k j k j k j k k j j k j k
j k
j j k k j j j k j k j j k k
j k k k k j k j k
j k j k j k





= + + +
+ + + +
+ + + + +
+ +
∑∑e R RR R R R R R R R R R
R R R R R R R R R R R R
R R R R R R RR R R R R
R R R R }{ }or[ ] tr[ ] [ ( )] .
                  
j k E n D j k− − − −R R w w
    (3.70)
Finalmente, substituindo-se (3.70) em (3.35) obtém-se uma expressão recursiva para o











[ ( )] µ µ [ ( )]
µ   tr[ ] [ ( )]
µ tr[ ]
                tr[ ] tr[ ]





j k j k j k j k j k k j j k j k
j k
j j k k j j j k j k j j k k
E n
E n E n D
E n D j
=




= + − −
− + + − − −
+ + + +




w Rw R w
R R R R w w
R RR R R R R R R R R R









      ( ) ( ) (
  tr[ ] tr[ ]
                tr[ ] tr[ ]tr[ ] [ ( )]
ˆµ ( ) ( )
( )
j k k k k j k j k




n j k n j n j
E n D j k
D e n D j k l n D j k l





× − − − − − − −
+ + + + +
+ + − − − −
− − − − − − − − −
− − −
∑∑∑
R R R R R R RR R R R R
R R R R R R w w
x x
x x x x ) (  )].n D−x
     (3.71)
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Dado que o modelo é derivado para adaptação lenta, em (3.71) podem ser desconsiderados











[ ( )] µ µ [ ( )]
µ   tr[ ] [ ( )]
µ tr[ ]
                tr[ ] tr[ ]





j k j k j k j k j k k j j k j k
j k
j j k k j j j k j k j j k k
E n
E n E n D
E n D j
=




= + − −
− + + − − −
+ + + +




w Rw R w
R R R R w w
R RR R R R R R R R R R





  tr[ ] tr[ ]
                tr[ ] tr[ ]tr[ ] [ ( )] .
j k k k k j k j k
j k j k j k j k E n D j k
+ +
+ +
+ + + + +
+ + − − − −
R R R R R R RR R R R R
R R R R R R w w
    (3.72)
3.4.2. Valor de regime permanente do vetor de coeficientes
O valor de regime permanente do vetor de coeficientes é determinado aplicando o










lim [ ( 1)]
lim [ ( )] µ µ lim [ ( )]
µ   tr[ ] lim [ ( )]
µ tr[ ]




j j j nj
D D
j k j k j k j k j k k j j k j k
j k
j j k k j j j k j k
E n
E n E n D








= + − −
− + + − − −





w Rw R w
R R R R w w
R RR R R R R R R R R R





               tr[ ] tr[ ]
               tr[ ] tr[ ]tr[ ] lim [ ( )] ,
j j k k
j k k k k j k j k
j k j k j k j k n





+ + + + +
+ + − − − −
R R R
R R R R R R RR R R R R
R R R R R R w w
  (3.73)
Agora, substituindo-se (3.38) em (3.73), tem-se













µ   tr[ ]
µ tr[ ]
               tr[ ] tr





j k j k j k j k j k k j j k j k
j k
j j k k j j j k j k j j k k










− + + −
+ + + +
+ + + +





R R R R w w
R RR R R R R R R R R R
R R R R R R R R R R R R
R R R R R R RR R R
}{ }T T o
r[ ]
               tr[ ] tr[ ]tr[ ] .
j k
j k j k j k j k
+
+ + ∞+ + −
R R
R R R R R R w w
           (3.74)
Agrupando-se os termos, obtém-se então











µ   tr[ ]
     µ tr[ ]
                      tr[ ] tr





j k j k j k j k j k k j j k j k
j k
j j k k j j j k j k j j k k
j k k k k j k
=




= − + +
+ + + +
+ + + +
+ + + + +
∑
∑∑
Q R R R R
R RR R R R R R R R R R
R R R R R R R R R R R R
R R R R R R RR R R
}T T
tr[ ]
                      tr[ ] tr[ ] tr[ ] .
j k




R R R R R R
Pré-multiplicando ambos os lados de (3.75) por 1(µ )−+R Q , obtém-se
o.∞ =w w                                                                    (3.76)
Note que (3.41) e (3.76) são iguais, ou seja, tal como esperado, os modelos usando a
aproximação de segunda e terceira ordens apresentam o mesmo valor de regime
permanente.
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3.4.3. Vetor de erro nos coeficientes
O vetor de erro nos coeficientes é obtido a partir da seguinte definição:
( ) ( ) .n n ∞= −v w w                                                           (3.77)












[ ( )] µ µ [ ( )]
µ   tr[ ] [ ( )]
µ tr[ ]






j k j k j k j k j k k j j k j k
j k
j j k k j j j k j k j j k k
E n
E n E n D









= + + − − −
− + + − − − −
+ + + +




v w R w w R v
R R R R w w v
R RR R R R R R R R R R





              tr[ ] tr[ ]
                 tr[ ] tr[ ]tr[ ] [ ( )] .
j k k k k j k j k
j k j k j k j k E n D j k
+ +
+ + ∞
+ + + + +
+ + − − − − −
R R R R R R RR R R R R
R R R R R R w w v
(3.78)
Agora, Aplicando-se (3.76) em (3.78), obtém-se uma expressão que descreve o









[ ( )] µ [ ( )]
µ   tr[ ] [ ( )]
 µ tr[ ]
                  tr[ ] tr[ ]





j k j k j k j k j k k j j k j k
j k
j j k k j j j k j k j j k k
E n
E n E n D
E n D j
=





+ + + − −
− + + +






R R R R v
R RR R R R R R R R R R




tr[ ] tr[ ]
                  tr[ ] tr[ ] tr[ ] [ ( )].
j k k k k j k j k
j k j k j k j k E n D j k
+ +
+ +
+ + + +
+ + − − −
R R R R R R RR R R R R
R R R R R R v
        (3.79)
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3.4.4. Curva de aprendizagem
A expressão que descreve o comportamento da curva de aprendizagem é dada por
(3.58) e (3.79). Assim tem-se
{ }T( )  tr [ ( ) ( )] ,n E n n∞ξ = ξ + v v R                                      (3.80)
onde
T T[ ( ) ( )] [ ( )] [ ( )],E n n E n E n≅v v v v                                      (3.81)
e [ ( )]E nv  é dado por (3.79).
3.5 Modelo utilizando a teoria da independência
Nesta seção, é apresentado o modelo do algoritmo DLMS modificado obtido
através do uso da teoria da independência. O comportamento dos momentos de primeira e
segunda ordens e da curva de aprendizagem são derivados a partir do modelo que utiliza a
aproximação de terceira ordem.
A expressão recursiva do comportamento médio do vetor de coeficientes
considerando a TI é obtida de (3.72). Assume-se Tβ-α [ ( α) ( β)] 0E n n= − − =R x x  para










[ ( 1)] [ ( )] [ ( )] 
                     [ ( )]





E n E n E n D
E n D j
E n D j k
=
= =
+ = +µ −µ −
−µ − − −
+ − − − −
∑
∑∑
w w Rw R w
R w w
R w w
                        (3.82)
Note que em (3.82) são desconsideradas as correlações do vetor de entrada para instantes
diferentes de tempo.
O valor de regime permanente do vetor de coeficientes é obtido aplicando-se o
limite quando n →∞  em ambos os lados da expressão (3.82). Assim,










lim [ ( 1)] lim [ ( )] lim [ ( )] 
                        lim [ ( )]






E n E n E n D
E n D j




+ = +µ −µ −
−µ − − −
+ − − − −
∑
∑∑
w w Rw R w
R w w
R w w
               (3.83)
Assumindo-se que o algoritmo convergiu, o valor de regime permanente do vetor de
coeficientes do filtro adaptativo é determinado a partir da condição:
lim [ ( 1)] lim [ ( )]
                        lim [ ( )]
                        ,
n n
n
E n E n d j




+ = − −





                               (3.84)
então, substituindo-se (3.84) em (3.83), obtém-se
o.∞ =w w                                                         (3.85)
A partir de (3.41), (3.76) e (3.85), observa-se que os diferentes modelos obtidos
para o algoritmo DLMS modificado apresentam o mesmo valor de regime permanente para
o vetor de coeficientes que, por sua vez, é igual ao do algoritmo LMS convencional. Essa
condição foi forçada através da inclusão do termo de compensação ( ).nΛ
O vetor de erro nos coeficientes é obtido a partir da seguinte definição:
( ) ( ) .n n ∞= −v w w                                                  (3.86)











[ ( 1)] [ ( )] [ ( )] 
                     [ ( )]





E n E n E n D
E n D j






+ + = + +µ − −µ −
−µ − − − −
+ − − − − −
∑
∑∑
v w v w R w w R v
R w w v
R w w w
          (3.87)
Agora, substituindo-se (3.85) em (3.87) e simplificando-se a expressão resultante,
obtém-se o vetor de erro nos coeficientes. Assim,





[ ( 1)] [ ( )] [ ( )]
                    [ ( )]





E n E n E n D
E n D j
E n D j k
=
= =
+ = −µ −
+µ − −
− − − −
∑
∑∑
v v R v
R v
R w
                          (3.88)
A expressão para a curva de aprendizagem é dada por (3.58) e (3.59). Então,:
{ }T( )  tr [ ( ) ( )] ,n E n n∞ξ = ξ + v v R                                      (3.89)
onde
T T[ ( ) ( )] [ ( )] [ ( )],E n n E n E n≅v v v v                                     (3.90)
onde [ ( )]E nv  é dado por (3.88).
Vale salientar que as expressões da curva de aprendizagem dos modelos desenvolvidos
(3.58), (3.80) e (3.89) são iguais. No entanto, o momento de segunda ordem (determinado
a partir do produto dos momentos de primeira ordem) utilizado para descrever tais
expressões é diferente para cada um dos modelos obtidos.
3.6. Conclusões
Neste capítulo, foram propostos dois modelos que descrevem o comportamento dos
momentos de primeira e segunda ordens do algoritmo DLMS modificado. Tais modelos
foram obtidos sem o uso da clássica TI e levando-se em conta a hipótese de adaptação
lenta. Também, para fins de comparação foi desenvolvido um modelo considerando a TI.
Equation Section (Next)
ALGORITMO LMS DE ERRO FILTRADO MODIFICADO
4.1. Introdução
Neste capítulo, são derivadas as expressões que descrevem o comportamento do
algoritmo FE-LMS modificado (MFE-LMS). É obtida uma expressão recursiva para o
sinal de erro filtrado modificado, o qual é utilizado para a atualização do vetor de
coeficientes do filtro adaptativo. Expressões para o comportamento dos momentos de
primeira e segunda ordens e da curva de aprendizagem são derivadas, considerando-se
adaptação lenta e sem utilizar a TI. Para fins de comparação é apresentado o modelo obtido
invocando a TI.
4.2. Análise do algoritmo MFE-LMS
4.2.1. Algoritmo LMS de erro filtrado
Primeiramente, são apresentadas as expressões para o algoritmo FE-LMS
convencional, o qual tem seu diagrama em blocos ilustrado na Fig. 4.1. Os sinais que
descrevem o comportamento do algoritmo FE-LMS são definidos como segue:
T
o o,0 o,1 o, -1[    ]Nw w w=w " : resposta ao impulso a ser identificada
T
0 1 1( ) [ ( )  ( ) ( )]Nn w n w n w n−=w "  : vetor de coeficientes adaptativos
T
0 1 1[  ]Ms s s −=s " : resposta ao impulso no caminho do erro
T( ) [ ( ) ( 1) ( 1)]n x n x n x n N= − − +x " : sinal de referência
T
f f f f( ) [ ( ) ( 1)  ( 1)]n x n x n x n N= − − −x " : sinal de referência filtrado
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( )d n : sinal desejado
( )z n : ruído de medição Gaussiano de média zero, descorrelacionado dos demais sinais do
sistema
No processo de análise considerado, ( )nx é assumido Gaussiano com média zero e
variância 2xσ .  Também as dimensões de ow  e ( )nw  são consideradas iguais para fins de
simplicidade de tratamento matemático.











Fig. 4.1. Diagrama de blocos do algoritmo FE-LMS.
A partir da Fig. 4.1, obtém-se o sinal de erro definido como
( ) ( ) ( ) ( ),e n d n y n z n= − +                                             (4.1)
onde os sinais ( )d n  e ( )y n  são, respectivamente, dados por
T T
o o( ) ( ) ( ) ,d n n n= =w x x w                                             (4.2)
e
T T( ) ( ) ( ) ( ) ( ).y n n n n n= =w x x w                                       (4.3)
Substituindo-se (4.3) em (4.1), obtém-se
T( ) ( ) ( ) ( ) ( ).e n d n n n z n= − +w x                                       (4.4)
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n s n i
−
=









e n s e n i
−
=
= −∑                                                  (4.6)
Substituindo-se (4.4) em (4.6), obtém-se uma expressão para o sinal de erro filtrado









e n s d n i s n i n i s z n i
− − −
= = =
= − − − − + −∑ ∑ ∑w x                    (4.7)
Finalmente, a equação de atualização dos coeficientes é dada por [25]
f f( 1) ( ) ( ) ( ).n n e n n+ = +µw w x                                           (4.8)
4.2.2. Algoritmo FE-LMS modificado
De forma similar ao algoritmo DLMS modificado, discutido no Capítulo 3, o
algoritmo FE-LMS modificado (MFE-LMS) é também obtido através de uma estratégia de
compensação via filtragem aplicada no caminho de erro do algoritmo FE-LMS. Essa
compensação é efetuada acrescentado um termo, denotado por f ( )n−Λ , em (4.7). Assim, a









e n s d n i s n i n i s z n i n
− − −
= = =
= − − − − + − −Λ∑ ∑ ∑w x              (4.9)
O termo f ( )nΛ  é determinado a partir da condição de que (4.9) seja igual ao erro do
algoritmo LMS convencional [17], dado por






( ) ( ) ( ) ( ) ( )




e n d n n n z n




= − − − + −∑ ∑ ∑
w x
w x
                 (4.10)










n s n n i n i
−
=
Λ = − − −∑ w w x                                (4.11)
A partir de (4.8), seguindo o procedimento realizado em (3.4) até (3.9), pode-se obter




ˆ[ ( ) ( )] µ ( ) ( ).
i
j
n n i e n j n j
=
− − = − −∑w w x                            (4.12)









n s e n j n j n i
−
= =
Λ = − − −∑∑ x x                              (4.13)













ˆ ( ) ( ) ( ) ( )
ˆ            µ ( ) ( ) ( )










e n s d n i s n i n i
s e n j n j n i







= − − − −






x x                            (4.14)
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Note que no algoritmo MFE-LMS, (4.14) apresenta uma recursão em fˆ ( ),e n  sendo que tal
característica não se encontra presente no algoritmo FE-LMS convencional. Entretanto, tal
característica é que fornece ao algoritmo modificado um comportamento similar ao do
LMS convencional.
4.2.3. Comportamento médio do vetor de coeficientes
A expressão que descreve o comportamento médio do vetor de coeficientes é obtida










( 1) ( ) ( ) ( )
                         ( ) ( ) ( )
ˆ                       ( ) ( ) ( ) ( )










n n s s n k d n i
s s n k n i n i







+ = +µ − −
−µ − − −













s s n k z n i
− −
= =
+ µ − −∑∑ x
           (4.15)










[ ( 1)] [ ( )] [ ( ) ( )]
                         [ ( ) ( ) ( )]











E n E n s s E n k d n i
s s E n k n i n i







+ = +µ − −
−µ − − −













s s E n k z n i
− −
= =
+ µ − −∑∑ x
        (4.16)
Para se determinar os valores esperados em (4.16), são assumidas as considerações
seguintes:
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As correlações entre diferentes vetores de entrada são muito mais importantes do que as
correlações entre vetores de entrada e vetores de coeficientes. Assim,
i) T T[ ( ) ( ) ( )] [ ( ) ( )] [ ( )]E n n n E n n E n≈x x w x x w ;
ii) T[ ( ) ( )] 0j iE n i n j −− − = ≠x x R  se .i j≠
As considerações (i) e (ii) são suportadas pela hipótese de adaptação lenta. Assim, cada um
dos valores esperados de (4.16) é determinado como segue:
a) Cálculo de [ ( ) ( )] :E n k d n i− −x                                                                                (4.17)
Obtendo-se ( )d n i−  a partir de (4.2) e substituindo-o na (4.17), obtém-se
T
o o[ ( ) ( )] [ ( ) ( )] .i kE n k d n i E n k n i −− − = − −x x x w = R w                     (4.18)
b) Cálculo de T[ ( ) ( ) ( )]E n k n i n i− − −x w x
De acordo com as considerações de análise (i) e (ii), tem-se então
T T[ ( ) ( ) ( )] [ ( ) ( )] [ ( )]
                                             [ ( )]. i k
E n k n i n i E n k n i E n i
E n i−
− − − ≅ − − −
= −
x w x x x w
R w
               (4.19)
c) Cálculo de :a










s s n k e n j n j n i
− −
= = =
= − − − −∑∑∑a x x x                        (4.20)
Deve-se encontrar o valor esperado de .a  Para tal, primeiramente necessita-se determinar
os termos f ( )e n j−  e Tf ( )n j−x , os quais são, a partir de (4.14) e (4.5), respectivamente
obtidos por
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e n j s d n j l s n j l n j l
s e n j l n j l n j l







− = − − − − − − −
















n j s n j p
−
=
− = − −∑x x                                        (4.22)
Substituindo-se (4.21) e (4.22) em (4.20) e tomando-se o valor esperado da expressão
resultante, tem-se
1 1 1 1
T
0 1 0 0 0
1 1 1 1
T T
0 1 0 0 0
[ ]
[ ( ) ( ) ( ) ( )]
 [ ( ) ( ) ( ) ( )
                                         (
M i M M M
i k l p
i j k l p
M i M M M
i k l p
i j k l p
E
s s s s E n k d n j l n j p n i
s s s s E n k n j l n j l n j p
n
− − − −
= = = = =
− − − −
= = = = =
= − − − − − −






x w x x
x
1 1 1 1
T
f f






ˆµ [ ( ) ( ) ( )
                                                 ( ) ( ) ( )]
[ ( ) ( ) ( ) (
M i M M l M
i k l p
i j k l m p
M
i k l p
p
i
s s s s E n k e n j m n j m
n j l n j p n i
s s s s E n k z n j l n j p n i
− − − −




− − − − − −
× − − − − −







0 1 0 0
)].
M i M M
i j k l
− − −
= = = =
∑∑∑∑
   (4.23)
Para o cálculo do valor esperado (4.23), devem ser determinados, primeiramente, os
seguintes valores esperados:
c.1) Cálculo de :b
Seja b dado pelo seguinte vetor:
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1 1 1 1
T
0 1 0 0 0
[ ( ) ( ) ( ) ( )].
M i M M M
i k l p
i j k l p
s s s s E n k d n j l n j p n i
− − − −
= = = = =
= − − − − − −∑∑∑∑∑b x x x        (4.24)
A partir de (4.2), tem-se que T o( ) ( ) ;d n j l n j l− − = − −x w  então, substituindo-se essa
expressão em (4.24), obtém-se
1 1 1 1
T T
o
0 1 0 0 0
[ ( ) ( ) ( ) ( )] .
M i M M M
i k l p
i j k l p
s s s s E n k n j p n i n j l
− − − −
= = = = =
= − − − − − −∑∑∑∑∑b x x x x w      (4.25)
No Apêndice A é detalhado o cálculo do momento de quarta ordem de uma variável




[ ( ) ( ) ( ) ( )]
                                                                         tr[ ].
j p k j l i i k l p
j l k j p i
E n k n j p n i n j l + − + − − −
+ − + −
− − − − − − = +
+
x x x x R R R R
R R
        (4.26)
Finalmente, substituindo-se (4.26) em (4.25), tem-se
{ }1 1 1 1 T o
0 1 0 0 0
tr[ ] .
M i M M M
i k l p j p k j l i i k l p j l k j p i
i j k l p
s s s s
− − − −
+ − + − − − + − + −
= = = = =
= + +∑∑∑∑∑b R R R R R R w     (4.27)
c.2) Cálculo de :c
Seja c dado pelo seguinte vetor:
1 1 1 1
T
0 1 0 0 0
T
[ ( ) ( ) ( )
                                               ( ) ( )],
M i M M M
i k l p
i j k l p
s s s s E n k n j l n j l
n j p n i
− − − −
= = = = =
= − − − − −
× − − −
∑∑∑∑∑c x w x
x x
              (4.28)
utilizando-se as considerações de análise, (4.28) pode ser escrito da seguinte forma:
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1 1 1 1
T T
0 1 0 0 0
1 1 1 1
T T
0 1 0 0 0
[ ( ) ( ) ( ) ( )
      ( )]
  [ ( ) ( ) ( ) ( )]
      [ ( )].
M i M M M
i k l p
i j k l p
M i M M M
i k l p
i j k l p
s s s s E n k n j p n i n j l
n j l
s s s s E n k n j p n i n j l
E n j l
− − − −
= = = = =
− − − −
= = = = =
= − − − − − −
× − −




c x x x x
w
x x x x
w
   (4.29)
Agora, substituindo-se (4.26) em (4.29), obtém-se
{ }1 1 1 1 T
0 1 0 0 0
tr[ ]
      [ ( )].
M i M M M
i k l p j p k j l i i k l p j l k j p i
i j k l p
s s s s
E n j l
− − − −
+ − + − − − + − + −
= = = = =
= + +
× − −
∑∑∑∑∑c R R R R R R
w
       (4.30)
Finalmente, substituindo-se (4.27) e (4.30) em (4.23) e arranjando-se os termos da
expressão resultante, chega-se à seguinte expressão:
{ }
{ }
1 1 1 1
T
0 1 0 0 0
o
1 1 1 1
T
f f
0 1 0 0 1 0
[ ] tr[ ]
            [ ( )]
ˆ           µ [ ( ) ( ) ( )
 
M i M M M
i k l p j p k j l i i k l p j l k j p i
i j k l p
M i M M l M
i k l p
i j k l m p
E s s s s
E n j l
s s s s E n k e n j m n j m
− − − −
+ − + − − − + − + −
= = = = =
− − − −
= = = = = =
= + +
× − − −
− − − − − −
∑∑∑∑∑
∑∑∑∑∑∑




1 1 1 1
T
0 1 0 0 0
          ( ) ( ) ( )]
           [ ( ) ( ) ( ) ( )].
M i M M M
i k l p
i j k l p
n j l n j p n i
s s s s E n k z n j l n j p n i
− − − −
= = = = =
× − − − − −




Então, para se obter o resultado procurado, substitui-se (4.18), (4.19) e (4.31) em (4.16).
Assim, a expressão recursiva que descreve o comportamento médio do vetor de
coeficientes do algoritmo MFE-LMS é dada por







1 1 1 1
2 T









[ ( )]  
µ tr[ ]
         [ ( )]
µ [ ( )
M M
i k i k
i k
M i M M M
i k l p j p k j l i i k l p j l k j p i
i j k l p
i k l p
E n
E n
s s E n i
s s s s
E n j l




− − − −
+ − + − − − + − + −















R R R R R R
w w
x
1 1 1 1
T
f f
0 1 0 0 1 0
T
1 1 1 1
2 T
0 1 0 0 0
(V)
(VI)
ˆ ( ) ( )
          ( ) ( ) ( )]
µ [ ( ) ( ) ( ) ( )].
[ ( ) ( )
M i M M l M
i j k l m p
M i M M M
i k l p
i j k l p
i k
k
e n j m n j m
n j l n j p n i
s s s s E n k z n j l n j p n i
s s E n k z n i
− − − −
= = = = = =
− − − −
= = = = =
→
→
− − − −
× − − − − −















∑∑         (4.32)
Agora, assumindo ainda que:
iii) o modelo derivado considera a hipótese de adaptação lenta; então em (4.32)
podem ser desprezados aqueles termos que sejam afetados pelo fator βµ ,  com
β 3;≥
iv) o ruído de medição é branco, Gaussiano e de média zero, descorrelacionado dos
demais sinais do sistema, ou seja
[ ( ) ( )] [ ( )] [ ( )] 0,       .E z n i n j E z n i E n j i e j− − = − − = ∀x x                    (4.33)
 Assim, em (4.32), levando-se em consideração (iii), pode ser desconsiderado o termo (IV);








1 1 1 1
2 T
0 1 0 0 0
o
[ ( 1)]
[ ( )] [ ( )]  
µ tr[ ]
[ ( )] .
M M
i k i k
i k
M i M M M
i k l p j p k j l i i k l p j l k j p i
i j k l p
E n
E n s s E n i
s s s s




− − − −
+ − + − − − + − + −








w R w w
R R R R R R
w w
  (4.34)
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4.2.4. Valor de regime permanente do vetor de coeficientes
O valor de regime permanente do vetor de coeficientes é obtido calculando-se o







1 1 1 1
2 T
0 1 0 0 0
o
lim [ ( 1)]
lim [ ( )] lim [ ( )]  
µ tr[ ]
lim [ ( )] .
n
M M
i k i kn ni k
M i M M M
i k l p j p k j l i i k l p j l k j p i
i j k l p
n
E n
E n s s E n i
s s s s




− − − −
+ − + − − − + − + −









w R w w
R R R R R R
w w
           (4.35)
Assumindo-se então que o algoritmo converge, o valor de regime permanente do vetor de
coeficientes do filtro adaptativo é determinado a partir da seguinte condição:
lim [ ( 1)] lim [ ( )]
                        lim [ ( )]




E n E n i
E n










                                 (4.36)
Substituindo-se (4.36) em (4.35) e agrupando-se os termos da expressão resultante, obtém-
se





1 1 1 1
2 T
0 0 1 0 0
tr[ ] .
M M
i k i k
i k
M M i M M
i k l p j p k j l i i k l p j l k j p i
i j k l p
s s




− − − −
+ − + − − − + − + −






R R R R R R
Finalmente, pré-multiplicando ambos os lados de (4.37) por 1,−A  determina-se
Capítulo 4- Algoritmo FE-LMS modificado 46
o.∞ =w w                                                         (4.38)
Note que similarmente ao algoritmo MDLMS, o algoritmo MFE-LMS tem o mesmo valor
do regime permanente que o algoritmo FE-LMS. O termo de compensação apenas tem
efeito durante a fase transiente do algoritmo, extinguindo-se no regime permanente. Tal
fato é mais bem observado em (4.11), na qual para a condição de convergência, a diferença
{ }T T( ) ( )n n i− −w w  é zero, anulando assim o efeito de f ( )nΛ .
4.2.5. Vetor de Erro nos Coeficientes
Definindo-se o vetor de erro nos coeficientes em relação a ∞w  como
( ) ( ) ,n n ∞= −v w w                                                (4.39)







1 1 1 1
2 T
0 1 0 0 0
o
[ ( 1)]
[ ( )] [ ( )]  
µ tr[ ]
[ ( )] .
M M
i k i k
i k
M i M M M
i k l p j p k j l i i k l p j l k j p i
i j k l p
E n
E n s s E n i
s s s s





− − − −
+ − + − − − + − + −
= = = = =
∞
+ + =
+ +µ − − −
− + +
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Finalmente, substituindo-se (4.38) em  (4.40) e manipulando-se a expressão resultante,
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4.2.6. Curva de aprendizagem
Para determinar a expressão da curva de aprendizagem do algoritmo MFE-LMS,
deve-se inicialmente substituir (4.11) em (4.9), e após uma simples manipulação
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Agora, aplicando-se novamente a definição do vetor de erro nos coeficientes
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Definindo-se a seguinte grandeza:
2
f fˆ( ) [ ( )],n E e nξ =                                                             (4.47)
determinam-se os valores esperados da expressão (4.46) como segue:
a) Cálculo de 2ˆ [ ( )] :E e n∞
Primeiramente, necessita-se conhecer 2ˆ ( )e n∞ ; para tal, substitui-se (4.36) em (4.41). Agora,
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Agora, substituindo-se (4.44) em (4.53) e arranjando-se os termos da expressão resultante,
obtém-se
1 1 1 1
T T T
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A partir de (4.2), pode-se obter ( );d n k−  assim, substituindo-se a expressão resultante em
(4.54) e utilizando-se as considerações de análise (ii) e (iv), obtém-se
1 1 1 1
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o
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M M M M
i k i k i k i k
i k i k
s s s s
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= −∑∑ ∑∑a w R w R                               (4.55)
Agora, substituindo-se (4.37) em (4.55), tem-se
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c) Cálculo de T T[ ( ) ( ) ( ) ( )] :E n n i n j n− −v x x v






[ ( ) ( ) ( ) ( )] tr [ ( ) ( )]
                                              tr [ ( ) ( )] .
j i
j i




− − =v x x v v R v
= v v R
                    (4.58)
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Finalmente, substituindo-se (4.47), (4.50), (4.57) e (4.58) em (4.46), obtém-se uma
expressão para a curva de aprendizagem. Assim,
{ }1 1 12 2 Tf ruído
0 0 0
( )  σ tr [ ( ) ( )] . 
M M M
i i j j i
i i j




= +∑ ∑∑ R v vξ                    (4.59)
A partir de (4.59), observa-se que para descrever o comportamento da curva de
aprendizagem é necessário conhecer o valor esperado T[ ( ) ( )]E n nv v . Entretanto,
levando-se em consideração a hipótese de adaptação lenta, o momento de segunda ordem
pode ser determinado utilizando-se a aproximação apresentada em [32]. Dessa forma,
T T[ ( ) ( )] [ ( )] [ ( )],E n n E n E n≅v v v v                                      (4.60)
onde [ ( )]E nv  é dado por (4.41).
Assim, através de (4.59) e (4.60), obtém-se a descrição para o comportamento da curva de
aprendizagem do algoritmo MFE-LMS.
4.3. Modelo utilizando a teoria da independência
Para fins de comparação, nesta seção, é apresentado um modelo do algoritmo
MFE-LMS considerando a TI. Nessa condição, tem-se que Tβ-α [ ( α) ( β)] 0E n n= − − =R x x
para β α≠ .
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A partir de (4.61), observa-se que o modelo que utiliza a TI desconsidera as
correlações do vetor de entrada para instantes de tempo diferentes.
O vetor de regime permanente do vetor de coeficientes é obtido aplicando-se o
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Assumindo-se então que o algoritmo convergiu, o valor de regime permanente do vetor de
coeficientes do filtro adaptativo é determinado pela seguinte condição:
lim [ ( 1)] lim [ ( )] lim [ ( )]
                        lim [ ( )] .
n n n
n
E n E n i E n
E n j k
→∞ →∞ →∞
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Então, realizando-se uma simples manipulação matemática em (4.64), obtém-se
o.∞ =w w                                                                   (4.65)
Note que as expressões (4.38) e (4.65) são iguais, ou seja, ambos os modelos têm o
mesmo valor de regime permanente. A diferença está na fase transiente. Isto acontece
porque, quando usada a TI, algumas correlações importantes são desconsideradas. Tal fato
ficará evidenciado no capítulo 5, no qual serão apresentados os resultados de simulação.
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Finalmente, aplicando-se (4.65) em (4.66), obtém-se uma expressão recursiva para o vetor
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As mesmas observações feitas para o comportamento médio do vetor de coeficientes
podem também ser estendidas para o vetor de erro nos coeficientes quando comparadas as
expressões (4.41) e (4.67).
Utilizando-se a TI em (4.59), obtém-se a expressão do erro quadrático médio.
Assim,
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{ }1 12 2 2 Tf ruído
0 0
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= +∑ ∑ v v Rξ                             (4.68)
sendo
T T[ ( ) ( )] [ ( )] [ ( )],E n n E n E n≅v v v v                                     (4.69)
onde [ ( )]E nv  é dado por (4.54).
A partir de (4.61), (4.67) e (4.68), pode-se observar que a TI desconsidera um
conjunto de termos que faz com que o modelo resultante seja inadequado para representar
o algoritmo em questão. No próximo capítulo, será evidenciada tal situação.
4.4. Conclusões
Neste capítulo, foi apresentado um modelo que descreve o comportamento dos
momentos de primeira e segunda ordens e da curva de aprendizagem do algoritmo
MFE-LMS. Tal modelo foi determinado levando-se em consideração a hipótese de
adaptação lenta e sinais Gaussianos de entrada. Também, para fins de comparação é
apresentado um outro modelo que considera a TI para a sua obtenção.
RESULTADOS DE SIMULAÇÃO
Neste capítulo, são apresentados resultados de simulações com objetivo de verificar
os modelos analíticos desenvolvidos nos Capítulos 3 e 4. Os parâmetros utilizados nos
exemplos foram escolhidos para representar, de forma clara e concisa, as vantagens e
limitações dos modelos propostos.
5.1. Algoritmo MDLMS utilizando sinal de entrada branco
Nesta seção, primeiramente, é comparado o algoritmo DLMS convencional com o
algoritmo DLMS modificado (MDLMS) através do método Monte Carlo (MC). Para tal,
levam-se em conta três parâmetros de comparação: valor máximo do passo de adaptação,
velocidade de convergência (para um mesmo passo de adaptação) e o erro em excesso, os
quais são determinados experimentalmente para cada um dos algoritmos. Já nos exemplos
subseqüentes, são apresentados resultados dos modelos desenvolvidos para o algoritmo
DLMS modificado.
CAPÍTULO 5
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Exemplo 1: Para este exemplo, são apresentados resultados de simulação Monte Carlo
(MC) (média de 200 realizações independentes) dos algoritmos DLMS e MDLMS. Os
parâmetros utilizados são: atraso 12D = ; resposta ao impulso da planta
T
o [1;0,9;0,8;0,7; 0,3; 0,4; 0,5; 0,6]= − − − −w ; { ( )}x n  processo branco, Gaussiano com
média zero e 2 1x =σ ; limite superior para o passo de adaptação maxµ  0,06=  e maxµ  0,1=
(determinados experimentalmente, observando-se o valor máximo do passo o qual
assegure a convergência do algoritmo para apenas uma realização) para os algoritmos
DLMS e MDLMS, respectivamente. A Fig. 5.1 ilustra os resultados de simulação para
µ 0,04,=  observando-se que o algoritmo MDLMS converge muito mais rápido do que o
algoritmo DLMS convencional para um mesmo valor de passo de adaptação. Os erros em
excesso iguais a 41,10 10−×  e 41,12 10−× (obtidos a partir das simulações), correspondentes,
respectivamente, aos algoritmos MDLMS e DLMS, são também determinados.




























Figura 5.1. Exemplo 1. Curva de aprendizagem com µ 0,04.=  Algoritmo DLMS (linha irregular cinza);
algoritmo MDLMS (linha irregular preta).
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Exemplo 2: Neste exemplo são apresentados os resultados de simulação Monte Carlo
(média de 200 realizações independentes) e o modelo proposto para o algoritmo MDLMS.
Os parâmetros utilizados são: 6;D =  a planta utilizada é a mesma do Exemplo 1; { ( )}x n  é
um processo branco, Gaussiano com média zero e 2 1x =σ ; o limite superior para o passo de
adaptação é maxµ  0,1=  (determinado experimentalmente). Para esse caso, são utilizados:
max max maxµ / 35, µ / 20  e   µ / 7.  As Figs. 5.2(a), 5.3(a) e 5.4(a) ilustram a evolução do
comportamento médio do vetor de coeficientes considerando o método de Monte Carlo, o
modelo usando a TI (3.82) e os modelos propostos (3.36) e (3.72). As figuras mostram que
os modelos (usando a TI e os modelos propostos) predizem satisfatoriamente o
comportamento médio do vetor de coeficientes. As curvas mostradas correspondem aos
coeficientes 1[ ( )]E w n - 4[ ( )]E w n  do filtro adaptativo. As Figs. 5.2(b), 5.3(b) e 5.4(b)
ilustram as curvas de aprendizagem obtidas a partir de simulação Monte Carlo e através
dos modelos teóricos (considerando a TI e os modelos propostos). Nota-se também aqui
um satisfatório casamento entre simulação e modelos teóricos obtidos.
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Figura 5.2. Exemplo 2. (a) Comportamento médio do vetor de coeficientes, com maxµ / 35.  Simulação MC
(linha irregular cinza); modelo utilizando a TI (3.82) idêntico aos modelos propostos (3.36) e (3.72) (linha
tracejada preta). (b) Curva de aprendizagem com maxµ / 35.  Simulação MC (linha irregular cinza); modelo
utilizando a TI (3.89) idêntico aos modelos propostos (3.58) e (3.80) (linha tracejada preta).
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Figura 5.3. Exemplo 2. (a) Comportamento médio do vetor de coeficientes, com maxµ / 20.  Simulação MC
(linha irregular cinza); modelo utilizando a TI (3.82) idêntico aos modelos propostos (3.36) e (3.72) (linha
tracejada preta). (b) Curva de aprendizagem com maxµ / 20.  Simulação MC (linha irregular cinza); modelo
utilizando a TI (3.89) idêntico aos modelos propostos (3.58) e (3.80) (linha tracejada preta).
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Figura 5.4. Exemplo 2. (a) Comportamento médio do vetor de coeficientes, com maxµ / 7.  Simulação MC
(linha irregular cinza); modelo utilizando a TI (3.82) idêntico aos modelos propostos (3.36) e (3.72) (linha
tracejada preta). (b) Curva de aprendizagem com maxµ / 7.  Simulação MC (linha irregular cinza); modelo
utilizando a TI (3.89) idêntico aos modelos propostos (3.58) e (3.80) (linha tracejada preta).
Exemplo 3: Neste exemplo os parâmetros usados são: 12;D =  planta
T
o [1;0,9;0,8;0,7;0,6;0,5;0,4;0,3;0,2; 0,1; 0,1; 0,2; 0,3; 0,4; 0,5; 0,6 ]= − − − − − −w ; passo
máximo maxµ  0,1=  (determinado experimentalmente); para este exemplo, é usado
maxµ / 20.  A Fig. 5.5(a) ilustra o comportamento médio do vetor de coeficientes obtidos a
partir de simulação Monte Carlo (média de 200 realizações independentes) e através de
(3.82), (3.36) e (3.72). Observa-se que utilizando um filtro com maior número de
coeficientes também se obtém uma predição satisfatória com o modelo utilizando a TI e os
modelos propostos. As curvas ilustradas correspondem aos valores esperados dos
coeficientes 1[ ( )]E w n - 4[ ( )]E w n  do filtro adaptativo. A Fig. 5.5(b) mostra o
comportamento da curva  de aprendizagem, observando-se novamente uma predição
satisfatória do resultado de simulação a partir de tais modelos.
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Figura 5.5. Exemplo 3. (a) Comportamento médio do vetor de coeficientes, com maxµ / 20.  Simulação MC
(linha irregular cinza); modelo utilizando a TI (3.82) idêntico aos modelos propostos (3.36) e (3.72) (linha
tracejada preta). (b) Curva de aprendizagem com maxµ / 20.  Simulação MC (linha irregular cinza); modelo
utilizando a TI (3.89) idêntico aos modelos propostos (3.58) e (3.80) (linha tracejada preta).
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Exemplo 4: Para este exemplo, a planta utilizada é ilustrada na Fig. 5.6(a), cuja dimensão é
32N = . Os outros parâmetros são: 20;D =  valor máximo do passo de adaptação é
maxµ  0,04=  (determinado experimentalmente) e o valor utilizado é maxµ / 20.  As curvas
ilustradas na Fig. 5.6(b) correspondem aos valores esperados dos coeficientes 1[ ( )]E w n -
4[ ( )]E w n  do filtro adaptativo. Resultados similares resultados aos obtidos nas Figs. 5.5(b)
e (c) são também conseguidos nas Figs. 5.6(b) e (c), respectivamente. Novamente, o
modelo utilizando a TI e os modelos propostos apresentam resultados satisfatórios na
predição da evolução do comportamento médio do vetor de coeficientes e da curva de
aprendizagem.
(a)
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Figura 5.6. Exemplo 4. (a) Resposta ao impulso da planta. (b) Comportamento médio do vetor de
coeficientes, com maxµ / 20.  Simulação MC (linha irregular cinza); modelo utilizando a TI (3.82) idêntico aos
modelos propostos (3.36) e (3.72) (linha tracejada preta). (c) Curva de aprendizagem com maxµ / 20.
Simulação MC (linha irregular cinza); modelo utilizando a TI (3.89) idêntico aos modelos propostos (3.58) e
(3.80) (linha tracejada preta).
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5.2. Algoritmo MDLMS utilizando sinal de entrada colorido
Nesta seção, primeiramente, é comparado o algoritmo DLMS convencional com o
algoritmo MDLMS para um sinal de entrada colorido. Para tal finalidade, levam-se em
conta dois parâmetros de comparação: velocidade de convergência máxima e o erro em
excesso, os quais são determinados experimentalmente para cada um dos algoritmos. O
sinal colorido é obtido a partir de um processo auto-regressivo de segunda ordem dado por
1 2( ) ( 1) ( 2) ( ),x n a x n a x n u n= − + − +                                      (5.70)
onde ( )u n  é um ruído branco com variância unitária, 1 0,975a = −  e 1 0,95a = . A dispersão
dos autovalores da matriz de entrada é 45,25. Os Exemplos 6, 7 e 8 desta seção verificam a
precisão do modelo proposto.
Exemplo 5: Neste exemplo, são apresentadas as curvas de aprendizagem obtidas a partir de
simulação Monte Carlo (média de 300 realizações independentes) dos algoritmos DLMS e
MDLMS. Os parâmetros utilizados são: 12D =  e a planta utilizada é a mesma do
Exemplo 1. Os valores do passo de adaptação máximo são maxµ  0,02=  e maxµ  0,05=
(determinados experimentalmente) para os algoritmos DLMS e MDLMS, respectivamente.
Para esse caso, a dispersão dos autovalores da matriz de entrada é 45,25  e o valor do
passo de adaptação considerado é µ=0,006 . Da Fig. 5.7, nota-se que ambos os algoritmos
são representados por uma mesma curva, visto que tais algoritmos apresentaram tanto
similar velocidade de convergência quanto de erro em excesso.
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Figura 5.7. Exemplo 5. Curva de aprendizagem com µ=0,006 . Algoritmo DLMS idêntico ao algoritmo
MDLMS (linha irregular cinza).
Exemplo 6: Neste exemplo, os parâmetros utilizados são: 6D = , a planta é a mesma
descrita no Exemplo 5.1; valor do passo de adaptação máximo é maxµ  0,04=
(determinado experimentalmente), passo de adaptação usado é max0,5µ .  A Fig. 5.8(a)
ilustra a evolução do comportamento médio do vetor de coeficientes considerando o
método de Monte Carlo, o modelo usando a TI (3.82) e os modelos propostos (3.36) e
(3.72). As figuras mostram que os modelos (usando a TI e os modelos propostos) predizem
satisfatoriamente o comportamento médio do vetor de coeficientes. As curvas mostradas
correspondem aos valores esperados dos coeficientes 1[ ( )]E w n - 4[ ( )]E w n  do filtro
adaptativo. A Fig. 5.8(b) mostra o comportamento das curvas de aprendizagem obtidas a
partir de simulação Monte Carlo e através do modelo usando a TI e os modelos propostos,
apresentando um casamento satisfatório entre a simulação e os modelos teóricos derivados.
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Figura 5.8. Exemplo 6. (a) Comportamento médio do vetor de coeficientes para max0,5µ .  Simulação MC
(linha irregular cinza); modelo utilizando a TI (3.82) idêntico aos modelos propostos (3.36) e (3.72) (linha
tracejada preta). (b) Curva de aprendizagem com max0,5µ .  Simulação MC (linha irregular cinza); modelo
utilizando a TI (3.89) idêntico aos modelos propostos (3.58) e (3.80) (linha tracejada preta).
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Exemplo 7: Neste exemplo, os parâmetros utilizados são: 12;D =  a planta descrita no
Exemplo 3; o valor máximo do passo de adaptação maxµ  0,02=  (determinado
experimentalmente). A partir das figuras apresentadas para este exemplo, observa-se que
para um valor de passo de adaptação max0, 25µ ,  os modelos teóricos mostrados nas
Figs. 5.9(a) e (b) apresentam uma predição adequada para o comportamento médio do
vetor de coeficientes e da curva de aprendizagem. Na Fig. 5.10(a), usando-se um valor de
passo de adaptação max0, 4µ ,  o modelo que considera a TI (3.82) e o modelo proposto
(aproximação de terceira ordem) (3.72), também apresentam uma predição satisfatória para
o comportamento médio dos coeficientes do filtro. No entanto, o modelo com aproximação
de segunda ordem (3.36) diverge. Tal divergência é devido ao fato de o modelo ter sido
truncado, desconsiderando os termos afetados pelo fator βµ ,  com β 3≥ . Resultados
similares àqueles obtidos para o comportamento médio do vetor de coeficientes são
também obtidos para a curva de aprendizagem.
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Figura 5.9. Exemplo 7. (a) Comportamento médio do vetor de coeficientes para maxµ 0,25µ .=  Simulação
MC (linha irregular cinza); modelo utilizando a TI (3.82) idêntico aos modelos propostos (3.36) e (3.72)
(linha tracejada preta). (b) Curva de aprendizagem com max0,25µ .  Simulação MC (linha irregular cinza);
modelo utilizando a TI (3.89) idêntico aos modelos propostos (3.58) e (3.80) (linha tracejada preta).
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Figura 5.10. Exemplo 7. (a) Comportamento médio do vetor de coeficientes para max0,4µ .  Simulação MC
(linha irregular cinza); modelo utilizando a TI (3.82) idêntico ao modelo proposto (3.72) (linha tracejada
preta). (b) Curva de aprendizagem com max0,4µ .  Simulação MC (linha irregular cinza); modelo utilizando a
TI (3.89) idêntico ao modelo proposto (3.80) (linha tracejada preta).
Exemplo 8: Neste exemplo, utilizou-se a planta ilustrada na Fig. 5.6(a); 20;D =  e valor
máximo do passo de adaptação maxµ  0,01=  (determinado experimentalmente). As curvas
ilustradas nas Figs. 5.11(a) e 5.12(a) correspondem aos valores esperados dos coeficientes
1[ ( )]E w n - 4[ ( )]E w n  do filtro adaptativo. Resultados similares àqueles obtidos nas
Figs. 5.9(a), (b) e 5.10(a), (b) são também conseguidos nas Figs. 5.11(a), (b) e 5.12(a), (b),
respectivamente. Tal como ocorreu para o Exemplo 7, para este caso o modelo usando a
aproximação de segunda ordem diverge para um valor do passo de adaptação de max0, 4µ .
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Figura 5.11. Exemplo 8. (a) Comportamento médio do vetor de coeficientes para max0,1µ .  Simulação MC
(linha irregular cinza); modelo utilizando a TI (3.82) idêntico aos modelos propostos (3.36) e (3.72) (linha
tracejada preta). (b) Curva de aprendizagem com max0,1µ .  Simulação MC (linha irregular cinza); modelo
utilizando a TI (3.89) idêntico aos modelos propostos (3.58) e (3.80) (linha tracejada preta).
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Figura 5.12. Exemplo 8. (a) Comportamento médio do vetor de coeficientes com maxµ 0, 4µ .=  Simulação
MC (linha irregular cinza); modelo utilizando a TI (3.82) idêntico ao modelo proposto (3.72) (linha tracejada
preta). (b) Curva de aprendizagem para max0,4µ .  Simulação MC (linha irregular cinza); modelo utilizando a
TI (3.89) idêntico ao modelo proposto (3.80) (linha tracejada preta).
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5.3.  Algoritmo MFE-LMS utilizando sinal de entrada branco
Nesta seção, primeiramente, é comparado o algoritmo FE-LMS com o algoritmo
MFE-LMS através do método de Monte Carlo. Para tal, levam-se em conta três parâmetros
de comparação: valor máximo do passo de adaptação, velocidade de convergência (para
um mesmo passo de adaptação) e o erro em excesso, os quais são determinados
experimentalmente para cada um dos algoritmos. Já nos seguintes exemplos, são
apresentados resultados dos modelos, proposto e o que usa a TI, para o algoritmo
MFE-LMS.
Exemplo 9: Neste exemplo, são apresentados os resultados de simulação Monte Carlo
(média de 700 realizações independentes) dos algoritmos FELMS e MFELMS. A planta é
a mesma descrita no Exemplo 1; T[0,052; 0,281; 0,67]=s , representa a resposta ao
impulso no caminho do erro; { ( )}x n  é um processo branco, Gaussiano com média zero e
2 1x =σ ; valores máximos do passo são maxµ  0,16=  e maxµ  0, 2=  (determinados
experimentalmente) para os algoritmos FELMS e FE-LMS, respectivamente. A Fig. 5.13
mostra os resultados de simulação para µ 0,12;=  observa-se que o algoritmo MFE-LMS
converge mais rápido do que o algoritmo FE-LMS para um mesmo valor do passo de
adaptação. Também, determinou-se experimentalmente os erros em excesso 41, 4 10−×  e
41,8 10−×  (determinados a partir das simulações), correspondentes, respectivamente, aos
algoritmos MFE-LMS e FE-LMS.
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Figura 5.13. Exemplo 9. Curva de aprendizagem para µ 0,12.=  Algoritmo FE-LMS (linha irregular cinza);
algoritmo MFE-MS (linha irregular preta).
Exemplo 10: Para este exemplo, a planta utilizada é a mesma descrita no Exemplo 1;
[ ]T0,052;  0, 28;  0,66=s ; { ( )}x n  é um ruído branco, Gaussiano com média zero e 2 1x =σ ;
o limite superior do passo de adaptação é maxµ  0, 2=  (determinado experimentalmente).
Para este caso são utilizados max maxµ 0,8µ   e   0,3µ= . As Figs. 5.14(a) e 5.15(a) mostram o
comportamento médio do vetor de coeficientes para os resultados de simulação Monte
Carlo, os obtidos através do modelo que utiliza a TI (4.61) e o modelo proposto (4.34).
Nota-se que o modelo proposto prediz satisfatoriamente a evolução do comportamento
médio do vetor coeficientes do filtro. Entretanto, o modelo que utiliza a TI apresenta um
descasamento na fase transiente; isso porque esse último modelo não considera as
correlações do vetor de entrada para tempos diferentes. As curvas mostradas nas Figs.
5.14(a) e 5.15(a) correspondem aos valores médios dos coeficientes 1[ ( )]E w n - 4[ ( )]E w n  do
filtro adaptativo. As Figs. 5.14(b) e 5.15(b) ilustram as curvas de aprendizagem obtidas a
partir de simulação Monte Carlo, através do modelo que utiliza a TI (4.68) e do modelo
proposto (4.59). Novamente, nota-se que o modelo proposto prediz satisfatoriamente o
comportamento da curva de aprendizagem, enquanto aquele obtido com a TI falha para a
fase transiente.
Capítulo 5- Resultados de Simulação 73



















































Modelo proposto  
Usando a TI  
(b)
Figura 5.14. Exemplo 10. (a) Comportamento médio do vetor de coeficientes para max0,8µ .  Simulação MC
(linha irregular cinza); usando a TI (4.61) (linha contínua preta); modelo proposto (4.34) (linha tracejada
preta). (b) Curva de aprendizagem com max0,8µ .  Simulação MC (linha irregular cinza); usando a TI (4.68)
(linha contínua preta); modelo proposto (4.59) (linha tracejada preta).
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 Usando a TI
Simulação MC 
(b)
Figura 5.15. Exemplo 10. (a) Comportamento médio do vetor de coeficientes com max0,3µ .  Simulação MC
(linha irregular cinza); usando a TI (4.61) (linha contínua preta); modelo proposto (4.34) (linha tracejada
preta). (b) Curva de aprendizagem para max0,3µ .  Simulação MC (linha irregular cinza); usando a TI (4.68)
(linha contínua preta); modelo proposto (4.59) (linha tracejada preta).
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Exemplo 11: Para este exemplo, a planta considerada é o [1,00;0,84;0,45;0,67; 0,19= −w
T ;0,39;0,12; 0,30; 0,54]− ; T[0,023;0,071;0,194;0,327;0,384]=s ; { ( )}x n é um processo
branco, Gaussiano com média zero e 2 1x =σ ; valor máximo do passo de adaptação
maxµ  0,16=  (determinado experimentalmente). Para este caso, são utilizados:
max maxµ= 0,6µ   e   0,3µ  (média de 100 realizações independentes). As curvas mostradas
nas Figs. 5.16(a) e 5.17(a) correspondem aos valores esperados dos coeficientes
1[ ( )]E w n - 4[ ( )]E w n  do filtro adaptativo. Resultados similares àqueles obtidos nas Figs.
14(a), (b) e Fig. 15(a), (b) são obtidos também nas Figs. 16(a), (b) e Figs. 17(a), (b). Tal
como para o Exemplo 10, o modelo proposto também apresenta uma boa concordância
com os resultados de simulação, enquanto o modelo que usa a TI falha na fase transiente.
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Usando a TI 
Simulação MC 
(b)
Figura 5.16. Exemplo 11. (a) Comportamento médio do vetor de coeficientes para max0,6µ .  Simulação MC
(linha irregular cinza); usando a TI (4.61) (linha contínua preta); modelo proposto (4.34) (linha tracejada
preta). (b) Curva de aprendizagem com max0,6µ .  Simulação MC (linha irregular cinza); usando a TI (4.68)
(linha contínua preta); modelo proposto (4.59) (linha tracejada preta).
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Usando a TI 
Simulação MC 
(b)
Figura 5.17. Exemplo 11. (a) Comportamento médio do vetor de coeficientes para max0,3µ .  Simulação MC
(linha irregular cinza); usando a TI (4.61) (linha contínua preta ); modelo proposto (4.34) (linha tracejada
preta). (b) Curva de aprendizagem com max0,3µ .  Simulação MC (linha irregular cinza); usando a TI (4.68)
(linha contínua preta); modelo proposto (4.59) (linha tracejada preta).
5.4. Algoritmo MFE-LMS para sinal de entrada colorido
Nesta seção, primeiramente, é comparado o algoritmo FE-LMS com o algoritmo
MFE-LMS para um sinal de entrada colorido. Para tal, levam-se em conta três parâmetros
de comparação: valor máximo do passo de adaptação, velocidade de convergência (para
um mesmo passo de adaptação) e o erro em excesso, os quais são determinados
experimentalmente para cada um dos algoritmos. Já nos seguintes exemplos, são
apresentados resultados dos modelos, que usa a TI e o proposto para o algoritmo
MFE-LMS. O sinal colorido é obtido a partir do processo auto-regressivo de segunda
ordem dado por (5.1).
Exemplo 12: Neste exemplo, são apresentadas as curvas de aprendizagem obtidas por
simulação Monte Carlo (média de 200 realizações independentes) dos algoritmos FE-LMS
e MFE-LMS. A planta utilizada é a mesma descrita no Exemplo 1;
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[ ]T0,052;0,281;0,66=s ; valores máximos do passo de adaptação são: maxµ  0,06=  e
maxµ  0,12=  (determinados experimentalmente) para os algoritmos FE-LMS e MFE-LMS,
respectivamente. Para este caso, a dispersão dos autovalores da matriz de entrada é 45,25
e o valor do passo de adaptação utilizado é µ=0,018 . Da Figura. 5.18, nota-se que ambos
os algoritmos apresentam uma mesma curva de aprendizagem, dado que eles possuem
similares velocidades de convergência e erros em excesso.
























Figura 5.18. Exemplo 12. Curva de aprendizagem para µ 0,018.=  Algoritmo FE-LMS idêntico ao algoritmo
MFE-LMS (linha irregular cinza).
Exemplo 13: Para este exemplo, a planta utilizada é a mesma descrita no Exemplo 1; o
filtro no caminho do erro é também o mesmo usado no Exemplo 10; o valor máximo do
passo de adaptação maxµ 0,12=  (determinado experimentalmente). Para este caso são
considerados: max max maxµ 0,8µ ,  0,6µ  e  0,5µ=  (média de 200 realizações independentes).
As curvas mostradas nas Figs. 5.19(a), 5.20(a) e 5.21(a) correspondem aos valores médios
dos coeficientes 1[ ( )]E w n - 4[ ( )]E w n  do filtro adaptativo. As figuras mostram que o modelo
proposto (4.34) prediz satisfatoriamente o comportamento médio dos coeficientes do filtro.
Na Fig. 5.21(a), é também mostrado o comportamento médio dos coeficientes usando a TI
(4.61). Observa-se que tal modelo falha para o regime transiente, como também o modelo
diverge para valores de passo de adaptação maiores do que max0,5µ .  As observações feitas
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para o comportamento médio do vetor de coeficientes podem ser também estendidas para a
curva de aprendizagem, notando-se que o modelo proposto prediz satisfatoriamente seu
comportamento, enquanto aquele usando a TI falha na predição do comportamento durante
a fase transiente para maxµ 0,5µ≤  e diverge para maxµ 0,5µ .>





















































Figura 5.19. Exemplo 13. (a) Comportamento médio do vetor de coeficientes para maxµ 0,8µ .=  Simulação
MC (linha irregular cinza); modelo proposto (4.34) (linha tracejada preta). (b) Curva de aprendizagem com
max0,8µ .  Simulação MC (linha irregular cinza); modelo proposto (4.59) (linha tracejada preta).
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Figura 5.20. Exemplo 13. (a) Comportamento médio do vetor de coeficientes com maxµ 0,6µ .=  Simulação
MC (linha irregular cinza); modelo proposto (4.34) (linha tracejada preta). (b) Curva de aprendizagem com
max0,6µ .  Simulação MC (linha irregular cinza); modelo proposto (4.59) (linha tracejada preta).
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Usando a TI 
Simulação MC 
(b)
Figura 5.21. Exemplo 13. (a) Comportamento médio do vetor de coeficientes para max0,5µ .  Simulação MC
(linha irregular cinza); usando a TI (4.61) (linha contínua preta); modelo proposto (4.34) (linha tracejada
preta). (b) Curva de aprendizagem com max0,5µ .  Simulação MC (linha irregular cinza); usando a TI (4.68)
(linha contínua preta); modelo proposto (4.59) (linha tracejada preta).
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Exemplo 14: Para este exemplo, a planta e o filtro utilizados são descritos no Exemplo 11;
valor máximo do passo de adaptação é µ 0,2=  (determinado experimentalmente), para
este caso são utilizados max0,8µ  e max0,1µ . Resultados similares àqueles obtidos na
Figs. 5.20(a), (b) e 5.21(a), (b) são também obtidos nas Figs. 5.22(a), (b) e 5.23(a), (b),
respectivamente. Novamente, o modelo proposto prediz adequadamente o comportamento
médio dos coeficientes e a curva de aprendizagem. Já o modelo que usa a TI falha em
regime transiente e, para um passo adaptação maior do que max0,1µ , o modelo diverge.
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Figura 5.22. Exemplo 14. (a) Comportamento médio do vetor de coeficientes para max0,8µ .  Simulação MC
(linha irregular cinza); modelo proposto (4.34) (linha tracejada preta). (b) Curva de aprendizagem com
max0,8µ .  Simulação MC (linha irregular cinza); modelo proposto (4.59) (linha tracejada preta).
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Figura 5.23. Exemplo 14. (a) Comportamento médio do vetor de coeficientes para max0,1µ .  Simulação MC
(linha irregular cinza); usando a TI (4.61) (linha contínua preta ); modelo proposto (4.34) (linha tracejada
preta). (b) Curva de aprendizagem com max0,1µ .  Simulação MC (linha irregular cinza); usando a TI (4.68)
(linha contínua preta); modelo proposto (4.59) (linha tracejada preta).
5.5. Conclusões
Neste capítulo, foram mostrados os resultados de simulação e os obtidos através
dos modelos desenvolvidos no Capítulos 3 e 4 para os algoritmos DLMS e FE-LMS
modificados, respectivamente, tanto para sinais de entrada brancos quanto para sinais
coloridos. A partir de tais resultados observa-se que os modelos aqui propostos predizem
satisfatoriamente o comportamento médio do vetor de coeficientes e a curva de
aprendizagem. Também, são comparados os algoritmos DLMS e FE-LMS com suas
respectivas versões modificadas via método de Monte Carlo.
COMENTÁRIOS E CONCLUSÕES FINAIS
Neste trabalho, um estudo detalhado dos algoritmos DLMS e FE-LMS modificados
é apresentado. Neste capítulo, os principais resultados obtidos são comentados como
também são sugeridas algumas propostas de trabalhos futuros.
6.1. Sumário e comentários dos resultados
Após uma breve introdução dos algoritmos DLMS, DLMS modificado e FE-LMS
modificado (sendo esses dois últimos o foco principal deste trabalho de pesquisa),
apresentamos, no Capítulo 2, um breve estudo do comportamento dos momentos de
primeira e segunda ordens do algoritmo DLMS não considerando a clássica TI. Nos
Capítulos 3 e 4, é introduzido um termo de compensação no sinal de erro nos algoritmos
DLMS convencional e FE-LMS convencional. Dessa forma, derivam-se as expressões para
o sinal de erro dos algoritmos DLMS modificado (MDLMS) e FE-LMS modificado
(MFE-LMS) consideradas na atualização do vetor de coeficientes. Tais algoritmos,
MDLMS e MFE-LMS, apresentam então o sinal de erro como uma função de suas versões
atrasadas (3.13) e (4.16), respectivamente, sendo que tal característica não se encontra
presente em suas versões convencionais. Tal compensação faz com que os algoritmos
modificados tenham um comportamento similar ao do algoritmo LMS convencional. Uma
outra particularidade desses algoritmos é que o valor de regime permanente do vetor de
coeficientes é igual ao do algoritmo LMS convencional. Tal fato é mais bem observado em
(3.4) e (4.11), nas quais, para a condição de convergência, as respectivas diferenças
T T[ ( ) ( )]n n D− −w w  e T T[ ( ) ( )]n n i− −w w  são zeros, anulando assim o efeito do termo de
compensação. Ainda, nos Capítulos 3 e 4, são desenvolvidos modelos que descrevem o
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comportamento dos momentos de primeira e segunda ordens e da curva de aprendizagem
não considerando a TI, levando em conta a hipótese de adaptação lenta e utilizando sinais
de entrada Gaussianos. Cabe ressaltar que os modelos obtidos consideram todas as
correlações do vetor de entrada para instantes de tempo diferentes. Também, para fins de
comparação, foi derivado o modelo considerando a TI para cada um dos algoritmos em
questão.
No Capítulo 5, são apresentados os resultados de simulação dos algoritmos estudados
nos Capítulos 3 e 4. Através do método de Monte Carlo, os algoritmos DLMS e FE-LMS
foram comparados com os algoritmos MDLMS e MFE-LMS, respectivamente. Observa-se
que as versões modificadas podem utilizar passos de adaptação superior, tanto para sinais
de entrada brancos quanto para coloridos. Para o caso de sinais brancos, os algoritmos
MDLMS e MFE-LMS exibiram uma convergência mais rápida como também um erro em
excesso menor do que suas versões convencionais. Ainda, neste capítulo, verificou-se a
precisão dos modelos aqui propostos para o algoritmo MDLMS, observando-se um
casamento muito bom entre os resultados obtidos através da simulação Monte Carlo e
pelos modelos propostos, tanto para sinais de entrada brancos quanto para coloridos, desde
que a condição de adaptação lenta seja satisfeita. No entanto, um dos modelos propostos
(aproximação de segunda ordem) apresentou divergência para sinal de entrada colorido
quando usada uma planta de dimensão superior a 15N = . Para o caso do algoritmo
MFE-LMS, o modelo proposto apresentou uma boa concordância com a simulação, tanto
para sinais brancos quanto para coloridos. Nos modelos considerando a TI, observa-se que
quando existe apenas um coeficiente do filtro diferente de zero no caminho do erro (caso
do algoritmo MDLMS), o modelo apresenta uma predição muito boa comparado com os
resultados de simulação. No entanto, à medida em que mais de um coeficiente seja
diferente de zero (caso do algoritmo MFE-LMS), a TI já não pode ser mais levada em
consideração. Esse último fato fica evidente no descasamento entre o modelo considerando
a TI e a simulação numérica durante a fase transiente. Além disso, para certos valores do
passo de adaptação (confinados à faixa de estabilidade), o modelo usando a TI pode
apresentar divergência.
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6.2. Proposta de trabalhos futuros
Como proposta de trabalhos futuros podemos sugerir:
• Aprimoramento dos modelos que descrevem o comportamento médio do vetor de
coeficientes e da curva de aprendizagem sem restrição à condição de adaptação lenta
usada neste trabalho.
• Realização de um estudo completo dos algoritmos MDLMS e MFE-LMS como, por
exemplo, estudo da estabilidade e passo de adaptação máximo.
• Emprego de estratégias alternativas para reduzir a complexidade computacional dos
modelos aqui desenvolvidos.
• Desenvolvimento de modelos para outros algoritmos como, por exemplo, para os
algoritmos Fx-LMS modificado e LMS com erro filtrado híbrido.
Determinação de T T[ ( ) ( ) ( ) ( )]E n k n l n m n o− − − −x x x x
 Seja a seguinte matriz:
T T( ) ( ) ( ) ( )n k n l n m n o= − − − −M x x x x                                  (A.1)
Considerando-se ( )rpM  um elemento da matriz ,M  então
1




x n k r x n l q x n m q x n o p
=
= − − − − − − − −∑M                    (A.2)
 com 1,2, ,r N= …  e 1, 2, , .p N= …
Tomando-se o valor esperado em ambos os lados de (A.2), tem-se
1




E E x n k r x n l q x n m q x n o p
=
= − − − − − − − −∑M               (A.3)
Em [3], é apresentado o valor esperado de 1 2 3 4[ ]E z z z z , dado por
1 2 3 4 1 2 3 4 1 3 2 4 1 4 2 3[ ] [ ] [ ] [ ] [ ] [ ] [ ].E z z z z E z z E z z E z z E z z E z z E z z= + +                (A.4)
onde 1 2 3 4,  ,  , z z z z  são assumidos Gauissanos com média zero




[( ) ] [ ( ) ( )] [ ( ) ( )]
                 + [ ( ) ( )] [ ( ) ( )]








E E x n k r x n l q E x n m q x n o p
E x n k r x n m q E x n l q x n o p




= − − − − − − − −
− − − − − − − −





          (A.5)
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∑ x x x x R R
           (A.8)
Finalmente, substituindo-se (A.6), (A7) e (A.8) em (A.5), determina-se
T T[ ( ) ( ) ( ) ( )] = 
[( ) ] tr[ ].rp l k o m m k o l o k m l
E n k n l n m n o
E − − − − − −
− − − −
= + +
x x x x
M R R R R R R
                      (A.9)
Para se verificar (A.9) são apresentados dois exemplos. O primeiro considera um
sinal de entrada branco; o segundo, um sinal de entrada colorido.
Exemplo A.1: Sinal de entrada ( )x n  é branco e Gaussiano, com 2 1;xσ =  o momento
avaliado é T T[ ( ) ( ) ( ) ( )],E n n n j n j− −x x x x  com 1j =  e uma média de 40000 realizações
independentes.
Através de simulação Monte Carlo (MC)
MC
1.01       -0.005       0.0001
[.]  -0.003          1.02     -0.004
1.02      -0.017          1.01
E
⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
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[.] 0 1 0
1 0 1
E
⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
Exemplo A.2: Neste caso, é usado um sinal correlacionado obtido a partir de um modelo
auto-regressivo de segunda ordem, dado por
1 2( ) ( 1) ( 2) ( )x n a x n a x n u n= − + − + ,                                   (A.10)
onde ( )u n  é um ruído branco com variância unitária e 1 0.975a = −  e 2 0.95a = . A
dispersão dos autovalores da matriz de autocorrelação do sinal de entrada é igual a 82,84 ;
os dados utilizados são idênticos aos do Exemplo A.1.
Através de simulação Monte Carlo (MC)
MC
4.31 2.93 0.61
[.] 5.83 5.30 2.94
5.30 5.83 4.31
E
⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
A partir de (A.9)
(A.9)
4.65 3.17 0.646
[.] = 6.30 5.72 3.17
5.72 6.30 4.65
E
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
Determinação de T T T[ ( ) ( ) ( ) ( ) ( ) ( )]E n k n l n m n o n p n q− − − − − −x x x x x x
Seja a seguinte matriz:
T T T( ) ( ) ( ) ( ) ( ) ( ).n k n l n m n o n p n q= − − − − − −M x x x x x x                          (B.71)
Considerando-se ( )adM  um elemento da matriz ,M então
1 1




x n k a x n l b x n m b x n o c x n p c x n q d
= =
= − − − − − − − − − − − −∑∑M
(B.72)
com 1,2, ,a N= …  e 1,2, , .d N= …
 Tomando-se o valor esperado em ambos os lados de (B.72), tem-se
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Para se verificar (B.20) são apresentados dois exemplos. O primeiro considera um
sinal de entrada branco; o segundo, um sinal de entrada colorido.
Exemplo B.1: Sinal de entrada ( )x n  é branco e Gaussiano, com 2 1;xσ =  o momento
avaliado é T T T[ ( ) ( ) ( ) ( ) ( ) ( )]E n n j k n j n j n n j k− − − − − −x x x x x x  com 1,  1j k= =  e uma
média de 40000 realizações independentes.
Através de simulação Monte Carlo (MC), obtém-se
MC
0.98       -0.018       0.006        0.002
-0.038          1.976        -0.014      0.007
[.]
6.903      -0.049          1.981      -0.008
-0.049          6.916       -0.032        0.986
E
⎛ ⎞⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
A partir de (B.20), tem-se
(B.20)
1 0 0 0
0 2 0 0
 [.]  =
7 0 2 0
0 7 0 1
E
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
Exemplo B.2: Neste caso, é usado um sinal colorido obtido a partir de um processo
auto-regressivo de segunda ordem, dado por
1 2( ) ( 1) ( 2) ( )x n a x n a x n u n= − + − + ,                                   (B.21)
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onde ( )u n  é um ruído branco com variância unitária e 1 0.975a = −  e 2 0.95a = . A
dispersão dos autovalores da matriz de autocorrelação do sinal de entrada é igual a 82,84 ;
os dados utilizados são idênticos aos do Exemplo B.1.
Através de simulação Monte Carlo (MC), obtém-se
MC
-6.68         -13.46         -6.98
[.] 7.88          -6.026         -10.21
15.27          7.87           -6.72
E
⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
A partir de (B.20), tem-se
(B.20)
-6.12 -12.30 -6.37
[.]  = 7.21 -5.48 -12.30
13.96 7.21 -6.12
E
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
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