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Continuous time random walks and Le´vy walks with stochastic resetting
Tian Zhou1, Pengbo Xu1, and Weihua Deng1
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Intermittent stochastic processes appear in a wide field, such as chemistry, biology, ecology, and
computer science. This paper builds up the theory of intermittent continuous time random walk
(CTRW) and Le´vy walk, in which the particles are stochastically reset to a given position with a
resetting rate r. The mean squared displacements of the CTRW and Le´vy walks with stochastic
resetting are calculated, uncovering that the stochastic resetting always makes the CTRW process
localized and Le´vy walk diffuse slower. The asymptotic behaviors of the probability density function
of Le´vy walk with stochastic resetting are carefully analyzed under different scales of x, and a striking
influence of stochastic resetting is observed.
PACS numbers: 02.50.-r, 05.30.Pr, 02.50.Ng, 05.40.-a, 05.10.Gg
I. INTRODUCTION
Anomalous diffusions are ubiquitous in the natural
world, the mean squared displacements (MSD) of which
are not linear functions of t. The most representative
types are
〈
x2(t)
〉 ∼ tα with 0 < α < 1 or α > 1, called
subdiffusion or superdiffusion. Two popular models for
anomalous diffusions are random walks, including con-
tinuous time random walk (CTRW) [1] and the Le´vy
walks [2], and Langevin equations [3]. The models have
their own particular advantages under some special back-
grounds. For example, by Langevin picture it is relatively
easy to model the motion of particles under external po-
tential, while the random walks are ideal models for de-
scribing the stochastic resetting.
For the CTRW model, there are two independent ran-
dom variables (waiting time and jumping length) with
given distributions [4], which has many applications in fi-
nance [5], ecology [6], and biology [7]. When the waiting
time density has infinite average, such as ψ(τ) ∼ 1/τ1+α
with 0 < α < 1, and the jump length follows the Gaus-
sian distribution, the CTRW models subdiffusion. If the
average of the waiting time is finite and the jump length
density λ(x) ∼ 1/|x|1+µ with 0 < µ < 2, it is called
Le´vy flight, displaying superdiffusion. The other impor-
tant random walk model is Le´vy walk [8–11], the running
time and walking length of which are coupled. The run-
ning time τ is also a random variable analogizing with
the waiting time in CTRW model. The most representa-
tive Le´vy walk is the one with constant velocity, and its
walking length is then vτ in each step.
Intermittent stochastic processes are widely observed
in natural world. Considering to search for a target in a
crowd, if one can not find it all the time, then the efficient
way is to be back to the beginning to start the process
again [12]. Besides the stochastic resetting also has a
profound use in search strategies in ecology, for example,
in intermittent searches for the foraging animals, which
consists of long range searching movement and scanning
for food and relocation [13–15]. In fact, while trying to
find a solution, you may get the impression that you are
stuck or got on the wrong track. A natural strategy in
such a situation is to reset from time to time and start
over [16]. Another way to be generalized is to reset the
particle to a dynamic position, such as the maximal lo-
cation of the particle which is discussed in [17], and it
is also natural to consider this problem because the in-
telligent animals who may remember the way they have
searched, and they prefer to reset to the maximal frontier
that they just traveled. The very early research for reset
events is on stochastic multiplicative process [18], which
observes two qualitatively different regimes, correspond-
ing to intermittent and regular behavior. Later in [12],
the authors build up the master equation for the Brown-
ian walker with a given constant resetting rate r and the
resetting position x0; and the work is further generalized
to Le´vy flight in [19]. The stochastic resetting in the
Langevin picture is discussed in [16]. Under the frame-
work of CTRW model [20], the governing equation of the
stochastic resetting problem is established, in which the
distribution of the waiting time between the reset events
is a sum of an arbitrary number of exponentials. In this
paper, we calculate the PDFs of the CTRW and Le´vy
walk models with a constant resetting rate, and the used
methods are different from [20].
This paper is organized as follows. In the second sec-
tion, we introduce the CTRW with stochastic resetting,
get its PDF in Fourier-Laplace space, and do the asymp-
totic analysis for the PDF and the calculation of the
MSD, in which the cases of waiting first and jumping first
are respectively discussed. We turn to Le´vy walks with
stochastic resetting in the third section; again the model
is first introduced, the corresponding PDF in Fourier-
Laplace space and the MSDs are calculated, moreover
the asymptotic behaviors of PDF when x scales like t
and t1/α are also given, which indicates the major effects
caused by stochastic resetting. Finally, we conclude the
paper with some discussions.
2II. CONTINUOUS TIME RANDOM WALK
WITH STOCHASTIC RESETTING
In this section we discuss the model of CTRW with
stochastic resetting. For the basic theory of CTRW, one
can refer to [1, 21].
A. Introduction to the models
Similar to the discussions of ordinary CTRW model,
we first consider the ‘waiting first’ process, i.e., the par-
ticles will wait for some time τ with the density ψ(τ)
first, then have a jump l with the density λ(l). After
finishing a step, the particle will be reset to the given po-
sition xr with the resetting rate r ∈ [0, 1]. The resetting
only happens at the renewal points. Similarly with the
theory of the CTRW model, one can calculate the PDF
of the particle staying at position x at time t denoted
by Pw(x, t). In order to obtain Pw(x, t), we need to first
calculate Q(x, t)–the PDF of just having arrived at the
position x at time t,
Q(x, t) =(1− r)
∫ ∞
−∞
∫ t
0
λ(l)ψ(τ)Q(x − l, t− τ)dτdl
+ rδ(x − xr)
∫ ∞
−∞
Q(x, t)dx
+ (1− r)P0(x, t),
(1)
where P0(x, t) is the initial condition, being taken as
P0(x, t) = δ(x − x0)δ(t). It can be noted that x0 and
xr may be different. For (1), the first term on the right
hand side represents the particle transiting from position
(x − l) at time (t − τ) to x at time t without resetting
with the probability of 1 − r. So is the meaning of the
third term. The second term represents the ‘resetting’,
more specifically, the probability that the resetting takes
place is r and at the renew moment the resetting can
happen at any point, besides the δ(x−xr) represents the
particle will be reset to position xr when the resetting
happens. Then we begin to consider the PDF Pw(x, t) of
the ‘waiting first’ process. There exists
Pw(x, t) =
∫ t
0
Ψ(τ)Q(x, t− τ)dτ, (2)
where
Ψ(τ) =
∫ ∞
τ
ψ(τ ′)dτ ′ (3)
represents the survival probability. First we consider
(1) by taking Fourier transform from x to k defined as
f¯(k) = Fx→k{f(x)} =
∫∞
−∞ e
−ikxf(x)dx and Laplace
transform from t to s defined as gˆ(s) = Lt→s{g(t)} =
∫∞
0 e
−stg(t)dt, which leads to
ˆ¯Q(k, s) =(1− r)λ¯(k)ψˆ(s) ˆ¯Q(k, s)
+ re−ikxr
∫ ∞
−∞
Qˆ(x, s)dx + (1 − r)e−ikx0 .
(4)
Now we begin to consider the integral
∫∞
−∞Q(x, t)dx. In
fact, the stochastic resetting doesn’t affect the integral of
the density of the particles just arriving at position x at
time t, meaning
∫∞
−∞Q(x, t)dx =
∫∞
−∞ q(x, t)dx, where
q(x, t) represents the PDF of the process without reset-
ting just arriving at x at time t. When no resetting hap-
pens, there exists
q(x, t) =
∫ ∞
−∞
∫ t
0
λ(l)ψ(τ)q(x−l, t−τ)dldτ+δ(x−x0)δ(t),
(5)
which results in
ˆ¯q(k, s) =
e−ikx0
1− λ(k)ψ(s) . (6)
Then ∫ ∞
−∞
Qˆ(x, s)dx = Lt→s
{∫ ∞
−∞
Q(x, t)
}
=
∫ ∞
−∞
qˆ(x, s)dx
= ˆ¯q(k = 0, s)
=
1
1− ψˆ(s) .
(7)
Substituting (7) into (4) leads to
ˆ¯Q(k, s) =
re−ikxr
1−ψˆ(s) + (1− r)e−ikx0
1− (1− r)λ¯(k)ψˆ(s)
. (8)
Besides, according to (2), after taking Fourier-Laplace
transform w.r.t. x and t, respectively, there exists
ˆ¯Pw(k, s) = Ψˆ(s)
ˆ¯Q(k, s)
=
1− ψˆ(s)
s
ˆ¯Q(k, s)
=
1
s
re−ikxr + (1− r)(1 − ψˆ(s))e−ikx0
1− (1− r)λ¯(k)ψˆ(s) .
(9)
It can be checked that
∫∞
−∞ P (x, t)dx = L−1s→t{Pw(k =
0, s)} = 1, which means the PDF given by (9) is normal-
ized. When r = 0, then ˆ¯Pw(k, s) =
1−ψˆ(s)
s
e−ikx0
1−λ¯(k)ψˆ(s) ,
indicating the recovery of the ordinary CTRW model
[4]; when r = 1, ˆ¯Pw(k, s) = e
−ikxr/s, i.e., Pw(x, t) =
δ(x− xr).
Next we begin to consider the ‘jump first’ CTRW
model with stochastic resetting, which means that the
3particle makes a jump at first and then waits for a pe-
riod of time τ , finally resets to the position xr with the
probability r. The PDF of finding the ‘jump first’ parti-
cle at position x at time t, denoted as Pj(x, t), satisfies
Pj(x, t) =
∫ ∞
−∞
dl
∫ t
0
Ψ(τ)λ(l)Q(x − l, t− τ)dτ. (10)
Then still by Fourier-Laplace transform w.r.t. x and t,
respectively, and utilizing (7), we obtain
ˆ¯Pj(k, s) = λ¯(k)Ψˆ(s)
ˆ¯Q(k, s).
=
λ¯(k)
s
re−ikxr + (1− r)(1 − ψˆ(s))e−ikx0
1− (1− r)λ¯(k)ψˆ(s) .
(11)
The Pj(x, t) given by (11) still satisfies the normalization
condition and recovers the ordinary jump first CTRW
model when r = 0. Besides when r = 1, it’s easy to
obtain that Pj(x, t) = λ(x−xr). Comparing with the re-
sults of waiting first case, these two kinds of PDFs when
the stochastic resetting rate r = 1 are completely dif-
ferent. The other differences will be shown in the next
subsection.
B. Effects of stochastic resetting: the stationary
density and MSD
In this subsection, we mainly discuss the effects of
stochastic resetting on the CTRW model. We first con-
sider the stationary density P st(x) = limt→∞ P (x, t). It
is well-known that without an external potential for a
general CTRW model, the stationary density is a uni-
form distribution when the particle moves in a bounded
area. According to the final value theorem of Laplace
transform, there exists
lim
t→∞
P (x, t) = lim
s→0
sPˆ (x, s). (12)
Thus from (9) and (11), we can obtain
P¯ stw (k) = lim
s→0
re−ikxr + (1 − r)(1 − ψˆ(s))e−ikx0
1− (1− r)λ¯(k)ψˆ(s)
=
re−ikxr
1− (1− r)λ¯(k)
(13)
and
P¯ stj (k) = lim
s→0
λ¯(k)
re−ikxr + (1− r)(1 − ψˆ(s))e−ikx0
1− (1− r)λ¯(k)ψˆ(s)
=
rλ¯(k)e−ikxr
1− (1− r)λ¯(k) .
(14)
Next we choose the jump length density to be stan-
dard Gaussian distribution as an example, i.e., λ(x) =
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FIG. 1: Numerical simulations of the stationary density,
P stj (x), for jump first CTRW process with stochastic reset-
ting, by taking over 105 realizations. Here we choose the wait-
ing time density ψ(τ ) = exp(−τ ), and the jump length density
the standard normal distribution, i.e., λ(x) = 1√
2pi
e−x
2/2, be-
sides the stochastic resetting rate r = 0.1 and xr = 0. The
dots are the simulation results at time t = 104, which can
be approximately considered as the stationary achieved. The
solid curve represents theoretical result.
1√
2pi
e−x
2/2 and substitute it into (13) and (14), respec-
tively. Then the stationary density for the waiting first
process approximately behaves as
P¯ stw (k) ∼ e−ikxr
2r
2r + (1− r)k2 , (15)
which indicates
P stw (x) ∼
√
r
2(1− r)e
−
√
2r
1−r |x−xr| for r 6= 1; (16)
while for the jump first process, the corresponding sta-
tionary probability can be approximately given as
P¯ stj (k) ∼ e−ikxr
2r
2r + k2
, (17)
and after taking inverse Fourier transform, there is
P stj (x) ∼
√
r
2
e−
√
2r|x−xr|. (18)
It should be noted that the stationary results hold under
the condition that x is large enough.
By (9) and (11), to calculate the MSD, the λ(x) and
ψ(τ) need to be specified. Specifically, in this paper we
take λ(x) = 1√
2pi
e−x
2/2 with the Fourier transform and
the approximate form
λ¯(k) = ek
2/2 ∼ 1− k
2
2
(19)
and
ψ(t) =
1
τ0
α
(1 + τ/τ0)1+α
, (20)
4where τ0, α > 0 with the approximation form of Laplace
transform,
ψˆ(s) ∼ 1− τ0
α− 1s− τ
α
0 Γ(1− α)sα +
τ20
(α − 1)(α− 2)s
2
(21)
for α 6= 1, 2. For the convenience of calculations, in this
paper, we choose τ0 = 1. In general, the MSD can be
obtained by
〈x2(t)〉 = − d
2
dk2
P¯ (k, t)|k=0. (22)
Substituting (19) and (9) into (22), then for waiting first
CTRW model, there exists
〈x2w(s)〉 = Lt→s{x2(t)}
=
(1− r)x20 + rx2r + (1 − r)(1 − x20)ψ(s)
s[1− (1− r)ψ(s)] .
(23)
After some calculations, we obtain
〈x2w(t)〉 ∼


tα, if 0 < α < 1 and r = 0,
1−r+rx2
r
r , if 0 < α < 1 and 0 < r ≤ 1,
t, if α > 1 and r = 0,
1−r+rx2
r
r , if α > 1 and 0 < r ≤ 1.
(24)
As for the jump first process, we have
〈x2j (s)〉 = Lt→s{x2(t)}
=
1 + (1− r)x20 + rx2r − (1 − r)x20ψ(s)
s[1− (1− r)ψ(s)] ,
(25)
which implies
〈x2j (t)〉 ∼


tα, if 0 < α < 1 and r = 0,
1+rx2
r
r , if 0 < α < 1 and 0 < r ≤ 1,
t, if α > 1 and r = 0,
1+rx2
r
r , if α > 1 and 0 < r ≤ 1.
(26)
From the results above, it can be easily concluded that
when 0 < r < 1, the MSD of the process is a constant,
implying the localization, and this constant doesn’t de-
pend on the density of waiting time. Besides the jump or
waiting first CTRW model will influence the MSD, which
is verified by numerical simulations.
III. LE´VY WALK WITH STOCHASTIC
RESETTING
In this section we begin to discuss the Le´vy walk with
stochastic resetting. For the ordinary theory of Le´vy
walk, one can refer to [2].
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FIG. 2: MSDs of jump first and waiting first CTRW model
with stochastic resetting. Here we choose the waiting time
density as (20) with α = 0.8, τ0 = 1, and the resetting rate
r = 0.5. Both of the start and resetting positions are chosen
to be 0, i.e., x0 = xr = 0. The stars and squares are obtained
by averaging over 104 realizations of jump first and waiting
first processes, respectively. The solid and dashed lines are,
respectively, the theoretical results shown in (26) and (24).
A. Introduction to the models
We still useQ(x, t) to represent the PDF of the particle
just arriving position x at time t and having a chance
to change the direction, while P (x, t) is the PDF of the
particle staying at position x at time t. For Le´vy walk,
there’s no concept of ‘waiting first’ or ‘jump first’. Here
we consider the symmetric Le´vy walk with a stochastic
resetting rate r to the position xr, and the velocity of
each step is a constant. The walking time of each step is
still denoted as τ with the density ψ(τ). The stochastic
resetting only happens at the end of each step, i.e., the
point which may have chance to change the direction.
Similarly, there exists
Q(x, t) =(1− r)
∫ ∞
−∞
∫ t
0
φ(y, τ)Q(x − y, t− τ)dτdy
+ rδ(x − xr)
∫ ∞
−∞
Q(x, t)dx
+ (1 − r)P0(x, t),
(27)
where P0(x, t) represents the initial condition specified as
P0(x, t) = δ(x− x0)δ(t), and
φ(y, τ) =
1
2
δ(|y| − vτ)ψ(τ). (28)
The reason why (27) holds is the same as (1). As for
P (x, t), we have
P (x, t) =
∫ ∞
−∞
∫ t
0
Φ(y, τ)Q(x− y, t− τ)dτdy (29)
and here
Φ(y, τ) =
1
2
δ(|y| − vτ)Ψ(τ), (30)
5where Ψ(τ) is the survival probability defined in (3).
The Fourier-Laplace transform of (29) results in
ˆ¯Q(k, s) = (1− r) ˆ¯φ(k, s) ˆ¯Q(k, s)
+ re−ikxr
∫ ∞
−∞
Qˆ(x, s)dx + (1− r)e−ikx0 ,
(31)
where ˆ¯φ(k, s) = 12 [ψˆ(s+ikv)+ψˆ(s−ikv)]. For Le´vy walk,
the stochastic resetting still doesn’t influence the integral∫∞
−∞Q(x, t)dx. According to [2], for the Le´vy walk with-
out the stochastic resetting, the density of particle just
arriving at position x at time t satisfies
ˆ¯q(k, s) =
e−ikx0
1− 12 [ψˆ(s+ ikv) + ψˆ(s− ikv)]
. (32)
Then there exists∫ ∞
−∞
Qˆ(x, s)dx =
∫ ∞
−∞
qˆ(x, s)dx
= ˆ¯q(k = 0, s)
=
1
1− ψˆ(s) .
(33)
Substituting (33) into (31) leads to
ˆ¯Q(k, s) =
re−ikxr
1−ψˆ(s) + (1 − r)e−ikx0
1− (1− r) ˆ¯φ(k, s)
. (34)
The Fourier-Laplace transform of (29) results in
ˆ¯P (k, s) = ˆ¯Φ(k, s) ˆ¯Q(k, s), (35)
where ˆ¯Φ(k, s) = 12 [Ψˆ(s+ ikv) + Ψˆ(s− ikv)], and for sur-
vival probability, its Laplace transform satisfies Ψˆ(s) =
1−ψˆ(s)
s . Finally, the PDF P (x, t) of Le´vy walk with
stochastic resetting and the resetting rate r satisfies
ˆ¯P (k, s)
=
[Ψˆ(s+ ikv) + Ψˆ(s− ikv)][ re−ikxr
1−ψˆ(s) + (1 − r)e−ikx0 ]
2− (1 − r)[ψˆ(s+ ikv) + ψˆ(s− ikv)] ,
(36)
the normalization of which can be easily confirmed.
B. Effects of random resetting on Le´vy walks: the
stationary density and MSD
We first discuss the stationary density of Le´vy walk
with stochastic resetting and denote it as P stlw(x), which
turns out to be significantly different from the stochastic
resetting CTRW model. Here we still use the final value
theorem and take ψ(τ) = e−τ with the corresponding
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FIG. 3: Numerical simulations of stationary density, P stlw(x),
for the Le´vy walk with stochastic resetting by sampling over
105 realizations. The velocity v = 0.1, stochastic rating rate
r = 0.5, the walking time density is exponential distribution
ψ(τ ) = e−τ , and the resetting position xr = 0. Here the
dots represent the simulation results at time t = 103, which is
approximately considered as the stationary density. The real
line represents the theoretical result.
Laplace transform ψˆ(s) = 11+s . Then according to (12)
and (36), there is
P¯ stlw(k) = e
−ikxr r
r + v2k2
, (37)
which indicates
P stlw(x) =
√
r
2v
e−
√
r
v
|x−xr|, (38)
being verified by numerical simulations (Fig 3). For the
power-law form ψ(τ) with 0 < α < 1 and 1 < α < 2 and
its Laplace transform (21), the stationary density will be
common, i.e., always 0.
Further we analyze the MSD
〈
x2(t)
〉
of the resetting
Le´vy walk with resetting rate r to find out how the
stochastic resetting influences the process. First we con-
sider the walking time random variable is exponential
distribution, that is, ψ(τ) = e−τ . Substituting it into
(36) leads to
ˆ¯P (k, s) =
(
(1 + s)re−ikxr + (1 − r)e−ikx0s)(1 + s)
s(s2 + s+ k2v2 + sr + r)
.
(39)
Actually from (39), we can also obtain (37) by taking
asymptotic analysis; and the MSD can be got as
〈x2(s)〉 ∼ 2v
2 + rx2r
s(1 + s)(r + s)
, (40)
that is
〈
x2(t)
〉 ∼
{
2v2t, if r = 0,
2v2+rx2
r
r , if 0 < r ≤ 1.
(41)
It can be seen that for 0 < r ≤ 1, the MSD is still a
constant. Another representative kind of walking time
60 < α < 1 1 < α < 2 2 < α < 3
r = 0 (1− α)v2t2 2v
2(α−1)
(3−α)(2−α) t
3−α 2v2
α−2 t
0 < r ≤ 1 (α−1)(α−2)v
2
2
t2
(α−1)v2
3−α t
3−α (α−1)v2
3−α t
3−α
TABLE I: Asymptotic behavior of MSD for the stochastic re-
setting Le´vy walk, the walking time density of which is power-
law with the asymptotic behavior in Laplace space shown in
(21) and α chosen in different regions.
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FIG. 4: MSDs of stochastic resetting Le´vy walks by sampling
over 105 realizations (log-log scale). All the simulations are
with the same velocities, the same stochastic resetting rates,
and the same resetting positions, specifically, v = 0.1, r =
0.5, and xr = 0. The form of walking density is ψ(τ ) =
α
(1+τ)1+α
with α = 0.5 (squares), α = 1.5 (circles), α = 2.5
(diamonds), and α = 3.5 (dots). The real lines represent the
theoretical results. For α > 3, the simulation results indicate
the localization, i.e., MSD is a constant.
distribution is ψ(τ) = 1τ0
α
(1+τ/τ0)1+α
, τ0, α > 0, and the
corresponding asymptotic form of Laplace transform is
(21). For the power-law walking time density, the MSDs
of the stochastic resetting Le´vy walk with the resetting
rate r are shown in Table I. One can also conclude from
Table I that x0 and the stochastic resetting position xr
have no influence on the MSD. From the above analysis,
it can be seen that the differences between the MSDs of
the stochastic resetting CTRW and Le´vy walk are appar-
ent. Specifically, the former one is always localized when
the stochastic resetting rate 0 < r ≤ 1 while for the lat-
ter one there is no such localization when the walking
density is power-law and 0 < α < 3. The numerical sim-
ulations shown in Fig. 4 verify the results, besides Fig.
4 also indicates that the localization will emerge when
α > 3.
Next we consider the infinite density [11] of stochas-
tic resetting Le´vy walk. It is an effective technique to
capture some of the important statistical messages of the
stochastic process. In the following, we would consider
two different scales of x, and the influence of stochastic
resetting on the PDF will be shown.
C. Infinite density of the stochastic resetting Le´vy
walk when x and t are of the same scale
Here we focus on xr = x0 = 0 and the power-law
walking time density with 1 < α < 2. Besides for the
convenience of calculations, we take
ψˆ(s) ∼ 1− 〈τ〉s+Asα, (42)
where according to (21) we have
〈
τ
〉
= τ0/(α − 1) and
A = −τα0 Γ(1 − α) with τ0 = 1. First we consider x and
t of the same scale, that is, the ratio x/t or k/s is a
constant. Substituting (42) into (36) leads to
ˆ¯P (k, s) ∼ 1
s
(
r〈
τ
〉
s−Asα + 1− r
)
2
〈
τ
〉−Asα−1[(1 + ikvs )α−1 + (1 − ikvs )α−1]
2r
k
k
s + (1− r)
{
2
〈
τ
〉−Asα−1[(1 + ikvs )α + (1− ikvs )α]} . (43)
For r = 0, the PDF shown in (43) reduces to the case
discussed in [11].
When 0 < r ≤ 1, there is the asymptotic form
ˆ¯P (k, s) ∼ 1
s
(
1− As
α−1[(1 + ikvs )
α−1 + (1− ikvs )α−1]
2
〈
τ
〉 ).
(44)
Note that
(1 + ξ)α−1 + (1− ξ)α−1
= 2 + 2
∞∑
m=1
(α− 1) · · · (α− 2m)
(2m)!
ξ2m
= 2 + 2
∞∑
m=1
(−α)2m(α− 2m)ξ2m
α(2m)!
,
(45)
where (α)m = Γ(α+m)/Γ(α) = α(α+1) · · · (α+m− 1)
is the Pochhammer symbol. Substituting (45) into (44)
results in
ˆ¯P (k, s) ∼ 1
s
− As
α−2〈
τ
〉
−
∞∑
m=1
A(−α)2m(α − 2m)(−1)mv2mk2m
α〈τ〉(2m)! s
α−2−2m.
(46)
Then according to the inverse Laplace transform
L−1s→t{sα−2−2m} = t2m−α+1/Γ(2m − α + 2), after the
7long-time limit we obtain the asymptotic form
P¯A(k, t) ∼ 1− Bt
1−α
1− α −Bt
1−α
∞∑
m=1
(−1)m(kvt)2m
(2m)!(2m− α+ 1)
∼ 1− Bt
1−α
1− α −Bt
1−αB˜α−1(kvt),
(47)
where B = AΓ(1−α)〈τ〉 < 0 for 1 < α < 2 and
B˜α(y) =
∑∞
m=1
(−1)my2m
(2m)!(2m−α) . With the expansion,
cos(y) =
∑∞
n=0
(−1)ny2n
(2n)! , it is also easy to see B˜α(y) =∫ 1
0
cos(wy)−1
w1+α dw. Then applying the inverse Fourier trans-
form, defined as
f(x) = F−1k→x{f¯(k)} =
1
2pi
∫ ∞
−∞
eikxf¯(k)dk, (48)
on B˜α(kvt) and denoting the corresponding inverse trans-
form function by B˜α(x, vt), there exists
B˜α(x, vt) =
1
2pi
∫ ∞
−∞
eikxB˜α(kvt)dk
=
1
2pi
∫ ∞
−∞
eikxdk
∫ 1
0
cos(wkvt)− 1
w1+α
dw
=
{
1
2
(vt)α
|x|1+α , if |x| < vt
0, if |x| > vt,
(49)
where F−1k→x{cos(ky)} = 12 [δ(x − y) + δ(x + y)] is used.
It’s easy to conclude that B˜α isn’t integrable w.r.t. x
though the interval (−∞,∞). Finally, from the inverse
Fourier transform of (46) and (49), we can obtain
P (x, t) ∼ δ(x)− Bt
1−α
1− α δ(x)−Bt
1−αB˜α−1(x, vt)
= δ(x)− Bt
1−α
1− α δ(x)−
B
2
vα−1
|x|α .
(50)
Thus when the stochastic resetting rate 0 < r ≤ 1 and
x 6= 0, the distribution of x near the points ±vt has the
form
P (x, t) ∼ (α− 1)v
α−1
2|x|α , (51)
which is verified by the simulations (see Fig. 5). It can
be noted that although the form of (51) doesn’t explic-
itly depend on t, the region where the approximation
makes sense depends on t. Besides the stochastic reset-
ting doesn’t influence the infinite density.
D. The density when x and t1/α are of the same
scale
In the previous subsection we focus on the approxima-
tion behaviour around the points ±vt, i.e., the scales of
x and t are the same. Now, we turn to consider x ∝ t 1α ,
that is, the ratio kα/s always is a constant, which means
the approximation of the central part of PDF denoted
as Pcen(x, t). Besides in this subsection, the calculations
are under the condition of |s| ≪ |kv| ≪ 1.
When r = 0 and x ∝ t 1α , Eq. (36) reduces to the PDF
of ordinary Le´vy walk discussed in [11]. Here we focus
on the differences when stochastic resetting is involved.
For r = 0,
ˆ¯Pcen(k, s) ∼ 1
s+ |k|αKα , (52)
where Kα = − cos αpi2 A〈τ〉 |v|α, 1 < α < 2, is the anoma-
lous diffusion coefficient. According to [4, 9, 23–25], one
can take the inverse Laplace transform of (52) w.r.t. s to
get
P¯cen(k, t) ∼ e−Kαt|k|
α
. (53)
With the help of symmetrical Le´vy density Lα(y) [4, 23,
26], the inverse Fourier transform of (53) yields a sym-
metric Le´vy stable PDF
Pcen(x, t) ∼ 1
(Kαt)
1
α
Lα
[
x
(Kαt)
1
α
]
. (54)
For large |x|, there is an asymptotic behavior of Lα(x) ∝
|x|−(1+α).
For the case of 0 < r ≤ 1, according to (36), we con-
clude
ˆ¯Pcen(k, s)
∼ r〈
τ
〉
s
2
〈
τ
〉−A[(s+ ikv)α−1 + (s− ikv)α−1]
2r + (1− r){2〈τ〉s−A[(s+ ikv)α + (s− ikv)α]}
∼ r〈
τ
〉
s
2
〈
τ
〉−A[(ikv)α−1 + (−ikv)α−1]
2r + (1− r){2〈τ〉s−A[(ikv)α + (ikv)α]}
∼ 2
〈
τ
〉− A[(ikv)α−1 + (−ikv)α−1]
2
〈
τ
〉
s
.
(55)
Note that
(ikv)α−1 + (−ikv)α−1 = 2|k|α−1vα−1 cos
(
α− 1
2
pi
)
.
(56)
Substituting (56) into (55) leads to
ˆ¯Pcen(k, s) ∼
〈
τ
〉−A cos (α−12 pi)vα−1|k|α−1〈
τ
〉
s
. (57)
Taking inverse Fourier transform k → x results in
Pˆcen(x, s)
∼ δ(x)
s
− Av
α−1
pi
〈
τ
〉
s
cos
(
α− 1
2
pi
)
cos
(αpi
2
)
|x|−αΓ(α).
(58)
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FIG. 5: Numerical simulations of the density of Le´vy walks
with or without stochastic resetting at time t = 104 by sam-
pling over 2 × 105 realizations (log-log scale). The walking
time density ψ(τ ) = α
(1+τ)1+α
with α = 1.5. The velocity
v = 1, the resetting position xr = 0. The circles and squares
are the simulation results with stochastic resetting rate r = 0
and r = 0.1, respectively. While the real line represents the
theoretical result for the latter case. It turns out that there
is no change on the form of the density as the scale of x is
different when r 6= 0.
Further taking inverse Laplace transform s→ t and con-
sidering the definitions of A and
〈
τ
〉
, there is
Pcen(x, t)
∼ δ(x)− 1
pi
Γ(2 − α)Γ(α)vα−1 cos (α− 1
2
pi
)
cos
(αpi
2
)|x|−α
= δ(x) +
1
2
(α− 1)vα−1|x|−α.
(59)
When 0 < r ≤ 1 and x 6= 0, there holds
Pcen(x, t) ∼ 1
2
(α − 1)vα−1|x|−α, (60)
which is the same as the result of (51) obtained by the
same scales of x and t. This is a striking difference be-
tween the ordinary Le´vy walk and the stochastic resetting
one. Specifically, the asymptotic behaviors of the PDF
of the former process are different when x scales like t
and t1/α, while the ones of the latter one are the same;
see Fig. 5.
IV. CONCLUSION
The phenomena of stochastic resetting are often ob-
served in the natural world. This paper focuses on the
CTRWmodel and Le´vy walk with stochastic resetting. A
series of theoretical results are established. The striking
observations include: 1) both the MSDs of the waiting
first and jump first CTRW models are constant (though
different), which implies localization; 2) when t is large
enough and r 6= 0, the distribution of waiting time does
not influence the MSDs of CTRWs; 3) the different walk-
ing time distributions can affect the MSDs of Le´vy walks;
4) when the walking time density of Le´vy walk is power
law with 1 < α < 2, the asymptotic behaviors are dif-
ferent when x scales like t and tα, while for 0 < r ≤ 1
the asymptotic behaviors are the same for both cases.
The possible further research projects can be: to con-
sider the processes with stochastic resetting not at the
renewal points; to discuss the process with variable re-
setting positions, e.g., the maximum position.
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