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DIMENSION REDUCTION IN HETEROGENEOUS NEURAL NETWORKS:
GENERALIZED POLYNOMIAL CHAOS (GPC) AND
ANALYSIS-OF-VARIANCE (ANOVA)
MINSEOK CHOI, TOM BERTALAN, CARLO R. LAING, AND IOANNIS G KEVREKIDIS
Abstract. We propose, and illustrate via a neural network example, two different approaches to
coarse-graining large heterogeneous networks. Both approaches are inspired from, and use tools
developed in, methods for uncertainty quantification in systems with multiple uncertain param-
eters - in our case, the parameters are heterogeneously distributed on the network nodes. The
approach shows promise in accelerating large scale network simulations as well as coarse-grained
fixed point, periodic solution and stability analysis. We also demonstrate that the approach can
successfully deal with structural as well as intrinsic heterogeneities.
1. Introduction
Systems of coupled identical oscillators can often be studied exploiting this special symmetry
(invariance to permuting their identities [1]); yet most realistic systems possess some form/degree
of heterogeneity, and thus studying the influence of this heterogeneity on dynamics is of crucial
importance. While for a small number of oscillators the dynamics of each and every one can be easily
simulated, for larger networks this becomes impractical, particularly if one is interested in typical
behaviour of similar networks, not just the behavior of a single, particular network realization. Thus
techniques for dimension reduction, i.e. faithfully representation of a heterogeneous network by a
lower-dimensional dynamical system, are useful in the dynamic/parametric study of such networks.
In this paper we demonstrate the use of two such dimensionality reduction techniques for differ-
ent heterogeneous networks of coupled model neurons. The first network we consider is all-to-all
coupled, but four of the physiological parameters associated with the dynamical mechanisms oc-
curring within each neuron are heterogeneous. The term that embodies all-to-all coupling of the
neurons is then approximated by a four-dimensional integral over these heterogeneous parameters.
We approximate this integral using the ANalysis-Of-VAriance (ANOVA) method and expand the
instantaneous states of the neurons in polynomials in the four heterogeneous parameters. A small
number of time-dependent coefficients for these polynomials constitute the variables of a reduced
model for the network. We demonstrate the computational efficiency of this reduction with several
computations within the equation-free framework (e.g. [14, 23]).
The second network we consider is both intrinsically heterogeneous (a physiological parameter
associated with the individual neuron dynamics is different for each neuron) as well as structurally
heterogeneous (because the neurons are connected in a nontrivial way). We observe that the state of
each neuron can be accurately expressed as a sum of polynomials in both the intrinsic heterogeneity
parameter and a neuron’s degree (number of connections) in the network. This is a generalized
Polynomial Chaos (gPC) approach, and the polynomials are orthogonal with respect to a density
that depends on the probability distribution of the heterogeneous intrinsic parameter as well as the
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degree distribution of the network. A small number of the coefficients of these polynomials again
helps construct an accurate reduced model of the network dynamics.
The model is presented in Sec. 2 and we then briefly review both ANOVA and the gPC method.
Numerical examples are given in Sec. 3 and we conclude with a discussion in Sec. 4.
2. The model
We consider a network of model neurons previously studied as a model for rhythmic oscillations
in the pre-Bo¨tzinger complex [17, 20]:
C
dVi
dt
= −gNam(Vi)hi(Vi − VNa)− gl(Vi − Vl) + I
i
syn + I
i
app,(1a)
dhi
dt
=
h∞(Vi)− hi
τ(Vi)
(1b)
for i = 1, ..., N , where
(2) Iisyn =
gsyn(Vsyn − Vi)
N
N∑
j=1
Ai,js(Vj).
Here Vi is the membrane potential of neuron i, and hi is a channel state variable for neuron i
that governs the inactivation of persistent sodium. The first and second term of the right hand
side in Equation (1a) is a persistent sodium current and passive leakage current, respectively and
gNa, VNa, gl, Vl are corresponding nominal parameters [3, 4]. Equation (1) was derived from the
models in Butera et al. [3, 4] by blocking currents responsible for action potentials; Rubin [21]
considered a similar model with N = 2, and Dunmyre and Rubin [5] considered synchronization in
the case N = 3. The various functions involved in the model equations are as follows:
s(V ) =
1
1 + exp(−(V + 40)/5)
,(3)
τ(V ) =
1
ǫ cosh((V + 44)/12)
,(4)
h∞(V ) =
1
1 + exp((V + 44)/6)
,(5)
m(V ) =
1
1 + exp(−(V + 37)/6)
.(6)
The functions τ(V ), h∞(V ) and m(V ) are a standard part of the Hodgkin-Huxley formalism [12],
and synaptic communication is assumed to act instantaneously through the function s(V ). The
neurons are coupled through a synaptic current Iisyn for gsyn 6= 0 where Aij is a symmetric adjacency
matrix, i.e. Aij = 1 if neuron i and j are connected, and Aij = 0 otherwise. A previous study
considered only all-to-all coupled networks [17], but we will consider a more structured network
in Sec. 3.2 below. We denote the degree of i-th neuron (its number of neighbors) by κi, i.e.
κi =
∑N
j 6=iAij .
It was shown in [17, 20] that if the values of the applied currents Iiapp are uniformly distributed
in a certain interval, synchronous behavior is observed after a transient, i.e. all neurons oscillate
periodically with the same period, although the heterogeneity in the Iiapp means that each neuron
follows a slightly different periodic orbit in its own (V, h) phase space. It appears that (asymp-
totically in time) the values of the Vi and hi vary smoothly as a function of the heterogeneous
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parameter Iiapp. This observation lead to the continuum limit of Equations (1):
C
∂V (µ, t)
∂t
= −gNam(V (µ, t))h(µ, t)(V (µ, t)− VNa)− gl(V (µ, t)− Vl) + Isyn + Iapp(7a)
∂h(µ, t)
∂t
=
h∞(V (µ, t))− h(µ, t)
τ(V (µ, t))
(7b)
where Iapp is parameterized as Iapp = Im + Isµ with µ being a uniform distribution on [−1, 1], i.e.
Iapp follows a uniform distribution on [Im − Is, Im + Is] and
(8) Isyn(µ, t) = gsyn(Vsyn − V (µ, t))
∫ 1
−1
s(V (µ, t))p(µ)dµ.
Note that p(µ) is a probability density function for µ, i.e. p(µ) = 1/2 for −1 ≤ µ ≤ 1. In
this limit Vi(t) and hi(t) become the functions V (µ, t) and h(µ, t), respectively. The results for
N → ∞ should provide a good approximation to the behavior seen when N is large but finite, as
we expect it to be. Rubin and Terman [20] first introduced the continuum limit, their contribution
being largely analytical. Laing et al. [17] presented a computationally efficient way to describe
the heterogeneous network by applying techniques widely used in the uncertainty quantification
(UQ) community known as generalized Polynomial Chaos and the associated stochastic collocation
method (SCM) [26, 27, 11]. These methods are high-order accurate, in fact exponentially accurate,
but suffer when the dimensionality of the parametric space increases; this is known as the so-called
curse of dimensionality. Sparse grids techniques have greatly alleviated this problem by utilizing
the smoothness of the function in low to moderate “heterogeneity dimensions” [7, 10]. However,
the complexity estimate of sparse grids still depends heavily on the dimension and on the regularity
of the functions being integrated. To push the dimensionality barrier higher, several methods
have been introduced in the UQ commnunity; one of them is the ANOVA method, which will be
described in Sec. 3.1 for a case in which there are multiple heterogeneous physiological (intrinsic to
each neuron) parameters. In the subsections 2.1 and 2.2 we briefly review the gPC and ANOVA
methods; see [7, 27, 28, 11] for more details.
2.1. Polynomial Chaos as a low-dimensional representation. The Polynomial Chaos (PC)
method is widely used in the UQ community [27, 11]. The method has also been applied successfully
to coarse-graining the dynamics of heterogeneous networks, for which some parameters intrinsic to
each neuron are distributed in a prescribed way [17, 19]. The PC expansion involves representing
the state variable X = (x1, ..., xn) as a weighted series of orthogonal basis functions (polynomials)
of the heterogeneous parameters ξ = (ξ1, ...ξm):
(9) X(t; ξ) =
∑
i
αi(t)Ψi(ξ)
where Ψi(ξ) is the i-th basis function and the αi(t) are PC coefficients. Conversely, the coefficients
αi can be recovered by the projection on the basis Ψi(ξ) due to the orthonormality of the basis
functions
(10) αi = 〈X, Ψi〉 ≡
∫
X(ξ)Ψi(ξ)dP (ξ)
where the inner product 〈·, ·〉 is defined by integration with respect to the underlying measure
dP (ξ).
Assuming independence of the distributions of the heterogeneous parameters, Ψi can be sepa-
rated into a tensor product of independent scalar polynomial bases Ψi(ξ) =
∏m
k=1Ψik(ξk). For
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well-known distributions such as uniform or normal, there are corresponding PC basis functions:
Legendre or Hermite polynomial, respectively. In the case of arbitrarily distributed heterogeneous
parameters, a PC basis can be constructed numerically [24]. With a basis chosen, the system of
coupled ODEs for X
(11)
dX(t;ω)
dt
= f(X; ξ)
(of which (1) is a specific example) can be recast as a system of ODEs for the PC coefficients αi
via the Galerkin method
(12)
dαj
dt
=
〈
f
(∑
i
αiΨi
)
,Ψj
〉
,
where the orthogonality of the basis functions is exploited.
A computational task involving simulating each neuron in a system such as Equation (1) is too
complicated if the number of neurons is large, and hence an accurate coarse-grained description is
useful (if it exists). It turns out that PC coefficients αi serve well as coarse-grained descriptors of
a system like (11) with heterogeneous parameters [17, 19]. Note that the number of coefficients
is usually much less than the number of variables in Equation (11). This model reduction, as we
will show below, allows us to perform a number of coarse-grained modeling tasks such as accel-
erated simulation via Coarse Projective Integration (CPI) or accelerated limit cycle computation,
accompanied by coarse-grained stability analysis [2, 15, 17, 18, 19].
Coarse-graining this model requires the computation of two high-dimensional integrals–the cou-
pling integral (8), and the inner product (10). To this end, we introduce the ANOVA method in
the following subsection.
2.2. ANOVA. ANOVA is widely used as a statistical method to test differences between two or
more means [13, 6]. The same idea can be used for the interpolation and integration of high
dimensional problems as well as analyzing stochastic simulations. [8, 22]. Consider an integrable
function f(x), x = (x1, x2, · · · , xN ) defined in I
N = [0, 1]N . The ANOVA representation for f(x)
is as follows:
Definition 1. The representation of f(x) in a form
(13) f(x) = f0 +
N∑
s=1
∑
j1<···<js
fj1···js(xj1 , · · · , xjs)
or equivalently
(14) f(x) = f0 +
∑
1≤j1≤N
fj1(xj1 ) +
∑
1≤j1<j2≤N
fj1,j2(xj1 , xj2) + · · ·+ f1,2,··· ,N (x1, x2, · · · , xN )
is called the ANOVA decomposition of f(x), if
(15) f0 =
∫
IN
f(x) dµ(x),
and
(16)
∫
I
fj1···js dµ(xjk) = 0 for 1 ≤ k ≤ s.
We call fj1(xj1 ) the first-order term (or first-order component function), fj1,j2(xj1,j2) the second-
order term (or second-order component function), etc.
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The terms in the ANOVA decomposition are computed as follows:
(17) f
S
=
∫
IN−|S|
f(x) dµ(x
Sc
)−
∑
T⊂S
f
T
(x
T
),
where S = {j1, j2, · · · , js}, |S| is the number of elements in S, T = {i1, i2, · · · , it} is a subset of S,
i.e. {i1, i2, · · · , it} ⊂ {j1, j2, · · · , js} and fT = fi1,i2,··· ,it(xi1 , xi2 , · · · , xit).
An important property of the ANOVA decomposition of f is that the variance of f is the sum
of the variances of all the ANOVA terms except f0:
(18) σ2(f) =
N∑
s=1
∑
|S|=s
σ2(f
S
), σ2(fS) =
∫
IN
f2Sdµ(x),
or equivalently:
σ2(f) =
∑
1≤j1≤N
σ2(fj1) +
∑
1≤j1<j2≤N
σ2(fj1,j2) + · · ·+ σ
2(f1,2,··· ,N ).
Computing the ANOVA decomposition, i.e. the constant term and high-order terms from Equa-
tions (15) and (17) respectively, can be very expensive for high dimensional problems or complicated
functions f(x). One therefore uses the Dirac measure instead of the Lebesgue measure in integra-
tions, i.e., dµ(x) = δ(x − c) dx, c ∈ IN . The point “c” is called the “anchor point” and this
method is called “anchored-ANOVA”. Then the (approximate) evaluation of the integral that
appears in the first term of the right hand side of Equation (17) becomes much easier. For example,
for the constant term and first-order term we have
f0 = f(c)(19)
fj(xj) = f(c1, ..., cj−1, xj , cj+1, ..., cN )− f0, j = 1, ..., N.(20)
Note also that Equation (17) implies that the |S|-order terms can be constructed recursively from
all ANOVA terms whose orders are less than |S|.
For numerical purposes we approximate f(x) by all ANOVA terms whose degrees are less than
or equal to ν:
(21)
f(x) ≈ f0+
∑
j1≤N
fj1(xj1 )+
∑
j1<j2≤N
fj1,j2(xj1 , xj2 )+ · · ·+
∑
j1<j2<···<jν≤N
fj1,j2,··· ,jν (xj1 , xj2 , · · ·xjν ).
Here N is called nominal dimension, and ν is called the truncation or effective dimension. If ν
is low, then this type of approach, i.e. approximating the N -dimensional problem into a series of
lower-dimensional problem, can greatly alleviate the computational burden. For example, let us
consider the integration of the function
∫
f(x)dx , e.g., f here can be the integrand in Equation
(8) or Equation (10). Since the integration is a linear operator, the integral can be approximated
by the sum of integrals of ANOVA terms, i.e.
(22)
∫
IN
f(x)dx ≈
∫
IN
f0dx+
ν∑
s=1
∑
j1<···<js
∫
IN
fj1···js(xj1 , ..., xjs)dx.
Then, the N-dimensional integration problem becomes much lower dimensional (up to ν assuming
ν ≪ N) integration, where we can use collocation methods such as those involving Gaussian
quadrature and weights. Consider the first-order term f1(x1) for instance. Let c−1 = (c2, c3, ..., cN )
and (qj1, w
j)µj=1 be the quadrature points and corresponding weights for integration along the first
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dimension, with µ being the number of quadrature points. Then, the integration of f1(x1) can be
approximated by
(23)
∫
IN
f1(x1)dx ≈
µ∑
j=1
f1(q
j
1)w
j =
µ∑
j=1
(f(qj1, c2, c3, ..., cN )− f0)w
j .
See [8, 28] for more details. In [28], the authors applied the ANOVA method for a stochastic
incompressible flow problem with a nominal dimension of parametric space up to 100 but with an
effective dimension of 2 as an efficient dimension-reduction technique. In Sec. 3.1 below we will
demonstrate the use of ANOVA to approximately describe coupled neuronal networks that have
multiple independent heterogeneous parameters.
3. Numerical examples
In this section, two cases are presented to illustrate the gPC and ANOVA methods to model the
effect of multiple heterogeneous parameters. In the first case we model four distinct heterogeneous
parameters in order to demonstrate the ANOVA method: Iapp, gNa , Vsyn and VNa are all assumed
to be uniformly distributed. For simplicity we do not assume structural heterogeneity, i.e. neurons
are all-to-all coupled yielding Aij = 1 for all i, j; the case of simultaneous intrinsic and strctural
heterogeneity will be discussed next. After comparing the ANOVA method with sparse grids or the
“direct” Monte Carlo (MC) method, we perform a number of coarse-grained modeling tasks such
as Coarse Projective Integration and coarse-grained stability analysis.
We then consider the network of neurons to be heterogeneous in the following sense: neuron i has
an applied current Iiapp, which is referred to as an intrinsic heterogeneity, and a degree κi, which is
referred to as a structural heterogeneity. (The Iiapp are not all equal, and neither are the κi.) The
results suggest that the techniques used here may be also applicable to this type of network.
3.1. Case I: Multiple heterogeneous parameters. We consider the case where there exist four
heterogeneous parameters: Iapp, gNa , Vsyn and VNa are all independently and uniformly distributed.
Each of these four parameters can be parameterized by their mean and half-width, together with
the standard uniform distribution ξi, i = 1, 2, 3, 4, which we denote by ξi ∼ U [−1, 1], and whose
probability distribution function is p(ξi) =
1
2 for −1 ≤ ξi ≤ 1. For example, if Iapp ∼ U [17.5, 32.5],
then it is parameterized as Iapp = E[Iapp] + h(Iapp)ξ where E[Iapp] = 25 and h(Iapp) = 7.5 are
the mean and half-width of Iapp, respectively, and ξ is the standard uniform distribution. Then, as
mentioned in the above section, the continuous variables V and h become a function of these ξi’s
as well as time t as V (t; ξ1, ξ2, ξ3, ξ4) and h(t; ξ1, ξ2, ξ3, ξ4), respectively and the sum in Equation
(2) is represented by the integral
(24)
∫
Ω4
s(V (t; ξ))p(ξ) dξi
where ξ = (ξ1, ξ2, ξ3, ξ4), p(ξ) =
∏4
i=1 pi(ξi) and Ω = [−1, 1]. In stochastic collocation or sparse
grid methods this integral is approximated as the sum of the function evaluated at the collocation
points multiplied by their corresponding weights; see [17, 26] for more detail. In ANOVA methods,
we first approximate the function s(V (t; ~ξ)) by its ANOVA terms whose orders are less than ν as
in Equation (21). Then the integral of a high-dimensional function is represented by the integral
of a series of low-order functions, which can be easily computed by standard numerical integration
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techniques. For example, assume that ν = 1. Then the ANOVA approximation of s denoted by sA
is as follows:
(25) s(V (t; ξ)) ≈ sA(V (t; ξ)) = s0 +
4∑
j=1
sj(ξj)
where sj(ξj) is given in Equation (20). For example, for j = 2, s2(ξ2) = s(V (t; c1, ξ2, c3, c4)) for an
anchor point c = (c1, c2, c3, c4). Then the integral in Equation (24) is computed as the sum of the
integral of the constant term and the first-order ANOVA terms, which are readily computable:
(26)
∫
Ω4
s(V (t; ξ))p(ξ) dξi ≈
∫
Ω4
sA(V (t; ξ))p(ξ) dξi = E[s0] +
4∑
j=1
E[sj(ξj)]
where E[f ] is the expectation operator of f with respect to the probability measure p(ξ).
All four heterogeneous parameters here follow a uniform distribution: Iapp on [17.5, 32.5], Vsyn
on [-1,1], VNa on [49,51], and gNa on [2.55, 3.05]. The other parameters are given as follows:
VNa = 50, Vsyn = 0, gsyn = 0.3, gl = 2.4, Vl = −65, ε = 0.1, C = 0.21.
The parameters for sparse grids and ANOVA are shown in Table 1. We also consider a direct
Monte Carlo (MC) method with 10,000 points (i.e. 10,000 all to all coupled neurons) as a reference
solution. Note that both sparse grids and ANOVA methods MC are non-intrusive methods, hence
given the sampling (or collocation) points, we solve deterministic problems. Figure 1 shows the
behavior of the Vi and hi corresponding to 10 samples from the sparse grids in Table 1.
Table 1. In sparse grids, the number of collocation points is determined by the
level, i.e. the higher the level the more points. In the ANOVA method, µ is the
number of collocation points in one direction and ν is the truncation dimension of
the ANOVA decomposition, i.e. ν = 2 means that we consider only the first and
second-order interaction terms. For these parameters 411 points are needed for the
sparse grid method and 171 points for the ANOVA method.
Sparse Grid ANOVA
configuration level=3 µ = 5, ν = 2
number of points 411 171
First we solve equations (7a) and (7b) for V and h using sparse grids, ANOVA and MC methods
and compare the mean and variance of V and h derived from the three methods. For example,
given sparse grids points and corresponding weights {ξ(j), w(j)}Nj=1, the mean and variance for V
can be computed as
E[V ](t) =
N∑
j=1
V (t; ξ(j))w(j)
V ar[V ](t) =
N∑
j=1
V 2(t; ξ(j))w(j) − E[V ]2(t)
where V (t; ξ(j)) is the solution to Equation (7a) with ξ = ξ(j). Figures 2 and 3 show the mean and
variance for V and h, respectively, calculated using the three methods, and the results agree well
with one other. Note that they are visually indistinguishable but when zoomed in (inset figure), a
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Figure 1. Solutions of Equations (1a) and (1b) when there are four heterogeneous
parameters and samples come from sparse grids (Top) and ANOVA (bottom) with
parameters given in Table 1. Left: Vi as functions of time. Right: hi as functions
of time. Different line colors correspond to different neurons (only ten neurons are
shown) and they show that neurons with different parameters behave differently.
slight difference can be perceived between MC and the other two methods. This strongly suggests
that the ANOVA method can help model high-dimensional heterogeneous parametric problems, in
addition to its extensive use in high-dimensional uncertain parametric problems. Based on this
observation, we consider to describe a low-dimensional system only using the ANOVA method from
now on in this subsection.
Coarse Dynamics and Stability. We will now consider the gPC coefficients αi and βi, i =
0, 1, ..M for V and h, respectively as our reduced, coarse-grained variables, i.e. we approximately
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represent V and h as
V (t; ξ) =
M∑
i=0
αi(t)Φi(ξ)(27a)
h(t; ξ) =
M∑
i=0
βi(t)Φi(ξ)(27b)
where each Φi(ξ), i = 0, ...,M is a product of Legendre polynomials of the variables in ξ =
{ξ1, ξ2, ξ3, ξ4}. We explore the long-term dynamics of (1) using these coarse-grained variables and
compute gPC coefficients using ANOVA methods, as there are four heterogeneous parameters.
0 10 20 30 40 50
−60
−50
−40
−30
−20
−10
0
Mean of V
time
 
 
sparse grid
ANOVA
MC
24.8 25 25.2
−40
−35
−30
−25
0 10 20 30 40 50
0
5
10
15
20
25
30
35
40
45
Variance of V
time
 
 
sparse grid
ANOVA
MC
Figure 2. The mean (left) and variance (right) for V . MC simulations with 10,000
points are considered as the reference solution. Note that results from all methods
are visually indistinguishable.
Equation-Free Computations. Availability of the governing equations for the variables of
interest is a prerequisite to modeling and computation. However, if the underlying differential
equations are nonlinear or nontrivial and ξ is high-dimensional, then the right hand side in Equa-
tion (12) is often coupled and very complicated making it almost impossible to obtain it in explicit,
closed form. We circumvent this step using the equation-free (EF) framework for complex, mul-
tiscale systems modeling [14, 23]. In this framework we can perform system-level computational
tasks without explicit knowledge of the coarse-grained equations. This is accomplished through
the operators that transform between coarse and fine variables. The mapping from coarse to fine
variables is called the lifting operator (L) while the mapping from fine to coarse variables is called
the restriction operator (R).
We denote the detailed (fine), microscopic time-evolution operator defined in Equation (7) by φτ
(where τ represents the number of time steps or iterations). The macroscopic evolution operator
Φτ can then be defined as follows:
(28) Φτ (α(t)) = R ◦ φτ ◦ L(α(t))
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where α(t) is the vector of gPC coefficients (α0, ..., αM , β0, ..., βM ) in Equation (27) representing
the coarse-grained variables. The general procedure consists of five steps; (i) identifying observables
that describe the coarse-grained variables α, (ii) constructing a lifting operator that maps the coarse
variables to a fine scale realization, (iii) evolving the fine scale equations for certain amount of time,
(iv) restricting the resulting fine variables to the coarse variables in order to estimate their time
derivatives, and (v) repeating the procedure to perform specific computational tasks.
We first demonstrate coarse projective integration (CPI) [9]. The gPC coefficients αi and βi, i =
0, 1, ..M for V and h in Equation (27) are considered as the coarse-grained variables and obtained via
Equation (10). For comparison, we also evolve the detailed (fine) coupled equation (7) from which
we record the coefficients (coarse-grained variables) at every time step. The forward Euler method
with a fixed step size of 0.001 is used as a time integrator. For CPI, the detailed (fine) coupled
system (7) is integrated forward in time using short bursts of fine-scale simulations consisting of 7
steps. Then, the coarse variables α are evaluated according to Equation (10) where the integral is
computed by the ANOVA method given in Equation (22). The last few observations of the coarse
variables α are used to estimate their time-derivative. Finally we integrate the coarse variables
with a forward Euler jump of 7 steps, thus save 7 inner integration steps at every 7 steps. Figure
4 shows the second and third gPC coefficients from coarse projective integration and from full
detailed simulation, and shows that they agree well with each other. For the given parameters, in
particular with E[Iapp] = 25, the network exhibits stable, synchronized periodic behavior as shown
in Figure 5.
The equation-free approach is also useful for computing long-time (stationary) states and their
stability and dependence on parameters [14, 19]. The coarse time-stepper Φτ (α(t)) is defined as
mapping from α(t) to α(t + τ) via one iteration of the equation-free method as mentioned in the
above: lifting a coarse-grained initial condition α(t) to one or more consistent fine initial conditions,
integrating the full (fine) model for a (short) time τ , and then restricting to the coarse observable
of the final fine state Φτ . In order to compute the stationary states we solve for the fixed point α
∗
satisfying
(29) Fτ (α) ≡ Φτ (α)−α = 0,
which is referred to as the coarse flow map. Iterative matrix-free linear algebra algorithms such as
Newton-GMRES can be used to find zeros of such a function in the absence of explicit equations
for the dynamics of the coarse variables α. Eigenvalues of the Jacobian of the coarse flow map Fτ
evaluated at a fixed point reveal the (coarse grained) stability of that fixed point and help determine
the nature of its potential bifurcations. Figure 6 shows the first 10 eigenvalues of the Jacobians
of both the fine and coarse flow maps at equivalent fixed points. As the polynomial degree in the
coarse flow map (the number of coarse variables) increases, these coarse eigenvalue estimates are
expected to approach the leading eigenvalues of the Jacobian of the fine flow map, and this is clearly
seen in Figure 6.
3.2. Case II: intrinsic and structural heterogeneity. We consider Equation (1) with the
following physiological parameter values [17]
VNa = 50, Vsyn = 0, gsyn = 0.3, gl = 2.4, Vl = −65, ε = 0.1, C = 0.21.
For a heterogeneous network, Iapp is chosen to follow a uniform distribution on [17.5, 32.5], param-
eterized by Iapp = 25+ 7.5ω where ω is uniformly distributed on [−1, 1]. Neurons are connected in
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a Chung-Lu type network [16], i.e. neurons i and j are connected (i.e. Aij = 1) with probability
(30) pij = min
(
φiφj∑
k φk
, 1
)
where φi = pN(i/N)
r, i = 1, ..., N and N is the number of neurons. We choose N = 512, p = 0.5
and r = 0.1.
Clearly, we can consider the way the neurons are connected in the network as a different type of
heterogeneity: a structural heterogeneity, where neurons are connected between them in different
ways, as opposed to neurons having different individual parameters (an intrinsic heterogeneity, of
the type we have discussing up to now). In our case, we assume that this structural heterogeneity is
well described by the degree distribution: the degree of each neuron denoted by κ is the important
structural heterogeneous parameter, and its probability distribution is the degree distribution of
our Chung-Lu network.
For these parameter values, and a particular realization of a Chung-Lu network with 512 neurons,
we observe that the network eventually synchronizes, and all neurons evolve along a periodic trajec-
tory (each in a slightly different periodic path, since the neurons differ both intrinsically and in their
connectivities). At any point in time, the state at each neuron, (Vi, hi)(t) can be approximated by
a smooth surface in two heterogeneous parameters ξ = (κi, Iapp,i)
N
i=1 according to Equation (27).
These are parameters in the sense that they do not change in time–they are still unique for each
neuron. If indeed the behavior can be expressed as a function of our two heterogeneous parame-
ters and time, this suggests that at every moment in time the values of the dynamic variables of
each neuron would lie on a smooth surface, here a two dimensional one, parametrized by the two
measures of heterogeneity. At every point in time the 512 individual variable values, one for every
neuron, would lie on, or very close to, this surface.
Figure 7 shows the potential Vi of all the neurons for 0 ≤ t ≤ 4 and the evolving “heterogeneity
surface” of the potential Vi at two instances in time t = 1.27 and 3.55 (marked on the figure) as a
function of the two heterogeneous parameters, which are randomly picked at on a limit cycle. The
fact that, for all practical purposes, the values of the variables for each neuron lie on, or close to such
a smooth surface, implies that a gPC representation performs well as a coarse-grained descriptor
of the heterogeneous neuronal population.
Figure 8 shows a phase portrait view of the limit cycle synchronized oscillation for all the neurons.
In the insets we show, at seven different time instances, the potential V of each neurons (represented
by colored filled circles), clearly lying on, or very close to, the smooth two-dimensional surface of
the coarse-grained description.
4. Conclusion
We have proposed and demonstrated the use of several distinct forms of dimension reduction
for the computationally efficient study of heterogeneous networks of coupled neurons. In Case
I we considered an all-to-all coupled network with four independent heterogeneous parameters.
To efficiently simulate such a network we need to approximate a four-dimensional integral, which
we accomplished using ANOVA methods. A reduced model of this type of network can also be
formulated using coefficients in a polynomial chaos expansion in the heterogeneous parameters as
the “coarse” variables. Having such a reduced model leads to an improvement in the speed for
a variety of computations of interest (direct simulation, coarse limit cycle computation, coarse
stability analysis) which we demonstrated using the equation-free framework.
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In Case II we considered a network with both intrinsic and structural heterogeneity, and showed
that we could expand the state variables in polynomials of both the intrinsically varying parameter
and a feature of the network connectivity - in this case, the degree of each neuron. To do this, we
need to construct orthogonal polynomials with respect to the network degree distribution. If this
(integer) distribution is known a priori, then the polynomials can be found in the literature [25],
or easily constructed using the recurrence relation [24]. If the distribution is unknown, and we
only have samples of it available, then the convergence of the “empirical” polynomials based on
the sampled distributions, to the “true” distributions at the limit of infinite neurons becomes
an interesting research problem that we are currently investigating. We believe that all these
approaches can play an important practical role in accelerating the computational study (and, in
general, the modeling) of complex heterogeneous networks, and we are exploring the practical limits
of (a) how many independently distributed heterogeneous parameters one can usefully approximate
and (b) the modeling of heterogeneities that are not independently distributed, but rather exhibit
correlations.
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Figure 3. The mean (left) and variance (right) for h. MC simulations with 10,000
points are considered as the reference solution. Note that all methods are visually
indistinguishable.
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Figure 4. Coarse projective integration (dashed lines) and detailed (fine) coupled
dynamics (solid lines) for V (left) and h (right). Two PC coefficients (α1, α2) and
(β1, β2) are shown for V and h, respectively. Forward Euler with a fixed step size
of 0.001 is used as a time integrator. For coarse projective integration, it jumps
with a forward Euler of 7 step after estimating time derivatives.
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Figure 5. Left: Periodic orbit of the mean of V and the mean of h when
E[Iapp] = 25. Coarse projective integration (dashed) and detailed (solid) simula-
tion. Temporal profile of E[V ] (top right) and E[h] (bottom right) corresponding
to one period of limit cycle.
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Figure 6. Eigenvalues of the Jacobian of the fine flow map and the coarse flow
map at corresponging fixed points, obtained with three different gPC orders: P = 1
(leading to 10 coefficients), P = 2 (30 coefficients), and P = 3 (70 coefficients).
As the polynomial degree -and thus the number of coarse variables- increases, the
eigenvalues from the coarse flow simulation show increasingly better agreement
with those from the fine simulation.
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Figure 7. Left: Potential (Vi) in Equation (1a) with two heterogeneous parame-
ters (κi, Iapp,i). Surface of the Vi as a function of the two parameters (κi, Iapp,i) at
t = 1.27 (top right) and t = 3.55 (bottom right). The neurons lie on, or very close
to, the smooth manifold. Initial conditions for the integration of (1a) at t = 0 are
a point ~X(t = 0; ξ) = {~V ,~h}(t = 0; {κ, Iapp}) found by simple forward integration
to be on or very close to the attracting limit cycle. In the left panel, we show
approximately one period of this limit cycle, observed in the 512 V traces over
time.
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Figure 8. Limit cycles of the (Vi, hi) for N = 512 neurons. Each filled circle
represents the potential of one neuron, with different colors denoting different time
snapshots along the synchronized oscillation. The oscillations proceed in the clock-
wise direction, and the surfaces in the insets show the Vi as functions of the two
heterogeneous parameters at nine different times cut.
