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Abstract 
This thesis focuses ob. construction, properties and estimation of asymmet-
ric heavy-tailed distributions, as well as on their applications to financial modeling 
and risk measurement. First of all, we suggest a general procedure to construct 
a fully asymmetric distribution based on a symmetrically parametric distribution, 
and establish sorne natural relationships between the symmetric and asymmetric 
distributions. Then, three new classes of asymmetric distributions are proposed by 
using the procedure: the Asymmetric Exponential Power Distributions (AEPD), 
the Asymmetric Student-t Distributions (ASTD) and the Asymmetric Generalized 
t Distribution (AGTD). For the first two distributions, we give an interpretation of 
their parameters and explore basic properties ofthem, including moments, expected 
shortfall, characterization by the maximum entropy property, and the stochastic rep-
resentation. Although neither distribution satisfies the regularity conditions under 
which the ML estimators have the usual asymptotics, due to a non-differentiable 
likelihood function, we nonetheless establish asymptotics for the full MLE of the 
parameters. A closed-form expression for the Fisher information matrix is de-
rived, and Monte Carlo studies are provided. We also illustrate the usefulness of 
the GARCH-type models with the AEPD and ASTD innovations in the context of 
predicting downside market risk of financial as sets and demonstrate their superi-
ority over skew-normal and skew-Student's t GARCH models. Finally, two new 
classes of generalized extreme value distributions, which include Jenkinson's GEV 
111 
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(Generalized Extreme Value) distribution (Jenkinson, 1955) as special cases, are 
proposed by using the maximum entropy princip le, and their properties are investi-
gated in detail. 
Résumé 
Cette thèse porte sur la construction, les propriétés et l'estimation de distributions 
«heavy tailed» asymétriques, ainsi que sur leurs applications à la modélisation financière 
et à la mesure de risque. Tout d'abord, nous suggérons une procédure générale pour 
construire une distribution totalement asymétrique basée sur une distribution 
symétriquement paramétrique, et pour établir quelques relations inhérentes entre les 
distributions symétriques et asymétriques. Par la suite, trois nouvelles classes de 
distributions asymétriques sont proposées en utilisant cette procédure: les distributions 
asymétriques exponentielles de puissance (AEPD), les distributions asymétriques t-
Student (ASTD) et la distribution asymétrique t généralisée (AGTD). Pour les deux 
premières distributions, nous donnons une interprétation de leurs paramètres et explorons 
leurs propriétés de base, incluant les moments, la mesure ES (<<Expected Shortfall»), la 
caractérisation par la propriété d'entropie maximale, la représentation stochastique, et 
bien d'autres. Même si les deux distributions ne satisfont pas les conditions régulières 
sous lesquelles l'estimateur de probabilité maximale (ML) a les résultats asymptotiques 
habituels, dû à une fonction de probabilité non-différentiable, nous établissons tout de 
même une telle propriété asymptotique habituelle pour le principe du maximum de 
vraisemblance (MLE) total des paramètres. Une expression à forme fermée de la matrice 
d'information de Fisher est dérivée, et les études Monte Carlo sont fournies. 
Troisièmement, nous illustrons l'utilité des modèles de type GARCR avec les AEPD et 
ASTD dans le contexte de la prédiction du risque négatif de marché d'actifs financiers et 
démontrons leur supériorité par rapport aux distributions normale asymétrique et t 
asymétrique de Student. Finalement, deux nouvelles classes de distributions de valeur 
/---
extrême généralisée, incluant la GEV de Jenkinson (Jenkinson, 1955) comme cas 
spéciaux, sont proposées en utilisant le principe d'entropie maximale, et leurs propriétés 
sont explorées en détail. 
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Observed characteristics of many available data series have motivated exploration of classes 
of distributions that can accommodate properties such as fat-tailedness and skewness while 
nesting distributions typically used in practice such as the normal (and skew-normal). For 
example, various skew extensions ofthe generalized error distribution (GED) and Student's 
t have been proposed in the literature (see a review in Chapters 3 and 4). However, for sorne 
applications that we can envision in finance and risk management, the skew extensions may 
not be rich enough to capture an the asymmetry of distributions of asset returns, particularly 
asymmetry in the tails. 
The GARCH type of conditional volatility models has been widely and successfully 
used to model financial asset returns. Although a stationary GARCH model with normally 
distributed innovations (implying that the conditional distribution of asset returns is normal) 
can give rise to a heavy-tailed unconditional return distribution, it is often found parti cu-
larly for portfolios such as S&P500 and NASDAQ that ex post innovations from estimated 
GARCH models (even with a leverage effect) are not normally distributed-the QQ plot of 
ex post innovations typically shows that the fit in the upper tail is good but the lower tail is 
heavier than that of the normal distribution (see Figure 6 of Bradley and Taqqu (2003) for 
NASDAQ, Figure 4.2 ofChristoffersen (2003) for S&P500). It means that, on the one hand, 
1 
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1.1 Motivation 2 
the conditional distribution of asset returns may be asymmetric especially in the tails; on 
the other hand, the GARCH model does not capture all of the leptokurtosis present in the 
asset returns. 
There are two main ways to modify the G ARCH model. The first is to modify the 
type or structure of the conditional variance function; on this topic there are a large number 
of papers in the literature. The second focuses attention on alternative specifications of the 
form of conditional density. To capture all of the conditionalleptokurtosis and asymmetry 
present in high frequency financial data, various heavy-tailed distributions and their skew 
extensions such as Student-t (Bollerslev 1987), GED (Nelson 1991), SEPD (Komunjer 
2004)1, stable laws [Liu and Brorsen (1995), Mittnik et al (2002), Mittnik & Paolella (2003) 
and the references mentioned therein] etc., have been used in the G ARC H c1ass of models. 
Here we follow this second way. 
Another motivation concerns risk measurement. The most widely accepted risk mea-
sures in financial risk management are the Value at Risk (VaR) and the Expected Shortfall 
(ES). The VaR is defined as the largest potentialloss of a financial position over a given 
holding period with a probability ofinterest, 1 - p, say 95%; the ES is defined as the av-
erage of alliosses that exceed a given threshold q, say q = VaR. Formally, denoting by X 
the return of a financial asset (negative return represents loss), the value at risk VaRx(p) 
and expected shortfall ES x (q) of X can be expressed as follows: 
VaRx(p) = inf {x 1 Fx(x) = Pr(X ~ x) 2: p} 
1 SEPD is the abbreviations of Skew Exponential Power Distribution, also called Asymmetric Power Dis-
tribution (APD) by Komunjer (2004). 
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and 
ESx{q) = E{ -x 1 x ::; q). 
Note that both measures are concemed only with the tails of a financial asset return distri-
bution. For risk managers of financial institutions, therefore, it is very important to model 
the retum distribution offinancial assets, especially the left - i.e., downside - tail of the dis-
tribution well. In recent years, more attention has been given to the expected shortfall as a 
coherent risk measure. A risk measure is called coherent if it satisfies a set of reasonable 
properties proposed by Artzner et al (1997, 1999): Translation invariance, Subadditivity, 
Positive homogeneity and Monotonicity (also see Bradley and Taqqu 2003). The VaR is 
not a coherent risk measure, unfortunately, because it fails to have the subadditivity prop-
erty. The expected shortfall is more conservative as a risk measure than the VaR, implying 
that it may reflect the risk of interest better than the VaR in sorne cases. However, the ex-
pected shortfall is very sensitive to the tail behavior of a distribution, so that modeling the 
tails of the distributions accurately is crucial for the expected shortfall measure. The the-
sis is devoted to the issue of how to construct a (parametric) distribution with flexible tail 
behavior. 
1.2 Contributions of the Thesis 
This thesis does not provide a separate review of the literature. In each chapter all the 
relevant literature is discussed as it applies to the problems considered in that chapter; it is 
also indicated where the new results of this thesis represent a contribution to the questions 
addressed in recently published papers. The contributions of the thesis are as follows: 
1.2 Contributions ofthe Thesis 4 
(1). We propose a general procedure for constructing an asymmetric (parametric) 
distribution family based on a class of symmetric parametric distributions, and discuss 
sorne basic properties of the new asymmetric distribution such as cumulative distribution 
functions (cdi), the quantile function (or VaR), moments, expected shortfall, a stochas-
tic representation, etc. These properties show various inherent connections of the original 
symmetric distribution to the asymmetric one. The constructed asymmetric distribution 
has the attractive feature that the introduced skewness parameter a is a probability such 
that the location parameter J-l always is the a-quantile of the distribution. If the underlying 
symmetric distribution has a shape parameter that controls the behavior of tails, the con-
structed asymmetric distribution allows two tail parameters to govem, respectively, the left 
and right tail, that is to control the asymmetry of tail behavior, in addition to the skewness 
parameter that controls the asymmetry of the central part of the distributions. 
(2). Based on the general procedure, we construct three new classes of asymmetric 
distributions: the Asymmetric Generalized t Distribution (AGTD), the Asymmetric Expo-
nential Power Distribution (AEPD) and the Asymmetric Student-t Distribution (ASTD), 
which respectively generalize the skew versions of the generalized t (GT) (Theodossiou, 
1998), the exponential power distribution (EPD) (Femandez et al, 1995; Theodossiou, 
2000; and Komunjer, 2004), and Student's t (Hansen, 1994; Femandez and Steel, 1998). 
AlI the distribution classes include normal and skew normal as special cases and they in-
clude also heavy-tailed, highly peaked, and "fully" asymmetric distributions. The last two 
distribution classes, which are actually nested in the first one, are investigated in detail in 
Chapters 3 and 4. We give analytical expressions for their cdf, quantiles, moments and 
1.2 Contributions of the Thesis 5 
expected shortfall, and show that both of them can be characterized with the maximum en-
tropy property. AIl moments can be expressed simply and conveniently in terms of the 
gamma function. Although neither of the distributions satisfies the regularity conditions 
under which the ML estimator has the usual v'T-asymptotics, due to a non-differentiable 
likelihood function, we nonetheless establish the consistency and asymptotic normality of 
the full MLE. We derive a c1osed-form expression for the Fisher information matrix and 
provide sorne finite-sample Monte Carlo results. For the AEPD, an interesting interpreta-
tion of parameters is given in terms of conditional Lr - norm deviations. 
(3). We demonstrate the usefulness of the GARCH type models withAEPD or ASTD 
innovations in predicting the downside risk of financial assets in the context of modeling 
retum dynamics of portfolios such as the S&P500 index, and show the superiority of a 
fully asymmetric distribution over its nested symmetric and skew subc1asses. To show the 
significance of asymmetric behavior in the tails, we consider three nested subclasses for 
each ofthe AEPD and ASTD: the GED and Student-t, the skew EPD and Student-t (with a 
skewness parameter Ct and identical tail parameters to control the two tails), and the AEPD 
and ASTD with constraint Ct ~ 1/2 (with two distinct tail parameters). Our results suggest 
that all four measures (or criteria) used for comparing the goodness of fit of the candidate 
models, L, AICC, SIC or SBC, and AD, are strongly in favor of the distributions with 
two distinct tail parameters, that is, tail asymmetry is very significant (see Table 5-3 in 
Chapter 5). In contrast, the skewness parameter Ct does not make a significant improvement 
in the four measures (especially in AICC) for the ASTD type of distributions, although 
it does for the AEPD type of distributions with two tail parameters. It appears that the 
1.2 Contributions of the Thesis 6 
models with an ASTD are superior to those with corresponding AEPD in aH goodness-
of-fit measures, especially in AD, implying that the ASTD has a better fit in the tails of 
the distribution of ex post innovations than the AEPD. Comparing prediction performance 
of the candidate distribution models, for the VaR (value at risk), the distributions with 
distinct tail parameters perform substantially better than those with a single tail parameter, 
especially in the cases of small shortfall probabilities (see Table 5-4 in Chapter 5), and 
the AEPD type models are slightly better than the corresponding ASTD type models; for 
the risk of expected shortfall, the fully asymmetric distributions are absolutely superior to 
those with one tail parameter in terms of the mean absolute error (M AE); the M AE seems 
to be in favor of the ASTD especiaHy for larger loss thresholds (see Tables 5-5 and 5-6 in 
Chapter 5). 
(4). Two classes of "maximum entropy extreme value distribution" (ME-EVD), de-
noted by f min (y) and f max (y), are proposed; they are constructed by combining the extreme 
value distributions (EVD) with the maximum entropy principle. Three extreme value distri-
butions for minima and for maxima emerge as special cases. Both the ME-EV distributions 
are closely related to but different from the generalized gamma distribution (GGD) pro-
posed by Stacy (1962) and Stacy & Mihram (1965) and the inverse generalized gamma 
distribution (lGG) (see Johnson et al, 1994, p 401). The GGD (or IGG) can be replaced by 
the ME-EVD f min (y) (or f max (y) ), because f min (y ) (or f max (y) ) covers the important and 
widely used case p > 0 ofthe GGD (or IGG) and includes all three types of EV distribution 
for minima (or maxima) as special cases. An important advantage is that the ME-EVDs 
eliminate the inability of the GGD and IGG to recover the type of the EV distributions: 
1.2 Contributions of the Thesis 7 
the shape parameters of the GGD and IGG cannot discriminate the type of EV distribution 
(Weibull, Fréchet, or Gumbel) to which the minima or maxima of interest belong. We in-
vestigate the basic properties of the ME-EVDs inc1uding the stochastic representation, cdf, 
quantile function, moments and moment-based measures such as skewness, kurtosis and 
expected shortfall. We show that a random variable with the standard ME-EVD f min (y) (or 
fmax(Y)) is a Box-Cox transformation of a gamma (or inverse gamma) random variable. 
In addition, we establish the conditions under which the information matrix equality holds 
and provide the expression for the information matrix. 
Chapter 2 
Construction of Asymmetric Distributions 
2.1 A General Procedure 
In this section, we propose a procedure for constructing an asymmetric (parametric) distrib-
ution family based on a c1ass of symmetric parametric distributions. Suppose that a random 
variable Y has a symmetric density with a shape parameter 0, whose standard form (zero 
location and unit scale) is denoted by fs(Y; 0): 
fs(y; 0) = K(O)g(y; 0), 
where K(O) is a function of the parameter 0, K(O) > 0, and g(y; 0) = g( -y; 0); examples 
of fs(y; 0) inc1ude the Student-t or GED. Based on fs(Y; 0), we can construct a family 
of asymmetric distributions with shape parameters (a, a* , OI, ( 2 ), which has the following 
standard form of density: 
fA(Y; cx,cx', 8,,8,) '" { 
y ::; 0; 
l-a f. (~. 0 ) - l-a K(O ) (~. 0 ) 0 I-a* S 2(I-a*)' 2 - I-a* 2 g 2(I-a*)' 2 , Y > , 
where 0 < a, a* < 1. In particular, for 
(2.1) 
(2.2) 
we obtain the family of asymmetric distributions (denoted fA (y; a, OI, ( 2)) that have only 
2 There may be more than one shape parameter, so () may be a vector. 
3 If () is a vector, i.e., there are several shape parameters, we can take any subset of these parameters to 
asymmetrize the distribution. So, ()l and ()2 may be subsets of (). 
8 
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In this thesis, We shaU focus on asymmetric distributions fA(Y; a, Ob ( 2 ), Due to the 
foUowing fact: 
if fs(Y; 0) is continuous and unimodal with mode at J-l = 0, so is fA(Y; a, Ob ( 2 ), In 
this case, a is directly related to an attractive skewness measure (Arnold and Groeneveld 
(1995)),1- 2F(mode), which equals to 1- 2a here. We therefore caU a a skewness para-
meter. According to this skewness measure, the asymmetric density is skewed to the right 
for a < 1/2 and to the left for a > 1/2. Unlike the traditional skewness measure, which de-
pends not only on a but also on Oland O2 , this measure is determined by just one parameter, 
independent of the choice of fs(y; 0). If J-l and CI are the location (center) and scale para-
meters, respectively, then the general form of density is expressed as ~ fA (Y~fJ:; a, Ol' ( 2), 
The parameter a has an important implication: a is the probability that the random variable 
y is less than J-l (that is, a controls the probability of the left side of the density), imply-
ing that J-l is the a-quantile of the distribution. When a ~ 0+ or 1-, the density becomes 
a right (or left) half-density. Parameters Ol and O2 , respectively, control the shape on the 
left and on the right side of the distribution. In particular, if they control tail behavior, so 
we caU them, correspondingly, the left and right tail parameters. When Ol = O2 , we have 
a* = a and thus the asymmetric density reduces to a skew density: 
{ 
fs(-?a; 0) = K(O)g(-?a; 0), y :::; 0; 
fA(Y; a, 0) - (2.4) 
fs(~; 0) = K(O)g(~; 0), y> O. 
2.2 Basic Properties 10 
The role of a* in lA (y; a, (Jl' (J2) is actually to make different degrees of scale adjustment 
respectively to the left and right parts of the density so as to ensure the continuity of the 
density under changes of shape parameters. 
A convenient reparameterization of ~/A(Y~I\ a, (Jl' (J2) is obtained by rescaling, 
(2.5) 
y > M· 
From the rescaled density (2.5), we can clearly observe the effects of the shape parame-
ters on the distribution. This form of density is often useful for deriving a closed form 
expression for the information matrix of the maximum likelihood estimator (MLE). 
2.2 Basic Properties 
There are inherent connections between the asymmetric distribution, IA(Y; a'(h, ( 2 ), de-
fined in (2.1) and (2.2), and the original symmetric one, 1 s (y; 8). In this section, we discuss 
such general properties. Suppose that YA and Ys are two random variables with the (stan-
dard) densities lA and Is, respectively. Denote the cumulative distribution functions (cdt) 
of YA and Ys by FA (y 1 a, 8l , ( 2 ) and Fs(y 1 8). Then a straightforward calculation (see 
Appendix 2.A (a)) yields the following relationship: 
if Y ~ 0; 
if Y > 0, 
2.2 Basic Properties 11 
where a /\ b = min{a, b} and a V b = max{a, b}, implying that the cdfofthe constructed 
asymmetric distribution can expressed in terms of that of the original symmetric distribu-
tion. Such a relationship as in (2.6) exists for the quantile function. Actually, it follows 
from the equation (2.6) that the quantile function of YA is simply given as 
) * -1 ( P 1 1) ( *) -1 (p + 1 - 2a 1 1 ) a, ()1,{J2 = 2a Fs 2a /\ 2' ()1 + 2 1 - a Fs 2(1 _ a) V 2' ()2 
{ 
2a* Fil (fa 1 ()1) , ifp:::; a; 
= p E [0,1]. (2.7) 
2(1 - a*)Fi1 (P2(;-=~) 1 ()2)' ifp> a, 
NotethatFs(O 1 ()) = 1/2, whichimpliesFA(O 1 a, ()1,()2) = a and FA" 1 (a 1 a,()1,()2) = O. 
Thus, for a general ra!ldom variable with location M and scale a, YA = M+a YA , the location 
M corresponds to the a-quantile of YA • This is the basic implication of the parameter a and 
M for the new c1ass of asymmetric distributions. 
Now let us consider the moments of the random variable YA • Note that, for any 
measurable function h(YA ) ofYA , the following equality always holds: 
implying that all unconditional moments can be expressed as a weighted sum of the two 
conditional moments. Therefore, we first give the conditional moments of YA , conditional 
on YA :::; 0 or YA > O. In fact, for any real number (j > 0, if the (jth absolute moment of 
Ys, E IYs (()) 1", exists for () = ()1 and ()2, where Ys (()) denotes the random variable Ys with 
the symmetric density fs(Y; ()) for shape parameter (), then by a straightforward calculation 
(see Appendix 2.A (d)), 
(2.9) 
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and 
(2.10) 
For any positive integer k, the kth right-conditional moment, E(Yj 1 YA > 0), has the 
same expression as in (2.10), while the kth left-conditional moment, E(Yll YA < 0), has 
an expression slightly different from (2.9): 
E(Yll YA < 0) = [-2a*Jk E !Ys(Ol)lk . 
Thus, it foUows that the kth moment ofthe standard asymmetric r.v. YA equals 
and its b-absolute moment is given by 
E(IYAI8) = 28 [aa*8 E IYS (Ol) 18 + (1- a)(l- a*)8 E !Ys (02 ) 18] • (2.12) 
We see that aU moments of YA can be expressed simply and conveniently in terms of those 
of Ys. For the pure skew case, when 01 = O2 = 0, we can get simplified expressions for 
various moments: 
E(Yl) - 2k[( _1)kak+1 + (1 - a)k+1JE IYs(O)lk , k = 1,2,3,... (2.13) 
E(IYAI8) _ 28[a8+1 + (1 - a)8+1JE IYs(0)18 . (2.14) 
An interpretation of the parameters can be given based on the conditional Lr - norm 
deviations, 
where r > 0 is any given constant, Il is the location parameter and here Il = 0 for YA . 
As we know from the alternative definition (2.5), parameters 01 and O2 separately control 
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shape of the left and right side of the asymmetric distribution fA, so they can be referred 
to as the left and right shape parameters. We can see this point also from the left and right 
"conditional generalized kurtosis" defined for every r > 0 as 
(2.16) 
(2.17) 
where each depends on one of the shape parameters 01 and O2 only. For the skew case 
(01 = O2 = 0), the skewness parameter a has an interesting interpretation. Recall that 
a* = a when 01 = O2 • It follows from equations (2.9) and (2.10) that 
This implies that the ratio of the probability (a) that YA occurs on the left side of J-t to 
the probability (1 - a) that YA occurs on the right side of J-t is equal to the ratio of the 
left deviation dL(r) to the right deviation dR(r), i.e., a/(1 - a) = dL(r)/dR(r). Define 
d(r) == dL(r) + dR(r), the total conditional deviation; then for any r > 0, 
(2.19) 
implying that the skewness parameter a can also be interpreted as the ratio of the left 
deviation dL(r) to the total deviation dL(r) + dR(r). 
The Value at Risk (VaR) and the Expected Shortfall (ES) of the random variable YA 
are defined as 
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Since YA is a continuous r.v., VaRA(p) = Fil (p). We have shown thatthe VaR ofYA can 
be written as a function of the VaR of ys. Now we show that the ES OfYA can be expressed 
in terms of the cdf and ES of Ys with parameter values of (h and O2• Suppose that we can 
give an expression for the expected shortfall (ES) ofYs(O), ESs(q 1 0) == E(-Ys(O) 1 
Ys(O) < q), also called the conditional value al risk (CVaR). Then, the expected shortfall 
(ES) ofYA, ESA(q) = E( -YA 1 YA < q), can be expressed as follows (see Appendix 2.A 
q ::; 0; 
102 )-Ess(OI02)] ------------~~~~~~~~~~~----~, q>O. 
(2.20) 
This expression for the expected shortfall of YA can be unified as 
FA(: 113) {2aa* ESs (q2:*0 101) Fs (q2:*0 101) + 2(1- a)(l - a*) 
. [ESs (2(~~~*) 102) Fs (2(~~~*) 102) - ~ESs(O 102)]}, 
(2.21) 
expected shortfall as a function of the confidence level p: 
ES~(p) = ~ {2aa* (E.. 1\ !) ES'S (E.. !\ ! 101) + 2(1 - a)(l - a*) p 2a 2 2a 2 
[ ( p + 1 -2a 1) * (p + 1 -2a 1 ) 1 * (1 )] } . 2(1 - a) V"2 ESs 2(1 _ a) V"2 102 - "2 ESs "2 102 , 
(2.22) 
where ES'S(p 1 0) == E [-Ys(tt) 1 Ys(O) < VaRs(p 1 0)] and VaRs(p 1 0) == FS1 (p 1 0). 
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A stochastic representation of a distribution is important to studying properties of 
the distribution and to simulation studies. Denote by U the random variable that has the 
standard uniform distribution U(O, 1), and suppose that it is independent of Ys((h) and 
YS (02)' Define 
x = a* IYS(OI)1 [sign(U - a) - 1] + (1 - a*) lYs (02 ) 1 [sign(U - a) + 1], (2.23) 
where sign(x) = + 1 if x > 0, -1 if x < 0, and ° if x = O. It is shown in Appendix 2.A 
(c) that the random variable X has the density !A(Yj a, Ol, ( 2 ), the same as that ofYA, i.e., 
X ~ VA. This implies that the constructed asymmetric distribution !A(Yj a, 0l, ( 2 ) can be 
generated as a mixture by (2.23). For given values ofparameters, a, Oland O2 (0 < a < 1), 
we can thus generate random values from !A(Y; a, Ol, ( 2 ) by the following method: firstly 
generate three sets of random numbers of U, Ys (01 ) and Ys (02 ), and then calculate X using 
the formula (2.23). An alternative method is the inverse method, i.e., using YA = F"A1 (U) 
to generate random numbers of VA, where U is drawn from standard uniform distribution 
U(O, 1), FAU is the cdfofYA • Sometimes, however, this method is more time-consuming 
than the method given in (2.23) if the values of the symmetric r.v. Ys(O) are easily and 
quickly generated in the software used. The above moment properties of YA can be shown 
by using this stochastic representation. 
2.3 An Example 
A generalized t (GT) distribution was introduced by McDonald and Newey (1988) in order 
to develop a partially adaptive or quasi-maximum likelihood estimator. The density of a 
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standard GT random variable is defined as 
[ 
1 ] -q-l/p 
GT(u;p,q) = 2ql/PB~q, l/p) 1 + q lulP , (2.24) 
where B (" .) is the beta function. Obviously, it is symmetric and unimodal, and nests two 
important families of distributions, the GED and Student's t, which correspond respectively 
to q = +00 and p = 2. The parameters p and q control the shape of the density. Larger 
values of p and q are associated with ''thinner'' tails of the density, while smaller values of 
p and q correspond to thicker tails. Butler et al (1990) show that the GT is a mixture of a 
GED with a scale parameter which is distributed as an inverse generalized gamma (lGG), 
i.e., 
GT(u;p,q,a) = 100 GED(u;p,z) x IGG(z;p, q, a)dz. 
This result is a generalization of the Student-t distribution corresponding to a normal with 
a scale parameter which is distributed as an inverse gamma and has interesting applications 
in Bayesian models. A skewed generalized t (SGT) was obtained by Theodossiou (1998) 
using the method similar to that of Hansen (1994). 
Based on the procedure shown in (2.1), we can construct a asymmetric generalized 
t (AGT) distribution that nests the GT of McDonald and Newey (1988) and the SGT of 
Theodossiou (1998). The standard AGT density is defined as 
u:::; 0; 
[ 1 I
P2] -q2-1/P2 t:; KGT(P2, q2) 1 + q~ 2(1~a.) , U > 0, 
(2.25) 
where KCT(p,q) = p [2ql/PB(1/p,q)r\ a* is defined as in (2.2) replacing K((}i) with 
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The AGT inc1udes many commonly used distributions as special cases. For exam-
pIe, when Pl = P2 and ql = q2, the AGT reduces to a skew GT that is a reparameterization 
ofTheodossiou's (1998); with the addition of a = 1/2, it further becomes the GT of Mc-
Donald and Newey (1988). It (therefore) nests the normal, Student's t, Laplace, Uniform, 
Cauchy, GED and sorne skew extensions of those distributions. However, there are also 
sorne special cases that did not appear in the literature before, for example, the cases with 
Pl = P2 but ql =1= q2, or ql = q2 but Pl =1= P2. The subsequent two chapters will focus on 
two special cases: ql = q2 = 00 but Pl and P2 are free, or Pl = P2 = 2 but ql and q2 are 
free, referred to respectively as the Asymmetric Exponential Power Distribution (AEPD) 
and the Asymmetric Student's t Distribution (ASTD). 
The nested relationships facilitate statistical tests. For example, the hypothesis that 
the GED is equal to the normal or the Laplace can be investigated by testing the hypothe-
ses P = 2 and P = 1, respectively, using a Wald, likelihood ratio or Lagrangian multiplier 
test. Since the AGT distribution is very flexible, it can be used to construct partially adap-
tive estimators for regression models, especially for quantile regression models due to the 
attractive feature that the skewness parameter a is a probability such that the location para-
meter f.-l (for the standard AGT, f.-l = 0) always is the a-quantile of the AGT. 
2.A Appendix 
(a). Derivation of the CDF (2.6) and the quantile function (2.7). Denote a symmetric 
density by fs(Y; B) and let fA(Y; a, BI, ( 2 ) be the asymmetric density given by (2.1) and 
2.A Appendix 
(2.2). Then, by definition of cdf and a change of variable, 
FA(y 1 a, BI, (2) = [~fA(X; a, BI, ( 2)dx 
J~oo :. fS(2~'; Bddx = 2aFs(~; BI), y ~ 0 
!~~ :. fs(~.; BI)dx ~~:. f~(~SI:a'); (2)dx 
-a+2(1 a) [FS(2(I_a.),B2) 2J' y>O. 
The quantile function (2.7) is easily given by a simple inverse transformation. QED. 
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(b). Derivation of the expected shortfall (2.20). When q ~ 0, by the definition of 
expected shortfall and the change of variable, u = xj(2a*), we have 
Similarly, when q > 0, using the change of variable, z = xj(2(1 - a*)), and noting that 
l °·a x - x-fs( -2 ; BI)dx = 2aa* ESs(O 1 Bd -00 a* a* 
and 
- [~ zfs(z; B)dz = ESs(q 1 B)Fs(q; B), \:fq, 
weget 
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- F ( 1 1 () ()) {2aa* ESs(O 1 ()1) + 2(1 - a)(l - a*)· 
A q a, 1, 2 
. [2ESs(2(1 ~ a*) 1 ()2)Fs(2(1 ~ a*) 1 ()2) - ESs(O 1 ()2)]}' 
QED. 
(c). The random variable X given in (2.23) has the density fA(Y; a, ()1, ()2) as in 
(2.1) and (2.2). In general, the following formula always holds: 
Fx(x) = Pr(X :::; x) = Pr(X :::; x 1 U :::; a) Pr(U :::; a)+Pr(X :::; x 1 U > a) Pr(U > a) 
Note that X :::; 0 {:} U :::; a, thus if x :::; 0 (or x > 0), then Pr(X :::; x 1 U > a) = 0 (or 
Pr(X :::; x 1 U :::; a) = 1). It follows that 
Fx(x) 
= { Pr(X:::; xl U:::; a)Pr(U:::; a) = aPr{-2a* !Ys (()1)1 :::; x}, x:::; 0 
a + Pr(X :::; xl U> a) Pr(U > a) 
= a + (1 - a) Pr{2(1 - a*) !Ys (()2)1 :::; x}, x> 0 
= 
2a Pr{YS(()I) :::; 2~*} = 2aFs(2~* 1 ()1), x:::; 0; 
a + (1 - a) [1 - 2 Pr{YS(()2) > 2(1:0*)}] 
= a + (1 - a) [2F( 2(1:0*) 1 ()2) - 1] , x > 0, 
where we use the symmetry ofYs(()) and the assumption that U is independent OfYS (OI) 
(d). Derivation of moments (2.9) and (2.10). Using the stochastic representation 
given in (2.23), we can derive the conditional moments of YA , conditional on YA :::; 0 or 
YA > 0, given in (2.9) and (2.10). Actually, 
E(IYA I8 1 YA < 0) - E(IXI8 1 X '< 0) = E(IXI8 1 U.< a) 
- E(I-2a* !Ys(()I)118 1 U < a) = [2a*J8 E !Ys (()1)18 
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and 
E(IYAIO 1 YA > 0) - E(IXIO 1 x > 0) = E(IXIO 1 U> a) 
- E(12(1- a*) lYs (02 ) 11° 1 U> a) = [2(1- a*W E lYs (02 ) 1° . 
QED. 
Chapter 3 
Asymmetric Exponential Power Distributions 
3.1 Introduction 
A commonly used class of distributions is the generalized error distribution (GED) class, 
proposed first by Subbotin (1923); Box and Tiao (1973) called such a distribution the Ex-
ponential Power Distribution (EPD)4. Many financial applications of the GSD as well as 
its skew extensions have been considered in Hsieh (1989), Nelson (1991), Duan (1999), 
Rachev and Mittinik (2000), Theodossiou (2000), Ayebo and Kozubowski (2004), Ko-
munjer (2004), Christoffersen et al (2005) and others. Especially in applications to option 
pricing, the GED and its skew extensions are preferred to Student-t distributions because 
it was found that Student-t distributions are not suited to model continuously compounded 
returns [see Duan (1999) and Theodossiou (2000)]. Since aIl moments of the GED ex-
ist, the moments of exponential transformations of GED random variables, needed to price 
options, can be evaluated. However, the GED and its skew extensions cannot sufficiently 
capture the asymmetry present in the innovations of GARCH models even with a lever-
age effect. In this chapter, we will propose a class of fully asymmetric exponential power 
distributions (AEPD) to address this issue. 
A popular form of the density function of the EPD (or GED) is defined as: 
fEP(X) = -KEP(p) exp -- -- , 1 ( 1 1 x - tL I
P
) 
ap p ap 
(3.26) 
4 It is also called the Generalized Power Distribution (GPD) or the Generalized Laplace Distribution. 
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where J-L E R and a p > 0 are the location and scale parameters respectively, P > 0 is the 
shape parameter, and KEP(p) is the normalizing constant, KEP(p) = 1/[2p1jpr(1 + l/p)J. 
If X is a random variable with the EPD density, then the location parameter J-L = E(X) = 
med(X), and the scale parameterap = (E IX - J-LIP)ljp, which is the Lp-norm deviation, 
has an interpretation similar to that of the standard deviation of the normal distribution. 
When the shape parameter p gets smaller and smaller, the EPD becomes more and more 
heavy-tailed and leptokurtotic. With p = 2, p = 1, and p ~ +00, the EPD reduces to the 
normal, Laplace and uniform distributions, respectively. 
So far, there are two different methods to extend the EPD to a skewed exp onen-
tial power distribution (SEPD). Azzalini (1986) first proposed a family of SEPD based 
on the fact that if fO is a density symmetric about 0 and GO an absolutely continuous 
distribution function such that its pdf G'O is symmetric about 0, then 2G(Àx)f(x) is a 
density for any real À. Taking f = fEPD and G, = normal cdf or EPD's cdf, we get Az-
zalini's SEPD class. Femandez et al (1995) extended the EPD class to another family of 
SEPD by using a two-piece method, in which an additional skew parameter 1 is intro-
duced [also see Kotz et al (2001), p271]. Using the method similar to that ofFemandez et 
al (1995), Theodossiou (2000) and Komunjer (2004), respectively, constructed seemingly 
different classes ofSEPD, which are actually reparameterizations ofthat ofFemandez et al 
(1995). However, Komunjer's (2004) asymmetry parameter ais interestingly interpreted 
as the probability such that the location parameter is exactIy the a-quantile of the SEPD. 
Ayebo and Kozubowski (2004) presented basic properties of the SEPD of Femandez et al 
(1995), derived maximum likelihood estimators of scale and skewness parameters given 
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other parameters, and discussed its applications in finance; Komunjer (2004) also for fi-
nancial applications explored moments [also see Theodossiou (2000)] as well as value at 
risk and expected shortfall. DiCiccio and Monti (2004) studied properties ofMLEs of the 
Azzalini's SEPD, and obtained results for the information matrix (not in c10sed form) and 
for inferential properties ofMLE. 
For sorne applications that we can envision in finance and risk management, how-
ever, the SEPD c1ass may not be rich enough to capture the asymmetry of the distributions 
of asset retums, because the skewness parameter "Y or a mainly controls the central part of 
the distribution and its effects on tails will be dominated by P for large enough Ixl. We thus 
consider an extension ofthis class to cases where heavy-tailedness itselfmay be asymmet-
rie with different tail exponents on different sides of the distribution. The expanded c1ass of 
distributions is referred to as Asymmetric Exponential Power Distributions (AEPD) c1ass; 
it nests the second c1ass of SEPD (Femandez et al (1995), Theodossiou (2000) and Ko-
munjer (2004». 
This chapter will focus on the AEPD family whose density, following the procedure 
shown in (2.1), is defined as 
{ 
C~: )~KEP(Pl) exp ( - :1 1 ;;;;''û IP1) , if x ~ IL; 
fAEP(X 1 (3) = 
U-=-;)~KEP(p2)exp (-~ 12(t_-a~)ar2), ifx > IL, 
(3.27) 
where f3 = (a,pI, P2, IL, a)T is the parameter vector, IL and a still represent location and 
scale, respectively, a E (0,1) 1s the skewness parameter, Pl and P2 are the left and right 
tail parameters respectively, KEP(p) = 1/[2p1/ p r(1 + 1/p)], and a* is given by replacing 
K( ()i) with KEP(Pi) in (2.2). The AEPD density function is still continuous at every point, 
3.1 Introduction 24 
and it is unimodal with mode at J.1,. The parameter a* in the AEPD density provides scale 
adjustments respectively to the left and right parts of the density so as to ensure continuity 
of the density under changes of shape parameters. If Pl = P2 = p, the AEPD reduce to a 
version ofSEPD that is equivalent to those ofFemandez et al (1995), Theodossiou (2000) 
and Komunjer (2004). To be able to compare with their SEPD versions, we rewrite the new 
version of SEPD as follows: 
(3.28) 
if x > J-l, 
where J.1, E R, (J'p > 0 and a E (0,1) is the additional shape parameter that plays the same 
role as the skew parameter "( of Femandez et al (1995). This new version of SEPD will 
provide new interesting interpretations for scale and skewness in terms of Lp distances (see 
Proposition 3.1). By reparameterization, a = "(2/(1 +"(2) and (J'p = (2/p )l/p{"( + 1/"()(J' /2, 
the SEPD (3.28) will become that of Femandez et al (1995); a re-scaling of the density 
leads to Komunjer's (2004); letting a = (1 + À)/2, (J'p = ()(J' and J.1, = J-l' - 6(J', the density 
will be that (i.e., f(y 1 J.1,', (J', p, À) in Eq (10) ) of Theodossiou (2000). With a = 1/2, 
the SEPD (3.28) reduces to the EPD (3.26). The skewed Laplace distribution and skewed 
normal distribution are special cases of the SEPD, respectively, with P = 1 and p = 2. The 
SEPD density is skewed to the right for a < 1/2 and to the left for a> 1/2. 
A convenient reparameterization of (3.27) is obtained by rescaling, (J' = (J" B, where 
B = C~. )KEP(PI) is defined as in (2.3): 
if x ~ J.1,; 
(3.29) 
if x > J.1" 
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where () = (a,Pl,P2, {t, u)T. From the rescaled AEPD density (3.29), we can clearly 
observe the effects of the shape parameters on the distribution. The density in the form 
(3.29) will be useful in deriving a closed form expression for the information matrix ofthe 
maximum likelihood estimator (MLE). 
We demonstrate that the AEPD class has desired properties: interpretable parameters 
to represent location, scale, and shape, closed-form expressions for the moments as well 
as for value at risk and expected shortfall. A maximum entropy property is shown to hold 
and a stochastic representation of the AEPD is given. We develop asymptotic properties of 
the MLE (consistency and asymptotic normality) and obtain fully closed-form expressions 
for the information matrix for aIl parameters. Thus we also provide new theoretical results 
such as closed-form expressions for the asymptotic covariance matrix and consistency and 
asymptotic normality of MLE for the SEPD cIass, expanding on results currently available 
in the literature. Comparing the AEPD with Azzalini's (1986) SEPD class, both classes 
have continuous but non-differentiable densities; the latter density however involves inte-
gral function5 • AIso, the AEPD has more flexible tail behavior and analytical expressions 
for mode and moments; while for Azzalini's (1986) SEPD, the left tail is always thinner 
than the right one, hs odd moments involve infinite series expansions, and it is not possi-
ble to find an analytic expression for the mode. In addition, note that DiCiccio and Monti 
(2004) were not able to provide closed form expressions for the information matrix (nor 
complete proofs ofasymptotics for MLE) for Azzalini's (1986) SEPD. 
5 The standard density of Azzalini's (1986) SEPD has the form 2'P(w)fEPD(X), where 'PO is the cdfof 
the standard normal and w is a function of x, also see DiCiccio and Monti (2004). 
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This chapter is organized as follows. The implications of the parameters are discussed 
in Section 2. Section 3 gives basic properties of the AEPD such as ana1ytica1 expressions 
of cdf, quanti1es, moments and expected shortfall. In Section 4 we establish consistency 
and asymptotic norma1ity of the MLE and provide sorne finite samp1e Monte Carlo resu1ts. 
Finally, technica1 results and proofs are collected in the Appendices 3.A, 3.B and 3.C. 
3.2 Interpretation of the Parameters of the AEPD 
The main too1s that are used for the interpretation are various distance measures re1ated to 
the Lr space. Recall that for r > 0 
dL(r) _ [E(IX - J.llr 1 X ::; J.lW/r , 
dR(r) _ [E(IX - J.ll r 1 X > J.lW/r , 
(3.30) 
(3.31) 
are respective1y called the Lr - norm deviation (or distance) conditiona1 on X ::; J.l and the 
Lr - norm deviation conditiona1 on X > J.l. The total conditiona1 deviation (or distance) 
IS 
d(r) = dL(r) + dR(r); 
the Lr-norm deviation IIX - J.lli r = (E IX - J.ln1/ r . 
3.2.1 SEPD in the New Parametrization 
We start with the SEPD as in (3.28). Suppose that a random variable X has the SEPD 
density with shape parameters (a, p), location J.l and sca1e Upo 
Proposition 3.1. The following relations hold: 
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(a) P(X ~ J-l) = aj a/so dL(p) = 2ao-p, and dR(p) = 2(1 - a)o-p; 
(h) ap = ~d(p), a/so IIX - J-lil p = C(a,p)ap where 
C(a,p) = 2[aP+1 + (1 - a)p+1p/Pj 
(c) a = dL (r)/d(r)for any r > 0; 
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(d) dL(r) = 2ao-pM(p, r) and dR(r) = 2(1 - a)apM(p, r), where M(p, r) = 
pl/p{r((r + 1)/p)/r(1/p)p/r. Both dL(r) and dR(r) are decreasing in p and increas-
ing in rj a/so IIX - J-lli r = C(a, r)apM(p, r). 
Proo! See Appendix 3.A (IV). 
Part (a) implies that the location parameter J-l is the a-quantile of the r.v. X and 
relates a and 0-p to the left and right conditional Lp deviations; part (b) represents the scale 
via the total conditional Lp deviation and also shows its proportionality to the Lp norm. 
When a = 1/2, dL(p) = dR(p) = ap, also C(a,p) = 1 and thus ap = [E IX - J-lIP]l/p. In 
part (c) the skewness parameter a is represented as the ratio of the left conditional distance 
dL(r) to the total distance d(r), a result that holds for any r > 0 including r = p. Recall 
that like the relation P(X ~ J-l) = a, this result always holds for all the asymmetric 
distributions constructed by using the procedure shown in Chapter 2 (see (2.19». As we 
noted in Chapter 2, it also follows from (c) that the ratio of probabilities a / (1 - a) is equal 
to the ratio of conditional distances: dL(r)/dR(r). Note that a is directly related to an 
attractive skewness measure (Arnold and Groeneveld, 1995), 1- 2F(mode), which equals 
to 1 - 2a here. Thus, a possible skewness measure is [dR(r) - dL(r)]/[dL(r) + dR(r)]. 
The Hôlder inequality implies that (E IX - J-ln1/ r is nondecreasing in r. Thus by 
(d) it follows that for any Lr distance measure, including d( r) = 2a pM (p, r), decreasing 
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P has the effect of increasing the combined weight of the tails irrespective of the skewness 
parameter a; an increase in a increases dL (r) and decreases d R (r ), but the total effect d( r ) 
is unchanged. The Lr - norm is also a strictly decreasing function of P but a strictly convex 
bounded (1 S; C(a, r) S; 2) function of a with a unique minimum at a = 1/2. This implies 
that the parameter a controls asymmetry of the central part of SEPD distribution and has a 
limited effect on tails; this is confirmed by the results for the moments. 
3.2.2 Parameters and their Implications in the AEPD Class 
Suppose now that random variable X has the AEPD density defined in (3.27) with shape 
parameters (a, Pl, P2), location f.-l and scale CI. 
Proposition 3.2. The following relations hold: 
definedin (2.2); 
(c) there is a positive increasing fonction r* (c 1 p) with a parameter p, such that 
where lb(p) = [2r(1 + l/p)]-1 exp{lw(l/p)} and w(x) _ r'(x)/r(x) is the digamma 
. p 
function. 
(d) dL(r) = 2a*CIM(PI,r) = 2aCIç(pI,r)/B and dR(r) = 2(1- a*)CIM(p2,r) = 
2(1-a)CIç(p2' r)/ B, where ç(p, r) = KEP(p)M(p, r) = 2r(I~l/p) {r((r+ l)/p)/r(l/p) p/r 
is strictly increasing in rand decreasing in p. 
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Proof. See Appendix 3.A (IV). 
From part (a) the scale ais related to the left and right conditional deviations by the 
parameter a* , for SEPD a* = a; part (b) provides a similar interpretation of a in terms of 
total conditional deviation. It follows from (a) that the ratio of the left conditional deviation 
to the total is no longer a, but a*. Part (c) gives an interpretation of a with two adjusted 
order functions r*(c 1 Pi), i =.1,2; when Pl = P2 the left and right conditional deviations 
enter with a same order. 
Part (d) allows us to investigate the effect of shape parameters a, Pl, P2. These shape 
parameters have a common effect on both dL(r) and dR(r) through B = aKEP(Pl) + (1-
a)KEP (p2)' which is thought of as an effect of scale adjustment. Ignoring the common 
effect, a has the same effect on the AEPD as it does on the SEPD, but the left and right 
tail parameters, Pland P2, respectively control the left and right Lr-deviation, dL(r) and 
dR(r). Since ç(p, r) is a strictly decreasing function of P for any given r, a smaller Pl (or 
P2) leads to a larger left (or right) Lr-deviation, thus AEPD with a smaller Pl (or P2) has a 
heavier left (or right) tai!. 
The effect of Pl ( or P2 ). on the left ( or right ) tail can be measured by a generalized 
kurtosis index kur L (r) (or kur R (r )) for r > 0, called the left (or right) generalized kurtosis 
(similar to Mineo (1989) who defined generalized kurtosis as (;1~=~1;;2 and showed that 
for EPD it is P + 1). The left and right (generalized) kurtosis are defined as in (??): 
and 
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With r = 2 we get the usual definition ofkurtosis. 
Proposition 3.3. For the AEPD the left and right (generalized) kurtosis funetions ean 
be expressed as follows: 
(3.32) 
(3.33) 
they are strietly deereasing respeetively in Pl and P2 for any given r > 0, and strietly 
inereasing in r given Pb P2 > o. 
Proof. See Appendix 3.A (IV). 
From the expressions for kurL(r) and kurR(r) ofthe AEPD, the heaviness ofthe left 
(orright) tail is controlled by only PI(or P2). If Pl < P2, then kurL(r) > kurR(r) , implying 
that the left tail is heavier than the right. When Pi < 2 (i = 1, 2), the AEPD is more heavy-
tailed than the normal distribution. The left (or right) tail parameter Pl (or P2) is directly 
related to the left (or right) generalized kurtosis by the relation: kurL(PI) = Pl + 1 (or 
kurR(P2) = P2 + 1). Further results about kurtosis via moments are in the next section. 
Figures 3-1A to 3-1C plot the AEPD densities of the form (3.29) with Ji, = 0 and 
(j = 1 for combinations of shape parameters (a, Pl, P2). Figure 3-1A shows that for given 
Pl and P2 the density curve shifts to the right with a decreasing but its mode does not 
change; Figure 3-1B shows how P2 controls only the right tail-heavier and heavier for 
smaller and smaller P2. The effects of the skewness parameter and the tail parameter on 
tails is compared in Figure 3-1 C. Although a smaller a leads to a fatier right tail, this 
influence eventually is dominated by the effect of a smaller P2. 
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3.3 Basic Properties of the AEPD 
3.3.1 Cumulative Distribution, Quantile Function and Moments 
AIl the formulae in this section follow straightforwardly from results for the c1assical EPD 
(see Appendix 3.A (III». 
Suppose that X is a random variable with the standard AEPD density (tt = 0, a = 1). 
Denote a 1\ b = min{a, b}, a V b _ max{a, b}, by G(x;1') the gamma cdf: 
(3.34) 
and by G-l(X; 1') the inverse function ofG(x; 1').Then for AEPD the cdfcan be expressed 
via G(·;·) (see (2.6) and (3.53»: 
{
a. [ 1 - G (:1 (~)P1; :1)] , 
FAEP(X) = 
a + (1- a)G (:2 (2(11~~.»)P2; :J ' 
for x:::; 0; 
(3.35) 
for x> 0, 
and the quantile function for v E [0, IJ is (using (2.7) and (3.54» 
-2a* [p G-l (1 _ Q . ..!..)] I/Pl 
1 a' Pl ' for v :::; a; 
(3.36) 
2(1 - a*) [p G-1 (1 - I-v . ..!..)] l/p2 for v > a. 
2 l-a' P2 ' 
Note that, for any measurable function h(X) of the standard AEPD random variable 
X, wehave 
E[h(X)J = aE[h(X) 1 X :::; OJ + (1 - a)E[h(X) 1 X > 0], 
implying that all unconditional moments can be expressed as weighted sums of two con-
ditional moments. Therefore, we first give the conditional moments of the standard AEPD 
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r.v. X. From expressions for the EPD random variable (3.55) we get for any real r > -1, 
For any non-negative integer k, the kth right-conditional moment, E(Xk 1 X > 0), 
has the same expression as in (3.38), while the kth left-conditional moment, E(Xk 1 X < 
0), has an expression slightly different from (3.37): 
Thus, the kth moment ofthe standard AEPD r.v. X equals 
and its rth absolute moment is expressed as 




We see that aU moments can be expressed simply and conveniently in terms of the gamma 
function. In the case of the SEPD Pl = P2 = P and we get simplified expressions for the 
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moments: 
E(Xk) (2pl / P )k[( _1)ka1+k + (1 - a)I+k]r((1 + k)/p)/r(1/p), (3.43) 
E(lXn - (2pl / pt[a1+r + (1 - a)1+r ]r((1 + r)/p)/r(1/p) , (3.44) 
where k = 1,2, ... , and r > -1. These provide an advantage over Azzalini's (1986) 
formulae for the SEP c1ass where the expressions for the odd moments involve infinite 
series expansions; (3.43) is a reparameterization offormulae of Femandez et al (1995) and 
Komunjer (2004). 
3.3.2 Value at Risk and Expected Shortfall 
Value at risk (VaR) for retum on a portfolio or an asset is represented as the v-quantile of 
the distribution of retums with a negative value corresponding to a loss. Here the quantile 
FAip (v) function of (3.36) provides VaR at v for the historical distribution of retums in 
the AEPD class. The Expected Shortfall (ES) of a standard AEPD random variable X, 
ESAEP(q) = E( -X 1 X < q), 
also called Conditional Value at Risk (CVaR) represents the negative expected retum (or 
loss) conditional on it being below the threshold q. It can be expressed in terms of the 
gamma CDFs with parameters 1/pl, 2/PI, 1/P2, and 2/P2 (see (2.20) and (3.56)): 
2a*C( ) [1-G(*I~IPl;2/Pl ] 
Pl I-G...!...I qIPl· l / ' Pl ~ , Pl q ::; 0; 
(3.45) 
where C(p) == pl /pr(2/p)/r(1/p), G(x; 1') is the gamma cdf given in (3.34). Recall that 
G-I(x; 1') is the inverse function of G(x; 1'). For q = VaRAEP( v), the ES as a function of 
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confidence 1eve1 v can be expressed as follows (using (2.22) and (3.57»: 
ES';.EP(V) = 
{ 
~aa*C(Pl) {1- C [C-1 (a~v; ;J ; 2/Pl]} ' 
(3.46) 
~ {aa*C(Pl) - (1 - a)(1 - a*)C(p2)C [C-1 (~=~; ;2) ; 2/P2]}, v> a. 
v<œ 
- , 
In practice the ES is often used in the following form: 
E(q - X 1 X < q) = q + E( -X 1 X < q), 
which is the average 10ss when an asset return falls be10w q; the expression follows from 
3.3.3 Maximum Entropy Property 
In a distribution c1ass maximum entropy is achieved by a distribution that encodes infor-
mation in the 1east biased way without giving any preferentia1 measure weight to any part 
of the distribution (other than what is required by the distribution c1ass itse1f). Here we 
consider a c1ass of abso1utely continuous distributions with specific shape (moment) con-
straints on the 1eft and right deviations and show that the AEPD as defined in (3.29) has the 
maximum entropy property in that c1ass. 
Specifically consider for parameters B = (a,pl,p2' J-L, 0") an absolute deviation func-
tion of x E R sca1ed different1y on two sides of J-L : 
y(x) = L(x; B) + R(x; B) 
with 
L(x; B) = r(1 + 1/Pl) lx - J-L1 1(x < J-L) 
aO" 
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and 
R( . B) = r(l + 1/P2) lx - j-t11( ) x, (l-a)O" x>j-t, 
where 1(A) = 1, if x E A; 0, if x tJ. A. Define a class n(a,pllp2, j-t, 0") of absolutely 
continuous distributions havirig densities p( x) with support (-00, +(0) that satisfy the 
following moment constraints on the left and right deviations of y (x): 
1/ 1 () l/PI IIL(x; B)llpI = (J y(x)PI1(x < j-t)p(x)dx) P = ~ , 
1/ 2 ( ) 1/p2 IIR(x; B)ll p2 = (J y(x)P21(x < j-t)p(x)dx) P = l~a 
(3.47) 
This class allows for the location j-t, scale 0" and three shape parameters a, Pb P2 that pro-
duce different effects: when Pl = P2 the parameter a alone govems which of the sides gets 
a larger weight, when Pl ,P2 differ the smaller imparts a heavier tail to its side regardless of 
a. Thus such a class for fixed values of the parameters gives rise to distribution$ that could 
fit required properties for shape in terms of the leftlright conditional deviations. 
Proposition 3.4. The AEPD distribution in (3.29) has maximum entropy in the class 
Proo! See Appendix 3.A (IV). 
3.4 Asymptotic Properties of the Maximum Likelihood 
Estimator 
Since the AEPD generalizes the EPD and SEPD classes, we present the asymptotic results 
available for the latter two classes. The MLE for the EPD parameters and its properties 
are investigated in Agro (1995) where the information matrix 1((3) and the covariance ma-
trix are derived; for p > 2 consistency, asymptotic normality and efficiency of MLE are 
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proved;other theoretical results for the MLE are available when P is known. Ayebo and 
Kozubowski (2004) focused on estimators of scale (J p and skewness parameter a in the 
SEPD by assuming that the location Il and tail parameter pare known; they gave the ex-
pressions of the MLEs of (Jp and a, showed that they are consistent, asymptoticaUy normal 
and efficient and provided the asymptotic covariance matrix for this subset of parameters. 
DiCiccio and Monti (2004) investigated properties of the MLE of aU parameters for Azza-
lini 's SEPD c1ass, but they did not give a closed-form expression for the information matrix 
and did not provide a rigorous proof of asymptotics for the MLEs which is needed due to 
the non-smoothness of the log-likelihood function. Here we establish consistency, asymp-
totic normality and efficiency for MLE of aU parameters in the AEPD c1ass (which nests 
EPD and SEPD) for Pl > 1 and P2 > 1, and provide a c1osed-form asymptotic covariance 
matrix of the MLE. 
Suppose that the true density f(y 1 Bo) with Bo = (ao,pQ1,P02, Ilo, (Jo) belongs to the 
AEPD c1ass given by (3.29) for B in a parameter space e c A, where 
and e is assumed to be compact. For a random sample y = (YI,Y2, ... ,YT), the log-
likelihood function lT( B 1 y) = 'L.;=l ln f (Yt 1 B) is given as follows: 
Ir(O 1 y) = -Tin" - t (r(l + 1/=~(1' - Yt) r l(Yt " l') 
_ ~ (f(1 + I/P2)(Yt - Il) )P2 1( > ) ~ (1 - a)(J Yt Il· t=l 
Note that the AEPD does not satisfy the regularity conditions under which the ML esti-
mator has the usuaI vT -asymptotics, because of a non-differentiabIe Iikelihood function. 
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However, we nonetheless establish consistency of the MLE by using Theorem 2.5 in Newey 
and McFadden (1994, p 2131) and under certain parameter restrictions establish the usual 
asymptotic normality for the AEPD's MLE by using Theorem 3 as well as its corollary in 
Huber (1967). 
Proposition 3.5. (Consistency of the MLE). Suppose that Bo is an interior point of a 
compact parameter space e c A. Then the MLE Ô of Bo is consistent, i.e., Ô ~ Bo. 
Proo! See Appendix 3.C. 
Proposition 3.6. (Asymptotic normality of the MLE). Suppose that POl > 1 and 
P02 > 1 and that Bo is an interior point of a compact parameter space e c {B 1 Pl, 
P2 > 1, a E (0,1), (7 > 0, jJ, ER}, where B = (a,Pl,P2, jJ" (7). Then the MLEÔ ofBo is 
asymptotically normal, i.e., 
rr;:,"" d 1 
vT(B - Bo) --+ N(O, 1- (Bo)), 
where I(Bo) is the Fisher information matrix: 
if can be consistently estimated by I(Ô). The closedform expression of I(Bo) is provided in 
Appendix 3.B. 
Proof. See Appendices 3.B and 3.C. 
The information matrix for the MLE of the SEPD is also given in Appendix 3.B; to 
our knowledge these results were not available in the previous literature. From the proof in 
Appendix 3.B the information matrix equality I(Bo) = -H(Oo) holds only for POl > 1/2 
and P02 > 1/2, because E[8;:/J2 as an element of I(Bo) may not exist or may be negative 
/~, 
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for sorne points (POl,P02) in (0, 1/2]. Since I(B) is continuous for all B satisfyingp1 > 1/2 
andp2> 1/2, it follows from consistency ofÔ that I(Ô) is a consistent estimator of I(Bo). 
The restrictions POl > 1 and P02 > 1 are due to the requirement involved in the estimation 
of the location parameter. These restrictions are not an impediment in most applications 
(see Chapter 5). Even for the GARCR option pricing model with GED conditional dis-
tribution in Duan (1999), this restriction is imposed in order to ensure the existence of 
the expected simple return. If J..lo is known, then the usual v'T -asymptotics hold for the 
MLEs of other parameters (ao, POl, P02, 0"0) in Bo E A without any restrictions. When the 
location parameter J..lo can be consistently estimated by a nonparametric method (see An-
drews et al (1972) and Bickel (2002)), the MLE of other parameters is still consistent and 
asymptotically normal but may not be efficient. 
3.5 Simulation Studies 
A stochastic representation of a distribution is important to simulation studies. For given 
values ofparameters,p1,p2anda (0 < a < l,Pi> O,i = 1,2),wecangenerate 
standard AEPD random numbers by the following method: fi.rst, generate three random 
numbers U, W1 and W2 , where U is drawn from standard uniform distribution U(O, 1) 
and W i (i = 1,2) is from the gamma distribution with shape parameter l/Pi and pdf 
fWi(w) = r(1/Pi)-lwl/Pi - l exp ( -w); second, define a random variable X: 
x a W 1/ P1 [Sign(U - a) - 1] 
r(l + 1/P1) 1 2 (3.48) 1 - a W.l / P2 [Sign(U - a) + 1] 
+r(l + 1/P2) 2 2 ' 
3.5 Simulation Studies 39 
where sign( x) = + 1 if x > 0, -1 if x < 0, and 0 if x = O. It is straightforward to show 
that the random variable X has the density (3.29) of standard AEPD (location M = 0, scale 
0" = 1). An alternative method is the inverse method, i.e., using Y = P-l(U) to generate 
standard AEPD random numbers, where U is a standard uniform random variable and P is 
the standard AEPD cdf. However, this method is very time-consuming, while the method 
given in (3.48) aHows us to generate AEPD random numbers more quickly in Matlab. 
To assess the asymptotic properties of the MLE in a finite sample, foHowing Agro 
(1995), a numerical investigation of bias and variance of MLEs was made using sample 
sizes of T = 500, 1000, 2000, 4000, 8000. We choose Mo = 0, 0"0 = 1 and various 
different true values of (a, Pl, P2): a = 0.3,0.5 and Pi = 0.7, 1, 1.5, 2.5 (i = 1,2). To 
save space, here we only report the cases of a = 0.3 and P2 = 1, 1.5. For each set oftrue 
values of the parameters and every sample size, N = 2000 replications are drawn from the 
---i 
AEPD with the set ofparameter values, and then 2000 ML estimates () (i = 1,2, ... , N) are 
obtained using these samples. We estimate the means and standard deviations of the MLEs 
of parameters, denoted respectively by M (ê) and ST D (ê), 
N ( N ) 1/2 
M(ê) = ~~?, STD(ê) = ~ ~ [? - M(ê)f ' 
and compare the estimated standard deviations with their theoretical values which are taken 
from the square roots of the diagonal elements of the Cramer-Rao bound (i.e., J-l(ê)/T). 
Simulation results are presented in Table 3-1 (see the end of the thesis). AH entries labeled 
"Mean ofMLEs" report M(ê), and those in "STD Ratio" rows are the ratios ofsimulated 
standard deviations ST D(ê) to the theoretical ones from J-l (ê) /T. 
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"" From our simulation studies, we can see that the estimates B of all parameters seem 
asymptotically unbiased for all given true values, and that their variance seems to be ap-
proaching the Cramer-Rao bound for the cases of POl > 1 and P02 > 1 (see the cases in 
which (POl, P02) = (l.5, 1.5) and (2.5, 1.5)). However, for the cases of POl ~ 1 or P02 ~ 1, 
the behavior of the variance appears to be problematic. More specifically, although the es-
timates of scale a appear always efficient in all cases, there are significantly large ratios of 
standard deviation for the other parameters, especially for J-l and Ct; but the larger the val-
ues of the tail parameters, Pl and P2, the more efficient the estimates of Ct and J-l appear to 
be. Other observed phenomena are that (1), because offewer observations on the left side, 
estimates of the left tail parameter Pl have slower convergence and lower efficiency than 
those ofthe right tail P2 (see the cases in which POl = P02 = 1 or 1.5); (2), in general, the 
MLE is more efficient in the cases with larger tail parameter Pl or P2 than for those with 
smaller tail parameters. Finally, we want to point out that for a small sample, say a size 
less than 500, the likelihood function may not have any maximum point. This problem still 
exists for the GED and is discussed in detai! in Agro (1995). 
3.A Appendix A 
In the proofs we make extensive use of several results. 
(1). The following integra1 result (see Gradshteyn and I.M.Ryzhik,1994. #3.478) is 
useful to derive moments of the EPD: 
100 1 V xV-l exp ( -J-lxP)dx = -J-l-vIPr( -), for J-l > 0, v > 0 and P > O. o P P (3.49) 
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Derivation of the normalizing constant of the AEPD density is based on applying the inte-
gral (3.49) to v = 1 and J.l = [p(2aa)p]-1. 
(II). Properties of Gamma fUDctioD. Although the Gamma function r( z) can be 
defined on the complex plane except z = 0, -1, -2,· .. , we shaH be concemed in our 
paper with the Gamma function of a positive real variable only. For positive values of x we 
shall take the following as our basic definition of the Gamma function: 
The Gamma function r(x) on the domain of the definition (0, +(0) has the following basic 
properties: (i) r(x + 1) = xr(x), (ii) r(x) is strictly convex, and r(x) ---t +00 as x ---t 0+ 
or +00 (see Farrell & Ross, 1963, p22), (iii) r(x) is infinitely differentiable; that is, r(x) 
has derivatives of arbitrarily high order (see Artin, 1964, p 16); 
P(x) 
r(x) 
dk - 1 r'(x) 
dXk - 1 (r(x) ) 
1 00 1 1 
-c - ;; + L(-i - x + i)' 
i=l 
_ ~ (_I)k (k - 1) for k > 2 




where C is Euler's constant. More properties and details can be found in Abramowitz and 
Stegun (1970, P 255-263), Artin (1964, p 16-26) and Farrell & Ross (1963). 
Let w(x) = r'(x)jr(x); it is called the digammafunction. By differentiating both 
sides ofr(x + 1) = xr(x) and w(x) == r'(x)jr(x), we easily get the following equalities: 
r'(x + l)jr(x) - 1 + xw(x), (3.52) 
r"(x)jr(x) w'(x) + w2 (x), 
r"(x + l)jr(x) - 2W(x) + xw2 (x) + xw'(x). 
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(III). Properties of the EPD (see Box & Tiao, 1973; Kotz, et al, 2001). The fol-
lowing results of the EPD can be obtained by straightforward calculations and are directly 
employed to derive their counterparts for the AEPD. Suppose that Zp has the standard EPD 
density (J-l = 0, (jp = 1), fz(z 1 p) = K(p) exp ( -~ IzIP), where K(p) is defined in (3.28). 
Then its cdf and quantile function are expressed as 
p) = ~ [1 + sign(x)G (t IxIP ; t)] , (3.53) 
p) = sign(2v - 1) [PG-l (12V - 11 ; t) ] l/p , (3.54) 
where G (x; 'Y) is the gamma cdf, and G-l (x; 'Y) is the inverse function of G (x; 'Y). By using 
the change of variable and (3.49), the absolute moment of Zp is given as 
where M(p,8) = pl/p [f(O~l )/f(l/p) f/o. The expected shortfall of Zp, ESz(x 1 p) == 
E( - Zp 1 Zp < x), is given as follows: 
ES - l/pf(2/p) [ 1 - G(~ IxIP ; 2/p) 1 (3.56) 
z(x 1 p) - P f(l/p) 1 + sign(x)G(~ IxIP ; l/p) . 
Considering ES as a function of confidence level v, it can be expressed as 
ES*(v 1 p) = pl/pf(2/p) 1 {1 - G [G- l (12V - II;!) ; 2/P]} . (3.57) z f(l/p) 2v p 
(IV). Proof of Propositions 3.1 to 3.4. 
Proof of Propositions 3.1 and 3.2. Note that results in Proposition 3.1 follows 
directly from those in Proposition 3.2 with P2 = Pl. We only need to show that the results 
in Proposition 3.2 hold. The result P(X :::; J-l) = lX follows directly from (3.35). Proofs 
ofall other results boil down to calculations of dL(r) and dR(r). Consider only dR(r). For 
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the standard AEPD (f.-L = 0, 0' = 1), by using the change of variable and (3.55) or (3.49), 
wehave 
where the last equality follows from (3.55). To prove that M (p, r) is monotonic we evaluate 
its derivative. Note that 
1 1 ln M(p, r) = -lnp + -[lnr((r + 1)/p) -lnr(1/p)]. 
p r 
We can show that 
âlnM(p,r) 1 r + 1 1 
â = -w(-) - 2" [logr((r + 1)/p) -logr(1/p)] > O. 
r pr p r 
In fact, by the mean value theorem, we have 
âlnM(p,r) = ~ [w( + 1) _ W(cr + 1)] ,0 < c < l. 
âr pr p p 
Since w'(x) is positive for any x > 0 (see Abramowitz and Stegun,1970, p260, 6.4.10), 
implying that w(x) is strictly increasing, it follows that aln~(p,r) > 0 for any r > 0 
and p > O. It follows from definition ?f ç(p, r) in Proposition 3.2-(d) [i.e., ç(p, r) = 
KEP(p)M(p, r)] that ç(p, r) is strictly increasing in r. Now we show that ç(p, r) is strictly 
decreasing in p for any given r > O. Similarly, we evaluate its derivative, 
âlnç(p,r) =~W(1+1/p)+~ [~w(~)- r+1w(+1)], 
âp p2 prp ppp 
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and note that 
h(p, r) 
(3.58) 
where gi(X) = xli - x/(i + x) and C is Euler's constant. The expression (3.58) for h(p, r) 
is due to (3.50). Using the mean value theorem and the facts gHx) > 0 and g~'(x) > 0 
for any x > 0 and i ~ 1, we Can prove that hi(p, r) == ;r [9i(~) - 9i(r~l)] is strictly 
decreasing in r for every i ~ 1; so h(p, r) is also a decreasing function of r. Therefore, it 
follows that 
Olnç(p, r) 
âp < -W(1 + l/p) + lim - -w(-) - -w(-) 
1 1 [1 1 r + 1 r + 1 ] 
p2 . r--+O+ pr ppp P 
- ~ [W(1 +!) - !W'(!) - W(!)] , '\Ir> 0 r ppp P 
1 [ 1 1] (1)3 00 1 
p2 P - ;;W'(;;) = - ;; ~ (i + 1/p)2 < 0, 
where we use the expression (3.51) for w'(x) in the last equality. To prove Proposition 
3.2-(c), we define an increasing function r = r*(c 1 p) = ç-l(c 1 p) for a given p. Note 
that ç(p, r) L lb(p) as r L 0 and ç(p, r) i +00 as r i +00 ( this is proved by using 
Equality 6.1.20 in Abramowitz and Stegun,1970, p256). When c > lb(p), r = ç-l(C 1 
p) > 0 and thus r*(c 1 Pl) > 0 and r*(c 1 P2) > 0 for any c > max{lb(Pl) , lb(P2)}' 
Combining definition of r* (c 1 p) with equalities in Proposition 3.2-( d), we get Proposition 
3.2-(c) .• 
Proof of Proposition 3.3. We only need to prove that k(r,p) = r(~)rer:l )/r2(r~l) 
is strictly decreasing in p and increasing in r. The second point is easily shown by the fact 
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that 
âlnk(r,p) =~ [W(2r+1)_W(+1)], forp>Oandr>O 
âr ppp 
and that w(·) is strictly increasing, implying 81n;;r,p) > 0 for any r > 0 and p > O. The 
first point is obtained by noting that 
âlnk(r,p) = ~ [_p(2r + 1) _ p(~) + 2p( + 1)] , 
âp ppp p 
where p(x) = xw(x) is strictly convex in (0, +00) (it is easy to show that p"(x) -
2 2::0 i/(i + X)3 > 0 for any x > 0), implying 81n;;r,p) < 0 for any p > 0 and 
r> o .• 
Proof of Proposition 3.4. The entropy of a distribution with density f(x; ()) is by 
definition 
1+00 HU) - - -00 f(x; ()) ln f(x; ())dx. 
A straightforward calculation shows that for AEPD 
Ct 1-Ct HU) = ,Ina + - + --. 
Pl P2 
By Theorem 13.2.1 of Kagan et al (1973, page 409) (also see Proposition2.4.6 in Kotz et 
al (2001, pSI)), among aIl continuous distributions whose densities p have support (-00, 
+00) and that satisfy the constraints: 
1+00 Ct 1+
00 
1 - Ct [L(x; ())JPlp(x)dx = -; [R(x; ())JP2p(x)dx = --, 
-00 Pl -00 P2 
(3.59) 
the maximum entropy is artained by distributions with the density of the form 
3.B Appendix B 46 
(and only by them), ifthere exist constants Ào, À1 and À2 such that the density PME(X) > 0 
for aU x E (-00, +00) and satisfies the conditions in (3.59). In fact, we need only to show 
that there exists a unique set of constants such thatpME(x) is exactly the fonn (3.29) of the 
AEPD density. From the conditions in (3.59) and J~: PME(X)dx = 1, by changing the 
variable in the integral, sorne straightforward calculations show that 
aa (1- a)a a 
-, 1-/ P-l + , 1/ P2 = -,-:-1+--:1-:-/ P-l 
/\1 /.\2 /\1 
implying 
(3.60) 
Obviously, both the equations in (3.60) uniquely detennine a set of (À1, À2 ) = (1,1) be-
cause À2 as a function of À1 is strictly decreasing by the first equation in (3.60) and increas-
ing by the second, and thus Ào = ln a .• 
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This appendix is devoted to deriving a c1osed-fonn expression for the infonnation matrix 
and to verifying the infonnation matrix equality under certain conditions. Expectations 
are always taken with respect to the true underlying distribution f(y; Bo), where Bo -
Suppose that Yt (t = 1,2, ... T) are i.i.d. observations from the AEPD whose density 
f(Yt; B) with B E Bis defined in (3.29). Let 
r(1 + 1/P1) III - Yt11( ) 
- Yt < Il , 
aa 
R(Yt; B) ru + l/P2) IYt - 1l1 1( ) 
- (1 _ a)a Yt > Il . 
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Then the log-density function Inf(Yti{}) = -Ina - [L(Yti{})]Pl - [R(Yti{})]P2, and the 
score (vector) for observation t, :0 ln f(Yti (}), is given by 
ôlnf Pl [L(Yti {})]Pl - ~[R(Yt; (})]P2, (3.61) ôa a -a 
ôlnf [:1 W(1 + I/Pl) -ln L(Yt; (})] [L(Yti (})]Pl, ÔPI -
ôlnf [:2 W(1 + I/P2) -ln R(Yt; (})] [R(Yt; (})]P2, ÔP2 
ôlnf 
_ r(1/Pl) [L(Yt; {})]Pl-l + (~(1/p)) [R(Yti {})]P2-l , 
ÔJ1 - aa -a a 
ôlnf Pl [L(Yti {})]Pl + P2 [R(Yti (})]P2 _ ..!:., 
ôa - a a a 
where for P > 0, x = 0, we set xPlnx = O. To derive the infonnation matrix I({}o) _ 
E[to ln f(Yt, (}o)/or ln f(Yti (}o)] and the Hessian H({}o) = E[at;o,ln f(Yti (}o)] and to ver-
ify the infonnation matrix equality l ({}o) = - H ((}o) we first give the following Lemma. 
Lemma 3.B.1. For any real number r > -1 and integer m = 0, 1,2, we have 
(3.62) 
(3.63) 
where r(m) (.) is the mth order derivative of the gamma fonction r(·) and r(O) (.) means 
r(·). 
Proof. 6 Both equalities (3.62) and (3.63) can be proved in the same manner. 80 
here we only show equality (3.62). Let ELL denote the expectation of the left hand side of 
6 For simplicity, we omit the subscript "O"on the true parameters in aIl the following proofs. 
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(3.62) and note that 
E LL 1:00 [L(y; 0) r [ln L(y; 0) lm f (y; O)dy 
- 1:00 [L(y; 0) r [ln L(y; 0) lm ~ exp { - [L(y; 0) lPl }dy, 
A change of variable x = [L(y; O)lPl results in 
ELL _ Ct [+00 x(1+r)/Pl-l(ln x)m exp ( -x)dx p~+1r(l + l/Pl) Jo 
p;n+1r(; + l/Pl) r(m)((l + r)/Pl), 
where we used the expression for derivatives of gamma function (see Farrell and Ross, 
1963, p.22). This completes the proof. QED. 
Lemma 3.B.2. The score vector for observation t, %elnf(Yt; 0), satisfies the equa-
tian 
(3.64) 
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_ f(1/PI) E[L(Yt; O)]Pl-1 + f(1/P2) E[R(Yt; 0)]P2-1 
acr (1 - a)cr 
f(1/PI) af(1) f(1/P2) (1 - a)f(1) 
acr Pl f(1 + 1/PI) (1 - a)cr P2f(1 + 1/P2) 
1 1 
- --+- =0. 
cr cr 
_..!:. + Pl E[L(Yt; O)]Pl + P2 E[R(Yt; 0)]P2 
cr cr cr 
_ _..!:. + Pl af(1 + 1/Pl) + P2 (1 - a)f(1 + 1/P2) 
cr cr Pl f(1 + 1/PI) cr P2f(1 + 1/P2) 
1 a 1- a 
- --+-+--=0. 
cr cr cr 
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Lemma 3.B.3. The information matrix equality holdsfor POl > 1/2 and P02 > 1/2, 
1(00 ) = -H(Oo), that is, 
The elements of the Fisher information matrix, denoted by cPij' namely, 
(3.66) 
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where </>ij = </>ji and Bj represents the jth e/ementofthe parametervector B = (a, Pl,P2, /-l, a)T, 
are given as follows: 
</>u 











</>14 - _.!.(Pl + ~), 





</>22 - ~ (1 + 1IPI)W'(1 + 1IPI), 
Pl 
</>23 - 0, 
1 







</>33 - -3-(1 + 1Ip2)W'(1 + 1Ip2), 
P2 
1 






</>44 - ~ [r(1IPI)r(2 - 1IPI) + r(1Ip2)r(2 - 1Ip2)] a2 a (1- a) , 
1 
</>45 - -(P2 - Pl)' a2 . 
</>55 
apI + (1 - a)p2 
-
a2 
where ail the expressions for </>ij above are eva/uated at the !rue values (aD, POl,P02, /-lo, aD) 
ofparameters. By using r(x)r(1 - x) = 11"1 sin(1I"x) (see Artin, 1964, p26; or Farrell and 
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Ross, 1963, p39), the element 4>44 can also be expressed as 
4> = ~ 1 - 1/ Pl 1 - 1/ P2 
44 0:2 [asin(7r/PI) + (1- a)Sin(7r/P2l 
Proof. We derive E[81n f(Yt; O)/80i ]·[81n f(Yt; O)/80j ] and E[B21n f(Yt; O)/80i 80j ] 
and then verify 
In the proofwe use the fact that 1(Yt < J.l)1(Yt > J.l) = 0 and make repeated use ofLemma 
3.B.l, Lemma 3.B.2 and properties in Appendix 3.A-(II). 
(a) 
(PI)2 E[L(Yt; O)]2P1 + (~)E[R(Yt; O)]2P2 
a 1-a 
_ (PI)2 ar(2 + 1/PI) + (~)2 (1 ~ a)r(2 + 1/P2) 
a Plr(1 + 1/PI) 1 - a P2r(1 + 1/P2) 
1+PI 1+P2 
- --+--' a 1-a' 
_ Pl (1 + Pl) E[L( . O)]Pl _ P2(1 + P2) E[R( . O)]P2 0:2 Yt, (1 _ 0:)2 Yt, 
PI(1 + Pl) o:r(1 + 1/PI) P2(1 + P2) (1 - a)r(1 + 1/P2) 
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(c). 
_ [r(1/pI)]2 E[L(Yti 0W(Pl-l) + [ r(1/P2) ]2 E[R(Yti oW(P2-1) 
aa (1 - a)a 
_ [r(1/p1)]2 af(2 - l/Pl) + [ f(1/P2) ]2 (1 - a)f(2 - 1/P2) 
aa Plr(l + l/PI) (1 - a)a P2f(1 + 1/P2) 
_ ~[r(1/PI)r(2 - l/pd + r(1/P2)r(2 - 1/P2)]i 
a2 a 1- a 
_ r(l/PI) (Pl - l)r(l + l/PI) E[L(Yti O)]Pl-2 
aa aa 
_ r(1/P2) (P2 - l)f(l + 1/P2) E[R(Yt" O)]P2-2 
(1 - a)a (1 - a)a ' 
_ _[r(1/PI)]2PI - 1 ar(l- l/pd _ 
aa Pl Pl r(l + l!Pl) 
[ r(1/P2) ]2P2 - 1 (1 - a)r(1-ljp2) 
(1 - a)a P2 P2f(1 + 1/P2) 
_~[f(1/Pl)(l- l/Pl)r(l-l/Pl) + r(1/P2)(1 - 1/p2)f(1- 1/P2)] 
a 2 a 1- a 
7r 1 - l/Pl 1 - 1/p2 
- - a2[asin(7r/Pl) + (1-a)sin(7r/P2)], 
where we used the formula f(x)f(l - x) = 7r / sin(7rx) in the last equality. 
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(d). 
~ _ PI(1 -; Pl) E[L(Yti (})]Pl _ P2(1 -; P2) E[R(Yti (})]2P2 
a a a 
1 PI(1 + Pl) oT(1 + 1/PI) P2(1 + P2) (1 - a)r(1 + 1/P2) 
-
a2 a2 Pl r(1 + 1/PI) a2 P2r (1 + 1/P2) 
apI + (1 - a)p2 
(e). 
(f). 
_ _ Pl r(1/PI) E[L( . (})]2P1-I _ P2r (1/P2) E[R( . (})]2P2 -1 
a2a Yt, (1 _ a)2a Yt, 
Pl r(1/PI) ar(2) P2r(1/P2) (1 - a)r(2) 
a2a Plr(1 + 1/PI) (1 - a)2a P2r(1 + 1/P2) 
__ ~(PI +~); 
a a 1-a 
Pl r(1/PI) E[L(Yti (})]Pl-I + ~ r(1/P2) E[R(Yti (})]P2-1 
a aa 1 - a (1 - a)a 
Pl r(1/PI) ar(l) P2r(1/P2) (1 - a)r(l) 
a2a Pl r(1 + 1/PI) + (1- a)2a P2r (1 + 1/P2) 
_ ~(PI +~). 
a a 1-a 
(g). 
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__ .!.E[81n f ] + p~ E[L(Yt;0)]2PI _ p~ E[R(Yt;0)]2P2 
a 8a aa (1 - a)a 
_ 0 + p~ oT(2 + 1/PI) _ p~ (1 - a)r(2 + 1/P2) 
aa Pl r(1 + 1/PI) (1 - a)a P2r(1 + 1/P2) 
1 
- -(Pl - P2); 
a 
2 2 
-ELE[L(Yt; O)]Pl + P2 E[R(Yt; 0)]P2 
aa (1-a)a 
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_ p~ ar(1 + 1/PI) p~ (1 - a)r(1 + 1/P2) = -.!.(PI _ P2). 
- aa P l r(l + l/PI) (1 - a)a P2r(1 + 1/P2) a 
(h). Note that aa21allt = 0 and aa1llt aa1ll f = 0 because of 1(Yt < Jl)1(Yt > Jl) = O. 
Pl P2 Pl P2 
Then wehave 
(i). 
r(1/pd W(l + l/PI) E[L(Yt; OWPI-I 
aa Pl 
+ r(l/PI) E[L(Yt; 0)]2PI - l ln L(Yt; 0) 
aa 
r(l/PI) W(l + l/PI) ar(2) + r(1/PI) ar'(2) 
aa Pl Pl r(1 + 1/PI) aa p~r(1 + 1/PI) 
1 
- -[w(2) - w(1 + 1/PI)]; 
apI 
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(j). 
_ _.!.E[a ln f] + W(1 + 1/PI) E[L(Yt; O)]2PI 
a apI a 
_Pl E[L(Yti O)]2PI ln L(Yt; 0) 
a 
_ 0 + W(1 + 1/PI) oT(2 + 1/PI) _ Pl ar'(2 + 1/PI) = _~. 
. a PIr(1 + 1/PI) a pir(1 + 1/PI) apI' 
E[a2ln f] = .!.E[L(Yt; O)]PI _ Pl E[a ln f] = .!. af(1 + 1/PI) _ 0 = ~. 
aplaa a a apI a PI r(1 + 1/PI) apI 
(k). 
Pl r(1/PI) E[L(Yt; O)]PI-I _ P2 r(1lp2) E[R(Yt; O)]P2-1 
a aa a (1 - a)a 
_ PIr(1IPI) ar(1) _ P2r (1/p2) (1 - a)r(1) = ~(PI - P2) 
aa2 Pl r(1 + 1/pt') (1 - a)a2 P2r(1 + 1/p2) a2 . 
(1). By the symmetry of Pl and P2, similarly, we have 
Corollary 3.B.I. For the SEPD (Pl = P2 = p), the component 81~ f of its score 
vector is the sum of 881nl and 881nl of the AEPD score (3.61). Thus, by incorporating the 
Pl P2 
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obtain the information matrixfor the MLE of the SEPD parameters (a, p, p" a) asfollows: 
p+1 0 P 0 a(1-a) ua(1-a) 
0 ~\]!'(W) 0 _..!.. 
I(Bo) = -H(Bo) = P P r{1Mr{2-1M up P 0 0 ua(1-a) u2a(1-a) 
0 _..!.. 0 ..E-up u2 
The asymptotic covariance matrix is given by the inverse of the information matrix, 
ça{1-a~ 0 pua{1-a~ 0 ç(p+1)-r ç(p+1)_p2 
0 ~4 0 UI? 
'I)(p+1)-p 'I)(p+1)-p 
pua{1-a) 0 u2{p+1~a(1-a) 0 ç(p+1)_p2 ç(p+1)-p2 
!l. u2(p+1) 0 u~2 0 
'I)(p+1)-p p 'I)(P+1)-p 
whereç = f(1/p)f(2-1/p) and1J = \]!'(l+l/p). Itiseasytoshowthatç(p+1)-p2 > 0 
and 1J(p + 1) - P > 0 for P ~ 1. 
Remark. Although the information matrix equality may ho Id for ail POl > 0 and 
P02 > 0 exceptfor points l/n (n=2, 3, 4, .. .) of POl and P02, we restrict POl, P02 to satisfy 
POl > 1/2 and P02 > 1/2. The reason is that (1) I(Bo) and H(Bo) are undefined and 
thus discontinuous at some POl ::; 1/2 and (or) P02 ::; 1/2, i.e., points l/n (n=2, 3, 4, .. .); 
and (2) the information matrlx equality has no significance for POl and P02 in intervals 
(1/(2n + 1), 1/2n), n = 1,2,3, ... , because E[8~:/J2 is negative when both POl and P02 are 
in these intervals (see the expression of E[8~:/J2 above and the properties of the gamma 
fonction). Here we need to point out that the existence of E[82 ln f /8p,2] at POl = 1 and 
(or) P02 = 1 is due to thefact that xf(x) -. 1 or sin(x)/x -. 1 as x -. O. 
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3.C Appendix C 
Appendix C is devoted to establishing the consistency and asymptotic normality of the 
MLE of all parameters of the AEPD. The results of the following preliminary lemma are 
used in the proof of Proposition 3.6. 
Lemma 3.C.I. (a). For any é > 0 there exists a positive constant Mo, that may 
depend on é, such that 
Ilnxl ::; Mo (1 + x-e + xe), for any x> o. (3.67) 
(b). For any 0.1,*, q*) such that Iq* - ql ::; d and 1J.t* - J.tl ::; d, the following inequalities 
ho/d: 
(J.t* - y)q* 1(y < J.t - d) ::; [2 + (J.t + d - y)q+d + (J.t - d - y)q-d] 1(y < J.t - d); 
(3.68) 
(J.t* - y)q*1(y < J.t - d) ::; [1 + (J.t + d - y)q+d] 1(y < J.t - d), ifq* > 0; (3.69) 
(y -J.t*)q* 1(y > J.t + d) ::; [2 + (y - J.t + d)q+d + (y - J.t - d)q-d] 1(y > J.t + d); 
(3.70) 
(y-J.t*)q*1(y > J.t+d)::; [1+(y-J.t+d)q+d]1(y>J.t+d), ifq*>O. (3.71) 
(c). Suppose that Y is a random variable with an AEPD f(y 1 Bo) defined in (3.29), where 
Bo = (aO,POl,P02,J.tO'O"O)' Then, for any J.t E Rand r > -1, thefollowing inequality 
ho/ds: 
r 1+r l+r 
ElY - J.tl ::; M1 (J.t, r)r(-) + M2(J.t, r)r(-), (3.72) 
POl P02 
where M 1(·,·) and M2 (·,·) are two positive continuousfunctions. 
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Proof. Part (a) is immediate from the fact that for any é > 0, xê lIn xl ---t 0 as 
X ---t 0+, and Ilnxl jxê ---t 0, as x ---t+oo. Part (b) is obtained by first considering the 
cases of q* > 0 and q* < 0 and then dealing with the cases of I/-L ± d - yi > 1 and 
I/-L ± d - yi < 1. Part (c) can be proved by using the Cr-inequality (see Loève, 1977, pI57), 
Iy - /-Lo IP 2:: 21- p Iy - /-LI P - I/-Lo - /-LIP for p 2:: 1, and then using a change of variable. In 
fact, E IY - /-LIT = 
r O Iy - /-LIT ~ exp [-Cl (00) Iy - /-Lo1P01j dy J -00 0"0 
+ (+oo Iy _ /-LIT ~ exp [-C2(00) Iy - /-Lo1 P02 j dy 
J/LO 0"0 
< 2. exp {Cl (00) I/-L - /-LoI P01 } (/L Iy - /-LIT exp [-21-POIC1 (00) Iy - /-LIPOl] dy 0"0 J-oo 
+2. exp {C2(00) I/-L - /-LoI P02 } (+oo Iy - /-LIT exp [-21-P02C2(00) Iy - /-LI P02] dy 0"0 J/L 
- Ml (/-L, r) 1+00 x(1+T)/POl-1 exp ( -x )dx + M2(/-L, r) 1+00 x(1+T)/P02-1 exp ( -x )dx 
1+r· 1+r 




Proof of Proposition 3.5 (Consistency). The consistency of the MLE OT can be 
shown by verifying the conditions ofTheorem 2.5 in N ewey and McFadden (1994, p.2131), 
which is a consistency result for MLE and whose conditions are quite primitive and also 
quite weak:. Condition (ii) of Theorem 2.5, compactness of the parameter set, is ensured 
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by considering a compact parameter set e. Condition (iii) ofTheorem 2.5 requires that the 
log-likelihood ln f (Y 1 0) be continuous at each 0 E e with probability one. This condition 
holds by inspection. We only need to check the identification condition and the dominance 
condition (corresponding to conditions (i) and (iv) of Theorem 2.5, respectively). 
The identification condition says that if 0 =1= 00 then f(Y 1 0) =1= f(Y 1 ( 0), which 
implies Pr{f(Y 1 0) =1= f(Y 1 Oo)} > O. It is sufficient to show that for any given 0 =1- 00 
and 0 E 8, there exists a set of positive probability, S (0), such that 
ln f(y 1 0) =1= ln f(y 1 ( 0), a.e. 'V y E S(O) (3.73) 
i.e., any log-density curve with 0 =1= 00 is different from the true log-density curve on a set 
of positive probability. The proof will use the fact that any AEPD random variable Y has 
positive probability on any interval. If /l =1= /lo, say, /l > /lo, then on the interval (/lo, Ill, 
for any fixed values of other parameters the log-density function ln f(y 1 0) is strictly 
increasing but ln f(y 1 ( 0) decreases strictly, so (3.73) holds on (/lo, Ill. Now suppose 
/l = /lo, and note again that the AEPD random variable Y has positive probability on 
any interval. We shall show that (3.73) is true in (-00, /lo] or (/lo, + (0) respectively if 
Pl =1= POl or P2 =1= P02· Suppose P2 =1= P02, and let CR (0) = (r(l + 1/P2)/((1- a)0'))P2. 
For y E (/lo,+oo),thenwehavelnf(y 1 0) = -lnO'-CR (0)(Y-/lo)P2 andlnf(y 1 
(0) = -lnO'o - CR ((}o)(y - /l0)P02. It is c1earthatboth the log-density functions are strictly 
decreasing and concave (or convex) on (/lo, +(0) if P2,P02 > 1 (or < 1). Thus, they 
intersect at no more than two points, so that (3.73) holds on (/lo, + 00 ). SimilarIy, under the 
assumptions /l = /lo, Pl = POl and P2 = P02, it is easy to show that (3.73) holds if a =1= ao 
or 0' =1= 0'0 (see Newey and McFadden, 1994, p. 2126). 
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The dominance condition of Theorem 2.S, E[SUPOE8 Ilnf(Y 1 0)1] < 00, can be ver-
ified here by the compactnessof parameter set e and the boundedness of the pth order 
absolute moment of a standard AEPD random variable, where fi is the supremum of Pl 
and P2 in 8. Since the parameter set 8 is assumed to be compact, so that any continuous 
function of 0 is bounded on 8, by using the cT-inequality (see Loève, 1977, p.lS7), i.e., 
la + biT ::; Cr laiT + Cr IblT , where CT = 1 or 2T- I according as 0 < r ::; 1 or r ~ 1, we 
have Ilnf(Y 1 0)1 ::; KI + K 2 1XIP for aH 0 E e, where KI and K 2 are certain positive 
constants and X = O"o(Y - J-Lo), that is a standard AEPD random variable with parame-
ters (Qo, POl, P02). Thus, the dominance condition will be satisfied as long as E[lXIP] < 00, 
which is shown to ho Id in (3.40) .• 
Proof of Proposition 3.6 (asymptotic normality). The proof of the asymptotic nor-
mality result proceeds by verifying the conditions of Theorem 3 as weH as its corollary in· 
Huber (1967). Following the notation of Huber (1967), let 'IjJ(y, 0) = alnt~Y,O), the score 
vector, and set 
..\(0) = E'IjJ(y, 0), u(y, 0, d) == sup 1'IjJ(y, 0*) - 'IjJ(y, 0)1, 
IO*-OISd 
(3.74) 
where expectations are always taken with respect to the true underlying distribution f (y; 00 ) 
with 00 = ( Qo, POl, P02, Mo, 0"0). Similar to Example 1 of Huber (1967), the condition 
N-l (i.e., for each fixed 0, 'IjJ(y,O) is measurable and separable: see Assumption (A-l) 
of Huber (1967» is immediate; both conditions (N-2) and (N-4), i.e., ..\(00 ) = 0 and 
E[I'IjJ(y,00)12 J < 00, hold immediately from (3.64) and the fact that 1>ii in (3.66) are fi-
nite. By the definition of the MLE ê, we have 'L,;=l 'IjJ(Yt, ê) = 0, implying that Equation 
(27) ofHuber (1967) ho Ids. Since consistency has been proved, the remaining condition of 
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Huber's (1967) Theorem 3 is the condition (N-3): that there are strictly positive numbers 
a, b, c, do such that 
1..\(0)1 > a 10 - 001, for 10 - 001 ::; do; (3.75) 
Eu(y, 0, d) < bd, for 10 - 001 + d ::; do, d ~ 0; (3.76) 
E[u(y, e, d)2] < cd, for 10 - 001 + d ::; do, d ~ 0, (3.77) 
where 101 denotes any norm equivalent to the Euclidean norm. 
Now we check the condition (3.76). Separate the location parameter from the other 
parameters,7 = (a,PI,P2,11),i.e. 0 = (7,jl) and 0* = (7*,jl*). Then 
u(y, e, d)::; sup l'l/J(y, 7*, jl*) - 'l/J(y, 7*, jl) 1 + sup l'l/J(y, 7*, jl) - 'l/J(y, 7, jl) 1· 
IO*-OI::;d Ir*-rl::;d 
(3.78) 
The condition (3.76) is easily verified for the second part in (3.78), because the location jl 
is fixed and 'l/J (y, 7, jl) as a function of 7 is smooth enough. For the first part in (3.78), note 
from (3.61) that each element of 'l/J (y, 7, jl) can be expressed as the following form: 
functions of 7 = (a, Pl, P2, 11), implying that they are bounded on the compact set e. So, 
we need only to prove that 
3.C Appendix C 62 
and 
E [ SUp 1(11* - y)qi ln 111* - yll(y < 11*) - (11- y)qi ln 111- yll(y < 11)1] ~ bd. 
IO*-OI::;d 
(3.81) 
Here we show only the condition (3.81); the condition (3.80) can be verified similarly; the 
counterparts involved with "1 (y > 11)" can also be shown in the same way. In fact, denoting 
by l!. the infimum of the components Pi of () E 8, by the assumption Pi > 1 (i = 1, 2), we 
have l!. > 1 and qi ~ l!. - 1 == 9.. > O. Taking do < min {q/2, n and noting that 1 x~ ln xl is 
bounded in (0,1), the condition (3.81) reduces to 
E [ sup 1 (11* - y)qi In(l1* - y) - (11- y)qi In(l1- y) 1]I(Y < 11 - 2d) ~ bd. (3.82) 
IO*-OI::;d 
By using the mean-value theorem, (3.67) and (3.68), for any (11*, qi) such that Iqi - q11 ~ d 
and 111* - 111 ~ d, we have 
1 (11* - y)qi In(l1* - y) - (11- y)qi In(l1- y) 11(y < 11- 2d) 
1(11- y)qi-1 {q~ In(l1- y) + 1}1111* - 1111(y < 11- 2d) 
< d [(11- y)qi-1 11n(l1- y)1 + (11- y)qi-1] l(y < 11- 2d) 
< dMo(ê) [(11- y)qi-1 + (11- y)qi-1- e + (11- y)qi-1+e ] l(y < 11- 2d) 
3 
< dMo L [2 + (11 + d - y)ql+d- 8i + (11- d - y)ql-d- 8i] l(y < 11- 2d),(3.83) 
i=1 
where Il is a real number between 11 and 11*, <>1 = 1, <>2 = 1 + ê and <>3 = 1 - ê. Note that 
q1 ± d - <>i > -1 as long as ê < 9./2, say ê = 9../4, because d ~ do and q1 ~ 9... Then 
condition (3.76) holds immediately from (3.72) and the assumption of compactness of the 
parameter space 8. 
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To verify the condition (3.77), it is sufficient to show that 
E [ sup 1 (p,* - y)qi In(p,* - y) - (p, - y)qi In(p, - y) 1]2 1 (y < p, - 2d) ~ cd. (3.84) 
I/}·-/}I~d 
In fact, for any (p,*, Qi) such that Iqi - q11 ~ d and Ip,* - p,1.~ d, we have 
1 (p,* - y)qi In(p,* - y) - (p, - y)qi In(p, - y) 1 
3 
< MO(ê) L [1 + (p, + d - y)ql+d-1+Oi ] l(y < p,- 2d), (3.85) 
i=1 
where (3.69) is used, Ji are defined in (3.83), and qi + d - 1 + Ji > 0 when ê < 9:.: 
Cornbining (3.85) with (3.83) and using the Cr-inequality (see Loève, 1977, p157) yields 
, 
[ sup I(p,* - y)Qi In(p,* - y) - (p,- y)qi ln(p,- Y)I]2 l(y < p,- 2d) I/}·-/}I~d 
< dKo { 1+ t. [(" + d - y)<; + (" - d - y)"]l(y < l' - 2d)} , 
where Ko is a positive constant that rnay depends on ê, K is a positive integer less than 
28, Çi and rli are sorne real numbers greater than -1 when the positive constant ê is srnall 
enough, say ê = 9./4. Thus, the condition (3.84) follows frorn (3.72) and the assurnption of 
cornpactness of the pararneter space e. 
A sufficient condition for (3.75) to be true is that À( 0) has continuous (partial) deriv-
atives in sorne neighborhood 0(00 , do) of 00 , because (3.75) can be obtained by using this 
condition and the fact that the Hessian H ( ( 0 ) is negative definite. Here we show only that 
8À4 (O)/8p, is continuous, where À4 (O) = E [81nf(y, O)/8p,]; the continuity of other par-
tial derivatives will be easily proved by using Lernrna 3.6 ofNewey and McFadden (1994, 
P 2152), the cr-inequality (Loève, 1977, p.157) and results frorn Lemma 3.C.l ((3.67) -
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(3.72». Note that 
where Al and A2 are sorne continuously differentiable functions of T = (a,pI,p2,0"), 
implying that they are bounded in the compact parameter space 8; f(y; 00 ) is the true 
AEPD density and 
Let do > 0 be small enough that 0(00 , do) = {O: 10 - 001 < do} C 8. Then,obviously, 
a(x,O) is continuously differentiable in the neighborhood 0(00 , do) of 00 , a.s.; and by the 
c,.-inequality (see Loève, 1977, p 157) and compactness ofthe parameter space 8, 
1 
âa(x, 0) 1 < { BoxE.-l, xE [0, IJ ; 
19!9~~do â/1 - BOX2(p-l) exp ( -Blx), x> 1, 
where Bo and BI are sorne positive constants that do not depend on 0, l!. > 1 and p > 
1 are, respectively, the infimum and supremum of the components Pi of 0 E 8. From 
Lemma 3.6 ofNewey and McFadden (1994, p. 2152) it follows that, .À4 (0) is continuously 
differentiable with respect to /1 in the neighborhood 0(00 , do) of 00 , QED. 
Chapter 4 
Asymmetric Student-t Distributions 
4.1 Introduction 
The Student's t distribution is commonly used in finance and risk management. For ex-
ample, Bollersiev (1987) employed the Student's t to model the distribution of foreign 
exchange rate retums. Mittnik, Rachev and Paolella (1998) fit the retum distribution for a 
specified data set using a number of parametric distributions. They find that the partially 
asymmetric WeibulI, Student-t and the asymmetric stable distributions provide the best fit 
according to various measures of goodness of fit. Hansen (1994) was the first to consider a 
skewed Student's t distribution to model skewness in conditional distributions of financial 
retums. Since then, sorne skew extensions of the Student's t-distribution were proposed 
for financial and other applications, see for example, Femandez and Steel (1998), Theo-
dossiou (1998), Branco and Dey (2001), Bauwens and Laurent (2002), Jones and Faddy 
(2003), Sahu et al (2003), Azzalini and Capitanio (2003), Aas and Hatf (2005) and oth-
ers. AlI these skew t-type distributions except for two cases discussed later have two tails 
with identical polynomial rate of decay. The first exception is the skew extension of Jones 
and Faddy (2003), which has two tail parameters to control the left and right tail behav-
ior, respectively. The second is due to Aas and Haff (2005), who argued for a special case 
of the generalized hyperbolic (OH) distribution, called the OH Student's t-distribution, in 
which one tail is determined by a polynomial rate, while the other has an exponential be-
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havior. For detailed descriptions of various skew Student-t type distributions, refer to a 
review by Aas and Haff (2005). However, in general, an asymmetry (skewness) parame-
ter mainly controls the asymmetry of central part of a distribution. Therefore, a c1ass of 
fully asymmetric Student t distribution which has one skewness parameter and two tail pa-
rameters is needed for theoretical and practical purposes. In this chapter, we propose such 
a class of distributions by using a procedure similar to that in Chapter 2, and investigate its 
properties. 
In general, there exist two different methodologies for generation of a skewed Stu-
dent's t distribution, which are the same as those mentioned in Chapter 3. The first one 
is the two-piece method. By using this method, Hansen (1994) proposes the first skew 
extension to the Student's t-distribution; more generally, Femandez and Steel (1998) intro-
duce a skewness parameter 'Y to any univariate pdf which is unimodal and symmetric, thus 
their skew version of Student's t is actually equivalent to that of Hansen (1994); Bauwens 
and Laurent (2002) generalize the procedure used in Femandez and Steel (1998) to the 
multivariate case. The second methodology is the perturbation approach of Azzalini and 
Capitanio (2003), which is more general, so that it can generate the multivariate skew el-
liptical distributions proposed·by Branco and Dey (2001) and Sahu et al (2003) using the 
conditioning method7 • 
Following our procedure (2.1) that is basedon the two-piece method, we can define 
a fully asymmetric Student t distribution (ASTD) as follows. 
7 By using the conditioning method, Branco and Dey (2001) and Sahu et al. (2003) construct two different 
classes of multivariate skew Student t distributions, which however coincide in the univariate case. 
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Definition 4.1. Let KST(V)=r((v + 1)/2)/[J1fVr(v/2)], where r(·) is the gamma 
function. Then a standard asymmetric Student-t (AST) density is defined as 
[ ] 
-(VI +1)/2 
::. KST(vd 1 + V11 (~)2 , y :s; 0; 
(4.86) 
[ ] 
-(v2+1)/2 L:;:.KsT (V2) 1 + ;2(~)2 , y> 0, 
where a* is given by replacing K(Oi) with KST(Vi) in (2.2),0 < a < 1, VI, V2 > O. 
Obviously, the ASTD density still is continuous and unimodal with mode at p, = 0, 
but it may not be differentiable at the center y = p, = O. Denoting by p, and (7 the location 
(center) and scale parameters, respectively, the general form of the density is expressed 
as ~ fAST(Y~'\ a, VI, V2). Similar to the definition of the AEPD, a E (0,1) is called the 
skewness parameter; it govems the probability masses between the left side and right side 
of the mode p,; VI and V2 are the left and right tail parameters, respectively, to control the 
behavior of the two tails. When VI = V2, we have a* = a, leading to a skew Student's t 
distribution family. To compare with the other skew extensions of Student's t, we rewrite 
the new version of the skew Student's t (SST) as follows: 
{ 
~KST(V) [1 + ~(~:;)2r(V+1)/2 , y :s; p,; 
fSST(Y 1 a,v,p,,(7) = -(v+1)/2 
~KST(V) [1 + ~(2(ti:)oY] , y> p,. (4.87) 
This new version of SSTD will provide new interesting interpretations for skewness para-
meter in terms of Lp distances (defined in (3.30) and (3.31) in Chapter 3). By reparame-
terization: a = 1/(1 + ')'2) and (7 = b + 1/')')(71/2, the SSTD (4.87) will become that of 
Femandez et al (1998); letting a = (1 - À)/2, (7 = ·h/(v - 2)/v and p, = -a/b, the den-
sity will be that (i.e., Eq (10) ) of Hansen (1994). With a = 1/2, the SSTD (4.87) reduces 
to the standard central Student's t distribution. The skewed Cauchy and skewed normal 
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distribution are special cases of the SSTD with v = 1 and v = 00, respectively. According 
to the skewness measure of Arnold and Groeneve1d (1995), the SSTD density is skewed to 
the right for a < 1/2 and to the left for a > 1/2. 
Fixing a, say a = 1/2 or a = FJF(m), the cdfvalue of Jones and Faddy (2003) 
at m = (VI - v2h/(VI + v2)/2/[2J(VI + 1)(v2 + 1)], the ASTD density (4.86) has the 
same tailbehavior as the skew Student's t of Jones and Faddy (2003). When one of the tail 
parameters goes to infinity, say, V2 ~ 00, the ASTD behaves as a Student's t on the left side 
and as a Oaussian on the right side, implying one heavy and one exponential tail. This type 
of tail behavior is similar to that of the OH Student's t in Aas and Haff (2005). With these 
two tail parameters the ASTD can accommodate the empirical distribution of daily retums 
offinancial assets that is often skewed and has one heavy tail and one Gaussian-like tail. We 
can see this point in the applications ofChapter 5. A disadvantage of the ASTD, compared 
with the OH Student's t and that of Jones and Faddy (2003), is the non-differentiability of 
the density function at mode f.J,. 
The above definition (4.86) is useful in theoretical analysis, but may be complicated 
in practice. To simplify for calculations and applications, by rescaling we can give an 
alternative definition as follows: 
fAST(Y 1 0) = { 
1[1 + ..1.( y-y )2]-(VI+1)/2 
u VI 2auKsr(vI) , 
(4.88) 
I [1 + I ( y-y )2]-(V2+1)/2 > 
;: V2 2(I-a)uKsr(v2) ,y f.J" 
where e = (a, VI, V2, f.J" a)T, f.J, and a are the location (center) and scale parameters respec-
tively. From the rescaled ASTD density (4.88), we can c1early observe the effects of the 
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shape parameters on the distribution. It can also provide a simple c10sed form expression 
for the information matrix of the maximum likelihood estimator (MLE). 
4.2 The Basic Properties of the ASTD 
Sorne basic properties of the ASTD will be discussed in this section. First of all, we give 
expressions for the cdf and the quantile function of the ASTD. These are useful for com-
puting VaR (value at risk) and for generating random numbers from the ASTD. Secondly, 
we calculate various moments and the expected shortfall (ES). We shall see that all the mo-
ments can be expressed simply and conveniently in terms of the Gamma function. Finally, 
a characterization property of the ASTD is shown at the end of the section. 
4.2.1 Moments, Value at Risk and Expected Shortfall 
Suppose that Y is a random variable with the standard ASTD density (f-l = 0, a = 1). 
Following the formulas (2.6) and (2.7), the cdf and quantile function of the standard ASTD 
random variable Y are as follows: 
and 
-1 ( ) * -1 ( P 1 1 ) ( *) -1 (p + 1 - 2a 1 1 ) FAST P = 2a Ft 2a A 2" VI + 2 1 - a F;, 2(1 _ a) V 2" V2, (4.90) 
where Ft(y 1 v) is the cdf of standard Student's t, and a* is defined as in the definition 
(4.86) of the ASTD density. Note that Ft(O 1 v) = 1/2, which implies FAST(O) = a 
and F"A~T(a) = 0 . This me ans that the a-quantile ofa standard ASTD random variable is 
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always zero. For a general ASTD with location J-l and scale a, the location J-l corresponds 
to the O:'-quantile of the general ASTD random variable. This is the basic meaning of the 
parameters 0:' and J-l. 
Now let us consider the moments of the ASTD. Let T(v) be a random variable that 
has the standard Student's t-distribution with non-integer degrees of freedom v. Then the 
absolute moment ofT(v), E IT(v)IO, can be expressed as 
This formula can be found in Mittnik and Paolella (2003), or we can directly calculate 
the absolute moment by using Eq. (11-10) in Farrell and Ross (1963, p55). Using the 
general formulas (2.11) and (2.12) in Chapter 2, we can obtain the kth moment and the 
r-absolute moment of the standard ASTD r.v. Y as follows: for any positive integer k < 
and for any real number 0 E (-1, min{ VI, V2}), 
In particular, the mean and variance of a standard ASTD random variable are given by the 
following formulas: 
E(Y) 4[-0:'0:'* vIKsT(vd + (1 _ 0:')(1 _ 0:'*) v2K sT (V2)] 
VI -1 v2-1 
4B[-0:'*2 VI + (1 _ 0:'*)2 V2 ], 
VI -1 V2-1 
(4.94) 
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Var(Y) 
where Ksr(-) is defined in the definition of ASTD density, and B = fAsr(O 1 a, VI, V2) = 
aKsr(VI) + (1 - a)Ksr(V2)' We see that aIl the moments can he expressed simply and 
conveniently in terms of the Gamma function. For the skew Student-t, where VI = V2 = V, 
we can get simplified expressions for various moments: 
(4.96) 
(4.97) 
where k = 1,2, ... , k < V and -1 < 0 < v. By suhstituting (4.91) into (2.16) and (2.17), 
the left and right (generalized) kurtosis are given as foIlows: 
y'1iT(r + !)r(~ - r)r(~) VI 
kurL(r, VI) = 2 ' 'Vr E (0, -2 ), VI > 0 (4.98) (r(r~I )r(V1;r)) 
and 
We can show that kurL(r, v) (or kurR(r, v» are strictly decreasing in V and strictly in-
creasing in r (see Lemma 4.A.4 in Appendix 4.A). From the expressions of kurL(r, VI) 
and kurR(r, V2) in (4.98) and (4.99), the heaviness of the left (or right) tail of the ASTD 
the left tai! is heavier than the right one. The smaIler the value of VI (or V2), the heavier 
the left (or the right) tail. If Vi > 4, then for r = 2 the left (or right) kurtosis has a simple 
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The Value at Risk (VaR) and the Expected Shortfall (ES) of a standard ASTD random 
variable Y are defined as 
They can be expressed in terms of the cdf and pdf of standard Student-t, Ft (. 1 v) and 
ft(· 1 v), with parameter values of VI and V2. This is due to the equalities (4.90), (4.89), 
(2.21) and the fact that the expected shortfall ofa standard Student's t r.v. T with degrees 
offreedom v, ESt(q 1 v) = E( -T(v) 1 T(v) < q), can be simply expressed as 
v 1 2 ft(q 1 v) 
ESt(q 1 v) = (-1)[1 + -q 1 R( 1 r 
v- v tq v 
Substituting ESt(· 1 v) for ESs (· 1 B) in Eq. (2.21), we get the expected shortfall of a 
standard ASTD random variable Y as follows: 
(4.100) 
where a A b = min{ a, b} and a V b = max{ a, b}, and B is defined as in (2.3) replacing 
K(Bi) with KST(Vi). When considering the ES as a function of the confidence level P by 
taking q = VaRAsT(p) = Fi§T(P), we obtain 
(4.101) 
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4.2.2 The Maximum Entropy Property 
The ASTD distributions can be characterized by the maximum entropy property. The en-
tropy of the ASTD distribution is by definition 
1+00 H(fAST) == - -00 !AST(X;()) In!AsT(x; ())dx. 
A straightforward calculation shows that 
where D(v) is defined in Lemma 4.A.l of Appendix 4.A (D(v) = W(V~I) - wŒ), where 
w(v) == r'(v)jr(v) is the digamma function). The maximum entropy property can be 
shown to hold by using Theorem 13.2.1 of Kagan et al (1973, page 409) [also seeProposi-
tion 2.4.6 in Kotz et al (2001), p. 51]. Let 
(4.102) 
(4.103) 
where KST (-) is defined in the definition of ASTD density. By Theorem 13.2.1 ofKagan 
et al (1973), in the class n of aU continuous distributions whose densities p have support 
(-00, +(0) and satisfy the constraints: 
[:00 <Pl (x.; ())p(x )dx _ 
[:00 <P2(X; ())p(x)dx _ 
a(v I ; 1)D(VI)' 
V2 + 1 (1- a)( 2 )D(V2), 
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(and only by them), ifthere exist constants Ào, À1 and À2 such that the density PME(X) > 0 
for aH x E (-00, +00) and satisfies the conditions (4.104) and (4.105). In fact, we can 
show that such a set of constants exists and is unique, Ào = ln a and À1 = À2 = 1 (see 
Lemma 4.A.5 in Appendix 4.A). The maximum entropy density PME(X) is exactly the 
general form (4.88) of the ASTD density. 
4.3 Asymptotic Properties of the Maximum Likelihood 
Estimator 
In this section, we shaH investigate asymptotic properties and finite-sample performance 
of ML estimators of the parameters of the ASTD. In order to have a simple form ofinfor-
mation matrix of the MLE, we adopt the alternative definition of AST density (4.88). This 
density is actuaHy a parameter transformation of the original one (4.86). For any one-to-
one parameter transformation, (3 = h( B), the information matrices of MLEs for (3 and B, 
denoted by J((3) and I(B), can be shown to have the following relationship: 
where \l(},h(B) = (\l(}h(B))' = (8(3d8Bj) whose element in the i-th row andj-th column 
is 8(3d8Bj , i, j = 1,2, ... 5. 
Now consider the MLE of the parameters of the ASTD. Let f(y 1 B) be the ASTD 
density (4.88). The true value of Bis denoted by Bo = (ao, VOl, V02, 110' ao). Suppose that 
Bo E A == {B 1 B = (a, VI, V2, Il, a), a, VI, V2 > 0, a E (0,1), Il ER}, the parameter 
space. Given an i.i.d. sample y = (Yb Y2, ... , YT) of size T we can write the log-likelihood 
4.3 Asymptotic Properties of the Maximum Likelihood Estimator 75 
function lT (0 1 y) = Ei=lln f (Yt 1 0) as follows: 
Proposition 4.1. (Consistency of the MLE). Suppose that Yt (t = 1,2, ... T) are i.i.d. 
observations /rom the ASTD pdf f (Yt; ( 0 ), where 00 is the set of true parameters, and that 
00 is an interior point of a compact set e c A. Then, the MLE 7JT of 00 is consistent, i.e., 
7JT --j.P 00 , 
Proof: See Appendix 4.B. 
Proposition 4.2. (Asymptotic normality of the MLE). Suppose that Yt (t = 1,2, ... T) 
are i. i.d. observations /rom the ASTD pdf f (Yt; ( 0 ), where 00 is the vector of the true values 
of the parameters, and that 00 is an interior point of the compact parameter set e c A. 
Then, the MLE 7JT of 00 is asymptotically normal, i.e., 
where 1 (00) is the Fisher information matrix, 
1(00 ) = E[(V'olnf(yt 1 Oo))(V'olnf(yt 1 Oo))'J; 
it can be consistently estimated by 1(7lr). The closedform expression of 1(00 ) is given in 
Lemma 4.B.3 of Appendix 4.B. 
Proof: See Appendix 4.B. 
Note that the ASTD does not satisfy the usual regularity conditions under which the 
ML estimator ha~ ..,fT -asymptotics, because of a non-differentiable likelihood function. 
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However, in this case, we still are able to establish the usual asymptotics by using Theorem 
2.5 in Newey and McFadden (1994, p. 2131) and Theorern 3 as weIl as its CoroIlary in 
Huber (1967). Since I(B) is continuous in sorne neighborhood of Bo, it follows from the 
consistency of ê that l (ê) is a consistent estimator of l (Bo). The information matrix for the 
MLE of the skew Student's t distribution is also given in CoroIlary 4.B.l of Appendix 4.B; 
to our knowledge these results are new. 
4.4 Simulation Studies 
Random sarnples from the standard AST distribution can be generated by the following 
rnethod. Let U have a uniform distribution on [0, 1], t i and t2 have a standard t-distribution 
respectively with VI and V2 degrees of freedorn. Suppose that the three randorn variables 
are independent. Then 
x = a* Itll [sign(U - a) - 1] + (1 - a*) It21 [sign(U - a) + 1] 
is a standard ASTD random variable that has the density (4.86) with three shape pararneters 
(a,vI,v2)' where a* is defined as in (2.2), sign(x) = +1 ifx > 0, -1 ifx < 0, and 0 if 
x = O. Multiplying X by B = aK(vI) + (1- a)K(v2) yields Y, 
Y = aK(vI) Itll [sign(U - a) - 1] + (1- a)K(v2) It21 [sign(U - a) + 1], (4.106) 
which has the ASTD density (4.88) with shape parameters (a, VI, V2), location Ji, = 0 and 
scale CI = 1. An alternative method is the inverse rnethod, i.e., use Z = F-I (U) to generate 
standard ASTD random numbers, where U is a standard uniform random variable and F 
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is the standard ASTD cdf. The random numbers from (4.106) are used in the following 
simulation studies. 
To assess the asymptotic properties of the MLE in finite sample, following Agro 
(1995), a numerical investigation ofbias and variance ofMLEs was performed using sam-
pIe sizes ofT = 1000,2000,4000,8000. We choose /Jo = 0, ao = 1 and various different 
true values of(a, VI, V2): a = 0.3, 0.5 and Vi = 0.7,2.5,4.5,6.5 (i = 1,2). To save space, 
here we only report the cases of a = 0.3 and V2 = 2.5, 4.5. For each set oftrue values of 
the parameters and every sample size, N = 2000 replications are drawn from the AEPD 
.-.4, 
with that set ofparameter values, and then 2000 ML estimates () (i = 1,2, ... , N) are ob-
tained using these samples. We estimate the means and standard deviations of the MLEs 
of the parameters, denoted respectively by M(7i) and ST D (7i), 
N ( N )1/2 
M(7i) = ~~~, STD(7i) = ~ ~ [~ - M(7i)f ' 
and compare these estimated standard deviations with their theoretical values which are 
taken from the square root of the diagonal elements ofthe Cramer-Rao bound (i.e., /-1 (7i) /T 
). Simulation results are reported in Table 4-1 (see the end of the thesis). AlI entries la-
beled "Mean ofMLEs" report M(7i), and those in the "STD Ratio" rows are the ratios of 
simulated standard deviations ST D(7i) to theoretical ones from /-1 (7i) /T. 
From our simulation studies, we observe that the estimates 7i of all parameters seem 
asymptotically unbiased for all given true values and that their variances seem to be ap-
proaching the Cramer-Rao bound. However, ML estimates of the tail parameters have a 
slower convergence rate than those of the other parameters. ActualIy, skewness, scale and 
location parameters can be estimated well for given sample sizes or those smaller than 500; 
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however, even for moderately large values of the tail parameters, such as 4.5 and 6.5, a 
sample size of 1000 or 2000 is not large enough to give a good estimate. A possible inter-
pretation is that the tail parameters control tail shapes, so their estimates should crucially 
depend on tail observations that are sparse. If so, comparing with Student's t and the SSTD 
that has only a single tail parameter, at least double the number of observations is needed 
for the ASTD to have a good estimate of the tail parameters, because the two tail para-
meters in the ASTD are distinct. For a = 0.3 in our simulation studies there are fewer 
observations on the left side, thus estimates of the left tail parameter should have a worse 
finite sample performance than those ofthe right tail parameter. Note that a smaller (larger) 
value of a tail parameter implies a heavier (thinner) tai!, so that there are more (fewer) ob-
servations in the tai!. Then for a small tail parameter the estimate should be beUer than 
for a large one. AlI ofthese phenomena can be observed in Table 4-1 (see the end of the 
thesis). 
4.A Appendix A 
Recall the properties of the Gamma function in Appendix 3.A (II). In the proofs ofproper-
ties of the ASTD, we may need the results in the following Lemmas. 
Lemma 4.A.l. Consider the digammafunetion w(v) = r'(v)jr(v), and D(v) = 
W(V!l) - w(~)for any v > O. Then w(v) is strietly inereasing while D(v) is strietly 
deereasing, and the following equalities ho/d: 
1 2 
w(v + 1) = - + w(v), D(v + 2) = - ( ) + D(v). 
v vv+1 
(4.107) 
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Proof. From (3.51), taking k=2, we get w'(x) = 2::0 l/(x + i)2 > 0 for aIl 
x, implying that W ( v) is a strictly increasing function. From the above expression for 
\]f' (x), we can also see that \]f' (x) is a strictly deceasing function for x > 0, implying 
D'(v) = W,(v!1) - w'Œ) < o. So D(v) is strictly decreasing. If the first equality holds, 
then the second one is easily verified. Now we proceed to show the first equality. In fact, 
this equality is easily obtained by differentiating both sides ofr(x + 1) = xr(x). QED. 
Lemma 4.A.2. For any v > 0, let K(v) = KST(V) == r((v + 1)/2)/[y7rVr(v/2)J. 
Then the following equalities ho/d: . 
! + 2K'(v) _ W(v +2 1) - \]f(~2) = D(v), 
v K(v) (4.108) 
( V )1/2 K(v) 
v+2j K(v+2j) {
l, j = 0; 
- v/(v + 1), j = 1; 
v(v + 2)/[(v + l)(v + 3)], j = 2. 
(4.109) 
Proof. The proofs are immediate. For equality (4.108), taking log of the expression of 
K ( v) and then differentiating both sides, it follows that 
K'(v) 
K(v) 
dln K(v) . 1 
dv = d[lnr((v + 1)/2) -lnr(v/2) - 21nv -lny7r]/dv 
_ ~ [W( v + 1) _ w( ~) _ !] . 
2 2 2 v 
So we have shown the equality (4.108). From the definition of K(v), the left side of 
equality (4.109) is expressed as 
( V )1/2 K(v) 
v + 2j K( v + 2j) 
r((v + 1)/2) r(v/2 + j) 
r(v/2) r((v + 1)/2 + j). 
Using the fact f(v + 1) = vf(v), the proofofequality (4.109) is easily completed. QED. 
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Lemma 4.A.3. For any v> 0, we have thefollowing integral equalities: 
1 (4.110) 1+
00 (1 + Z2)-(V+l)/2dz _ 
1+
00 
(1 + z2)-(V+l)/21n(1 + z2)dz _ 
1+
00 (1 + z2)-(v+l)/2[ln(1 + Z2)J2dz _ 
2y'vK(v) , 
1 
2y'vK(v) D(v); (4.111) 
2y'v~(V) [D2(V) - 2D'(v)J, (4.112) 
where K (.) and D ( .) are defined as the above, and D' ( v) is the derivative function of 
D(v). Later on, we always use r(v), w(v), K(v) and D(v) to standfor thosefunctions 
defined above. 
Proof. For the St1;ldent's t density !t(x) = K(v)(1 + x2/v)-(v+l)/2, from 
J~: !t(x)dx = 1, we obtain equality (4.110) immediately. DifIerentiating both sides of 
equality (4.110) with respect to v, by Lemnla 3.6 ofNewey and McFadden (1994, p.2152) 
that ensures that the order of difIerentiation and integration can be interchanged, it follows 
that 
-- (1 + z2)-(V+l)/21n(1 + z2)dz = [-- - --J. 11+
00 1 1 K'(v) 
2 0 2 y'vK (v) 2v K(v) 
Rewriting this equality and combining with equality (4.108) yields equality (4.111). Simi-
larly, by difIerentiating both sides of equality (4.111) with respect to v and combining with 
(4.108), we can get equality (4.112). QED. 
Lemma 4.A.4. The inequalities: okurL(r, v)/ov < 0 and okurL(r,v)/or > 0 hold 
for the ASTD. 
Proof. Taking the log of kurL(r, v), the derivatives are 
oln kurL(r, v) = ~ [w(~) _ W(v - r)] _ ~ [w(v - r) _ W(v - 2r)] < 0 
ov 2 2 2 2 2 2 (4.113) 
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and 
The inequa1ity (4.113) can be verified by using the mean value theorem and the fact that 
w'(x) is strictly decreasing for x > 0; the inequality (4.114) follows immediately because 
w(x) is an increasing function. QED. 
Lemma 4.A.5. The ASTD distribution has maximum entropy in the class O. 
Proof. We need only find the constants Ào, ÀI and À2 such thatpME(x) = exp{ -Ào -
ÀlcPl (x; 0) - À2cP2(X; O)} satisfies the following three equations: 
1+00 
-00 PME(X)dx - 1, (4.115) 
1+00 VI + 1 
-00 cPl (x; O)PME(X)dx - a( 2 )D(VI), (4.116) 
1+00 V2 + 1 
-00 cP2(X; O)PME(X)dx - (1 - a)( 2 )D(V2). (4.117) 
By the definition of cPl (x; 0) and cP2(X; 0) in (4.102) and (4.103), equation (4.115) is rewrit-
tenas 
- 1, 
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where K(v) = KST(V). Furthermore, by change of variable 
and using the results in Lemma 4.A.3, we get 
(4.118) 
where 'fJi == Ài(Vi + 1) - 1 (i = 1,2.); we impose the restriction Ài > 1/(Vi + 1) in order 
to ensure 'fJi > o. Similarly, the following equations are obtained from (4.116) and (4.117) 
by sorne similar calculations: 
( -À ) ŒaK(vdVVi D() ŒD(VI), exp 0 K('fJI)..;riï 'fJI (4.119) 
(-À) (1- Œ)aK(v2)y'V2 D() (1- Œ)D(V2). 
exp 0 K('fJ2)yfii2 'fJ2- (4.120) 
Substituting the two equations (4.119) and (4.120) into (4.118), we get 
(4.121) 
which implies that 'fJ2 (or À2) is a strictly decreasing function Of'fJI (or À I ), since D(·) is 
strictly decreasing by Lemma 4.A.1. Combining the two equations (4.119) and (4.120) and 
letting II(v) _ D(v)/[K(v)JV], we have 
(4.122) 
Note that by using the results of Lemmas 4.A.l and 4.A.2, we can show that II'(v) = 
[D' (v) - D2(v)/2]/[K(v)v'vl < 0, implying that II(·) is a strictly decreasing function. 
Therefore, the above equation (4.122) implies that 'fJ2 (or À2) is a strictly increasing function 
of 'fJI (or À I ). Equations (4.121) and (4.122) imply that there exists at most one point 
(À I , À2) such that Ài > 1/(Vi + 1) and the equations (4.121) and (4.122) are satisfied. 
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However, such a set of (>'1, >'2) is easily found to be (>'1, >'2)=(1,1). Hence, the proofis 
completed. QED. 
4.B Appendix B 
Appendix B is devoted to deriving results for asymptotics of the MLE for the ASTD c1ass 
of distributions. In this appendix, aH expectations are always taken with respect to the true 
underlying distribution f(y; (0), where 00 = (ao, VOl, V02, J-to, 0"0). Let 
Then the log-density function is 
and the score vector for observation t, te ln f(Yti 0), is given by 
8lnf 
âa 
_ VI + 1 (1 - [L(Yti O)t1 )l(Yt < J-t) 
a 












1 V2 + 1 
- {-2 InR(Yti O) + 2 D(v2)(1- [R(Yti O)t1)}1(Yt > J-t), (4.127) 
VI + 1 . -1 1 2(Yt - J-t) . 
2 [L(Yt, 0)] VI [2aO"K(V1)j21(Yt < J-t) 
v2 + 1 -1 1 2(Yt - J-t) 
+ 2 [R(Yti O)] V2 [2(1- a)O"K(v2)]21(Yt > J-t), (4.128) 
Blnf 
Ba 
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1 VI + 1 -1 
-- + (1 - [L(Yt; 0)] )l(Yt < J-l) 
a a 
V2 + 1 1 




where we used equality (4.108) in the expressions for the components aaln ! and aalnt. To 
VI V2 
derive the information matrix /(00 ) == E[îo Inf(Yt, Ooh} ln f(Yt; 00 )] and the Hessian 
H(Oo) = E[a:;ol ln f(Yt; 00 )] and to verifythe informationmatrix equality /(00 ) = -H(Oo), 
the following Lemma is needed. 
Lemma 4.B.1. For any j, m=O,l,2, ... , thefollowing moment equalities ho/d: 
j = 0, 
j = 1, 
j = 2; 
(4.130) 
(4.131) 
j = 0, 
j = 1, 
j = 2; 
( VI )1/2 K(vd ( ") a 2" K( 2 ") D VI + 2J VI + J VI + J 
{ 
aD(Vl), j = 0, 
(4.132) 
a(v~tl)D(VI + 2), j = 1; 
/-
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subject to VI + 2j - 1 > 0; 
2m+1m !vd2aO" K (VI) J2 
20"(VI + 2j - l)m+1 ' 
85 
(4.134) 
2m+1m !v2[2(1 - a)O"K(V2)]2 
20"(V2 + 2j - l)m+1 
subject to V2 + 2j - 1 > 0; (4.135) 
(4.136) 
(4.137) 
where the right hand sides of al! the equalities from (4.130) to (4.137) are eva/uated at 
the true values (ao, VOl, V02, fJ-o, (Jo) of the parameters, and D(·) and K(.) are defined in 
Lemmas 4.A.l and 4.A.2, respective/y. 
Proof. 8 We discuss equalities (4.130), (4.132), (4.134) and (4.136). Other equalities 
can be proved in the same manner. Note that, for any j, m = 0,1,2, ... , 
E[L(Yt;B)ti [lnL(Yt;B)]ml(Yt < fJ-) = J:oo[L(Y;B)]-i[lnL(Y;B)rf(Y;B)dY 
- 1:00 [L(y; B)ti[lnL(y; B)]m~[L(Y; B)t(VI+1)/2}dy, 
and that L(y; B) = 1 + .l.. (2 Yi<'t »)2. Then using the change of variable z = - 2 )tî'K( ) VI Œ(7 VI Œ(7 VI VI 
yields 
E[l~~;~;~~?Jm I(Yt < fJ-) = 2aJV1K(VI) 1+00 (1 + z2)-(VI+2i+1)/2[ln(1 + z2)]mdz. 
(4.138) 
8 For simplicity, we omit the subscript on the true parameters, '0', in aIl the following proofs. 
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Setting m = 0, m = 1, and (j, m) = (0,2) and taking into account equality (4.110) with 
v = VI + 2j, equality (4.111) with V = VI + 2j, and equality (4.112) with V = VI, we get 
equalities (4.130), (4.132), and (4.136). The above proofs utilize (4.109). Now consider 
equality (4.134). Denote the expectation of the left side of equality (4.134) by EL(j, m), 
Subject to VI + 2j - 1 > 0, by integration by parts it follows that 
EL(j,m) = m( ~. )EL(j,m -1) = m!( ~. l)mEL(j,O). 
VI + J - 1 VI + J-
Since EL (j, 0) = - a(VI4~2j-l)' the proof of equality (4.134) is completed. QED. 






By using the equalities from (4.130) to (4.137), this Lemma is easily verified. 
VI + 1 E(1 _ [L(Yt; O)t1 )I(Yt < IL) 
a 
V2 + 1 1 
- 1 _ a E(1 - [R(Yt; B)t )1(Yt > J-l) 
_ VI + 1 a(1 _ VI ) _ V2 + 1 (1- a)(I-~) 
a VI + 1 1 - a V2 + 1 
- 1-1 = O. 
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(ii). 
1 VI + 1 
E{-'2 1nL(Yt;B) + 2 D(vd(l- [L(Yt;B)rl)}l(Yt < /1) 
1 VI + 1 VI a a 
- --2aD(vd + 2 D(vI)a(l- --) = --2D (vd + -D(VI) = O. 
VI + 1 2 
(iii). Similarly, we have 
(iv). 
_.!. + VI + 1 E(l- [L(Yt; O)tl )l(Yt < /1) 
a a 
+ V2 + 1 E(l - [R(Yt; O)tl )l(Yt > /1) 
a 
_.!. + VI + 1 a(l- VI ) + V2 + 1 (1 _ a)(l-~) 
a a VI + 1 a V2 + 1 
1 a 1-a 
- --+-+--=0. 
a a a 
QED. 
Lemma 4.B.3. The information matrix 1{(0) and the Hessian H{()o) exist, and the 
information matrix equality 1 ( ( 0 ) = - H (00 ) holds. The elements of the Fisher information 
matrix, 
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(4)ij = 4>jJ, where ()j represents the jth elementofthe parametervector () = (a, VI, V2, M, a)T, 
are given asfollows: 
4>11 
3 VI + 1 V2 + 1 
[a(vl + 3) + (1 - a)(v2 + 3)]; (4.140) 
4>12 
1 VI 
- 1 + 3D(Vl); VI + VI + 
4>13 
1 V2 
1 - 3D(V2); V2 + V2 + 
4>14 - _~ VI + 1 + V2 + 1 - -~4> . a [a(VI + 3) (1 - a)(V2 + 3)] - 3a w 
4>15 
2 VI V2 
- ;[Vl + 3 - V2 + 3]; 
4>22 a { VI [ ) 2 2 , "2 3 D(Vl] - --1 D(Vl) - D (VI)}; VI + VI + 
4>23 - O· , 
4>24 - .!.[ 1 _ VI + 1 D(Vl)]; 
a VI + 1 VI + 3 
4>25 ~[ 1 VI a + 1 + + 3D(vd] = -4>12; a VI VI a 
4>33 1; a { V2 3 [D(V2)]2 _ 2 D(V2) _ D'(V2)}; V2 + V2 + 1 
4>34 - _.!.[ 1 _ V2 + 1 D(V2)]; 
a V2. + 1 V2 + 3 
4>35 
1- a 1 V2 1- a 
--[- + D(V2)] = ---4>13; 
a V2 + 1 V2 + 3 a 
4>44 
1 VI + 1 1 V2 + 1 1 
- 4a2 [a(vl + 3) K2(Vl) + (1 - a)(v2 + 3) K2(V2)]; 
4>45 ~[_ VI + 1 + V2 + 1] = -~4> . a2 VI + 3 V2 + 3 3a 15' 
4>55 
2 VI V2 
2"[0'. 3 + (1 - 0'.)--3], 
a VI + V2 + 
where ail the expressionsfor 4>ij are evaluated at the true values (0'.0, VOl,V02, Mo, ao) of 
the parameters, and D ( .) and K (.) are defined in Lemmas 4.A.l and 4.A. 2, respectively. 
~ 
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Proof. We show this Lemma by deriving E[ôln f(Yt; O)jÔOi] . [ôlnf(Yt; O)jôOj], 
E[ô21n f(Yt; 0) j ÔOiÔOj] and then verifying 
E[ôlnf(Yt;O). ôlnf(Yt;O)]. __ E[ô
2 ln f(Yt; 0)] 
ôO ôO - ôO ôO ,i, j = 1,2, ... 5. 
i j i j 
In the proof, the fact that l(Yt < J-l)l(Yt > J-l) = 0 and the equalities (4.130)-(4.137) 
are used repeatedly. In addition, we also use EL~ Inf(Yt; Oo)J = 0 shown in (4.139) and 
D( v + 2) = - v(V~I) + D( v) given in (4.107). Note that by the construction of the ASTD, 
the left-tail parameter VI and the right-tail parameter V2 have a symmetry property. Hence 
we. do not consider the terms of the information matrix equality involved in the right-tail 
parameter V2. 
(a) 
E[ôln f ]2 
-âo: 
(VI + 1? E(l _ [L(Yt; 0)t1 )21(Yt < J-l) 
0: 
+(~2~~)2E(1_ [R(Yt;0)t1 )21(Yt > J-l) 
(VI + 1)20:[1_ 2 VI + Vl(VI + 2) ] 
0: Vl+1 (VI + l)(Vl +3) 
+(V2 + 1)2(1_ 0:)[1 _ 2 V2 + V2(V2 + 2) ] 
1-0: v2+1 (V2+ 1)(v2 +3) 
VI + 1 2 30: V2 + 1 2 3(1 - 0:) 
- ( 0: .) (vl+1)(Vl+3)+(1-0:) (v2+1)(v2+3) 
3 VI + 1 V2 + 1 
- [O:(VI + 3) + (1 - 0:)(V2 + 3)]; 
VI + 1 I 2 
- 2 E[l + [L(Yt; O)t - 2[L(Yt; O)t J1(Yt < J-l) 0: 
V2 + 1 -1 ]-2] 
- (1 _ 0:)2 E[l + [R(Yt; 0)] - 2[R(Yt; 0) l(Yt > J-l) 
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VI + 1 a 1 + VI _ 2 VI (VI + 2) ] 
a 2 [ Vl+ 1 (VI + 1)(Vl + 3) 
v2+ 1 (1 )[1 V2 2 V2(V2+ 2) ] 
(1 - a)2 - a + V2 + 1 - (V2 + 1)(v2 + 3) 
VI + 1 3 V2 + 1 3 = -3 VI + 1 + V2 + 1 ]. 
a vl+3 l-av2+3 [a(vl+3) (1-a)(v2+3) 
(b) 
E[aln f ]2 _ E[lnL(Yt;81]2 1(Yt < J1,) + (VI; 1?D2(Vl)E(1- [L(Yt;O)]-1)21(Yt < J1,) 
aVl 
VI + 1 1 
-( 2 )D(Vl)E(l- [L(Yt;8)( )lnL(Yt;O)l(Yt < J1,) 
_ D2(Vl)-2D'(Vl)+(Vl+l)2D2(vda [l_ 2VI + Vl(Vl+2) ] 
4 2 vl+l (VI + I)(Vl +3) 
_(VI; l)D(VI)a [D(Vl) - VIV~ 1 D(VI + 2)] 
- ~{ VI [D(Vl)]2 - 2 1 D(Vl) - D'(Vl)};. 
2 VI + 3 VI + 
VI + 1 1 [D(Vl) + 2 D'(Vl)]E(1 - [L(Yt; 0)( )1(Yt < J1,) 
VI; 1 D2(Vl)E([L(Yt; 0)(1 - [L(Yt; 8)(2)I(Yt < J1,) 
VI + 1 VI 
- [D(Vl) + 2 D'(vd]a[1 - 1] 
VI + 
_ VI + 1 D2(vI)a[~ _ Vl(Vl + 2) ] 
2 vl+l (VI + 1)(Vl +3) 
_ _ a { VI [D(VIW _ 2 D(Vl) - D'(vd}. 
2 VI + 3 . VI + 1 
(c). 
~(2 Vl;/ ))2 E([L(Yt; 0)(1 - [L(Yt; 0)(2)I(Yt < J1,) 
VI ao- VI 
+ :2 (2(I_V:~~(V2))2E([R(Yt;0)]-1- [R(Yt;0)(2)I(Yt > J1,) 
1 ( VI + 1 )2 [ VI VI (VI + 2) ] 
- VI 2ao-K(Vl) a VI + 1 - (VI + 1)(Vl + 3) + 
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1 V2 + 1 2 1 V2 V2 (V2 + 2) 
+ V2 (2(1- a)O"K(v2)) ( - a)[V2 + 1 - (V2 + 1)(V2 +3)] 
1 VI + 1 1 V2 + 1 1] 
- 40"2 [a(Vl + 3) K2(Vl) + (1 - a)(v2 + 3) K2(V2) . 
E[a~~f] = :1 [2a~~:1)j2E([L(Yt; O)r1 - 2[L(Yt; O)]-2)1(Yt < /1) 
+ :2 [2(1_V~):~(V2)J2E([R(Yt;O)]-1- 2[R(Yt;O)r2)1(Yt > /1) 
1 vl+1 VI 2Vl(Vl+2)] 
- VI [2aO"K(vdj2a[Vl + 1 - (VI + 1)(Vl + 3) 
1 V2+ 1 (1 )[ V2 2V2(V2+2)] 
+ V2 [2(1 - a)O"K(v2)j2 - a V2 + 1 - (V2 + 1)(V2 + 3) 
_ __1_ VI + 1 1 + V2 + 1 1] 
40"2 [a(Vl + 3) K2(vd (1 - a)(v2 + 3) K2(V2) . 
(d). 
_ -~ - ~E[alnf] + t 1 + 1)2E(1_ [L(Yt;O)r1)21(Yt < /1) 
0"2 0" aO" 0" 
+t2 + 1)2E(1_ [R(Yt;O)r1)21(Yt > /1) 0" 
__ ~_o+(vl+1)2a[1_2 VI + Vl(Vl+2) ] 
0"2. 0" vl+1 (vl+1)(Vl+3) 
+(V2 + 1)2(1 _ a)[1- 2 V2 + V2(V2 + 2) ] 
0" V2+1 (V2+1)(V2+3) 
2 VI ~ 
= 2[a 3 + (1 - a) 3]; 0" VI + V2 + 
/-. 
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(e). 
E[âIn! âIn!] _ 
âa âVl 
VI + 1 1 
- 2a E(l - [L(Yt; B)t ) (In L(Yt; B))l(Yt < p,) 
+ (VI
2
: 1)2 D(VI)E(l - [L(Yt; B)tI ?l(Yt < p,) 
.!.E(1- [L(Yt;B)t 1 )1(Yt < p,) 
a 
- VI + 1 D(vdE([L(Yt; B)tI - [L(Yt; B)t2)1(Yt < p,) 
a 
_ .!.a[l _ VI ]_ VI + 1 D(vI)a VI [1 _ VI + 2] 
a VI + 1 a VI + 1 VI + 3 
1 _ VI D(Vl) 
VI + 1 VI + 3 . 
(f). 
E[âIn! âIn!] _ 
âa âp, 
(VI + 1)2 -1 -2 1 2(Yt - p,) 
2a E([L(Yt;B)] - [L(Yt;B)] )VI [2aaK(vdJ2 1(Yt < p,) 
(V2 + 1)2 E ([R(yt' B)tI _ [R(yt' B)t2) ~ 2(Yt - p,)l(Yt > p,) 
2(1 - a) , 'V2 [2(1 - a)aK(V2)]2 
(VI + 1)2 2 2 (V2 + 1)2 1 2 1 2 
2aa [- VI + 1 + VI + 3]- 2(1 - a) [~V2 + 1 - ~ V2 + 3] 
2 VI + 1 V2 + 1 
- -~[a(vi + 3) + (1- a)(v2 + 3)]; 
VI + 1 -2 1 2(Yt - p,) 
E[L(Yt; B)] - [2 K( )]2 1(Yt < p,) a VI aa VI 
V2+ 1 _21 2(Yt-p,) 
+ 1 - a E[R(Yt; B)] V2 [2(1 _ a)aK(v2)J2 1(Yt > p,) 
VI + 1 1 2 V2 + 1 1 2 
--+--
a a VI + 3 1 - a a V2 + 3 
2 VI + 1 V2 + 1 
- ~[a(vl + 3) + (1- a)(v2 + 3)J· 




_ _.!.E[BIn!] + (Vl + 1)2 E(1- [L(Yt; 0)t1 )21(Yt < Il) 
a Ba aa 
- ~~2_+a~~E(1- [R(Yt;0)t1)21(Yt > Il) 
_ O+(vl+1)2 a [1_2 Vl + Vl(Vl+2) J 
aa vl+1 (Vl + 1)(Vl +3) 
(V2 + 1)\1 )[1 2 V2 + V2(V2 + 2) ] 
-(1-a)a -a - V2+ 1 (V2+ 1)(V2+ 3) 
_ ~[ Vl _ V2 J' 
a Vl + 3 V2 + 3 ' 
_2(Vl + 1)E([L(Yt;0)J-1 - [L(Yt;0)t2)1(Yt < Il) 
aa 
V2 +1 1 2 
+2[ (1 _ a)a]E([R(Yt; 0)]- - [R(Yt; O)t )1(Yt > Il) 
__ 2(Vl + 1)a[ Vl _ Vl(Vl + 2) ] 
aa vl+1 (Vl + 1)(Vl +3) 
[ v2+1 J(1 )[ V2 V2(V2+ 2) J 
+2 (1 _ a)a - a V2 + 1 - (V2 + 1)(V2 + 3) 
2 [Vl V2] 
- - -;; Vl + 3 - V2 + 3 . 
(h). Note that 81n! 81n f = 0 and ~ = O. Then we have 
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(j). 
Vl + 1 D(Vl)E([L(Yt; O)t1 - [L(Yt; O)t2 )1(Yt < J-l) 
-0' 
_ .!.a[l- Vl ] _ Vl + 1 D(vl)a~[l- Vl + 2] 
a Vl + 1 a Vl + 1 Vl + 3 
a 1 Vl 
- -[ - --D(Vl)] 
a Vl + 1 Vl + 3 . 
(k). 
E[âln f âln f ] 
âJ-l âa 
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(1). By the symmetry property of VI and V2, similarly, we have 
QED. 
Corollary 4.B.l. For the SSTD (VI = V2 = V), ils score component 8~:f is the 
sum of the ASTD score components 8~~/ and 8~~r Thus, by incorporating the terms of cPij 









~ [v~lvt - 2~1~) - D1(v)] 
o 




1 v+l 1 
40-2 a(l-a)(v+3) K2(v) 
o 
o 
1. [VD(v) __ 1_] 
0- v+3 v+l 
o 
where ail the expressions in the information matrix are eva/uated at the true values of the 
parameters (ao, vo, /lo, ao), and D(·) and K(·) are defined in Lemmas 4.A.l and 4.A.2, 
respective/y. 
r-.. 
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Proof of Proposition 4.1 (consistency). Similarly to the case of the AEPD, the 
~ 
consistency of the MLE ()T for the ASTD can be shown by verifying the conditions of The-
orem 2.5 in Newey and McFadden (1994, p.2131). The conditions (ii) and (iii) ofTheorem 
2.5 are easily seen. We only need to check the identification condition and the dominance 
condition (corresponding to conditions (i) and (iv) of Theorem 2.5, respectively). For the 
identification condition, it is sufficient to show that for any given () =1= ()o and () E e, 
lnf(y 1 ()) =1= lnf(y 1 ()o), a.e. (4.141) 
on a set of positive probability. The fact that the ASTD random variable Y has a positive 
probability on any interval will be used in the proof. If /-L =1= /-Lo, say, /-L > /-Lo, then on 
interval (/-Lo, /-Ll the log-density function ln f(y 1 ()) is strictly increasing for the fixed values 
of the other parameters, but ln f(y 1 ()o) decreases strictly, so (4.141) holds on (/-Lo, /-Ll. Now 
suppose /-L = /-Lo' We can show that (4.141) is true on (-00, /-Lol or (/-Lo, + (0) respectively 
if VI =1= VOl or V2 =1= V02. In fact, assuming V2 =1= V02, and letting C (()) = (V2 + 1) /2, 
for y E (/-Lo, + (0), we have ln f (y 1 ()) = - ln a - C (()) ln R(y; ()) with /-L = /-Lo, and 
ln f(y 1 ()o) = -lnao - C(()o) ln R(y; ()o), where R(y; ()) is defined in (4.124). Note that 
R(y; ()) with /-L = /-Lo and R(y; ()) are quadratic and strictly decreasing on (/-Lo, +(0). Thus, 
both log-density functions intersect at no more than two points, so that (4.141) holds on 
(/-Lo, + (0). Similarly, for /-L = /-Lo, VI = VOl and V2 = V02, it is easy to show that (4.141) 
holds if a =1= ao or a =1= ao (see Newey and McFadden, p. 2126). 
The dominance condition of Theorem 2.5, E[SUPOE8 lIn f(Y 1 ()) Il < 00, can be ver-
ified by the compactness ofparameter set e and equalities (4.132) and (4.133). The para-
meter set e is assumed to be compact, so that any continuous function of () is bounded on 
4.B Appendix B 97 




for all BEe. Using equalities (4.132) and (4.133), the dominance condition follows. 
QED. 
Proof of Proposition 4.2 (asymptotic normality). The proof of Proposition 4.2 is 
similar to that of Proposition 3.6 in Appendix 3.C; it proceeds by verifying the conditions 
of Theorem 3 as weIl as its corollary in Huber (1967). AlI the conditions except for the 
condition (N-3) of Theorem 3 and its corollary in Huber (1967) are easily seen by the 
results in Lemmas 4.B.2 and 4.B.3. Now, following the notation in (3.74), we show the 
condition (N-3) (see (3.75), (3.76) and (3.77)). To prove (3.75), it is sufficient to show 
1 
82 ln f(y, B) 1 ~~~ tr 8B8B' < M < 00, (4.143) 
where M is sorne positive constant; it then follows by Lemma 3.6 ofNewey and McFadden 
(1994, p. 2152) that À(B) is continuously differentiable in any neighborhood ofBo, hence 
(3.75) can be verified by using the mean-value theorem and the fact that Hessian H(Bo) is 
negative definite. Actually, (4.143) is immediate by (4.142) and the fact that"from (a) - (d) 
in the proof of Lemma 4.B.3, the expressions for the diagonal elements of 8
2 ~/J~~~,/J) can 
always be written as 
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(4.144) 
where A ( .) and Aj ( .) are sorne continuous functions of shape and scale parameters T -
(a, VI, V2, a), and L = L(y, B) and R = R(y, B) are defined as in (4.123) and (4.124). 
Now we check condition (3.76). Since equation (3.78) still holds with B = (T, M) and 
B* = (T*, M*), we need to verify condition (3.76) only for the first part on the right hand 
side of(3.78). Note from (4.125) to (4.129) that each element of'IjJ(y, T, M) can be expressed 
in the following form: 
C( T) + [t, C,; (T) (In L);-l + ~ C,,(T) (1' - y);-3 L-l]l(Y < l') 
+ [t, C,;( T)(1n R);-l + ~ C,;(T)(Y - 1');-3 R-l]l(Y > l'), (4.145) 
where C (-) and Cij (.) are also certain continuous functions of T = (a, VI, V2, a). Without 
10ss of generality, we need just to prove that 
and 
E [ sup 11(y < M*) - l(y < M)II'IjJ(y, T*, M*)I] < bd, 
/O*-O/:'O:d 




E [ sup I(M* - y)kL(y,T*,M*)-1 - (M - ylL(y,T*,M)-lll(y < M)] ::; bd (4.148) 
/O*-O/:'O:d 
where k = 0,1. The inequalities for R(y, B) are derived similarly. Obviously, Eq (4.146) 
is immediate due to (4.142) and the boundedness of 1'IjJ(y, T*, M*) 1 f(Yi Bo). The other two 
equations (4.147) and (4.148) are easily verified by using the mean-value theorem. Finally, 
verification of condition (3.77) is done similarly. QED. 
Chapter 5 
Applications in Finance 
In this chapter, we provide sorne financial applications of the asymmetric distrib-
utions (AEPD and ASTD). When used in GARCH type models, the AEPD and ASTD 
provide improved forecasts for financial downside-risk measured by VaR (value at risk) 
and ES (expected shortfall). 
5.1 Model and Data 
GARCH type models of conditional volatility have been widely and successfully used to 
model financial asset retums. In general, a retum process r = {rt} is modelled as9 
(5.149) 
where, following tradition, mt and a t are the conditional mean and standard deviation 
of rt given the information set available at time t - 1 (i.e., mt = Et- 1 (rt) and a~ = 
Et-l(rt - mt?), Zt are the i.i.d. innovations with zero mean and unit variance lO • This 
decomposition underlies the GARCH type models. For simplicity, we assume mt = m, for 
any t, so that the remaining choices are selection of the structure for conditional volatility 
at and the choice ofthe distribution of innovation Zt. 
9 As noted by Andersen et al (2005), this representation is not entirely general as there could be higher-order 
conditional dependence in the innovations. 
10 We have assumed that the conditional second moments of the return process exist. If they do not exist for 
sorne class of distributions, the parameters mt and a t are interpreted as location (center) and scale parameter, 
respectively. 
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It is weIl established that volatility of the aggregate equity index retum responds 
asymmetrically to past negative and positive retum shocks, with negative retum shocks re-
sulting in larger future volatilities. This asymmetry is generally referred to as the "leverage" 
effect. The three most commonly used GARCH formulations for describing this type of 
asymmetry are the exponential GARCH (EGARCH) model of Nelson (1991), the thresh-
old GARCH (TGARCH) orGJR model of Glosten, Jagannathan and Runkle (1993) and 
Zakoian (1994), and the non-linear asymmetric GARCH (NGARCH) model ofEngle and 
Ng (1993). Although the EGARCH model has an obvious advantage of avoiding non-
negativity constraints on the parameters, it has a problem in forecasting and sorne compu-
tational difficulties [see Andersen et al (2005), p23]. For this reason we use the last two 
GARCH formulations to capture the leverage effect. To model conditionalleptokurtosis 
and asymmetry, the AEPD or ASTD will be employed as the distributional specification of 
innovations, implying that the conditional distribution ofthe retums process is modelled as 
the AEPD or ASTD type distribution. 
SpecificaIly, we adopt the NGARCH(l,l) and TGARCH(1,l) models to describe 
the asset retum dynamics. The retum sequence rt is said to be an AEPD (or ASTD)-
NGARCH(1,l) process, ifits conditional variance a~ in (5.149) satisfies the equation 
and Zt is an AEPD (or ASTD) r.v. Similarly, an AEPD (or ASTD)-TGARCH(I,I) retum 
process can be defined as (5.149) with a~ following 
(5.151) 
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Note that both NGARCH(l,I) and TGARCH(I,I) models are standard linear GARCH(I,I) 
models with the presence of leverage effect. The parameter c in the NGARCH equation 
(5.150) captures the leverage effect; that is, a positive value of c gives rise to a negative 
correlation between the innovations in the asset return and its conditional volatility. For the 
NGARCH(I,I) model, the volatility persistence is bl + b2 (1 + c2 ) and is independent of 
the specification of distribution of Zt; whereas for the TGARCH(I,I), the volatility persis-
tence is bl + b2 + cE [z; 1 (Zt < 0) J and depends on the shape parameters of the conditional 
distribution unless the conditional distribution is symmetric. It is then difficult to give an 
analytical expression for the volatility persistence when the distribution is asymmetric. If 
the return process in (5.149) were specified with mt and at being (conditional) mode and 
scale of conditional distribution of rt. and Zt were assumed to have a standard rather than 
standardized AEPD or ASTD, we could easily give expressions for volatility persistence 
for both GARCH models; these would, of course, depend on the shape parameters of the 
distribution of innovations. 
We consider only daily retums ll on the S&P500 composite index for the following 
reasons: first of aIl, as is weIl known, a portfolio usuaIly exhibits large skewness because of 
the correlation effect of the assets in the portfolio; next, long horizon data such as monthly 
retums or annual retums tend to exhibit normality due to the centrallimit theorem. In-
creasing empirical evidence has indicated that high frequency data continue to exhibit con-
ditional tail-fatness after aIlowing for the GARCH effect (see Bollerslev et al, 1992). Our 
sample covers the period from January 2,1990 to December 31,2002, and the sample size 
Il The return Tt in period t is defined as Tt = 100 x (Pt - Pt-1)/Pt-l> where Pt is the Leve! on S&P 
Composite Index at time t. 
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is T = 3280. The data set is from CRSP (Center for Research in Security Priees, University 
of Chicago). 
5.2 Estimation and Goodness of Fit 
The maximum likelihood estimates of the parameter vector cp, where cp =(m, bo, bb b2, C, 
ASTO-N(or T)GARCH(I,I) model, are obtained by maximizing the log-likelihood func-
tion 
~{ rt- m } L(cp;r)=f::t logD-logO"t+1ogfy(M+D O"t 1,8) , (5.152) 
where fy(· 1,8) is the standard density function of the AEPO (or ASTO) with the distribu-
tional parameters,8 = (a,PI,P2)' (or,8 = (a, VI, V2)' for the ASTO), and M = M(,8) and 
D = D(,8) denote the mean and standard deviation of fy(· 1 ,8) respectively and as func-
tions of,8 both are given in (3.41) and (3.42) for the AEPO and in (4.94) and (4.95) for the 
ASTO. The ML estimation is implemented in Matlab 6.1 with the command 'fmincon' and 
initial value CPo = (mean(r), bo, 0.9, 0.05, 0, 0.5, 1.5, 1.5) for the AEPO and CPo = (mean(r), 
bo, 0.9, 0.05, 0, 0.5, 6, 6) for the ASTO, where bo is given by the variance of returns data 
multiplied by 1 - bl - b2 = 0.05. 
To show the significance of asymmetric behavior in the tails, we consider the AEPO 
and ASTD and their nested distribution classes: the AEPD and ASTD with the constraint 
a = 1/2 (but two tai! parameters), the skew EPO and Student-t (i.e., the AEPO and ASTO 
with the constraints Pl = P2 and VI = V2, respectively), the GEO and Student-t (i.e., the 
symmetric AEPO and ASTO with the constraints a = 1/2, Pl = P2 and a = 1/2, VI = V2, 
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Table 5-1: Parameter estirnates for the AEPD(ASTD)-NGARCH(l,l) modelsl2 
AEPD 
m bo bl b2 c a Pl P2 
No constraints .0254 .0089 .8918 .0583 .8802 .400 1.182 1.820 
(.0144) (.0023) (.0143) (.0081) (.1189) (.0096) (.0492) (.0837) 
a = 0.5 .019 .01 .8852 .0603 .9071 1.384 1.539 
(.0131) (.0025) (.015) (.0083) (.1148) (.05) (.0645) 
Pl = P2 .0218 .01 .884 .0604 .914 .522 1.449 (.0138) (.0026) (.0154) (.0085) (.1187) (.0112) (.0491) 
Syrnrnetric .0296 .0095 .8853 .0597 .9111 1.437 
(.0132) (.0025) (.0154) (.0086) (.1194) (.0481) 
ASTD 
m bo bl b2 c a VI V2 
No constraints .0279 .0085 .8883 .0596 .9015 .474 5.52 16.44 
(.0126) (.0023) (.0144) (.008) (.1148) (.0162) (.8447) (6.847) 
a =0.5 .0251 .0089 .8863 .0603 .9067 6.33 11.99 
(.0114) (.0022) (.0135) (.0079) (.1138) (.8194) (2.7331) 
VI = V2 .0291 .0089 .8844 .0606 .9149 .516 7.85 
(.0136) (.0024) (.0153) (.0083) (.1169) (.0122) (1.0132) 
Syrnrnetric .0342 .0085 .8853 .0602 .9139 7.73 
(.0131) (.0024) (.0153) (.0083) (.1176) (.9879) 
Table 5-2: Parameter estimates for the AEPD(ASTD)-TGARCH(l,l) models 
AEPD 
m bo bl ~ c a Pl P2 
No constraints .0284 .0085 .9322 .008 .1061 .385 1.142 1.876 
(.0125) (.0023) (.0093) (.0076) (.0172) (.0169) (.0604) (.0945) 
a = 0.5 .0216 .0095 .9296 .0072 .1123 1.374 1.547 
(.0132) (.0026) (.0098) (.007) (.0167) (.0464) (.055) 
Pl = P2 .0253 .0095 .9295 .0068 .1125 .524 1.444 (.0131) (.0025) (.0\06) (.0078) (.017) (.0115) (.0501) 
Syrnmetric .034 .0091 .9306 .0066 .1102 1.429 
(.0123) (.002) (.0095) (.0072) (.016) (.0476) 
ASTD 
m bo bl b2 c a VI V2 
No constraints .031 .008 .9326 .007 .1094 .475 5.47 17.43 
(.0133) (.0022) (.0089) (.0065) (.0177) (.0189) (.8052) (7.867) 
a=0.5 .0284 .0084 .9318 .0067 .1111 6.21 12.71 
(.0135) (.0022) (.0091) (.007) (.017\) (.7468) (2.8371) 
VI = V2 .0326 .0083 .9316 .0061 .112 .519 7.83 
(.0134) (.0022) (.0098) (.0075) (.013) (.0123) (.9996) 
Syrnrnetric .0389 .0079 .9325 .006 .1103 7.67 
(.0129) (.0022) (.0153) (.0083) (.0181) (.9251) 
12 Note: Estimated models in Table 5-1 and Table 5-2 are respectively NGARCH(l,I) and TGARCH(l,I) 
with AEPD (or ASTD) and its nested distributions: Œ = 0.5, Pl = P2 (or VI = V2), symmetric. Standard 
/~'. deviations from MLE are given in parentheses. The last three columns are the estimates of the distributional 
parameters. 
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respectively). The ML estimates of the parameters and their standard deviations are dis-
played in Table 5-1 for NGARCH and Table 5-2 for TGARCH models. 
Following Mittnik & Paolella (2003), we employ four criteria for comparing the 
goodness of fit of the candidate models: the first is the maximum log-likelihood value 
(L), which can be viewed as an overall measure of goodness of fit; the second and the third 
are the AICC (Hurvich & Tsai, 1989) and the SBC or SIC (Schwarz, 1978), which are 
two modifications to the AI C, and are given by 
AICC = -2L 2T(k + 1) SBC = -2L k 10g(T) 
+T-k-2' + T ' (5.153) 
where k denotes the number of estimated parameters and T the number of observations; 
the fourth is the Anderson-Darling statistic (Anderson & Darling, 1952), defined as 
IFT(x) - F(x)1 AD = YTsup , 
xER VF (x)(l- F(x)) (5.154) 
where F(x) denotes the estimated (parametric) cdf of innovation, and FT(x) is the em-
pirical cdf of (ex post) innovations, i.e., FT(X) = m/T if m ex post innovations zt = 
(Tt - m)/ât are::; x for m = 0, 1, ... T. 
The AD statistic is a reasonable measure of the discrepancy or "distance" between 
the two distributions, say, the empirical cdf FT(X) and the hypothetical distribution F(x). 
We can see this point from the following. Suppose that we are testing whether T i.i.d. ob-
servations are drawn from the hypothetical distribution F(x). Note that, under the null 
hypothesis ofthese observations having the distribution F(x), the difference FT (x ) - F(x) 
has a variance F(x)[l - F(x)]/T, which is the biggest at the median XO.5 (F(XO.5) = 0.5) 
and tends to be smaller and smaller at the tails of F(x). So, the AD statistic is actually the 
5.2 Estimation and Goodness of Fit 105 
sup-norm of the normalized difference VT(FT(X) - F(x))/VF(x)[1- F(x)]. A com-
parison among all normalized random variables (with zero mean and unit variance) should 
be reasonable in a certain sense. The AD statistic gives appropriate weight to the tails of 
the distribution so that it can be used to measure goodness of fit in the tails. 
In our applications, since the innovations are assumed to have zero mean and unit 
variance, the estimated cdfofthe innovations F(x) in (5.154) can be expressed as F(x) = 
Fy(M + Dx 1 ~), where Fy (· 1 (3) is the cdf of the standard AEPD with {3 = (a,PI,P2)T 
(or standard ASTD with {3 = (a, VI, V2)T), ~ is the ML estimate of (3, and M and D are 
given by M = M(~) and D = D(~), which are respectively the estimated mean and 
standard deviation of Fy (. 1 (3). For simplicity, we compute the AD statistic as follows: 
AD = m~ADj, ADj =..fi' 
J 
!FT(Zj,T) - F(Zj,T)! 
F(Zj,T) (1 - F(Zj,T)) 
(5.155) 
where {Zj,T} J=l are the sorted (in ascending order) ex post innovations, thus FT (Zj,T ) = 
j/T. 
Table 5-3 displays the four measures of goodness-of-fit for the estimated AEPD {or 
ASTD)-NGARCH(l,l) and AEPD (or ASTD)-TGARCH(l,l) models. Comparing both 
the GARCH structures, we see that the NGARCH(l,l) models strikingly outperform the 
corresponding TGARCH(l, 1) models in terms of aIl measures. For the AD statistic a 
possible explanation is that the NGARCH(l, 1) model is more flexible and more capable 
than the TGARCH( 1,1) of capturing the leverage effect, because for a positive c the former 
allows a larger range of shocks (Zt-l < c) to give rise to a negative correlation with the 
volatility (7~ than the latter (Zt-l < 0). 
5.2 Estimation and Goodness of Fit 106·· 
Table 5-3: Goodness-of-fit measures of the estimated models 
AEPD 
NGARCH(l,I) TGARCH(I,l) 
L AICC SBC AD L AICC SBC AD 
No constraints -4255.7 8529.4 8511.4 8.35 -4259.3 8536.7 8518.7 9.00 
lX = 0.5 -4260.0 8536.0 8520.0 15.53 -4264.7 8545.4 8529.3 20.10 
Pl =P2 -4262.3 8540.6 8524.6 21.65 -4267.6 8551.2 8535.2 30.13 
Symmetric -4264.1 8542.2 8528.2 27.54 -4269.7 8553.5 8539.4 38.75 
ASTD 
NGARCH(l,l) TGARCH(l,l) 
No constraints -4253.4 8524.8 8506.7 1.68 -4258.2 8534.5 8516.5 1.97 
lX = 0.5 -4254.3 8524.6 8508.6 2.21 -4259.1 8534.2 8518.1 2.53 
VI = V2 -4257.2 8530.5 8514.5 3.81 -4262.4 8540.9 8524.9 4.49 
Symmetric -4258.1 8530.2 8516.2 4.15 -4263.7 8541.3 8527.3 4.92 
Note: L refers to the maximum log-likelihood value; AICC is the corrected AIC criterion in (5.153); SBC is 
the Schwarz Bayesian criterion in (5.153); and AD is the Anderson-Darling statistic in (5.154). 
The following are somecomparisons of the distribution models. For the AEPD and 
its nested distributions, all measures rank the distributions with full asymmetry, asymmetry 
in tails, skewness, and then symmetry in a descending order. The LR test with the statistic 
LR = 2(Lu - LR), where Lu and LR are respectively unrestricted and restricted log-
likelihood values, shows that the test of Ho : P2 = Pl vs Hl : P2 =J. Pl is significant at the 
significance level of 1 % for all comparisons, but the test of Ho : lX = 1/2 vs Hl : lX =J. 1/2 
is insignificant at the level of 5% for the comparison between "Skew" (the AEPD with Pl = 
P2) and "Symmetric". For the ASTD and its nested distributions, an additional skewness 
parameter lX did not result in a significant improvement to the four measures (especially 
AlCC), but a distribution with two tail parameters gives significantly better results than 
that with one tait parameter. It appears that the models with the ASTD or its sub-c1asses are 
superior to the corresponding models with AEPD or its sub-c1asses in all goodness-of-fit 
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measures, especially in AD, implying that the ASTD has a much better fit in the tails of 
distribution of ex post innovations than the AEPD. 
Since the distribution models with the TGARCH(1,1) structure have properties sim-
ilar to those with the NGARCH(1,1) structure, from now on we shall discuss only the 
NGARCH(1,1) model. Figures 5-1 and 5-2 show aIl quantile-quantile (QQ) plots of the 
empirical distributions of the ex post innovations (on the ordinate) against the correspond-
ing estimated parametric distributions of innovation of the NGARCH(1,1) models (on the 
abscissa). We can see that the right tail fits much better than the left tail for each of the 
models and that none of the models are heavy-tailed enough in the left tail to capture fully 
the down-side conditionalleptokurtosis, but the models with a two-tail-parameter distribu-
tion are better than those with a one-tail-parameter distribution for each of the two classes 
ofNGARCH(1,1) models; the model with the fully asymmetric Student's t distribution has 
the best fit especially in the tails of the distribution. The maximum deviation for each model 
occurs in the left tail. Actually, the maximum absolute value of the ADj (see (5.155)) al-
ways occurs in the second ordered observation (j = 2) for all models. 
5.3 Prediction Performance for Downside Risk 
The purpose of this section is to compare prediction performance of different distributional 
models. We consider here only the NGARCH(1,1) mode1, which is the best among the 
models we considered; the results for the TGARCH( 1,1) model are similar. 
The downside risk is measured by VaR (value at risk) and ES (expected shortfall). To 
predict the downside risk in the period t + j (j = 1, 2, 3, ... ) using the information available 
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in period t, we must give a j-step-ahead forecast oftheconditional density ofretums rt+j, 
Ît+j1t(rt+j). Based on the above models specified in (5.149) and (5.150), say, the ASTD-
NGARCH(l,l) model, the conditional density is time-varying only due to the time-varying 
conditional mean and variance. Therefore forecasting conditional density boils down to 
estimating the parameters of the model using aH the data available at time t, and then 
forecasting the conditional mean (mt+j) and variance (O"~+j) ofrt+j. 
......... ..........-.. ..-.../ 
Denote the time-t ML estimates of these parameters by (mt, bot, blt, b2t , êt, f3t ) and 
the j-step-ahead forecasts of the conditional mean (mt+j) and variance (O"~+j) by mt+jlt 
and Œ~+jlt' respectively. Then the j-step-ahead forecasts of the conditional VaR and ES are 
given as foHows (see Appendix 5.A-(a) for the derivation): 
(5.156) 
ES () - E (1 ) ~ ~ [ESAST(qt+j 1 ~t) - ~l t+jlt q = t rt+j rt+j < q = mt+jlt + O"t+jlt Dt (5.157) 
where 
-- ~ [q - mt+j1t] qt+j = Mt + Dt ~ , 
O"t+jlt 
MO and D(·) are defined in (5.152), mt+jlt = mt for any j, and Œ~+jlt is obtained by 
recursive application of the second expression in (5.150) with unobserved quantities being 
replaced by their conditional expectationsI3 : 
13 These forecasts of conditional mean and variance were obtained under the symmetric quadratic forecast 
error loss function. 
5.3 Prediction Performance for Downside Risk 109 
Note that, in the calculations of the conditional VaR and ES, we also need to give the 
expressions for F"AJT(P 1 (3) and ESAST(q 1 (3), i.e., the quantile function and expected 
shortfall of the ASTD (see (4.90) and (4.100), also see (3.36) and (3.45) for the AEPD). 
Therefore, the downside risk is determined not only by the specification of the conditional 
mean and NGARCH equations, but also by the distributional choice for the innovations. 
We can express the predictive downside risk as follows: after j periods, the return would 
be less than V aRt+jlt (p) with probability P; or the expected return could be E SHjlt (q) 
once the return was lower than q; or taking q = V aRt+jlt(P), the expected return could be 
ESt+jlt(q) with probability p. 
To see predictive performance out-of-sample, we split the sample in two: N = 
T/2 = 1640. Then we evaluate VaRt+jlt(P) and ESt+j1t(q), N = 1640 ~ t ~ T - j, for 
one andfive steps ahead: j = 1,5. We setthe shortfall probabilities P = 0.01,0.025,0.05,0.1, 
and the threshold (loss) returns q = -1.2%, -1%, -0.8%,-0.6%. For each of j, p, q, if 
the model is correctly specified we expect 100p% ofthe observed rHrvalues (rN+j, ... , rT) 
to be less than the VaRt+jlt(p) implied by the model, and the average of the observed rHr 
values (rN+h ... , rT) less than q should be equal to the ESHjlt( q) predicted from the model. 
If the observed frequency 
(5.158) 
is lower (higher) than p, then the model tends to overestimate (underestimate) the risk. 
Similarly, if the observed expected shortfall 
T~ T~ 
Esj(q) = ~ L rt+jl{rHj < q}, where J = L l{rHj < q} 
t=N t=N 
(5.159) 
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is lower (higher) than the average predictive ES, 
T-j 
--M 1~ ESj (q) = J L...J ESt+jlt(q) 1 {rt+j < q}, 
t=N 
(5.160) 
then the model tends to underestimate (overestimate) the risk. This is measured by the 
-- M --
mean error, M Ej(q) _ ESj (q) - ESj(q). Another important measure of predictive out-
of-samp1e performance is the mean absolute error 
T-j 
MAEj(q) = ~ L IESt+jlt(q) - ÉSj(q) 1 1 {rt+j < q}. 
t=N 
(5.161) 
Table 5-4: Predictive performance for the value at risk (VaR) 
AEPD 
P 0.01 0.025 0.05 0.10 
~ ~ ~ ~ ~ ~ ..... ..... 
fI, f5 fI , f5 fI, f5 fI, f5 
No constraints .0110, .0122 .0250, .0263 .0537, .0538 .1232, .1222 
a= 0.5 .0116, .0134 .0250, .0275 .0506, .0526 .1152, .1143 
Pl = P2 .0128, .0153 .0268, .0287 .0543, .0544 .1165, .1161 
Symmetric .0146, .0165 .0299, .0293 .0598, .0575 .1195, .1204 
ASTD 
No constraints .0116, .0122 .0287, .0287 .0616, .0599 .1262, .1253 
a = 0.5 .0116, .0128 .0268, .0281 .0591, .0568 .1213, .1204 
VI = V2 .0134, .0153 .0305, .0293 .0616, .0599 .1207, .1222 
Symmetric .0146, .0165 .0323, .0324 .0628, .0642 .1250, .1229 
Note: The entries are the observed frequency fj (p) given in (5.158) for one and five steps ahead: j = 
1,5, and shortfall probabilities p = 0.01,0.025,0.05,0.1. 
Table 5-4 shows the predictive performance of VaR. All the models tend to underes-
timate the value at risk, but the AEPD type models are better than the corresponding ASTD 
type mode1s, especially in the cases of "no constraints, a = 0.5 and p = 0.025" for the pre-
diction of one day ahead (p = 0.025 for the AEPD cases). For each type of models, the 
models with two tail parameters perform noticeably better than those with a single tail pa-
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rameter, especially in the cases of small shortfall probabilities (p = 0.01,0.025), except for 
the cases of "p = 0.1 and no constraints". In general, the rank order from good to bad is 
"no constraints or a = 0.5", "Pl = P2" and "Symmetric", except for a few cases ofhigher 
shortfall probabilities (p = 0.01,0.025). To be specific, we compare the skew distribution 
("Pl = Pz" for AEPD or "VI = V2" for ASTD) with the distribution "a = 0.5" which 
allows only tail asymmetry for each type of models. For AEPD type of models, on aver-
age across all settings of shortfall probability p, the one-step and five-step ahead predictive 
errors of the latter are respectively 59% and 30% smaller than those of the former; as for 
ASTD, the predictive error of the latter reduce 35% and 29% of the former respectively. 
Table 5-5 and Table 5-6 present the mean errors 100M Ej(q) and the mean absolute 
errors 1 OOM AEj ( q) of the expected shortfall predictions, for the predictive performance of 
the two types of models. Tables 5-5 and 5-6 are, respectively, for one-day-ahead prediction 
and five-days-ahead prediction. Unlike the situations of the VaR, where all the models 
always underpredict the downside risk, we are not able to make such a clear and uniform 
conclusion from the mean errors M Ej of the expected shortfall predictions. However, we 
can see that the AEPD type models have a strong tendency to overestimate the risk of 
expected shortfall (12 negative MEl-values and Il negative M E5-values out of 16 cases), 
in particular, those mode1s with two tail parameters always overestimate, while the ASTD 
type models tend to slightly underestimate (7 negative MEl-values and 7 negative M E 5-
values out of 16 cases). For larger loss thresholds (q = -1.2%, -1%), almost all the 
models tend to overestimate; for smaller 10ss thresholds (q = -0.8%, -0.6%), the ASTD 
type models, especially those with a single tail parameter, tend to underestimate. Among 
~~~ 
~ 
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Table 5-5: Predictive performance for the expected shortfall risk with j = 1. 
AEPD 
q -1.2% -1% -0.8% -0.6% 
MEt, MAEl MEt, MAEl MEt, MAEl MEt, MAEl 
No constraints -.1171, .2455 -.0581,.2412 -.0234,.2412 -.0006,.2317 
a = 0.5 -.0903, .2626 -.0432,.2630 -.0211,.2636 -.0112,.2510 
Pl =P2 -.0658, .2616 -.0211,.2648 -.0013,.2664 .0062, .2539 
Symmetric -.0371, .2540 0066, .2599 .0254, .2632 .0316, .2515 
ASTD 
No constraints -.1026, .2217 -.0370,.2308 .0000, .2431 .0190, .2418 
a = 0.5 -.0963, .2349 -.0371,.2422 -.0057,.2511 .0091, .2462 
Vl = V2 -.0504, .2407 .0013, .2522 .0261, .2612 .0348, .2542 
Symmetric -.0289, .2358 .0217, .2500 .0454, .2604 .0526, .2546 
Table 5-6: Predictive performance for the expected shortfall risk with j = 5 
AEPD 
q -1.2% -1% -0.8% -0.6% 
ME5,MAE5 ME5,MAE5 ME5,MAE5 ME5,MAE5 
No constraints -.1053, .2424 -.0520,.2374 -.0210,.2338 -.0016,.2271 
a = 0.5 -.0778, .2583 -.0371,.2585 -.0191,.2548 -.0134,.2457 
Pl =P2 -.0526, .2574 -.0143,.2606 .0013, .2574 .0047, .2482 
Symmetric -.0234, .2502 .0141, .2567 .0289, .2544 .0311, .2453 
ASTD 
No constraints -.0936, .2182 -.0330,.2269 .0008, .2350 .0161, .2363 
a = 0.5 -.0864, .2310 -.0325,.2382 -.0046,.2428 .0062, .2409 
Vl = V2 -.0392, .2368 .0071, .2491 .0282, .2528 .0331, .2481 
Symmetric -.0175, .2327 .0279, .2478 .0480, .2528 .0515, .2483 
--- M ---Note: The entries are themean errors M Ej(q) = ESj (q)-ESj(q) given bycombining (5.159) 
and (5.160), and the mean abso1ute errors M AEj (q) defined in (5.161), mu1tiplied by 100, for the thresh-
oldloss(negativereturns)q = -1.2%, -1%, -0.8%, -0.6% andj = 1,5. 
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the cases of overestimating, the ASTD is better; for the cases with underestimating, the 
AEPD is better. Overall, the ASTD type models seem a little better (in terms of the ab-
solute values of the M Ej). This conclusion becomes quite strong according to the mean 
absolute errors M AEj. Actually, we can see from the M AEj that the ASTD type mod-
els are preferred especially in cases ofhigher loss thresholds (q = -1.2%, -1%); models 
with "No constraints" are uniformly and significantly better than the other restricted mod-
els in each distributional model type. Therefore, in the M AEj, the ASTD model (with "No 
constraints") is the best choice. 
5.4 LI-GARCH Structure vs L2-GARCH Structure 
Usually, the GARCH structure is imposed on the conditional variance ofretums as above 
in (5.150). However, in fact,we can impose the GARCH structure on the (conditional) 
absolute deviation ofretums, the absolute Lp-deviation ofretums (Ding et al, 1993; Mittnik 
& Paolella, 2003) or the scale parameter ofretum distribution. The last case is suitable for 
a stable Paretian GARCH model [Liu & Brorsen (1995); Mittnik & Paolella (2000,2003); 
Mittnik et al (2002)], because heavy-tailed stable distributions have infinite variance. For 
a comparison, here we consider only the ASTD-NGARCH(l,l) model and assume the 
GARCH structure is imposed on the (conditional) absolute deviation of retums, 
implying that the innovations Zt are (i.i.d.) ASTD random variables standardized with zero 
mean and unit absolute deviation, i.e., E(Zt) = 0 and E IZtl = 1. In short, this model 
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can be labelled as the L1-ASTD-NGARCH(1,I) model. The formulas for the predicted 
conditional VaR and ES, (5.156) and (5.157), are still applicable in this model as long as 
Dt is replaced by Ât and ât+ilt are given by 
where j = 2,3, ... , here YAST(~t) denotes a standard ASTD r.v. with the distributional 
parameter ~t, M = Et [YAST(~t)] and Ât is the absolute central moment of YAST(~t), 
i.e., Ât = Et IYAST(~t) - MI. Note that both the conditional absolute moments 
are required in calculating the forecasting conditional absolute deviation ât+i1t • They can 
be obtained from the formula (5.162) with b = M +êtÂt and b = M respectively (derived 
in Appendix 5.A-(b». 
Table 5-7 reports the parameter estimates and goodness-of-fit measures of the L1-
NGARCH(I,I) models with the four ASTD-type distributions, and Tables 5-8 and 5-9 
show the forecasting results of these models, respectively, for the VaR and the ES risk. 
Comparing with the results for the corresponding L2-ASTD-NGARCH(1, 1) type models in 
the previous section we note two remarkable differences. Firstly, the AD statistic becomes 
better, but the others (L, AICC, SIC) are worse, implying that imposing the GARCH 
structure on the absolute deviation instead of the variance can improve the fit in tails at the 
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Table 5-7: Parameter estimates and Goodness-of-fit measures 
for the LI-ASTD-NGARCH(1, 1) models 
m bo bl b2 c a VI 
No constraints .0310 .0064 .9120 .0634 .9008 .471 5.37 
(.0137) (.0019) (.0085) (.0056) (.0298) (.0194) (.865) 
a= 0.5 .0279 .0068 .9103 .0642 .9071 6.25 
(.0135) (.0019) (.0109) (.0072) (.0307) (.969) 
VI = V2 .0322 .0067 .9100 .0646 .9036 .511 
(.0130) (.0016) (.0045) (.0028) (.0388) (.0109) 
Symmetric .0359 .0065 .9102 .0644 .9077 
(.0131) (.0020) (.0115) (.0073) (.0973) 
L AICC SIC AD 
No constraints -4264.4 8546.9 8528.9 1.4446 
a = 0.5 -4265.5 8547.1 8531.1 1.9161 
VI = V2 -4267.8 8551.7 8535.7 2.9141 










Note: Estimated models are LI-NGARCH(I,I) with ASTD and its nested distributions: a = 0.5, Pl = P2 
(or VI = V2), symmetric. Standard deviations from MLE are given in parentheses. The last three columns are 
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the estimates of distributional parameters. L refers to the maximum log-likelihood value; AICC is the corrected 
AIC criteria (5.153); SBC is the Schwarz Bayesian criteria (5.153); and AD is the Anderson-Darling statistic (5. 
154). 
cost of the overaU goodness-of-fit. This improvement can be seen from smaUer estimates 
of the tail parameters. Secondly, aU the mean absolute errors M AEj of the ES predictions 
are significantly reduced, and the degree of reduction tends to be larger for five-day-ahead 
prediction and for large loss thresholds. Regarding the VaR, the one-day-ahead predictions 
with smaU shortfaU probabilities (p = 0.01,0.025) give better results, but the five-days-
ahead predictions are worse for almost aU cases. 
5.4 L1-GARCH Structure vs L2-GARCH Structure 116 
Table 5-8: Prediction performance of the L1-ASTD-NGARCH(1,1) models 
for the VaRI4 
P 0.01 0.025 0.05 0.10 
~ ~ ~ ~ ~ ~ ~ ~ 
fI , f5 fI , f5 fI , f5 fI , f5 
No constraints .0104, .0128 .0268, .0300 .0604, .0623 .1311, .1308 
a =0.5 .0104, .0134 .0268, .0300 .0598, .0605 .1226, .1259 
VI = V2 .0134, .0153 .0280, .0306 .0604, .0623 .1232, .1278 
Symmetric .0134, .0153 .0305, .0318 .0616, .0623 .1268, .1296 
Table 5-9: Prediction performance ofthe LI -ASTD-NGARCH(1, 1) models 
for the expected shortfall riskl5 
j=1 
q -1.2% -1% -0.8% -0.6% 
MEj, MAEj MEj, MAEj MEj, MAEj MEj, MAEj 
No constraints -.1023, .2135 -.0368, .2223 .0011, .2348 .0196, .2372 
(.0082) (.0085) (.0083) (.0046) 
a =0.5 -.0941, .2259 -.0353, .2332 -.0033, .2425 .0106, .2413 
(.0090) (.0090) (.0086) (.0049) 
Pl = P2 -.0497, .2300 .0022, .2416 .0281, .2508 .0365, .2482 (.0107) (.0106) (.0104) (.0060) 
Symmetric' -.0353, .2266 .0161, .2409 .0413, .2506 .0487, .2479 
(.0092) (.0091) (.0098) (.0067) 
j=5 
No constraints -.0856, .2058 -.0239, .2161 .0097, .2266 .0248, .2318 
(.0124) (.0108) (.0084) (.0045) 
a =0.5 -.0751, .2174 -.0206, .2265 .0067, .2335 .0169, .2354 
(.0136) (.0ll7) (.0093) (.0055) 
VI = V2 -.0311, .2231 .0165, .2366 .0377, .2427 .0423, .2428 
(.0137) (.0125) (.0101) (.0053) 
Symmetric -.0179, .2208 .0293, .2368 .0498, .2434 .0535, .2431 
(.01l9) (.0110) (.0094) (.0052) 
14 In Table 5-8, the entries are the observed frequency h(p) given in (5.158) for one-step and five-step 
ahead: j = 1,5, and shortfall probabilities p = 0.01,0.025,0.05,0.1. 
-M -
15 In Table 5-9, the entries are the mean errors M Ej(q) == ESj (q) - ESj(q) given by combining (5.159) 
and (5.160), and the mean absolute errors MAEj(q) defined in (5.161), multiplied by 100, for the threshold 
loss (negative returns) q = -1.2%, -1%, -0.8%, -0.6% and j = 1,5. The entries in parentheses are the 
differences of M AEj between the L2-ASTD-NGARCH(1,1) models and the L1-ASTD-NGARCH models. 
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5.5 Conclusion 
In this chapter, we illustrate the usefulness of the GARCH type models with AEPD and 
ASTD errors in the context ofpredicting downside market risk offinancial assets, an activ-
ity which is particularly important for risk managers offinancial institu~ions. For the retum 
series of the S&P500 index from January 2, 1990 to December 31,2002, a specification of 
fully asymmetric (conditional) distribution such as the AEPD, or ASTD, was found to be 
superior to those of symmetric or skew distributions, which it nests. 
To show the significance of asymmetric tail behavior, we consider three nested sub-
classes for each of the AEPD and ASTD: the GED and Student-t, the skew EPD and 
Student-t (with a skewness parameter a and identical tail parameters to control the two 
tails), and the AEPD and ASTD with the constraint a = 1/2 (but two distinct tail para-
meters). Our resu1ts suggest that all four measures (or criteria) used for comparing the 
goodness of fit of the candidate models, L, AICC, SIC or SBC, and AD, are strongly in 
favor of the distributions with two tail parameters, that is, tail asymtnetry is very significant 
(see Table 5-3). In contrast, the skewness parameter a does not make a significant im-
provement in the four measures (especially in AI CC) for the ASTD type of distributions, 
though it does for the AEPD type of distributions with two tail parameters. It appears that 
the models with an ASTD are superior to those with corresponding AEPD in all goodness-
of-fit measures, especially in AD, implying that the ASTD has a much better fit in the tails 
of distribution of ex post innovations than the AEPD. 
Within the framework ofNGARCH(l,I), we compare prediction performance of the 
candidate distribution models for the VaR (value at risk) and ES (expected shortfall). AlI 
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models tend to underestimate the value at risk, but the AEPD type models are slightly better 
than the corresponding ASTD type models; for each type ofmodels, distributions with two 
tail parameters perform much better than those with a single tail parameter, especially 
in cases of small shortfall probabilities (see Table 5-4). Regarding the risk of expected 
shortfall (see Tables 5-5 and 5-6), the fully asymmetric distributions are absolutely superior 
to the others they nest in terms of the mean absolute error (M AE); M AE seems to be 
in favor of the ASTD especially for larger loss thresholds. According to the mean error 
(M E), almost all models tend to overestimate the risk of expected shortfall for larger loss 
thresholds, whereas for smaller loss thresholds, all models except for the AEPD models 
with two tail parameters tend to underestimate. 
Using different GARCH structures or imposing a GARCH structure on different mea-
sures of dispersion, such as variance (L2 ) and absolute deviation (Ld, makes a significant 
difference in the goodness offit and prediction performance of the models. Comparing both 
GARCH structures considered, we see that the NGARCH(1,l) models strikingly outper-
form the corresponding TGARCH( 1,1) models in terms of all four measures. Comparing 
the L1-ASTD-NGARCH(1,1) models with the traditional L2-ASTD-NGARCH(1,1) mod-
els, we note two remarkable differences: (1) the AD statistic becomes better but the others 
(L, AICC, SIC) are worse, implying that the fit in the tails is improved at the cost of the 
overall goodness-of-fit; (2) aIl the mean absolute errors (M AE) of the ES predictions are 
significantly reduced (see Tables 5-7 and 5-9). 
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S.A Appendix 
(a). Calculations ofVaRt+ilt(p) and ESt+ilt(q). 
Note that zt+i = (rt+i - m)/at+i is assumed to be a ASTO random variable with 
zero mean and unit variance. Then, based on the predicted values of(m, a, M, D), (mt+ilt, 
ât+ilt, ii4, Dt), we expect at time t that 
should have a standard ASTO density with parameter ~t if the model specification is cor-
rect. Thus, from 
Pr{rt+i<VaRt+ilt(p)} - P 
{::} Pr {YAST -< M + Dt VaRt+i~(p) - mt+i1t} p, 
at+ilt 
we conclude that equation (5.156) holds. Similarly, equation (5.157) can be shown to hold. 
QEO. 
(b). Derivation of E IYAST - bl. 
For a standard ASTD random variable YAST, the expression for the absolute mo-
ment, E IYAST - bl, (for any given constant b) is required in applications of the L1-ASTO-
NGARCH(l, 1) model. Therefore, we derive it as follows. Note that the following equation 
E IYAST - bl = 21~ (b - X)fAST(X)dx + E(YAST - b) 
always holds. Then straightforward calculations, respectively, for the case of b < 0 and of 
b > 0 yield the following result: 
E IYAST - bl = b [2FAST (b) - 1] + 
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With b = 0 and b = EYAST, the fonnula (5.162) gives the absolute moment and the 
absolute central moment OfYAST, respectively. QED. 
Chapter 6 
Maximum Entropy Extreme Value 
Distributions 
6.1 Introduction 
This chapter proposes two classes of distributions by combining the extreme value distri-
butions (EVD) with the maximum entropy principle. These classes include three extreme 
value distributions for minima and three for maxima as special cases. These distributions 
can be labelled maximum entropy extreme value distributions (ME-EVD); their densities 
denoted, respectively, fmin(Y) and fmax(Y). We note that the standard EVD class (see Em-
brechts et al. (1997) and Bradley and Taqqu (2003)) is a class of distributions with the 
maximum entropy property with two moment condItions; however, these moment condi-
tions are not flexible. We remove the restrictions on the moment conditions allowing for 
a wider distribution class. The ME-EV distributions incorporate certain features (such as 
tail properties, moment restrictions) but rely on no other restrictions so that information is 
extracted from those features only. 
The first class of distribution, f min (y), may also be thought of as a generalization of 
the gamma distribution, while the second, fmax(Y), can be regarded as a generalization of 
the inverse gamma distribution. Both new distributions are closely related to but different 
from the generalized gamma distribution (GGD) proposed by Stacy (1962) and Stacy & 
Mihram (1965) and the inverse generalized gamma distribution (lGG) (see Johnson et al., 
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1994, p. 401). The GGD (or IGG) can be replaced by the ME-EVD fmin(Y) (or fmax(Y) ), 
because fmin(Y) (or fmax(Y) ) covers important and widely used cases p > 0 of the GGD 
(or IGG) and inc1udes aH three types of EV distributions for minima (or maxima) as special 
cases. An important feature is that the ME-EVDs eliminate the inability of the GGD and 
IGG to adapt, in that the shape parameters of the GGD and IGG cannot discriminate to 
which type of EV distribution (Weibull, Fréchet, or Gumbe1) the minima or maxima of 
interest belong. 
The GGD is of considerable importance in theoretical and applied statistics. Follow-
ing the definition in Stacy & Mihram (1965) and adding a threshold parameter, the GGD 
has the following form of pdf: 
Ipl Z - b {z - b } fGGD(Z;P, v, a, b) = ar(v) (-a-)PV-l exp -(-a-)P ,z::::: b (6.163) 
where p and v > 0 are both shape parameters, b and a > 0 are threshold (location) and scale 
parameters, respective1y. The GGD inc1udes many familiar and important distributions as 
special cases, for example, exponentia1 (v = p = 1), gamma (p = 1), WeibuH for minima 
(v = 1, p > 0), Fréchet for maxima (v = 1, p < 0), half-normal (p = 2, v = 1/2), 
log-normal (v -+ 00) and so on (see Stacy & Mihram, 1965; Prentice, 1974; Law1ess, 1980 
). The GGDs with p > 0 have been extensively studied in the literature. However, note 
that for v = 1, even though GGD reduces to extreme value distributions, the cases p > 0 
are for minima while the cases p < 0 are for maxima, that is, the sign of the parameter 
p distinguishes not on1y the types of the EV distributions (Weibull type: p > 0; Fréchet 
type: p < 0) but a1so the types of data ( minima: p > 0 or maxima: p < 0). This 1eads 
to a problem that when faced with a data set from maxima (or minima), the GGD cannot 
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discriminate which type of EV distribution (Weibull, Fréchet, or Gumbe1) the maxima (or 
minima) of interest belong to, because the GGD with v = 1 and positive (or negative) p 
cannot be used to model the distribution of maxima (or minima). The same problem exists 
in reparameterizations of the GOD such as in Prentice's (1974) as well as in the inverse 
generalized gamma distribution (lOG) (see Johnson et al, 1994, p. 401). However, the 
proposed ME-EVDs get rid ofthis problem ofinability to adapt to maxima (or minima). 
The remainder of this chapter is organized as follows: Section 2 gives the main de-
finitions and introduces the ME-EV distributions classes. In section 3, we investigate the 
properties of the distributions including stochastic representation, cdf, quantile function, 
moments and moment based-measures: skewness, kurtosis and expected shortfalL In ad-
dition, we establish the conditions under which the information matrix equality holds and 
provide exact expression for the information matrix. Finally, all technical results and proofs 
are collected in the Appendix. 
6.2 Main Definitions 
Extreme value distributions (EVD) that focus on tail properties play a central role in ex-
treme value theory. Recently, extreme value theory (EVT) has been extensively used in 
insurance, risk management and other financial fields [see Bradley and Taqqu (2003) for a 
review]. There are two classes of extreme value distributions: one is for the maxima, the 
other for the minima. Without loss of generality, we here focus on the EVDs for maxima. 
6.2 Main Definitions 
Their standard densities have an unified form: 
fGEV(X 1 ç) = 
exp[-(1 + çX)-l/~] . (1 + çX)-(1+1/~), 
çx> -1, ç =1= 0; 
exp [ -e-X ] • e-x , 
-00 < x < +00, ç = 0, 
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(6.164) 
where ç is the shape parameter. This is weIl known as the generalized extreme value (OEV) 
distribution (Jenkinson, 1955). The cases ç > 0, ç < ° and ç = 0, respectively, correspond 
to three types of the EVD: Fréchet, WeibuIl and Oumbel, which are related to each other 
(see Embrechts et al, 1997 p123; also Bradley and Taqqu 2003). The Fréchet type ofEVD 
is ofparticular interest in finance because many heavy-tailed distributions such as Student-t, 
a-stable and Pareto are in the domain of attraction ofthe Fréchet distribution. The general 
OEV pdfis given by ~fGEV(X~/l: 1 ç), where M and (J are location and scale parameters, 
respectively. 
A maximum entropy density (MED) fMED can be obtained by maximizing Shan-
non's entropy measure subject to sorne known moment conditions, i.e., fMED is a solution 
to the following problem 
m;x8(f) = - J f(x) logf(x)dx (6.165) 
satisfying 
J cPj(x)f(x)dx = Mj' j = 0,1, ... N, 
where Mj are known values and cPj are known functions, thus EcPj(X) = Mj (j = 0,1, ... N) 
are known moment conditions. To ensure that f is a density function, we require cPo = 1 
and Mo = 1. The solution of the problem (6.165) can be achieved by simple calculus of 
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variation, 
where Àj are the Lagrangian multipliers, À = (Àl,À2' ... , ÀN ) and n(À) == exp(Ào) 
J exp [- Ef=l Àj<Pj(x)] dx. The maximum entropy density is the least biased distribution 
given these known constrains (see e.g. Subsection 2.3.3). For more details, see Bera and 
Park (2004) and references therein. 
In the c1ass of GEV distributions (~f GEV (X;/-L 1 ç», all "information" according to 
the Shannon 's entropy as measure of information is contained in the following two moment 
conditions: 
E[(l+ çX - /-l)-l/~J 
(J' 
(6.166) 
E[ln(l + çX - /-l)l/~J _ 
(J' 
(6.167) 
where /-ll = land /-l2 = - r' (l). In fact, given both constraints, we can find the resulting 
MED density fMED(X) with Àl = land À2 = 1 + ç, which is exactly the GEV distribu-
tion. Therefore, subject to the two moment conditions above, the GEV distribution attains 
maximum entropy among all continuous distributions with the same support. Note that, 
however, /-ll and /-l2 are fixed here. This motivates us to extend the GEV distribution to a 
more flexible distribution family by using the maximum entropy principle and letting /-ll 
and /-l2 be parameters. 
Based on the two moment conditions (6.166) and (6.167) with free /-ll and /-l2' the 
resulting MED density f M ED (x) has additional parameters /-ll and /-l2 in addition to the 
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original parameters of the GEV distribution. Define À1 and À2 by 
where w(x) = r'(x)/f(x) is the digamma function. For simplicity and convenience, we 
replace /-LI and /-L2 by À1 and À2 as the additiona1 pararneters, and thus the resulting MED 
density f M ED (x) takes the following forrn: 
(6.168) 
Since the density is constructed by using the maximum entropy princip1e, we caU it maxi-
mum entropy EV distribution (ME-EVD). 
The density (6.168) has one redundant parameter. Indeed, the density with any À1 > 
0, a = À1ç and /-L = (a - 1)/ç is identica1 to that with À1 = a = 1 and /-L = O. Therefore, 
we drop a parameter by setting À 1 = 1, and with the reparameterization À = À2 - ç, get a 
forrn of ME-GEV density, in which aU the parameters are free, as follows: 
(6.169) 
where ç(x - /-L) > -a, ç =1= 0, a > 0, À > O. This density is actually the maximum 
entropy density subject to moment conditions (6.166) and (6.167) with /-LI = À and /-L2 = 
-W(À). Similarly, based on the EV distributions for minima, we Can construct similarly 
the other c1ass ofmaximum entropy EV distributions. Both classes of ME-EV distributions 
are forrnally given in the following definition. 
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Definition 6.1. Let j(+) and j(-) be the densities of the ME-EVD resulting respec-
tively from the EVD for minima and for maximal6 • Then they have the following forms, 
respectively: 
ur(À) exp [-(1 + /;,Y:JI. )±1/ç] . (1 + /;,Y:JI. )±>./ç-l, 
/;,(y - f.-l) > -a, /;, :f= 0; 
(6.170) 
_1_ exp [_e±(Y-Jl.)/u] . e±>'(Y-Jl.)/u 
ur(À) , 
-00 < y < +00, /;, = 0, 
where f.-l and a > 0 are location and scale respectively, À > 0 and /;, are two shape 
parameters. The ME-EVD with f.-l = 0 and a = 1 is the standard ME-EVD. 
Obviously, when À = 1, j(+) and j(-) reduce to the OEV densities for minima and 
for maxima respectively. When /;, = 1, they reduce respectively to the gamma and inverse 
gamma distributions, so they may also be regarded as a generalized gamma distribution and 
a generalized inverse gamma distribution, respectively. 
The Figures from 6-1A to 6-1D plot the standard ME-OEVD densities j(-) for var-
ious values of the shape parameters (/;" À). In each figure, there are four densities that 
correspond to a common /;, and four different values of À = 1/2, 1,2,4, where /;, = 1/2,0, 
-1/2 and -1. The densities with À = 1 correspond to those of Jenkinson's OEY. We see 
that a smaller (or larger) À leads to a thinner (or fatter) left tail and a fatter (or thinner) right 
tail. Another phenomenon is that the densities with (/;" À) = (-1,1), (-1, 1/2) and (-1/2, 
1/2) do not have a mode. This is consistent with the existence condition for the mode of 
j(-): À > -/;, (for j(+), the condition is À > /;" see (6.175)). 
16 For convenience, denote f(-) = fmax and f(+) = fmin' 
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6.3 Properties of the ME-EVD 
In this section, we first compare the ME-EVDs defined in (6.170) with the GGD and IGG, 
and then derive other basic properties of the ME-EVDs such as their stochastic represen-
tation, cdf, quantile function, moments and moment based-measures: skewness, kurtosis 
and expected shortfall. Finally, we provide the expression for the information matrix and 
verify the information matrix equality under certain conditions. 
6.3.1 The ME-EVD vs. the GGD and IGG 
Comparing j(+) in (6.170) with jGGD in (6.163), we see that the GGD with the case p > 0 
corresponds to the ME-EVD j(+) with ç > 0, that is, under the parameter restrictions 
p > 0 and ç > 0, both densities represent the same distribution by reparameterization 
À = li, ç = l/p, a = a/p and J-l = b + a. However, the cases ç < 0 of j(+) cannot be 
reparameterized to the case p < 0 ofthe GGD. So, in general, the ME-EVD j(+) cannot be 
obtained by reparameterization, implying that GGD and ME-EVD are different distribution 
families. But the ME-EVD j(+) covers the important and widely used cases of the GGD 
where p > 0; as weIl both distribution families are related as follows: 
y j(+)(Yi ç, À, a, J-l) 
~ Z = sign(ç)Y t'V jGGD(Zjp, li, a, b), 
where p= l/ç, li = À, a = a / lçl and b = sign(ç)J-l- a / lçl. Similarly, comparing j(-) in 
(6.170) with jGGD in (6.163), we observe that the difference between ME-EVD j(-) and 
GGD is even greater because the main cases p > 0 of the GGD can not be reparameterized 
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to any cases of the ME-EVD j( -), though the cases p < 0 of j GGD are the same as the 
cases ç > 0 of j(-) by the reparameterization À = 1/, ç = -l/p, a = -a/p and /-l = b + a . 
. Note that the IGG distribution has the following form of the density (see Johnson et 
al, 1994, vol. 2, pA01): 
jIGG(z;p,1/,a,b) - jGGD(z;-p,1/,a,b) (6.171) 
Ipl (z - b)_PV_l {(z - b)_p} 
---- exp--- . 
ar(1/) a a 
The differences between the j(-) (or j(+») in (6.170) and the IGG are similar to those be-
tween the j(+) (or j(-») and the GGD. The ME-EVDs j(+) and j(-) may also be regarded 
as generalizations of the gamma and inverse gamma distribution respectively. 
A crucial difference between both the ME-EVD and the GGD (or/and IGG) is that 
the signs of shape parameters p and ç have different implications. For example, consider 
j(-) and jGGD; if 1/ = À = 1 both distributions reduce to the extreme value distribution, 
but the EV distributions inc1uded in the GGDs are respectively for minima when p > 0 
and maxima when p < 0, while those inc1uded in the ME-GEVD j( -) are ail for maxima 
whether ç > 0 or ç < O. The sign of the parameter ç of j( -) is used to discriminate which 
type of EV distribution (Weibull: ç < 0; Fréchet: ç > 0; Gumbel: ç = 0) the maxima of 
interest should have, whereas the sign ofthe parameter p of j GGD is used to distinguish not 
only the types of the EV distributions (Weibull: p > 0; Fréchet: p < 0) but also the types 
of data (minima: p > 0 or maxima:p < 0), which hampers application. Since the ME-EV 
distributions are generalizations of GEV, they can be used to test whether the asymptotic 
distribution of extremes belongs to the domain of attraction of GEV (see Bali, 2003). 
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Since the ME-EVD j(+) covers the important and widely used cases p > o of the 
GGD, all special distributions of the GGD discussed in Section 1 except for Fréchet for 
maxima (li = 1, P < 0) are also special cases of the j(+). In addition, the ME-EVD j(+) 
inc1udes log-gamma (Ç = 0) (see Lawless, 1980; Prentice, 1974) and all three types of EV 
distributions for minima (À = 1; Fréchet: ç < 0, Weibull: ç > 0, Gumbel: ç = 0) as 
special cases. The special cases of the ME-GEVD j( -) inc1ude the inverse exponential 
(À = 1, ç = 1 ), inverse gamma (ç = 1), log-inverse gamma (ç = 0) (see Johnson et 
al, 1994, vol. 1, p.383), extreme value distributions for maxima (À = 1, Fréchet: ç > 0; 
Weibull: ç < 0; Gumbel: ç = 0), half-inverse normal (Ç = 1/2, À = 1/2), log-normal 
(À --t 00) distributions and so on. The last limiting special case can be shown by following 
Lawless (1980). The inverse (generalized) gamma distribution is widely used in Bayesian 
analysis. For example, it can be shown that the generalized t (GT) distribution is a mixture 
of an exponential power distribution with a scale parameter which is distributed as an IGG 
(Butler et al, 1990) and this result has interesting applications in Bayesian models. 
6.3.2 Stochastic Representation, CDF, Quantiles, Moments and 
Expected Shortfall 
Before discussing other properties of the ME-EVDs, we first give a convenient stochàstic 
representation of the ME-EVD via a standard gamma random variable, which facilitates 
derivation of various properties of the distribution as weIl as the generation of random 
numbers from the distribution. Let X be a gamma random variable that has density j G (x; À) 
with one parameter À> 0, jG(x; À) = r(À)-lxÀ - 1 exp( -x), and define y(+) and y(-) as 
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follows: 
{ 
J1, + Q:(X±ç - 1), ç =1= 0; 
Y(±) = ç 
J1, ± alnX, ç = 0, 
(6.172) 
where a > 0, J1, and ç are any real numbers. Then a straightforward calculation can show 
that y(+) and y(-) are the ME-EVD random variables with the densities j(+)(y; ç, À, a, J1,) 
and j(-)(y; ç, À, a, J1,), respectively. That is, any ME-EVD rândom variable can be repre-
sented as a transformation of a gamma random variable. An even more interesting inter-
pretation is that a random variable with the standard ME-EVD density j(+)(y; ç, À, 1,0) 
(or j( -) (y; ç, À, 1, 0)) can be regarded as a Box-Cox transformation of a gamma (or inverse 
gamma) random variable. When À = 1 implying that X is a exponential random vari-
able, Y(±) is a stochastic representation of GEV distributions [for ç = 0, also see Kotz & 
Nadarajah (2000), p.ll]. 
Based on the stochastic representations in (6.172), we can easily derive the cdf, quan-
tile function and moments of a ME-EVD random variable. A straightforward calculation 
gives the cdf Fy(-) (y) and quantile function F;?_) (a) ofY(-) as follows: 
(6.173) 
and 
(-) - F-1 ( ) - { qQ = y(_) a - (6.174) 
ç = 0, 
where C(x; À) == r(\,) J; e-uU>--ldu is the cdf of gamma distribution with parameter À > 
0, and Ql~Q = C-1 (1 - a; À) is the (1 - a)-quantile of the gamma distribution with 
parameter À > O. Similarly, the cdf Fy(+) (y) and quantile function F;(~)(a) ofY(+) can 
easily be obtained. Both classes of ME-GEVDs have a finite left-hand (or right-hand ) end 
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point at J.l- ()" j~ if ~ > 0 ( or ~ < 0 ). From the CDFs of y(-) and y(+), we can see the 
role of the location parameter J.l : 
Pr(Y(-) ~ J.l) = G(l; À); Pr(Y(+) S; J.l) = G(l; À). 
For (~, À) E MO(±) - {(~, À) 1 À> 0, À> ±Ç}, the mode exists, 
and 
{ 
J.l + Ï[(À =t= ~)±e - 1], ~ =rf 0; 
Mode(±) = 
J.l ± ()" ln À, ~ = 0, 
Pr [y(-) ~ Mode(-)] 
Pr [y(+) < M ode(+)] 
G(À +~; À), 
G(À -~; À). 
(6.175) 
Without loss of generality, let Y(±) be the standard ME-GEV random variable (J.l = 0 
and ()" = 1). Then if the k-th moment of Y (±) exists, from (6.172) and the expressions of 
moments EXt and E(1n X)k ofthe gamma r.v. X in (6.172) (see Johnson et al, 1994, vol. 
1, p.347), it follows that 
{ 
[~kr(À)rl l:;=o( -l)k-j (~)r(À ± j~), ~ =rf 0; 
E[y(±)]k = J 
(±l)kr(k)(À)jr(À), ~ = 0, 
(6.176) 
where G) = j!(;~j)!, À ± j~ > 0 (j = 0,1, ... k), and r(k)(.) is the k-th order derivative 
of gamma function. Moreover, for the case ~ = 0, there is a simple moment-generating 
function ofY(±) = ± log X (see Johnson et al, 1994, vol. 1, p.382), 
from which moments E[y(±)]k for the case ~ = 0 are easily obtained. Obviously, when 
±~ > 0 or ~ = 0, atl moments of Y(±) exist. However, when ±~ < 0, the kth moment of 
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y exists if and only if..\ ± kç > o. Let 
Bk±) = {(ç,..\) 1..\ > 0, ±ç < 0, - k > ±..\/ç 2:: -(k + 1)}, k = 0, 1,2, ... , 
then for (~,..\) E Bk±) , E[y(±)]k exists but E[y(±)]k+l does not exist. Figure 6-2 and 
Figure 6-3 show these areas respectively for f( -) and f( +). For the case ~ = 0, all moments 
can be expressed in terms of the digamma function w(..\) and its derivatives by using the 
following relationship: 
gk+1(..\) = g~(..\) + w(..\) . gk(..\) , where gk(..\) = r(k) (..\)/r(..\) , k = 0,1, ... (6.177) 
The digamma function w(..\) and its all derivatives can be computed in Matlab. 
Next, we derive sorne moment-related measures that are very useful in applications. 
The mean and variance of the standard ME-EVD random variable (p, = 0, a = 1) Y(±) are 
given by 
and 
EY(±) = ç r(>\) , { 
l [~-1] 
±w(..\), ~ = 0, 
Var(Y(±») = 
{ 
1 [rcH2Ç) _ (r(Hç) )2] (: -1- O. P r(À) r(À) , ." r , 
. W'(..\) , ç = O. 
Let r j = r(..\±jç) (j = 0,1,2, ... ). Then the skewness andkurtosis ofY(±) are expressed 
as 
{ 
sign(ç). [Th _ 3~ + 2(D.. )3] / [ll _ (D.. )2] 3/2, ç =1= 0; 
(±) ro ro ro ro ro sk = 
±W"(..\)/ [W,(..\)]3/2 , ç = 0, 
(6.178) 
and 
kur{±) ~ { [ll _ 4W + 3(ll)2] / [!:2. _ (D..)2] 2 - 3 ç =1= O· ro ro ro ro ro ' , (6.179) 
ç = O. 
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For the case ~ = 0, both sk( -) and kur( -) are positive and decreasing functions of À, 
and approach the limits 2 and 9 as À -+ 0 and 0 and 3 as À -+ +00, respectively. By 
reparameterization it follows from the case ~ > 0 of j( +) that we can get corresponding 
results for the case p > 0 ofGGD (see Cohen & Whitten, 1988; also Stacy,1962; Stacy & 
Mihram, 1965). 
The conditional value at risk (CVaR) or expected shortfall (ES) ofY(-) equals 
E( -y(-) 1 y(-) ::; qa) = { 
l [1 _ r(À-e) I-G(Ql-ai .>.-e)] c --'- o. 
e r(.>.) I-G(Ql-ai'>') ,':. Î , 
W(À) I-D(Ql-ai .>.) c = 0 
. I-G(Ql-ai'>') , ':., 
(6.180) 
where D(q; À) = r'(À)-1 Joq e-X x À- I lnxdx, QI-a and qa are defined as in (6.174). 
The following two reparameterizations of the ME-EV density for ~ =f 0 are useful in 
deriving the Fisher information matrix. Letting B = 11- (J" / ~, the ME-EV density becomes 
(6.181) 
Furthermore, by letting 'f/ = ±À/~, we have 
(6.182) 
where ~(y - B) > 0 and ±~'f/ > o. Both reparameterizations provide a simple informa-
tion matrix. The second alternative (6.182) is convenient for numerical computation of 
maximum likelihood estimation. A random variable Y(±) with the density (6.182) has aU 
moments for ±~ > 0 and'f/ > O. For ±~ < 0, the kth moment ofY(±) exists if and only if 
'f/ < -k, and the area in which E[y(±)]k exists, but E[y(±)]k+I does not exist is given by 
Ai±) == {(~,'f/) 1 ±~ < 0, -(k+ 1)::; 'f/ < -k}. These areas are shown in Figure 6-4 and 
Figure 6-5 for j(-) and j(+) respectively. 
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6.3.3 The Information Matrix and the Information Matrix Equality 
We start with the ME-EVD f(±) with ç = 0 and parameters (>" a, ft), which is the extended 
class of Gumbel type of EVD. Since the classical regularity conditions for MLE are sat-
isfied in this case, the usual Vn asymptotic optimality properties hold. For the extended 
class we derive the information matrix as follows (see proofin Appendix 6.A (1)): 
( 
W'(À) w(À)/a ±1/a) 
[1 + Àw2(À + 1) + ÀW'(À + I)Jla2 ±ÀW(À + 1)/0'2 
À/a2 
(6.183) 
From the first order conditions for the log likelihood function, we can see that the MLE 
ofparameters (À, a, ft) is equivalent to a moment estimate based on the following moment 
conditions: 
(6.184) 
The ME-EVD f(±) with ç = 0 is the resulting maximum entropy density based on the first 
two moment conditions in (6.184). 
Now consider the cases ç =1- 0 of the ME-EVD, for which the support of the density 
depends on unknown parameters. It is well known that the classical regularity conditions 
for the MLE are no longer satisfied for such cases. In sorne nonregular cases, the ML esti-
mators may not exist at all, or they may exist but not be asymptotically efficient or normally 
distributed, while in other cases they exist and have the same asymptotic properties as in 
the regular cases (see Smith (1985)). It is unknown whether the ME-EVD has the usual 
asymptotic properties for the MLE; this question is left for our future research. Here we 
discuss only the information matrix equality conditions under which it holds; we derive 
analytic expressions for the matrix elements. 
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Proposition 6.1. Suppose that the Yt have the density j(+)(Yt; (30) (or j(-)(Yt; (30)) 
definedin(6.182), where/3 = (ç,'f/,a, ())T. Whenço > o (orço < O)and'f/o > 2, orço < 0 
(or Ço > 0) and rJo < 0, the information matrix 1(/30) and the Hessian H(/3o) exist, and 
the information matrix equality 1(/30) = -H(/3o) holds, namely, 
The elements of the Fisher information matrixP, denoted by b~:), 
where b~:) = bJ~) and /3j represents the jth element ofparameter vector /3 = (ç, rJ, a, ())T, 
are given asfollows: 
b(±) 
11 - :, {(H 1)""(,'+ 1) - 1+ ["'(1 + À) + 1 'F ~r}, (6.185) 
b(±) 
12 ±[ÀW'(À) + W(À)]- Z, 
b(±) 
13 - ±ç;a [W(l + À) + 1 =r= Z] , 
b(±) 
14 
r(l + À =r= ç) [ 1 ] 
± çar(À) W(l + À =r= ç) + 1 =r= ~ , 
b(±) 
22 - eW'(À), 
b(±) 1 
- , 23 a 
b(±) Ç r(À =r= ç) 
24 r(À) , a 
b(±) À 
33 - ea2 ' 
b(±) r(l + À =r= ç) 
34 ça2r(À) , 
17 Similarly, for the case Pl) > 2 of the GGD (6.163), Cohen & Whitten (1988) derive the Fisher informa-




b(±) = f(À =f 2ç) (À:::r: 2c + C2) 
44 a 2 f(À) T ~ ~ , 
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where À = ç'T/ for b~:), À = -ç'T/ for b~;), À > 0 and ail the expressions for the elements 
are evaluated at the true value /30 of the parameters. 
Proof' See Appendix 6.A-(II). 
6.A Appendix 
In this appendix, aIl expectations are always taken with respect to the true underlying dis-
tribution j(±)(y; /30)' where /30 is the true value of the parameter vector. 
(1). Derivation of the Fisher information matrix (6.183) for the ME-EVD j(±) with 
ç = 0 and parameters (À, a, J-l). . From (6.170), the log-likelihood function of the 
ME-EVD j(±) with ç = 0 is 
( y - J-l) (y - J-l) Inj(±)(Y;À,a,J-l) = -lna-lnf(À) -exp ±-a- ±À -a-
AIl second-order partial derivatives of the log-likelihood function are easily derived as 
foIlows: 
82 1nj(±) 
- \li' (À), 
8À2 -
82 1nj(±) =f~ (y: IL) , 8À8a -
82 1nj(±) 1 
8À8J-l =f-, a 
82 1nj(±) ~ =f [2 ± y - J-l] ~ (y - J-l ) exp ( ± y - J-l) ± 2À (y - J-l) , 
8a2 a2 a a2 a a a2 a 
82 1nj(±) 
1 { [Y-J-l] (Y-J-l)} 
8a8J-l 
- a2 ±À =f 1 ± -a- exp ± a- , 
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and 
The Fisher information matrix (6.183), 1 = -E [82 ln f(±)(y; j30)j8j38j3'] , can be ob-
tained by straightforward calculations using the following lemma. 
Lemma 6.A.l. Suppose that Yt has the density f(±) (Yt; j30)' defined in (6.170) with 
ç = 0 and j3 = (>" a, e). Then 
(6.186) 
wherér> -..\0, k = 0, 1,2, ... , r(·) andr(k)(.) are the gammafunction and its kth deriva-
tive respective/y. 
Proof. Denote by E(r, k) the expectation on the left hand side of(6.186). By change 
of variable z = exp [± (y - /-lo) jao], we have E(r, k) = 
where the last equality is from the expression for derivatives of gamma function (see Farrell 
and Ross, 1963, p.22). QED. 
(II). Derivation of the Fisher information matrix (6.185) for the ME-EVD f(±) with 
ç =1= 0 and parameters j3 = (ç,'r},a,e)T. The score vector for observation t, 
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where w(x) == r'(x)/r(x) is the digamma function. Using the following lemma that is 
repeatedly used in deriving the Fisher information matrix, it is easy to show 
[ 8 (±). ]_ E 8(31n j (Yt, (30) - o. (6.187) 
Lemma 6.A.2. Suppose that Yt has the density j(±) (Yt; (30) defined in (6.182), where 
(3 = (ç, 17, a, B). Then 
E [ço Yt - Bo] r [ln(ço Yt ~ BO)] k l(ço Yt - Bo > 0) = (±ço)k r(k) (±ço(r + 170)) 
ao ao ao r(±Ço17o) 
(6.188) 
for any non-negative integer k and any real number r such that ±ço(r + 170) > 0, where 
r(.) and r(k) (.) are the gamma fonction and ifs kth derivative respective/y. 
Proof. Denote the expectation on the left hand side of (6.188) by E(r, k). By the 
change of variable x = ço(Yt - Bo)/ao, we have 
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It follows further from a change of variable, z = x±1/ço, that 
E(r, k) 
In the last equality, we used the expression for derivatives of the gamma function (see 
Farrell and Ross, 1963, p.22). QED. 
Proof of Proposition 6.1. . Denote the true value of the parameter vector by f3 (instead 
of f3o) and À = ±çry throughout this proof. Equalities (6.188), (6.187) and those in (3.52) 
will be used repeatedly in this proof. 
(a). The three terms bi~), b~~) and b~~) are obtained directly from the following 
second order derivatives ofln j(±) (Yt j (3): 
â2 1nj(±) 
âryâç 




E [81n j (±) 81n j (±)] 
âry âa 
-çryw'(±çry) =f w(±çry) + l/ç, 
- -t;,2w'(±çry), 
-l/a. 
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2 2 f "(À) r'(À) 
- [W(À)ç] + (±ç) f(À) =r= 2W(À)ç f(À) (±ç) 
- [W(À)ç]2 + e [w2 (À) + W'(À)] - 2 [W(À)ç]2 
_ eW'(À) = -E [02~~(±)] . 
[
OlnJ{±) oln j{±) ] 
E oç OTJ 
_ E { T"(À)~ ± [e Y'; er/~ [ln(e Y'; e) - 1] ;2 + ~ ~ 1 } ln(e Y'; e) 
[ TJ - 1 W(À)] (±ç)f'(À) ± ~ [ef"(À + 1) _ (±ç)f'(À + 1)] 
- ç =r= TJ f(À) e f(À) f(À) 
_ [± (TJ - 1) =r= w(À)À] w(À) ± [2W(À) + Àw2 (À) + ÀW'(À) _ 1 + ~W(À)] 
_ ±[ÀW'(À) + w(À)]- ~ = -E [o2 1n j (±)] . 
. ç OTJOç 
(b). 
The last equality is obtained by using equalities in Appendix 3.A-(II) ofChapter 3, equality 
W(À + 1) = W(À) + 1/ À shown in (4.107) as well as w'(À + 1) = w'(À) - 1/ À2 • Similarly, 
combining the equalities just used with f'(À + 2) = f(À + 1) + (À + l)f'(À + 1) and 
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r"(À + 2) = 2r'(À + 1) + (À + 1)r"(À + 1), we can show the information equality: 
[




02 ln j(±)] 
E oçoa - ~;" E [(~Yt; 8t/' (1 'f~ -ln(~Yt; 8)) 1 
- - ç;a [±çÀ'l!(1 + À) + À(±ç - 1)] = =f ç;a ['l!(1 + À) + 1 =f z] . 
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(d). 
[
ô2 1n f (±)] 
E ôeôB 
(e). 
E [ô2 1n f (±)] = -5.E (e Yt - B) -1 = _5. r(À 1= e). 
ôr]ôB a a a r(À) 
[
âlnj(±)ôln j (±)] = 1 [( Y B)±I/Ç-l Y B 1 E ôr] ôB . ±-;;E ç t; In(e t; ) 
_ ((~; 1) E [ ((y, ; 0) -1 In((Y'; 0)] 
_ ±!:. (±e) r'(À + 1 1= e) _ e(r] - 1) (±e) r'(À Te) 
a r(À) a r(À) 
- ~ r~(~/) {1 + (À T e)W(À 1= e) 1= e(r] - l)W(À T ç)} 
_ 5. r(À T e) = _ [ô21nf(±)] 





82In j (±)] = __ 1_ (Yt_())±1/e-1 = __ l_f(l+À=t=ç) 
E 8a8() . ça2 E ç a ça2 f(À) . 
[
8 ln j(±) 8 ln j(±)] 
E 8a 8() 
1] [8In j (±)] 1 [Yt_()]±2/e-l 1]-1 [Yt_()]±1/e -l 
- --E + -E ç-- =t= -E ç--
a 8() ça2 a a2 a 
1 f(À+2=t=ç) 1]-lf(À+1=t=ç) 
- ça2 f(À) =t= ~ f(À) 
f(À + 1 =t= ç) [À 1 (: C( -1)] = f(À + 1 =t= ç) = -E [82 ln j(±)] . 
- ça2f(À) + =t= '" =t= '" 1] ça2f(À) 8a8() 
(h). 
E [82 In j (±)] 
8()2 
[
8In j (±)]2 = 
E 8() 
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= r(À + 2 =t= 2ç) 2Ç(1] - 1) r(À + 1 =t= 2ç) [ç(1] _1)]2 r(À =t= 2ç) 
a2r(À) =t= 0'2 r(À) + a r(À) 
= r~~~~;) {(À + 1 =t= 2ç)(À =t= 2ç) - 2(À =t= ç)(À =t= 2ç) + (À =t= ç?} 
= r(À =t= 2ç) [(À2 C) C2] = -E [82 1n j (±)] 
a2r(À) =t= '" + '" arj2' 
QED. 
Corollary 6.A.l. Suppose that Yt has the density j(+)(Yt; (0) (or j(-)(Yt; (0)) defined 
if Ào > 2ço (or Ào > -2çoJ, the information matrix 1((0) and the Hessian H((o) exist, 
and the information matrix equality 1((0) = -H((o) holds. The elements of the Fisher 
information matrix, denoted by a~:) = -E[82 ln j(±) (Yti (0)/8(i8(j]' where a~:) = a;t) 
and (j represents the jth element of the parameter vector (, are given asfollows: 
(±) À 
an - 2 {w' (À + 1) + [w (À + 1) =t= 1/ ç .]2 + 1/ À } , (6.189) ç . 
(±) [çw(À) =t= 1]/e, aI2 -
(±) À 
aI3 - -2 [±W(À + 1) - 1/ç.], ça 
(±) r(À =t= ç) { À =t= ç } 
a I 4 - - ar(À) 1 + e[1 =t= çW(1 + À =t= ç)] , 
(±) W'(À), a22 -
(±) 1 
a23 ±ça' 
(±) ± r(À =t= ç) 
a 24 - ar(À) , 
(±) À 
a 33 - ea2 ' 
(±) r(1 + À =t= ç) 
a34 - ça2r(À) , 
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and 
where ail the expressions are evaluated at the true value (0 ofparameters. 
Proof. Let 13 = (ç, 'f/, a, B)T be the parameter vector of the density (6.182) and 
( = (ç, À, a, B)T be that of the density (6.181). Define a transformation of parameters: 
13 = h(() : ç = ç, 'f/ = ±À/ç, a = a, B = B. Then Fisher information matrices of the two 
densities, denoted respectively by 1(130) and 1((0)' are related as follows: 
where (\1çh(())T = (ôf3dô(j) is a matrix such thatits (i,j)-element is the partial deriva-
tive ôf3d ô(j' i, j = 1,2, .. .4. It follows from a straightforward calculation that 
(±) 
au 
The form of information matrix 1((0) = (a~:)) in (6.189) easily follows. QED. Notice 
that the Fisher information matrices (a~:)) in (6.189) and (b~:)) in (6.185) have no finite 
limit. This is due to the fact that both the alternatives (6.181) and (6.182), which are 
reparameterizations (0 = Jl- ajf,) of the original ME-EV density (6.170) for ç t- 0, can 
not reduce to any density as ç goes to zero. To incorporate the case of ç = 0, we have 
to go back to the original definition (6.170) of the ME-EV density, which has parameters 
(Ç, À, a, Jl). The following Remark gives the information matrix (cjJ~:)) of the ME-EVD 
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(6.170) including the limit case of ç -+ o. Letting ..\ = 1, the submatrix of (<p~:-»), obtained 
by eliminating its second row and column, reduces to the Fisher information matrix of the 
GEVD (see Prescott and Walden (1980), Kotz & Nadarajah (2000), p.63). 
Corollary 6.A.2. Consider the ME-EVD density j(+)(Yj 'ljJo) (or j(-)(Yj 'ljJo)) defined 
.\0 > 2ço (or .\0 > -2ço), the information matrix I( 'ljJo) and the Hessian H( 'ljJo) exist; the 
information matrix equality I('ljJo) = -H('ljJo) holds. If Ço =1= 0, the e/ements of the Fisher 









2 (±) 0"0 (±) 0" 0 (±) "'(±) _ (±) 0"0 (±) 
au + 2 ç~ a14 + Ç6 a 44 , '1'12 - a 12 + ç~ a 24 , 
(±) + 0"0 (±) _ ~ (±) _ 0"0 (±) ",(±) _ (±) + 0"0 (±) 
- a 13 2 a34 c a14 3 a44 , '1'14 - a 14 2 a 44 , Ço <"0 Ço Ço 
(±) (±) _ (±) 1 (±) (±) _ (±) 
a 22 , <P23 - a 23 - Ço a 24 , <P24 - a 24 , 
(±) 2 (±) 1 (±) (±) _ (±) 1 (±) (±) _ (±) 
- a 33 - c a34 + 2"a44 , <P34 - a 34 - Ca44 ,and <P44 - a 44 • 
<"0 Ço <"0 
If Ço -+ 0, the Fisher information matrix (<p~:-») has afinite limit, where 
<p(±) r"(.\) 1 r(4)(.\ + 1) 
U -+ r(..\) + 4 r(.\) , 
<p(±) 1 r"(..\) 12 -+ ±2 r(..\) , 
<p(±) 13 -+ ±.!. [!w(..\) ! r(3)(.\ + 1)] 0" 3 + 2 r(.\) , 
<p(±) 
-+ 





andwhere the submatrix (<p~:-»)t,j=2 approaches the information matrix (6.183) of the ME-
EVD j(±) with ç = o. Theselimit values in (6.191) can be eva/uated by (6.177). 
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Proof. Let 'lj; = (ç, À, a, f.-t)T be the parameter vector of the density (6.170) and 
( = (ç, À, a, Of be that of the density (6.181). Define a transformation of parameters: 
( = h( 'lj;) : ç = ç, À = À, a = a, 0 = Ji, - al ç. Then the Fisher information matrices of 
the two densities with Ço =1= 0, denoted respectively by 1('lj;0) and 1((0)' have the following 
relationship: 
where 
(\l1f;h('lj;))T = (8(iI8'lj;j) = ( ~ ~ ~ ~ ) . 
ale 0 -l/ç 1 
It follows from a straightforward calculation that the Fisher information matrix 1('lj;o) = 
(c/J~:)) has the expression in (6.190). The limit case of Ço ~ 0 is easily proved by using 
L'Hospitai's mie; we omit the proofhere. QED. 
Chapter 7 
Conclusions 
The thesis is devoted to the construction of parametric distributions with flexible tail 
behavior. We propose a general procedure for construction of a fully asymmetric distribu-
tion based on a symmetric parametric distribution. The constructed asymmetric distribution 
not only maintains almost aIl of the basic properties of the underlying symmetric distrib-
ution, such as closed-form expressions for the cdf, quantile function, moments of interest, 
expected shortfall, stochastic representation and so on, but also has a more flexible shape 
that allows for asymmetric tail behavior. Using this procedure, three classes of asymmet-
ric distributions are provided: the Asymmetric Exponential Power Distributions (AEPD), 
the Asymmetric Student-t Distributions (ASTD) and the Asymmetric Generalized t Dis-
tribution (AGTD). These distributions possess many desirable properties such as nesting 
the distributions typically used in estimation such as the normal (and skew-normal) or/and 
Student t (and skew-t); at the same time they are not only heavy-tailed and highly peaked, 
but in addition allow for a full tail asymmetry. The AEPD and ASTD are investigated here 
in detail. They are characterized by three shape parameters: two tail parameters and one 
skewness parameter, the first two of which control the asymmetry of tail behavior, while 
the last is interpreted as the probability of the left-hand side of the distribution (this in-
terpretation appHes to all asymmetric distributions constructed by our procedure). Based 
on various conditional Lr - norm deviations, a further interpretation of parameters of the 
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distributions is provided. Both classes of distribution still permit maximum likelihood es-
timation of aIl parameters , even though the usual regularity conditions are not satisfied. 
We illustrate the usefulness of the two distributions in predicting the downside risk 
of financial as sets and demonstrate their superiority over the use of skew-normal and skew-
Student's t distributions. Our results show that the tail asymmetry is more significant and 
more important than the skewness for sorne asset retum distributions such as that of the 
S&P 500 index; the GARCR models with an ASTD are superior to those with correspond-
ing AEPD according to various measures of goodness of fit, especially in AD, implying 
that the ASTD has a much better fit in the tails of distribution of ex post innovations than 
the AEPD. The AEPD and ASTD as innovation distributions of a GARCR type models 
have much better predictive performance than their subclasses with a single tail parame-
ter. Specifically, within the framework of NGARCR(1 ,1), we compare prediction perfor-
mance of the candidate distribution models for the VaR (value at risk) and ES (expected 
shortfall). For the VaR, the distributions with distinct tail parameters perform substan-
tially better than those with a single tail parameter, especially in the cases of small shortfall 
probabilities (see Table 5-4), and the AEPD type models are slightly better than the corre-
sponding ASTD type models; for the expected shortfall, the fully asymmetric distributions 
are absolutely superior to those with one tail parameter in terms of the mean absolute er-
ror (M AE); the M AE seems to favor the ASTD especially for larger loss thresholds (see 
Tables 5-5 and 5-6). 
Finally, two new classes of generalized extreme value distributions are proposed by 
using the maximum entropy principle; these classes include Jenkinson's GEV (Jenkinson, 
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1955) as special cases and cover the important and widely used case p > 0 of the GGD 
and IGG. They are generated by a Box-Cox transformation ofa gamma and inverse gamma 
random variable, and can be used to test whether the asymptotic distribution of an extreme 
belongs to the domain of attraction of Jenkinson's GEV. 
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Table 3-1: Simulation resultsfor the MLE of the AEPD 
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Table 3-1 (continued): Simulation resultsfor the MLE of the AEPD 
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Table 4-1: Simulation results for the MLE of the ASTD 
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Table 4-1 (continued): Simulation results'or the MLE o'the ASTD 
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Figure 3-18: The AEPD densities for alpha = 0.5, p1 = 1 
---p2=0.7, 1, 2 
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Figure 5-1: QQ plots for NGARCH(l,l) models with the AEPD 




Pl =112 Pl = 112, a = 0.5 
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Note: Quantile-quantile (QQ) plots with quantiles of the estimated (parametric) distributions of innovation of 
the NGARCH(l,l) modela (with AEPD and its three nested subclasses) on the abscissa and empirical quantiles 
of the ex post innovations on the ordinate. 
1 
( 
Figure 5-2: QQ plots for NGARCH(l,l) models with the ASTD 
No constraints a=0.5 
,/ + 
• + 
Vi = V2, a = 0.5 
Note: Quantile-quantile (QQ) plots with quantiles of the estimated (parametric) distributions of innovation of 
the NGARCH(l,l) models (with ASTD and its three nested subclasses) on the abscissa and empirical quantiles 















Figure 6-1 A: The ME-EVD densities for xi 
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. - . - •. lambda = 1/2 
--- lambda = 1 
- - - lambda=2 
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Figure 6-1 C: The ME-EVD densities for xi = -1/2 
. _. _ .. lambda = 1/2 
--- lambda = 1 
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Figure 6-10: The ME-EVD densities for xi = -1 
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Figure 6-4: Space of parameters (xi, eta) of the ME-EVD f (-) 
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. In the fourth quadrant, " -- A2: Ey2 ex/sts, but no Eva 
the information matrix equality holds. L--!'------------------------------:-----~ -3 , -3 
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Figure 6-5: Space of parameters (xi, eta) of the ME-EVD f (+) 
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