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Abstract. Acyclic conjunctive queries form a polynomially evaluable fragment
of deﬁnite nonrecursive ﬁrst-order Horn clauses. Labeled graphs, a special class
of relational structures, provide a natural way for representing chemical com-
pounds. We propose an algorithm speciﬁc to learning acyclic conjunctive queries
predicting certain properties of molecules represented by labeled graphs. Tocom-
pensate for the reduced expressive power of the hypothesis language and thus
the potential decrease in classiﬁcation accuracy, we combine acyclic conjunctive
queries with conﬁdence-rated boosting. This approach leads to excellent predic-
tion accuracy on the domain of mutagenicity.
1 Introduction
Machine Learning is traditionally concerned with the problem of approximating an un-
known target function f : X → Y , where the domain or instance space X is the Carte-
sian product of a ﬁxed set of attributes. Attributes are usually unordered or linearly
ordered sets. Despite the number of successful real-world applications using attribute-
value representation of the instances, the need of applying other representation lan-
guages in machine learning has long been recognized. One obvious argument has been
the problem that attribute-value representation is not appropriate for describing learn-
ing tasks involving instances with complex structures. Multi-relational learning, also
referred to as Inductive Logic Programming (ILP) [22,29], is one of the most suc-
cessful directions among the approaches of considering more expressive representation
languages in learning.
In ILP, various classes of ﬁrst-order languages are used to describe the input (i.e.,
examples and background knowledge) and output (i.e., hypotheses) components of the
learning algorithms. First-order languages, on the one hand, provide a natural way for
describing learning problems over structurally complex instance spaces. In addition,
hypotheses in this language are relatively easy to understand for users. On the other
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turen f¨ ur heterogene Informationsr¨ aumehand, however, serious decidability and complexity problems may arise from their use
during the learning process. As an example, the membership problem, i.e., the problem
of deciding whether an instance belongs to the concept represented by an hypothesis,
becomesundecidableinﬁrst-orderlogic.Tocontrolsuchproblems,differenttechniques
(e.g., hypothesis language and search biases) have been proposed in ILP.1
Labeled graphs are one of the most important tools describing objects and the way
theyareconnected.Theyarerelationalstructuresdeﬁnedusuallyovervocabulariescon-
sisting of a single binary and a ﬁnite set of unary predicate symbols. They provide, in
particular, a natural way for representing chemical compounds. Although ILP is con-
cerned with learning from relational structures, and many ILP applications have been
devoted to computational chemistry, surprisingly there are only few results (see, e.g.,
[12]) in the direction of restricting instances to labeled graphs. Such a structural as-
sumption could then be exploited in the learning process to control decidability and
complexity problems mentioned above.
In this work, we propose a boosted algorithm designed to learn acyclic conjunc-
tive queries predicting unknown properties of chemical compounds. Our algorithm as-
sumes that compoundsare representedby relational structures correspondingto labeled
graphs. We consider learning problems of the following form: Given disjoint sets E+
and E− of labeled graphs representing chemical compounds, ﬁnd a set of deﬁnite ﬁrst-
order Horn clauses consistent (within some error) with E+ and E−. Since examples
are disjoint labeled graphs, we use the learning from interpretations ILP setting [7] as
the most plausible model for our purpose. In the algorithm presented, we apply top-
down induction, a popular technique based on reﬁnement operators [23] for ﬁrst-order
clauses. In our approach, reﬁnement operators are deﬁned by building blocks. In this
work, we assume that such building blocks are provided by an expert. We are work-
ing on automatic extraction of building blocks for labeled graphs. We will discuss this
problem later on.
In computational chemistry, pattern matching is usually deﬁned by subgraph iso-
morphism. Since subgraph isomorphism generalizes the Hamiltonian path problem, it
is NP-complete. In planar graphs, however, it can be solved in linear time for any pat-
tern of constant size [9]. The importance of this result is that many molecules can be
represented by planar graphs. In contrast to this approach, we deﬁne pattern matching
by ﬁrst-order logical implication, which in turn is equivalent to homomorphism [20]
between relational structures in the problem setting considered. Since isomorphisms
are special homomorphisms, we thus apply a more general operator in pattern match-
ing. This may be important e.g. in applications, where the length of paths connecting
substructuresis not relevant.Homomorphismbetweenﬁnite relationalstructures gener-
alizes the graph vertex k-coloring problem, and is thus NP-hard. It becomes, however,
polynomial for patterns of small tree-width. Intuitively, tree-width measures the degree
of cyclicity of structures. In this paper, we restrict the search space to patterns of tree-
width one, also referred to as acyclic patterns. We note that homomorphism for this
fragment is LOGCFL-complete [14] and is therefore highly parallelizable.
1 We note that limitations regarding expressive power are not resolved completely by ﬁrst-order
logic, as ﬁrst-order sentences are only able to capture local properties of structures (see, e.g.,
[8]).In [17], we have presented a greedy algorithm for learning acyclic patterns. By this
restriction, however, we reduce the expressive power of the hypothesis language. To
compensate for the reduced expressiveness and thus the decrease in classiﬁcation ac-
curacy potentially resulting from it, in the proposed algorithm we combine acyclic pat-
terns with conﬁdence-rated boosting [26]. Ensemble methods, in particular boosting,
are successful tools for increasing the prediction accuracy of classiﬁcation learners by
combining a set of only moderately accurate base hypotheses into one highly accurate
strong hypothesis. Boosting works by repeatedly calling a base learner on reweighted
versions of the training data, and thereby constructingan ensemble of specialized rules,
or base hypotheses, which are ﬁnally combined into one prediction by weighted major-
ity vote. In the framework of conﬁdence-rated boosting, each base hypothesis not only
predicts a classiﬁcation but also generates a conﬁdence score for this prediction.
The rest of the paper is organized as follows. In Section 2, we ﬁrst review the nec-
essary notions and results related to acyclic conjunctive queries. Section 3 is devoted
to conﬁdence-rated boosting. In Section 4, we describe our algorithm along with some
implementation issues, and in Section 5, we experimentally show on the domain of
mutagenicity [19] that combining acyclic patterns with conﬁdence-rated boosting [26]
leads to excellent prediction accuracy. Finally, in Section 6 we conclude and discuss
directions for future works.
2 Acyclic Conjunctive Queries
In this work, we restrict the hypothesis space to acyclic conjunctive queries. Acyclic
conjunctive queries form a practically relevant, efﬁciently evaluable fragment of ﬁrst-
order deﬁnite Horn-clauses. As an advantage over other ILP evaluation techniques, we
note that acyclic conjunctive queries allow evaluation of a set of instances in one sin-
gle step. In this section we repeat the necessary notions related to acyclic conjunctive
queriesfromourpreviouswork[17].Inthe Appendix,we givefurtherdetails onacyclic
conjunctivequeries.Foradetailedintroductionto acyclicconjunctivequeriesthe reader
is referred to e.g. [1].
Throughout this section, we consider vocabularies consisting of a set of constant
symbols, a distinguished predicate symbol called the target predicate, and a set of pred-
icates called the background predicates. Thus, (non-constant) function symbols are not
included in the vocabulary. Examples are ground atoms of the target predicate, and
the background knowledge is an extensional database consisting of ground atoms of
the background predicates. Furthermore, we assume that hypotheses are deﬁnite non-
recursive ﬁrst-order clauses, or in the terminology of relational database theory, con-
junctive queries of the form L0 ← L1,...,Ll, where L0 is a target atom, and Li is a
background atom for i = 1,...,l.
In order to deﬁne a special class of conjunctive queries, called acyclic conjunctive
queries, we ﬁrst need the notion of acyclic hypergraphs. A hypergraph (or set-system)
H = (V,E) consists of a ﬁnite set V called vertices, and a family E of subsets of V
called hyperedges.A hypergraphis α-acyclic [10], or simply acyclic, if one can remove
all of its vertices and edges by deleting repeatedly either a hyperedge that is empty or
is contained by another hyperedge,or a vertex contained by at most one hyperedge[15,30]. Note that acyclicity as deﬁned here is not a hereditary property, in contrast to e.g.
the standard notion of acyclicity in ordinary undirected graphs, as it may happen that
an acyclic hypergraph has a cyclic subhypergraph. For example, consider the hyper-
graph H = ({a,b,c},{e1,e2,e3,e4}) with e1 = {a,b}, e2 = {b,c}, e3 = {a,c}, and
e4 = {a,b,c}. This is an acyclic hypergraph, as one can remove step by step ﬁrst the
hyperedges e1, e2, e3 (as they are subsets of e4), then the three vertices, and ﬁnally, the
empty hypergraph is obtained by removing the empty hyperedge that remained from
e4. On the other hand, the hypergraph H′ = ({a,b,c},{e1,e2,e3}), which is a subhy-
pergraphof H, is cyclic, as there is no vertex or edge that could be deleted by the above
deﬁnition. In [10], other degrees of acyclicity are also considered, and it is shown that
amongthem, α-acyclic hypergraphsform the largest class properlycontainingthe other
classes.
Using the abovenotion of acyclicity, now we are ready to deﬁne the class of acyclic
conjunctive queries. Let Q be a conjunctive query and L be a literal of Q. We denote
by Var(Q) (resp. Var(L)) the set of variables occurring in Q (resp. L). We say that Q
is acyclic if the hypergraph H(Q) = (V,E) with V = Var(Q) and E = {Var(L) :
L is a literal in Q} is acyclic. For instance, from the conjunctive queries
P(X,Y,X) ← R(X,Y ),R(Y,Z),R(Z,X)
P(X,Y,Z) ← R(X,Y ),R(Y,Z),R(Z,X)
the ﬁrst one is cyclic, while the second one is acyclic.
3 Conﬁdence-Rated Boosting
Boosting has established itself as a successful method for improving the classiﬁcation
accuracy of a learning system by combining the predictions of several base classiﬁers
learned in iterative calls to the underlying learner. Numerous algorithms have emerged
whichdemonstratesuperiorperformanceona broadrangeof applicationproblems(see,
e.g., [11,25,5,24,16]).
Theideacommontoall boostingalgorithmsis to“boost”a weaklearnerperforming
only slightly better than random guessing into an arbitrarily accurate learner by repeat-
edly calling it on reweighted versions of the training data, and thereby constructing an
ensembleofspecialized rules,or basehypotheses.Predictionsare basedonall members
of the learned ensemble by combining the individual predictions by weighted majority
vote into one strong hypothesis.
Thereweightedversionsofthetrainingset E onwhichthebaselearneris repeatedly
called are obtained by maintaining a probability distribution Dt over E modeling the
weight Dt
i associated with each training example ei in the t-th iteration of boosting. Dt
i
indicates the inﬂuence of an instance ei when learning a base classiﬁer Ct. Initially, the
inﬂuence of all the instances is identical, i.e., the probabilitydistribution D1 is uniform.
Ineachiterativecalltofthebaselearner,abasehypothesisCt withanassociatedweight
˜ ct is learned based on E weighted according to the current distribution Dt.
In the framework of conﬁdence-rated boosting, the prediction of a base hypothesis
Ct is conﬁdence-rated.The sign of ˜ ct indicates the label predicted by Ct to be assignedto an instance, whereas the absolute value of ˜ ct is interpreted as Ct’s prediction conﬁ-
dence, or the reliability of Ct’s prediction. A base hypothesis’ prediction conﬁdence is,
on the one hand, used as its vote in the ﬁnal, strong, hypothesis H, and, on the other
hand, to update the distribution Dt for the next iteration of the base learner. The distri-
bution is modiﬁed such that the weights of misclassiﬁed instances are increased while
the weights of correctly classiﬁed instances are decreased. This way, the learner has to
focus on those examples which are not correctly classiﬁed by the current ensemble.
Depending on the exact framework, a base hypothesis can apply distinct predic-
tion conﬁdences to different examples. Here, we employ a form of conﬁdence-rated
boosting in which a base hypothesis is restricted to make a prediction only for those
examples which are covered by it, and to abstain otherwise. We furthermore restrict,
following Cohen and Singer’s approach to constrained conﬁdence-rated boosting [5],
the base hypotheses to either of two forms. A hypothesis either predicts, in the binary
case we deal with here, the positive class with a positive prediction conﬁdence, or it is
the default hypothesis, just comprising the target predicate to be learned and satisfying
all examples, with an assigned negative conﬁdence.
As suggested by [5], we aim at minimizing the ensemble’s training error by search-
ingineachroundofboostingfora basehypothesismaximizingtheobjectivefunction ˜ Z
which is, for a base hypothesis Ct, deﬁned based on the collective weight of all positive
and negative instances covered by Ct:
˜ Z(Ct) =
s X
(xi,yi)∈E+,xi covered by Ct
Dt
i −
s X
(xi,yi)∈E−,xi covered by Ct
Dt
i . (1)
After the last iteration of the base learner, the strong hypothesis H is formed on
the basis of all hypotheses Ct learned over the course of iterations, and their assigned
prediction conﬁdences ˜ ct deﬁned by
˜ ct =
1
2
ln
 P
(xi,yi)∈E+,xi covered by Ct Dt
i + 1
2m P
(xi,yi)∈E−,xi covered by Ct Dt
i + 1
2m
!
(2)
(see also [5]). To classify an instance x, the prediction conﬁdences of all base hypothe-
ses covering x are summed up. If this sum is positive, the strong hypothesis classiﬁes x
as positive, otherwise x is classiﬁed as negative:
H(x) = sign
 
X
ht
ht(x)
!
. (3)
ht : X → ℜ is a function which maps each instance x to a real-valued number, i.e., to
the prediction conﬁdence of ˜ ct if x is covered by Ct, and to 0 otherwise:
ht(x) =
￿
˜ ct if x is covered by Ct
0 otherwise . (4)Algorithm 1 BACQ
Require: set of labeled ground P-atoms and a labeled graph B over predicates A and B
Ensure: a set of conﬁdence-rated acyclic conjunctive queries
1: let Cdefault be the unit clause P(X1,...,Xr) ←
2: let D(xi) = 1/m for i = 1,...,m
3: for t = 1,...,T do
4: for k = 1,...,K do
5: Ck = Cdefault
6: while ∃C ∈ R(Ck,N) such that e Z(C) > e Z(Ck), where R(Ck,N) is a set
containing (at most) N randomly selected acyclic reﬁnements of Ck do
7: Ck = C
8: end while
9: end for
10: let Ct = Cj satisfying e Z(Cj) = max
k=1,...,K
e Z(Ck)
11: let Rt =
(
Ct if e Z(Ct) > |e Z(Cdefault)|
Cdefault otherwise
12: let Cov be the set of examples covered by Rt
// Cov is computed in a single step (see Algorithm EVALUATE in the Appendix)
13: for i = 1,...,m do
14: if xi ∈ Cov then
15: let D(xi) = D(xi) · e
−yi·e cRt
16: end if
17: end for
18: let D(xi) = D(xi)/Zt for i = 1,...,m, where Zt =
P
i=1,...,m
D(xi)
19: end for
20: return {(R1,e cR1),...,(RT,e cRT )}
4 Boosting Acyclic Conjunctive Queries
Inthissection,wepresentanalgorithmdesignedtolearnacyclicconjunctivequeries
predicting unknown properties of chemical compounds. Our algorithm assumes that
compounds are represented by relational structures corresponding to labeled graphs.
More precisely, we assume without loss of generality that the vocabulary consists of
a target predicate P of arity mP, and background predicates A and B of arities mA
and mB, respectively. For each compound, we have a ground target atom of the form
P(a1,...,amP), where a1 is the identiﬁer of the compound, and a2,...,amP are at-
tributevaluesforthewholecompound(e.g.,ǫ-lumo).Each(chemical)atomis described
by a fact of the form A(b1,...,bmA), where b1 is the identiﬁer of the compound con-
taining the atom, b2 is the atom’s identiﬁer, and b3,...,bmA are attribute values for the
atom. Finally, each bond is represented by a ground atom of the form B(c1,...,cmB),
where c1 is the compound identiﬁer, c2,c3 are the identiﬁers of the atoms connected
by the bond, and c4,...,cmB are attribute values for the bond. Thus, the ground atoms
A and B represent the labeled vertices and labeled edges of the labeled graphs corre-
sponding to B. We note that our approach assumes that molecules are represented inthe learning from interpretation setting [7], i.e., the substructures of the background
knowledge representing the compounds are pairwise disjoint.
The algorithm combining top-down induction of acyclic conjunctive queries with
conﬁdence-rated boosting is given in Algorithm 1. In Steps 1 and 2 of the algorithm,
weﬁrstinitializethedefaultclauseandthedistributionoverthesetoftrainingexamples.
Then, we learn T weak hypotheses (Steps 3–19 of the Algorithm), where T is a user
deﬁned parameter.
To ﬁnd a weak hypothesis, i.e., an acyclic conjunctive query, we apply top-down
induction using the following reﬁnement operator. We ﬁrst select at random a literal
with one of the predicate symbols P, A, or B from the clause to be reﬁned. Then,
depending on its predicate symbol, we add a set of literals to the clause as follows.
If the selected literal is a P-literal (i.e., it is the head of the clause), with the same
probability,
– either an atom or a building block (e.g., a benzene ring) is added to the clause,
– or one of the attributes of the P-atom is selected at random, and the best special-
ization for this attribute with respect to e Z deﬁned in Eq. (1) is computed.
If an A-atom (i.e., a labeled vertex in the graph) has been selected, we add to the clause
– either literals representing a labeled edge ending in this vertex,
– or a building block containing the selected vertex,
– or constraints specializing one of the attributes of the vertex in a similar fashion as
described above.
Finally, for B-atoms, i.e., for labeled edges,
– we add either a set of literals deﬁning a building block,
– or compute the best value for one of its attributes.
We notethatnoneoftheabovereﬁnementsviolatestheacyclicityproperty.Inparticular,
buildingblocksarerestrictedto beacyclic,andthus,as theyshareat most oneedgewith
the labeled acyclic graph corresponding to Ck in Step 6, adding such a building block
always results in an acyclic clause.
At the same time of adding a set of literals (i.e., atom, bond, or building block)
to the clause, for each attribute of the literals we compute the best value with respect
to e Z and specialize the attribute with its value, for which e Z is maximal. In contrast
to the greedy search used in [5], in Steps 5–7 of the algorithm, we apply simple local
search for ﬁnding an acyclic conjunctive query. That is, we start the local search by
the default clause, and reﬁne it as long as its reﬁnement selected at random improves
its quality measured by e Z. We repeat the random local search algorithm K times (see
Step 4 of the algorithm) and select the acyclic conjunctive query of the best quality. In
Steps 12–17, we then update the distribution over the training set.
5 Empirical Results on the Domain of Mutagenicity
We evaluated our approach on the ILP-benchmarkproblem of Mutagenicity. The learn-
ing task is to predict the mutagenicity of nitroaromatic compounds. Mutagenic com-
pounds are often known to be carcinogenic and to cause damage to the DNA. Not allcompoundscanbe empiricallytestedformutagenicity,andthe predictionofmutagenic-
ity is vital to understanding and predicting carcinogenesis.
Of the several relational descriptions that are available for the domain [28], we use
the strongly structured description B4 which comprises a description of the atoms of
the molecules and the bonds between these atoms; global properties of the molecule as
e.g. their hydrophobicity;chemical structures present in the molecules as e.g. benzenic
or methylic groups.
Table 1. Accuracy ± standard deviation for the Mutagenicity domain for BACQ with different
numbers of iterations ranging from 50 to 400, in comparison to other systems
ACQ C
2RIB FOIL Fors G-Net Progol STILL
[17] [16] [19] [18] [2] [19] [27]
87.0 88.0 82.0 89.0 92.0 88.0 90.0
n/a ±3.4 ±3.0 ±6.0 ±8.0 ±2.0 ±5.0
BACQ BACQ BACQ BACQ BACQ BACQ BACQ BACQ
50 100 150 200 250 300 350 400
89.9 89.9 91.5 90.4 92.0 92.0 91.5 91.5
±4.6 ±4.6 ±3.8 ±4.9 ±3.8 ±3.8 ±3.8 ±4.5
Here, we consider the subset of 188so called regression-friendlycompounds125 of
which are classiﬁed as having positive levels of mutagenicity. The predictive accuracy
is estimated by 10-fold-cross-validation, where we use the same folds as [28] for their
experiments with Progol. The accuracy and standard deviation obtained in our exper-
iments with BACQ is displayed in Table 1 for various numbers of iterations ranging
from 50 to 400, together with reference results on the same dataset using background
knowledge B4, and the sources from which these results are reported. ACQ is an ILP
learner based on acyclic conjunctive queries which we previously introduced [17] and
which serves as a starting point for the work presented in this paper.
Our results are indeed very promising. The classiﬁcation accuracy obtained after
only T=50 iterations with BACQ is lower than, however in the range of the standard
deviation of, the best result reported so far for the Mutagenicity domain, accomplished
with the system G-Net [2]. The result is also on par with the second best result re-
ported for the domain, achieved with the system STILL [27]. For increasing T=250,
and T=300, respectively, the classiﬁcation accuracy is identical to the best one reported
for this domain, G-Net [2], however with only half the standard deviation. Irrespective
of the number of boosting iterations, our results with BACQ lie well in the range of
the standard deviations reported for the learning systems most successful on the Muta-
genicity domain. The classiﬁcation accuracy of ACQ is signiﬁcantly outperformed by
any result of BACQ.6 Conclusion
In this paper, we have presented an algorithm speciﬁc to learning acyclic conjunc-
tive queries predicting unknown properties of chemical compounds. Here, chemical
compoundsare represented by relational structures correspondingto labeled graphs the
structural properties of which are utilized to control decidability and complexity prob-
lems arising from using ﬁrst-order languages in multi-relational learning.
In this work, complex patterns present in the background knowledge are used as
building blocks in the top-down induction of acyclic conjunctive queries. In the work
presented here, we assume that such buildings blocks are provided by an expert. How-
ever, we are working on automatic extraction of cyclic and tree patterns. To extract
cyclic patterns from the backgroundknowledge,we can ﬁrst compute the number N of
vertices for the greatest compound. Then, for every ℓ = 2,...,N we can compute the
set of cycles of length ℓ occurring in the background knowledge. For a ﬁxed ℓ, this can
be done by evaluating ﬁrst the acyclic conjunctive query
cycle(Y1,...,Yℓ) ← B(X,Y1,Y2,Z1,1,...,Z1,mB−3),
B(X,Y2,Y3,Z2,1,...,Z2,mB−3),
. . .
B(X,Yℓ−1,Y1,Zℓ−1,1,...,Zℓ−1,mB−3)
and then removing from the answer set the tuples (a1,...,aℓ) satisfying ai = aj for
some 1 ≤ i < j ≤ ℓ. By the last step we ﬁlter those closed walks that are not cycles. If
the remaining set is nonemptythen for all possible subsets {V1,...,Vk} of the nominal
attributes of A and B, and for all possible combinations {v1,...,vk} of the values of
these attributes, we can check in a similar way, whether there is a cycle of length ℓ such
that Vi = vi in each atom and in each bond in the cycle for every i = 1,...,k. This
method is exponential in the number of nominal attributes of A and B. However, it is
effective if the number of nominal attributes is small. To extract tree patterns, we are
going to investigate the labeled graph obtained by removing all edges occurring in a
cycle.
In ILP, examples are usually evaluated one by one. One of the major advantages of
our approach is that acyclic conjunctive queries allow, in contrast to Prolog evaluation,
examples to be evaluated in one step.
Restricting the search space to acyclic patterns implies, however, a reduced expres-
siveness and a potential decrease in classiﬁcation accuracy. These shortcomings are
counteractedby combiningacyclic conjunctive queries with conﬁdence-ratedboosting.
The evaluation of this approach on the domain of mutagenicity shows that combin-
ing acyclic patterns with conﬁdence-rated boosting leads to excellent prediction accu-
racy. These encouraging results need to be substantiated in future work, in particular in
the direction of examining other domains.
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Appendix: Acyclic Conjunctive Queries
In this appendix we give an algorithm for acyclic conjunctive query evaluation.
In [3] it is shown that the class of acyclic conjunctivequeries is identical to the class
of conjunctive queries that can be represented by join forests [4]. Given a conjunctive
query Q, the join forest JF(Q) representing Q is an ordinary undirected forest such
that its vertices are the set of literals of Q, and for each variable x ∈ Var(Q) it holds
that the subgraph of JF(Q) consisting of the vertices that contain x is connected (i.e.,
it is a tree).
Now we show how to use join forests for efﬁcient acyclic query evaluation. Let E
be a set of ground target atoms and B be the background knowledge as deﬁned at the
beginning of this section, and let Q be an acyclic conjunctive query with join forest
JF(Q). In order to ﬁnd the subset E′ ⊆ E implied by Q with respect to B, we can
apply the following method. Let T0,T1,...,Tk (k ≥ 0) denote the set of connected
components of JF(Q), where T0 denotes the tree containing the head of Q, and let
Qi ⊆ Q denote the query represented by Ti for i = 0,...,k. The deﬁnition of the Qi’s
implies that they forma partitionof the set of literals of Q such that literals belongingto
different blocks do not share common variables. Therefore, the subqueries Q0,...,Qk
can be evaluated separately; if there is an i, 1 ≤ i ≤ k, such that the Boolean conjunc-
tive query Qi (i.e., a conjunctive query with empty head) is false with respect to B then
Q implies none of the elements of E with respect to B, otherwise Q and Q0 imply the
same subset of E with respect to B. By deﬁnition, Q0 implies an atom e ∈ E if there
is a substitution mapping the head of Q0 to e and the atoms in its body into B, and Qi
(1 ≤ i ≤ k) is true with respect to B if there is a substitution mapping Qi’s atom into
B. That is, using algorithm EVALUATE given below, Q implies E′ with respect to B if
and only if
(E′ ⊆ EVALUATE(B ∪ E,T0)) ∧
 
k ^
i=1
(EVALUATE(B,Ti)  = ∅)
!
.
It remains to discuss the problem of how to compute a join forest for an acyclic
conjunctive query. Using maximal weight spanning forests of ordinary graphs, in [4]
Bernstein and Goodmangivethe followingmethod to this problem.Let Q be an acyclic
conjunctive query, and let G(Q) = (V,E,w) be a weighted graph with vertex setalgorithm EVALUATE
input: extensional database D and join tree T with root
labeled by n0
output: {n0θ: θ is a substitution mapping the nodes of T into D}
let R = {n0θ: θ is a substitution mapping n0 into D}
let the children of n0 be labeled by n1,...,nk (k ≥ 0)
for i = 1 to k
S = evaluate(D,Ti) // Ti is the subtree of T rooted at ni
R = the natural semijoin of R and S wrt. n0 and ni
endfor
return R
V = {L : L is a literal of Q}, edge set E = {(u,v) : Var(u) ∩ Var(v)  = ∅}, and
with weight function w : E → IN deﬁned by
w : (u,v)  → |Var(u) ∩ Var(v)| .
Let MSF(Q)be a maximalweight spanningforest ofG(Q). Note thatmaximalweight
spanning forests can be computed in polynomial time (see, e.g., [6]). It holds that if Q
is acyclic then MSF(Q) is a joint forest representing Q. In addition, given a maximal
weightspanningforestMSF(Q) ofa conjunctivequeryQ,instead of usingthe method
given in the deﬁnition of acyclic hypergraphs, in order to decide whether Q is acyclic,
one can check whether the equation
X
(u,v)∈MSF(Q)
w(u,v) =
X
x∈Var(Q)
(Class(x) − 1) (5)
holds, where Class(x) denotes the number of literals in Q that contain x (see also [4]).2
2 The reason why Class(x) − 1 is used in (5) is that the number of edges in a tree is equal to its
number of vertices minus 1.