Coherence Optimization and Best Complex Antipodal Spherical Codes by Zörlein, Henning & Bossert, Martin
1Coherence Optimization and
Best Complex Antipodal Spherical Codes
Henning Zo¨rlein, Student Member, IEEE, and Martin Bossert, Fellow, IEEE
Abstract
Vector sets with optimal coherence according to the Welch bound cannot exist for all pairs of dimension and cardinality. If
such an optimal vector set exists, it is an equiangular tight frame and represents the solution to a Grassmannian line packing
problem. Best Complex Antipodal Spherical Codes (BCASCs) are the best vector sets with respect to the coherence. By extending
methods used to find best spherical codes in the real-valued Euclidean space, the proposed approach aims to find BCASCs,
and thereby, a complex-valued vector set with minimal coherence. There are many applications demanding vector sets with low
coherence. Examples are not limited to several techniques in wireless communication or to the field of compressed sensing. Within
this contribution, existing analytical and numerical approaches for coherence optimization of complex-valued vector spaces are
summarized and compared to the proposed approach. The numerically obtained coherence values improve previously reported
results. The drawback of increased computational effort is addressed and a faster approximation is proposed which may be an
alternative for time critical cases.
Index Terms
Coherence optimization, Grassmannian line packing, equiangular tight frames, Welch bound, spherical codes.
I. INTRODUCTION
THE coherence of vector sets is an important and a limiting factor in many applications like Multiple-Input Multiple-Output (MIMO) and Code Division Multiple Access (CDMA) wireless systems, non-orthogonal multi-pulse modulation
and Compressed Sensing (CS) [1]–[8]. Therefore, research in coherence optimization is of natural interest.
The problem of coherence optimization is related to several other well known optimization problems, e.g. Grassmannian
line packing, sphere packing, minimum distance optimization and frame design, consequently, the field has already a large
history [9]–[11]. Often, only the case of real vector spaces is considered. In this paper, the more general complex case shall
be of central interest. Only a few, very specific analytical (nearly) optimal solutions are known. However, several different
numerical approaches have been proposed in the last decades. Since the optimization problem is very challenging, there is
still ongoing research. Therefore, we propose a concept for coherence minimization which is based on distance optimization
of Complex Antipodal Spherical Codes (CASCs), since it is shown that Best Complex Antipodal Spherical Codes (BCASCs)
result in vector sets of minimal coherence. The performance of the proposed scheme is numerically evaluated and compared
to existing alternatives for coherence minimization.
The remainder of this paper is structured as follows: In Section II, the optimization problem and the necessary notation is
defined and connected to minimal distance maximization and Grassmannian line packing. The concept of BCASCs is introduced
in Section III and used for coherence optimization. The proposed approach is discussed in Section IV. The success of the
optimization is numerically evaluated in Section V.
II. NOTATION AND PREREQUISITES
Matrices are denoted by bold capital letters, e.g., A ∈ CN×M , and vectors by bold lower-case letters, e.g., s ∈ CN
throughout the paper. Scalar values are represented by non-bold letters, e.g., α ∈ R. In the following, if not stated otherwise,
the N -dimensional complex vector space CN is considered. Consequently, the inner product between two vectors s1, s2 ∈ CN
is defined as 〈s1, s2〉 = sH1 s2 and the norm as ‖s1‖ =
√〈s1, s1〉 ∈ R. A complex number s = sR + i · sI ∈ C consists of a
real part sR = Re(s) and an imaginary part sI = Im(s).
A. Coherence, the Welch Bound and Beyond
A vector set A can be represented by a matrix A ∈ CN×M , where the M columns of dimension N correspond to the
vectors of A. The coherence of A is defined as
µ(A) = max
i 6=j
|〈ai,aj〉|
‖ai‖‖aj‖ , (1)
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2where ai denotes the i-th column. For the case of column-normalized matrices (e.g., those corresponding to spherical codes),
the normalization is often omitted in the definition: µ(A) = max
i 6=j
|〈ai,aj〉|.
In the following, the non-trivial case of M > N is considered, where the value of the coherence µ(A) is lower bounded
by the so called Welch bound:
µ(A) ≥
√
M −N
N(M − 1) (2)
This bound has been actually stated first for the real-valued case A ∈ RN×M by Rankin [12] and for the complex-valued case
by Welch [13]. Therefore, it is sometimes also called Rankin or simplex bound [10].
It is desirable to obtain a set of vectors A which achieves equality in (2). However, two different criteria for determining
whether a set satisfies the Welch bound with equality have been established in literature [14]. Massey et al. [15] consider the
Root Mean Square (RMS) magnitude of the inner product and denote vector sets as Welch Bound Equality (WBE) sequences
for which √√√√√ 1M(M − 1)
M∑
k=1
M∑
l=1
l 6=k
|〈ak,al〉|2 =
√
M −N
N(M − 1) (3)
is fulfilled. However, the maximal inner product is considered in the majority of publications as it is implied by equality of (1)
and (2). The corresponding sets are denoted as Maximum Welch Bound Equality (MWBE) sequences by [14] and form a
subclass of WBE sequences. For the remainder of this paper, only the maximal inner product, and therefore, MWBE sequences
will be considered.
According to [16], MWBE sequences can only exist if
M ≤ N(N + 1)
2
, for A ∈ RN×M
M ≤ N2, for A ∈ CN×M . (4)
It should be noted that these are just necessary conditions since cases are shown in [10] for which equality in (2) cannot be
achieved.
Settings with large M , in which the Welch bound cannot be met with equality according to (4), are considered by several
bounds. For example, the orthoplex bound is given in [10] for the real-valued case, and has been subsequently extended to the
complex-valued case in [17], [18]:
µ(A) ≥
√
1
N
(5)
The orthoplex bound is only achievable if
N(N + 1)
2
< M ≤ (N − 1)(N + 2), for A ∈ RN×M
N2 < M ≤ 2(N2 − 1), for A ∈ CN×M . (6)
Levenshtein developed another bound for the described case of too many vectors [19]–[21]:
µ(A) ≥
√
3M −N2 − 2N
(N + 2)(M −N) , for A ∈ R
N×M
µ(A) ≥
√
2M −N2 −N
(N + 1)(M −N) , for A ∈ C
N×M (7)
And a few decades later, a further bound for this case has been derived in [22], [23]:
µ(A) ≥ 1− 2M− 1N−1 (8)
Taking the maximum over all mentioned bounds, within their corresponding regimes, results in the following composite
3lower bound for the complex case:
µ(A) ≥

for M ≤ N2 :√
M−N
N(M−1)
for N2 < M ≤ 2(N2 − 1) :
max
{√
1
N ,
√
2M−N2−N
(N+1)(M−N) , 1− 2M−
1
N−1
}
for 2(N2 − 1) < M :
max
{√
2M−N2−N
(N+1)(M−N) , 1− 2M−
1
N−1
}
(9)
B. Frame Theory
The concept of frame theory has been introduced in 1952 [24]. In the following, only finite frames are considered. Because
of M > N , a frame can be interpreted as an overcomplete basis. A set A = {ai}M1 of M vectors spanning CN is denoted as
frame if there exist two constants 0 < A ≤ B <∞, such that for all x ∈ CN
A‖x‖2 ≤
M∑
i=1
|〈ai,x〉|2 ≤ B‖x‖2, (10)
where A,B ∈ R are the so called frame bounds. If A = B, A is denoted as A-tight frame. Consequently, the rows of the
corresponding matrix A are of equal-norm and orthogonal to each other. If ‖ai‖ = 1 for i = 1 . . .M , A is called a unit
norm frame. Thus, a Unit Norm Tight Frame (UNTF) has necessarily a frame bound A = M/N also known as the frame
redundancy. An Equiangular Tight Frame (ETF) has the additional property |〈ai,aj〉| = µ ∀ i 6= j. By this definition, an
ETF consists out of MWBE sequences. A detailed introduction to frame theory can be found in [25]–[27]. In [28], frames
minimizing (1) are defined as Grassmannian frames. By definition, an ETF is an optimal Grassmannian frame.
For a given full-rank matrix A, the closest B-tight frame in Frobenius norm can be calculated by B(AAH)−1/2A [29]. This
can be used to obtain a B-tight frame which is close to a (numerically obtained) non-optimal Grassmannian frame.
In [30], the frame potential
FP({ai}M1 ) =
M∑
k=1
M∑
l=1
|〈ak,al〉|2 (11)
is derived from a frame force, which is notably different from the forces subsequently defined in this paper. Minimizing the
frame potential results in UNTF [30]. For these frames, FP({ai}M1 ) equals (3) up to a constant factor, and thus, a UNTF
consists out of WBE sequences.
C. Grassmannian Line Packing
The set of all n-dimensional subspaces of CN (or RN for the real-valued case) is denoted as Grassmannian space G(N,n) [10].
The problem of finding the best packing of M n-dimensional subspaces in CN , with respect to some distance function, is
commonly described as the Grassmannian subspace packing problem. In literature, several distance functions are considered
(e.g. the chordal or geodesic metric) [10]. For the one-dimensional case of n = 1, which is also known as Grassmannian line
packing, these metrics lead to the same optimal solution [31]. This Grassmannian line packing corresponds to a Grassmannian
frame (which motivated the name of these frames) [28].
D. Algorithms Aiming for Optimal Coherence
The search for a vector set A with optimal coherence can be interpreted as optimization problem:
argmin
A
max
i 6=j
|〈ai,aj〉|
‖ai‖‖aj‖ , ai,aj ∈ A (12)
Because of the importance for several research fields, a variety of algorithms has been developed in order to solve (12) and to
obtain optimal low-coherence vector sets. Most algorithms aim for (nearly) MWBE sequences, however, if (4) is not fulfilled,
the other available bounds [e.g., (5), (7), and (8)] are targeted.
41) Analytical approaches and direct solutions: For several specific dimensions and numbers of vectors, there are analytical
approaches to obtain MWBE sequences. See [10] for a summary of methods and solutions for the real-valued case. A quite
prominent example is based on conference matrices, allowing the construction of N = M/2 dimensional vector sets consisting
of M = pα + 1 vectors for the real-valued case and M = 2α+1 vectors for the complex-valued case, where p is an odd prime
number and α ∈ N [10], [32], [33]. There are also several other types of analytical approaches, for example sequences based
on cosets of certain codes (e.g. expurgated sets of Gold sequences) [14], [15] or the method of simplex signaling [34]. By
extending an approach of [2], where rows of an N -point Inverse Discrete Fourier Transform (IDFT) matrices are selected in
order to build A, cyclic difference sets are used in [23] to produce MWBE sequences. This idea is further extended to different
types of difference sets in [35], [36]. Another approach utilizes Steiner systems in order to build sparse ETFs [11]. It is shown
in [37] that a large class of these Steiner ETFs can be transformed into so called Kirkman ETFs for which all entries are of
constant modulus.
There are also analytical approaches for sequences which do not meet the Welch bound exactly, but are quite close to
it (nearly MWBE). For example, the previously mentioned MWBE approach based on difference sets can be extended to
cyclotomic and almost difference sets [36], [38]–[41]. By associated binary sequences, it can be even further generalized [42]–
[44]. Another approach for nearly MWBE sequences is based on the extended small Kasami codes or the non-linear Kerdock
code [14].
For the case of M being too large to fulfill (4), the bound in (7) is targeted by Mutually Unbiased Bases (MUBs) in [21],
[45]. MUBs consist of multiple N dimensional bases for which all inner products across their elements are of the same
magnitude 1/
√
N [45], [46]. Consequently, MUBs can also achieve the orthoplex bound (5). For N being a prime power, the
existence of MUBs with N + 1 bases is shown in [45]. The construction provided therein is further generalized by [21] and
the corresponding matrices fulfill consequently the Levenshtein (7) and the orthoplex bound (5) with equality.
2) Numerical approaches: If even existing, optimal solutions are only known for certain dimensions and numbers of vectors.
Thus, there is great interest for numerical approaches. A variety of different algorithms have been published in the last decades
and the whole topic is still active. Examples are not limited to:
• Random search based DFT constructions leading to constellations with circulant structure [2].
• Considering a sphere vector quantizer obtained through a generalized Lloyd algorithm [23].
• Different smooth approximations of the max operator in (12) with a free parameter which can be used in an iterative
manner for optimization [3], [47], [48].
• Application of an exponential map on space-time codes for coherent systems [49].
• Alternating projections enforcing alternately spectral and structural properties [31].
• A geometrically motivated expansion-compression algorithm [4].
• Iterative decorrelation by a series of locally convex optimizations [50].
• Combining shrinkage and matrix nearness with an optional averaging step [51].
In Section III, a new numerical approach is proposed, which aims to obtain vector sets with minimal coherence by finding
BCASCs.
E. Spherical Codes
Any finite set of M points placed on the surface of the N -dimensional unit sphere ΩN centered at the origin of CN
is called a spherical code and denoted by Cs(N,M), where the suffix (N,M) may later be skipped if it is of no further
importance or clear from the context. This definition is an extension to the non-complex variant from [52]–[54]. A point of
Cs(N,M) = {sm}Mm=1 is determined by its position vector sm commonly interpreted as code word. Therefore, a set of M
points can be equivalently described as N ×M matrix. Best Spherical Codes (BSC), Cbs(N,M), are spherical codes which
maximize the minimal Euclidean (or angular) distance dml = ‖sm − sl‖ between any two points (or equivalently, minimize
the maximal inner product of the corresponding vectors). All rotations of a BSC are usually regarded as the same, therefore,
a BSC is characterized only by its distance distribution.
Considering also the complex antipodals within a spherical code, a CASC is denoted by Ccas(N,M) and has the additional
equivalence property:
sq ≡ sq · eiφ ∈ Ccas(N,M) ∀ φ ∈ R, q ∈ {1, . . . ,M} (13)
Consequently, two equivalent vectors lie on the same line in CN [9]. Every Ccas(N,M) is obviously also a valid spherical
code. Naturally, a BCASC, denoted by Cbcas, also maximizes the minimal Euclidean distance between all its vectors, whereby
the equivalence (13) needs to be considered.
F. Equivalence of Coherence and Distance Optimization
In order to use Cbcas as low-coherence matrix, the equivalence of maximizing the minimal distance in a CASC and minimizing
the coherence of a spherical code must be shown first. This connection is commonly known, cf. [9], however, it is derived
here explicitly for the sake of completeness and illustration.
5Since |〈sp, sq〉| =
∣∣〈sp, sq · eiφ〉∣∣ ∀ sp, sq ∈ Cs, φ ∈ R, we have
min
Cs
max
p 6=q
|〈sp, sq〉| = min
Ccas
max
p 6=q
|〈sp, sq〉| . (14)
Therefore, it is sufficient to consider only Ccas for the optimization. For these codes, the following holds as well:
Re (〈sp, sq〉) ≡ Im
(〈
sp, sq · eipi2
〉) ≡ Im (〈sp, sq〉) (15)
Consequently, it follows from the squared absolute of the inner product |〈sp, sq〉|2 = Re2 (〈sp, sq〉) + Im2 (〈sp, sq〉):
|〈sp, sq〉| ≡
√
2 Re (〈sp, sq〉) . (16)
Since ‖sp − sq‖2 = 〈sp, sp〉 + 〈sq, sq〉 − 2 Re (〈sp, sq〉), the fact that the square function is monotonic for positive real
values, and 〈sp, sp〉 = 〈sq, sq〉 = 1, we have
Cbcas = argmax
Ccas
min
p 6=q
‖sp − sq‖ = argmin
Cs
max
p 6=q
|〈sp, sq〉| . (17)
Thus, by finding a BCASC, a spherical code is obtained which results in a complex low-coherence matrix.
Note the importance of the CASC property (13): E.g., for a CASC {s1 = (1, 0)T, s2 = (0, 1)T, s3 = (i
√
3/2, 1/2)T}, the
coherence is obtained for the pair s1 and s3 whilst the minimal distance is attained for the same pair with s1 ≡ s1 · exp[ipi/2].
III. BEST COMPLEX ANTIPODAL SPHERICAL CODES
In order to obtain codes which are close to Cbcas, the original method [55] for obtaining codes close to Cbs is adapted. The
new method can also be seen as a generalization of the Best Antipodal Spherical Codes (BASC) search approach [7], [56]. In
this section, the principles of the original method [55] are summarized and our approach for finding BCASCs is presented.
A. Obtaining Best Spherical Codes
In the following, the approach of [55] for obtaining real-valued spherical codes which are typically very close to Best
Spherical Codes is summarized and extended to complex sets.
The points of spherical codes can be considered as M charged particles on the unit sphere acting in some field of repelling
forces [57]. Starting from any initial position, such particles will move until the total potential energy of the system approaches
some local minimum. In any one of these local minima, the particles will settle causing a stable or unstable equilibrium of
mutual repelling forces. In [58], such a generalized potential function, g(Cs(N,M)), is introduced. For a specific form of
g(Cs(N,M)) given in [59] by
g(Cs(N,M)) =
M∑
m=1
∑
l<m
‖sm − sl‖−(ν−2), (18)
where ν ∈ N (ν > 2), the global minimum of g(Cs(N,M)) is attained by a BSC if ν →∞.
Using the method of Lagrangian multipliers λ = {λm}Mm=1 with λm ∈ R, the Lagrange function g(Cs(N,M),λ),
corresponding to the potential function (18) and the unit radius constraint of spherical codes, is given by
g(Cs(N,M),λ) = g(Cs(N,M)) +
M∑
m=1
λm
(‖sm‖2 − 1) . (19)
The necessary conditions for a global minimum of the potential function (18)
∂g(Cs(N,M),λ)
∂smn
= 0 and
∂g(Cs(N,M),λ)
∂λm
= 0, (20)
with m = 1, . . . ,M and n = 1, . . . , N , can be expressed by the equilibrium (already derived in [55]):sm =
∑
l 6=m
[(sm − sl)/‖sm − sl‖ν ]∥∥∥∥∥ ∑l 6=m [(sm − sl)/‖sm − sl‖ν ]
∥∥∥∥∥

M
m=1
(21)
or, using hereafter the underlined denotation of unit vectors u = u/‖u‖, bysm = ∑
l 6=m
sm − sl
‖sm − sl‖ν
=
∑
l 6=m
δml

M
m=1
. (22)
6The right side of (22) can be interpreted as collection of effective forces fm acting on the code words of a spherical code.
By these forces, a mapping P can be introduced:
P [Cs(N,M)] =
{
sm + αfm
}M
m=1
, (23)
where f
m
is given by (22) and α ∈ R. For a small enough “damping factor” α, the iterative process
Cs(N,M)
(k+1) = P (Cs(N,M)
(k)), k = 0, 1, . . . (24)
converges to one fixed point of the function P .
Already in [55], it is numerically inferred that, generally, for ν large enough, all fixed points correspond to spherical codes
whose minimal distances are close to the minimal distance of corresponding BSCs. Consequently by finding any fixed point
using (24) with ν large enough, the corresponding spherical code will be close to the best one with high probability.
The original description focused on real vector spaces. However, the approach is also valid for complex-valued case, since
the global minimum of the generalized potential function g(Cs(N,M)) can be expressed by the equilibrium (22) also in the
case of complex vector spaces. For brevity, this is shown in the appendix.
For the case of an Euclidean space RN , the search for BSCs is adapted to the search of Grassmannian line packings by
introducing the notion of BASC in [7]. In order to cover also the complex setting, BCASCs are proposed in the following.
B. Obtaining Best Complex Antipodal Spherical Codes
In order to consider the absolute value in the definition of the coherence (1), additional antipodal codewords resulting in
BASC have been introduced in [7] for the real-valued case. Equivalent to this procedure, a factor of exp[iφ] [cf. (13)] needs
to be considered for the complex-valued case. Similar to the approach in [7], this could be done by considering additional
equivalent points. However, the phase φ in (13) is continuous, and therefore, an infinite number of points would be needed.
In a first approximation, these infinite many points could be replaced by a finite number of K distinct points generated by
exp[i2pik/K] ∀ 1 ≤ k ≤ K resulting in a new version of (22):fm =
K∑
k=1
∑
l 6=m
sm − slei2pi
k
K∥∥∥sm − slei2pi kK ∥∥∥ν

M
m=1
(25)
As it is common for numerical approximations, the number of additional equivalent points must be large in order to have a
valid approximation. Consequently, if K →∞ is considered, the inserted sum in (25) becomes an integral:fm =
2pi∫
κ=0
∑
l 6=m
sm − sleiκ
‖sm − sleiκ‖ν
dκ

M
m=1
(26)
Due to the norm in the denominator, this integral is hard to solve analytically (if this is even possible), therefore numerical
integration must be used.
In the following, the described method will be denoted as BCASC search approach, since it arises from the quest for these
special spherical codes. However, it should be noted that this approach is not guaranteed to obtain BCASCs.
An algorithmic description of the BCASC search approach is given in Fig.1 altogether with exemplary parameters.
C. Best Complex Antipodal Codes in the Euclidean Space
One should note that there is a slight technical difference in the way how an antipodal spherical code Cas is defined in [7]
compared to the definition of Ccas in this paper: For the real-valued definition in [7], [56], Cas contains both codewords, sq
and −sq , as individual vectors:
sm ∈ Cas(N,M) ⇐⇒ −sm ∈ Cas(N,M) (27)
In contrast to this, the complex antipodal codewords are defined to be equivalent in the presented CASC-definition (13), and
therefore, the cardinality of the vector set is equal to the number of non-collinear vectors. However, the general spirit of
utilizing antipodals remains the same for both approaches. Consequently, the real-valued case can be treated as special case
of the presented complex-valued case by a slightly different definition for antipodal spherical codes Cas:
sq ≡ −sq ∈ Cas(N,M) ∀ q ∈ {1, . . . ,M} (28)
In comparison to (13), there is only one antipodal codeword which needs to be considered as equivalent for the real-valued
case. By this, the presented approach of defining antipodal codes over equivalence can be easily applied to the real-valued
scenario as well.
71: procedure BCASC SEARCH(N ,M )
2: αinit ← 0.9, ← 10−10 . numerical parameters
3: ν ← 2, νmax ← 210
4: τmax ← 105, α← αinit
5: Cs ← random seed . random spherical code
6: while ν < νmax do
7: FixedPoint← false . initialize indicator
8: τ ← 0 . initialize iteration counter
9: while τ < τmax AND FixedPoint = false do
10: for m = 1 to M do . for each vector
11: fm ←
2pi∫
κ=0
∑
l 6=m
sm−sleiκ
‖sm−sleiκ‖ν dκ . calc. forces
12: end for
13: {sm}Mm=1 ←
{
sm + αfm
}M
m=1
. apply forces
14: if all
∥∥∥f
m
− sm
∥∥∥ <  then . check for fixed point
15: FixedPoint← true . stop loop and procede
16: end if
17: τ ← τ + 1
18: end while
19: ν ← 2ν . adjust free parameter
20: α← αinitν−1 . adjust damping factor
21: end while
22: return A← {sm}Mm=1 . return obtained spherical code
23: end procedure
Fig. 1. Iterative procedure for the search of BCASCs
IV. DISCUSSION
A. Near Optimal Solutions
As stated before, it is not guaranteed that the global optimum is found by the presented approach. However, typically,
the found fixed points are close to the global optimum. We showed before in Section II-F that the CASC with maximal
minimum distance is also the vector set with minimal coherence. However, the question remains to be answered whether a
near optimal solution for a maximal minimum distance code also results in a near optimal solution for minimal coherence:
Due to ‖sp − sq‖2 = 〈sp, sp〉+ 〈sq, sq〉 − 2 Re (〈sp, sq〉), cf. Section II-F, a discrepancy in the distance is squared while the
inner product contributes only linear. Therefore, this approach will also result in near optimal low-coherence solutions.
B. Optimization Speedups
1) Accelerating on Straight Lines: As it is mentioned before, a sufficiently small “damping factor” α is necessary for
convergence [see (23)]. However, a small value of α leads to slow convergence. In order to cope with this situation, we
adaptively determine the values of α on a per force basis: If the direction of the force acting on some point sm has not
changed from one iteration to another, the corresponding value of α is increased by a constant factor until a maximal value is
reached. As an advantage, it is possible to start even with smaller values for α which lead naturally to preciser solutions.
2) Numerical Integration: We used the QAG adaptive integration from the GSL [60] for the integral in (26). Since the
integration needs to be performed for each step of the algorithm, this might be computationally expensive. Approximating the
integral simply by summing over K points, as given in (25), might be a fast alternative and is investigated in Section V-B.
Since M codewords interact with each other and the norm is calculated for each vector element with K distinct points, the
complexity of one iteration for a fixed ν scales asymptotically with O(N2M2K) in this case.
V. NUMERICAL EVALUATION
In this section, the presented method for coherence optimization is evaluated. We used for our simulations the speedup
mentioned in Section IV-B1. The obtained matrices and the simulation files together with the corresponding parameters can
be obtained from the first author.
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Fig. 2. Best obtained coherence out of ten runs for each number of vectors M in N=3 dimensions. The proposed BCASC search method is compared to
the approach in [48]. The errorbars indicate the variance in the ten runs. The line for the lower bound is solid if (4) is fulfilled.
A. Coherence Optimization
In order to evaluate the proposed optimization method, we selected the best coherence result obtained by optimization of ten
random seeds, which are column-normalized matrices where the real and imaginary parts of the matrix elements are drawn from
a standard normal distributed source. For comparison, we also selected the best result out of ten runs for the implementation
of the approach described by [48], for which the source code can be found at [61], as well as the lower bound given in (9)
which includes the Welch bound. In the figures, we added error bars indicating the worst, best, and average coherence found
by the ten runs.
For N = 3, a comparison of the obtained coherence values is illustrated in Fig. 2. As long as the Welch bound can be
met according to (4) (M ≤ 9 = N2), the coherence of our vector sets actually meets the Welch bound with equality or is
very close to it. For M ≤ 12, our BCASC search method and the approach by [48] yield almost equivalent results. Observe
the quasi-constant coherence level obtained with both methods for 10 ≤ M ≤ 12. This is also observed in other dimensions,
where it will be discussed later, and corresponds to the orthoplex bound (5). For sets with more vectors, our method obtains
smaller coherence levels. As it can be seen from the error bars in the simulation results, our proposed method produces stable
optimization results. Therefore, most of the found (local) optima yield similar coherence values. Starting from M ≥ 13, the
orthoplex bound is replaced by (7) as active lower bound in (9). For even larger vector sets, the bound of (8) is dominating
for M ≥ 39. As it is stated in [23], the lower bound (8) gets tighter for larger M .
The results for the dimensions N = 4, . . . , 7 are displayed in Fig. 3. The coherence values obtained by both methods are
almost equivalent for M ≤ 20, 30, 36, and 28 respectively. In Fig. 3a and 3b, there is again a level of constant coherence
observable for M > N2 after which our method always yields smaller coherence values than the approach of [48]. This
plateau corresponds to the orthoplex bound (5), and its length equals the individual dimensionality N for the mentioned cases,
since it is limited by (7). Such an almost constant level can also be observed for N = 2 (cf. [23, Fig. 3]). Each obtained vector
set with M = N2 +N and N = 3, . . . , 5 can be sorted into a matrix A such that the corresponding Gram matrix G = AHA
shows a block diagonal structure: There are N + 1 identity matrices of dimension N on the diagonal while all other blocks
contain entries of constant modulus. The vectors of each diagonal block correspond to an N -dimensional subspace. Thus, the
obtained solutions can be interpreted as Grassmannian subspace packings G(N,N) of N + 1 subspaces. These vector sets
correspond to the previously mentioned constructions of MUBs given in [21], [45]. For N = 6 and 7 in Fig. 3c and 3d, such a
quasi-constant level has not been found by the described methods. Since N = 6 is not a prime power, it is already questioned
in [45] whether a vector set of M = 42 vectors exists which achieves equality in (5) and (7). Other plateaus can also be
found implicitly: In such a case, a vector set with smaller coherence but larger cardinality M is obtained by optimization.
As consequence, vectors can be deleted from the found set while the low coherence remains the same. For example, observe
that there is a plateau for 35 ≤ M ≤ 43 implicitly given by M = 43 in Fig. 3b. Plateaus of almost constant coherence also
usually precede the optimal constellation of M = N2. Increasing dimensionality favors our BCASC search approach, since it
obtains vector sets with smaller coherence also in the range of M < N2 starting from M slightly larger than N . (cf. Fig. 3c
and 3d). Further simulations confirm this trend, for example, our optimized vector sets have smaller coherence for M ≥ 12
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Fig. 3. Best obtained coherence out of ten runs for each number of vectors M in N dimensions. The proposed BCASC search method is compared to the
approach in [48]. The errorbars indicate the variance in the ten runs. The line for the lower bound is solid if (4) is fulfilled.
TABLE I
COMPARISON OF NUMERICAL SEARCH ALGORITHMS AS IN [23]
N M BCASC
search
Medra et
al. [48]
Love
[62]
Xia et
al. [23]
composite
bound (9)
2 8 0.7950 0.7997 0.8415 0.8216 0.7500
3 16 0.6491 0.6590 0.8079 0.6766 0.6202
4 16 0.4472 0.4473 0.7525 0.4514 0.4472
4 64 0.6869 0.7151 0.7973 0.7447 0.6000
with N = 8 and 9.
In Table I, we considered also the matrices provided by [62] and the results of [23] for comparison. It should be noted that,
with exception of the case N = 4, M = 16, the Welch bound cannot be obtained since M > N2 [cf. (4)]. The presented
BCASC search approach is able to reach the Welch bound for this case, and it yields vector sets with the smallest coherence
for the other cases.
Additionally, we compared the obtained results to those of [31] with respect to the coherence in Table II as it is similarly
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TABLE II
COMPARISON OF NUMERICAL SEARCH ALGORITHMS AS IN [48]
N M BCASC
search
Medra et
al. [48]
Dhilon et
al. [31]
composite
bound (9)
4 5 0.2500 0.2502 0.2500 0.2500
4 6 0.3277 0.3274 0.3275 0.3162
4 7 0.3536 0.3540 0.3536 0.3536
4 8 0.3780 0.3787 0.3782 0.3780
4 9 0.4022 0.4021 0.4034 0.3953
4 10 0.4118 0.4113 0.4114 0.4082
4 16 0.4472 0.4473 0.4473 0.4472
4 20 0.5000 0.5001 0.5335 0.5000
5 6 0.2000 0.2002 0.2001 0.2000
5 7 0.2670 0.2665 0.2669 0.2582
5 8 0.2955 0.2954 0.2955 0.2928
5 9 0.3207 0.3203 0.3216 0.3162
5 10 0.3333 0.3341 0.3336 0.3333
5 16 0.3889 0.3932 0.3959 0.3830
TABLE III
EVALUATION OF NUMERICAL INTEGRATION WITH RESPECT TO RUNNING TIME AND OBTAINED COHERENCE
QAG adapt. integration Summation
N M Coherence time [s] Coherence time [s]
2 8 0.7950 699.03 0.7971 419.47
3 16 0.6491 2903.86 0.6506 1132.97
4 16 0.4472 27.26 0.4496 89.28
4 64 0.6869 64720.95 0.6892 3627.88
done in [48, Tab. II]. It can be seen from the results that our approach reaches the composite bound (9) most often. In cases
where the bound could not be reached, we obtained slightly better results with the approach of [48]. The algorithm of [31]
shows in general the worst performance within this comparison. However, with exception of N = 4 and M = 20, there are
no significant negative outliers for the investigated range of N and M .
As drawback, it needs to be mentioned that the numerical integration in the proposed BCASC search approach is, especially
for large combinations of N and M , computational costly. Therefore, the choice of the numerical search algorithm depends
on the needed level of coherence and the available computational resources. The influence of the numerical integration on the
performance of the search algorithm is investigated in the following.
B. Evaluation of Integral Approximation
As mentioned before in Section IV-B2, the potentially time consuming numerical computation of the integral in (26) can
be relaxed to the sum given in (25). In order to evaluate the influence of numerical integration, we increased the number K
of points in the approximation for the constellations given in Table I, and we plotted the best coherence out of ten runs in
Fig. 4. The coherence converges with increasing K. Note that the convergence is not monotonic (cf. see K = 8 in Fig. 4
for N = 4,M = 64). This is caused by the point distribution on the unit circle implied by K. The gaps between the K
points favor vector sets with increased or reduced coherence. The result of an optimization with the QAG adaptive integration
from the GSL is indicated by dotted lines for reference. For K = 22, we examined the gained performance in more detail by
Table III. Therein, the obtained coherence and corresponding running time in seconds is given. As noted before, the elaborate
integration reaches the Welch bound for N = 4,M = 16, whilst the simple summation over K = 22 points does not and
needs even more time. However, in the other cases, summation is generally faster, especially for large values of N and M . The
cause of this is again the point distribution on the unit circle, since the gaps between the K points mislead the optimization
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Fig. 4. Obtained coherence over the number of approximation points K. Dotted lines indicate the results of an elaborate numerical integration.
especially in cases where the actual solution is easily found (there are no error bars observable in Fig. 3a for M = 16).
The coherence values obtained by the simple summation are generally slightly worse. With exception of the Welch bound
achieving case N = 4 and M = 16, the coherence is still better than the results of other numerical approaches given in Table I.
Interestingly, the approximation is also slower for the case of N = 4 and M = 16 which indicates that the approximation by
K = 22 points hindered the algorithm to converge properly in this special case. As consequence, the choice of the numerical
integration algorithm depends on the needed level of accuracy, where faster variants might be a suitable alternative, especially
for demanding cases where M  N2. However, since the search for BCASCs is typically performed off line, accuracy is
usually preferred over running time.
VI. CONCLUSION
Within this contribution, we proposed a new approach to optimize the coherence of complex vector sets. Due to their tight
relation, the presented results are also valuable in the fields of Grassmannian line packing and frame theory. The results of our
presented algorithm show for a wide range of vector sets improved coherence values compared to other algorithms. Typically
vector sets are searched off line and running time is not a major concern. However, the potential drawback of increased
computational effort can be countered by utilizing faster numerical integration algorithms which yield only slightly worse
coherence results.
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APPENDIX
For the complex-valued case, the Lagrange function stays the same [cf. (19)], and is still real-valued, as well as the Lagrange
multipliers λ and the constraint functions
{‖sm‖2 − 1 = 0}Mm=1. However, due to the complex codewords, the necessary
conditions for a global minimum of the potential function (18) are now
∂g(Cs(N,M),λ)
∂sRmn
= 0,
∂g(Cs(N,M),λ)
∂sImn
= 0,
∂g(Cs(N,M),λ)
∂λm
= 0, (29)
with m = 1, . . . ,M and n = 1, . . . , N . For easier expressions, we introduce the following abbreviations: δml = ‖sm−sl‖ and
f(x) = x−(ν−2). Thus, the generalized potential function can be expressed by g(Cs(N,M)) =
∑M
m=1
∑
l<m f(δml), which
12
leads with ∂δml/∂sRmn = (s
R
mn − sRln)/δml to
∂g(Cs(N,M),λ)
∂sRmn
=0
=
∂λm
(
sR
2
mn + s
I2
mn − 1
)
∂sRmn
+
∑
l 6=m
∂f(δml)
∂sRmn
=2sRmnλm +
∑
l 6=m
∂f(δml)
∂δml
· s
R
mn − sRln
δml
=2sRmnλm − (ν − 2)
∑
l 6=m
sRmn − sRln
δνml
⇒ sRmn =
(ν − 2)∑l 6=m sRmn−sRlnδνml
2λm
. (30)
The calculation of sImn is equivalent with the imaginary instead of the real part. Therefore, the remaining necessary condition
∂g(Cs(N,M),λ)/∂λm = 0 gives
1 =
N∑
k=1
sRmk
2
+ sImk
2
=
N∑
k=1
∑l 6=m (ν−2)(sRmk−sRlk)δνml
2λm
2
+
∑l 6=m (ν−2)(sImk−sIlk)δνml
2λm
2
=
(ν − 2)2
4λ2m
N∑
k=1
∑
l 6=m
sRmk − sRlk
δνml
2
+
∑
l 6=m
sImk − sIlk
δνml
2
=
(ν − 2)2
4λ2m
∥∥∥∥∥∥
∑
l 6=m
sm − sl
δνml
∥∥∥∥∥∥
2
⇒ 2λm = (ν − 2)
∥∥∥∥∥∥
∑
l 6=m
sm − sl
δνml
∥∥∥∥∥∥ . (31)
Thus, we can give the equilibrium of a codeword element
smk = s
R
mk + i · sImk
=
(ν − 2)∑l 6=m sRmk−sRlkδνml + i · sImk−sIlkδνml
2λm
=
∑
l 6=m
smk−slk
δνml∥∥∥∑l 6=m sm−slδνml ∥∥∥ (32)
which can be combined to the equilibrium of (22). Consequently, the global minimum of the generalized potential function
g(Cs(N,M)) can be expressed by the equilibrium (22) also in the case of complex vector spaces.
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