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SUR LES POINTS FIXES ET LES CYCLES RE´PULSIFS AU
VOISINAGE D’UNE SINGULARITE´ ESSENTIELLE ISOLE´E A`
L’INSTAR DE LA ME´THODE DE RENORMALISATION DE
ZALCMAN
CLAUDI MENEGHIN
Abstract. Soit g une fonction holomorphe au voisinage d’une singularite´ essentielle
isole´e v: nous prouvons que, si g y omet une valeur complexe, alors v peut eˆtre
approche´ par une suite de points fixes re´pulsifs de g, dont les multiplicateurs divergent
a` ∞. Nous montrons aussi que, si v n’est pas une valeur exceptionnelle au sens de
Picard pour g, alors v peut eˆtre approche´e par une suite de points pe´riodiques d’ordre
deux de g, ces cycles e´tant re´pulsifs (avec multiplicateurs divergeant a` ∞) si v n’est
pas une valeur comple`tement ramifie´e.
1. Introduction
Soit f une fonction analytique dans une re´gion du plan complexe. Soit f◦p l’ite´re´ p-ie`me
de f , c’est-a`-dire, de´finissons f◦2(z) := f(f(z)) et, pour p ∈ N, f◦p(z) := f(f◦p−1(z))
(lorsque ces quantite´s sont bien de´finies).
Un point z0 est dit un point pe´riodique de pe´riode p de f si p est un entier naturel tel
que f◦p(z0) est bien de´fini et f
◦p(z0) = z0.
Si p est le plus petit nombre naturel tel que f◦p(z0) = z0, alors le point z0 est appele´
un point pe´riodique de pe´riode minimale p. L’ensemble
{z0, f(z0), f
◦2(z0), . . . , f
◦(p−1)(z0)}
est appele´ un cycle de points pe´riodiques. La valeur A := (f◦p)′(z0) est appele´e le
multiplicateur du point pe´riodique z0. Un cycle de pe´riode minimale 1 est appel un point
fixe. Un cycle (y compris les points fixes) est dit re´pulsif si |A| > 1.
Bergweiler a prouve´ [3] que, pour tout n > 1, toute fonction entie`re transcendante a
une suite de n−cycles re´pulsifs a` multiplicateurs divergeant a` ∞. Dans cette note, nous
prouvons un re´sultat en corre´lation:
Soient v ∈ C, W un voisinage ferme´ de v, g une fonction holomor-
phe sur W \ {v}, ayant une singularite´ essentielle a` v. S’il existe une
valeur complexe α omise par g sur W \ {v}, alors il existe une suite
{qn} → v de points fixes re´pulsifs de g, dont les multiplicateurs diver-
gent a` ∞ (the´ore`me 3.1). En outre (the´ore`me 3.2), si v n’est pas une
valeur exceptionnelle au sens de Picard pour g, alors v peut eˆtre ap-
proche´e par une suite de points pe´riodiques d’ordre deux de g, ces cycles
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e´tant re´pulsifs (avec multiplicateurs divergeant a` ∞) si v n’est pas une
valeur comple`tement ramifie´e.
La preuve de ce re´sultat utilise de fac¸on essentielle la me´thode de renormalisation de
Zalcman (voir e.g. [10]): cette technique a de´sormais une vaste gamme d’applications;
par exemple Schwick [9] l’a utilise´e par simplifier la preuve de Baker [1] que l’ensemble
de Julia d’une fonction entie`re transcendante est la fermeture de l’ensemble des points
pe´riodiques re´pulsifs. Pourtant, dans cet article, nous ne l’utiliserons pas par enqueˆter
sur l’ensemble de Julia des fonctions analytiques, mais sur leur dynamique au voisinage
d’une singularite´ essentielle isole´e. Notons en outre que les the´ore`mes 3.1 et 3.2 sont
de toute fac¸on purement locaux: en d’autres mots ils ne de´mandent que les fonctions
concerne´es soyent analytiques sur C.
L’adaptation de la me´thode de Zalcman utilise un the´ore`me de Lehto et Virtanen
sur la croissance de la de´rive´e sphe´rique au voisinage d’une singularite´ essentielle isole´e
(the´ore`me 2.1, voir [8, 6]) ainsi que une ge´ne´ralisation (lemme 2.2) du lemme de l’espace
me´trique de Gromov (voir [5], p.256).
La preuve du the´ore`me 3.1 consiste essentiellement a` composer g a` la source de avec une
suite de contractions bien choisies, ce qui permet de construire une fonction holomorphe
entie`re limite; on conclut en appliquant les the´ore`mes de Picard, Hurwitz (voir [4], p.8)
et des quatre valeurs comple`tement ramifie´es (voir [2], th. 29 et 30).
2. Pre´liminaires
Rappelons d’abord qu’une fonction me´romorphe f est dite faiblement normale sur
un domaine D si, pour chaque sous-domaine simplement connexe G ⊂ D, la famille
{f ◦ S}S∈Aut(G), indexe´e sur les automorphismes de G, est normale; soit f
♯ la de´rive´e
sphe´rique de f . On a:
The´ore`me 2.1. Soit v ∈ C, W un voisinage de v in C; soit g une fonction holomorphe
W \{v} → C, ayant une singularite´ essentielle isole´e a` v et omettant une valeur complexe
α au voisinage de v. Alors lim supz→v |z − v| · g
♯(z) =∞.
De´monstration: gra`ce au the´ore`me d’Iversen, la valeur α est une valeur asymptotique
de g; graˆce au the´ore`me 2 en [8] (voir aussi [7], point 7), g n’est pas faiblement normal
en W \ {v}; la the`se s’ensuit alors du the´ore`me 2 de [7].
Le lemme suivant est une version renforce´e du lemme de l’espace me´trique (voir [5], p.
256), ne´cessaire pour la de´monstration du lemme de renormalisation 2.3:
Lemme 2.2. Soit (X, d) un espace me´trique complet, Y ⊂ X un sous-ensemble de X tel
que X \ Y 6= ∅ et M : X → R
+
une fonction localement borne´e sur X \ Y . Soit σ > 0:
alors, pour tout u ∈ X tel que d(Y, u) > 2/σM(u) il existe w ∈ X tel que:
d(u,w) ≤ [σM(u)]−1(2.1)
M(w) ≥M(u)(2.2)
D
(
w, [σM(w)]
−1
)
∩ Y = ∅(2.3)
d(x,w) ≤ [σM(w)]−1 ⇒M(x) ≤ 2M(w).(2.4)
De´monstration: u ∈ X \ Y e´tant donne´, tel que d(Y, u) > 2/σM(u), supposons par
l’absurde qu’il n’existe pas le w du lemme. Alors v0 := u n’est pas convenable en tant
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que choix de w. Par contre, w = u ve´rifie automatiquement (2.1), (2.2) et (2.3), donc il
doit violer la condition (2.4). Ainsi on peut trouver v1 ∈ X tel que M(v1) > 2M(v0) et
d(v1, v0) ≤ [σM(v0)]
−1
.
Par conse´quent, v1 aussi ve´rifie l’hypothe`se du lemme, car d(Y, v1) ≥ d(Y, v0)−d(v1, v0) ≥
2[σM(v0)]
−1 − [σM(v0)]
−1
= [σM(v0)]
−1
> 2[σM(v1)]
−1
.
Par induction, on peut ainsi construire une suite {vn} telle que v0 = u, M(vn+1) >
2M(vn) mais d(vn, vn+1) ≤ [σM(vn)]
−1
; par conse´quent,
M(vn) ≥ 2
nM(v0)(2.5)
d(vn, vn+1) ≤ [2
nσM(v0)]
−1.(2.6)
Ainsi,
d(vn, vn+k) ≤
n+k−1∑
l=n
d(vl, vl+1) <
∞∑
l=n
d(vl, vl+1) ≤
≤ [σM(v0)]
−1
∞∑
l=n
2−l = [σM(v0)]
−1 21−n,
ce qui entraıine que la suite {vn} est de Cauchy.
En soit λ la valeur limite: en rappelant que v0 = u, on a
d(u, λ) = lim
k→∞
d(v0, vk) ≤ 2[σM(u)]
−1
,
ce qui entraˆıne d(Y, λ) ≥ d(Y, u) − d(u, λ) > 0, car d(Y, u) > 2[σM(u)]−1. Ainsi λ 6∈ Y ;
par contre, graˆce a` (2.5), M n’est pas borne´ au voisinage de λ: c’est une contradiction.
Le lemme suivant ’renormalise’, a` l’instar de la me´thode de Zalcman, une fonction
holomorphe g au voisinage d’une singularite´ essentielle isole´e. En effet, on proce´dera en
composant g avec un suite de contractions; pourtant, on ne sera pas concerne´ avec une
famille pas normale de fonctions me´romophes, mais avec une seule fonction a` singularite´
essentielle isole´e.
Lemme 2.3. Soient v ∈ C, W un voisinage ferme´ de v, g une fonction holomorphe
sur W \ {v}, ayant une singularite´ essentielle a` v. Alors il existe des suites {vn} → v,
{rn} ⊂ R
+
, avec {rn} → 0, telles que {g(vn + rnz)} converge uniforme´ment sur tout
compact de C vers une application holomorphe non constante h : C → C. En outre, si
g ne prend pas la valeur α ∈ C sur W \ {v}, alors h ne prend pas la valeur α non plus.
De´monstration: graˆce au the´ore`me 2.1, on peut trouver des suites {λn} → +∞ en
R et {ξn} → v en W \ {v} telles que
(2.7) |ξn − v| · g
♯(ξn) = λn.
Pour tout n, le lemme 2.2 est applicable a` W avec la me´trique euclide´enne, Y = {v},
M(x) = g♯(x), u = ξn et σ = 3/λn: en effet, graˆce a` (2.7),
d(Y, u) = |ξn − v| =
λn
g♯(ξn)
=
3
σg♯(ξn)
>
2
σg♯(ξn)
=
2
σM(u)
.
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On obtient vn ∈W tel que:
|ξn − vn| ≤
λn
3g♯(ξn)
= |ξn − v|(2.8)
g♯(vn) ≥ g
♯(ξn)(2.9)
D(vn,
λn
3g♯(vn)
) ∩ {v} = ∅(2.10)
|x− vn| ≤
λn
3g♯(vn)
⇒ g♯(x) ≤ 2g♯(vn) .(2.11)
Par conse´quent, vn → v car, graˆce a` (2.8), |vn − v| ≤ |ξn − vn|+ |ξn − v| ≤
4
3 |ξn − v|.
Posons maintenant rn := [3g
♯(vn)]
−1
et hn(z) := g(vn + rnz): on voit sur (2.10) que
z ∈ D(0, λn) ⇒ vn + rnz ∈ D
(
vn,
λn
[3g♯(vn)]
)
⊂ W ◦ \ {v},
pour n suffisamment grand (ce que nous sous-entendrons dans la suite).
Graˆce a` (2.9) et (2.10), chaque hn est bien de´fini sur D(0, λn).
La famille {hn} est normale, car, graˆce a` (2.11):
(2.12) z ∈ D(0, λn)⇒ h
♯
n(z) = g
♯
n
(
vn +
z
[3g♯(vn)]
)
[3g♯(vn)]
−1 ≤ 2.
Graˆce au the´ore`me d’Ascoli, et au fait que {λn} → ∞, on peut extraire de {hn} une
sous-suite uniforme´ment convergente (que nous appellerons une fois de plus {hn}) sur
tout compact de C vers une application me´romorphe limite h. Cette application jouit
de la proprie´te´ que
h♯(0) = lim
n→∞
h♯n(0) = 1/3,
ce qui prouve qu’elle n’est pas constante. Comme, pour tout n, hn ne prend pas la valeur
∞ sur D(0, λn), graˆce au lemme de Hurwitz, h ne prend pas la valeur ∞: c’est donc
holomorphe.
Finalament, si g ne prend pas la valeur α sur W \ {v}, alors, pour tout n, hn ne prend
pas la valeur α sur D(0, λn) et, graˆce une fois de plus au lemme de Hurwitz, h ne prend
pas la valeur α.
Remarque 2.4. On voit facilement sur (2.12) que pour tout z ∈ C, h♯(z) ≤ 2. Nous
n’utiliserons pas cette proprie´te´ dans cet article.
Enfin, on aura besoin d’une extension immediate du the´ore`me 31 de [2]:
The´ore`me 2.5. Pour tout ζ ∈ C, toute application holomorphe non constante de h :
C \ {ζ} → C \ {ζ} n’a pas de valeurs comple`tement ramifie´es.
De´monstration: Si h est transcendante, c’est une conse´quence immediate des deux
the´ore`mes fondamentaux de la the´orie de Nevanlinna, voir le the´ore`me 31 de [2]. Si par
contre h est un polynoˆme, alors on a h(z) = α(z − ζ) + ζ car sinon h prendrait la valeur
ζ pour z 6= ζ, ainsi h′(z) ≡ α 6= 0.
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3. Les re´sultats principaux
The´ore`me 3.1. Soient v ∈ C, W un voisinage ferme´ de v, g une fonction holomorphe
sur W \ {v}, ayant une singularite´ essentielle a` v. S’il existe une valeur complexe α
omise par g sur W \ {v}, alors il existe une suite {qn} → v de points fixes re´pulsifs de
g, dont les multiplicateurs divergent a` ∞.
De´monstration:
A) Conside´rons d’abord le cas α 6= v: gra`ce au lemme 2.3, on trouve des suites {vn} → v
et {rn} ↓ 0 telles que hn(z) := {g(vn + rnz)} converge uniforme´ment sur tout compact
de C vers une fonction holomorphe entie`re non constante h (a` valeurs en C). Graˆce au
lemme 2.3 h omet la valeur α 6= v, donc, graˆce au the´ore`me de Picard, il prend la valeur
v, cette valeur n’e´tant pas comple`tement ramifie´e, graˆce au the´ore`me 2.5. Ainsi, il existe
z0 ∈ C tel que
(3.1)
{
h(z0) = v
h′(z0) 6= 0.
Or, z 7→ g(vn + rnz) − (vn + rnz) converge, apres eventuelle extraction, vers h − v,
et h(z0) − v = 0, donc le lemme de Hurwitz nous passe une suite de points {zn} → z0
tels que g(vn + rnzn) = (vn + rnzn): ainsi les points qn := vn + rnzn forment une suite
{qn} → v de points fixes de g.
Ces points sont re´pulsifs (pour n assez grand) car on a, d’un coˆte´, graˆce au choix de z0
en (3.1):
(g ◦ h)′(z0) = h
′(z0) · g
′ (h(z0)) 6= 0
et de l’autre coˆte´, rn → 0,
rn · g
′(vn + rnzn) = h
′
n(zn)→ h
′(z0),
ce qui prouve que, pour n assez grand, les qn sont re´pulsifs et g
′(qn)→∞.
B) Soit maintenant α = v, c’est-a`-dire g omet la meˆme valeur complexe v au voisinage
de la singularite´ essentielle v.
Appliquons le lemme 2.3 a` la fonction (g(z)− v)/(z − v); c’est correct, car cette fonc-
tion est holomorphe (a` valeurs en C) sur W \ {v}, a une singularite´ essentielle isole´e en
z = v et ne prend pas la valeur 0 sur W \ {v}.
On trouve donc {vn} → v et {rn} → 0 tels que
(3.2) hn(z) :=
g(vn + rnzn)− v
vn + rnzn − v
−→ h(z),
uniforme´ment sur tout compact de C, ou` h est une fonction holomorphe entie`re non
constante. Graˆce au lemme de Hrwitz h n’a pas de poˆles; naturellement h n’a pas de
singularite´s essentielles en C donc on a:
(3.3)
∣∣∣∣v − vnrn
∣∣∣∣ −→∞
en (3.2), car sinon limn→∞(v − vn)/rn serait un poˆle ou une singularite´ essentielle pour
h.
Graˆce au lemme 2.3, h ne prend pas la valeur 0: graˆce au the´ore`me de Picard, h prend
alors la valeur 1. Cette valeur n’est pas comple`tement ramifie´e, graˆce au the´ore`me 2.5.
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Il existe alors z0 ∈ C tel que
(3.4)
{
h(z0) = 1
h′(z0) 6= 0.
Le lemme de Hurwitz nous donne une suite de points {zn} → z0 tels que
g(vn + rnzn)− v
(vn + rnzn)− v
= 1;
ainsi les points qn := vn+rnzn forment une suite {qn} → v de points fixes de g. Prouvons
que ces points sont re´pulsifs (pour n assez grand). On a, par de´finition:
g(vn + rnzn) = v + (vn + rnzn − v) · hn(z).
En de´rivant en z = zn et en divisant pour rn, on obtient
g′(vn + rnzn) = hn(zn) +
(
v − vn
rn
+ zn
)
h′n(zn)
Graˆce a` (3.3), |(v − vn)/rn| −→ ∞; comme on a aussi hn(zn) → h(z0) et h′n(zn) →
h′(z0) 6= 0 (voir (3.4)), on en tire que g
′(vn+rnzn)→∞, ce qui conclut la de´monstration.
Enfin, on a aussi:
The´ore`me 3.2. Soient v ∈ C, W un voisinage ferme´ de v, g une fonction holomorphe
sur W \ {v}, ayant une singularite´ essentielle a` v. Si v n’est pas une valeur exceptionelle
au sens de Picard de g au voisinage de v, il existe une suite {qn} → v de 2-cycles de
g. En outre, si v n’est pas une valeur comple`tement ramifie´e de g, les {qn} peuvent eˆtre
choisis re´pulsifs, avec multiplicateurs divergeant a` ∞.
De´monstration: gra`ce au lemme 2.3, on trouve des suites {vn} → v et {rn} ↓ 0 telles
que {hn(z)} := {g(vn + rnz)} converge uniforme´ment sur tout compact de C vers une
fonction holomorphe entie`re non constante h. Graˆce a` l’hypothe`se sur le caracte`re non
exceptionnel de la valeur v, l’ensemble
S := g−1(v) ∩W ◦ \ {v}
est infini. Graˆce aux the´ore`me de Picard (ou de fac¸on banale, si h est un polynoˆme) il
existe
(3.5)
{
z0 ∈ C
w ∈ S
tels que h(z0) = w. Par continuite´, il existe aussi un voisinage U de z0 tel que h(U) ⊂
W ◦\{v} et, par conse´quent, les g◦2(vn+rnz) sont bien de´finis, pour n assez grand, sur U .
Or, z 7→ {g◦2(vn+ rnz)− (vn+ rnz)} converge, apre`s eventuelle extraction, vers g ◦h− v
uniforme´ment sur tout compact de U . Comme g ◦ h(z0)− v = g(w)− v = 0, le lemme de
Hurwitz nous passe une suite de points {zn} → z0 tels que g
◦2(vn+rnzn)−(vn+rnzn) = 0,
ainsi les points qn := vn+ rnzn forment une suite {qn} → v de 2-cycles de g. Si, de plus,
v n’est pas une valeur comple`tement ramifie´e de g, on peut choisir les z0 ∈ C et w ∈ S
en (3.5) de fac¸on que
(3.6)


h(z0) = w
h′(z0) 6= 0
g′(w) 6= 0.
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En effet, comme la valeur v n’est pas comple`tement ramifie´e, l’ensemble
T := {w ∈ S : g′(w) 6= 0}
(et, par conse´quent, h−1(T )) est infini. L’ensemble
{z ∈ h−1(T ) : h′(z) 6= 0}
est de meˆme infini: cela de´coule, si h est transcendant, du the´ore`me des quatre valeurs
comple`tement ramifie´es; si h est un polynoˆme, alors ceci s’ensuit tout simplement du fait
que l’ensemble {z|h′(z) = 0} est fini. Cela prouve (3.6): avec ce choix de w et z0, on a:
(g ◦ h)′(z0) = h
′(z0) · g
′ (h(z0)) 6= 0;
d’autre coˆte´, rn → 0 et
rn · (g
◦2)′(vn + rnzn) = (g ◦ hn)
′(zn)→ (g ◦ h)
′(z0),
ainsi, pour n assez grand, les qn sont re´pulsifs; on a aussi (g
◦2)′(qn)→∞.
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