An embedding theorem for the Orlicz-Sobolev space W 1,A 0 (G), G ⊂ R n , into a space of Orlicz-Lorentz type is established for any given Young function A. Such a space is shown to be the best possible among all rearrangement invariant spaces. A version of the theorem for anisotropic spaces is also exhibited. In particular, our results recover and provide a unified framework for various well-known Sobolev type embeddings, including the classical inequalities for the standard Sobolev space W
Introduction and main results
A form of the standard Sobolev inequality, also called Sobolev embedding theorem, amounts to the following statement. Let G be an open subset of R n , n ≥ 2, and let W 1,p 0 (G), 1 ≤ p ≤ ∞, denote the first order Sobolev space of those real-valued weakly differentiable functions in G, vanishing on ∂G, whose gradient belongs to L p (G). If 1 ≤ p < n, then a constant C, depending only on n and p exists such that
for every u ∈ W 1,p 0 (G). Here
If p > n and the Lebesgue measure |G| of G is finite, then there exists a constant C, depending on n, p and |G|, such that
for every u ∈ W 1,p 0 (G). In the borderline situation where p = n, inequality (1.1) is known to hold, for every G having finite measure, with p * replaced by any number greater than or equal to 1. However, a stronger result, proved in [31] (see also [27, 33] ) is available. Namely,
for some constant C, depending only on n and |G|, and for every u ∈ W u L A (G) = inf λ > 0 :
) (up to equivalent norms) if A(s) is any Young function which vanishes for small s and equals ∞ for large s.
After the contributions of [16] and [1] , and the result of [29] dealing with embeddings into L ∞ (G), in [10] we established a sharp extension of inequalities (1.1)−(1.3) to the case where Lebesgue norms are replaced by any Orlicz norm on the right-hand side. This result, in an equivalent form contained in [11] - [14] , can be stated as follows. Let G be either R n , or any open subset of R n having finite measure. Given any Young function A such that 
for every function u from the Orlicz-Sobolev space W 1,A 0 (G) of those weakly differentiable functions in G, which decay to 0 on ∂G, and whose gradient belongs to the Orlicz space L A (G). Moreover, L A n (G) is the optimal Orlicz range space in (1.9) , in the sense that if an inequality of type (1.9) holds with L A n (G) replaced by some other Orlicz space, then the latter must contain L A n (G).
In particular, inequality (1.9) reproduces (1.1)−(1.3), and informs us about the fact that the spaces on the left-hand sides of (1.1)−(1.3) are the best possible in the framework of Orlicz spaces.
On the other hand, inequalities (1.1) and (1.3) can be improved if the class of admissible norms on the left-hand sides is enlarged. Indeed, if 1 ≤ p < n, then there exists a constant C such that
for every u ∈ W 1,p 0 (G), where L p * ,p (G) is a Lorentz space ( [25, 26] ). Recall that the Lorentz space L p,q (G), where either 1 < p < ∞ and 1 ≤ q ≤ ∞, or p = q = ∞, is the space of all real-valued measurable functions u in G such that the quantity
is finite. Here, u * denotes the decreasing rearrangement of u. Inequality (1.10) is stronger than (1.1), since L p * ,p (G) is strictly contained in L p * (G) for every G ⊂ R n . The improved version of (1.3) was obtained in [8] and [21] (and can also be derived from certain capacitary estimates of [24] ) and tells us that, if |G| < ∞, then for some positive constant C and for every u ∈ W 1,n 0 (G), (1.12) u
where L ∞,n (log L) −1 (G) is a Lorentz-Zygmund space.
In general, if |G| < ∞, α ∈ R, and either 1 < p < ∞ and 1 ≤ q ≤ ∞, or p = q = ∞, then the Lorentz-Zygmund space L p,q (log L) α (G) is defined as the space of all real-valued measurable functions u in G such that the expression
is finite. Again, one can show that L ∞,n (log L) −1 (G) is strictly contained in exp L n (G). The spaces L p * ,p (G) and L ∞,n (log L) −1 (G) are known to be the best possible in inequalities (1.10) and (1.12), respectively, among all the so-called rearrangement invariant (briefly, r.i.) spaces -see [15, 18] . Loosely speaking, these are the Banach function spaces where the norm of the function depends only on its size, in the sense that it depends only on the measure of its level sets or, equivalently, on its decreasing rearrangement. Since L ∞ (G) is contained in any other r.i. space on G if |G| < ∞, inequality (1.2) is also the best possible as far as r.i. range spaces are concerned (although it can be strengthened on allowing norms of a different nature, such as Hölder norms, on the left-hand side). Therefore, inequalities (1.1)−(1.3) answer the question of the optimal r.i. range space in Sobolev inequalities when the domain space is W 1,p 0 (G). In the present paper we solve an analogous problem in the more general context of Orlicz-Sobolev domains W 1,A 0 (G). Namely, given a Young function A, we find the smallest r.i. space into which W 1,A 0 (G) is continuosly embedded. The solution to this problem is provided by a space of Orlicz-Lorentz type on G (or by its intersection with L ∞ (G)) from the family defined as follows, which includes (up to equivalent norms) the spaces
Then we define L(q, D)(G) as the space of real-valued measurable functions u on G for which the quantity
The function B A,n associated with A and n as in the following definition plays a role in our embeddings. 
Here, a is the function appearing in (1.4), and a −1 and b −1 are the (generalized) left-continuous inverses of a and b.
It turns out that B A,q is always a (finite-valued) Young function satisfying condition (1.14) (Proposition 2.2, Section 2), and hence L(q, B A,q )(G) and
up to equivalent norms. If A(s) = s n for large s and satisfies (1.6), then B A,n (s) is equivalent to s n log −n (1 + s) near infinity, and by [4, Lemma 6.12,
up to equivalent equivalent norms, provided that |G| < ∞.
Our main result reads as follows. 
then there exists a constant C 2 , depending only on n and
are the optimal r.i. range spaces in inequalities (1.20) and (1.22) , respectively, in the sense that if (1.20) 
with continuous inclusion. Remark 1.1 Assumption (1.6) is indispensable for an inequality of the type
to hold for some r.i. space X(R n ), for some constant C and for every 
A n (G), according to whether (1.19) or (1.21) is fulfilled. However, also a direct proof of these inclusions can be accomplished, by techniques similar to those which will be used to prove the optimality of Theorem 1.1 in Section 4. This enables to recover inequality (1.9) via Theorem 1.1.
In view of Example 1.1, one is led to expect that B A,n is equivalent to A in sub-limiting cases, but that B A,n grows more slowly than A in borderline situations. This is actually the case. Indeed, one can show that A always dominates B A,n (Proposition 5.1, Section 5), and that A and B A,n are equivalent if and only if A(s) is essentially below s n . A precise statement of the latter assertion is given in Proposition 5.2, Section 5, and involves the notion of Matuzewska-Orlicz indices. Recall that if φ is a real-valued, increasing and striclty positive function in (0, ∞), the upper index I(φ) of φ is defined as
logλ . 
Cases p > n, or p = n and α > n − 1. Condition (1.21) is now fulfilled. The Young function A n (s) equals ∞ for large s. Thus, L ∞ (G) is the optimal Orlicz range space, and also the optimal r.i. range space for embeddings of W 1,A 0 (G). Theorem 1.1 can be extended to deal with anisotropic Orlicz-Sobolev spaces, involving Orlicz type norms depending on the full gradient of a function and not necessarily on its modulus − see e.g. [22, 32] . 
is finite. Simple instances of generalized Young functions are those obeying
where A i (s), i = 1, . . . , n are Young functions and ξ = (ξ 1 , . . . , ξ n ). In particular, the choice A i (s) = s p i , with p i ≥ 1, reproduces to the usual anisotropic Sobolev space (see e.g. [5, 30] ). A less standard example (a modification of one from [32] ) is provided, for n = 2, by the generalized Young function defined as
where k is a sufficiently large constant, p 1 ≥ 1, and either
Our embedding for the space W 
In particular, it is not difficult to verify that, if A has the form (1.27), then A (s) is equivalent to the function A whose (right-continuous) inverse is given by
The anisotropic version of Theorem 1.1 can be stated as follows. 
then there exists a constant C 1 , depending only on n, such that
then there exists a constant C 2 , depending only on n and 
. Thus, on making use of Theorem 1.2 and of the subsequent remarks, and proceeding as in Example 1.2, the following conclusions can be derived about optimal embeddings of W 
Case n i=1
is the optimal Orlicz range space (see [5, 30] ), and L(p * , p)(G) is the optimal r.i. range space ( [5, 23, 28] ).
is the optimal Orlicz range space ( [22, 28] ), and L ∞,n (log L) −1 (G) is the optimal r.i. range space.
is the optimal Orlicz and r.i. range space ( [5, 28] ). Case p 1 p 2 < p 1 + p 2 . The optimal Orlicz range space is generated by the Young function
The optimal r.i. range space agrees with the Lorentz-Zygmund space
The optimal Orlicz range space is generated by the Young function
The space associated with the Young function e
− e is the optimal Orlicz range space. The optimal r.i. range space agrees with the generalized Lorentz-Zygmund space
is the optimal Orlicz and r.i. range space.
Preliminaries

Rearrangements and rearrangement invariant spaces
Let G be a measurable subset of R n and let u be a real-valued measur-
It is easily verified that u * is the unique non-increasing, right-continuous function in [0, ∞) which is equidistributed with u.
Since u * is non-increasing, u * * is also non-increasing and u
A basic property of rearrangements is the Hardy-Littlewood inequality, which tells us that
for all measurable functions u and v in G.
A set X(G) of real-valued measurable functions in G is called a rearrangement invariant Banach function space if it is a linear space equipped with a norm · X(G) satisfying the following properties:
here, χ E denotes the characteristic function of the set E;
The associate space X (G) of X(G) is defined as
and is an r.i. space endowed with the norm
For every r.i. space X(G),
with equal norms. The Hölder type inequality
holds for every u ∈ X(G) and v ∈ X (G), and is an obvious consequence of definition (2.6).
The representation space
for every u ∈ X(G). It is equipped with the norm
A property of r.i. spaces states that if X 1 (G) and X 2 (G) are r.i. spaces, then (2.10)
for some positive constant C and for every u ∈ X 1 (G).
For a detailed treatment of the theory of r.i. spaces, we refer to [4] .
Customary examples of r.i. spaces are provided by Lebesgue, Orlicz, Lorentz and (generalized) Lorentz-Zygmund spaces, whose definition has already been reproduced in Section 1. Below, some more facts about these spaces are recalled.
The theory of Orlicz spaces relies on properties of Young functions. The following properties will come into play in our discussion. Given any Young function A, we have:
where a is the function appearing in (1. The quantities
, given by (1.11) and (1.13), are in general only quasi-norms on the Lorentz and the Lorentz-Zygmund spaces, respectively, since they may fail to satisfy the triangle inequality. They can be turned into equivalent norms on replacing u * by u * * in definitions (1.11) and (1.13). In the special cases when the weights s
α are non-increasing (and hence in all the cases involved in the embeddings discussed in Section 1), also
, respectively. Analogous considerations hold for generalized Lorentz-Zygmund spaces. Notice the alternative formula 
Orlicz-Lorentz spaces
and the function
then the space L(q; D, ∞)(G) of those real-valued measurable functions u in G for which the quantity
(2.20) u L(q;D,∞)(G) = inf λ > 0 : ∞ 0 E D ϕ q (s)u * (s) λ ds ≤ 1
is finite is an r.i. space equipped with the norm · L(q;D,∞)(G)
, and
up to equivalent norms.
Proof. Part I. We have first to check that · L(q,D)(G) is a norm. The only nontrivial property of norms to be verified is the triangle inequality. We have
where the second and third equalities are due to (2.7) and the first inequality to (2.3)−(2.4). Assumption (1.14) is equivalent to requiring that
whenever |E| < ∞, whence (P3) follows. Property (P4) holds since, by (2.5) and (2.16),
Property (P5) 
I. The following conditions are equivalent:
(i) ∞ A(r) r 1+q dr < ∞; (ii) ∞ a(r) r q dr < ∞; (iii) ∞ 1 a −1 (r) q−1 dr < ∞; (iv) ∞ r A(r) q−1 dr < ∞.
II. The following conditions are equivalent:
Proof. Part I. The equivalence of (i) and (ii) is due to (2.11); since A and a −1 are related by (2.14), the equivalence of (iii) and (iv) follows analogously. The equivalence of (ii) and (iii) is a consequence of the fact that, if any of the two conditions is satisfied, then a must be finite-valued and, by Fubini's theorem, 
Proof. We have
for s > 0, and (2.26) follows. Since
inequality (2.28) also implies (2.27).
Sobolev type spaces and inequalities
Let G be an open subset of R n and let A be a Young function. We denote by W nω n 1/n r
(see e.g. [9] ). In particular, equality holds in (2.30) whenever u is spherically symmetric. A version of this principle for anisotropic Orlicz norms is also available ( [22] ). It implies that if A is any generalized Young function and u ∈ W 1,A 0 (G), then u * is locally absolutely continuous in (0, ∞) and a constant K(n), depending only on n, exists such that
where A is the Young function defined in Section 1.
Inequalities (2.30)−(2.31) enable to reduce the problem of Orlicz-Sobolev embeddings into r.i. spaces to one-dimensional inequalities for a Hardy type operator. This is the content of the following proposition, our starting point in the proofs of Theorems 1.1 and 1.2. 
Proposition 2.5 Let n ≥ 2 and let
(2.32) u X(G) ≤ K 1 |∇u| L A (G) for every u ∈ W 1,A 0 (G). (ii) A constant K 2 exists such that (2.33) |G| s r −1/n f (r)dr X(0,|G|) ≤ K 2 f L A (0,|G|) for every f ∈ L A (0, |G|).
II. The following assertions are equivalent:
(i) For any generalized Young function A, with prescribed A , a constant K 1 exists such that
As for the proof of Proposition 2.5, the fact that (ii) implies (i) in Part I is an easy consequence of (2.30), whereas the converse implication can be established on choosing spherically symmetric test functions in (2.32). The proof of Part II is analogous: one has to make use of (2.31) instead of (2.30) for one implication, and to choose A(ξ) = A (|ξ|) and spherically symmetric test functions in (2.33) for the reverse implication. The details are omitted for brevity. As a first consequence of Proposition 2.5, the necessity of condition (1.6) or (1.30) for inequalities in R n can be derived.
Corollary 2.1
Let n ≥ 2 and let X(R n ) be any r.i. space on R n .
I. Assume that a constant C exists such that
for some Young function A and for every u ∈ W 1,A 0 (R n ). Then A satisfies (1.6). 
II. Assume that a constant C exists such that
and
From (2.33), (2.38) and (2.16) one gets
.
< ∞. This is equivalent to ∞ A(r) r 1+n dr < ∞, which is in turn equivalent to (1.6), by Lemma 2.3. The proof of Part II is analogous.
Theorems 1.1 and 1.2: proof of the embeddings
The present section is devoted to the proof of inequalities (1.20) and (1.22) of Theorem 1.1, and of inequalities (1.32) and (1.34) of Theorem 1.2. Consider Theorem 1.1. By Proposition 2.5, Part I, the proof of (1.20) is reduced to showing that, for any A satisfying (1.6), a constant K 1 , depending only on n, exists such that
for every f ∈ L A (0, ∞). The same proposition ensures that inequality (1.22) is a consequence of (3.1) and of the fact that, under the additional assumption (1.21), there also exists a constant K 2 , depending only on n and on
Inequality (3.2) is an easy consequence of (2.8) and (2.16). Indeed,
t 1+n dt < ∞ by assumptions (1.6) and (1.21), and by Lemma 2.3. Inequality (3.1) is more delicate, and relies on the following interpolation theorem, of possible independent interest. q ∈ (1, ∞) and let A be a Young function satisfying (1.17) . Then
Theorem 3.1 Let
(3.3) L A (0, ∞) ⊂ L 1 (0, ∞) + L q,1 (0, ∞).
Moreover, let T be any linear operator which is bounded from
, and a constant C, depending only on q, exists such that
Remark 3.1 Theorem 3.1 can be transposed, with a completely analogous proof, to the more general setting of operators acting between function spaces defined on non-atomic σ-finite measure spaces. Furthermore, quasilinear operators, namely operators satisfying the inequality |T (f + g)| ≤ k(|T f| + |T g|) for some k > 0 and for every f and g can be allowed; in this case, the constant on the right-hand side of (3.4) has to be replaced by k C max{N 1 , N q }.
In order to prove (3.1), we apply Theorem 3.1 to the linear operator T defined as
at any measurable function f in (0, ∞) which makes the integral on the right-hand side of (3.5) finite. The operator T is bounded from
Thus, (3.1) follows from Theorem 3.1. 
and, for t > 0, we decompose f as f = f t + f t , where
On the other hand, 0 1 a(τ ) 1 q−1 dτ < ∞, by assumption (1.17) and Lemma 2.3. Hence,
Inclusion (3.3) is proved. Such an inclusion ensures that the domain of T contains the set of functions f satisfying (3.6), and hence T is well defined on L A (0, ∞).
Let us now establish inequality (3.4) . Throughout the proof, we shall denote the function B A,q simply by B. Assume that f satisfies (3.6) and let K be a positive constant to be chosen later. We have
Here, we have made use of the fact that
|{|T f| > 2Kτ }| dτ < ∞ for t > 0, a consequence of estimates (3.14) and (3.19) below. We have also exploited the local absolute continuity of B, a finite-valued Young function. Now, let σ : [0, ∞) → [0, ∞] be the (non-decreasing) function given by (2.25), and decompose f as f = f σ(t) + f σ(t) , where f σ(t) and f σ(t) are defined as in (3.7), with t replaced by σ(t). By the linearity of T ,
Inequalities (3.10) and (3.11) yield
Let us estimate the four summands on the right-hand side of (3.12). The boundedness of T from L q,1 (0, ∞) into L q,∞ (0, ∞) comes into play in dealing with the terms involving f σ(t) . By (2.17), this property of T implies that
Hence, if t > 0, (3.14) where the last inequality is due to (2.27), Lemma 2.4. Next, by (3.13) again,
A generalized version of the weighted Hardy inequality (see [12, Lemma 1]) tells us that (2.26) is a sufficient (and necessary, up to the constant) condition for the inequality
to hold for every measurable function h :
On applying (3.16) with h(t) = |{|f | > t}| 1/q , we infer from (3.15) that
The boundedness of T from L 1 (0, ∞) into L 1 (0, ∞) plays its role in the estimate of the summands depending on f σ(t) on the right-hand side of (3.12). Such an assumption on T ensures that
Thus, by (2.25),
B(t) t
Inequality (3.18) and equation (2.25) also imply that (3.20) where σ −1 is the (generalized) left-continuous inverse of σ.
Combining (3.12), (3.14), (3.17) , (3.19) and (3.20) leads to
In the derivation of (3.22) one has to make use of (2.12) and of the fact that C > 1. Inequality (3.4) follows from (3.22) , by the very definition of Luxemburg norm.
Theorems 1.1 and 1.2: optimality
Our task in this section is to prove the second part of the statements of Theorems 1.1 and 1.2, where it is claimed that the spaces appearing on the right-hand sides of inequalities (1.20), (1.22) and (1.32), (1.34) are the best possible among all r.i. spaces. Notice that we only need to consider Theorem 1.1, since the result in Theorem 1.2 follows on choosing A(ξ) = A (|ξ|) and applying Theorem 1.1.
Thanks to Proposition 2.5, the question of the optimality of the spaces (1.20) and (1.22), respectively, is equivalent to a corresponding problem for a one-dimensional inequality. The crucial step in attacking this problem turns out to be the Hölder type inequality for non-increasing functions in Orlicz spaces contained in the following theorem. Then there exists a constant K 1 (q), depending only on q, such that
for any measurable functions f and g in (0, ∞). The proof of Theorem 4.1 is split into several lemmas and is presented in the second part of this section. We first accomplish the proof of Theorem 1.1. Let us begin with Part I, and let us assume that (1.19) is fulfilled. Consider the case where G = R n . We have to show that, if X(R n ) is an r.i. space satisfying (2.32) with G = R n , then a constant K exists such that
II. Assume that
for every u ∈ L(n, B A,n )(R n ). By Proposition 2.5, inequality (2.33) holds with |G| = ∞. We now make use of a duality argument, involving associate spaces (see also [10, Proof of Lemma 1] and [18, Proof of Theorem 4.6]). By (2.33), (2.6) and (2.16), By (2.7) and (2.9), the first supremum in (4.8) equals f X(0,∞) . Thus, we conclude that
for every f ∈ L(n, B A,n )(0, ∞), whence (4.5) follows, owing to (2.9). Let us now take into account the case where G is an open subset of R n having finite measure. Let X(G) be any r.i. space satisfying (2.32). Via the same argument as above, one deduces that
for every g ∈ X (0, |G|). Theorem 4.1 implies that
for any measurable functions f and g in (0, ∞), vanishing outside (0, |G|). We claim that a constant C, depending only A, |G| and n, exists such that
for every g vanishing outside (0, |G|). Indeed, we have
Notice that the last norm is finite since 0 A(t) t 1+n dt < ∞, as a consequence of (1.6) and of Lemma 2.3. Now,
Combining (4.12)−(4.13) yields (4.11). On making use of (4.9)−(4.11), one can argue as in the case where G = R n and conclude that there exists a con-
Assume, instead, that G = R n . Owing to (2.10), it suffices to show that (4.14)
Then, in particular, u is essentially bounded. Thus, if |supp u| < ∞, then u belongs to any r.i. space, and hence to u ∈ X(R n ), by properties (P4)-(P5) of r.i. spaces. Assume now that |supp u| = ∞. Given t > 0, let us decompose u as u(x) = u t (x) + u t (x) for x ∈ R n , where u t and u t are defined analogously as in (3.7). Notice that u t and
Inasmuch as u t is essentially bounded, we conclude as above that u t ∈ X(R n ) for every t > 0. Next, consider u t . Since we are assuming that |supp u| = ∞, then |{u t ≥ t}| = |{|u| ≥ t}| ≥ α(q, A), provided that t is sufficiently small, where α(q, A) is the number appearing in Theorem 4.1. Thus, since ess sup|u t | = t, then the function f = u * t satisfies assumption (4.4) of Theorem 4.1. The same argument as in the proof of Part I now yields u t ∈ X(R n ). Hence, u ∈ X(R n ). The proof of Theorem 1.1 is complete.
Let us now come to Theorem 4.1. The outline of the proof is as follows. Inequality (4.2) is first transformed into an equivalent inequality where the product of norms is replaced by a sum of integrals on the right-hand side. Via a discretization and truncation argument, this inequality is further reduced to an inequality restricted to characteristic functions of intervals and linear combinations of them, which is dealt with in Lemma 4.4. The proof of this lemma requires an inequality between certain Orlicz norms of powers (Lemma 4.3), which in turn relies upon an inequality involving integrals of the function A (Lemma 4.2).
As a preliminary step, we associate with any A and q as in the statement of (1.17) . Let Φ and Θ be the functions defined by (4.16) and (4.18) . Then there exists a constant K 2 (q), depending only on q, such that
where
and Λ is given by (4.15) Proof. Inequality (4.19) reads
Consider the left-hand side of (4.21). We have, by Fubini's theorem,
for s > 0. 
for s > 0. As far as the right-hand side of (4.21) is concerned, an application of Fubini's theorem gives
for s > 0. On the other hand,
for s > 0. On making first use of (4.25)−(4.26), and then of (2.11) with A replaced by A and a replaced by a −1 , we easily deduce that
Thus, inequality (4.21) holds for every s > 0, as a consequence of (4.24) and (4.27) . If, on the contrary,
and the very definition of β(A, q) easily implies that
From (4.24), (4.27) and (4.28) we infer that (4.21) holds for s ∈ (0, β(A, q)].
Lemma 4.3 Let q ∈ (1, ∞) and let
A be a Young function satisfying (1.17) . Then
where Ψ and Θ are defined in (4.17) and (4.18) , respectively, K 2 (q) is the constant appearing in (4.19) and β(A, q) is defined by (4.20) . 
On the other hand, it is not difficult to verify that
where Ψ −1 is the (generalized) right-continuous inverse of Ψ.
Hence,
. Inequality (4.29) is a consequence of (4.35)−(4.38).
Lemma 4.4
Let q ∈ (1, ∞) and let A be a Young function satisfying (1.17) . Then
for all nonnegative λ, λ i , i ∈ Z, for all nonnegative t i such that t i ≤ t i+1 for i ∈ Z, and for all
where K 2 (q) is the constant appearing in Lemma 4.2, and α(A, q) is the number defined by (4.30) .
Proof. By the monotone convergence theorem for integrals, it suffices to prove that
for λ, λ i , t, t i as in the statement and for every N ∈ N.
We claim that inequality (4.41) is a consequence of 
whence (4.41) follows. Let us establish (4.42). We may clearly suppose that λ = 1. We have
When t ≤ t N there is nothing to prove. Assume that t ∈ (t j , t j+1 ] for some j ∈ {−N, . . . , N − 1}. Then
If t > t N , then we have
. 
for any f and g as in the statement and satisfying, in addition,
To verify our claim, notice that if f and g are any functions making the right-hand side of (4.2) finite, then the new functions f and g, defined for > 0 as
satisfy (4.47); notice also that f fulfills (4.4) if f does. Moreover, an application of (4.46) with f * and g * replaced by f and g yields
Inequality (4.48) implies (4.2), thanks to the arbitrariness of .
We now prove (4.46). For every k ∈ Z such that
Furthermore, set
and, for k, m ∈ Z,
Note that each of the sets F k and G k,m is either empty or an interval, and that 
k }| in this application of Lemma 4.4. Thus, we need to know that
by assumption (4.4). [7] ). Such an estimate from (5.11) that b −1 (r) ≤ C 2 a −1 (r) for some constant C 2 and for sufficiently large r. Then B A,q dominates A near infinity and, by Proposition 5.1, it is in fact equivalent to A near infinity.
(iii) implies (ii). From inequality (3.1), applied with n and A replaced by q and A ∞ , respectively, and from the fact that A ∞ agrees with A near infinity we get that a constant C 2 , depending only on A, n and |G| exists such that 
