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Zusammenfassung
Implementierung eines parallelen Gleichungslo¨sers in das Finite-Elemente-Programm
FINEART
Die Finite-Elemente-Methode (FEM) ist ein Verfahren zur numerischen Lo¨sung von partiel-
len Differentialgleichungen. Die Genauigkeit einer FEM-Berechnung ist vor allem von der Gu¨te
des Berechnungsnetzes abha¨ngig. Ein entscheidendes Kriterium hierfu¨r ist die Feinheit des Netzes,
das im Allgemeinen mit Hilfe von Netzgeneratoren konstruiert wird. Da die numerischen Fehler
nur schwer vorhersehbar sind, ist die Qualita¨t des Netzes von der Vorgehensweise des Anwenders
bzw. Ingenieurs und dessen Erfahrung bestimmt. Daher werden seit einiger Zeit Algorithmen zur
automatischen Netzverfeinerung durch Einbindung zusa¨tzlicher finite Elemente entwickelt.
FINEART ist ein FEM-Programm, das zusa¨tzlich zur herko¨mmlichen FEM-Berechnung Module
zur automatischen Fehlerbestimmung und adaptiven Netzverfeinerung beinhaltet. Im Rahmen
eines Projekts der Forschungszentrum Ju¨lich GmbH mit dem Structural Engineering Research
Centre (SERC), Indien, entstand eine Diplomarbeit, in der untersucht wurde, in welchem Maße
sich die Effizienz des Lo¨sungsmoduls von FINEART durch Implementierung eines parallelen
Gleichungslo¨sers steigern la¨sst. Dazu wurde ein neues Lo¨sungsmodul implementiert, das parallele
Gleichungslo¨ser der Programmbibliothek ScaLAPACK verwendet. Die Effizienz dieser Lo¨ser bzw.
des neuen Moduls wurden auf dem SMP-Cluster ZAMpano bzw. dem massiv parallelen System
CRAY T3E untersucht und mit dem bisher in FINEART genutzten seriellen Lo¨ser verglichen.
Implementation of a parallel linear equation solver into the finite element program FINEART
The finite element method (FEM) is a procedure to solve partial differential equations nu-
merically. The accuracy of a FEM calculation depends mainly on the quality of the computation
mesh. An important criterion is the fineness of the mesh which is generally constructed with mesh
generators. Since the numerical errors are difficult to predict, the quality of the mesh is determined
by the strategy of the user resp. engineer and his experience. That is the reason why algorithms for
automatic adaptive mesh refinement by integrating additional finite elements have been developed.
FINEART is a FEM program that includes, in addition to conventional FEM calculation, modules
for automatic error estimation and adaptive refinement. Within a project of the Research Centre
Ju¨lich and the Structural Engineering Research Centre (SERC), India, a diploma thesis emerged,
studying how the efficiency of the FINEART solver module can be enhanced by implementing a
parallel solver. Therefore a new solver module, which uses parallel linear equation solvers of the
program library ScaLAPACK has been implemented. The efficiency of these solvers resp. the new
module was examined on the SMP-cluster ZAMpano resp. the massively-parallel system CRAY
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Es gibt eine Reihe von Na¨herungsverfahren zur Berechnung komplexer Probleme, die nicht exakt
gelo¨st werden ko¨nnen. Sie werden beispielsweise zur Simulation von Crash-Tests in der Automo-
bilindustrie und zur Untersuchung von Statikverhalten von Bauwerken bei Erdbeben angewandt.
Teilweise ko¨nnen sie aber auch fu¨r ganz andere Probleme, wie z.B. bei der Wettervorhersage ge-
nutzt werden. Dabei wird die Finite-Elemente-Methode (FEM) besonders ha¨ufig eingesetzt (Abb.
1.1). Vor der Anwendung muss das Problem zuna¨chst entsprechend untersucht werden. Die prin-
zipielle Vorgehensweise a¨hnelt dabei sehr anderen ingenieurma¨ßigen Methoden. Das sehr spezi-
elle Einzelproblem wird solange vereinfacht und verallgemeinert, bis ein u¨berschaubares Modell
entsteht, das mit bekannten, allgemein gu¨ltigen und anerkannten Ansa¨tzen bearbeitet werden kann.
Dazu werden meist Computerprogramme als Hilfe benutzt. Ein vollsta¨ndiges FEM-Programmpaket
besteht dabei aus drei Komponenten: Der Preprozessor unterstu¨tzt den Anwender bei der Modell-
bildung, das dann von einem Lo¨ser (Solver) berechnet wird. Die Ergebnisse ko¨nnen anschließend
mit dem Postprozessor dargestellt und u¨berpru¨ft werden. Bei einer ungenu¨genden Genauigkeit der
Ergebnisse muss eine Anpassung des Modells erfolgen.
Abbildung 1.1: FEM-Berechnungsnetz eines PKW
1
2 KAPITEL 1. EINLEITUNG
Diese Diplomarbeit bescha¨ftigt sich mit der Implementierung eines parallelen Gleichungslo¨sers
aus einer vorhandenden Programmbibliothek in das FEM-Programm FINEART. Dieses Programm
dient insbesondere zur Berechnung und anschließenden Optimierung eines FEM-Modells. So genu¨gt
bei der Modellerstellung ein eher grobes FEM-Ausgangsnetz, das dann von FINEART berechnet
und automatisch iterativ verfeinert wird, bis die Lo¨sung eine gewu¨nschte Genauigkeit erreicht. Das
Ziel der Implementierung ist eine effizientere Berechnung eines FEM-Problems durch einen Glei-
chungslo¨ser, der mehrere Prozessoren nutzt.
Der Aufbau dieser Arbeit gestaltet sich dabei folgendermaßen:
In Kapitel 2 werden alle wichtigen Grundlagen vermittelt. Dabei wird noch einmal detailliert auf die
FEM eingegangen. Ebenso wird das, zum Lesen dieser Arbeit, notwendige Wissen u¨ber die paralle-
le Datenverarbeitung beschrieben. Dabei werden insbesondere die verwendeten Systeme ZAMpano
(ZAM parallel nodes) und CRAY T3E des Zentralinstituts fu¨r Angewandte Mathematik (ZAM),
Forschungszentrum Ju¨lich GmbH vorgestellt.
Kapitel 3 gibt eine allgemeine Beschreibung u¨ber die Programmbibliothek ScaLAPACK, die einige
parallele Gleichungslo¨ser zur Verfu¨gung stellt. Dabei wird die Funktionsweise zweier Lo¨ser erkla¨rt
sowie alle notwendigen Schritte, die beim Einsatz zu beachten sind. Des Weiteren werden erste,
von FINEART unabha¨ngige, Messungen zur Rechnenzeit durchgefu¨hrt und diskutiert.
In Kapitel 4 wird die Funktion von FINEART selbst, u.a. anhand eines Beispiels, erla¨utert. Da-
bei werden die entsprechenden Ergebnisse mit dem Postprozessor RAPS dargestellt und ero¨rtert.
Anschließend werden, wie im vorigen Kapitel, Messungen durchgefu¨hrt, die diesmal FINEART
spezifisch sind. Die Ergebnisse zwischen dem, von FINEART urspru¨nglich verwendeten, seriellen
Lo¨ser und dem neu implementierten parallelen Lo¨ser werden miteinander verglichen.




In Industrie und Forschung mu¨ssen bei der Entwicklung von Konstruktionen, Gera¨ten oder Bau-
teilen verschiedene Faktoren beru¨cksichtigt werden. Zum einen soll eine gewisse Sicherheit und
Verfu¨gbarkeit wa¨hrend der gesamten Betriebszeit gewa¨hrleistet sein. Andererseits soll die Herstel-
lung wirtschaftlich, d.h. kostengu¨nstig und zeitsparend sein. Aufgabe des Ingenieurs ist es, eine
mo¨glichst optimale Lo¨sung dieses sogenannten Festigkeitsproblems [1] zu finden. Dazu muss ins-
besondere untersucht werden, wie belastbar das System ist und welche Auswirkungen bei Versagen
entstehen bzw. zu welcher Versagensart es kommen kann. Dabei wird zwischen unzula¨ssig großen
Verformungen (elastisch, plastisch), Bru¨chen und Instabilita¨ten (Kippen, Knicken, Beulen) unter-
schieden. Die dafu¨r entscheidenden Gro¨ßen sind die Verschiebungen und vorliegenden Spannungen
(Kap. 2.1.3) einzelner Strukturteile. Um kostensparend zu arbeiten, werden unno¨tige Experimente
vermieden und in der Planungsphase entsprechende Analysen durchgefu¨hrt. Das Objekt wird dafu¨r
so weit vereinfacht, dass bekannte Rechenansa¨tze und Methoden, z.B. aus der Technischen Mecha-
nik [2], angewandt werden ko¨nnen. Dabei muss darauf geachtet werden, dass die Ergebnisse der
Modellrechnung das reale Problem hinreichend genau beschreiben.
Bei der Erstellung eines geeigneten Modells werden drei Typen von Informationen beno¨tigt: Die
Geometrie beschreibt die Form und die Abmessungen des zu analysierenden Bauteils. Die Werk-
stoffeigenschaften bezeichnen die Gesamtheit der inneren Gesetze der Stoffe, aus denen die Struk-
tur besteht. Sie werden durch entsprechende Parameter charakterisiert. Randbedingungen sind die
a¨ußeren Einflu¨sse der Umgebung. Fu¨r alle drei Typen werden nur notwendige Informationen u¨ber-
nommen, die fu¨r die Berechnung relevant sind.
Das so vorliegende Objekt besteht aus einer oder mehreren zusammenha¨ngenden Teilstrukturen,
die als Kontinuum betrachtet werden, d.h. diese Teilstrukturen bilden kontinuierliche, fortgesetzte
Bereiche, die nur wenige ausgezeichnete Punkte besitzen. Anschließend wird das Kontinuum durch
ein Netz oder Gitter diskretisiert. An ausgewa¨hlten Punkten des Gebietes werden die bedeutsamen
Gro¨ßen, wie Verschiebungen, Dehnungen und Spannungen, durch Na¨herungsverfahren berechnet.
Eine Gesamtlo¨sung ergibt sich dann durch Interpolation zwischen den Gitterpunkten.
Die sta¨ndig steigende Leistungsfa¨higkeit von EDV-Systemen in den letzten Jahren hat dazu gefu¨hrt,
dass vielfa¨ltige Mo¨glichkeiten entstanden sind, technische Probleme mit Hilfe von Simulationsver-
fahren in relativ kurzer Zeit zu lo¨sen. Die Bedeutung dieser Verfahren wird in Zukunft weiter zu-
nehmen, denn sie werden immer noch weiterentwickelt und die Steigerung der Rechenleistung der
dafu¨r no¨tigen Computerhardware, bei gleichbleibenden Preis, scheint unaufho¨rlich zu sein.
Ein in diesem Gebiet ha¨ufig eingesetztes Verfahren zur Berechnung komplexer Strukturen ist die
Finite-Elemente-Methode [3][4][5][6][7]. Dabei werden die physikalischen Gro¨ßen des Kontinu-
ums durch partielle Differentialgleichungen [8] beschrieben. Um diese berechnen zu ko¨nnen, mu¨ssen
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4 KAPITEL 2. GRUNDLAGEN
diejenigen Funktionen bestimmt werden, die die Differentialgleichungen einschließlich der gestell-
ten Rand- (und Anfangs-) bedingungen erfu¨llen. Da dies nur selten exakt gelingt, werden diese
durch Ansatz- bzw. Formfunktionen approximiert. Zur na¨herungsweisen Berechnung wird das Kon-
tinuum bei der Diskretisierung in kleine Teilgebiete mit mo¨glichst einfacher Struktur unterteilt, die
finiten Elemente. Beschra¨nkt man sich auf zweidimensionale Probleme, bieten sich Drei- oder Vier-
ecke als Elemente an; bei der Erweiterung zur dritten Dimension wu¨rde dies zu Tetraeder- bzw.
Hexaeder-Elementen fu¨hren. Die Elemente werden so zusammengesetzt, dass fu¨r die Berechnun-
gen ein brauchbares Modell entsteht.
Die Qualita¨t der Lo¨sung ha¨ngt im Wesentlichen von der Gu¨te des verwendeten Netzes ab. Es
muss also zuna¨chst ein geeignetes Berechnungsnetz generiert werden, das den Bedingungen des
spa¨ter verwendeten FEM-Approximationsverfahrens genu¨gt. Anschließend werden alle Berech-
nungsgro¨ßen auf Werte in den Gitterpunkten, den sogenannten Knoten, zuru¨ckgefu¨hrt. Bei Festig-
keitsproblemen fu¨hrt dies zu einem Gleichungssystem zwischen den Knotenverschiebungen und
den Kra¨ften in den Knoten. Diese werden zuna¨chst unabha¨ngig fu¨r die einzelnen Elemente aufge-
stellt und anschließend zu einem globalen Gleichungssystem miteinander verknu¨pft.
Werden dann noch die Lager- bzw. Randbedingungen beru¨cksichtigt, so kann das globale Glei-
chungssystem nach den mo¨glichen Verschiebungen der freien Knoten aufgelo¨st werden. Die An-
zahl der Bewegungsmo¨glichkeiten eines Knotens werden dabei als Freiheitsgrade bezeichnet. Die
Interpolation der Gesamtlo¨sung wird u¨ber die Formfunktionen durchgefu¨hrt.
2.1.1 Berechnung der Verschiebungen
Um die Verschiebungen der Knoten eines finiten Elementes bestimmen zu ko¨nnen, wird bei der
konkreten FEM-Berechnung zuna¨chst das folgende Gleichungssystem aufgestellt
Ke
~de = ~fe, (2.1)
wobei Ke die Element-Steifigkeitsmatrix, ~de der Knotenverschiebungsvektor und ~fe der Kra¨fte-
vektor in dem jeweiligen Element ist.
Dies entspricht der allgemeinen Standardnotation fu¨r lineare Gleichungssysteme (LGS) [9] [10]
[11]
A~x = ~b ⇔


a11 a12 . . . a1n
























wobei A die Koeffizientenmatrix, ~b die Rechte-Hand-Seite (RHS) und ~x der Lo¨sungsvektor ist.
n gibt die Dimension der Matrix an.
Die Knotenverschiebungen ~de werden auf die Verschiebungen ~ue eines beliebigen Punktes eines
finiten Elementes mit Hilfe der Ansatz- bzw. Formfunktionen N extrapoliert, so dass gilt
~ue = N ~de. (2.3)
Die Ansatzfunktionen sind Polynome, die so konstruiert werden, dass gilt
Ni =
{
1 fu¨r Knoten i
0 fu¨r alle anderen Knoten
. (2.4)
Bei der Aufstellung des Gleichungssystems (2.1) muss zuna¨chst die Element-Steifigkeitsmatrix







EB dV mit B = DN , (2.5)
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( N1 0 N2 0 . . .
0 N1 0 N2 . . .
)
. (2.6)
E ist eine materialspezifische, symmetrische Elastizita¨tsmatrix, die sich aus dem Zusammenhang
zwischen Spannung und Dehnung (Kap. 2.1.3, Gl. (2.29)) ergibt. Sie setzt sich aus dem Elastizita¨ts-
modul E und der Poisson-Zahl bzw. Querkontraktionszahl ν zusammen. Im Zweidimensionalen ist








Da E symmetrisch ist, ist auch die nach Gleichung (2.5) definierte Element-Steifigkeitsmatrix K e
symmetrisch.
Aus den lokalen Elementgro¨ßen werden dann nach dem Superpositions-Prinzip (U¨berlagerungs-
Prinzip) die globalen Gro¨ßen fu¨r das gesamte System unter Ausnutzung der Randbedingungen zu-
sammengesetzt.
K~u = ~f (2.8)
Dazu werden die lokalen Element-Gleichungssysteme in den Knotenwerten (Gl. (2.1)) betrachtet
und in das globale Gleichungssystem
K ~d = ~f (2.9)
u¨berfu¨hrt, womit u¨ber die Ansatzfunktionen die Verschiebungen ~u des gesamten Systems ermittelt
werden ko¨nnen. Dazu werden Inzidenzmatrizen (Boole’sche Matrizen) Ae konstruiert, die eine
Verknu¨pfung zwischen den verschiedenen lokalen Knotenwerten und den globalen Knotenwerten
herstellen.
~de = Ae~d (2.10)
Da die Berechnung des Gleichungssystems (2.9) in dieser Arbeit eine besondere Rolle spielt, wird
dieser Teil nun ausfu¨hrlicher beschrieben:
Nach dem Schnittprinzip besteht ein Gleichgewicht zwischen den a¨ußeren Lasten ~f und den Schnitt-
kra¨ften ~fe. A¨quivalent dazu gilt nach dem Prinzip der virtuellen Arbeit die Gleichheit zwischen der
virtuellen a¨ußeren und inneren Arbeit






























wobei n die Anzahl der Elemente und δ der Variationsoperator ist. Dadurch kann die globale Stei-
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Das Gleichungssystem (2.9) ist jedoch noch nicht lo¨sbar, da es mehr Unbekannte, als linear un-
abha¨ngige Gleichungen besitzt. Aus diesem Grund mu¨ssen noch die kinematischen Randbedin-
gungen ausgenutzt werden. Ein Teil der Knotenverschiebungen sei vorgegeben, so dass ~d zerlegt
werden kann in die vorgegebenen Knotenwerte ~dV und die freien bzw. gesuchten Knotenwerte ~dF .
Entsprechend kann ~f in die a¨ußeren Kra¨fte ~fF und die unbekannten Lagerreaktionen ~fV zerlegt
werden. Wird dann noch K in Teilmatrizen unterteilt, fu¨hrt dies auf das partitionierte Gleichungs-
system (












Aus der zweiten Zeile dieses Systems ko¨nnen die freien Knotenverschiebungen berechnet werden
durch das reduzierte Gleichungssystem
KFV
~dV + KFF ~dF = ~fF ⇔ ~dF = K−1FF (~fF −KFV ~dV ). (2.16)
Die erste Zeile des Gleichungssystems (2.15) fu¨hrt zu den Lagerreaktionen
~fV = KV V ~dV + KV F ~dF
= KV V ~dV + KV FK
−1
FF (
~fF −KFV ~dV ). (2.17)
2.1.2 Eigenschaften der (globalen) Steifigkeitsmatrix
Die (globale) Steifigkeitsmatrix K des Gleichungssystems (2.8) bzw. (2.9) erfu¨llt in der Regel die
folgenden Eigenschaften:
(i) K ist symmetrisch, d.h. K ist gleich der transponierten Matrix KT , also
K = KT (2.18)
und damit auch quadratisch, d.h. die Anzahl der Zeilen ist gleich der Anzahl der Spalten. Die-
se Eigenschaft ergibt sich aus dem Superpositions-Prinzip und der Symmetrie der Element-
Steifigkeitsmatrizen.
(ii) K ist positiv definit, fu¨r mindestens kinematisch bestimmt gelagerte Systeme, d.h.
~xT K~x > 0 ∀ ~x 6= ~0. (2.19)
Ein System heißt kinematisch bestimmt gelagert, wenn Starrko¨rperbewegungen unterdru¨ckt
werden. Dadurch sind die Lagerreaktionen aus den Gleichgewichtsbedingungen berechenbar.
Die Anzahl der Unbekannten muss gleich der Anzahl der Gleichungen sein.
Die globale Steifigkeitsmatrix wurde u¨ber das Prinzip der virtuellen Arbeit (Gl.(2.11)) herge-
leitet. Da die Arbeit der a¨ußeren Kra¨fte stets positiv ist, folgt die positive Definitheit.
(iii) K ist du¨nn besetzt, d.h. die Matrix besteht hauptsa¨chlich aus Nullelementen.
Dies liegt daran, dass in jeder Zeile der Matrix nur die Knotenwerte eines finiten Elementes
und die Beitra¨ge der benachbarten Elemente stehen. Demnach wird die relative Anzahl an
Nullelementen gro¨ßer, je mehr finite Elemente verwendet werden.
(iv) K hat Bandstruktur, d.h. es existieren nur Eintra¨ge in der Umgebung der Diagonalen. Die
Bandbreite wird bestimmt durch den von der Diagonalen am weitesten entfernten Eintrag.
Diese Eigenschaft wird durch eine mo¨glichst effektive Knotennummerierung bei der Vernet-
zung erzielt. Optimal ist, wenn benachbarte Knoten so nummeriert werden, dass auch deren
Nummern mo¨glichst dicht beieinander liegen. Es haben sich verschiedene, unterschiedlich
aufwa¨ndige, Nummerierungsstrategien entwickelt. Teilweise wird dabei eine eventuell gro¨ße-
re Bandbreite in Kauf genommen, um den dafu¨r notwendigen Aufwand geringer zu halten.
Eine Bandmatrix hat die Bandbreite β, falls gilt
∀i, j : |i− j| > β : aij = 0. (2.20)
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Bei dieser Definition wird die Diagonale selbst nicht mit zur Bandbreite geza¨hlt. In manchen
Definitionen gilt dies aber und in Gleichung (2.20) a¨ndert sich das ”gro¨ßer“-Zeichen in ein
”gro¨ßer-gleich“-Zeichen.
(v) Je nach Problem kann K weitere Eigenschaften besitzen, die aber immer spezifischer werden
und deshalb nicht weiter behandelt werden.
Zum Lo¨sen von LGS gibt es zum einen direkte Methoden, wie das Gauß’sche Eliminationsverfah-
ren, die abgesehen von numerischen Rundungsfehlern, eine exakte Lo¨sung des LGS liefern. Deren
Rechenaufwand ist im Allgemeinen proportional zu n3. Bei Bandmatrizen verbessert sich dieser
auf n ·β2. Diese Verfahren sind geeignet fu¨r kleine bis mittlere Probleme oder schlanke Strukturen,
wodurch die Bandbreite in der Matrix verkleinert wird. Der Vorteil ist, dass es einfach ist, mehrere
Lastfa¨lle zu bearbeiten, indem die RHS entsprechend erweitert wird. In dieser Arbeit wird nur der
Rechenaufwand des eigentlichen Lo¨sungsalgorithmus, unabha¨ngig von der Anzahl an Lastfa¨llen,
untersucht. Aus diesem Grund wird nur mit jeweils einem Lastfall gerechnet.
Zum anderen gibt es iterative Verfahren, die nur eine Na¨herung der exakten Lo¨sung liefern. Da-
bei wird eine bestimmte Rechenvorschrift mehrmals wiederholt. Dieser Vorgang wird Iteration
genannt. Im Idealfall na¨hert sich die berechnete Lo¨sung mit jedem Iterationsschritt der exakten
Lo¨sung an (Konvergenz). Die Rechenzeit ist allerdings nicht genau vorhersehbar. Der Aufwand
je Iterationsschritt ist im Allgemeinen proportional zu n2 [12]. Dafu¨r beno¨tigen diese Verfahren
weniger Speicher und sind gut nutzbar fu¨r große Probleme oder sperrige Strukturen, wodurch die
Bandbreite in der Matrix vergro¨ßert wird. In diesem Fall konvergieren diese Methoden schneller
gegen die exakte Lo¨sung. Dies ist allerdings abha¨ngig von den Eintra¨gen in der Matrix, da das
Verfahren bei einer schlecht konditionierten Matrix numerisch instabil wird. Die Konditionszahl κ
einer Matrix A kann berechnet werden u¨ber das Produkt der Normen
κ(A) = ‖A‖ · ‖A−1‖. (2.21)
Die Berechnung muss fu¨r jeden Lastfall neu gemacht werden.
2.1.3 Spannungen (und Dehnungen)
Wird ein Ko¨rper auf Zug oder Druck belastet, entstehen die fu¨r spa¨tere Betrachtungen interessanten
Spannungen. Sie sind innere Kra¨fte, die bei einem Schnitt durch den Ko¨rper bestimmbar werden.
Spannungen sind auf der Schnittfla¨che verteilte Fla¨chenkra¨fte. Bei einfachen Strukturen, wie ein-
dimensionalen Sta¨ben, die nur in La¨ngsrichtung auf Zug oder Druck beansprucht werden, ist die





Die Spannungen stehen dabei senkrecht zur Schnittfla¨che. Aus diesem Grund werden sie Normal-
spannungen genannt.
Bei einem Ko¨rper der beliebig geformt oder belastet ist, z.B. durch Einzelkra¨fte Fi, sind die Span-
nungen im Allgemeinen u¨ber die Schnittfla¨che A vera¨nderlich. Daher muss die Spannung in einem
beliebigen Punkt P der Schnittfla¨che definiert werden. Auf einem Fla¨chenelement ∆A, in dem P
enthalten ist, wirkt die mittlere Spannung ∆ ~F/∆A. Wird vorausgesetzt, dass dieser Quotient gegen









Dieser Grenzwert wird Spannungsvektor ~t genannt. Daru¨ber ist der Spannungszustand in P aller-
dings noch nicht ausreichend beschrieben, da er abha¨ngig von der Schnittrichtung ist. Zur genaueren
Beschreibung wird in der Umgebung von P ein infinitesimaler Quader mit den Kantenla¨ngen dx,
dy und dz ausgeschnitten (Abb. 2.1 (a)). In jeder der sechs Fla¨chen wirkt ein Spannungsvektor, der
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zerlegt werden kann in eine Komponente σ normal und eine Komponente τ tangential zur Schnitt-
fla¨che. Dies gilt auch entsprechend im Zweidimensionalen fu¨r ein Fla¨chenelement mit den Kan-
tenla¨ngen dx und dy an den vier Kanten (Abb. 2.1 (b)). Die Tangentialkomponente τ wird Schub-
spannung genannt. Diese wird noch in die Komponenten nach den Koordinatenrichtungen zerlegt.
Zur Kennzeichnung werden Doppelindizes verwendet. Dabei gibt der erste Index die Richtung der
Fla¨chennormale und der zweite die Richtung der Spannungskomponente an. Bei den Normalspan-
nungen haben Fla¨chennormale und Spannung die gleiche Richtung. Daher kann die Bezeichnung
fu¨r σ vereinfacht werden durch
σxx = σx, σyy = σy, σzz = σz. (2.24)
Es la¨sst sich zeigen, dass Schubspannungen in zwei senkrecht aufeinander stehenden Richtungen
gleich sind, so dass gilt



























Abbildung 2.1: Spannungszustand in der Umgebung eines Punktes P [2]
In der FEM ko¨nnen durch die berechneten Knotenverschiebungen (Kap. 2.1.1) die Dehnungen und
mit dem Stoffgesetz (Hooke’sches Gesetz) die Spannungen in diesen Punkten abgeleitet werden.
Bei der Betrachtung des einfachen Stabmodells ist die Dehnung ε definiert durch den Quotienten





Wie die Spannungen bestehen die Dehnungen im Mehrdimensionalen jedoch aus mehreren Kom-
ponenten, die z.B. im Dreidimensionalen bezeichnet werden mit
εx, εy, εz, γxy, γyz, γzx. (2.27)
Um die Dehnungen in beliebigen Knoten eines FEM-Berechnungsnetzes bestimmen zu ko¨nnen,
werden Grundlagen der Kontinuumsmechanik beno¨tigt. In dieser Theorie wird eine Struktur als
Kontinuum betrachtet, das aus Materialpunkten besteht. Diese werden durch ihre Ortsvektoren ~x
repra¨sentiert. Durch Einfu¨hrung eines Koordinatensystems la¨sst sich ~x in seine Einzelkomponenten
xi zerlegen. Die Bewegung eines materiellen Punktes ~x in der Zeit t wird durch die Verschie-
bung u(~x, t) beschrieben. Der Zusammenhang zwischen Verschiebungen und Dehnungen in jedem
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U¨ber das Hooke’sche Gesetz la¨sst sich dann der Spannungstensor σ berechnen durch
σ = E : ε, (2.29)
wobei E der Elastizita¨tstensor des verwendeten Materials ist.
Im Allgemeinen unterliegt ein Objekt einem mehrachsigen Spannungszustand. Um eine Aussage
daru¨ber machen zu ko¨nnen, wie stark die Beanspruchung des Objekts ist, muss eine geeignete Ver-
gleichsspannung eingefu¨hrt werden, die alle Spannungskomponenten zu einer einzigen Spannung
zusammenfasst. Dazu wird hier die von Mises Spannung σvm genutzt, die im ebenen Spannungs-
zustand definiert ist durch
σvm =
√
(σx + σy)2 − 3(σxσy − τ2xy). (2.30)





(σx − σy)2 + (σy − σz)2 + (σz − σx)2 + 6(τ2xy + τ2yz + τ2zx) (2.31)
fu¨hren.
2.1.4 Adaptive Netzverfeinerung
U¨blicherweise bleibt die Wahl eines fu¨r das jeweilige Problem passenden Berechnungsnetzes der
Erfahrung des Ingenieurs u¨berlassen. Es ko¨nnen jedoch auch nachtra¨glich entsprechende Verfeine-
rungen vorgenommen werden, um die Ergebnisse der FEM-Berechnung zu verbessern. Dazu gibt
es verschiedene Ansa¨tze:
(i) p-Verfeinerung: Wahl von Elementen mit ho¨herem Ansatz, d.h. Erho¨hung der Ordnung der
Polynome der Formfunktionen und damit der Anzahl an Knoten je Element (polynomial).
(ii) h-Verfeinerung: Reduzierung der Elementgro¨ße, d.h. Erho¨hung der Anzahl an Elementen
(hierarchisch).
(iii) r-Verfeinerung: Umordnung der Knoten in dem Netz (”re-arrange“).
(iv) Kombinationen (h-p, r-p, r-h-p)
Die p-Verfeinerung wird dadurch realisiert, dass viele FEM-Programme u¨ber eine ganze Bibliothek
von Elementen verfu¨gen. So kann der Anwender den Elementtyp mit dem fu¨r das jeweilige Pro-
blem passenden Ansatz wa¨hlen. Die Struktur muss dann in deutlich weniger Elemente aufgeteilt
werden, um Ergebnisse guter Genauigkeit zu erzielen. Elemente mit ho¨herem Ansatz verursachen
einen gro¨ßeren Rechenaufwand, als einfache Elemente, da diese aus einer ho¨heren Anzahl an Kno-
ten bestehen. Dadurch mu¨ssen mehr Freiheitsgrade berechnet werden, was bedeutet, dass das Glei-
chungssystem sehr groß wird und viele Unbekannte bestimmt werden mu¨ssen. Bei der Betrachtung
des Rechenaufwandes des Gesamtproblems ergibt sich aber eine Einsparung, da weniger Elemente
no¨tig sind, als bei der h-Verfeinerung. Die minimale Ansatzgro¨ße ergibt sich aus den wesentlichen
inneren Randbedingungen, da diese durch die Formfunktionen erfu¨llt werden mu¨ssen.
Bei komplexen Strukturen und besonders, wenn Kerben im Objekt vorhanden sind, mu¨ssen aber
trotzdem feine FEM-Netze erzeugt werden, um gute Ergebnisse zu erreichen. Die Genauigkeit der
Berechnung la¨sst sich durch die Anzahl der finiten Elemente bei geeigneter Verfeinerung beliebig
erho¨hen. Um mit mo¨glichst geringem Aufwand feine Netze erzeugen zu ko¨nnen, sind automatische
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Netzgeneratoren erforderlich.
Gute Genauigkeiten fu¨r die Verschiebungen werden meist schon mit relativ wenigen Elementen
erzielt. Gilt das Interesse aber anderen Gro¨ßen, so muss dies keineswegs gelten. Dazu za¨hlen auch
die Spannungen, die notwendig sind, um Aussagen u¨ber die Sicherheit eines Systems bei Belastung
machen zu ko¨nnen. Die Spannungen sind, genau wie andere physikalische Gro¨ßen, in einigen Teil-
gebieten relativ groß, in anderen Gebieten jedoch kaum messbar. Gerade bei Strukturen mit scharfen
Kerben treten im Bereich der Kerben sehr hohe Spannungen und Spannungsdifferenzen zwischen
den Knoten auf. Deshalb sollte eine entsprechende Anpassung des Netzes an diese Gegebenheiten
mo¨glich sein. Fu¨r die Berechnung der Verformungen genu¨gt normalerweise, je nach Anforderung
an die Genauigkeit, ein eher grobes Netz. Um realistische Aussagen u¨ber Spannungen machen zu
ko¨nnen, muss das Netz entsprechend verfeinert werden. Auch dazu gibt es automatische Program-
me wie FINEART (Kap. 4). Gu¨nstigerweise geschieht die Verfeinerung nur adaptiv an den emp-
findlichen Stellen, insbesondere an Kerben. Eine feinere homogene Vernetzung u¨ber die gesamte
Struktur wu¨rde zu unno¨tig großen Elementzahlen und folglich auch Rechenaufwand fu¨hren. Um die
kritischen Bereiche erkennen zu ko¨nnen, bedienen sich FEM-Programme eines ”Fehlerscha¨tzers“
(Kap. 2.1.5). A¨ndern sich die berechneten Spannungen von einem Punkt zu einem benachbarten
Punkt stark, ist dies ein Maß fu¨r die Abweichung der berechneten von der wirklichen Spannung.
Die r-Verfeinerung bringt fu¨r die Genauigkeit der Ergebnisse keine Verbesserung. Sie ist sinnvoll
fu¨r andere Optimierungen (Kap. 2.1.6).
2.1.5 Der FINEART-Fehlerscha¨tzer
Wie in Kapitel 2.1.3 beschrieben, werden die Spannungen eines FEM-Netzes in einzelnen Punkten
berechnet. Dies geschieht jedoch nicht in den Knoten des FEM-Netzes, sondern in den sogenannten
Gauß-Punkten, die sich in der Umgebung der Knoten befinden, da diese die besten Stu¨tzstellen
fu¨r die numerische Berechnung sind [13]. Dabei ergibt sich ein Fehler eσ zwischen der berechneten
Spannung σ und der tatsa¨chlichen Spannung σ∗ in den Gauß-Punkten
eσ = σ
∗ − σ. (2.32)
Da die exakten Spannungen σ∗ nicht bekannt sind, mu¨ssen diese durch bessere Werte, als die be-
rechneten ersetzt werden.
In FINEART werden dazu die Knotenpunktspannungen σnd durch Mittelung der Spannungen σ in
Gauß-Punkten u¨ber die ”superconvergent patch recovery technique“ [14] berechnet.
Da punktweise Fehler nur schwer zu berechnen sind, wird der Fehler in den einzelnen Elemen-












Der FINEART-Fehlerscha¨tzer funktioniert nun folgendermaßen:
(i) Berechnung der Spannungen σ in den Gauß-Punkten
(ii) Berechnung von ”verbesserten“ Spannungen σnd in den Knotenpunkten
(iii) Projezierung der Spannungen σnd u¨ber die Formfunktionen auf die Gauß-Punkte zur Berech-
nung der Spannungen σ∗nd
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(σ∗nd − σ)E−1(σ∗nd − σ) dV . (2.35)
(v) Abscha¨tzung des relativen Fehlers η der Struktur durch
η[%] =
‖e‖
‖u‖ · 100, (2.36)
wobei ‖u‖ die exakte Energienorm ist;
und Abscha¨tzung des relativen elementweisen Fehlers ηe durch
ηe[%] =
‖ee‖
‖e‖ · 100. (2.37)
Die verwendeten Fehlernormen wurden auch unabha¨ngig von FINEART bereits genutzt [15].
2.1.6 Optimierung der Effizienz beim Lo¨sen des Gleichungssystems
Die Finite-Elemente-Methode ist fu¨r die Berechnung sehr komplexer Modelle a¨ußerst effektiv. Sie
liefert in den meisten Fa¨llen ein Ergebnis, wobei die Qualita¨t der Lo¨sung von der Gu¨te des Be-
rechnungsnetzes abha¨ngig ist. Da sie bei komplexen Problemen oft zum Einsatz kommt, werden
im folgenden U¨berlegungen angestellt, um die Effizienz der Finite-Elemente-Methode hierbei zu
maximieren. Ziel ist dabei, die Rechnung in mo¨glichst kurzer Zeit durchzufu¨hren und mo¨glichst
wenig Speicherplatz in Anspruch zu nehmen.
Wie schon erwa¨hnt wurde, besteht zumindest fu¨r statische, genu¨gend komplexe Probleme ein großer
Teil der Rechenarbeit bei der Finite-Elemente-Methode darin, lineare Gleichungssysteme zu lo¨sen.
Daher ist es sinnvoll die Zeit fu¨r diese Rechenarbeit zu minimieren, d.h. den besten Lo¨sungsalgo-
rithmus bzw. Alternativen zu finden. Im Allgemeinen werden spezielle Gleichungslo¨ser fu¨r du¨nn
besetzte Matrizen oder Bandmatrizen verwendet. Bei Lo¨ser fu¨r du¨nn besetzte Matrizen werden
Algorithmen genutzt, die nicht an die Bandbreite gebunden sind. Hat die Matrix keine weiteren
speziellen Eigenschaften, so wird fu¨r jeden Matrixeintrag ein Zeiger gespeichert, der die Position
des Matrixelementes angibt. Durch den zusa¨tzlich beno¨tigten Speicher fu¨r die Zeiger fu¨hrt diese
Methode nur zu einer Verbesserung, falls die Anzahl der Matrixeintra¨ge genu¨gend klein ist.
Bei Bandmatrizen wird dieses Konzept nur verwendet, wenn die Bandbreite in den einzelnen Spal-
ten (Zeilen) stark variiert oder die Bandstruktur selbst viele Nullelemente entha¨lt. Bei variierender
Bandbreite wird das Verfahren so erweitert, dass fu¨r jede Spalte (Zeile) ein Zeiger genutzt wird,
der angibt wo die Nichtnullelemente beginnen. Die fu¨hrenden Nullen werden so weggeschnitten,
die inneren dagegen nicht. Befinden sich auch innerhalb der Bandstruktur viele Nullelemente wird
entweder das Verfahren fu¨r allgemeine, du¨nn besetzte Matrizen genutzt oder die Matrix wird ent-
sprechend umgeordnet, so dass die Anzahl der Nullelemente verringert wird. Dies ist z.B. u¨ber die
r-Verfeinerung mo¨glich, bei der die Knoten des Netzes entsprechend umgeordnet werden, so dass
sich die Bandbreite der Steifigkeitsmatrix verkleinert. Dadurch wird auch die Rechenzeit bei Lo¨ser
fu¨r Bandmatrizen optimiert.
Eine andere bzw. zusa¨tzliche Mo¨glichkeit die Rechenzeit zu minimieren, ist einen parallelen Lo¨ser
einzusetzen. Dadurch wird das FEM-Problem auf mehrere Rechner verteilt, so dass jeder nur einen
Teil des gesamten Problems zu bewa¨ltigen hat.
2.2 Einsatz von Parallelrechnern
Parallelrechner sind Computer mit mehreren Prozessoren [16] [17]. Die Prozessoren ko¨nnen ge-
meinsam an einer oder mehreren Aufgaben arbeiten. Die Leistungsfa¨higkeit eines Parallelrechners
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wird aus Hardware orientierter Sicht durch die Rechengeschwindigkeit der Einzelprozessoren, die
U¨bertragungsraten, sowie die Struktur des Verbindungsnetzwerks und die Organisation des Spei-
chers bestimmt. Auf der Software-Ebene nimmt das verwendete Programmiermodell, das in der Re-
gel von der Hardware abha¨ngig ist sowie die Programmiersprache Einfluss auf die Leistungsfa¨hig-
keit. Vorteile eines Parallelrechners ist die meist ho¨here Rechengeschwindigkeit und der gro¨ßere,
verfu¨gbare Speicherplatz. Jedoch ist fu¨r eine effiziente Nutzung ein zusa¨tzlicher Programmierauf-
wand no¨tig.
2.2.1 Architekturen
Beispielsweise durch die Vernetzung mehrerer Computer u¨ber ein LAN (Local Area Network) oder
auch WAN (Wide Area Network) kann ein Parallelrechner konstruiert werden. Dadurch werden die
Vorteile eines Parallelrechners verdeutlicht: In diesem System besteht die Gesamt-Rechenleistung,
sowie der vorhandene Speicherplatz aus der Summe der Ressourcen der einzelnen Computer. Dieser
Parallelrechner ist jedoch fu¨r die meisten Probleme a¨ußerst ineffizient, da das Verbindungsnetzwerk
meist nur einen relativ langsamen Datenaustausch gewa¨hrleistet. Dies kann durch ein schnelleres
Netzwerk verbessert werden. Solche Verba¨nde, bestehend aus Einzel- oder Mehrprozessorsyste-
men, die durch ein Hochleistungsnetzwerk verbunden sind, werden als Cluster bezeichnet.
Weitere Optimierungen ko¨nnen eventuell durch Umstrukturierung der Speicherorganisation erzielt
werden, so dass unterschiedliche physikalische Prozessortopologien entstehen. Zur genaueren Erla¨u-
terung wird zuna¨chst die Einteilung von Parallelrechnern in Kategorien anhand der Organisation des
Speichers beschrieben.
Die zwei bekanntesten Vertreter sind ”shared memory“ Systeme und ”distributed memory“ Syste-
me.
Bei einem ”shared memory“ System (Abb. 2.2) haben allen Prozessoren einen gemeinsamen Spei-
cherbereich. Die Transportwege der Daten werden von einem Verbindungsnetzwerk realisiert. Die
Prozessoren kommunizieren mit Hilfe von gemeinsam benutzten Adressbereichen. Nachteile die-
ser Architektur liegen in der steigenden Komplexita¨t bei einer Erho¨hung der Prozessorenanzahl.
Das Verbindungsnetzwerk wird dann zu aufwa¨ndig, denn der Speicher muss weiterhin fu¨r alle Pro-
zessoren erreichbar sein. Zusa¨tzlich ist es notwendig, die Speicherzugriffe mit Hilfe von Sperrme-
chanismen zu synchronisieren, um nicht zum Beispiel bei gleichzeitigen Schreibzugriffen einen
inkonsistenten Speicherinhalt zu erhalten.
Haben alle Prozessoren die gleichen Zugriffsgeschwindigkeiten auf den gemeinsamen Speicher, so
wird dies als SMP-System (symmetric multiprocessors, shared memory multiprocessors) bezeich-
















Abbildung 2.2: ”shared memory“ System [16]
Bei ”distributed memory“ Systemen (Abb. 2.3), also Systemen mit verteiltem Speicher, wird den
Prozessoren je ein Speicherbereich physikalisch zugeordnet und jeder Prozessor hat im Allgemei-
nen nur auf seinen eigenen Speicher Zugriff. Der Datenaustausch zwischen den einzelnen Knoten,
bestehend aus Prozessor und Speicher, kann in diesem Fall nicht mehr u¨ber gemeinsam benutzte
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Adressbereiche erfolgen. Stattdessen werden Nachrichten verwendet, die vom Sender u¨ber das Ver-















Abbildung 2.3: ”distributed memory“ System [16]
In dieser Arbeit werden Untersuchungen (Kap. 3.5, 4.2) auf dem SMP-Cluster [18] ZAMpano
(ZAM parallel nodes) des Zentralinstituts fu¨r Angewandte Mathematik (ZAM), Forschungszen-
trum Ju¨lich GmbH durchgefu¨hrt (Abb. 2.4) [19].
Das ZAMpano besteht aus acht SMP-Knoten, die sich aus vier Prozessoren zusammensetzen. Die
Knoten haben jeweils einen eigenen Speicherbereich und bilden ein ”distributed memory“ System.
Die Prozessoren eines Knotens greifen aber auf denselben Speicherbereich zu und sind somit ein
”shared memory“ System.
Das ZAMpano ist eine Kombination beider Architekturen, was als Hybridsystem bezeichnet wird.
Als Verbindungsnetzwerk wird ”Myrinet“ eingesetzt, das alle SMP-Knoten direkt u¨ber einen Switch
miteinander verbindet. Es geho¨rt zur Gruppe der SANs (System Area Network), bei denen die Kom-




















Abbildung 2.4: Architektur des ZAMpano [19]
Werden Parallelrechner mit einer sehr großen Zahl an Prozessoren genutzt, ist es kaum noch mo¨glich
eine direkte Verbindung aller Prozessoren zu verwalten. Bei der CRAY T3E [20], die aus 512 Pro-
zessoren besteht, ist das Netzwerk durch einen 3D-Torus realisiert. Abbildung 2.5 zeigt ein Git-
ter, das entsprechend aufgebaut ist, allerdings nur zweidimensional. Das Netzwerk ist wesentlich
schneller, dafu¨r aber auch kostspieliger. Die Cray ist ein MPP-System (massive parallel processors)
mit physikalisch verteiltem Speicher, der logisch auch global adressierbar ist. Diese Maschine wird
im Rahmen dieser Arbeit neben dem ZAMpano erga¨nzend fu¨r Messungen benutzt, um Hardware
abha¨ngige Vergleichswerte fu¨r die Rechenzeiten zu erhalten.
Abbildung 2.6 zeigt die Entwicklung der schnellsten Computer der Welt [21]. Dabei wird die An-
zahl an Computern jeder Architektur in der Liste der 500 schnellsten Maschinen als Funktion der
Zeit angegeben. Einprozessormaschinen sind dort seit 1997 nicht mehr vertreten. Auch die SMPs
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Abbildung 2.5: Architektur der CRAY T3E (vereinfacht)
scheinen aus dieser Liste herauszufallen, da mit einer steigenden Anzahl von Prozessoren der Zu-
griff auf einen gemeinsamen Speicher nur schwer realisiert werden kann. Dieser Nachteil wird von
den MPPs, die einen verteilten Speicher besitzen, vermieden. MPPs stellen auch die meisten Rech-
ner in der Top 500 Liste. In letzter Zeit sind jedoch immer mehr Cluster in dieser Liste vertreten.
Durch diese Technik ist es mo¨glich, auf gu¨nstige Weise mittels SMPs eine Variation von MPPs zu
realisieren. Aus diesem Grund werden versta¨rkt Analysen dieser Systeme durchgefu¨hrt, wodurch
immer leistungsfa¨higere Cluster entstehen.
Abbildung 2.6: Entwicklung der Architekturen der 500 schnellsten Computer der Welt bis November 2001
[21]
2.2.2 Programmierparadigmen
Je nach der Art des Speicherzugriffs (gemeinsamer oder verteilter Speicher), muss die Program-
miertechnik angepasst werden. Dazu werden nicht mehr die einzelnen Prozessoren, sondern die
logischen Prozesse betrachtet, die auf ihnen ausgefu¨hrt werden. Wird ein Programm mit konkreten
Daten abgearbeitet, wird dieser Vorgang Prozess genannt. Der Prozess beginnt seine Existenz mit
der ersten konkret ablaufenden Aktion und ho¨rt mit seiner letzten Aktion auf zu existieren. Jede
einzelne Abarbeitung eines Programms ist ein einmaliger Prozess.
Es ergeben sich neben den zuvor genannten physikalischen Prozessortopologien virtuelle Prozess-
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topologien. Dies ist die vom Nutzer gewu¨nschte oder vom Betriebssystem vorgegebene Vernetzung
der Prozesse. Sie wird meist von der Daten- bzw. Kommunikationsstruktur bestimmt (Kap. 3.2).
Nach Einfu¨hrung des Begriffes ”Prozess“ sei an dieser Stelle bemerkt, dass bei Effizienzuntersu-
chungen von Parallelrechnern in Bezug auf die Rechenzeit zwischen den beiden folgenden Gro¨ßen
unterschieden werden kann. Die Erste ist die Wartezeit des Benutzers (”wall-clock time“), die durch
den Prozess bestimmt wird, der die meiste Rechenzeit beno¨tigt. Dies ist die meist bedeutungsvol-
lere beider Gro¨ßen. Die zweite ist die CPU-Zeit, die sich durch aufsummieren der Einzelzeiten der
Prozesse ergibt. Sie spielt dann eine Rolle, wenn Kenngro¨ßen wie Ressourcenverbrauch untersucht
werden sollen.
Eine Mo¨glichkeit ein Problem parallel zu lo¨sen, ist ein Programm parallel auf mehreren Prozessen
gleichzeitig auszufu¨hren, wobei jeder Prozess unterschiedliche Daten bearbeitet. Diese Methode
wird als Datenparallelismus oder SPMD (Single Program Multiple Data) bezeichnet. Im entgegen-
gesetzten Fall werden fu¨r ein Problem mehrere Programme geschrieben, wobei jedes ein Teilgebiet
der Aufgabenstellung berechnet und die Programme parallel ausgefu¨hrt werden. Dieser Ansatz wird
Aufgabenparallelismus oder MPMD (Multiple Program Multiple Data) genannt.
Bei der Programmierung eines ”distributed memory“ Systems, geschieht die Kommunikation zwi-
schen den Prozessen in der Regel u¨ber den Austausch von Nachrichten, wa¨hrend bei einem ”shared
memory“ System gemeinsame Adressbereiche bzw. Variablen verwendet werden. Es ist jedoch
auch mo¨glich, auf einem System mit gemeinsamen Speicher Nachrichten zu verwenden bzw. auf
nachrichtenbasierten Systemen gemeinsame Variablen. Beide Techniken werden eingesetzt; bei der
zweiten muss eine Abstraktionsschicht auf Ebene des Betriebssystems eingefu¨hrt werden, welche
die Abbildung der gemeinsamen Variable auf die physikalisch getrennten Adressbereiche u¨ber-
nimmt (wie bei der CRAY T3E).
Bei der Kommunikation mit Hilfe von Nachrichten (Abb. 2.7) laufen zwei oder mehrere Prozes-
se parallel auf einer Architektur mit verteiltem Speicher nebeneinander ab. Dabei kann sowohl das
SPMD-Modell, als auch das MPMD-Modell eingesetzt werden. Wesentlich ha¨ufiger wird jedoch
das SPMD-Modell verwendet, bei dem von allen Prozessen das gleiche Programm repliziert bear-
beitet wird. Die Prozesse von nachrichtenbasierten parallelen Programmen werden in verschiedenen
Adressra¨umen ausgefu¨hrt. Variablen eines Prozesses ko¨nnen nicht von anderen Prozessen gelesen
bzw. vera¨ndert werden. Der Programmierer ist fu¨r den gesamten Datenaustausch verantwortlich,
was sowohl die Datenaufteilung, Kommunikation und Synchronisation als auch das Allozieren und
Freigeben aller Speicherbereiche mit einschließt.
Seit 1997 hat sich zur Realisierung dieses Konzeptes das ”Message Passing Interface“ MPI [22]
als Standard etabliert, das mit allen ga¨ngigen Programmiersprachen genutzt werden kann. Daneben
gibt es weitere Bibliotheken wie PVM (”Parallel Virtual Machine“).
Die Kommunikation u¨ber gemeinsame Variablen entspricht dem SPMD-Modell, wobei die einzel-
nen Prozesse ihre Daten mit Hilfe eines gemeinsam benutzten Adressbereiches austauschen. Dies
setzt voraus, dass die Architektur einen derartigen Bereich zur Verfu¨gung stellt, auf dem alle Prozes-
se sowohl lesend, als auch schreibend zugreifen ko¨nnen. Eine Mo¨glichkeit dieses Programmierpa-
radigma zu verwenden, ist der Einsatz von ”Threads“ (Abb. 2.8). Dies sind parallel ablaufende Steu-
erflu¨sse innerhalb eines Prozesses. Das Programm wird grundsa¨tzlich von einem ”Master-Thread“
abgearbeitet. U¨ber entsprechende Direktiven werden dann parallele Regionen gekennzeichnet, die
von mehreren ”Threads“ parallel bearbeitet werden. Typischerweise sind dies Schleifen. Jeder er-
zeugte ”Thread“ besitzt seinen eigenen Stapelspeicher und seinen eigenen Befehlsza¨hler. Der ge-
meinsame Speicherbereich wird u¨ber den ”Master-Thread“ zur Verfu¨gung gestellt. Dieser Speicher
wird auch zur Synchronisation und zum Datenaustausch verwendet. Um eine korrekte Ausfu¨hrung
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: Benutzer-definierte Kommunikation
Abbildung 2.7: Kommunikation u¨ber Nachrichten
aller Prozesse zu gewa¨hrleisten, mu¨ssen die Speicherzugriffe auf gemeinsame Variablen synchro-
nisiert werden.
Auch hier hat sich in den letzten Jahren ein Standard entwickelt. Seit 1997 existiert fu¨r FORT-
RAN 77 OpenMP, ein Satz von Direktiven und Laufzeitroutinen und seit 1998 ein entsprechender
Satz von Pragmas fu¨r C und C++. Die Arbeiten an einer Erweiterung von OpenMP fu¨r FORT-





















Abbildung 2.8: Kommunikation u¨ber gemeinsam benutzte Adressbereiche
Der Vollsta¨ndigkeit halber sei noch das reine SPMD-Modell der Datenparallelita¨t erwa¨hnt, bei dem
parallele Operationen synchron auf allen Elementen großer Datenmenge ausgefu¨hrt wird. Dies sind
typischerweise Matrizen und Vektoren. Bei der Programmierung wird eine sequenzielle Semantik
genutzt. Seit 1996 ist HPF (High Performance FORTRAN) Standard.
Es stellt sich nun die Frage, welches Programmiermodell fu¨r das ZAMpano am besten geeignet
ist. Betrachtet man einen SMP-Knoten des ZAMpano, ist dies ein ”shared memory“ System. Das
bedeutet fu¨r die Nutzung nur eines Knotens wa¨re eine Programmentwicklung u¨ber gemeinsame
Adressbereiche sinnvoll. Wird andererseits die Struktur der SMP-Knoten selbst vernachla¨ssigt, so
ist das ZAMpano aus globaler Sicht ein ”distributed memory“ System, so dass die Nachrichtenkom-
munikation bei der Programmierung zu bevorzugen ist. Letztendlich wa¨re ein hybrides Program-
miermodell das effizienteste, jedoch auch aufwa¨ndigste. Zudem gibt es kaum vorhandene problem-
spezifische Programmbibliotheken, die dies unterstu¨tzen. Um trotzdem alle Ressourcen sinnvoll
nutzen zu ko¨nnen, wird in dieser Arbeit die Kommunikation mit Hilfe von Nachrichten durch-
gefu¨hrt.
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2.2.3 Kenndaten der verwendeten Parallelrechner
In Tabelle 2.1 sind die wichtigsten Kenndaten des ZAMpano und der CRAY T3E zum Vergleich
angegeben. Wie bereits erwa¨hnt, ist die Gesamt-Prozessorzahl der CRAY T3E wesentlich ho¨her,
als die des ZAMpano. Dabei stehen auf dem ZAMpano insgesamt 32 Prozessoren auf 8 SMP-
Knoten fu¨r Parallelrechnungen zur Verfu¨gung. Zusa¨tzlich existiert ein Service-Knoten, ebenfalls
bestehend aus 4 Prozessoren. Die einzelnen Prozessoren der beiden Systeme unterscheiden sich
nur geringfu¨gig in der Taktfrequenz. Da es sich jedoch um verschiedene Prozessortypen handelt,
ist dies kein aussagekra¨ftiges Vergleichmaß fu¨r die Rechenleistung. Stattdessen wird die Anzahl an
Gleitkomma-Operationen je Sekunde (FLOPS) miteinander verglichen. Diese ist bei einem Prozes-
sor der CRAY T3E etwa doppelt so hoch, wie auf dem ZAMpano. Wegen der wesentlich ho¨heren
Prozessorzahl betra¨gt die Gesamtleistung der CRAY T3E etwa das 30-fache des ZAMpano.
Der verfu¨gbare Arbeitsspeicher je Knoten auf dem ZAMpano entspricht dem 4-fachen der CRAY
T3E. Da allerdings ein Knoten auf der CRAY T3E nur aus einem Prozessor besteht, auf dem ZAM-
pano jedoch aus vier, ist der Arbeitsspeicher je Prozessor anteilsma¨ßig identisch. Die zu verarbeiten-
den Daten mu¨ssen jedoch eventuell, wie auch in dieser Arbeit, zuna¨chst von einem Hauptprozess
eingelesen werden. Diese Zwischenlagerung ko¨nnte einen Engpass darstellen, da der zusa¨tzliche
Speicher der u¨brigen Prozessoren auf der T3E nicht zur Verfu¨gung steht. Bei dieser Einleseproze-
dur erweist sich dann der vierfache, zur Verfu¨gung stehende Speicherplatz des ZAMpano fu¨r einen
Knoten bei großen Datenmengen von Vorteil. Dies la¨sst sich allerdings umgehen, indem die Daten
vor Beendigung des Einlesens bereits teilweise an die u¨brigen Prozesse verteilt werden. Falls fu¨r
die parallele Bearbeitung einer Aufgabe jedoch weniger als drei Prozesse genutzt werden, stellt sich
erneut das Problem, dass dann sogar wa¨hrend der kompletten Aufgabenbearbeitung auf der T3E we-
niger Speicher je Prozess verfu¨gbar ist. Im Allgemeinen ist dies nicht gegeben, da bei Ausfu¨hrung
eines parallelen Programms mehr als drei Prozesse genutzt werden. Fu¨r Messungen (Kap. 3.5, 4.2)
ko¨nnte das Problem jedoch von Bedeutung sein.
Die Tabelle macht ebenfalls deutlich, dass das Verbindungsnetzwerk der CRAY T3E wesentlich
schneller ist, als das des ZAMpano. Die Latenzzeit gibt dabei die Verweildauer der Datenpake-
te in einem Netzwerkknoten an, bis sie bearbeitet und weitergeleitet worden sind. Sie ist, ebenso
wie die Bandbreite, abha¨ngig von der Nachrichtengro¨ße, dem Kommunikationssystem und auf dem
ZAMpano zusa¨tzlich von den verwendeten Prozessoren (Kap. 3.5.1). Diese Werte gelten fu¨r MPI
bei minimaler Gro¨ße der Nachrichtenpakete. Sowohl Latenzzeit, als auch Bandbreite sind auf der
CRAY T3E etwa um das 10-fache besser als auf dem ZAMpano. Dieser enorm große Unterschied
kommt jedoch, neben der weniger leistungsfa¨higen Hardware, durch die aktuelle Konfiguration der
MPI-Version des ZAMpano zustande.
Kenngro¨ße ZAMpano CRAY T3E
Prozessorzahl 8 · 4 (+ 1 · 4) 512
Prozessortyp Intel Pentium III Xeon Typ 1200 (DEC Alpha 21164)
Taktfrequenz 550 MHz 600 MHz
Leistung je Prozessor 550 MFLOPS 1200 MFLOPS
Gesamtleistung 19,8 GFLOPS 614 GFLOPS
Arbeitsspeicher je Knoten 2 GB 0,5 GB
Gesamtarbeitsspeicher 16 + 2 GB 262 GB
Latenzzeit
des Verbindungsnetzw.1
15-50 µs 3,75 µs
Bandbreite 22-36 MB/s 312 MB/s
Betriebssystem SUSE Linux UNICOS/mk
Tabelle 2.1: Kenndaten von ZAMpano und CRAY T3E
1bei minimaler Gro¨ße der Nachrichtenpakete mit MPI, Stand: Januar 2002
Kapitel 3
Lo¨sen von Gleichungssystemen mit
ScaLAPACK
Das skalierbare Lineare Algebra Paket ScaLAPACK ist eine parallele Programmbibliothek, die
sowohl Routinen fu¨r die Berechnung linearer Gleichungssysteme, als auch fu¨r die Prozesskommu-
nikation bereitstellt. Das bei der Finite-Elemente-Methode entstehende LGS kann mit Hilfe dieser
Bibliothek parallel gelo¨st werden. Dazu muss die Steifigkeitsmatrix in Teilmatrizen, sowie die RHS
in Teilvektoren zerlegt und diese auf die einzelnen Prozesse aufgeteilt werden. Die anschließend
von ScaLAPACK berechneten Teillo¨sungen mu¨ssen dann wieder zu einem Gesamtergebnis zusam-
mengefu¨hrt werden.
ScaLAPACK bietet eine Reihe von direkten Lo¨sern fu¨r dicht besetzte Matrizen und Bandmatri-
zen, jedoch keinen fu¨r du¨nn besetzte Matrizen. Bei den Steifigkeitsmatrizen handelt es sich um
symmetrische, positiv definite Matrizen mit du¨nn besetzter Struktur, was bei entsprechender Kno-
tennummerierung zu Bandmatrizen fu¨hrt. In ScaLAPACK existiert ein Lo¨ser fu¨r diesen Typ von
Bandmatrizen, jedoch keiner fu¨r du¨nn besetzte Matrizen.
Es wird sowohl dieser Lo¨ser als auch einer fu¨r dicht besetzte Matrizen untersucht. So ko¨nnen Ver-
gleiche hinsichtlich der beno¨tigten Rechenzeit und des Speicherplatzes geta¨tigt werden. Die beiden
Lo¨ser unterscheiden sich in der Art der Aufteilung der Teilmatrizen auf die einzelnen Prozesse und
dem Lo¨sungsalgorithmus.
Die nun folgenden Erla¨uterungen wurden der nachstehenden Referenz entnommen[23].
3.1 Funktion und Aufbau von ScaLAPACK
ScaLAPACK ist eine Bibliothek mit linearen Algebra Routinen fu¨r ”distributed memory“ Syste-
me. Es berechnet lineare Gleichungssysteme A~x = ~b, Probleme der kleinsten Fehlerquadrate
min
x
‖~b − A~x‖2 und Eigenwertprobleme. Um die Datenkommunikation zwischen den einzelnen
Prozessen minimal zu halten, werden blockaufteilende Algorithmen verwendet (Kapitel 3.3).
ScaLAPACK ist eine Weiterentwicklung von LAPACK, das fu¨r ”shared memory“ Systeme ge-
schrieben wurde. LAPACK nutzt die bereits vorhandenen, optimierten BLAS (Basic Linear Alge-
bra Subprograms), um herko¨mmliche lineare Algebra Berechnungen, wie Skalarprodukt, Matrix-
Vektor Multiplikation und Matrix-Matrix Multiplikation durchfu¨hren zu ko¨nnen. Analog hierzu gibt
es fu¨r ScaLAPACK das parallele Werkzeug PBLAS (Parallel BLAS)[24].
Um eine virtuelle Prozesstopologie erstellen und zwischen den einzelnen Prozessen kommunizieren
zu ko¨nnen, existiert als weitere Komponente BLACS[25] (Basic Linear Algebra Communication
Subprograms), das genau wie MPI eine ”message passing“ Bibliothek ist (Kap. 3.2). Abbildung 3.1
illustriert die Hierarchie der einzelnen Programmpakete.
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Abbildung 3.1: ScaLAPACK Software Hierarchie [23]
Dabei werden lokale Komponenten auf einem einzelnen Prozess ausgefu¨hrt. Globale Komponenten
sind synchrone, parallele Routinen, deren Argumente Matrizen und Vektoren beinhalten, die auf
mehreren Prozessoren verteilt sind.
3.2 Erstellung einer virtuellen Prozesstopologie mit BLACS
Die P Prozesse, mit denen ein Programm auf dem Parallelrechner gestartet wird, werden im Allge-
meinen durch ein eindimensionales lineares Feld mit den Elementen 0, 1, ..., P − 1 dargestellt. Oft
ist es aber praktisch, die Gesamtzahl der Prozesse P in ein zweidimensionales Gitter aufzuteilen,
das Pr Prozessreihen und Pc Prozessspalten hat, so dass Pr ·Pc = P ist (Abb. 3.22). Dies gilt insbe-
sondere fu¨r Lineare Algebra Probleme, bei denen mit Matrizen, sowie Vektoren und Skalaren, die
Unterklassen der Matrizen sind, gerechnet wird. Aus diesem Grund basiert die Kommunikation von
BLACS auf einem zweidimensionalen Konzept, anstatt auf einem eindimensionalen, wie es z.B.
standardma¨ßig bei MPI der Fall ist. Dort muss zur Nutzung eines mehrdimensionalen Kommuni-
kationskonzepts zuna¨chst eine geeignete Prozesstopologie manuell initialisiert werden, die beliebig
dimensioniert sein kann. Mit BLACS hingegen kann die Kommunikationsstruktur auf ein eindi-
mensionales Feld reduziert werden, indem ein Parameter zur Bestimmung des Prozessgitters mit
eins gewa¨hlt wird.
Bei der Implementierung eines ScaLAPACK Gleichungslo¨sers in ein Programm ist die Dimen-
sionierung des Prozessgitters sowie das Verha¨ltnis zwischen Pc und Pr von dem verwendeten
Lo¨sungsalgorithmus abha¨ngig. Dieser bestimmt die Datenaufteilung und die notwendigen Kommu-
nikationsvorga¨nge. Je nach Kommunikationsfluss kann so die Effizienz des Algorithmus gesteigert
werden [26]. Wie spa¨ter noch belegt wird, ist es sinnvoll, bei Bandmatrizen ein eindimensionales
Feld und bei dicht besetzten Matrizen ein zweidimensionales Gitter zu verwenden.
Bei der Implementierung des Lo¨sers fu¨r symmetrische, positiv definite, dicht besetzte Matrizen ist
die Datenkommunikation gleichma¨ßig in Richtung der Zeilen und Spalten (Kapitel 3.4.2). Daher
sollte das Prozessgitter hier mo¨glichst quadratisch sein, d.h. die Dimensionierungsparameter soll-
ten so gewa¨hlt werden, dass Pr mo¨glichst nah an Pc liegt. Bei anderen Lo¨sern wird bei jedem
Schritt des Algorithmus ein Block von Zeilen bzw. Spalten an die anderen Prozesse gesendet. Es ist
mo¨glich, diese Kommunikationsphase so durchzufu¨hren, dass es zu U¨berschneidungen mit einigen
Rechnungen kommt und somit die Anzahl der Kommunikationsprozesse in der Regel verringert
wird. Die Richtung der Kommunikation bestimmt die Form des Gitters.
Das Gitter kann sowohl spalten- als auch zeilenweise angelegt werden.
2In der Abbildung werden, wie auch im Folgenden, die Prozesskoordinaten mit dargestellt
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Abbildung 3.2: Acht Prozesse zeilenweise aufgeteilt in ein 2× 4 Prozess-Gitter [23]
3.3 Aufteilung der Daten auf die verschiedenen Prozesse
Die Art, wie die Daten aufgeteilt werden, beeinflusst die Effizienz der Algorithmen stark. Daher ist
es sinnvoll, zuna¨chst ein mo¨glichst geeignetes Schema zu bestimmen.
Wichtig ist, dass einerseits die Datenlast gut balanciert ist, d.h. dass jeder Prozess etwa die glei-
che Datenmenge verarbeitet. Andererseits sollte die Datenkommunikation zwischen den einzelnen
Prozessen minimal gehalten werden. Je nachdem, welcher Algorithmus genutzt wird, gibt es ver-
schiedene Schemata, die diese beiden Faktoren optimieren. Die folgenden Schemata werden von
ScaLAPACK fu¨r dicht besetzte bzw. fu¨r Bandmatrizen benutzt. Die Wahl des Schemas richtet sich
nach den Eigenschaften bzw. dem Datenfluss bei der Berechnungsmethode des jeweiligen Algo-
rithmus.
3.3.1 Eindimensionale Spalten- bzw. Zeilenblock Aufteilung
Bei der Spaltenblock-Aufteilung werden die Matrixspalten in zusammenha¨ngende Blo¨cke aufge-
teilt, deren Anzahl genau der Anzahl der Prozesse entspricht. Jeder Prozess erha¨lt genau einen Spal-





die maximale Anzahl an gespeicherten Spalten je Prozess ist. Ist diese Division nicht ohne Rest
durchfu¨hrbar, wird nb entsprechend vergro¨ßert, um auch die restlichen Spalten aufteilen zu ko¨nnen.
Der letzte Prozess erha¨lt dann einen kleineren Block.
Dieses Schema wird fu¨r Bandmatrizen genutzt, da es zu einer effizienten Implementierung des
von ScaLAPACK verwendeten ”Divide and Conquer“ Algorithmus fu¨hrt (Kap. 3.4.3). Bei dieser
Aufteilung wird vorausgesetzt, dass die Blockgro¨ße nicht kleiner wird, als 2 · β + 1, damit der
Lo¨sungsalgorithmus funktioniert, wobei β die Bandbreite der Matrix ist. Dies hat zur Folge, dass
bei großen Bandbreiten nur eine begrenzte Anzahl an Prozessen genutzt werden kann.
Die Zeilenblock-Aufteilung la¨uft analog ab, mit dem Unterschied, dass dabei die Zeilen in Blo¨cke
zerlegt werden, was fu¨r die RHS von Bandmatrizen benutzt wird, da diese meist nur eine Spalte





Abbildung 3.3 veranschaulicht dieses Prinzip, wobei die Prozesse von 0 bis P −1, die Matrixzeilen
von 1 bis M und die Matrixspalten von 1 bis N nummeriert werden.
Da bei Bandmatrizen viele Nullelemente existieren, wird dieses Schema so erweitert, dass mo¨glichst
wenige dieser Elemente ohne Informationsgehalt gespeichert werden. Dies geschieht, indem man
die Elemente der Spalten so verschiebt, dass die unteren Zeilen der Matrix Nullzeilen werden, die
dann nicht mehr gespeichert werden mu¨ssen (Abb. 3.4):
Die Spalte, in der das letzte Element der ersten Zeile ungleich Null ist, wird nicht verschoben (Spal-
te 3 in Abb. 3.4). Alle Elemente rechts davon werden spaltenweise zusammenha¨ngend nach oben
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0    1   2    3














Abbildung 3.3: Eindimensionale Aufteilungen bei 4 Prozessen [23]
verschoben. Das erste Element jeder Spalte innerhalb der Bandstruktur wird dann in die erste Zei-
le eingetragen. Alle Elemente links von der unvera¨nderten Spalte werden entsprechend nach unten
verschoben. Die Zeilenanzahl der umgeordneten Matrix entspricht 2·β+1; die Spaltenanzahl bleibt




a11 a12 a13 0 0 0 0
a21 a22 a23 a24 0 0 0
a31 a32 a33 a34 a35 0 0
0 a42 a43 a44 a45 a46 0
0 0 a53 a54 a55 a56 a57
0 0 0 a64 a65 a66 a67





∗ ∗ a13 a24 a35 a46 a57
∗ a12 a23 a34 a45 a56 a67
a11 a22 a33 a44 a55 a66 a77
a21 a32 a43 a54 a65 a76 ∗
a31 a42 a53 a64 a75 ∗ ∗
Abbildung 3.4: Speicherung einer nichtsymmetrischen Bandmatrix A [23]
Wie deutlich erkennbar ist, hat sich die Anzahl der Elemente ohne Informationsgehalt, die gespei-
chert werden, verringert. Nullen innerhalb der Bandstruktur werden dabei nicht beru¨cksichtigt. Exi-
stiert dort ein Eintrag am Rand der Matrix, vergro¨ßert dieser Ausreißer die komplette Bandstruktur
und somit die Zeilenanzahl der umgeordneten Matrix.
Bei symmetrischen Bandmatrizen kann die Effizienz der Speicherung noch weiter gesteigert
werden, indem nur entweder die untere oder die obere Dreiecksmatrix von A beru¨cksichtigt wird.
Abbildung 3.5 zeigt dies fu¨r den Fall, dass die untere Dreiecksmatrix gespeichert wird. Der Unter-
schied zur Speicherung bei nichtsymmetrischen Bandmatrizen ist, dass nur noch die β + 1 unteren
(oberen) Zeilen gespeichert werden.
0 1 2
a11 a22 a33 a44 a55 a66 a77
a21 a32 a43 a54 a65 a76 ∗
a31 a42 a53 a64 a75 ∗ ∗
Abbildung 3.5: Speicherung der unteren Dreiecksmatrix einer symmetrischen Bandmatrix A [23]
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3.3.2 Zweidimensionale blockzyklische Aufteilung
Zur Veranschaulichung wird zuna¨chst einmal nur die eindimensionale spaltenblockzyklische Auf-
teilung betrachtet. Wichtig ist, dass bei blockzyklischen Aufteilungen eine feste Blockgro¨ße nb fu¨r
die Spaltenaufteilung bzw. mb fu¨r die Zeilenaufteilung gewa¨hlt wird. Wie spa¨ter noch an Beispielen
belegt wird, nimmt gerade diese Blockgro¨ße Einfluss auf die Effizienz des Algorithmus [27]. Bei
einer kleinen Blockgro¨ße ko¨nnen die Daten gleichma¨ßiger aufgeteilt werden, eine große dagegen
verringert die notwendige Datenkommunikation. Da die optimale Blockgro¨ße auch von anderen
Faktoren, wie Rechnerarchitektur, Prozesszahl, Dimensionierung des Prozessgitters, usw. abha¨ngig
ist (Kap. 3.5.2), ist es schwierig eine allgemeine Formel fu¨r diese Blockgro¨ße zu finden, was bisher
auch nicht gelungen ist [26].
Die Matrixspalten werden wieder in zusammenha¨ngende Blo¨cke zerlegt, wobei jetzt im Normal-
fall je nach gewa¨hlter Blockgro¨ße einem Prozess mehrere Blo¨cke zyklisch zugewiesen werden.
Anschaulich bedeutet das, dass Block 0 Prozess 0 zugeordnet wird, ..., Block (Pr − 1) Prozess
(Pr − 1), Block Pr wieder Prozess 0, usw. (Abb. 3.6 (a)).
Im Zweidimensionalen wird das selbe Prinzip angewandt. Es werden aber sowohl Spalten als auch
Zeilen in Blo¨cke zerlegt und anschließend den jeweiligen Prozessen zugewiesen. Die Blo¨cke wer-
den entsprechend der virtuellen Prozesstopologie zyklisch verteilt. Abbildung 3.6 (b) zeigt eine
zweidimensionale blockzyklische Aufteilung auf einem 2×2 Prozess-Gitter, das zeilenweise ange-
legt wurde. So wird jede Block-Zeile der Matrix nach der eindimensionalen Methode entsprechend
dem virtuellen Prozessgitter verteilt. In diesem Beispiel gilt fu¨r die erste Block-Zeile, dass Block 0
Prozess 0 zugeordnet wird, Block 1 Prozess 1, Block 2 wieder Prozess 0 usw. Fu¨r die zweite Block-
Zeile gilt dann bei neuer Nummerierung der Blo¨cke, dass Block 0 Prozess 2 zugeordnet wird, Block
1 Prozess 3, Block 2 wieder Prozess 2 usw. Ab der dritten Zeile wiederholt sich dieses Procedere.
Dieses Schema wird fu¨r dicht besetzte Matrizen benutzt. So kann in Abha¨ngigkeit von der Block-
gro¨ße die Balance zwischen Datenlast und notwendiger Datenkommunikation sowohl in Richtung
der Zeilen als auch der Spalten optimiert werden.



































Abbildung 3.6: Blockzyklische Aufteilungen bei 4 Prozessen [23]
Abbildung 3.7 stellt dar, wie eine 5×5 Matrix mit einem 2×2 Prozess-Gitter und den Blockgro¨ßen
nb = mb = 2 aufgeteilt wird.
Die Datenaufteilung bei symmetrischen Matrizen ist im Fall der dichten Besetzung, genau wie bei
Bandmatrizen so, dass nur die Hauptdiagonale und entweder die untere oder die obere Dreiecksma-
trix von A gespeichert werden.
Bei dicht besetzten Matrizen wird mehr Speicher beno¨tigt, als bei Bandmatrizen, da alle Matrixele-
mente gespeichert werden mu¨ssen.
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a11 a12 a13 a14 a15
a21 a22 a23 a24 a25
a31 a32 a33 a34 a35
a41 a42 a43 a44 a45
a51 a52 a53 a54 a55




a11 a12 a15 a13 a14
0 a21 a22 a25 a23 a24
a51 a52 a55 a53 a54
1
a31 a32 a35 a33 a34
a41 a42 a45 a43 a44
(b) Daraus entstehendes 2× 2 Gitter
Abbildung 3.7: Eine 5× 5 Matrix zerlegt in 2× 2 Blo¨cke auf einem 2× 2 Prozess-Gitter [23]
3.4 Prinzipielle Funktionsweise der Gleichungslo¨ser
3.4.1 Das Cholesky Verfahren
Da A bei der FEM symmetrisch, positiv definit ist, kann zur Lo¨sung des LGS das Verfahren von
Cholesky benutzt werden [9] [11]. Es bietet einige Vorteile gegenu¨ber anderen direkten Lo¨sungs-
verfahren. Es spart Speicherplatz, da nur die Elemente der unteren Dreiecksmatrix gebraucht wer-
den. Die mittlere Zahl an wesentlichen Rechenoperationen (Multiplikationen und Divisionen) des
Verfahrens ist 1/6(n3 + 9n2 + 2n), wobei n die Problemgro¨ße ist. Das Verfahren ist demnach
asymptotisch doppelt so schnell, wie das Gauß’sche Eliminationsverfahren, dessen Rechenaufwand
1/3(n3 + 3n2 − n) betra¨gt [9]. Bei der Lo¨sung ergeben sich geringere Rundungsfehler bei der
”Produktsummenakkumulation“.
Aus diesen Gru¨nden basieren alle Lo¨sungsalgorithmen von ScaLAPACK fu¨r LGS mit symmetrisch,
positiv definiten Matrizen auf diesem Verfahren.
Bei dem Verfahren wird die symmetrische Matrix A zuna¨chst zerlegt in
A = LLT , (3.3)
wobei L eine linke untere Dreiecksmatrix mit positiven Diagonalelementen lkk ist. Es gilt also

a11 a12 . . . a1n










l11 0 . . . 0










l11 l21 . . . ln1





0 0 . . . lnn


mit aik = aki.




lik = (aik −
k−1∑
j=1








 i = 2, 3, ..., n, (3.5)
wobei gilt: lkk 6= 0, a11 ≥ 0.
Die Elemente werden demnach in der folgenden Reihenfolge berechnet:
l11, l21, l22, l31, ..., l33, ..., ln1, ..., lnn
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Das Verfahren von Cholesky besteht aus drei Lo¨sungsschritten
A = LLT Cholesky-Zerlegung (3.6)
L~c = ~b Vorwa¨rtseinsetzen → ~c (3.7)
LT~x = ~c Ru¨ckwa¨rtseinsetzen → ~x, (3.8)
womit das Gleichungssystem A~x = ~b gelo¨st werden kann.
Neben der angegebenen Rechenvorschrift (Gl. (3.5)) existieren auch andere Formen der Berechnung
von L [12]. In ScaLAPACK wird ein paralleles Verfahren verwendet, das dem hier vorgestellten
a¨hnelt (DPOTF2).
3.4.2 Der Lo¨ser fu¨r dicht besetzte, symmetrische, positiv definite Matrizen
In ScaLAPACK wird fu¨r diese Matrizen die Block Cholesky Zerlegung benutzt, bei der als erstes
































aufgestellt werden kann, wobei die Block-Matrizen folgende Dimensionen besitzen:
A11: nb× nb, A21: (n− nb)× nb und A22: (n− nb)× (n− nb).
Da L11, der untere Dreiecks Cholesky Faktor von A11 berechnet werden kann (Kap. 3.4.1), ko¨nnen
die Block-Gleichungen umgestellt werden durch
L21 ← A21(LT11)−1
A˜22 ← A22 − L21LT21 = L22LT22. (3.10)






Abbildung 3.8: Die Block Cholesky Zerlegung im Verlauf einer Rechnung [28]
Abbildung 3.8 veranschaulicht, wie im Verlauf der Rechnung eine Block-Spalte L(k), die aus L11
und L21 besteht, berechnet wird und wie A22 aktualisiert wird. Die grau schraffierten Bereiche sind
in dem jeweiligen Schritt bereits berechnet und mu¨ssen nicht mehr bearbeitet werden.
Die Implementierung des Algorithmus in ScaLAPACK la¨uft dann folgendermaßen durch Aufru-
fe von PBLAS Funktionen ab:
(i) Prozess Pi, der den Block A11 gespeichert hat, fu¨hrt die Cholesky Zerlegung von A11 durch.
(ii) Pi sendet L11 an alle Prozesse der aktuellen Block-Spalte, wo anschließend jeweils die
Blo¨cke von L21 berechnet werden.
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(iii) Die Blo¨cke von L21 werden an alle Prozesse geschickt. Alle Prozesse haben nun ihren eige-
nen Teil von L21 und somit auch von LT21 und aktualisieren ihren Teil der Matrix A22.
Die Details dieser Rechenvorschrift ko¨nnen der folgenden Referenz entnommen werden [28].
3.4.3 Der Lo¨ser fu¨r symmetrische, positiv definite Bandmatrizen
Bei Bandmatrizen mit du¨nner Struktur wird ein ”Divide and Conquer“ Algorithmus angewandt.
Er besteht aus drei Phasen:
(i) Das Problem wird in mehrere kleine Teilprobleme derselben Art aufgeteilt (Divide-Schritt).
(ii) Die kleineren Teilprobleme werden (gro¨ßtenteils) unabha¨ngig voneinander gelo¨st.
(iii) Es wird aus den Lo¨sungen der Teilprobleme eine Lo¨sung fu¨r das Gesamtproblem konstruiert
(Conquer-Schritt).
In Phase (i) wird zuna¨chst A~x = ~b von links mit einer Permutationsmatrix P multipliziert, die A so
umordnet, dass die Parallelita¨t ausgenutzt werden kann.
PA(P−1P )~x = P~b (3.11)
Diese Matrix wird nun durch die Cholesky Zerlegung umgeformt in
PAP−1 = LLT . (3.12)
Werden nun die folgenden Substitutionen durchgefu¨hrt
~x′ = P~x, ~b′ = P~b, (3.13)
ergibt sich das System
LLT ~x′ = ~b′. (3.14)
Dies wird in Phase (ii) mit der traditionellen Methode gelo¨st:
L~c = ~b′, LT~x = ~c′ (3.15)
Als letztes wird aus ~x′ in Phase (iii) ~x berechnet.
~x = P−1~x′ (3.16)
In Phase (i) wird A zerlegt in mehrere Teilmatrizen Ai, Bi, Ci und Di (Abb. 3.9). Dies ist notwen-
dig, da an den U¨berlappungsbereichen gesonderte Rechnungen stattfinden mu¨ssen, um das LGS mit
der Gesamtmatrix u¨ber diese Methode parallel lo¨sen zu ko¨nnen. Jeder Prozess Pi, mit Ausnahme
vom letzten, hat dann die vier, ihm zugeho¨rigen Teilmatrizen gespeichert. Anschließend werden die
folgenden Berechnungen durchgefu¨hrt:
Zuna¨chst senden alle Prozesse Pi ihre Teilmatrix Di an Prozess Pi+1, wobei P1 nur sendet und Pn
nur empfa¨ngt. Dies sind Daten, die von beiden Nachbarprozessen beno¨tigt werden. Die Teilmatri-





durchfu¨hren, so dass Ai u¨berschrieben wird mit Li. Um das lokale Ergebnis ~x′ berechnen zu
ko¨nnen, muss die Matrix wie in Abbildung 3.11 dargestellt, aufgefu¨llt werden. Das ist der große
Schwachpunkt des Verfahrens, da dies eine Erho¨hung der Rechenzeit gegenu¨ber dem seriellen Al-
gorithmus zur Folge hat. Je schmaler die Bandbreite ist, umso kleiner werden die U¨berlappungsbe-
reiche Bi, Ci, Di und somit auch der zusa¨tzliche Rechenaufwand.
Auf weitere Einzelheiten der Implementierung wird hier wegen der Komplexita¨t nicht eingegangen;
sie ko¨nnen der folgenden Referenz entnommen werden [29].



























Abbildung 3.11: Lokale Matrix auf Prozess Pi nach Beendigung von Phase (i) [29]
3.5 Messungen zur Leistungsfa¨higkeit der ScaLAPACK Routinen
Im folgenden wird untersucht, wieviel Rechenzeit und Speicherplatz von den ScaLAPACK Routi-
nen zur Lo¨sung von LGS beno¨tigt wird. Durch unterschiedliche Wahl der Eintra¨ge der Matrix oder
der RHS a¨ndert sich der Rechenaufwand bei den hier benutzten direkten Lo¨sungsverfahren nicht.
Daher werden beliebige Eintra¨ge fu¨r die RHS gewa¨hlt. Als Matrizen werden Beispiele vom Matrix
Market [30] benutzt, die bei Finite-Elemente-Berechnungen entstanden sind. Die einzigen Matrix-
parameter, die die Messergebnisse beeinflussen sind Dimension und Bandbreite, die bei den fu¨r die
Rechnungen verwendeten Matrizen variieren. Der Lo¨ser fu¨r dicht besetzte Matrizen wird in diesem
Kapitel mit Lo¨ser A und der fu¨r Bandmatrizen mit Lo¨ser B bezeichnet.
Wie in Kapitel 3.3 beschrieben, werden die Blockgro¨ßen fu¨r Lo¨ser A vorgegeben. Diese werden fu¨r
Spaltenaufteilung (nb) und fu¨r Zeilenaufteilung (mb) gleich gewa¨hlt, so dass quadratische Blo¨cke
entstehen. Da die Matrizen ebenfalls quadratisch sind, fu¨hrt dies zu einer effizienten Datenkommu-
nikation.
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3.5.1 Einfluss von physikalischer Prozessor- und virtueller Prozesstopologie
Generell ist bei parallelen Rechnungen zu erwarten, dass die Rechenzeit mit steigender Prozesszahl
sinkt, da sich dann die notwendige Rechenarbeit fu¨r jeden einzelnen Prozess verringert. Das muss
jedoch nicht immer gelten.
Dies kann zum einen an der physikalischen Prozessortopologie liegen. Bei SMP-Rechnern nutzen
die Prozessoren eines SMP-Knotens einen gemeinsamen Speicher, so dass hier beim Datenaus-
tausch untereinander die Kommunikation u¨ber das Verbindungsnetzwerk nicht notwendig ist. Dies
wu¨rde nur unno¨tig die Kommunikationswege blockieren, insbesondere da u¨ber eine Knotenverbin-
dung Daten gleichzeitig gesendet und empfangen wu¨rden. Genau dieser Effekt tritt jedoch beim
ZAMpano auf, da die zurzeit installierte MPI-Version ausschließlich Systeme mit verteiltem Spei-
cher unterstu¨tzt.
Beim Programmaufruf auf dem ZAMpano kann gezielt gesteuert werden, ob z.B. vier Prozessoren
eines SMP-Knotens oder vier Knoten mit je einem Prozessor genutzt werden sollen. Im ersten Fall
befinden sich alle Prozessoren auf einem SMP-Knoten, so dass jede Datenkommunikation u¨ber ei-
ne Leitung zum Verbindungsnetzwerk und zuru¨ck stattfindet. Im zweiten Fall sind alle Prozessoren
auf verschiedenen SMP-Knoten, wodurch diese Art der Kommunikationsblockierung nicht gegeben
ist. Die letztere Alternative bringt demnach geringere Rechenzeiten (Tab. 3.1). Um die Programm-
aufrufe einheitlich zu halten, werden diese immer so geta¨tigt, dass mo¨glichst wenige Ressourcen,
also SMP-Knoten belegt werden, da die Zunahme der Rechenzeit verha¨ltnisma¨ßig gering ist. Das
bedeutet, dass mo¨glichst viele Prozessoren eines SMP-Knotens benutzt werden, da diese ansonsten
auch nicht fu¨r andere Zwecke verwendet werden ko¨nnen. Falls beispielsweise vier SMP-Knoten
mit je einem Prozessor fu¨r eine Rechnung benutzt werden, sind die restlichen neun Prozessoren
dieser Knoten ebenfalls blockiert. Die Belegung der Prozessoren kann auf dem ZAMpano nur so
gemacht werden, dass auf jedem SMP-Knoten die gleiche Anzahl an Prozessoren verwendet wird.
Dies bedeutet beispielweise bei sieben Prozessen, dass auch sieben SMP-Knoten verwendet wer-
den mu¨ssen, da diese Zahl eine Primzahl ist. Bei elf Prozessen hieße dies, dass theoretisch auch elf
SMP-Knoten genutzt werden mu¨ssen. Diese Menge ist auf dem ZAMpano jedoch nicht vorhanden.
Je nachdem, mit wievielen Prozessen das Programm gestartet werden soll, ist somit eine effizien-
te Ausnutzung der Ressourcen nicht mo¨glich oder das Programm kann mit dieser Prozesszahl gar
nicht durchlaufen werden (Abb. 3.12). Bei den Auswertungen wird dann eventuell eine Zunahme
der Rechenzeit beim U¨bergang von einem Ressourcen verschwenderischen Aufruf zu einem spa-
renden sichtbar und umgekehrt. Ein Beispiel fu¨r eine geringere, zu erwartende Verbesserung oder
sogar Verschlechterung der Rechenzeit wa¨re der U¨bergang von sieben nach acht Prozessen. Bei
sieben Prozessen wird nur ein Prozessor je SMP-Knoten benutzt, bei acht Prozessen alle vier.
Auf der CRAY T3E ist dieses Problem nicht gegeben, da bei diesem System die Geschwindigkeiten
der Speicherzugriffe unabha¨ngig von den verwendeten Prozessoren sind.
Prozessoren
je SMP-Knoten
Rechenzeit [s] einer Matrix mit
SMP-Knoten n = 4884, β = 141 n = 11948, β = 1244
(Abb. 3.14) (Abb. 3.16)
1 4 2,06 313
2 2 1,93 291
4 1 1,84 271
Tabelle 3.1: Einfluss des physikalischen Prozessorgitters des ZAMpano am Beispiel des Lo¨sers fu¨r Band-
matrizen auf die Rechenzeit
Ein weiterer Effekt ist die virtuelle Prozesstopologie bei dicht besetzten Matrizen. Auch hier ist
je nach Prozesszahl eine mehr oder wenige effiziente Gittereinteilung und somit Datenaufteilung
mo¨glich (Kap. 3.2). Ein optimales Gitter fu¨r Lo¨ser A liegt vor, wenn gilt: Pr = Pc. Je gro¨ßer der
verha¨ltnisma¨ßige Unterschied zwischen den beiden Gro¨ßen ist, umso schlechter ist das Gitter (Abb.
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Abbildung 3.12: Anzahl verwendeter Prozessoren je SMP-Knoten auf dem ZAMpano in Abha¨ngigkeit von
der Prozesszahl
3.13). Da dieses Gitter bei Lo¨ser B eindimensional ist, ist das Problem fu¨r diesen Lo¨ser nicht gege-
ben.
Tabelle 3.2 belegt, dass ein quadratisches virtuelles Prozessgitter die Rechenzeit fu¨r eine konstan-
te Prozesszahl minimiert. Es werden verschieden große Matrizen mit Lo¨ser A und 16 Prozessen
benutzt. Dies ist die maximale Anzahl an Prozessen, bei der die Erzeugung eines quadratischen
Gitters auf dem ZAMpano mo¨glich ist. So kann die Rechnung mit mo¨glichst vielen Kombinationen
der Dimensionierung des Gitters ausgefu¨hrt werden. Je gro¨ßer die Abweichung zwischen Prozess-
spalten und Prozessreihen ist, umso la¨nger dauert es, bis ein Ergebnis vorliegt. Ist das Prozessgitter
nicht quadratisch, unterscheiden sich die Rechenzeiten geringfu¨gig in Abha¨ngigkeit davon, ob ein
eher ”flaches“ oder ”hohes“ Gitter gewa¨hlt wird, d.h. ob das Gitter aus mehr Prozessspalten als Pro-
zessreihen besteht oder umgekehrt. Es la¨sst sich aber keine allgemeine Aussage daru¨ber machen,
welches besser ist. Fu¨r die Messungen in Kapitel 3.5.2 wird das Gitter so gewa¨hlt, dass Pc ≥ Pr
gilt.
Pr Pc
Rechenzeit [s] einer Matrix mit
n = 4884, β = 141 (Abb. 3.14) n = 11948, β = 1244 (Abb. 3.16)
1 16 25,5 220
2 8 17,9 171
4 4 15,2 156
8 2 17,8 187
16 1 25,5 220
Tabelle 3.2: Einfluss der Dimensionierung des virtuellen Prozessgitters beim Lo¨ser fu¨r dicht besetzte Matri-
zen auf die Rechenzeit
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Abbildung 3.13: Verha¨ltnis zwischen Prozessreihen und Prozessspalten des verwendeten Prozessgitters in
Abha¨ngigkeit von der Prozesszahl
3.5.2 Messergebnisse
In den folgenden Diagrammen werden die Rechenzeiten als Funktion der Prozesszahl, ohne Bear-
beitungszeit fu¨r Ein-/Ausgabe und Ergebnisu¨berpru¨fung, dargestellt. Da die Untersuchungen prima¨r
auf dem ZAMpano stattfinden, wird bei der Ergebnisdiskussion zu diesem System kein expliziter
Hinweis darauf gegeben, wenn diese sich auf das ZAMpano bezieht. Handelt es sich hingegen um
Erla¨uterungen zu Messungen auf der CRAY T3E, wird dies entsprechend angegeben. Bei Lo¨ser
A werden Programmdurchla¨ufe mit unterschiedlichen Blockgro¨ßen durchgefu¨hrt, da diese die Lei-
stungsfa¨higkeit beeinflusst (Kap. 3.3.2).
Bei einer Matrix mit den Parametern n = 4884 und β = 141 beno¨tigt Lo¨ser B wesentlich we-
niger Rechenzeit, als Lo¨ser A, da die Bandbreite β hier relativ klein ist (Abb. 3.14 (a)).
Die Matrix selbst hat aber eine so geringe Dimension, dass Lo¨ser B nur mit maximal 16 Prozessen
ausgefu¨hrt werden kann (Abb. 3.14 (c)). Ansonsten ist durch die untere Schranke fu¨r die Block-
gro¨ße eine konstante Rechenzeit zu erwarten, da dann die zusa¨tzlichen Prozesse ungenutzt bleiben
(Kap. 3.3.1). Die mit 16 Prozessen beno¨tigte Rechenzeit bringt keine Verbesserung gegenu¨ber dem
seriellen Algorithmus (parallelen Algorithmus mit einem Prozess). Beim U¨bergang von einem nach
zwei Prozessen steigt die Rechenzeit um das 5-fache an. Dies liegt an der notwendigen Auffu¨llung
der Matrix des parallelen Algorithmus, was eine Erho¨hung des Rechenaufwandes gegenu¨ber dem
vergleichbaren seriellen Algorithmus bringt (Kap. 3.4.3). Die virtuelle Prozesstopologie hat hier
keinen Einfluss auf die Messergebnisse, da sie eindimensional ist. Die Auswirkungen der physi-
kalischen Prozessortopologie macht sich besonders bei 6, 8, 12 und 16 Prozessen bemerkbar. Hier
kommt es nur zu einer sehr geringen Abnahme der Rechenzeit bzw. bei 16 Prozessen sogar zu einer
Zunahme. An diesen Stellen werden im Vergleich zu den vorigen Messwerten mehr Prozessoren je
SMP-Knoten verwendet, wodurch mehr Kollisionen bei der Datenkommunikation entstehen.
Bei Lo¨ser A ko¨nnen unabha¨ngig von den Matrixparametern immer alle 32 Prozesse ausgenutzt
werden (Abb. 3.14 (b)). Wie bei Lo¨ser B bewirkt die physikalische Prozessortopologie eine Ver-
schlechterung der Leistungsfa¨higkeit bei 8, 12, 16 und zusa¨tzlich 20 Prozessen. Bei 6 Prozessen
ist dieser Effekt bei Lo¨ser A nicht zu erkennen, da hier eine bessere virtuelle Prozesstopologie
im Vergleich zur vorigen Messstelle entgegen wirkt. Aus demselben Grund ist die Verschlechte-
rung der Leistungsfa¨higkeit bei 16 Prozessen hier nicht so extrem wie bei Lo¨ser B. Obwohl bei
8, 12 und 20 Prozessen dasselbe zu erwarten wa¨re, ist hier keine Verbesserung feststellbar. Da die
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exakten Kommunikationsvorga¨nge bei der Rechnung und die jeweilige Beeinflussung von physika-
lischer Prozessor- und virtueller Prozesstopologie nicht ohne enorm großen Aufwand nachzuvoll-
ziehen sind, ist eine quantitative Analyse der Zu- bzw. Abnahme der Rechenzeit nicht ohne weiteres
durchfu¨hrbar.
Je mehr Prozesse genutzt werden, umso kleiner sollte die Blockgro¨ße gewa¨hlt werden, um eine gute
Verteilung der Datenlast zu gewa¨hrleisten. Entgegengesetzt sollte bei kleiner Prozesszahl eine ho-
he Blockgro¨ße genutzt werden, um die notwendige Datenkommunikation minimal zu halten. Aus
diesem Grund bringt eine Blockgro¨ße von 100 die geringsten Rechenzeiten von Lo¨ser A mit bis zu
4 Prozessen. Bei einer Prozesszahl von 5 bis 18 ist eine Blockgro¨ße von 64 am besten geeignet. Ab
20 Prozessen sind die Rechenzeiten mit einer Blockgro¨ße von 32 am niedrigsten. Dies besta¨tigt die
allgemeine Empfehlung eine Blockgro¨ße von 64 zu benutzen, die dann je nach Parameter angepasst
werden kann [23].
Auf der CRAY T3E liegen die Rechenzeiten der seriellen Lo¨ser wegen der ho¨heren Prozessor-
leistung unter denen des ZAMpano. Bei Lo¨ser A betra¨gt der Unterschied etwa 40 %, bei Lo¨ser
B nur 20 %. Die physikalische Prozessortopologie hat keinen Einfluss auf die Messergebnisse der
parallelen Rechnungen auf der CRAY T3E, da bei diesem System die Geschwindigkeiten der Spei-
cherzugriffe unabha¨ngig von den verwendeten Prozessoren sind. Betrachtet man die Messungen der
selben Matrix auf dieser Maschine, verlaufen die Kurven wesentlich glatter (Abb. 3.15).
Nur bei Lo¨ser A wird der Verlauf durch die virtuelle Prozesstopologie beeinflusst (Abb. 3.15 (b)).
Eine schlechtere Dimensionierung des Prozessgitters im Vergleich zum vorigen Messwert wird bei
14 und 28 Prozessen sichtbar, eine entsprechende Verbesserung bei 12 und 16 Prozessen. Der Ver-
lauf der einzelnen Kurven von Lo¨ser A mit unterschiedlichen Blockgro¨ßen unterscheidet sich von
denen auf dem ZAMpano. Um auf der CRAY T3E diesbezu¨glich mo¨glichst geringe Rechenzeiten
zu erhalten, muss mehr Wert auf eine gute Datenverteilung, statt auf eine geringe Kommunikation
gelegt werden, da das Verbindungsnetzwerk wesentlich leistungsfa¨higer ist. Das bedeutet es sollte
eine kleinere Blockgro¨ße gewa¨hlt werden. So liegen die Rechenzeiten bei einer Blockgro¨ße von
100 immer u¨ber den Rechenzeiten mit einer Blockgro¨ße von 64 oder 32. Bis zu einer Prozesszahl
von 12 ist eine Blockgro¨ße von 64 am besten geeignet, ansonsten werden mit einer Blockgro¨ße von
32 bessere Rechenzeiten erzielt.
Die Zunahme der Rechenzeit von Lo¨ser B mit 2 Prozessen ist mit Faktor 2,6 auf der CRAY nur
etwa halb so groß, wie auf dem ZAMpano (Abb. 3.15 (c)). Dies liegt ebenfalls an dem besseren
Verbindungsnetzwerk. Sowohl Latenzzeit, als auch Bandbreite besitzen etwa 10 mal so gute Werte,
wie das ZAMpano (Tab 2.1). Aus diesem Grund kommt dieser Unterschied zustande, obwohl die
Kommunikation in diesem Beispiel je nach Prozesszahl nur etwa 15 % der Rechenzeit ausmacht.
So kann schon ab 5 Prozessen eine geringere Rechenzeit erzielt werden, als mit einem Prozess.
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Löser A mit Blockgröße 100
Löser A mit Blockgröße 64
Löser A mit Blockgröße 32
Löser B
(a) Gesamtes Diagramm












Löser A mit Blockgröße 100
Löser A mit Blockgröße 64
Löser A mit Blockgröße 32
(b) Diagrammausschnitt, nur Lo¨ser A















(c) Diagrammausschnitt, nur Lo¨ser B
Abbildung 3.14: Rechenzeiten als Funktion der Prozesszahl fu¨r eine Matrix der Dimension n = 4884 mit
Bandbreite β = 141 auf dem ZAMpano
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Löser A mit Blockgröße 100
Löser A mit Blockgröße 64
Löser A mit Blockgröße 32
Löser B
(a) Gesamtes Diagramm











Löser A mit Blockgröße 100
Löser A mit Blockgröße 64
Löser A mit Blockgröße 32
(b) Diagrammausschnitt, nur Lo¨ser A













(c) Diagrammausschnitt, nur Lo¨ser B
Abbildung 3.15: wie Abb. 3.14, auf der CRAY T3E
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In Abbildung 3.16 wird ein LGS mit einer Matrix mit den Parametern n = 11948 und β = 1244
untersucht. Die Matrix hat sowohl eine ho¨here Dimension als auch eine gro¨ßere Bandbreite, wobei
die Vergro¨ßerung der Bandbreite noch sta¨rker ist. Aus diesem Grund ist die Zunahme der Rechen-
zeit bei 2 Prozessen mit Faktor 9 hier noch gro¨ßer, als in dem vorigen Beispiel. Durch die große
Bandbreite kann Lo¨ser B nur mit bis zu 5 Prozessen genutzt werden. Ab 12 Prozessen wird diese
Rechenzeit von Lo¨ser A unterboten. Sie ist aber bei Nutzung der maximalen Anzahl an Prozessen
des ZAMpano immer noch ho¨her als die von Lo¨ser B bei einem Prozess. Da bei dieser Matrix we-
sentlich mehr Daten verarbeitet werden mu¨ssen, als bei der vorigen, sollte die Wahl der Blockgro¨ße
bei Lo¨ser A entsprechend erho¨ht werden. Von den drei getesteten Blockgro¨ßen eignet sich 100 fu¨r
alle mo¨glichen Prozesszahlen am besten.







Löser A mit Blockgröße 100
Löser A mit Blockgröße 64
Löser A mit Blockgröße 32
Löser B
Abbildung 3.16: wie Abb. 3.14, mit n = 11948 und β = 1244
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Fu¨r eine Matrix mit einer sehr hohen Dimension n = 90449 und relativ geringen Bandbreite
β = 614 sollte Lo¨ser B sehr gut geeignet sein (Abb. 3.17). Die Rechenzeit bei der maximalen
Anzahl an Prozessen entspricht aber wieder etwa der mit einem Prozess. Bei 2 Prozessen ist die
Zunahme der Rechenzeit mit Faktor 8 nicht ganz so hoch wie im vorigen Beispiel, da trotz gestie-
gener Matrixdimension die Bandbreite wesentlich kleiner ist. Lo¨ser A kann zur Berechnung des
LGS nicht verwendet werden, da die Matrix zu groß ist. Lo¨ser A beno¨tigt ausreichend Speicher-
platz fu¨r die Matrix, um alle n× n Elemente speichern zu ko¨nnen. Lo¨ser B genu¨gt eine Kapazita¨t
fu¨r n× (β + 1) Elemente. Auffa¨llig ist die starke Zunahme der Rechenzeit bei 4 und 6 Prozessen.
Weniger hohe Zunahmen konnten mit 6 Prozessen ebenso bei der Matrix aus Abbildung 3.14 fest-
gestellt werden. Mit 4 Prozessen ist dies nicht so. Vermutlich finden gerade bei großen Matrizen
ha¨ufig Kollisionen bei der Datenkommunikation auf einem SMP-Knoten statt, so dass hier gera-
de bei der Nutzung nur eines SMP-Knotens mit allen vier Prozessoren die Rechnung mehr Zeit
beno¨tigt. Genauere Analysen dazu werden in Kapitel 4.2 vorgenommen.












Abbildung 3.17: wie Abb. 3.14, mit n = 90449 und β = 614
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Abbildung 3.18 und 3.19 belegen, dass der Algorithmus des Bandlo¨sers von einer sehr schmalen
Bandbreite profitiert. Es mu¨ssen dann wesentlich weniger Daten zwischen den einzelnen Prozes-
sen ausgetauscht werden, da sich so die Datenmenge, die von jeweils zwei Nachbarprozessen zur
Lo¨sung des LGS beno¨tigt wird, verringert (Kap. 3.4.3). Auf dem ZAMpano kann die Rechnezeit
des seriellen Lo¨sers schon mit 5 Prozessen unterboten werden. In den vorigen Beispielen gelang
selbst mit 32 Prozessen nur eine U¨bereinstimmung der Rechenzeiten. Auf der CRAY T3E ist von
einer Steigerung der Rechenzeit bei 2 Prozessen gar nichts mehr zu erkennen.











Abbildung 3.18: wie Abb. 3.14, mit n = 100000 und β = 10













Abbildung 3.19: wie Abb. 3.14, mit n = 100000 und β = 10, auf der CRAY T3E
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3.5.3 Speedup Vergleich: ZAMpano - CRAY T3E
Der Speedup ist ein Maß fu¨r einen parallelen Algorithmus. Er gibt die Beschleunigung des paralle-





ist der Speedup eines parallelen Programms auf p Prozessen, wobei T (1) die serielle Ausfu¨hrungs-
zeit und T (p) die gemessene Ausfu¨hrungszeit eines Programms bei Verwendung von p Prozessen
ist.
Um die Messungen mit einer hohen Anzahl an Prozessen durchfu¨hren zu ko¨nnen, wird eine Matrix
mit großer Dimension und sehr kleiner Bandbreite genutzt. Die Bandbreite ist so klein, dass das
LGS auf der T3E auch mit einem Prozess berechnet werden kann, da dann dort weniger Speicher-
platz zur Verfu¨gung steht, als auf dem ZAMpano (Kap. 2.2.3).
Abbildung 3.20 und 3.21 zeigen den Speedup von Lo¨ser B auf dem ZAMpano bzw. auf der CRAY
T3E. Beim U¨bergang von einem nach zwei Prozessen kommt es zuna¨chst zu einer negativen, da-
nach zu einer positiven, linearen Beschleunigung. Der Verlauf der Kurve fluktuiert wegen des Ein-
flusses der physikalischen Prozessortopologie (Kapitel 3.5.1). Auf der CRAY hingegen ist er sehr
gleichma¨ßig, da jeder Prozessor einen eigenen Speicherbereich hat. Werden mehr als 32 Prozesse
genutzt, nimmt die Beschleunigung ab, da mit zunehmender Prozesszahl der Aufwand fu¨r die Da-
tenkommunikation steigt. Irgendwann nimmt der Nachrichtenaustausch mehr Zeit in Anspruch, als
die Rechnung selbst.
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Abbildung 3.20: Speedup als Funktion der Prozesszahl fu¨r eine Matrix der Dimension n = 20000 mit Band-
breite β = 100 auf dem ZAMpano














Abbildung 3.21: wie Abb. 3.20, auf der CRAY T3E
Kapitel 4
Das FEM Programm FINEART
4.1 Funktion und Aufbau von FINEART
FINEART steht fu¨r ”FINite Element analysis using Adaptive Refinement Techniques“ [31] [32]
[33]. Es ist ein FEM-Software-Paket, das vom ”Structural Engineering Research Centre“
3 (SERC),
Chennai (Madras), Indien entwickelt wurde. Es dient zur iterativen Berechnung von FEM-Problemen
bis zu einer vorgegebenen Fehlertoleranz mittels h-adaptiver Netzverfeinerung. Dabei werden die
Knoten nach jedem Iterationsschritt teilweise neu nummeriert.
Jeder Iterationsschritt besteht aus fu¨nf Teilen, die in FINEART durch einzelne Module implemen-
tiert sind:
(i) Berechnung der Element-Steifigkeitsmatrizen.
(ii) Assemblierung der globalen Steifigkeitsmatrix.
(iii) Lo¨sen des LGS.
(iv) Fehlerabscha¨tzung.
(v) Falls der Fehler η (Gl. 2.36)) gro¨ßer als die vorgegebene Toleranz ηZiel ist:
Adaptive Netzverfeinerung und Start des na¨chsten Iterationsschrittes bei (i)
Die aktuelle Version 1.2 benutzt einen public domain Gleichungslo¨ser von LASpack [34], der hier
als Black-Box behandelt wird. Es ist ein serieller, iterativer Lo¨ser fu¨r du¨nn besetzte Matrizen.
4.1.1 Ein Beispiel: Die L-Doma¨ne
Ein Beispiel, mit dem die Funktionsweise von FINEART dargestellt werden kann, ist die L-Doma¨ne.
Es ist ein zweidimensionales Gebilde in Form eines ”L“, das sich aus drei Quadraten zusammen-
setzt. Jedes Quadrat besteht hier vor der Netzverfeinerung aus vier finiten Vierecks-Elementen mit
jeweils vier Knoten (bi-linearer Verschiebungsansatz) (Abb. 4.1).
Um kinematische Bestimmtheit zu erreichen, wird die rechte Seite des ”L“ in x-Richtung und die
obere Seite in y-Richtung mit Gleitlagern gefesselt. Die Elementknoten, die sich an diesen Sei-
ten befinden, haben durch die eingeschra¨nkte Bewegungsmo¨glichkeit einen Freiheitsgrad weniger.
Greifen an der linken Seite der Struktur Zugkra¨fte F an, treten Verschiebungen auf. Die L-Doma¨ne
besteht aus einem fiktiven Material, das durch die Gro¨ßen Elastizita¨tsmodul E, Poisson-Zahl bzw.
Querkontraktionszahl ν und Dichte ρ beschrieben wird. Die Werte sind in diesem Beispiel gegeben
durch
F = 1 N (je Elementseite) E = 105
N
mm2
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Es handelt sich um Materialwerte, die in der Realita¨t ha¨ufig wiederzufinden sind. Beispielsweise
Kupfer ist gegeben durch E = 105 bis 1, 3 · 105 N
mm2
, ν = 0, 34, ρ = 8, 96 kg
dm3
.
Die Seitenla¨nge eines finiten Elementes betra¨gt 25 mm und die Scheibendicke 1 mm. Daraus folgt,




Abbildung 4.1: L-Doma¨ne, Iterationsschritt 0 mit Lagerbeschreibung
Die Abbildungen 4.2 bis 4.5 illustrieren die Netzverfeinerung, die mit jeder Iteration besonders im
Bereich der Kerbe zunimmt. An dieser Stelle findet der Fehlerscha¨tzer die gro¨ßten Spannungsdif-
ferenzen (Kap. 2.1.5). Es werden die relativen Fehler ηe in Prozent (Gl. (2.37)), durch Markierung
der einzelnen Elemente entsprechend der angegebenen Skala, dargestellt. Je o¨fter das Netz adaptiv
verfeinert wird, umso besser stimmt das berechnete Ergebnis mit der exakten Lo¨sung u¨berein. In
diesem Beispiel wird die Verfeinerung bei einem relativen Fehler der Gesamtstruktur (Gl. (2.36))
von η < ηZiel = 5% beendet, der hier nach fu¨nf Iterationsschritten erreicht ist.
Ob ein Element verfeinert wird oder nicht, wird u¨ber Teilungsindikatoren η˜e berechnet, die sich aus





+ 0, 5] (4.2)
ergeben [35].
Die Verfeinerungsbedingung lautet dann
η˜e > 1 : Element e muss verfeinert werden
η˜e ≤ 1 : Element e muss nicht verfeinert werden. (4.3)
Umgerechnet wu¨rde dies bedeuten, dass in den folgenden Abbildungen alle Elemente verfeinert
werden, fu¨r die gilt: ηe > 1, 5 · ηZiel =
hier
7, 5%.
Zu beachten ist, dass bei der adaptiven Netzverfeinerung in der Regel inkompatible Knoten entste-
hen. Dies sind Knoten, die zu einem finiten Element keine Verknu¨pfung besitzen. Im Allgemeinen
ist dies in der FEM nicht erlaubt, da dadurch die wesentlichen inneren Randbedingungen verletzt
werden, d.h. es kann zu Rissen innerhalb der Struktur kommen. Um dies zu verhindern, werden die
Freiheitsgrade entsprechend der inkompatiblen Knoten beschra¨nkt und mit kompatiblen Knoten
durch ”Multiple Point Constraints“ verknu¨pft [35].
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R  A  P  SZAM Fz-Juelich
FINEART . L- domain  (plane stress-bi-linear) .......
   0.0
 -90.0
   0.0
X
Y
5.000E-01 5.774E+00 1.105E+01 1.632E+01 2.160E+01 2.687E+01 3.214E+01 3.742E+01
ref.par.
SPANNUNGS-BASIERTE FEHLER
Abbildung 4.2: L-Doma¨ne, Iterationsschritt 1 mit spannungs-basierten Fehlern
R  A  P  SZAM Fz-Juelich
FINEART . L- domain  (plane stress-bi-linear) .......
   0.0
 -90.0
   0.0
X
Y
5.000E-01 6.462E+00 1.242E+01 1.839E+01 2.435E+01 3.031E+01 3.627E+01 4.224E+01
ref.par.
SPANNUNGS-BASIERTE FEHLER
Abbildung 4.3: L-Doma¨ne, Iterationsschritt 2 mit spannungs-basierten Fehlern
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R  A  P  SZAM Fz-Juelich
FINEART . L- domain  (plane stress-bi-linear) .......
   0.0
 -90.0
   0.0
X
Y
5.000E-01 6.219E+00 1.194E+01 1.766E+01 2.338E+01 2.910E+01 3.481E+01 4.053E+01
ref.par.
SPANNUNGS-BASIERTE FEHLER
Abbildung 4.4: L-Doma¨ne, Iterationsschritt 3 mit spannungs-basierten Fehlern
R  A  P  SZAM Fz-Juelich
FINEART . L- domain  (plane stress-bi-linear) .......
   0.0
 -90.0
   0.0
X
Y
5.000E-01 5.374E+00 1.025E+01 1.512E+01 2.000E+01 2.487E+01 2.975E+01 3.462E+01
ref.par.
SPANNUNGS-BASIERTE FEHLER
Abbildung 4.5: L-Doma¨ne, Iterationsschritt 4 mit spannungs-basierten Fehlern
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Im direkten Vergleich der Ergebnisse zwischen Iterationsschritt 0 und Iterationsschritt 5 sind bei
den Verschiebungen mit bloßem Auge keine Unterschiede festzustellen (Abb. 4.6 und 4.7). Fu¨r
diese Betrachtungen ist eine Netzverfeinerung nur dann notwendig, wenn pra¨zise Berechnungen
erforderlich sind.
R  A  P  SZAM Fz-Juelich
FINEART . L- domain  (plane stress-bi-linear) .......
   0.0
 -90.0
































Abbildung 4.6: L-Doma¨ne, Iterationsschritt 0 mit Verschiebungen
R  A  P  SZAM Fz-Juelich
FINEART . L- domain  (plane stress-bi-linear) .......
   0.0
 -90.0
































Abbildung 4.7: L-Doma¨ne, Iterationsschritt 5 mit Verschiebungen
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Ganz anders ist es bei den Spannungen. In Abbildung 4.8 bis 4.10 sind die jeweiligen von Mi-
ses Spannungen in Newton pro Quadratmillimeter dargestellt. Vor der Netzverfeinerung sieht es so
aus, als sei die Spannung in Knoten 14, rechts neben der Kerbe am gro¨ßten (Abb. 4.8). Beide, an
die Kerbe grenzenden Seiten, bestehend aus Knoten 13, 14, 15, 18, 21 und zusa¨tzlich Knoten 19
scheinen unter großen Spannungen zu stehen. Da jedoch auch starke Spannungsdifferenzen in den
Elementen dieser Knoten zu erkennen sind, deutet dies auf eine verfa¨lschte Darstellung.
Nach fu¨nf iterativen Netzverfeinerungsschritten sieht das Ergebnis ganz anders aus. Dieses Mo-
dell kommt der Realita¨t schon sehr nah (Abb. 4.9). In der Vergro¨ßerung (Abb. 4.10) ist deutlich zu
erkennen, dass die gro¨ßten Spannungen im Bereich der Kerbe zu finden sind. Pra¨zise ausgedru¨ckt
befindet sich die maximale Spannung in der Abbildung jedoch in dem Knoten rechts neben der Ker-
be. Dies liegt daran, dass die Spannung σnd dieses Knotens einen ho¨heren Spannungsbeitrag durch
benachbarte Gauß-Punkte erha¨lt, als der an der Kerbe (Kap. 2.1.5). Dadurch wird der Mittelwert
insgesamt gro¨ßer.
Des Weiteren ist zu erkennen, dass die berechnete Maximalspannung bei dem verfeinerten Netz
mehr als doppelt so hoch ist, wie bei dem Ausgangsnetz, d.h auch die Absolutwerte weichen bei ei-
nem groben Modell oft stark von den wirklichen Gro¨ßen ab. Die Erkla¨rung liegt hier wieder in den
ho¨heren Spannungsbeitra¨gen durch benachbarte Gauß-Punkte. Bei feinen Netzen befinden sich die
benachbarten Gauß-Punkte der Maximalstellen in einer na¨heren Umgebung als bei einem groben
Netz, so dass bei diesen dann ho¨here Spannungen berechnet werden.
R  A  P  SZAM Fz-Juelich
FINEART . L- domain  (plane stress-bi-linear) .......
   0.0
 -90.0
   0.0
X
Y
1.931E-01 7.688E-01 1.344E+00 1.920E+00 2.496E+00 3.072E+00 3.647E+00 4.223E+00
N/MM**2 
1 2 3 4 5
6 7 8 9 10




Abbildung 4.8: L-Doma¨ne, Iterationsschritt 0 mit von Mises Spannungen und Knotennummern
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R  A  P  SZAM Fz-Juelich
FINEART . L- domain  (plane stress-bi-linear) .......
   0.0
 -90.0
   0.0
X
Y
2.859E-02 1.446E+00 2.863E+00 4.280E+00 5.698E+00 7.115E+00 8.532E+00 9.950E+00
N/MM**2 
SPANNUNGEN, SIGMA VM
Abbildung 4.9: L-Doma¨ne, Iterationsschritt 5 mit von Mises Spannungen
R  A  P  SZAM Fz-Juelich
FINEART . L- domain  (plane stress-bi-linear) .......
   0.0
 -90.0
   0.0
DISPLAYED AREA X  MIN = 3.44E+01 Y  MIN = 3.75E+01 Z  MIN = 0.00E+00
   MAX = 6.56E+01    MAX = 5.94E+01    MAX = 0.00E+00
X
Y
1.025E+00 2.300E+00 3.575E+00 4.850E+00 6.125E+00 7.400E+00 8.675E+00 9.950E+00
N/MM**2 
SPANNUNGEN, SIGMA VM
Abbildung 4.10: L-Doma¨ne, Iterationsschritt 5 mit von Mises Spannungen, vergro¨ßert
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Um die Netzverfeinerung anhand der Spannungen zu verdeutlichen, werden in Abbildung 4.11
die von Mises Spannungen der L-Doma¨ne beim nullten Iterationsschritt innerhalb der jeweiligen
Elemente gezeigt. Die Rechnung wurde hier mit dem kommerziellen FEM-Programm PERMAS
[36] durchgefu¨hrt, da von FINEART keine elementweisen Spannungen ausgegeben werden. Zur
Datenkonvertierung wurden die Programme Perfi/Fiper genutzt, die von der Forschungszentrum
Ju¨lich GmbH entwickelt wurden und an deren Erga¨nzungen der Autor beteiligt war. Insbesondere
in dem Knoten an der Kerbe kommt es zu starken Spannungsdifferenzen zwischen den benachbarten
Gauß-Punkten dieses Knotens, so dass vor allem an dieser Stelle das Netz weiter verfeinert werden
muss.
R  A  P  SZAM Fz-Juelich
PERMAS . L- domain  (plane stress-bi-linear) .......
   0.0
 -90.0
   0.0
X
Y
4.461E-01 1.026E+00 1.606E+00 2.186E+00 2.765E+00 3.345E+00 3.925E+00 4.505E+00
N/MM**2 
ELEMENTSPANNUNGEN, SIGMA VM
Abbildung 4.11: L-Doma¨ne, Iterationsschritt 0 mit von Mises Spannungen (elementweise)
4.1.2 Weitere verwendete Strukturen
Da die aktuelle Version von FINEART noch in Entwicklung ist, stehen nur wenige Beispiele zur
Verfu¨gung, die fu¨r eine Untersuchung der Leistungsfa¨higkeit des neuen Lo¨sungsmoduls genutzt
werden ko¨nnen. So soll es in Zukunft auch mo¨glich sein, dreidimensionale Strukturen zu berech-
nen. Dafu¨r werden zurzeit insbesondere die Module fu¨r die Fehlerabscha¨tzung und der adaptiven
Netzverfeinerung u¨berarbeitet. Gerade bei dreidimensionalen Objekten wu¨rde sich der Einsatz ei-
nes schnellen parallelen Gleichungslo¨sers lohnen, da der Rechenaufwand dann um ein Vielfaches
steigt.
Um trotzdem mit unterschiedlich komplexen Problemen rechnen zu ko¨nnen, wird fu¨r die folgen-
den Tests die L-Doma¨ne mit einem feinen Ausgangsnetz benutzt. Zur Bestimmung der Elementzahl
wird ein Bezeichner N eingefu¨hrt. N 2 ist dann die Anzahl der Elemente pro Quadrat. Fu¨r die bisher
verwendete L-Doma¨ne ist somit N = 2, die aus 3 · 22 = 12 Elementen besteht. Außerdem wird die
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L-Doma¨ne 100 mit 3 · 1002 = 30000 Elementen eingesetzt.
Als weitere Struktur wird das zweidimensionale Modell eines Schraubenschlu¨sselsteils genutzt
(Abb. 4.12). Es besteht zu Beginn aus 1038 verzerrten Vierecks-Elementen. Die Materialdaten und
Lastgro¨ßen entsprechen dabei denen der L-Doma¨ne (Gl. (4.1)). Der untere Teil des Schlu¨ssels wird
sowohl in x- als auch in y-Richtung gefesselt. An den inneren Fla¨chen links und rechts des Kopfes
greifen Druckkra¨fte an, wodurch vereinfacht die Drehung an einer Schraube simuliert werden soll.
Dieses Modell wurde mit dem Netzgenerator Quad-Gen [37] mit optimierter Knotennummerierung
erstellt. Bei den L-Doma¨nen hingegen werden die Knoten ohne Optimierung der Reihe nach durch-
nummeriert. Diese Modelle wurden mit einem selbst entwickelten Programm erzeugt.
R  A  P  SZAM Fz-Juelich
FINEART . Wrench  (plane stress-bi-linear) .......
   0.0
 -90.0
































Abbildung 4.12: Schraubenschlu¨ssel, Iterationsschritt 0 mit Lagerbeschreibung
Wie bei der L-Doma¨ne sind die Ergebnisse vor einer Netzverfeinerung leicht verfa¨lscht (Abb. 4.13).
Da das Ausgangsnetz jedoch schon relativ fein ist, ist der Effekt wesentlich geringer. Nach vier
Netzverfeinerungen sind in der Komplettansicht keine erho¨hten Spannungen zu erkennen (Abb.
4.14), die jedoch in der Vergro¨ßerung an den Kerben sichtbar werden (Abb. 4.15). Da der Kopf des
Schraubenschlu¨ssels relativ symmetrisch ist, sind die Spannungen an der rechten Seite a¨hnlich den
an der linken Seite dargestellten. Dieses Beispiel demonstriert, dass grafische Ergebnisauswertun-
gen auch mit einem genu¨gend feinen Berechnungsnetz mit Vorsicht durchzufu¨hren sind.
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R  A  P  SZAM Fz-Juelich
FINEART . Wrench  (plane stress-bi-linear) .......
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1.217E-01 3.897E+00 7.672E+00 1.145E+01 1.522E+01 1.900E+01 2.277E+01 2.655E+01
N/MM**2 
VERSCHIEBUNGEN + SIGMA VM
Abbildung 4.13: Schraubenschlu¨ssel, Iterationsschritt 0 mit Verschiebungen und von Mises Spannungen
R  A  P  SZAM Fz-Juelich
FINEART . Wrench  (plane stress-bi-linear) .......
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1.174E-01 1.028E+01 2.045E+01 3.061E+01 4.077E+01 5.094E+01 6.110E+01 7.126E+01
N/MM**2 
VERSCHIEBUNGEN + SIGMA VM
Abbildung 4.14: Schraubenschlu¨ssel (Konturplot), Iterationsschritt 4 mit Verschiebungen und von Mises
Spannungen
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R  A  P  SZAM Fz-Juelich
FINEART . Wrench  (plane stress-bi-linear) .......
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DARGESTELLTER BEREICH X  MIN = 1.79E+01 Y  MIN = 4.01E+01 Z  MIN = 0.00E+00































5.120E+00 1.168E+01 1.824E+01 2.480E+01 3.135E+01 3.791E+01 4.447E+01 5.103E+01
N/MM**2 
VERSCHIEBUNGEN + SIGMA VM
(a) Kerbe links innen
R  A  P  SZAM Fz-Juelich
FINEART . Wrench  (plane stress-bi-linear) .......
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DARGESTELLTER BEREICH X  MIN = 7.82E+00 Y  MIN = 4.05E+00 Z  MIN = 0.00E+00































3.253E-01 2.571E+00 4.816E+00 7.062E+00 9.308E+00 1.155E+01 1.380E+01 1.604E+01
N/MM**2 
VERSCHIEBUNGEN + SIGMA VM
(b) Kerbe links außen
Abbildung 4.15: Schraubenschlu¨ssel (Konturplot), Iterationsschritt 4 mit Verschiebungen und von Mises
Spannungen, vergro¨ßert
4.1.3 Bearbeitungszeit der einzelnen FINEART-Module und A¨nderung von Dimen-
sion und Bandbreite der Steifigkeitsmatrix bei jeder Iteration
In Tabelle 4.1 sind die beno¨tigten Bearbeitungszeiten fu¨r die einzelnen FINEART-Module darge-
stellt, wobei die Zeit fu¨r die Fehlerabscha¨tzung so gering ist, dass sie nicht mit angegeben wird.
Es wird deutlich, dass sich der Einsatz eines parallelen Gleichungslo¨sers fu¨r kleine Probleme (L-
Doma¨ne 2) nicht lohnt, da die Rechenzeiten selbst mit einem seriellen Lo¨ser nur einen Bruchteil
einer Sekunde betragen. Zudem beno¨tigen die anderen Module mehr oder mindestens etwa die
gleiche Zeit. Selbst wenn ein paralleler Lo¨ser eingesetzt wu¨rde, wu¨rden sich die Rechenzeiten nicht
verringern, da die Datenkommunikation dann mehr Zeit in Anspruch nimmt, als die Rechnung
selbst, so dass dadurch ein zusa¨tzlicher Aufand entsteht. Je feiner das Ausgangsnetz (L-Doma¨ne
100) bzw. je komplexer die Modellgeometrie (Schraubenschlu¨ssel) ist, umso mehr Zeit beno¨tigt
das Lo¨sungsmodul, auch im Vergleich zu den anderen Modulen. Nur in diesem Fall wu¨rde sich der
Einsatz eines parallelen Lo¨sers lohnen. Nur das Modul der adaptiven Netzverfeinerung beno¨tigt in
der aktuellen Version mehr Zeit. Es ist jedoch geplant auch dieses Modul zu parallelisieren.
FEM-Problem Iterationsschritt 0 1 2 3 4 5
L-Doma¨ne 2
Berechnung Elementsteifigkeit 0,02 0,04 0,11 0,22 0,38 0,44
Assemblierung globale Matrix <0,01 <0,01 0,01 0,05 0,10 0,12
Fehlertoleranz Lo¨sen LGS (FINEART-Modul) 0,01 0,03 0,05 0,14 0,36 0,43
5 % Adaptive Netzverfeinerung 0,03 0,04 0,13 0,25 0,30 -
L-Doma¨ne 100
Berechnung Elementsteifigkeit 62,5 73,0 78,3 - - -
Assemblierung globale Matrix 8,4 22,3 27,5 - - -
Fehlertoleranz Lo¨sen LGS (FINEART-Modul) 139 166 177 - - -
1 % Adaptive Netzverfeinerung 456 473 - - - -
Schraubenschl.
Berechnung Elementsteifigkeit 0,53 2,29 9,04 18,9 28,5 -
Assemblierung globale Matrix 0,15 0,59 3,08 6,41 10,1 -
Fehlertoleranz Lo¨sen LGS (FINEART-Modul) 0,98 8,20 35,6 73,6 110 -
2 % Adaptive Netzverfeinerung 6,23 46,2 127 207 - -
Tabelle 4.1: Beno¨tigte Zeit der einzelnen FINEART-Module bei jedem Iterationsschritt in Sekunden
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Bei einem groben Ausgangsnetz (L-Doma¨ne 2) wird zuna¨chst meist, u.U. auch mehrfach, eine
homogene Netzverfeinerung durchgefu¨hrt. Erst danach wird erkannt, an welchen Stellen adaptiv
verfeinert werden kann, das jedoch von der gewa¨hlten Fehlertoleranz, die erreicht werden soll,
abha¨ngig ist (Gl. (4.2) und (4.3)). Dadurch erho¨ht sich die Matrixdimension relativ stark (Tab. 4.2).
Bei einem feinen Ausgangsnetz (L-Doma¨ne 100) hingegen wird nur adaptiv an den empfindlichen
Stellen verfeinert, so dass sich die Matrixdimension nur relativ wenig erho¨ht. Die relative Bandbrei-
te erho¨ht sich um ein Vielfaches, entgegengesetzt zur L-Doma¨ne 2, bei der die relative Bandbreite
verha¨ltnisma¨ßig konstant bleibt, bzw. sich insgesamt verringert. Daraus la¨sst sich vermuten, dass
die Umnummerierung der Knoten nach jeder Iteration, zumindest fu¨r sehr feine Ausgangsnetze
in Bezug auf Bandbreitenminimierung nicht besonders effektiv ist. Bei einer etwas komplexeren
Struktur (Schraubenschlu¨ssel) kommt es, abgesehen von dem zweiten Iterationsschritt, wie bei der
L-Doma¨ne 2 zu einer Verringerung der relativen Bandbreite. Um beurteilen zu ko¨nnen, wann eine
Knotennummerierung eine geringe Bandbreite bringt und wann nicht, mu¨ssten genauere Untersu-
chungen gemacht werden, was hier wegen der fehlenden Beispiele nicht mo¨glich ist. Es ist aber
deutlich erkennbar, dass die Knotennummerierung insgesamt verbesserungswu¨rdig ist, falls eine
geringe Bandbreite von Bedeutung ist.
FEM-Problem Iterationsschritt 0 1 2 3 4 5
L-Doma¨ne 2
Dimension 36 120 384 838 1446 1644
relative Vergro¨ßerung [%] - 233 220 118 73 14
Fehlertoleranz Bandbreite 12 25 49 145 197 215
5 % relative Bandbreite [%] 33,33 20,83 12,76 17,30 13,62 12,92
L-Doma¨ne 100
Dimension 60600 65842 68312 - - -
relative Vergro¨ßerung [%] - 8,7 3,8 - - -
Fehlertoleranz Bandbreite 404 1149 1377 - - -
1 % relative Bandbreite [%] 0,67 1,75 2,02 - - -
Schraubenschl.
Dimension 2220 7432 18762 29862 37484 -
relative Vergro¨ßerung [%] - 235 152 59 26 -
Fehlertoleranz Bandbreite 175 251 703 875 1067 -
2 % relative Bandbreite [%] 7,88 3,38 3,75 2,93 2,85 -
Tabelle 4.2: Vergro¨ßerung der Matrixdimension und deren Bandbreite in FINEART mit jedem Iterations-
schritt
4.2 Messungen zur Leistungsfa¨higkeit des neuen Lo¨sungsmoduls
Die folgenden Messungen werden mit der etwas komplexeren Schraubenschlu¨ssel-Struktur und
einem feinen Ausgangsnetz der L-Doma¨ne zu verschiedenen Iterationsschritten der Netzverfeine-
rung durchgefu¨hrt. Nur so ist es sinnvoll, den parallelen Gleichungslo¨ser einzusetzen (Kap. 4.1.3),
da dann das FEM-Netz aus vielen Elementen besteht. Fu¨r den Gleichungslo¨ser macht es keinen Un-
terschied, ob es sich um eine komplexe Geometrie oder ein feines Netz handelt, da seine Effizienz
nur von der Dimension und der Bandbreite der Steifigkeitsmatrix abha¨ngt.
Die in den Diagrammen angegebenen Zeiten sind die Gesamtzeiten des Lo¨sermoduls (Ein-/Ausgabe,
Berechnung des LGS, Ergebnisu¨berpru¨fung). Da die Zeit fu¨r die Berechnung des LGS bei dieser
Problemgro¨ße meist u¨ber 90 Prozent betra¨gt, ko¨nnen die anderen Gro¨ßen jedoch so gut wie ver-
nachla¨ssigt werden und werden deshalb nicht weiter untersucht. Nur bei der Nutzung nur eines
Prozesses ist der Anteil der Zeit fu¨r die Ergebnisu¨berpru¨fung relativ hoch, so dass die Zeit fu¨r
die Berechnung des LGS dann nur mindestens 70 Prozent betra¨gt. Dies liegt daran, dass die Re-
chenzeit fu¨r die Ergebnisu¨berpru¨fung kontinuierlich abnimmt, je mehr Prozesse genutzt werden.
Entgegengesetzt kommt es bei der Berechnung des LGS bei zwei Prozessen zu einer Zunahme der
Rechenzeit, wodurch der relative Anteil der Ergebnisu¨berpru¨fung abnimmt.
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Es wird der serielle FINEART Lo¨ser fu¨r du¨nn besetzte Matrizen mit Lo¨ser C und der parallele Sca-
LAPACK Bandlo¨ser wieder mit Lo¨ser B bezeichnet. Der parallele Lo¨ser fu¨r dicht besetzte Matrizen
wird in diesen Auswertungen nicht beru¨cksichtigt, da die Matrizen eine relativ geringe Bandbreite
haben, die im Bereich von unter zehn Prozent der Matrixdimension liegen. In Kapitel 3.5.2 wurde
gezeigt, dass dieser Lo¨ser im Allgemeinen fu¨r Bandbreiten dieser Gro¨ßenordnung ineffizienter ist,
als der Lo¨ser fu¨r Bandmatrizen (Abb. 3.16). Zudem kann dieser Lo¨ser bei sehr komplexen Proble-
men gar nicht genutzt werden, da der vorhandene Speicher fu¨r diese Matrixgro¨ßen nicht ausreicht.
Der Kurvenverlauf von Lo¨ser B der L-Doma¨ne 100 beim nullten Iterationsschritt (Abb. 4.16) ent-
spricht etwa dem zuvor getesteten Beispiel aus Kapitel 3.5.2 mit einer großen Matrix und kleiner
Bandbreite (Abb. 3.16). Es werden somit die vorhergehenden Beobachtungen besta¨tigt. Insbeson-
dere zeigt sich wieder, dass es bei sehr großen Datenmengen bei 4 Prozessen zu einer Zunahme
der Rechenzeit kommt. Der Grund dafu¨r ist, dass alle 4 Prozessoren eines SMP-Knotens genutzt
werden und es so ha¨ufig zu Kollisionen bei der Datenkommunikation kommt. Der selbe, allerdings
nicht so starke Effekt kann hier sogar bei 8 Prozessen festgestellt werden. In diesem Fall werden
alle 4 Prozessoren zweier SMP-Knoten verwendet. Bei 12 Prozessen, wenn alle Prozessoren drei-
er SMP-Knoten genutzt werden, ist eine entsprechende Zunahme der Rechenzeit wiederum kaum
sichtbar.
Die beno¨tigte Rechenzeit des parallelen Algorithmus mit der maximalen Anzahl an Prozessen liegt
nur geringfu¨gig unter der mit einem Prozess. Der Grund fu¨r die geringe Leistungssteigerung ist wie-
derum die zurzeit installierte MPI-Version bzw. das, im Vergleich zur CRAY T3E, relativ langsame
Verbindungsnetzwerk des ZAMpano. Die Zunahme der Rechenzeit von einem nach zwei Prozessen
ist mit Faktor 5 etwas niedriger, als bei dem Beispiel aus dem vorigen Kapitel, da auch die Matrix
etwas kleiner ist. Die minimale Gesamtzeit von Lo¨ser B betra¨gt nur etwa 35 % der Zeit von Lo¨ser
C.
















Abbildung 4.16: L-Doma¨ne 100, Iterationsschritt 0, Matrix der Dimension 60600 mit Bandbreite 404
Bei der L-Doma¨ne 100 nach dem ersten Iterationsschritt (Abb. 4.17) sind die Kurvenverla¨ufe von
Lo¨ser B ebenfalls wieder a¨hnlich. Jedoch ist die minimale Rechenzeit von Lo¨ser B etwa doppelt
so hoch, wie die von Lo¨ser C. Dies liegt an der eher ungu¨nstigen Neunummerierung der Knoten in
diesem Beispiel fu¨r Lo¨ser B, da es dann zu einer relativen Vervielfachung der Bandbreite im Ver-
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gleich zur Matrixdimension kommt. So wird Lo¨ser B im Zeitverhalten mit jedem Iterationsschritt
bei diesem Beispiel deutlich schlechter.














Abbildung 4.17: L-Doma¨ne 100, Iterationsschritt 1, Matrix der Dimension 65842 mit Bandbreite 1149
Bei dem Schraubenschlu¨ssel kommt es, trotz der ho¨heren Komplexita¨t der Geometrie wegen dem
eher groben Ausgangsnetz zu einer kleineren Matrix, als bei der L-Doma¨ne 100. Deshalb entspricht
der Kurvenverlauf von Lo¨ser B nach dem ersten Iterationsschritt (Abb. 4.18) etwa dem der kleinen
Matrix mit einer kleinen Bandbreite, die im vorigen Kapitel getestet wurde (Abb. 3.14). Die mi-
nimale Rechenzeit ist dabei etwa halb so groß, wie die von Lo¨ser C, was auf eine, fu¨r Lo¨ser B
gu¨nstige Neunummerierung deutet.
















Abbildung 4.18: Schraubenschlu¨ssel, Iterationsschritt 1, Matrix der Dimension 7432 mit Bandbreite 251
52 KAPITEL 4. DAS FEM PROGRAMM FINEART
Ein a¨hnlicher Kurvenverlauf fu¨r Lo¨ser B la¨sst sich ebenfalls nach dem zweiten Iterationsschritt fest-
stellen. Dabei liegt die minimale Rechenzeit diesmal etwas u¨ber der von Lo¨ser C. Daraus la¨sst sich
auf eine eher ungeeignete Neunummerierung fu¨r diese Iteration schließen. Tabelle 4.2 belegt, dass
die relative Bandbreite hier zugenommen hat. Bei allen anderen Iterationen dieses Beispiels nimmt
sie ab.















Abbildung 4.19: Schraubenschlu¨ssel, Iterationsschritt 2, Matrix der Dimension 18762 mit Bandbreite 703
Da auf dem ZAMpano zurzeit umfangreiche Tests mit einer MPI-Version durchgefu¨hrt werden,
die die Ausnutzung von gemeinsamen Speicherbereichen unterstu¨tzt, ko¨nnen keine weiteren Mes-
sungen durchgefu¨hrt werden. Es werden jedoch auch so alle notwendigen Ergebnisse dargestellt.




Das Ziel dieser Arbeit war eine Effizienzsteigerung des Lo¨sungsmoduls von FINEART durch Im-
plementierung eines parallelen Gleichungslo¨sers. In Kapitel 2.1.2 wurde gezeigt, dass die Steifig-
keitsmatrizen der linearen Gleichungssysteme (LGS), die bei der FEM entstehen, symmetrisch,
positiv definit und du¨nn besetzt sind. Dies fu¨hrt, bei geeigneter Knotennummerierung zu einer
Bandmatrix. Dem entsprechend wurden zwei verschiedene direkte Lo¨ser der parallelen Programm-
bibliothek ScaLAPACK untersucht, die LGS mit Matrizen dieser Eigenschaften berechnen ko¨nnen.
Dabei handelt es sich um einen Lo¨ser fu¨r Bandmatrizen und einen fu¨r dicht besetzte Matrizen. Ein
Lo¨ser fu¨r du¨nn besetzte Matrizen ist in ScaLAPACK nicht enthalten. Stattdessen wurde der Lo¨ser
fu¨r dicht besetzte Matrizen fu¨r Vergleiche hinsichtlich der beno¨tigten Rechenzeit und des Speicher-
platzes benutzt. In Kapitel 2.2 wurde beschrieben, wie ein Problem allgemein parallel von mehreren
Prozessen bearbeitet wird und in Kapitel 3 wurden diese Angaben fu¨r ScaLAPACK bzw. die beiden
benutzten Lo¨ser spezifiziert.
Die Anwendung paralleler Lo¨sungsverfahren lohnt sich nur fu¨r genu¨gend große Aufgaben bzw.
Datenmengen. Dies gilt ebenso fu¨r das Lo¨sen linearer Gleichungssysteme, so dass nur entspre-
chende Beispiele untersucht wurden. Zuna¨chst wurden von FINEART unabha¨ngige Messungen auf
dem SMP-Cluster ZAMpano bzw. auf dem massiv parallelen System CRAY T3E durchgefu¨hrt
(Kap. 3.5). Die dabei verwendeten Matrizen sind gro¨ßtenteils Beispiele aus Finite-Elemente-Be-
rechnungen, die im Matrix Market vero¨ffentlicht wurden. Wie zu erwarten ist, liefert der Lo¨ser
fu¨r dicht besetzte Matrizen bei eher kleinen Bandbreiten wesentlich ho¨here Rechenzeiten, als der
Lo¨ser fu¨r Bandmatrizen. In den getesteten Beispielen ist aber selbst mit relativ großer Bandbreite
der Lo¨ser fu¨r Bandmatrizen noch besser geeignet. Bei großen Problemen mit hohen Matrixdimen-
sionen ist es sogar so, dass der Lo¨ser fu¨r dicht besetzte Matrizen gar nicht mehr verwendet werden
kann, da dieser mehr Speicherplatz beno¨tigt, als der Lo¨ser fu¨r Bandmatrizen. Der Lo¨ser fu¨r Band-
matrizen ist diesem Lo¨ser demnach sowohl in Bezug auf Minimierung der Rechenzeit, als auch des
beno¨tigten Speicherplatzes bei diesen Beispielen zu bevorzugen. Die folgenden Untersuchungen
wurden deshalb auf den Bandlo¨ser beschra¨nkt.
Es zeigte sich, dass dieser parallele Bandlo¨ser im Hinblick auf Rechenzeitminimierung, zumindest
auf dem ZAMpano und zum jetzigen Stand der Soft- bzw. Hardware, nur geringe oder gar kei-
ne Verbesserung bringt, da die geringsten Rechenzeiten meist bei serieller Ausfu¨hrung des Lo¨sers
fu¨r Bandmatrizen erzielt wurden. Gute Rechenzeiten ergaben sich bei paralleler Ausfu¨hrung nur
bei großen Matrizen mit extrem kleinen Bandbreiten. Zudem sollte bei der Nutzung des parallelen
Lo¨sers auf dem ZAMpano beachtet werden, dass durch die zurzeit installierte MPI-Version gerin-
gere Prozesszahlen teilweise bessere Rechenzeiten liefern, als eine große Anzahl an Prozessen, da
diese Version keine Unterstu¨tzung fu¨r gemeinsame Speicherbereiche bietet. Auf der CRAY T3E
hingegen tritt dieser Effekt nicht auf, da dies ein System mit verteiltem Speicher ist. Ebenso werden
auf dieser Maschine, insbesondere bei paralleler Ausfu¨hrung, bessere Rechenzeiten erzielt, als auf
dem ZAMpano, da die CRAY T3E ein schnelleres Verbindungsnetzwerk besitzt.
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Schließlich wurde nach einer Beschreibung des FEM-Programms FINEART in Kapitel 4 belegt,
dass sich der Einsatz eines parallelen Lo¨sers in FINEART nur fu¨r komplexe Probleme eignet. Zu-
dem wurde gezeigt, dass in diesen Fa¨llen das Lo¨sungsmodul, abgesehen von dem Modul der Netz-
verfeinerung, die meiste Zeit in Anspruch nimmt, so dass eine Erho¨hung der Leistungsfa¨higkeit
dieses Moduls sinnvoll ist. Außerdem wurde untersucht, wie sich Dimension und Bandbreite der
Steifigkeitsmatrix mit jedem Verfeinerungsschritt a¨ndern. Dabei wurde festgestellt, dass es oft zu
einer Erho¨hung der relativen Bandbreite kommt. Die Neunummerierung der Knoten ist deshalb teil-
weise verbesserungswu¨rdig.
Anschließend wurde der ScaLAPACK Bandlo¨ser mit dem bisher in FINEART implementierten se-
riellen Lo¨ser verglichen. Dieser basiert auf einem iterativen Verfahren fu¨r du¨nn besetzte Matrizen.
Bei allen, mit FINEART getesteten Beispielen entstehen Steifigkeitsmatrizen, deren Parameter, d.h.
Dimension und Bandbreite, a¨hnlich denen der Matrizen aus dem Matrix Market sind. Deshalb ist
auch das Verhalten des Bandlo¨sers mit FINEART, bis auf geringe Abweichungen, identisch dem mit
vergleichbaren Matrizen aus dem Matrix Market. Dabei ist die minimale Rechenzeit des parallelen
Lo¨sers fu¨r Bandmatrizen teilweise, je nach Knotennummerierung, geringer als die des FINEART-
Lo¨sers.
Als Fazit la¨sst sich sagen, dass durch die Implementierung des ScaLAPACK-Bandlo¨sers auf dem
ZAMpano zum jetzigen Zeitpunkt das Ziel einer Effizienzsteigerung gegenu¨ber dem bisherigen
FINEART-Lo¨ser nur bedingt erreicht wurde. Je nach Problem und Netzverfeinerungsschritt fu¨hrt
FINEART eine mehr oder weniger effektive Knotennummerierung in Bezug auf Bandbreitenmi-
nimierung der Steifigkeitsmatrix durch. Fu¨r den FINEART-Lo¨ser spielt dies keine Rolle, da dieser
unabha¨ngig von der Bandbreite ist. Dies ist jedoch a¨ußerst wichtig fu¨r den ScaLAPACK-Bandlo¨ser,
um geringe Rechenzeiten und Speicherplatzanforderungen erzielen zu ko¨nnen. So liefert der Sca-
LAPACK-Bandlo¨ser bei manchen Beispielen bessere Ergebnisse, als der FINEART-Lo¨ser und um-
gekehrt. Dabei sind die Rechenzeiten des Bandlo¨sers bei serieller Ausfu¨hrung auf dem ZAMpano
etwa identisch denen bei der parallelen Ausfu¨hrung mit der maximalen Anzahl an Prozessen.
Um die Effizienz des parallelen Lo¨sungsmoduls weiter zu steigern, gibt es die folgenden Mo¨glich-
keiten:
Als erstes sollte eine effizientere MPI-Version auf dem ZAMpano installiert werden, die die phy-
sikalische Prozessortopologie besser ausnutzt. Dazu werden derzeit vielversprechende Tests durch-
gefu¨hrt. Dies ist auf jeden Fall sinnvoll, da dieses Manko sich auch bei anderen parallelen An-
wendungen bemerkbar macht. Auf Nutzerebene ko¨nnte die Neunummerierung der Knoten nach
jeder Iteration verbessert werden, um geringere Bandbreiten zu erreichen. Eine andere Alternative
wa¨re die Implementierung eines parallelen Lo¨sers fu¨r du¨nn besetzte Matrizen, der wie der bisher
in FINEART implementierte Lo¨ser, unabha¨ngig von der Bandbreite arbeitet. Sind nach all diesen
Maßnahmen weitere Verbesserungen erforderlich, bleibt nur der Wechsel auf einen anderen Paral-
lelrechner oder die Verwendung eines schnelleren Verbindungsnetzwerkes auf dem ZAMpano.
Um die gesamte Rechenzeit von FINEART bei mehreren Verfeinerungsschritten zu verringern, soll-
te zusa¨tzlich mindestens das Modul der adaptiven Netzverfeinerung verbessert werden, da gerade
dieses die meiste Zeit bei der Problembearbeitung beno¨tigt. Entsprechende Pla¨ne existieren im Rah-
men des Kooperationsprojekts mit dem Structural Engineering Research Centre, Madras bereits.
Anhang A
Details zur Implementierung des
Lo¨sungsmoduls
A.1 Aufbau des neuen Moduls
Das neue Modul zum Lo¨sen des LGS ist, ebenfalls wie FINEART selbst, in mehrere Untermodule
unterteilt. Dabei wird als Programmiersprache FORTRAN 90 benutzt. Das Hauptmodul solver.f ist,
wie in Abbildung A.1 dargestellt, aufgebaut.
Dateioperationen werden nur von einem Hauptprozess ausgefu¨hrt (seriell). Dieser hat den gro¨ßten
Arbeitsaufwand zu bewa¨ltigen und bestimmt somit die, in den Messergebnissen ausgegebene, War-
tezeit des Benutzers. Es werden MPI-Routinen genutzt, um die Daten an die anderen Prozesse zu
senden, bzw. von den anderen Prozessen zu empfangen. Es wa¨re theoretisch mo¨glich, auch den
parallelen Lese- bzw. Schreibzugriff auf Dateien zu realisieren. MPI-2, ein neuerer Standard des
”Message Passing Interface“ erlaubt den Einsatz dieses Verfahrens. Es ist jedoch noch nicht so ver-
breitet wie MPI-1. Zudem muss das Dateisystem des Rechners den parallelen Zugriff unterstu¨tzen,
was nicht immer der Fall ist. Ein weiteres Problem ist, dass die bisherige Ein-/ Ausgabe nicht fu¨r
einen parallelen Dateizugriff konzipiert ist.
Die einzelnen Elemente der Matrix bzw. RHS werden beim Lesen in einem zweidimensionales
Feld gespeichert. Die erste Dimension bestimmt den Empfa¨ngerprozessor, die zweite die Nummer
des Elementeintrags. Gespeichert wird eine Datenstruktur, bestehend aus Zeilen bzw. Spaltenposi-
tion des Elementeintrags in der Matrix des Empfa¨ngers sowie der Elementeintrag selbst. Die Be-
stimmung der Submatrizen der einzelnen Prozesse entsprechend den in Kapitel 3.3 beschriebenen
Schemata wird so schon vor dem Versenden der Daten vorgenommen. Erst wenn der Einlesevor-
gang endgu¨ltig abgeschlossen wurde, werden die Daten versendet.
Zur Datenkommunikation werden nicht Befehle von BLACS, sondern von MPI benutzt. Dies ist
ohne Probleme mo¨glich, da keine zusa¨tzlichen Kommunikationsvorga¨nge innerhalb einer Matrix
oder eines Vektors programmiert wurden. Aus diesem Grund wu¨rde BLACS keine Effizienzsteige-
rung bringen und das bekanntere MPI kann ebenfalls verwendet werden. Das Prozessgitter muss
jedoch trotzdem erstellt werden, insbesondere da BLACS von den Lo¨sungsalgorithmen verwendet
wird.
Die Ergebnisu¨berpru¨fung kann manuell u¨ber einen Parameter ein- oder ausgeschaltet werden, um
Speicherplatz zu sparen. Da die urspru¨ngliche Matrix dafu¨r beno¨tigt wird, wa¨re so nahezu der dop-
pelte Speicherplatz erforderlich. Die U¨berpru¨fung kann auch automatisch abgeschaltet werden, in-
dem eine Obergrenze fu¨r den zur Verfu¨gung stehenden Speicher fu¨r die Daten des Gleichungssy-
stems angegeben wird. Wird mehr Speicher beno¨tigt, als zula¨ssig, wird keine Ergebnisu¨berpru¨fung
durchgefu¨hrt.
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Lesen der Matrixelemente (seriell)
Verteilung der Matrixelemente an alle Prozesse
Lokale Speicherung in Matrix
Lesen der RHS-Elemente (seriell)
Verteilung der RHS-Elemente an alle Prozesse
Lokale Speicherung der RHS
Ergebnisüberprüfung
W F
 soll durchgeführt  werden
Anlegen einer Kopie von Matrix und RHS
Ausgabe statistischer Größen  des LGS auf dem Bildschirm (seriell)
Lösen  des Gleichungssystems
Senden der lokalen Ergebnisse an Hauptprozess
Schreiben des Ergebnisses in eine Datei (seriell)
Ergebnisüberprüfung
W F
 soll durchgeführt  werden
Start der Überprüfung
Ausgabe der Messergebnisse auf dem Bildschirm (seriell)
Abbildung A.1: Struktogramm des neuen Hauptmoduls
Neben dem Hauptmodul existiert noch ein Modul modules.f, das einige Variablendeklarationen
und weniger bedeutungsvolle Funktionen entha¨lt, die eingebunden werden mu¨ssen, sowie zwei
Module die Funktionen fu¨r das Lesen bzw. Schreiben der Daten (I/O). Im ersten Modul inout.f
werden FINEART-Daten, im zweiten Modul inout mm.f Matrix Market-Daten verarbeitet. Es wird
demnach nur immer eines der beiden Module beno¨tigt, wobei deren Aufbau sehr a¨hnlich ist. Auf
weitere Details wird hier nicht eingegangen.
A.2 Format der FINEART Datensa¨tze
Bei jedem Iterationsschritt werden von den FINEART-Modulen die folgenden Dateien erzeugt, die
als Eingabedaten fu¨r den Gleichungslo¨ser dienen, wobei der Projektname aus einer Projektbezeich-
nung projekt mit Angabe des Iterationsschrittes x in der Form projekt lx besteht:
(i) Rechte-Hand-Seite ~b: projekt.dat
Die erste Zeile dieser Datei besteht aus zwei Werten: der Anzahl der Knoten und die der
Freiheitsgrade je Knoten. Das Produkt dieser beiden Zahlen ergibt die maximale Anzahl an
Unbekannten, die sich durch Ausnutzung der Randbedingungen noch verringert.
In der folgenden Zahlenreihe werden die Unbekannten durchnummeriert, wobei eine Null
fu¨r eine Variable steht, die wegen entsprechender Fesselung des zugeho¨rigen Knotens nicht
berechnet werden muss.
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Im letzten Block stehen die Werte fu¨r die Rechte Hand Seite, deren Anzahl dem gro¨ßten
Eintrag in der vorigen Zahlenreihe entspricht.
(ii) Elemente der Matrix A: gstif
In dieser Datei sind alle Werte der Matrix A ungleich Null in bina¨rer Darstellung abgespei-
chert. Sie sind der Reihe nach abgelegt, falls die Matrix spaltenweise durchlaufen wird. Diese
Datei wird nach jedem Iterationsschritt u¨berschrieben.
(iii) Positionen der Elemente ungleich Null in der Matrix A: projekt.solv
Hier werden zwei Zahlenblo¨cke abgespeichert (Abb. A.2). Der zweite Block entha¨lt die Zei-
lenposition jeden Wertes aus der Datei gstif in der Matrix A. Die Spaltenposition wird aus
dem ersten Block hergeleitet, der eine Referenz auf den zweiten darstellt. Zahl 1 bestimmt
die Position des ersten Wertes von Spalte 1 in dem zweiten Zahlenblock. Alle darauf folgen-
den Werte bis zur Position von Zahl 2 werden ebenso dieser Spalte zugeordnet. Ab dieser
Position befinden sich die Werte von Spalte 2 usw.
Beginn von Spalte 1
Zeilenposition











Abbildung A.2: Art der Speicherung der Matrixeintra¨ge in der Datei gstif
(iv) Ergebnisvektor ~x: projekt.out
In dieser Datei wird der Ergebnisvektor x des Gleichungssystems geschrieben. Er wird ta-
bellarisch, bezogen auf das urspru¨ngliche Finite-Elemente-Problem, dargestellt. Zu Beginn
jeder Zeile steht die Knotennummer; am Kopf jeder Spalte die Nummer des Freiheitsgra-
des. Die Tabelle wird mit den Werten des Ergebnisvektors x und Nullen an des Stellen, wo
Gleichungen gestrichen wurden, gefu¨llt.
(v) Projektname projekt und aktueller Iterationsschritt: project1
Die Daten werden mit dieser ”etwas komplizierten“ Methode erstellt, um eine hohe Speichereffizi-
enz und somit auch geringe Zeit fu¨r Lese- bzw. Schreibzugriffe zu gewa¨hrleisten.
A.3 Einbindung in FINEART
Um das entwickelte Programm in FINEART zum Lo¨sen des LGS nutzen zu ko¨nnen, werden ent-
sprechende Schnittstellen bereitgestellt, realisiert durch das in Kapitel A.1 erwa¨hnte I/O Modul.
Damit ko¨nnen die beno¨tigten, FINEART spezifischen Daten gelesen und Ergebnisse entsprechend
ausgegeben werden.
Aus historischen Gru¨nden geschieht der Aufruf von FINEART zuna¨chst durch das kompilierte C-
Programm nestart, das wiederum das Shell Script neart.scr startet. Hier werden die einzelnen
Module der Reihe nach ausgefu¨hrt. Um das neue Modul implementieren zu ko¨nnen, muss der Ein-
trag zum Start des Lo¨sers durch einen Aufruf des neuen Moduls ersetzt werden.
Anhang B
RAPS-Formate
RAPS [38] ist ein interaktives Grafikprogramm zur Darstellung der Ergebnisse von Finite-Elemente-
Berechnungen. Es kann Datensa¨tze mit folgendem Aufbau verarbeiten, wie sie auch von FINEART
erzeugt werden. Dabei ist die erste Zeile der Dateikopf. Die darauf folgenden Zeilen sind meist
Gruppenko¨pfe mit Datenzeilen, die sich wiederholen ko¨nnen. Die fu¨hrende Zeichenkette der jewei-
ligen Beschreibung gibt den Wertetyp, entsprechend FORTRAN-Format, an: A bedeutet beliebiges
ASCII-Zeichen, I Integer und E Gleitkommazahl in exponentieller Schreibweise. Die folgende Zahl
gibt die Anzahl an Ziffern bzw. Zeichen an. X steht fu¨r Leerzeichen, # fu¨r mehrere Eintra¨ge.
B.1 Elemente-Datei *.elemente (ASCII)
Dateikopf
A3 Standard ist Permas 7 Kurz-Format: ’P7S’
I3 Eigenschaften des Netzes, Standard: ’1’
A60 Kommentar
I6 # Elemente
Element-Gruppen-Ko¨pfe (werden fu¨r jede Elementgruppe wiederholt)
A8 Elementtyp
I6 Nummer der Element-Gruppe
I6 # Elemente in der Gruppe
I6 # Knoten je Element
5X
A8 Bezeichnung der Element-Gruppe
Datenzeilen
I7 Element-Nummern
#(I7) Liste der Element-Knoten
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B.2 Freiheitsgrade (DOF)-Datei *.freedoms (ASCII)
Dateikopf
I5 Begrenzer, Standard: ’-4444’
1X I3 Eigenschaften des Netzes, Standard: ’1’
A4 ’FRDM’
I3 Blo¨cke: 1. Block: unterdru¨ckte DOFs
2. Block: a¨ußere DOFs
3. Block: vorgeschriebene DOFs
4. Block: abha¨ngige DOFs
I3 # Freiheitsgrade (maximum:6)
A56 Kommentar
I5 Begrenzer, Standard: ’-4444’
Datenzeilen (nur Knoten mit mindestens einer Randbedingung werden aufgelistet)
I6 Knoten-Nummer
#(A#,1X) Jede Spalte ist ein Freiheitsgrad und kann den Wert ’T’ (True / Randbedingung)
oder ’F’ (False / keine Randbedingung) haben
Letzte Zeile
I6 Begrenzer, Standard: ’-4444’
B.3 Material-Datei *.mat (ASCII)
Dateikopf
A4 ’MAT’
I3 Eigenschaften des Netzes, Standard: ’1’
A60 Kommentar
I6 # Elemente
Element-Gruppen-Ko¨pfe (werden fu¨r jede Elementgruppe wiederholt)
A8 Elementtyp
I6 Nummer der Element-Gruppe
I6 # Elemente in der Gruppe
I6 # von Materialdaten, Standard: ’6’,
1. E-Modul, 2. Poisson-Zahl, 3. Dichte
4. kaltha¨rtender Parameter, 5. Wa¨rmeausdehnungskoeffizient,
6. Schmelztemperatur
5X
A8 Bezeichnung der Element-Gruppe
Datenzeilen (homogene Materialdaten innerhalb einer Element-Gruppe werden
vorausgesetzt)
I6 Nummer der Element-Gruppe
#E15.7 Materialdaten fu¨r Elemente in dieser Gruppe
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B.4 Geometrie-Datei *.geo (ASCII)
Dateikopf
A4 ’GEO’
I3 Eigenschaften des Netzes, Standard: ’1’
A60 Kommentar
I6 # Elemente
Ko¨pfe der Typen (der geometrischen Daten)
I6 Typ-Nummer
I6 # Element-Gruppen dieses Typs
5X A8 Typ von geometrischem Datensatz
(zurzeit nur ”Shell“)
5X A8 Bezeichnung des geometrischen Datenfelds (zurzeit nur ”Thick“)
Element-Gruppen-Ko¨pfe (werden fu¨r jede Elementgruppe wiederholt)
A8 Elementtyp
I6 Nummer der Element-Gruppe
I6 # Elemente in Gruppe
I6 # geometrischer Daten (maximum:4)
5X
A8 Bezeichnung der Element-Gruppe
Datenzeilen (homogene geometrische Daten innerhalb einer Element-Gruppe werden
vorausgesetzt)
I6 Nummer der Element-Gruppe
#E15.7 Geometrische Daten fu¨r jeden Knoten
B.5 Datei der inkompatiblen Knoten *.mpc (ASCII)
Dateikopf
A4 ’MPC’
I3 Eigenschaften des Netzes, Standard: ’1’
A60 Kommentar
I7 # inkompatibler Knoten
Ko¨pfe der Typen (der inkompatiblen Knoten)
I6 Typ-Nummer: 1. inkompatible Knoten von QUAM4-Element
2. inkompatible Knoten von QUAM8-Element
3. inkompatible Knoten von QUAD4-Element
4. inkompatible Knoten von QUAD8-Element
5. inkompatible Knoten von HEXE8-Element
(noch nicht implementiert)
6. inkompatible Knoten von HEXE20-Element
(noch nicht implementiert)
Datenzeilen (jeder inkompatibler Knoten in einer separaten Zeile)
I6 # der fu¨hrenden Knoten
#(I7) Liste der fu¨hrenden Knoten
I7 inkompatible Knoten je Nummer
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B.6 Gesamtlast-Datei *.ubl (Bina¨r)
Diese Datei entha¨lt umgerechnete Knotenpunktkra¨fte aus externen Lasten (Kap. B.8.1).
B.7 Datei der Knotenpunkt-Koordinaten *.npco (Bina¨r)














Lastfall (Datei *.npco: ’1’)
(im Fall mehr als 5 Datenspalten: fu¨ge ’0’ fu¨r jede Spalte ein)










(im Fall mehr als 5 Datenspalten: fu¨ge ’0’ fu¨r jede Spalte ein)
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B.8.2 Element-sortierte Dateien










Element-Nummer innerhalb der Gruppe
Datenzeilen (mindestens 8 Datenspalten werden geschrieben)
Knoten-Nummer
Datenspalten
Letzte Zeile siehe Kapitel B.8.1
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