Abstract. The uniqueness theorem for a two-parameter extended relative entropy is proven. This result extends our previous one, the uniqueness theorem for a one-parameter extended relative entropy, to two-parameter case. In addition, the properties of a two-parameter extended relative entropy are studied.
Introduction
Shannon entropy [1] is one of fundamental quantities in classical information theory and uniquely determinded by the Shannon-Khinchin axiom or the Faddeev axiom. One-parameter extensions for Shannon entropy have been studied by many researchers. The Rényi entropy [2] and the Tsallis entropy [3] are famous. In the paper [4] , the uniqueness theorem for the Tsallis entropy was proved. Also, in our previous paper [5] , the uniqueness theorem for the Tsallis relative entropy was proved. Recently, a two-parameter extended entropy was studied by several researchers [7, 8, 9, 10, 11, 12] and the uniqueness theorem for a two-parameter extended entropy was proved in [12] by generalizing the Shannon-Khinchin axiom. A two-parameter extended entropy is defined by
for two real numbers α and β such that 0 ≤ α ≤ 1 < β or 0 ≤ β ≤ 1 < α. If we take α = 1 or β = 1, then it recovers the Tsallis entropy defined by
The Tsallis entropy recovers Shannon entropy in the limit q → 1.
In this paper, we give a two-parameter extedned axiom for the function defined for any pairs of the probability distributions and prove the uniqueness theorem for a two-parameter extended relative entropy.
Uniqueness theorem
In our previous paper [5] , we gave an axiom in order to characterize the Tsallis entropy (oneparameter extended relative entropy). In this section, we prove the uniqueness theorem for a two-parameter extended relative entropy. Theorem 2.1 If the function D α,β (X|Y ), defined for any pairs of the probability distributions X = {x j } and Y = {y j } on a finite probability space, satisfies the conditions (TR1)-(TR3) in the below, then D α,β (X|Y ) is uniquely given by the form
with a certain constant φ(α, β) depending on two parameters α and β.
is a continuous function for 2n variables.
(TR2) Symmetry :
(TR3) Additivity :
where z i = m j=1 x ij and w i = m j=1 y ij .
Proof: From (TR2), we have
From (TR3), we also have
From above two equations, we have
If we put
We also have
Therefore we have
For two natural numbers l i and m i such that l i ≤ m i , we put
From (TR2) and (TR3), we then have
Here we have
Thus we have
Since we can take l i and m i arbitrary, we may take l i = l and m i = m, then we have
From (TR1) and the fact that any real number can be approximated by a rational munber, the above result is true for any positive real number z j and w j satisfying n j=1 z j = n j=1 w j = 1.
Putting β = 1 and α = q in the above theorem, we have the uniqueness theorem for a one-parameter relative entropy.
Corollary 2.2 ([5])
If the function D q (X|Y ), defined for any pairs of the probability distributions X = {x j } and Y = {y j } on a finite probability space, satisfies the conditions (OR1)-(OR3) in the below, then D q (X|Y ) is uniquely given by the form
with a certain function φ(q).
(OR1) Continuity : D q (x 1 , · · · , x n |y 1 , · · · , y n ) is a continuous function for 2n variables.
(OR2) Symmetry :
(OR3) Additivity :
where
3 A characterization of φ(α, β)
The postulate that our quantity D α,β (p 1 , · · · , p n |q 1 , · · · , q n ) defined for any pairs of the probability distributions:
derived in Theorem 2.1 recovers the relative entropy when α → 1 and β → 1, that is,
implies the following conditions. 
Proof:
(c1) We may calculate the limit of the left hand side in Eq. (8) in the following ways.
(i) Firstly we may take the limit α → 1 in Eq. (7) and then later take the limit β → 1:
Since we have lim (iii) Firstly we may put β → α and then later take the limit α → 1. In the case β → α, the summation of the numerator of the right hand side in Eq. (7) (c3) Since we have 
implies (c4) the following relations (i) and (ii) for α and β (i) α = β.
(ii) If φ (α, β) > 0, then we have 0 ≤ β ≤ 1 ≤ α. If φ (α, β) < 0, then we have 0 ≤ α ≤ 1 ≤ β.
Immediately we have (α − β) φ (α, β) > 0.
Proof: From the condition, D α,β p 1 , · · · , p n 1 n , · · · , 1 n takes a minimum value so that it should be convex in p j . That is, we should satisfies Thus we have the condition (c4).
