In the virtualization based cloud computing environment, multiple computers are allowed to run as virtual machines (VM) 
Introduction
With the advantages of functional isolation, manageability and live migration, virtualization technology has been widely used in cloud computing platforms. Internet business motivate server consolidation in data centers, which has become the foundation of cloud computing. In this emerging technology, each physical server runs a software layer called Virtual Machine Monitor (VMM) that supports the execution of multiple VMs and provides safety and isolation to the overlying VMs. These VMs may run different types of applications, such as processor-intensive, I/O-intensive and latencyintensive. These different applications have different resources requirements. Therefore the use of limited underlying resources has been a key issue [1, 2] . However, the current virtualization technology uses static resources allocation mechanism. The underlying physical resources, such as CPU, cannot be fully utilized. Firstly, the workloads of VMs are usually varying. In order to satisfy the resources requirements of VMs, the resources of VMs must be allocated according to its peak requirement. Secondly, some applications, such as I/O intensive application, often consume their CPU resources more slowly. This may lead to VMs waste CPU resources [3] .
For improving the CPU resources overall utilization, some dynamic CPU resources scheduling techniques have been proposed [4] [5] [6] . These techniques use the average CPU utilization rate [4, 5] or the time intervals between two consecutive virtual clock cycles [6] to diagnose resources requirements of VMs. The virtual machine monitor (VMM) allocates CPU resources according to the resources requirements of VMs. However, these techniques are not based on a formal description and a formal semantics, or provide only a partial formal semantics. In order to effectively reason about resources scheduling, the resources need to be scheduled in a formal method. This paper presents a formal method for CPU resources scheduling (FRS). FRS scheduling first decides the CPU resources requirements of VMs. Then, VMs are divided into three statuses according to resources requirements and their run information. FRS
Background
Xen [7] is an open-source VMM that allows multiple operating systems to share the same physical server in a safe and resource managed fashion. Fig.1 describes the xen architecture. Xen hypervisor provides an abstraction layer between virtual machines and hardware resources. This layer performs functions such as scheduling CPU and allocating memory among virtual machines. There is a privileged domain (Dom0) in the xen VMM which is used to manage guest domains (DomUs). The Dom0 can access to hardware resources directly and DomUs are not allowed to access to hardware resources directly. DomUs can access hardware resources through Dom0.
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Figure 1. Xen Architecture
In the xen virtualization environment, Guest OS cannot directly schedule physical CPU. Xen establishes the virtual CPU (VCPU) structure and provides one or more VCPUs for every Guest OS. All VCPUs are time-division multiplexing physical CPU. So, xen need reasonable allocation of time slices for VCPUs and schedule them.
The credit scheduler [8] is Xen's default scheduler at present. Its overall objective is to allocate the processor resources fairly. The Guest OS is assigned a weight value when it is created. Each Guest OS is allocated a certain number of credits according to its weight every 30 milliseconds. The credits will be allocated to VCPUs of the Guest OS fairly. As a VCPU runs, it consumes credits. According to the credits of VCPU, a VCPU's priority can be one of the three values: OVER, UNDER and BOOST. If VCPUs are in the OVER state, then they have used up its
Problem Description
We suppose there are N VMs running on the same physical server  and the number of CPUs of  is N C . All the parameters associated with the physical server and VMs are given in Table 1 . The CPU resources of VMs are provided by the  . Xen VMM allocated the CPU resources to VMs periodically. When multiple VMs concurrently running different types of applications. In particular, different combinations of processor-intensive and bandwidth-intensive application are run concurrently. Because the workloads running on the VMs are different, the CPU resources requirements of VMs are also different. I/O-intensive VMs will often consume their CPU resources more slowly than CPU-intensive VMs [9] . This may lead to the I/O-intensive VMs waste CPU resources [3] . The objective of FRS scheduling is to minimize the idle resources.
The CPU resources scheduling problem can then be formulated as:
Subject to: (a) 0
The Formal Method
In general, a FRS-scheduling policy consists of two phases: (1) Predicting future CPU resources requirements, in which the FRS-scheduler periodically collects the running information of VMs. The FRS-scheduler predicts the future CPU resources requirements of VMs based on the collected information. (2) Scheduling phase, in which the scheduling of CPU resources is done.
Predicting Future CPU Resources Requirements
Let the scheduling period of the FRS-scheduler is Cy. In order to reduce the number of timer and reduce unnecessary system overheads, the scheduling period Cy of FRS should be the integer time of Xen's scheduling period t  , i.e. Cy m t    . We define the CPU resources utilization of the VM in the i-th scheduling period as follows: 
Scheduling Phase
Due to the NP hardness of the FRS-scheduling problem described in Section3, it is difficult to find the optimal consumption in polynomial time. Thus, we present a scheduling algorithm which is near the optimal consumption. 138
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The proof of (2) and (3) are similar to the (1). The proof of (2) and (3) are omitted due to space limitations.
FRS-scheduler firstly calculates the following total value, the equation are as follows.
Thus, the FRS-scheduler will schedule the CPU resources according to the equation (3) and (4).
, VMs which need more CPU resources can be satisfied by those VMs which have idle CPU resources. FRS-Scheduler will schedule CPU resources as follows:
The allocated CPU resources of VMs can be calculated by equation (5) 
The allocated CPU resources of VMs can be calculated by equation (6) 
Eq. (7) indicates that VMs which need more CPU resources can not satisfy completely. They are allocated CPU resources according to their requirements.
The CPU resources scheduling algorithm is formalized in algorithm 2. 
Evaluation
We have implemented FRS scheduling in xen 4.1.2 hypervisor. This section evaluates the performance of FRS scheduling.
Experiment Setup
Our system is installed on the physical machine equipped with two Inter(R) Xeon(R) 4-core CPU running at 2.40GHz,32G of RAM. The operation system is running the 64-bit version of Ubuntu 12.04. The system is configured with multiple VMs, and each VM is configured with 2G memory. The number of VCPUs and used threads of VMs are listed in Table 2 . In order to facilitate comparison, each threads running a matrix multiplication C=AB, and the size of A and B are both 2000×2000. The matrix multiplication is implemented by BSPCloud [10] . 
The Influence of Scheduling Period
The scheduling period has an important influence on the FRS performance. If the scheduling period is too long, the accuracy of the prediction will decline. If the scheduling period is too short, the scheduling overhead will increase. This sub-section tests the influence of scheduling period to CPU overhead and CPU overall utilization. In this set of experiments, we use the case 1 and case 2 in the Table 1 . Fig.2 shows the relationship between the improved CPU overall utilization and the value of m. With the increase of m, the improved CPU resources utilization of the FRS scheduling increases rapidly. When the m increased to 9, the increase curve becomes flat. Fig.3 shows the relationship between the overhead of the FRS scheduling and the scheduling period. The CPU overhead declines with the increase of m. When the m increased to 9, the CPU overhead curve becomes flat. The more is the scheduling period, the less is the overhead. To balance the accuracy of the prediction and the overhead of the CPU, we select 9 t  as the FRS scheduling period. 
The Evaluation of FRS Scheduling
In this set of experiments, we evaluate the performance of FRS scheduling. To measure the effectiveness of FRS scheduling, we compare the schedule of FRS (FRS_xen) with the xen scheduling (Orig_Xen). Four VMs are concurrently running on the same physical server. We consider four scenarios of VMs.
(1) Case 1 We first consider the scenario that the idle CPU resources are more than the needed CPU resources. As is shown in the Table 2 (case 1), The VM 4 needs more CPU resources, and the CPU resources of the VM1, VM2 and VM3 are abundant. The FRS scheduling will reclaim idle CPU resources and allocate them to the VM4. Because the FRS scheduling only reclaims idle resources of VMs, the performance of VM1, VM2 and VM3 is not influenced. The performance of VM4 is improved. The run time of the application running on the VM4 declines by 60%. Fig.4 (a) shows the experiment results.
(2) Case 2 We then consider the scenario that the idle resources are less than the needed CPU resources. As is shown in the Table 2 (case 2), the application of the VM1 is perform I/O operation. The CPU resources of VM1 are abundant, and the VM2, VM3 and VM4 need more CPU resources. The FRS scheduling will reclaim idle CPU resources of the VM1 and allocate them to the VM2, VM3 and VM4. The FRS scheduling allocates idle CPU resources according to the requirements of VMs. That is to say, the VM which need more CPU resources will be allocated more. Fig.4 (b) shows the experiment results. The application running on the VM2, VM3 and VM4 declines by 13.20%, 10.11% and 8.17% respectively. This is because the threads of VM4 are more than VM2 and VM3, the increased CPU resources of each thread are least. So, the performance of VM4 increase is 141 least. The improved CPU resources of the VM2, VM3 and VM4 increase 3.04%, 3.38% and 3.56 respectively.
(3) Case 3 and Case 4 Thirdly, we consider the scenario that all VMs need more CPU resources. In this case, FRS scheduling cannot reclaim idle CPU resources and will do not rescheduling CPU resources. We also consider the scenario that all VMs have idle CPU resources, but there is no VMs need more CPU resources. In this case, the FRS scheduling is also not rescheduling CPU resources. Fig. 4 (c) and Fig.4 (d) show the experiment results. In the Fig. 4(c) and Fig.4 (d) , the performance of VMs is almost the same in the Orgi_xen scheduling and FRS scheduling. 
Related Work
CPU resources scheduling has attracted considerable research attention. In order to improve CPU resources overall utilization, dynamic CPU resources allocation techniques have been proposed [4-6, 11, 12] . The average CPU utilization rate [4, 5] or the time intervals between two consecutive virtual clock cycles are used to predict CPU resources requirements, and the CPU resources are allocated to VMs on-demand. In order to improve the predictive ability, fuzzy modelling [11, 12] is used to learn and predict the CPU resources requirements of VMs.
There are also some work considers the task types running on the VM. The scheduling algorithms that support real time tasks in the VM have to finish before their deadline have been proposed in [13] [14] [15] . HwanjuKim et al. [16] present virtual machine scheduling techniques for transparently bridging the semantic gap between the VMM and VMs in order to improve I/O performance without compromising CPU fairness. Task-aware scheduling [17] and Communication-aware scheduling [18] are both application-aware scheduling strategies. The credit scheduler is enhanced by making it full-time aware of inter-VM events and physical interrupt request events that improve the responsiveness of VMs doing mixed workloads [19] .
Conclusions and Future Work
In this paper, we have proposed a formal method of CPU resources scheduling in cloud computing environment to improve the CPU resources overall utilization. FRS is a periodical scheduling algorithm. With each periodical round, FRS uses the allocated credits and consumed credits to diagnose the CPU resources requirements of VMs. Then, VMs are divided into three statuses according to resources requirements and their run information. FRS dynamically schedule CPU resources according to VMs' status. FRS is implemented confined to the VMM layer, without VM dependency. The experiment results show that FRS can improve CPU resources overall utilization.
Sometimes, the CPU utilization of the VM is not high, but one or more VCPUs of the VM are very high. That is to say, the CPU utilization of different VCPUs is unbalanced. For example, if a single-thread application running on the multi-VCPU VM, there will be only one VCPU is very busy. In the next, we will consider the condition that some VCPUs' utilization of the VM is higher but others in the same VM are less and research on CPU resources adjustment mechanism of VCPUs on the same VM.
