Estimation of expected value of function of i.i.d. Bernoulli random
  variables by Boedihardjo, March T.
ar
X
iv
:1
90
9.
05
83
7v
2 
 [m
ath
.PR
]  
12
 O
ct 
20
19
ESTIMATION OF EXPECTED VALUE OF FUNCTION OF
I.I.D. BERNOULLI RANDOM VARIABLES
MARCH T. BOEDIHARDJO
Abstract. We estimate the expected value of certain function f : {−1, 1}n → R.
For example, with computer assistance, we show that if ∆ is the Laplacian of the
Cayley graph of (Z/15Z)×(Z/15Z) and D is a diagonal 225×225 matrix with entries
chosen independently and uniformly from {−1, 1}, then the expected value of the
normalized trace of (2I +D −∆)−1 is between 0.2006 and 0.2030.
Let n ∈ N and let f : {−1, 1}n → R. The expected value of f is
Ef =
1
2n
∑
ǫ1,...,ǫn∈{−1,1}
f(ǫ1, . . . , ǫn).
The computational complexity for calculating Ef is 2n times the cost of computing
each f(ǫ1, . . . , ǫn) plus the cost of averaging. When f is regular enough, one can take
samples (X
(i)
1 , . . . , X
(i)
n ), for i = 1, . . . , p, where p is large enough (p = 1 suffice when
f has concentration property [2],[3]), and then with high probability, Ef is close to
1
p
∑p
i=1 f(X
(i)
1 , . . . , X
(i)
n ). In this case, the computational complexity reduces to p times
the cost of computing a value of f(ǫ1, . . . , ǫn) plus the cost of averaging but with the
trade off of having some risk.
In this paper, we examine the question of how much computational cost is needed
in order to assert an estimation of Ef up to an error of δ > 0. Here, “assert” means
establish, say, a theorem that |Ef − 1.5| ≤ 0.1 rather than making a statement that
“we are 90% confident that |Ef − 1.5| ≤ 0.1.”
We show that if f has nonnegative Fourier coefficients and
(1) |f(ǫ1, . . . , ǫn)− f(ǫ1, . . . , ǫr−1,−ǫr, ǫr+1, . . . , ǫn)| ≤
c
n
,
for all ǫ1, . . . , ǫn ∈ {−1, 1} and r = 1, . . . , n, then with at least 90% chance, one is
able to assert an estimation of Ef , up to an error of at most 10c
2p
, with computational
complexity being (n + 1)p2 times the cost of computing a value of f(ǫ1, . . . , ǫn) plus
the cost of some summations. (For the proof, see Remark 1 below.)
The Laplacian ∆ of a finite graph G = (V,E) is the linear transformation on CV
defined by
(∆f)(v) =
∑
w
(f(w)− f(v)),
for f : V → C, where the summation is over all adjacent vertices w of v.
Suppose that G is a given graph with n vertices and λ > 0 are given. Let D be
an n × n diagonal matrix with diagonal entries chosen independently and uniformly
from {−1, 1}. In general, it is a nontrivial task to estimate the expected eigenvalue
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distribution of the random Schro¨dinger operator λD−∆ even when G = (Z/nZ)2 (see,
e.g., [1]).
We show that for given δ, γ > 0, with at least 90% chance, one is able to assert an
estimation of
1
n
E ◦ Tr[((λ+ γ)I + λD −∆)−1],
up to an error of δ > 0, with computational complexity Cn
4λ2
δ2γ4
, where C > 0 is a
universal constant and Tr is the trace. In particular, with computer assistance, we
show that if ∆ is the Laplacian of the Cayley graph of (Z/15Z) × (Z/15Z) and D is
a diagonal 225 × 225 matrix with entries chosen independently and uniformly from
{−1, 1}, then
0.2006 ≤
1
225
E ◦ Tr[(2I +D −∆)−1] ≤ 0.2030.
(See Example 1.)
Throughout this paper, if n ∈ N then [n] = {1, . . . , n}; and if A is an n× n matrix
then trA is 1
n
times the trace of A. The following is the main result of this paper.
Theorem 1. Suppose that f : {−1, 1}n → R and there exist aS ∈ [0,∞), for S ⊂ [n],
such that
f(ǫ1, . . . , ǫn) =
∑
S⊂[n]
aS
∏
k∈S
ǫk,
for all ǫ1, . . . , ǫn ∈ {−1, 1}. Define g : {−1, 1}
n → R by
g(ǫ1, . . . , ǫn) =
1
2
n∑
r=1
(f(ǫ1, . . . , ǫn)− f(ǫ1, . . . , ǫr−1,−ǫr, ǫr+1, . . . , ǫn)).
Let p ∈ N. For i = 1, . . . , p, let X
(i)
1 , . . . , X
(i)
n ∈ {−1, 1}. Then
0 ≤
1
p2
∑
i,j∈[p]
f(X
(i)
1 X
(j)
1 , . . . , X
(i)
n X
(j)
n )− Ef ≤
1
p2
∑
i,j∈[p]
g(X
(i)
1 X
(j)
1 , . . . , X
(i)
n X
(j)
n )
Moreover, if X
(i)
k , for i = 1, . . . , p and k = 1, . . . , n, are chosen independently and
uniformly from {−1, 1}, then
E
1
p2
∑
i,j∈[p]
g(X
(i)
1 X
(j)
1 , . . . , X
(i)
n X
(j)
n ) =
1
p
g(1, . . . , 1).
Remark 1. In the context of Theorem 1, if (1) above is satisfied, we have g(1, . . . , 1) ≤
c
2
and by Markov’s inequality, if X
(i)
k , for i = 1, . . . , p and k = 1, . . . , n, are chosen
independently and uniformly from {−1, 1}, then with at least 90% chance,
(2)
1
p2
∑
i,j∈[p]
g(X
(i)
1 X
(j)
1 , . . . , X
(i)
n X
(j)
n ) ≤
10c
2p
.
In this case, one obtains the following estimation of Ef .
0 ≤
1
p2
∑
i,j∈[p]
f(X
(i)
1 X
(j)
1 , . . . , X
(i)
n X
(j)
n )− Ef ≤
10c
2p
.
In this estimation, the main cost comes from verifying that (2) is satisfied, which could
happen to fail. The cost of computing a value of g(ǫ1, . . . , ǫn) is (n+ 1) times the cost
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of computing a value of f(ǫ1, . . . , ǫn) plus some cost of summations. Thus, the cost to
verify (2) is (n + 1)p2 times the cost of computing a value of f(ǫ1, . . . , ǫn) plus some
cost of summations.
Since one has already calculated f(X
(i)
1 X
(j)
1 , . . . , X
(i)
n X
(j)
n ) before obtaining the value
of g(X
(i)
1 X
(j)
1 , . . . , X
(i)
n X
(j)
n ), the total cost of estimating Ef is again (n+1)p2 times the
cost of computing a value of f(ǫ1, . . . , ǫn) plus some cost of summations, if (2) happens
to be satisfied.
Proof of Theorem 1. We have
1
p2
∑
i,j∈[p]
f(X
(i)
1 X
(j)
1 , . . . , X
(i)
n X
(j)
n ) =
1
p2
∑
i,j∈[p]
∑
S⊂[n]
aS
∏
k∈S
(X
(i)
k X
(j)
k )
=
∑
S⊂[n]
aS

1
p
∑
i∈[p]
∏
k∈S
X
(i)
k


2
.
Since aS ≥ 0 for all S ⊂ [n], it follows that
Ef = a∅ ≤
1
p2
∑
i,j∈[p]
f(X
(i)
1 X
(j)
1 , . . . , X
(i)
n X
(j)
n ),
and
1
p2
∑
i,j∈[p]
f(X
(i)
1 X
(j)
1 , . . . , X
(i)
n X
(j)
n )− a∅(3)
=
∑
S⊂[n]
S 6=∅
aS

1
p
∑
i∈[p]
∏
k∈S
X
(i)
k


2
≤
∑
S⊂[n]
|S|aS

1
p
∑
i∈[p]
∏
k∈S
X
(i)
k


2
=
1
p2
∑
i,j∈[p]
∑
S⊂[n]
|S|aS
∏
k∈S
(X
(i)
k X
(j)
k ),
where |S| is the size of the set S. For r = 1, . . . , n,
f(ǫ1, . . . , ǫn)− f(ǫ1, . . . , ǫr−1,−ǫr, ǫr+1, . . . , ǫn) = 2
∑
S⊂[n]
r∈S
aS
∏
k∈S
ǫk,
so
g(ǫ1, . . . , ǫn) =
∑
S⊂[n]
|S|aS
∏
k∈S
ǫk.
Therefore, by (3),
1
p2
∑
i,j∈[p]
f(X
(i)
1 X
(j)
1 , . . . , X
(i)
n X
(j)
n )− Ef ≤
1
p2
∑
i,j∈[p]
g(X
(i)
1 X
(j)
1 , . . . , X
(i)
n X
(j)
n ).
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Note that Eg = 0. Thus, if X
(i)
1 , . . . , X
(i)
n , for i = 1, . . . , p, are chosen independently
and uniformly from {−1, 1}, then for every i ∈ [p] and every j ∈ [p] such that i 6= j,
the random variables X
(i)
1 X
(j)
1 , . . . , X
(i)
n X
(j)
n are independent and uniformly distributed
on {−1, 1}, so Eg(X
(i)
1 X
(j)
1 , . . . , X
(i)
n X
(j)
n ) = 0. Thus,
E
1
p2
∑
i,j∈[p]
g(X
(i)
1 X
(j)
1 , . . . , X
(i)
n X
(j)
n ) =
1
p
g(1, . . . , 1).

Example 1. Let γ, λ > 0. Suppose that A is the adjacency matrix of a graph G with
n vertices and DG is the diagonal matrix with diagonal entries being the degrees of the
vertices of G. Then ∆ = A−DG. For every ǫ = (ǫ1, . . . , ǫn) ∈ {−1, 1}
n, let Dǫ be the
n× n diagonal matrix with diagonal entries ǫ1, . . . , ǫn. Define f : {−1, 1}
n → R by
f(ǫ1, . . . , ǫn) = tr[((λ+ γ)I − λDǫ −∆)
−1],
where tr is 1
n
times the trace. Note that since (ǫ1, . . . , ǫn) has symmetric distribution,
Ef = E ◦ tr[((λ+ γ)I + λDǫ −∆)
−1].
Since −∆ is positive semidefinite, λI + λDǫ −∆ is also positive semidefinite so
|f(ǫ1, . . . , ǫn)− f(ǫ1, . . . , ǫr−1,−ǫr, ǫr+1, . . . , ǫn)| ≤
2λ
nγ2
,
for all ǫ1, . . . , ǫn ∈ {−1, 1} and r ∈ [n]. Thus, if we define g : {−1, 1}
n → R by
g(ǫ1, . . . , ǫn) =
1
2
n∑
r=1
(f(ǫ1, . . . , ǫn)− f(ǫ1, . . . , ǫr−1,−ǫr, ǫr+1, . . . , ǫn)),
then
(4) g(ǫ1, . . . , ǫn) ≤
λ
γ2
,
for all ǫ1, . . . , ǫn ∈ {−1, 1}.
We have
((λ+ γ)I − λDǫ −∆)
−1
=((λ+ γ)I +DG − λDǫ − A)
−1
=((λ+ γ)I +DG)
−1[I − (λDǫ + A)((λ+ γ)I +DG)
−1]−1
=
∞∑
m=0
((λ+ γ)I +DG)
−1[(λDǫ + A)((λ+ γ)I +DG)
−1]m.
Since DG is diagonal with nonnegative entries, the entries of ((λ+γ)I+DG)
−1 are non-
negative. The entries of A are also nonnegative. Therefore, if we express f(ǫ1, . . . , ǫn)
as
∑
S⊂[n] aS
∏
k∈S ǫk, then aS ≥ 0 for all S ⊂ [n].
By Theorem 1, if p ∈ N and X
(i)
1 , . . . , X
(i)
n ∈ {−1, 1}, for i = 1, . . . , p, then
0 ≤
1
p2
∑
i,j∈[p]
f(X
(i)
1 X
(j)
1 , . . . , X
(i)
n X
(j)
n )− Ef ≤
1
p2
∑
i,j∈[p]
g(X
(i)
1 X
(j)
1 , . . . , X
(i)
n X
(j)
n )
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and if the X
(i)
1 , . . . , X
(i)
n are chosen independently and uniformly from {−1, 1}, then
E
1
p2
∑
i,j∈[p]
g(X
(i)
1 X
(j)
1 , . . . , X
(i)
n X
(j)
n ) ≤
λ
pγ2
,
by (4). Since the cost of computing a value of f(ǫ1, . . . , ǫn) is Cn
3, where the C > 0 is
universal constant, it follows that with at least 90% chance, one is able to estimate Ef ,
up to an error of 10λ
pγ2
, with computational complexity being (n+1)p2Cn3 plus the cost
of some summations. Thus, for a given δ > 0, if we take p to be the smallest integer
greater than 10λ
γ2δ
, then we have that with at least 90% chance, one is able to estimate
Ef , up to an error of δ, with computational complexity at most C1n
4λ2
γ4δ2
, where C1 > 0
is a universal constant.
In the case when G is the Cayley graph of (Z/15Z)× (Z/15Z) and γ = λ = 1, i.e.,
f(ǫ1, . . . , ǫn) = tr[(2I −Dǫ −∆))
−1],
if we take p = 30, then with computer assistance, we obtain 0.2006 ≤ Ef ≤ 0.2030.
It is easy to obtain the following result by adapting the proof of Theorem 1.
Theorem 2. For S ⊂ [n], let aS ∈ C and bS ∈ [0,∞) be such that |aS| ≤ bS. Define
functions f1, f2, g from {−1, 1}
n to C by
f1(ǫ1, . . . , ǫn) =
∑
S⊂[n]
aS
∏
k∈S
ǫk, f2(ǫ1, . . . , ǫn) =
∑
S⊂[n]
bS
∏
k∈S
ǫk,
g(ǫ1, . . . , ǫn) =
1
2
n∑
r=1
(f2(ǫ1, . . . , ǫn)− f2(ǫ1, . . . , ǫr−1,−ǫr, ǫr+1, . . . , ǫn)),
for ǫ1, . . . , ǫn ∈ {−1, 1}. Let p ∈ N. For i = 1, . . . , p, let X
(i)
1 , . . . , X
(i)
n ∈ {−1, 1}.
Then∣∣∣∣∣∣
1
p2
∑
i,j∈[p]
f1(X
(i)
1 X
(j)
1 , . . . , X
(i)
n X
(j)
n )− Ef1
∣∣∣∣∣∣ ≤
1
p2
∑
i,j∈[p]
g(X
(i)
1 X
(j)
1 , . . . , X
(i)
n X
(j)
n )
Moreover, if X
(i)
k , for i = 1, . . . , p and k = 1, . . . , n, are chosen independently and
uniformly from {−1, 1}, then
E
1
p2
∑
i,j∈[p]
g(X
(i)
1 X
(j)
1 , . . . , X
(i)
n X
(j)
n ) =
1
p
g(1, . . . , 1).
Example 2. Same setting as Example 1: γ, λ > 0 and A and D are the adjacency and
degree matrices of a graph G with n vertices, respectively. For every ǫ = (ǫ1, . . . , ǫn) ∈
{−1, 1}n, let Dǫ be the n× n diagonal matrix with diagonal entries ǫ1, . . . , ǫn.
Let d be the maximum degree of G. Let h be an analytic function on a neighborhood
of {z ∈ C : |z − d| ≤ d+ λ+ γ}. Define f1 : {−1, 1}
n → C and f2 : {−1, 1}
n → C by
f1(ǫ1, . . . , ǫn) = tr h(−λDǫ −∆),
and
f2(ǫ1, . . . , ǫn)
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=
d+ λ + γ
2π
(∫ 2π
0
|h(−d+ (d+ λ+ γ)eit)| dt
)
tr[((λ+ γ)I − λDǫ −∆)
−1].
We want to estimate Ef1 = E ◦ trh(λDǫ −∆).
We have
f1(ǫ1, . . . , ǫn)
=trh(−λDǫ +DG −A)
=
1
2πi
∮
C
h(z)tr[(zI − (−λDǫ +DG −A))
−1] dz
=
1
2πi
∮
C
h(z)tr[(zI −DG)
−1(I + (λDǫ + A)(zI −DG)
−1)−1] dz
=
∞∑
m=0
1
2πi
∮
C
h(z)tr[(zI −DG)
−1((λDǫ + A)(DG − zI)
−1)m] dz,
where C = {z ∈ C : |z − d| = d+ λ+ γ}. Similarly,
tr[((λ+ γ)I − λDǫ −∆)
−1]
=tr[(DG + (λ+ γ)I − λDǫ − A)
−1]
=tr[(DG + (λ+ γ)I)
−1(I − (λDǫ + A)(DG + (λ+ γ)I)
−1)−1]
=
∞∑
m=0
tr[(DG + (λ+ γ)I)
−1((λDǫ + A)(DG + (λ+ γ)I)
−1)m].
If z is a point on the contour C and dv is the degree of a vertex v, then
1
|z − dv|
≤
1
|z − d| − (d− dv)
=
1
dv + λ+ γ
.
This means that the absolute values of the entries of (zI − DG)
−1 are most the
corresponding entries of (DG + (λ + γ)I)
−1. Therefore, if we express f1(ǫ1, . . . , ǫn)
as
∑
S⊂[n] aS
∏
k∈S ǫk and express f2(ǫ1, . . . , ǫn) as
∑
S⊂[n] bS
∏
k∈S ǫk, then we have
|aS| ≤ bS for all S ⊂ [n].
By Theorem 2, if
g(ǫ1, . . . , ǫn) =
1
2
n∑
r=1
(f2(ǫ1, . . . , ǫn)− f2(ǫ1, . . . , ǫr−1,−ǫr, ǫr+1, . . . , ǫn)),
then for all p ∈ N and all choices of X
(i)
1 , . . . , X
(i)
n ∈ {−1, 1}, for i = 1, . . . , p, we have
(5)
∣∣∣∣∣∣
1
p2
∑
i,j∈[p]
f1(X
(i)
1 X
(j)
1 , . . . , X
(i)
n X
(j)
n )− Ef1
∣∣∣∣∣∣ ≤
1
p2
∑
i,j∈[p]
g(X
(i)
1 X
(j)
1 , . . . , X
(i)
n X
(j)
n ).
If the X
(i)
k are chosen independently and uniformly from {−1, 1}, then
(6) E
1
p2
∑
i,j∈[p]
g(X
(i)
1 X
(j)
1 , . . . , X
(i)
n X
(j)
n ) =
1
p
g(1, . . . , 1).
Since −∆ is positive semidefinite, we have
|f2(ǫ1, . . . , ǫn)− f2(ǫ1, . . . , ǫr−1,−ǫr, ǫr+1, . . . , ǫn)|
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≤
d+ λ+ γ
2π
(∫ 2π
0
|h(−d+ (d+ λ+ γ)eit)| dt
)
2λ
nγ2
,
for all ǫ1, . . . , ǫn ∈ {−1, 1} and r ∈ [n]. Thus,
g(1, . . . , 1) ≤
(d+ λ+ γ)λ
2πγ2
(∫ 2π
0
|h(−d+ (d+ λ+ γ)eit)| dt
)
.
By (6), we have
E
1
p2
∑
i,j∈[p]
g(X
(i)
1 X
(j)
1 , . . . , X
(i)
n X
(j)
n ) ≤
1
p
(d+ λ+ γ)λ
2πγ2
(∫ 2π
0
|h(−d+ (d+ λ+ γ)eit)| dt
)
.
Thus, if p is large enough, then with high probability, one is able to assert a good
estimation of Ef1 using (5).
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