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Abstract
The recent solution of the Mandelstam constraints for SU(2) is reviewed. This enables
the subspace of physical configurations of an SU(2) pure gauge theory on the lattice
(introduced solely to regulate the number of fields) with 3N physical degrees of freedom
to be fully described in terms of 3N gauge-invariant continuous loop variables and N − 1
gauge-invariant discrete ±1 variables. The conceptual simplicity of the solution and the
essential role of the discrete variables are emphasized.
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1. Introduction
When attempting to understand the dynamics of some particular physical system, very
often the first step is choose a set of variables appropriate to the symmetries of the problem.
For a system described by a gauge theory, the fundamental symmetry is the system’s
invariance under local gauge transformations. It is therefore to be expected that such
a system is most naturally described by a set of variables which themselves are gauge-
invariant. In particular, such a set of variables would be expected to characterize best
the intrinsically non-linear nature of a non-abelian theory, and perhaps also, through the
resulting form taken by the Hamiltonian, to point the way to new non-perturbative analytic
and semi-analytic calculational methods. Given the importance of trying to understand
the non-perturbative dynamics of non-abelian gauge theories, these two reasons mean
that the study of such variables is potentially very profitable. Here it is described how,
by solving fully the SU(2) Mandelstam constraints, such a complete set of gauge-invariant
variables can be constructed for a pure SU(2) lattice gauge theory [1]. The reason for
working on the lattice here is that, by regulating the number of variables, it allows very
explicict control over them.
2. Gauge-invariant variables?
In a lattice formulation of SU(2) gauge theory, the number 3N of physical degrees of free-
dom, obtained by dividing out the gauge freedom of the system from the overall freedom,
is given by the dimension of the quotient space ⊗linksSU(2)/ ⊗sites SU(2). Thus, for a
d-dimensional lattice with nd sites and periodic boundary conditions,
3N = 3(d − 1)nd (1)
A common procedure in formulations involving loop variables is to construct a set of
basis matrices which are “as gauge-invariant as possible” and from which any loop can
be formed by taking the trace of the appropriate product of these matrices and their
inverses. For a lattice of any dimension d, the number of required basis matrices is N +1.
An example of such a basis set for a 3× 3 lattice (for which N + 1 = 10) is shown in fig.
1. In this example, TrU1 and TrU2 are Polyakov loops which distinguish configurations
differing only by global transformations depending on the Z2 centre of SU(2).
These basis matrices are invariant under local gauge transformations everywhere except
at the site from which the “tails” originate. Though such sets of basis matrices have been
used as variables, e.g. [2], they suffer from three intimately related drawbacks: i) they
are not fully gauge-invariant ii) they involve 3N + 3 continuous variables rather than the
correct number 3N iii) they are highly non-local. The question arises, is it possible to
find a complete set of 3N independent Wilson and Polyakov loop (i.e. trace) variables in
terms of which all other such loops may be expressed?
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Fig. 1. A possible set of 10 basis matrices for a 3×3 lattice with periodic boundary conditions.
3. Solving the SU(2) Mandelstam constraints
For any given SU(N) gauge group, even on a finite lattice the number of distinct loops
which can be formed is infinite. This implies the existence of dependences among the loops.
These are usually known as Mandelstam constraints [3][4], and are complicated non-linear
identities stemming just from the basic properties of SU(N) matrices. For SU(2), which is
the simplest case, they may all be derived [5] from the fundamental identity for arbitrary
SU(2) matrices UA, UB
TrUAUB − TrUATrUB +TrUAU
−1
B = 0 (2)
A simple example of a Mandelstam constraint for SU(2) Wilson loops, in this case coming
directly from eq. (2), is shown in fig. 2.
− + = 0
Fig. 2. A simple example of a Mandelstam constraint for Wilson loops in SU(2) lattice gauge theory.
2
For any given set of SU(2) matrices, the set of Mandelstam constraints among the
traces can be resolved into six distinct types of identity [5]. In order to construct a
complete set of independent trace variables from this infinite set of traces, it is necessary
to solve completely these constraints. At first sight, the non-linear identities appear so
complicated that to solve them seems a hopeless task. However, this is not the case, and
their solution is in fact conceptually very simple [1].
The key to solving the Mandelstam constraints for a given SU(2) lattice gauge theory
is to take the previously considered basis matrices Uα, α = 1, 2 . . .N + 1, and write them
in the form
Uα = α0I + iα · σ (3)
where σ = (σ1, σ2, σ3) are the three Pauli matrices and the real numbers αi, i = 0, 1, 2, 3,
satisfy α20 +α · α = 1 where α = (α1, α2, α3) is a 3-vector. For a given α, the two values
±(1− |α|2)
1
2 of the “scalar” α0 give the double covering of SO(3). Then for a given set of
signs of the N + 1 scalars α0, the N + 1 vectors α may be visualized as in fig. 3.
A gauge transformation at the origin of fig. 1 corresponds simply to a common rotation
of all the N + 1 vectors α in fig. 3, while the N + 1 scalars α0 remain unchanged. Thus,
any scalar quantity that can be formed from the scalars α0 and the vectors α is gauge-
invariant. But from elementary vector algebra, all such scalars can be expressed in terms
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Fig. 3. The N + 1 vectors α.
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of the α0 and the scalar products and scalar triple products among the vectors. This is
the hint for the choice of a more appropriate set of gauge-invariant variables: instead of
working directly with the traces formed from these basis matrices, we consider the so-called
L variables [5] defined here as
L(α) = α0 (4)
= +1
2
TrUα (5)
L(α, β) = α · β (6)
= −1
2
TrUαUβ +
1
4
TrUαTrUβ (7)
L(α, β, γ) = α× β · γ (8)
= −1
2
TrUαUβUγ +
1
4
TrUαTrUβUγ +
1
4
TrUβTrUγUα
+1
4
TrUγTrUαUβ −
1
4
TrUαTrUβTrUγ (9)
In terms of these variables, the first three of the six types of trace identity alluded to above
become trivial: L(α) = L(α−1), L(α, β) = −L(α, β−1) and L(α, β, γ) = −L(β, α, γ).
The fact that it is possible to express any scalar and hence gauge-invariant quantity
formed from the scalars α0 and vectors α in terms of the L variables is expressed in the
fourth type of identity:
TrUαUβUγUγ =
1
2
(
L(α)L(β, γ, δ) + L(β)L(γ, δ, α) + L(γ)L(δ, α, β) + L(δ)L(α, β, γ)
+L(α, β)L(γ, δ) + L(α, γ)L(β, δ) + L(α, δ)L(β, γ)
)
+1
4
(
L(α)L(β)L(γ, δ) + L(β)L(γ)L(δ, α) + L(γ)L(δ)L(α, β)
+L(δ)L(α)L(β, γ) + L(α)L(γ)L(β, δ) + L(β)L(δ)L(α, γ)
)
+1
8
(
L(α)L(β)L(γ)L(δ)
)
(10)
Using the definitions of the L variables, this identity enables the trace of any product
of four or more basis matrices and their inverses to be written directly in terms of L
variables. It amounts simply to multiplying out such a trace in terms of the scalar and
vector components α0, α of the matrices and using elementary identities from vector
algebra to write all terms in terms of the L variables.
However, there are still many more L variables than the 3N physical degrees of freedom
of the system, so that it is necessary to work out which of them are independent. The two
crucial non-trivial identities required to do this were first derived by Loll [5].
Firstly,
L(α, β, γ)2 + L(α, β)2L(γ, γ) + L(β, γ)2L(α,α) + L(γ, α)2L(β, β)
−2L(α, β)L(β, γ)L(γ, α) − L(α,α)L(β, β)L(γ, γ) = 0 (11)
4
This is the fifth type of identity, whose solution may be written
L(α, β, γ) = s(α, β, γ)|L(α, β, γ)| (12)
The discrete variable s(α, β, γ) is given simply by the sign of L(α, β, γ) and so has value +1
(−1) if the angle between α× β and γ is less than (greater than) 90o (for α× β · γ = 0
it is undefined). The modulus |L(α, β, γ)| is fully given from eq. (11) by the variables
L(α, β). This identity expresses the fact that, given the angles θαβ, θβγ , θγα between three
vectors α, β, γ, the relative orientation of the three vectors is specified up to a possible
“reflection” of, say, γ in the plane formed by α and β. This information is given by the
sign of L(α, β, γ). Thus, the L(α, β, γ) can be be fully expressed in terms of the L(α, β)
and the discrete variables s(α, β, γ). From fig. 3, there are N − 1 independent s(α, β, γ).
Secondly [5],
L(α, β)2L(γ, δ)2 + L(α, γ)2L(β, δ)2 + L(α, δ)2L(β, γ)2 (13)
−L(α, β)2L(γ, γ)L(δ, δ) − L(α, γ)2L(β, β)L(δ, δ) − L(α, δ)2L(β, β)L(γ, γ)
−L(β, γ)2L(α,α)L(δ, δ) − L(β, δ)2L(α,α)L(γ, γ) − L(γ, δ)2L(α,α)L(β, β)
+2L(α,α)L(β, γ)L(γ, δ)L(δ, β) + 2L(β, β)L(α, γ)L(γ, δ)L(δ, α)
+2L(γ, γ)L(α, β)L(β, δ)L(δ, α) + 2L(δ, δ)L(α, β)L(β, γ)L(γ, α)
−2L(α, β)L(β, γ)L(γ, δ)L(δ, α) − 2L(α, γ)L(β, γ)L(β, δ)L(δ, α)
−2L(α, β)L(β, δ)L(γ, δ)L(γ, α) + L(α,α)L(β, β)L(γ, γ)L(δ, δ) = 0
This is the sixth type of identity, and involves just the variables L(α, β). This identity
expresses the fact that, given four vectors α, β, γ, δ, one of the six angles between them
may always be expressed in terms of the other five and the appropriate discrete variables
s(α, β, γ).
How many independent L(α) and L(α, β) do these identities leave? Clearly, the N +1
variables L(α) are independent. The lengths of the vectors are then given via |α| =
+(1−L(α)2)
1
2 . Given the vectors’ lengths, the angles θαβ between them are given by the
L(α, β). From fig. 3, there are 2N − 1 independent such angles. Thus,
no. of independent L(α) = N + 1 (14)
no. of independent L(α, β) = 2N − 1 (15)
giving exactly the correct total number 3N of continuous variables.
Fuller details of these identities and their solution are given in [1].
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4. Summary and Conclusions
Thus, by constructing a set of basis matrices Uα, α = 1, 2 . . .N+1, for a given SU(2) lattice
gauge theory and expressing them in the form eq. (2), the fact that the gauge-invariant
quantities are the scalar quantities which can be formed from the scalars α0 and the vectors
α, and that all such scalars can be expressed in terms of the α0 and the scalar products
and scalar triple products among the vectors, motivates the change of variables from the
Wilson and Polyakov loops themselves to the L variables eqs. (4)-(9). In terms of these
L variables, the content of the SU(2) Mandelstam constraints becomes transparent – they
are just a set of identities in elementary vector algebra – and their solution is conceptually
straightforward (although it remains algebraically complicated). Furthermore, it becomes
clear that a set of 3N independent continuous variables L(α), L(α, β), and hence the
3N Wilson and Polyakov loops themselves from which they are formed, are not enough,
even in some local region, to describe the subspace of physical configurations, but that
a set of N − 1 gauge-invariant discrete ±1 variables s(α, β, γ) are also required. These
discrete variables are completely unrelated either to the global Z2 information carried in
the Polyakov loops (in the example in fig. 1, the variables TrU1 ≡ 2L(1), TrU2 ≡ 2L(2))
or the double covering of SO(3) by SU(2) (in general, the two possible signs of each of the
α0 ≡ L(α) for a given set of vectors α).
Although the variables constructed after solving the SU(2) Mandelstam constraints are
gauge-invariant and involve the correct number 3N of continuous degrees of freedom, they
are unfortunately neither (quasi-)local nor translation- and 90o rotation-invariant. This
is a severe drawback, as it hinders writing the Hamiltonian in terms of them, and also
makes intractable the jacobian required for the measure. Further progress almost certainly
depends on restoring somehow the variables’ spatial symmetries. However, in contrast to
the more indirect approach taken in [5-7], by actually solving the SU(2) Mandelstam
constraints direct insight is obtained into the information carried by the variables and in
particular the role of and need for the discrete variables s(α, β, γ).
I thank R. Loll for useful discussions.
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