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Abstract—Topology-transparent scheduling algorithms can
work well in mobile ad hoc networks, since they are oblivious
to the network topology changes and can provide throughput
and delay guarantees. Recently, it has been shown that topology-
transparent algorithms can provide comparable or even better
performance, compared to topology-dependent algorithms. How-
ever, most existing topology-transparent scheduling algorithms
are designed for single channel networks and few work have been
done in multi-channel (MC) networks. In this paper, we focus on
broadcasting and propose a distributed multi-channel topology-
transparent broadcast scheduling algorithm. In our algorithm,
each node randomly selects one or several subchannels to trans-
mit and utilizes both assigned and unassigned slots efﬁciently. We
study the performance of our algorithm analytically and obtain
the optimal number of selected subchannels that maximizes the
throughput. The simulation results show that our proposed al-
gorithm outperforms existing multi-channel topology-transparent
broadcast scheduling algorithms dramatically. More importantly,
our work answers the question “Will dividing the spectrum
into subchannels lead to a better network performance?” under
different network conﬁgurations.
I. INTRODUCTION
Transmission scheduling is a key problem in mobile ad
hoc networks. Many transmission scheduling algorithms have
been proposed to maximize the spatial reuse and minimize
the time-division multiple-access (TDMA) frame length in
mobile ad hoc networks. Scheduling medium access in mobile
wireless ad hoc networks is challenging because of node
mobility, and the limited availability and variability of wireless
bandwidth. In the conventional TDMA networks, each node
is assigned a unique time slot to transmit. In mobile ad
hoc networks, the number of nodes is much larger than the
number of neighbours of a node, and the system performance
can be greatly improved by applying spatial reuse. Previous
approaches in topology-dependent scheduling [1, 5, 7] require
each node to maintain accurate network topology information
to exchange information and recompute the schedules when
the network topology changes. Thus, this is impractical in
wireless ad hoc networks and thus such approaches are not
oblivious to dynamic topology changes.
In order to overcome the aforementioned disadvantages,
topology-transparent scheduling algorithms have been pro-
posed [3, 4, 8, 9, 10, 11, 12]. Chlamtac and Farago [4] ﬁrstly
developed a topology-transparent algorithm that guarantees at
least one collision-free time slot in each frame time. Ju and
Li [9] proposed another algorithm to maximize the minimum
guaranteed throughput. A topology-transparent algorithm was
proposed, which utilizes both assigned and unassigned slots to
increase the throughput for unicast communication [11]. Cai
et al. [3] proposed a broadcast scheduling algorithm, modiﬁed
Galois ﬁeld design (MGD), which sends the same message
multiple times during one frame time in order to guarantee
exactly one successful broadcast transmission per frame. The
throughput is relatively small, since the maximum number of
transmissions is one in a frame time. The existing topology-
transparent scheduling has focused on single channel systems
except [3, 10]. [10] proposed a topology-transparent unicast
scheduling algorithm based on latin squares. [3] proposed a
topology-transparent broadcast scheduling algorithm, MCGD
(multi-channel Galois ﬁeld design). However, they only simply
adjust the transmission schedules from the time dimension to
the time and frequency dimensions and do not fully exploit
the advantages introduced by dividing the spectrum into sub-
channels.
This paper deals with multi-channel systems due to the
following two reasons:
1) Nowadays, many existing wireless devices are designed
to support multi-channel transmission and reception. We
would like to design an efﬁcient topology-transparent schedul-
ing broadcast scheduling algorithm in such multi-channel
wireless systems.
2) When we design a wireless system operating on a given
spectrum, a question will arise: Will dividing the spectrum
into subchannels or not lead to a better network performance?
We would like to focus on the topology-transparent broadcast
scheduling and answer this question.
In this paper, we propose a distributed multi-channel
topology-transparent broadcast scheduling algorithm in the
multi-channel TDMA networks. Each node randomly selects
one or more subchannels to transmit, leading to less interfer-
ence and more efﬁcient utilization of unassigned slots on each
subchannel. We study the performance of our algorithm analyt-
ically and obtain the optimal number of selected subchannels978-1-4799-3083-8/14/$31.00 c©2014 IEEE.
that maximizes the average throughput under different network
conﬁgurations. The analytical and simulation results show that
our algorithm outperforms existing multi-channel topology-
transparent broadcast scheduling algorithms. More important-
ly, our work answers the question “Will dividing the spectrum
into subchannels lead to a better network performance?” under
different network conﬁgurations.
The remainder of this paper is organized as follows. We
introduce our system model in Section II. Section III presents
our proposed algorithm in details. In Section IV, we investigate
the performance of our algorithm analytically and obtain the
optimal numbers of selected subchannels that maximize the
average throughput under different network conﬁgurations.
Simulations are conducted to evaluate the performance of our
proposed algorithm in Section V. We summarize and conclude
the paper in Section VI.
II. SYSTEM MODEL
The total number of available channels in our multi-channel
TDMA system is assumed to be M . Each user has M
transceivers such that it can transmit and receive packets on all
subchannels. Each transceiver is tuned to a speciﬁc subchannel
statically. Thus, each node can transmit or receive on different
subchannels at the same time. However, it cannot transmit and
receive simultaneously on the same subchannel.
Consider a mobile ad hoc network consisting of N nodes.
If Node v is within the interference range of Node u, v is
considered as an interfering neighbour of u. To simplify the
calculation, but without loss of generality, we assume that the
transmission range of a node equals its interference range.
The degree of a node v, D(v), is deﬁned as the number
of interfering neighbours of v. The maximum degree Dmax
is deﬁned as max
v∈V
D(v), and assumed to remain constant
while the network topology changes [5]. In practical networks,
empirical data and statistics can be used to estimate Dmax. In
addition, Dmax may always be estimated pessimistically based
on network parameters and/or empirical data, ensuring that the
actual number of interfering neighbours does not exceed the
estimate.
When nodes communicate, they may suffer two types of
conﬂicts [5]. The ﬁrst one, called primary conﬂict, refers to
the situation that a transmitting node cannot receive a packet at
the same time slot on the same subchannel. The second one,
called secondary conﬂict, refers to the situation that a node
cannot receive more than one packet in a time slot on the
same subchannel. We assume that a reception failure is only
due to transmission conﬂicts. The transmission from Node u
to Node v on a subchannel succeeds when 1) Node v is not
transmitting on the same subchannel, and 2) other nodes in v’s
interference range are not transmitting on the same subchannel.
How to handle transmission errors resulting from poor channel
quality is left for future work.
We focus on broadcast communications. A packet broad-
casted from the source is considered to be successful if and
only if all the neighbours of the source receive the packet
successfully.
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(b) Structure of control frame (CF1 and CF2).
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(c) Structure of data frame (DF).
Fig. 1: The frame structure.
III. PROPOSED ALGORITHM
The frame structure and basic operations of our algorithm
are the same for all subchannels. Thus, we ﬁrstly discuss the
frame structure and basic operations in a single subchannel,
and then the operations on multiple channels.
A. Frame Structure
In our algorithm, time is divided into equal-sized frames.
Each frame is assigned an index t, where t = 0, 1, . . ., and
further divided into three parts, namely, control frame 1 (CF1),
control frame 2 (CF2), and data frame (DF). Fig. 1 illustrates
the detailed frame structure. The control and data frames are
each divided into q subframes, each of which consists of p
synchronized slots. Synchronization is out of the scope of
this paper and assumed to be achieved by Global Positioning
System (GPS). For each node, CF1 and CF2 are used to collect
and distribute information among its two-hop neighbours. The
details of the information collection and distribution will be
discussed in Section III.C. The information includes its own
identity number (ID) and TSAF, and is used to help each
node to utilize the unassigned slots, as discussed in the next
subsection.
Consider a polynomial over GF (p),
k∑
i=0
aix
i(mod p),
where p is a prime and ai ∈ {0, 1, 2, . . . , p−1}. The equation
k∑
i=0
aix
i(mod p) = 0 has at most k integral roots over
{0, 1, 2, . . . , p − 1} [9]. Each node v is assigned a unique
polynomial with degree k mod p, fv(x) =
k∑
i=0
aix
i(mod p),
where v ∈ V , as its time slot assignment function (T-
SAF). Let a standard row vector S be (0, 1, 2, . . . , q − 1).
fv(S) = (mod(fv(0) + (j − 1), p),mod(fv(1) + (j −
1), p), . . . ,mod(fv(q−1)+(j−1), p) is known as the time slot
location vector (TSLV) for Node v on Subchannel j, where
j = 1, 2, . . . ,M . Thus, in each data frame, Node v transmits
in the time slot mod(fv(i) + (j − 1), p) in Subframe i on
Subchannel j, where i = 0, 1, . . . , q− 1 and j = 1, 2, . . . ,M .
Each node, therefore, has q assigned transmission time slots
on each subchannel in one frame [9].
The number of TSAFs should be greater than or equal to the
number of nodes in the network. Thus, pk+1 ≥ N is required.
Based on coding theory, if q ≤ p is satisﬁed, any two nodes
have at most k conﬂicts during one frame. Interested readers
can refer to [4] and [9] for a detailed proof. Since each node
can have at most Dmax neighbours, the maximum number of
possible collisions for a node during a frame time is upper-
bounded by kDmax. Thus, q ≥ kDmax + 1 is required to
guarantee that every node can transmit data to any neighbour
in at least one slot without collision during one frame time.
In our algorithm, the values of p and q are determined
according to the method in [3]. That is, p equals the s-
mallest prime that satisfying p > max(N
1
k+1 , kDmax) and
q = kDmax +1. It has been shown in [9] that k = 1 for most
cases. For simplicity, but without loss of generality, we assume
that k = 1 in the following analysis. Note that the structure of
control frames guarantees that there is at least one collision-
free control slot in each control frame. Thus, each node can
collect the information of all its two-hop neighbours after CF1
and CF2.
B. Utilization of Time Slots
In each frame, each node randomly selects m out of M
subchannels to transmit, and does not transmit on the other
subchannels. In broadcast communications, the acknowledge-
ments from different intended receivers may collide at the
transmitter, leading to the failure of the acknowledgement
mechanism. Thus, as in the MGD algorithm proposed in [3],
each node transmits the same data packet repeatedly in its
assigned q slots during one frame on each of its selected m
subchannels in our algorithm. Noting that (p− 1)q time slots
are not utilized at all, resulting in a very low throughput of
the algorithm, we propose to use the method in [11] to utilize
the unassigned slots on each subchannel, thereby improving
the average throughput.
Let PU(u, c) be the set of conﬂict-free time slots that can be
utilized for transmission from Node u (where u = 1, 2, . . . , N )
on Subchannel c in the current frame, where c = 1, 2, . . . ,M .
Time slot j in Subframe i is in PU(u, c) if and only if 1) it
is not an assigned slot of Node u itself, and 2) it is not an
assigned slot of any one of its two-hop neighbours, which also
select Subchannel c to transmit.
Let P be a permutation of the vector (1, 2, . . . , N), which
is known by all N nodes a priori. The priority of each node u,
where u = 1, 2, . . . , N , in the t-th frame, where t = 0, 1, . . .,
can be computed universally as follows:
Priority(u, t) = mod((P (u) + t), N). (1)
Thus, each node collects the IDs and calculates the priorities
of its two-hop neighbours after CF1 and CF2. Node u is
allowed to utilize the time slots in PU(u, c), if it has the
highest priority among its two-hop neighbours, which also
select Subchannel c. Note that if Node u is allowed to utilize
the time slots in PU(u, c), the transmissions from Node u to
all its neighbours in these slots are collision-free, since none
of its two-hop neighbours will be transmitting on Subchannel
c during PU(u, c). It is obvious that the priority of each node
is unique in every frame and uniformly distributed as time
evolves. Thus, each node utilizes the unassigned time slots in
an equatable fashion.
C. Algorithm Description
The work ﬂow of the proposed topology-transparent broad-
cast scheduling algorithm is described in the following:
1) In each frame, each node u randomly selects m out of
M subchannels to transmit, and does not transmit on the other
subchannels. m is a parameter to be optimized to achieve the
largest average throughput in our algorithm. How to choose
the optimal m will be discussed in detail in the next section.
2) Each node u calculates its TSLVs on its selected sub-
channels, based on its assigned TSAF, fu(x).
3) On each selected subchannel, in CF1, each node u
broadcasts its ID and TSAF fu(x) according to its TSLV and
stores the TSAFs and IDs received from its neighbours. In
CF2, each node u broadcasts the TSAFs and IDs received in
CF1 as a packet according to its TSLV, and stores the TSAFs
and IDs received from its neighbours. Hence, each node u
knows the TSAFs and IDs of its two-hop neighbours, which
also transmit on this subchannel.
4) Each node u calculates its PU(u, c) on Subchannel c
based on the information collected in CF1 and CF2, according
to the aforementioned discussion.
5) In each data frame, each node transmits the same packet
repeatedly at its assigned slots on its selected subchannels.
Each node u with the highest priority among its two-hop
neighbours, which also transmit on this subchannel c, also
transmits its packet at the unassigned slots in its PU(u, c).
IV. ANALYTICAL RESULTS
A. Overhead Analysis
Some overhead is introduced in the proposed algorithm by
implementing control frames, namely, CF1 and CF2. Each
node transmits its ID and TSAF in CF1. Each TSAF is
a degree-k polynomial, and each of its coefﬁcients can be
represented in one byte, where each coefﬁcient is no larger
than 255. Hence, each TSAF can be represented in (k + 1)
bytes. The ID can be represented in two bytes. In CF2, each
node broadcasts all the information received from its one-hop
neighbors (up to Dmax). Hence, we need at most (k+3)Dmax
bytes to broadcast all such information. Thus, the overhead is
as follows:
β =
(k + 3)(Dmax + 1)pq
Lpq + (k + 3)(Dmax + 1)pq
,
=
(k + 3)(Dmax + 1)
L+ (k + 3)(Dmax + 1)
. (2)
where L is the length of the payload packet in bytes. As shown
in (2), the overhead introduced of our proposed algorithm does
not increase with the network size.
B. Average Throughput
We deﬁne the average throughput as the average number
of packets successfully broadcasted per time slot per node
on its selected m subchannels divided by M . We assume
a heavy trafﬁc condition with all nodes backlogged. The
average throughput of assigned slots on m selected subchan-
nels, E[Ta(m)], is mMpq . We study the average throughput of
unassigned slots, E[Tu(m)], in the following.
Consider that an arbitrary node v randomly selects m
different subchannels civ to transmit, where c
i
v ∈ 1, 2, . . . ,M
and i = 1, 2, . . . ,m. Let T c
i
v
u be the throughput of unassigned
slots on Subchannel civ . Thus,
E[Tu(m)] = E[
m∑
i=1
T
civ
u
M
] =
m
M
E[T
c1v
u ]. (3)
Assume that Node v has n two-hop neighbours, and nc1v of
them select Subchannel c1v to transmit. Node v cannot utilize
the slots, which are the assigned slots of these nc1v nodes
and Node v itself. Recall that the maximum degree of the
polynomials, k, is one for most cases [9]. Thus, without loss
of generality, we use k = 1 in the following analysis for
simplicity. That is, there are p2 TSLVs in total. Consider an
arbitrary subframe j, where 0 ≤ j ≤ q−1. Let W l denote the
number of ways to select nc1v + 1 out of p
2 TSLVs such that
the assigned slots of these nc1v +1 nodes are exactly l speciﬁc
slots in Subframe j, where l = 1, 2, . . . , p. Note that there are(
p2
nc1v
+1
)
ways to select nc1v +1 out of p
2 TSLVs, and there are(
p
l
)
ways to select l out of p slots in one subframe. Thus, the
probability that p− l slots can be utilized by Node v, P (l), is
as follows:
P (l) =
W l
(
p
l
)
(
p2
nc1v
+1
) . (4)
The calculation of W l, where l = 1, 2, · · · , p, is given in
Appendix A.
As discussed in Section III, the priority of each node
changes in a uniform manner as time evolves. Thus, a node
with nc1v contention nodes has the highest priority and can
utilize the unassigned slots once every nc1v + 1 frames. We
obtain the average throughput of unassigned slots, conditioned
on nc1v , E[T
c1v
u |nc1v ], as follows:
E[T
c1v
u |nc1v ] =
p∑
l=1
(p− l)P (l)
(nc1v + 1)p
. (5)
Note that the probability that nc1v = i out of n two-hop
neighbours of Node v select Subchannel c1v to transmit, where
i = 0, 1, . . . , n, can be expressed as follows:
Pr(nc1v = i) =
(
n
i
)
(
(
M−1
m−1
)
(
M
m
) )i(1−
(
M−1
m−1
)
(
M
m
) )n−i. (6)
Thus, we have:
E[T
c1v
u |n] =
n∑
i=0
E[T
c1v
u |nc1v = i] Pr(nc1v = i), (7)
and
E[T
c1v
u ] =
N−1∑
j=0
E[T
c1v
u |n = j] Pr(n = j). (8)
However, it is difﬁcult to obtain the distribution of n. Thus,
we approximate the average throughput of unassigned slots
as (9) (which is found to be quite accurate when compared
with the simulation results as exhibited in Section V):
E[T
c1v
u ] ≈ E[T c
1
v
u |n¯], (9)
where n¯ is the average number of its two-hop neighbours.
How to calculate n¯ will be discussed in the next section.
Based on (3-9), we can obtain the optimal m (where
m = 1, 2, . . . ,M ) that maximizes the average throughput, i.e.,
E[Ta(m)] + E[Tu(m)].
V. PERFORMANCE EVALUATION
In this section, we ﬁrstly validate our analytical results and
compare the performance of our algorithm with the MCGD
algorithm in [3]. The algorithm proposed in [10] only consid-
ers unicast communications, and is thus not included in our
comparison. More importantly, we investigate the performance
improvement ratio (PIR), deﬁned as the performance of our
algorithm with optimal m divided by the performance of our
algorithm operated in the single channel case. Note that if all
nodes select m = M subchannels to transmit, it is equivalent
to the single channel case. Thus, PIR is also deﬁned as the
performance of our algorithm with optimal m divided by the
performance of our algorithm with m = M . We also study
the optimal numbers of channel selected, mˆ, under different
network conﬁgurations.
A. Simulation Setup
We conduct simulations on the geometric model for the
average performance of our algorithm. In the geometric model,
all N nodes are uniformly distributed in a region of 1000 m
× 1000 m initially. Each node moves according to the Gauss-
Markov mobility model, which has been shown to be more
realistic than the widely used Random Waypoint model [2].
In the Gauss-Markov mobility model, time is discrete so that
the movement of a node from a time instance to the next
one is determined by the parameters θ and v. The tuning
parameter θ is used to present different levels of randomness in
the Gauss-Markov model. We set θ = 0.5 (Brownian motion
is obtained by setting θ to zero and the linear motion is
obtained by setting θ to one). The speed v follows a Gaussian
distribution, the mean and standard deviation of which are
0.9 ms−1 and 0.5 ms−1 [13]. The detailed description of the
Gauss-Markov mobility model can be found in [2, 13]. Users
wrap out when they move out of the 1000 m × 1000 m region.
Given Dmax, we set the interference range of each node
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RI such that the probability that the number of interfering
neighbours of an arbitrary node exceeding Dmax, which is
N−1∑
i=Dmax+1
(
N−1
i
)
(
πR2I
A )
i(1− πR2IA )N−1−i, is smaller than 0.05.
For example, RI = 87 m if (N,Dmax) = (256, 10). If there
exist more that Dmax nodes in the interference range of a
node, the nodes other than Dmax randomly selected interfering
nodes are assumed to be non-interfering. This guarantees that
the maximum node degree is Dmax. We can calculate n¯ as
n¯ = Nπ(αRI)
2
A . In the simulations, we ﬁnd that a good
estimation of n can be achieved by setting α = 1.4.
We choose the optimal k, p, q, and m as discussed in
Sections III. We assume a heavy trafﬁc condition with all users
backlogged. For each result, we run each simulation for 100
randomly generated topologies. For each data point, the 95%
conﬁdence intervals are also shown in the ﬁgures.
B. Simulation Results
Given that N = 256 and with different values of M , we
investigate the performance of our algorithm with different
Dmax settings from eight to 40. A larger Dmax indicates that
the network is denser and there are more possible conﬂicts.
In Fig. 2, we can observe that the performance of our al-
gorithm is much better than that of the MCGD algorithm.
The main reasons are as follows. Firstly, on each subchannel,
our algorithm efﬁciently utilizes both assigned and unassigned
slots. Secondly, our algorithm makes the average number of
interfering neighbours on each subchannel much smaller, that
is, our algorithm fully exploits the advantages introduced by
dividing the spectrum into subchannels. However, the MCGD
algorithm neither utilizes the unassigned slots nor beneﬁts
from dividing the spectrum into subchannels. We can see that
the average throughput of our algorithm remains the same
with increasing M when Dmax is small, and increases with
increasing M when Dmax is large. This is due to the fact
that dividing the spectrum into more subchannels makes the
average number of interfering neighbours on each subchannel
smaller. Thus, our algorithm with a largerM beneﬁts more and
performs better, when the network is dense, i.e., Dmax is large.
Besides, we can observe that the performance of our proposed
algorithm deteriorates slowly with increasing Dmax, especially
when Dmax is large. This implies that the performance of our
algorithm is not very sensitive to the number of nodes in the
network. It is also shown that the simulation results match our
analytical results closely.
Given that N = 256 and varying Dmax from eight to 40,
we investigate the performance improvement ratio (PIR) under
different values of M in Fig. 3. We obtain similar results as in
Fig. 2. When Dmax is smaller, our algorithm does not beneﬁt
from dividing the spectrum into more subchannels, since the
average number of interfering neighours is very small, even if
we do not divide the spectrum. However, we can observe that
the performance of our algorithm increases with increasing
M , i.e., the total number of subchannels. This is reasonable,
because dividing the spectrum into more subchannels helps
decrease the interference on each subchannel more efﬁciently.
Moreover, we can see that the variations of PIR are very large.
This results from the fact that the variations of the performance
of our algorithm operating on a single channel (M = 1)
are large. When M = 1, the performance of our algorithm
ﬂuctuates, since in some topologies 1) some nodes with
highest priorities among their contending two-hop neighbours
have a lot of contending two-hop neighbours, and thus few
available unassigned slots to utilize, and 2) the number of
nodes with highest priorities among their contending two-hop
neighbours is small. Dividing the spectrum into subchannels
decreases the ﬂuctuation of the performance. This can also be
observed in Fig. 2.
Table I shows the optimal numbers of selected subchannels
that maximize the average throughput under different network
conﬁgurations. We can see that when Dmax is smaller, it
is better to use more subchannels to transmit. However, the
performance of selecting fewer subchannels to transmit is
better when Dmax is large.
TABLE I: Optimal Numbers of Selected Subchannels (N =
256).
Dmax 8 12 16 20 24 28 32 36 40
M = 2 2 1 1 1 1 1 1 1 1
M = 4 3 2 1 1 1 1 1 1 1
M = 6 4 2 1 1 1 1 1 1 1
VI. CONCLUSION
In this paper, we propose a distributed multi-channel
topology-transparent broadcast scheduling algorithm in ad hoc
networks. In our algorithm, each node randomly selects one
or several subchannels to transmit. This decreases the average
number of interfering two-hop neighbours of each node on
each subchannel, and thus helps each node utilize the unas-
signed slots more efﬁciently, compared to the single channel
case. The analytical and simulation results show that our
algorithm outperforms the existing multi-channel topology-
transparent broadcast scheduling algorithm dramatically. We
also investigate the question “Will dividing the spectrum into
subchannels lead to a better network performance?” under
different network conﬁgurations.
APPENDIX A
CALCULATION OF W l
Given an arbitrary subframe j, we categorize p2 TSAFs into
p different subsets Fh (h = 0, 1, . . . , p− 1) according to their
function values in Subframe j. The function values of TSAFs
in Fh (h = 0, 1, . . . , p − 1) are h. Note that a TSAF over
GF (p) is uniformly distributed over {0, 1, 2, . . . , p − 1} [6].
Thus, |Fh| = p, where h = 0, 1, . . . , p− 1.
Let Api (where i = 1, 2, . . . , l) be the set of events in
which none of the chosen n+1 TSAFs has the function value
pi in Subframe j, where 0 ≤ pi ≤ p − 1. Note that the total
number of TSAFs which have the function value pi (where
i = 1, 2, . . . , l) is lp and we choose nc1v + 1 TSAFs from
those TSAFs, the function values of which in Subframe j are
not any pi (where i = 1, 2, · · · , l). Thus, the cardinality of
the intersection of any r sets from Api is
(
(l−r)p
nc1v
+1
)
, where i =
1, 2, . . . , l and r = 1, 2, . . . , l. W l is equal to the cardinality
of the complementary set of
l⋃
i=1
Api . We deﬁne a function
F (x, y) which equals
(
x
y
)
if x ≥ y, and zero, otherwise. Thus,
W l = F (lp, nc1v + 1)−
∣∣∣∣∣
l⋃
i=1
Api
∣∣∣∣∣ , (10)
where l = 1, 2, · · · , p.
Applying the Inclusion-Exclusion Principle, we can obtain
the following results:
W l = F (lp, nc1v + 1)
−
l∑
r=1
(−1)r−1
(
l
r
)
F ((l − r)p, nc1v + 1), (11)
where l = 2, · · · , p and W 1 = F (lp, nc1v + 1).
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