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Abstract 
This study investigates the use of Model Predictive Control (MPC) for regulation of river flows. During the past 
decade, MPC has emerged for controlling open water systems, such as irrigation and drainage channels. Compared 
to a full river network, irrigation and drainage systems are of relatively small scale. The aim of the present work is 
to investigate MPC as a tool for control of releases from gates and dams in a large-scale river network using the 
Murrumbidgee River in New South Wales, Australia, as case study. The Murrumbidgee River has around 1300 
kilometers of river reaches, and the travel time through the valley is of the order of one month. The research has 
focused on four points: 1) Configuring linear surrogate models to describe the characteristics of reaches and weir 
pools; 2) Formulating the control problem and its objectives; 3) Using MPC with a receding horizon to solve the 
control problem; and 4) Testing the accuracy of the calculated control action, by using it as forcing in a detailed 
hydraulic model. The tests show that a reliable computation of optimal releases from regulators throughout the river 
is obtained, despite the linear approximation of the dynamics. The tests also show that the computation time for 
setting up and solving the optimization problem is no more than a few minutes on today’s laptops.  
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1. Introduction 
This work addresses the efficient management of a natural river, which is used for conveying water from the 
headwater dams to downstream irrigation areas. Efficient management requires accurate timing of the releases from 
all controllable structures in the river network, in order to ensure timely delivery of the water orders without 
releasing superfluous water. The benefits of being in control include increased supply reliability, decreased excess 
flow at the system ends, and reductions of losses due to evaporation and evapotranspiration. 
We investigate how the goal of efficient river management can be accomplished by using Model Predictive 
Control (MPC). MPC is a technique where model predictions of the future states of the system are used as feedback 
to proposed control actions. For open water systems, MPC is an active research area for flood management (e.g. [1], 
[2]), irrigation (e.g. [3]) and hydropower (e.g. [4]). MPC is well suited for dealing with transient problems, a 
property that makes it a good choice for a river network, because the natural inflows are unsteady by nature, and the 
irrigation demands are time-varying, as well. 
The backbone of MPC is an optimization model, which weighs costs and benefits of different combinations of 
release plans against each other. The optimization model is built on top of a system model, which predicts the future 
states of the river network as a function of tributary inflows, losses (due to, for instance, leakage and evaporation), 
irrigation demands and releases. We formulate the optimization model as a quadratic program, as also done by [2]. 
A quadratic program is based on a linear system model, and the benefits are twofold: 1) it is easy to formulate 
constraints on future system states; 2) the solving of quadratic programs has become a mature technology, which can 
handle tens of thousands of optimization variables and constraints. Other optimization models based on non-linear 
system models have been investigated by e.g. [4] and [5]. 
2. Murrumbidgee River 
The Murrumbidgee River is located in New South Wales, Australia. The river and the provision of water to 
irrigators and the environment is managed by WaterNSW. In 2011, WaterNSW began the process of developing the 
Computer Aided River Management (CARM) project [6], which aimed to improve operational efficiency and 
reduce surplus unseasonal flows in the lower river. The project is now complete, and is being gradually introduced 
into daily river operational management. The CARM project featured (among other things) establishment of 
telemetry network that monitors hundreds of irrigation meters reporting directly to a central database; integration of 
real-time hydrometric data, meteorological data and irrigation orders into a single database; development of detailed 
hydraulic and hydrological models of the valley catchment and river network; and development of workflows that 
integrate these datasets and models and produce recommended optimized dam and weir control actions to support 
the operators. 
2.1. Site description 
The Murrumbidgee River is a tributary of the Murray River, which rises on the northern slopes of the Snowy 
Mountains before running directly westwards to join the Murray River near Balranald. The regulated length of the 
river runs for approximately 1300 kilometers from Burrinjuck Dam in the east to Balranald. Fig. 1 shows a sketch of 
the system. 
Two dams, Blowering and Burrinjuck, impound the upper Murrumbidgee Catchment and the Tumut River 
tributary, and supply most of the water for the downstream irrigation areas. Downstream of the dams a number of 
undammed tributaries run into the river, and these are also utilized for irrigation water supply. Peak regulated 
releases from each of the two major dams during seasonal irrigation supply periods can be of the order of magnitude 
of 100 m3/s, while the outflow at Balranald in the same period can be as little as around 2 m3/s. 
A number of re-regulation weirs are present in the system. At Beavers Creek, a minor supply of the water can be 
diverted to the Old Man Creek. The largest irrigation diversion occurs at Berembed Weir, where an offtake diverts a 
significant proportion of the river flow into a canal supplying the MI (Murrumbidgee Irrigation) irrigation district. 
Another major diversion is at Yanco Weir, where water is diverted into the Yanco-Billabong anabranch. Unlike the 
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Berembed diversion, the flow into Yanco Creek is not regulated by a gate on the creek watercourse, but instead is 
controlled by the level in the Yanco Weir pool.  
Gogeldrie Weir on the main river downstream of Yanco Weir supplies two major offtakes for two irrigation areas, 
the CICL (Coleambally Irrigation) Main Canal and the Sturt Canal. Further downstream, Hay Weir is the largest in-
line storage in the lower Murrumbidgee, and it acts as a re-regulation structure to capture surplus flows that have not 
been diverted into upstream offtakes, or to help manage environmental releases in the lower river. Maude and 
Redbank weirs act as head control structures to divert water into the extensive Lowbidgee and Redbank wetland 
complexes near the downstream end of the Murrumbidgee, which are major environmental features in the valley. In 
addition to the weir offtakes that divert water into the major irrigation areas, approximately 700 individual water 
users pump directly from the river. 
According to [7], in the water year between 1 July 2012 and 30 June 2013, which was a year of high water 
availability, approximately 2,400,000,000 m3 was diverted for irrigation or controlled environmental use. Of the 
water diverted for irrigation approximately 70% is typically diverted into the major irrigation area offtakes, with the 
remaining 30% pumped by individual water users from the river.  
The total travel time from the headwater dams to Balranald is approximately one month, and the longest travel 
time between two regulators (from Gogeldrie to Hay) is approximately eight days. 
2.2. Operational goals 
Overall, the operational goal is to supply the ordered water to the users, while keeping the river in a lean state 
where the surplus flows at the systems ends are minimal. A lean state is desirable, particularly during hot and dry 
late spring and summer months, because it diminishes losses due to evapotranspiration, and it leaves room for 
accommodating natural inflows, which again reduces the risk of uncontrolled flows being released through the spill 
weirs. Minimizing these losses increases the overall resource stored in the dams and weirs, which is then available to 
be shared between irrigators and the environment. 
The supply reliability and the lean state are competing objectives. Supplying the water orders is easier to achieve 
if levels and flows are always kept high, but this strategy is likely to discharge large amounts of excess water at the 
system ends (i.e. the confluence with the Murray River); conversely, keeping the river flows low will minimize the 
risk of surplus outflows, but it increases the risk of deficits in the volumes supplied to irrigators. 
3. MPC for Murrumbidgee River 
The current optimization procedure in the CARM system uses a combination of demand lagging and an optimizer, 
which tests candidate release hydrographs by running these through a MIKE 11 model of the system [6]. The 
optimization takes several hours on a 16-core server. In the following, we present an alternative optimization 
procedure, which is computationally lightweight and provides optimized release hydrographs with a high time 
resolution. 
3.1. Surrogate model 
The optimizer of the MPC uses an internal model, which describes the system dynamics [8]. In the optimization 
context, a full hydraulic model gives a highly detailed description of the river system, at the expense of high 
computational cost. Instead, a simpler model, which just reproduces the characteristics needed for control, is set up. 
In this work, we infer “the characteristics” from the full hydraulic model, and as such, the internal model becomes a 
surrogate model of the more detailed model. In the following, we refer to the internal model as “the surrogate model” 
and to the detailed hydraulic model as “the high-fidelity model”, or in short “the hi-fi model”. 
For the surrogate model, we develop a generalized version of the integrator-delay model. Rather than modelling 
the travel time and the storage encapsulated in one entity (as done by e.g. [2]), we have split the characteristic model 
elements into “integrators” (the storage in the weir pools) and “delays” (the travel time along a reach). This gives a 
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high degree of flexibility when configuring a river network, because a reach need not end up in a reservoir as in the 
original integrator-delay model, but can discharge into another reach. 
Furthermore, the reach model has been extended to account for both point in/outflows and in/outflows distributed 
along the reach. This is a prerequisite for modelling the Murrumbidgee River, which has numerous tributaries and 
inflows from catchment runoff, as well as many minor water users extracting directly from the river. Also, the 
inflow to a reservoir is not limited to the discharge from one upstream reach, several river branches may end up in 
the same reservoir in the generalized integrator-delay model. 
The reservoir model is a volume balance, which expresses the change in volume as a function of (uncontrolled) 
boundary in/outflows and (controlled) gate releases. In the optimization model, the gate releases at all time steps in 
the control horizon will enter as optimization variables. The reach model is a time delay model, which shifts the 
flow in time as it travels downstream. This model does not account for any change in the shape of the hydrograph 
due to dissipation. 
The break-down into surrogate model elements for Murrumbidgee River is sketched in Fig. 1. 
 
 
Fig. 1. Sketch of how “integrator” and “delay” elements have been defined for Murrumbidgee River. Triangle: Reservoir (integrator); solid line: 
reach (delay); white arrow: controllable gate; grey arrow: major offtake. In total, the system consists of 7 reservoirs and 27 reaches. For the sake 
of brevity, seven tributaries entering on the stretch from Gobarralong to Berembed are not shown. The numerous in/outflows, which are 
distributed all along the river, are not shown either. 
3.2. Optimization model 
We formulate the optimization model as a quadratic program, where the optimization variables are the gate 
releases (one optimization variable per gate per time step). Quadratic programs are characterized by having a 
quadratic objective function subject to linear constraints [9]. In the following we will elaborate first on the 
constraints, then on the objective function. 
When setting up an optimization model for a river network, the constraints stem from physical restrictions (e.g. 
regulator releases cannot be negative, a reservoir cannot hold a negative volume) and operational goals (e.g. keep 
the flow at this location below or above a specified threshold, keep the volume in this reservoir below a safety limit). 
As the system evolves over time, the constraints must still be fulfilled; in other words, the constraints must be 
fulfilled for all time steps in the control horizon, so if for instance a reach has a lower limit on the flow, this is 
formulated as one constraint inequality per time step. 
Now the benefits of a linear surrogate model shows: due to the linearity, all states at all time steps can be 
expressed explicitly as a function of the initial state, the boundary in/outflows and the releases; thereby it is easy to 
formulate the constraints as linear inequalities. 
84   Anne Katrine Vinther Falk et al. /  Procedia Engineering  154 ( 2016 )  80 – 87 
The objective function contains three overall terms: 1) a measure of the deviation from the desired system state, 2) 
a measure of the control activity, and 3) a measure of constraints that have been violated. These measures are 
aggregated both in time (at each location) and in space (system wide). Measure 1) aggregates the squared deviations 
from target values defined for the system states (or linear combinations of the system states). Due to the linear 
system model, this will be a quadratic function of the releases. Measure 2) aggregates squares of the releases; this is 
obviously a quadratic function of the releases. Measure 3) aggregates squares of the slack variables that are 
introduced to model the violation of constraints. 
The aggregation is weighted in space, but not in time, meaning that each quantity that contributes to a measure 
has an assigned weight. This weight determines its relative importance in the total objective function, but the weight 
is not time dependent. 
3.3. Interaction with the hi-fi model 
MPC with a receding horizon works by optimizing the release over a finite control horizon [8]. In a real-world 
system, the first time steps of the optimized release time series are sent as set-points to the regulators. It is likely that 
the releases will not result in exactly the system state that the surrogate model predicted. One reason for this is that 
the surrogate model is an approximation of the dynamics; another reason is that the predicted boundary conditions 
are uncertain. The receding horizon principle copes with this by only implementing the first time steps of the 
optimized releases, and then re-calculating the optimization based on updated information about the boundaries and 
the initial state. 
For test purposes, the real-world response is replaced by the response from a hi-fi model. Each time an 
optimization ends, the first time steps of the optimized release time series are enforced at the hi-fi model’s regulators. 
At the time where the next optimization window is to start, hi-fi results for levels in weir pools and flows at 
(surrogate model) reach-inflow locations are extracted and used to initialize the surrogate model. Thus, in the test, 
the hi-fi results act as real-world measurements of the system state. In an operational implementation, the hi-fi 
model is run in real-time with actual releases and measured or model-updated boundaries, and is updated with on-
line measurements from the river system. 
4. Test run 
4.1. Test conditions 
The MPC for Murrumbidgee is run for a three-month period covering September to November 2006. September 
is considered as a warm-up period, and all initial effects are expected to be washed out after a month (which is the 
longest travel time in the system). During the test, the MPC interacts with a hi-fi model as described in sec. 3.3. The 
hi-fi model is a calibrated MIKE 11 model of Murrumbidgee River (see [6]). 
The test is run under the assumption of perfect knowledge of the future: we use measured tributary inflows, and 
measured rainfall drives the runoff from ungauged catchments. Also, the historical records of water orders, and loss 
estimates based on measured data are used. The extraction records for the hundreds of individual water users have 
been accumulated to single time series covering stretches of 10 to 100 kilometers. This applies both to the hi-fi 
model and the MPC. The only trait of a real-world setup, which has been retained, is the forward moving control 
horizon.  
The control horizon is 14 days, which covers the travel time between regulators. The time step of the model is 3 
hours, and the optimization is re-run every 24 hours. 
4.2. Surrogate model setup 
In total, the surrogate model has one hundred inflows and extractions along the reaches, and seven extractions 
from weir pools, all of which are time-varying. The extractions are included as boundaries, as it is a presumption 
that the orders will be delivered without deficits. The implication is that the resulting MPC setup does not include 
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the decision of cutting orders if the supply is scarce. However, if a weir pool is not able to supply, this will be 
detected by the hi-fi model and recorded as a shortfall. 
The parameters of the model are the travel times (delays) of the reaches. The delay times are calibrated from hi-fi 
model results on the same period as the test run (September to November 2006). Furthermore, level-volume curves 
for the weir pools have to be specified. 
4.3. Optimization model setup 
The optimization model setup comprises information about targets, constraints and weights. All weir pool levels, 
except Yanco have constant target levels during the entire test period, with the targets kept constant both within the 
optimization window, and from one optimization window to the next. Yanco is the exception, because the flow 
diverted into Yanco creek can only be adjusted by varying the Yanco weir pool level. Thus, it is more important to 
stick exactly with the target level at Yanco, than at other locations. This is reflected by a higher weight in the 
objective function. Soft constraints (constraints that may be violated) are specified for the weir pool maximum 
levels, hard constraints are specified for the minimum levels (these cannot be violated). As the system model uses 
volume as state variable (and not level), the specified levels for targets and constraints are converted to volumes via 
the level-volume curve for each pool before each optimization run. 
For all reaches, a minimum outflow of 0.2 m3/s has been defined as a constraint. The constraint is defined as soft, 
because the initial conditions of a reach might end up in an accumulated outflow, which is below the bound – and if 
the constraint is hard, the optimization model has no feasible solutions. There is an end-of-system flow requirement 
downstream of Balranald weir of 2 m3/s. 
4.4. Results 
Results from two locations are shown, one at the first major offtake location (Bundidgerry pool with 
Murrumbidgee Irrigation offtake in Fig. 2), and one far downstream (Redbank pool and Balranald end-of-system 
flow in Fig. 3). The results are appended from the first day of each control horizon. The first month (September) is 
the warm-up period. For the water levels (left panels in the figures), both surrogate and hi-fi model results are shown 
together with the target levels. For the flows (right panels), the hi-fi result and the demand are shown. 
At Redbank there is a close resemblance of the surrogate water level to the hi-fi water level, with only a slight 
overshoot in the beginning of the warm-up period, when the level adjusts to the target. The hi-fi end-of-system flow 
is close to the demand, showing that no excess water is discharged at the system end. 
At Bundidgerry there are larger discrepancies between the surrogate and hi-fi water levels, and also larger 
deviations from the target level. Nevertheless, the right panel of Fig. 2 shows that the demand from Murrumbidgee 
Irrigation is fulfilled most of the time (deficits occur when the hi-fi flow is below the demand). 
 
 
Fig. 2. Left: Water level in Bundidgerry pool; right: flow through Murrumbidgee Irrgation’s offtake structure. 
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Fig. 3. Left: Water level in Redbank pool; right: flow at the end of the system. 
4.5. Computation time 
The quadratic program for one control horizon (14 days with 3-hour time step) has 6496 optimization variables, 
of which 1120 are gate releases and 5376 are slack variables related to soft constraints. In total, there are 14112 
boxed constraints (constraints with both upper and lower bound). The quadratic program is generated by a dedicated 
software tool, which takes surrogate model parameters and optimization model parameters as input. It is solved by 
the MOSEK solver [10]. 
The tests were run on a laptop with an i7-M4810MQ CPU. The total time consumption to solve the quadratic 
program is on average 60 seconds, which includes both generating the quadratic program and solving it. The hi-fi 
simulation, which implements the optimized releases, uses approximately 150 seconds to run the full 14-day period. 
5. Discussion 
The test conditions are favorable for several reasons. 1) The surrogate model is calibrated on the same period, 
which is used for test; this means that variations in reach delay time due to seasonal variations have been eliminated. 
2) The boundaries are historical series, and do not change in the overlapping part of two control horizons; the only 
change in boundary information is due to looking one day further ahead. 3) When the hi-fi model is taken one day 
ahead, it uses the same boundaries as the surrogate model; thereby it is implicitly assumed that there is no difference 
between the boundaries used for optimization and the realized boundaries.  
This test is the first step towards a real-time implementation. It shows that the linear surrogate model retains the 
characteristics of the hydrodynamics (as modelled by the hi-fi model), even when the travel time between regulators 
is of the order of days. Despite this, the delay model’s estimate of the arrival time is sufficiently accurate for the 
optimization to calculate release hydrographs, which avoid deficits and maintains the end-of-system demand. The 
surrogate model needs only give a good resemblance of the hi-fi model within the control horizon, because it gets 
initial conditions from the hi-fi model before each new optimization, which thereby keeps the surrogate model on 
track. 
We propose a coexistence of the surrogate and the hi-fi models, also in a real-time implementation. As hi-fi 
results are available throughout the system, the correction of initial conditions for the surrogate model is not limited 
to measurement locations. Furthermore, the parameters of the surrogate model can be recalibrated regularly, based 
on the most recent hi-fi results.  
The major benefit of basing the optimization on a linear model is that it is possible to solve very large system-
wide optimization models with thousands of optimization variables in real time. 
6. Conclusion 
In this study, MPC has been set up for a 1300-kilometer long river with 10 controllable gates. We have shown 
that the proposed MPC setup succeeds in calculating a control, which delivers the demanded water with almost no 
shortfalls, and which keeps the end-of-system flow at the desired target. 
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For the system dynamics, a generalized version of the integrator-delay model has been developed. The delay 
model is a rough approximation, but the benefit is a computationally fast optimization model, which can handle gate 
releases in each individual time step as optimization variables throughout the control horizon. 
The short computation time (60 seconds for a 14-day control horizon) makes it computationally feasible to run 
MPC with receding horizon in test runs that cover months or even years, and to run a large number of tests. This 
feature is of practical importance, because it enables the possibility of thorough testing and tuning of the controller 
before eventually employing it in a production system. 
The successful outcome of this experiment encourages further investigations, starting with the introduction of 
historical forecasts instead of historical measurements. 
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