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i
Abstract
In this thesis, we study the fluid-structure interaction problem of a submerged
rigid plate undergoing harmonic oscillations in a still, Newtonian, viscous fluid. We
conduct a comprehensive qualitative and quantitative analysis of the problem for
a broad range of values of the parameters of oscillation, including frequency and
amplitude, to study the fluid-structure interaction mechanisms responsible for the
hydrodynamic forces acting on the plate. The primary objective of this study is to
understand the effect of the parameters of oscillation on the resulting flow pattern
and analyze their relation with the hydrodynamic forces. More specifically, we classify
the flow patterns into different regimes and characterize their unique features. Such
classification is based on qualitative properties of the flow. An extensive experimental
study of the forces acting on the plate for each particular regime is performed to
establish quantitative properties of each flow regime as well. Specifically, this study
employs two experimental techniques, namely Particle Image Velocimetry (PIV) and
direct force measurement load cell, to estimate the hydrodynamic forces.
These measurements help elucidate the effect of qualitative dynamical aspects,
such as presence of vortices, on the nature of the hydrodynamic loading. Further, a
comparison of experimental results against predicted values from numerical and semi-
analytical models is reported to demonstrate the validity of our approach and, simul-
taneously, experimentally validate numerical approaches discussed in the literature.
Fundamental findings from this work have direct relevance to various engineering ap-
plications, specifically in the field of energy harvesting devices, biomimetic robotic
propulsion system and micro-mechanical oscillation-based sensors and actuators.
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In this work, we study the fluid-structure interaction (FSI) problem of an oscillating
thin plate placed in a quiescent, Newtonian viscous fluid. The primary objective of
this study is to understand the flow physics of this problem, with particular interest
in the flow pattern characteristics as the frequency and amplitude of oscillation vary.
We focus on qualitative classification of the flow patterns into different dynamical
regimes and study the effect of the governing flow parameters on the hydrodynamic
force exerted by the fluid on the plate. The study covers a broad range of frequen-
cies and amplitudes to highlight the existence of different dynamical regimes and
corresponding behaviors of the hydrodynamic forces.
Most of the experimental research in this field focuses on the reconstruction of the
pressure field and successive extraction of hydrodynamic forces with either direct or
indirect measurements. While these studies provide the basic detail of the FSI prob-
lem in terms of pressure field and hydrodynamic force the flow dynamics governing
these quantities are not usually discussed in detail, leaving a knowledge gap in the
literature. Specifically, for a relatively extended range of the oscillation frequency
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and amplitude, hydrodynamic forces are well mapped, but the detailed study of the
flow dynamical characteristics has not received the same attention and its effect on
the force is not fully understood. Motivated by this observation, in this work we in-
vestigate the qualitative and quantitative aspect of the flow physics and their effects
on the hydrodynamic force as the parameters of oscillation change.
To investigate this problem, we set up an experimental test-bed comprising a thin
steel plate submerged deep under the water surface in a water tank far from the
walls. We seed the water with reflective micro particles and illuminate the field with
continuous laser light. We use a high-speed camera to capture the flow field images
during the plate oscillation. The captured images are processed with image analysis
software to enhance the visual representation of the characteristics of the flow field
from tracking of the particle trajectories during the oscillation. Particle Image Ve-
locimetry (PIV) techniques are used to extract the velocity field around the oscillating
plate. The velocity field is then processed off-line to extract the hydrodynamic force.
A direct force measurement technique based on a load cell is used to measure the
overall force exerted on the plate and to validate the result obtained from PIV. A
comparison between the force measured experimentally and its theoretical estimation
through semi-analytical expressions is carried out to validate our approach.
1.2 Literature Review
Fluid-structure interaction problems have recently attracted significant research inter-
est due to their broad field of application. The scope of application spans from atomic
force microscopy [1–4], fluid energy harvesters [5–7], micro-mechanical oscillation
based sensors and actuators [8–10], piezoelectric fanning [11–13], to biomimetic
robotic propulsion [14–17]. Below, we review some of the relevant terminology and
research activity to clarify the unique contribution of this study.
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Vortex Dynamics: The fluid flow pattern behind a structure, either due to its os-
cillation or due to the velocity of flowing fluid, has a significant impact on the dynamic
characteristics of the structure. When a cylinder is placed in a steadily flowing fluid
two type of forces, lift force and drag force, act on the structure [18]. While the mag-
nitude of these forces depends upon the velocity of the fluid and other characteristics
of the fluid field, the flow patterns give us a basic picture of the qualitative behavior of
the forces. These flow patterns depend upon two parameters, the Keulegan-Carpenter
KC number, expressed by KC = 2πA/d, where A is the amplitude of the relative
motion and d is the diameter of the cylinder, and the frequency parameter, β which
is related to the oscillatory Reynolds number [19, 20]. To understand the physics of
the flow patterns, Gerrard [21] conducted visualization experiments on a cylindrical
structure in 1966. He presented a physical description of the mechanics of vortex
formation, specifically where the inception of vortex formation starts with the forma-
tion of a vortex sheet which is caused by mutual interaction between two separating
shear layers. This vortex sheet grows until it is strong enough to draw the opposing
shear layer near the wake. Successively, the opposing vortex wake cuts the supply
of the drawing vortex resulting in shedding of the vortex. Building on this work,
Williamson [22] studied the relationship between the motion of the vortices and the
forces exerted on a cylinder for a very high oscillation amplitude. He observed the
dynamics of the vortices and noted the occurrence of several vortex shedding patterns
for different ranges of KC number. Similarly, Williamson and Roshko [23] studied
the flow patterns for a slightly different case, where an oscillating cylindrical struc-
ture is placed in a stream. In this paper they demonstrated the existence of different
flow patterns and characterized them in terms of the number of vortices shed. They
mapped these patterns with respect to the wavelength to diameter ratio versus ampli-
tude to diameter ratio. Moreover, based on the observed patterns, they explained the
lock-in phenomenon, which is a large amplitude resonant response of the structure,
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described in [18]. These studies were performed for a cylindrical structure in a flowing
fluid. For an oscillating structure in a still fluid, Tatsuno and Bearman in [24] con-
ducted a comprehensive visualization study of different flow patterns. The range for
the parameters of oscillation for this work were KC ∈ [1.6, 15] and β ∈ [5, 160] . They
were able to classify different types of flow patterns into eight different regimes. While
these studies significantly advanced our understanding of unsteady phenomenon in
FSI of cylindrical structures, similar treatment for plate-like, sharp-edged structure
seems to be lacking, to the best of the author’s knowledge. This thesis plans to fill
the knowledge gap by providing a description of these phenomenon.
Hydrodynamic forces in FSI problems for slender structures: In the pres-
ence of surrounding fluid, fluid structure coupling modifies the dynamic character-
istic of the “in-vacuo” problem, giving rise to hydrodynamic forces which act on
the oscillating structure, thus significantly effecting the dynamic response. As a re-
sult, analytical structural mechanics alone is inadequate in addressing the problem,
and a separate field has been developed to deal with this kind of problems, that is,
fluid-structure interaction (FSI). FSI deals with the multi-physics coupling between
structural mechanics and fluid mechanics. The typical treatment of the particular
problem of slender structures oscillating in viscous fluid is addressed by considering
two effects: the inertial effect, due to the apparent mass of the fluid denoted as added
mass effect, and the hydrodynamic damping effect, see [12, 25, 26]. These two compo-
nents act respectively in-phase and out-of-phase with the acceleration of the structure
against its motion. Specifically, the added mass effect increases the apparent mass
of the structure, lowering the resonance frequencies. Hydrodynamic damping effects
increase the damping of oscillation compared to in-vacuo vibration [27].
For a rigid slender cylindrical body oscillating along a transverse axis in a viscous
fluid, two nondimensional parameters control the dynamics of the system. These
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nondimensional parameters are the nondimensional frequency parameter β, which is
in linear proportion to the angular frequency of oscillation, and Keulegan-Carpenter
(KC) number, the ratio of vibration amplitude multiplied by 2π to the cross-section
diameter of the body. For an infinitesimal amplitude, KC → 0 and the problem re-
duces to an unsteady Stokes flow governed by β only. This problem has been solved
for a circular cylinder in the seminal work by Stokes, see [28]. More recently, several
researchers have presented different theoretical and analytical approaches to estimate
the hydrodynamic force exerted on an oscillating plate for infinitely small vibrations.
Kanwal [29] in 1955 solved the problem analytically with the use of Mathieu func-
tions. However, his solution is particularly difficult to use in practice, see [1]. To
make this problem more manageable, Tuck [30] conducted a semianalytical and nu-
merical analysis for small amplitude oscillations of a sharp-edged thin cross section.
In his study, the problem is linearized by assuming infinitesimal amplitude of oscil-
lation and neglecting the convective term of the Navier-Stokes equation, resulting
in a two-dimensional (2D) unsteady Stokes flow. He used an original boundary ele-
ment formulation to address the problem and first proposed the notion of a complex
valued hydrodynamic function, an expression of the force in the frequency domain,
describing the hydrodynamic force. In this particular case, the hydrodynamic func-
tion is dependent only on the frequency parameter β as KC → 0. The hydrodynamic





where ρ is the fluid density, b is the cross section of the structure F̂ and Â are the
phasor representation of the hydrodynamic force and displacement, respectively.Here




, with i =
√
−1. Γ(β) is the non-
dimensional complex hydrodynamic function, whose real part represents the added
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mass effect and imaginary part represents the hydrodynamic fluid damping.
This expression becomes less accurate as the amplitude of oscillation become finite
and KC>0. In this case, the convection term in the Navier-Stokes equation becomes
prominent, thus adding nonlinearity to the problem. To address this shortcoming,
several researchers studied the problem experimentally and used semi-empirical pre-
dictions like the Morison formula [31–33] to estimate forces on an oscillating structure.
The Morison formula consists of two parts which address the added mass effect and











where U(t) is the oscillation velocity, Cm and Cd are the “added mass” and “hydro-
dynamic damping” coefficients which are often determined experimentally, b is the
width of the beam and ρ is the density of the fluid. The coefficients Cm and Cd are,
in turn function of KC and shows mild dependence on β.
When the elasticity of the plate is taken into consideration the flow becomes
three-dimensional (3D) and the problem becomes more complex, as consideration
of the flexural properties of the structure is now necessary. To address this issue,
Sader [1] in 1998 used a computationally advantageous framework assuming specific
kinematics of structural deformation, thus simplifying the 3D problem into the more
tractable 2D problem. In his framework, the underlying assumption used are: (i) the
hydrodynamics is dependent only on the local cross section deflection, and (ii) 3D
effects due to the variation of flow along the plate axis are assumed negligible. This
framework employed the notion of linear hydrodynamic function developed in [30]
and is accurate for very small amplitude vibration, where KC number is negligible.
While this regime of motion is accurate for AFM cantilever applications for which [1]
was developed, later studies found that the linear expression from Sader [1] and
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Tuck [30] is inadequate to estimate the hydrodynamic forces as the amplitude and
frequency of the oscillation increase, typically in macro-scale systems [12, 25, 26].
Researchers observed that as the amplitude and frequency of the oscillation increase,
viscous damping becomes less important, while vortex shedding and advection-driven
phenomena become more prominent. The problem becomes nonlinear and, neglecting
the advective term of Navier-Stokes equations produces significant discrepancies and
important underestimation of the hydrodynamic loads.
Considering the inability of the unsteady Stokes flow formulation to predict the
hydrodynamic function, [25, 26] presented an extension of the hydrodynamic func-
tion theory where, instead of the traditional Γ, a new hydrodynamic function Θ is
introduced. The new hydrodynamic function is enriched with a nonlinear correction
term ∆ which accounts for nonlinearities related to the flow at higher oscillation am-
plitude. The correction term is based on a nondimensional amplitude parameter ε
which vanishes as the oscillation amplitude become small. The nondimensional am-
plitude parameter ε is similar to Keulegan-Carpenter number KC. As ε → 0, the
expression for the hydrodynamic function in [25, 26] reduces to one of Sader [1]. In-
terestingly, the correction does not affect the real part of the hydrodynamic function
but plays a significant role on the imaginary part of the hydrodynamic function. This
finding suggests that damping effects due to vortex shedding and convection become
dominant as the oscillation amplitude increases.
Several studies have contributed to the basic theory of the nonlinear hydrody-
namic function to address different oscillation problems. It is worth mentioning here
the contribution of works such as [34–41] to the theory of the hydrodynamic function
for problems spanning from a structure undergoing torsional oscillations to presence
of walls near the structure. Since [25] deals with infinitely thin plate oscillating at
comparably larger amplitude, the work of [42] introduces a methodology to incorpo-
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rate finite aspect ratios of the plate. The work of [43] studies the three dimensional
effects on the estimation of the hydrodynamic function, demonstrating that a 2D
approach is accurate for sufficiently slender structures. In [44], suppression of vortex
formation has been demonstrated by introducing flanges on the side of the plate.
The work [45] extends the approach of [25] expanding its scope to intermediate and
higher amplitude oscillation by providing a modified semi-analytical expression for
the hydrodynamic forces. However, experimental verification for the large oscilla-
tion formulas seems to be lacking at the time. In this thesis, we will provide some
experimental data in the large amplitude range to enable such verification.
Experimental Flow Diagnostics Methods: With the advent of high-speed and
high-resolution cameras and advances in image acquisition systems, Particle Im-
age Velocimetry (PIV) has become a major tool in the experimental study flow
physics [46, 47]. PIV is a nonintrusive, reliable and versatile laser optical measure-
ment technique which is used to measure distributed velocity field of a fluid flow. PIV
uses tracer particles which get homogeneously dispersed in the fluid medium, do not
influence the fluid flow, accurately follow the fluid motion and are visible when illu-
minated under laser focused light. These illuminated particles are captured using a
high-speed camera in a digital image format. These captured images are then “strad-
dled” in a process in which images acquired in two exposures on separate frames are
placed together chronologically to correlate their differences. The straddled image
is then divided into several small interrogation areas, having a sufficient number of
tracer particles. Each interrogation area is analyzed using cross correlation methods
to extract the displacements of the tracer particles, which are then used to represent
the flow velocity field. While calculating the mean displacement, various statistical
tools like mean, median, Gaussian peak fits are used to check the accuracy and to
validate the value. Among the vast literature on the subject, a few studies have
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tackled the problem of reconstructing the hydrodynamic loading on submerged struc-
tures. A detailed work [48] has presented a comprehensive use of PIV to reconstruct
pressure distribution using the velocity field. Moreover, [49] demonstrated the use
of PIV to extract the force acting on an oscillating plate in fluid directly from ve-
locity field, without reconstructing the pressure field. Recently, with direct relevance
to the problem studied in this thesis, Jalalisendi [50] used PIV to verify the semi-
analytical expressions by reconstructing the pressure distribution around the plate
following [48], then extracting the hydrodynamic loading. However, the method he
followed has its own complications as numerical integration of the pressure gradient
for pressure reconstruction, which is the integral part of this method, is needed and
it is very sensitive to noise accumulated during integrating. Alternatively, Poisson
methods [48] require prior information on the boundary conditions and have the pos-
sibility of amplification of uncertainties due to the need of computing second order
derivatives of the velocity field. So instead of following these method, a convenient
momentum equation in integral form can be used, in which all these complications
are replaced by a convenient and robust integration of the velocity field.
1.3 Scope of the work
In this thesis, we investigate the behavior of fluid forces in relation to the different
observable regimes of flow pattern as the frequency parameter β and the amplitude
parameter ε vary. We perform both qualitative and quantitative studies of the flow
pattern and behavior of hydrodynamic function for a broad spectrum of β and ε. The
experimental setup and range of ε and β for this study are selected in such a way
that it includes the range covered by [1, 12, 25, 45]. By doing so, we can validate our
experimental measurement with existing numerical results. Also, the study of flow
patterns in the range covered elucidates qualitative and quantitative characteristics of
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different flow patterns, and their effect on the hydrodynamic force as the experimental
condition become more and more nonlinear.
In this work, we used PIV to investigate the flow patterns as β and ε change by
capturing the flow field dynamics using a high-speed camera. We characterize each
of the different flow patterns and classify them into different regimes. Furthermore,
we use PIV to extract the hydrodynamic force exerted on the oscillating plate using
the velocity field data. We then investigate the behavior of the hydrodynamic force
for each of the regimes classified.
To clarify the contribution of this work, we observe that to the best of our knowl-
edge no studies have been performed to understand flow patterns and their relation to
the hydrodynamic forces acting on oscillating sharp-edged structures. On the other
hand, this work shares similarities with some studies on characterization of flow pat-
terns using visualization techniques for fixed slender cylindrical structures in a moving
fluid [24, 51]. Further, this work presents a comprehensive experimental study of the
hydrodynamic force covering a wide range of β and ε with multiple experimental and
numerical validations. It is expected that results from this work will shed light on
the physics behind the behavior of the hydrodynamic function as β and ε vary, and
test the accuracy of published numerical predictions of the hydrodynamic function.
The thesis is organized as follows. In Chapter 2, we discuss the problem statement
and the hydrodynamic function formulation. In Chapter 3, we detail the experimen-
tal setup and methodology. In Chapter 4, we discuss the main result of this work and
compare it with existing literature. Conclusions are summarized in chapter 5. We dis-
cuss the domain independence for the experiment and a collection of the experimental





We consider a thin rectangular rigid plate of length l, width b, and thickness h sub-
merged deep in a quiescent Newtonian and incompressible fluid. We consider the
length, thickness, and width of the plate along the x, y and z direction respectively,
see Fig. 2.1. The width of the plate is much larger than its thickness, that is, b  h,
and the plate length is much larger than its width, that is, l  b. These facts allow
us to consider the two-dimensional flow around the cross section [52] and to largely
neglect shear acting on the lateral side of the plate, in the y direction [42].
To study the flow physics in the vicinity of the plate, we prescribe a harmonic
oscillation applied to one of its end sin a quiescent Newtonian and incompressible
fluid. Thus, the plate oscillates along the z-direction with motion described by the
harmonic function
δ = A sin(ωt) (2.1)
where δ is the rigid motion of the plate, A is the amplitude of oscillation, ω is the
radian frequency of oscillation, and t is the time variable, see Fig. 2.1. In the absence












Figure 2.1: Schematic and nomenclature of submerged plate oscillation problem with
(a) isometric view and (b) front view.
two-dimensional Navier-Stokes equation [53]:




= −∇p(y, z, t) + µ∇2u(y, z, t) (2.2b)
where u(y, z, t) is the velocity field, ρ is the fluid density, ∇ · (•) is the divergence
operator, D(•)/Dt denotes the material derivative, p(y, z, t) is the fluid pressure, µ is
the dynamic viscosity of the fluid, and ∇2(•) denotes the Laplacian operator. The
boundary conditions for the velocity field is that the velocity field u(y, z, t) is zero at
infinity and is equal to the plate velocity on the fluid-solid boundary, that is, no-slip
boundary conditions. The pressure at infinity is set to zero.
2.2 Force estimation through PIV
In this work, we use the momentum equation in a particularly convenient integral form
as the fundamental equation for the evaluation of flow forces. Specifically, we use the
so-called “Flux equation formulation” developed in [49] to evaluate the flow quantities
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from PIV data. The advantage of using this formulation over the one proposed in [50]
is that it eliminates the inconvenience of having to evaluate pressure gradients over the
region of interest, thus resulting in a procedure that is more robust from a numerical
prospective. In addition, this formulation employs exclusively integrals along contours


















u2I − uu− 1
N− 1
















[x · (∇ · T ) I − x (∇ · T )] + T .
Here, F is the force per unit length vector acting on the plate, N is the dimension
of the space, which for our case is 2, C(f) and Cb(f) represent the outer and inner
boundary of the control area respectively, n̂ is the unit normal to the boundary, see
Fig. 2.2, u is the flow velocity, ub is the body wall velocity, Ω is the vorticity of the
velocity field, I is the unit tensor, and T is the viscous stress tensor, which for an






where µ is the dynamic viscosity of fluid and superscript T is the transpose operator.
In Eq. (2.3), the first integral term represents the force on the outer boundary of
control area. The second integral term describes the force at body surface. The third
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For rigid body motion Sb is the plate cross-sectional area and ub is its velocity.
Since in our problem we assume no-slip boundary condition in the vicinity of the
plate, that is u = ub, the second term of Eq. (2.3) becomes zero.
A dimensional analysis of Eq. (2.3) is conducted to identify the nondimensional
variables governing the problem and investigate their effect on the hydrodynamic
force. We take the width of the plate b as the characteristic length, the radian fre-
quency times the oscillation amplitude ωA as the characteristic velocity, and the time
period of oscillation T = 2π/ω as the characteristic time. This choice is consistent
with the literature on the subject, see [25]. The nondimensional variables, indicated









The differential operators are:












Using these variables, the nondimensional form of the Eq. (2.3) can be written as
F (t) = ρAω2b2
(∮
C(f)




where k̂ is the unit vector in the z-direction and we have substituted ub = ωA. The
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N− 1






































Similar to previous works [25, 26], we identify the nondimensional parameters for our
problem in Eq. (2.7) as the nondimensional frequency parameter β and nondimen-








The nondimensional term β is the frequency parameter (similar to an oscillatory
Reynolds number) usually important for oscillatory flow [54] and ε is the amplitude
parameter, similar to the Keulegan-Carpenter number. The relation between β and
Reynolds number, R is given by R = 2πβε and relation between ε and Keulegan
Carpenter number KC is given by KC = 2πε. Note that, in Eq. (2.7), the am-
plitude parameter ε weights every nonlinear term, which supports the fact that as
ε→ 0 the problem becomes linear and solely dependent on frequency parameter β as
demonstrated also in [16, 25].
2.3 Hydrodynamic function formalism
Once the hydrodynamic forces acting on the plate are determined, a hydrodynamic




Figure 2.2: Control volume analysis.
state we assume that the total hydrodynamic force acting on the structure can be




ρω2b2(εb) [C0 + C1 cos(ωt) + S1 sin(ωt), ] (2.9)
where Fz(t) is the z-component of the force which is F (t) in Eq. (2.3), C1 and S1 are
the Fourier coefficients identified through curve fitting and represent the imaginary
and real part of complex hydrodynamic function Θ(β, ε), respectively. Note that
the mean value of the force time history C0 ≈ 0 for all the experiments performed
in the parameter range. Here, the unit of hydrodynamic force is N/m. To extract
the hydrodynamic function from Eq. (2.9) we follow the approach described in [25].







where F̂z(ω) and Â is phasor representation of the hydrodynamic force and amplitude,
respectively, and Θ(β, ε) is the hydrodynamic function, which depends on the two
nondimensional governing parameters β and ε. By comparing Eq. (2.9) and (2.10),
the hydrodynamic function Θ(β, ε) is given by Re [Θ] = C1 and Im [Θ] = S1 for any
β, ε value.
Digression on the hydrodynamic function: In [26], the hydrodynamic function
Θ(β, ε) replaces the linear hydrodynamic function Γ(β) from [1, 30], see Eq. (1.1),
where the assumption ε → 0 is considered. The function Θ(β, ε) here takes into
account the finite oscillation amplitude through the correction term ∆(β, ε) such that
Θ(β, ε) = Γ(β) + ∆(β, ε). (2.11)
For the range β = [20, 2000] and ε = [0.001, 0.3] with β<2.6ε−1.6, [25] found that
Eq. (2.12) accurately estimates the value of hydrodynamic forces by letting
Θ(β, ε) = 1.02 + 2.45β−1/2 − i(2.49β−1/2 + 0.879β3/4ε2). (2.12)
While this semianalytical expression holds true for the provided range, as we proceed
to higher ε, unmodeled non-linearities arising from formation of large vortices inter-
acting with the plate and the surrounding flow field become important and Eq. (2.12)
loses accuracy. The work [45] partially obviates to this loss of accuracy at larger
ε by providing a hydrodynamic function calculated on a range β = [200, 2000] and
ε = [0.04, 0.7]. Correspondingly, the hydrodynamic function suggested therein is given
by
Θ(β, ε) = 1.02 + 2.45β−1/2 − i(2.49β−1/2 + 0.821β0.305ε1.150). (2.13)
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Equation (2.13) predicts that the strength of hydrodynamic function is less severe
than the one predicted by extrapolating Eq. (2.12) as β>2.6ε−1.6. Note that, so far,
Eq. (2.13) has not been verified experimentally.
Moreover, we notice, from both expressions for the hydrodynamic function, that
the real part of the hydrodynamic function Re [Θ(β, ε)] depends only on the frequency
parameter β, while the imaginary part Im [Θ(β, ε)] depends on both ε and β. Thus,
it is clear that ε plays a vital role in affecting the hydrodynamic damping, which is
observed to contribute to the phase shift between the displacement and hydrodynamic
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(d)
Figure 2.3: (a) Real part of hydrodynamic function from [25] (b) Imaginary part of
the hydrodynamic function from [25] (c) Real part of hydrodynamic function from [45]





In this section we discuss the devices and processes used to extract the hydrody-
namic forces exerted on the oscillating plate due to the surrounding fluid. A total
of 498 experiments are performed, of which 120 are for force extraction in the range
β ∈ [200, 1200] , ε ∈ [0.001, 0.1] and 378 are for visual study of the flow qualitative
dynamical characteristics in the range β ∈ [20, 1800] , ε ∈ [0.001, 0.1], to identify the
different flow patterns and associated forces in different flow regimes.
In the experiments, we use a stainless steel plate of length 130 mm with an effective
length of 112 mm, thickness t = 0.53 mm and width b = 14.8 mm. The effective
length refers to the portion of the plate that is unencumbered by its attachments and
ancillary systems necessary to supply excitation. These specific dimensions ensure
that the cross-section is thin compared to the width of the plate, with a thickness to
width ratio 0.035. This value is less than 0.2, to minimize the shear stress contribution
from lateral edges of the plate cross-section, see [42]. Furthermore, to minimize the
three-dimensional effects at the midspan of the plate, its width is taken to be less
than one-third of the length of the plate, see [43].
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We use a 150 liter water tank of dimensions 910×460×430 mm3 for the experiment.
The plate is placed in the middle of the tank, 450 mm away from lateral side wall and
220 mm away from front wall, to reduce waves and reflections from the tank side walls.
Moreover, to minimize the effect of surface waves, the plate is placed deep below the
water surface. The setup is similar to the one studied in [25, 50]. We clamp the plate
to a vertical rigid rod in a horizontal configuration see Fig. 3.1. The rod is connected
to a Vibration Research VR520 shaker to provide oscillatory motion. The sinusoidal
motion in the vertical direction is produced by a Rigol DG1022 function generator by
supplying the input voltage which ranges from 0.02 to 2 V peak to peak to the shaker
through a VR 565 power amplifier. The frequency and amplitude for the oscillation
is given by f = (µβ)/(ρb2) and A = εb, respectively, see Eq. (2.8). The experimental
setup is depicted in Fig. 3.1 (a).
To minimize unwanted dynamics due to the elasticity of the plate, we calculated
the fundamental resonance frequency of the plate in the fluid using the method dis-










where ωfluid and ωvac is the resonance frequency of the plate in water and in-vacuo
respectively and ρc is the density of the plate. For simplicity, here we assume that the
natural frequency in air is the same as the natural frequency in-vacuo, thus neglecting
added mass effects due to air. The underwater resonance frequency is found to be
22 Hz, by considering the modulus of elasticity of plate material (steel) to be 200 GPa
and its mass density to be 7900 kgm−3. We note here that Chu’s formula is rigorously
valid in the limit of β →∞, ε→ 0. Thus the calculated underwater natural frequency
is expected to slightly overestimate the natural frequency. Therefore, in the exper-
iments we selected our nondimensional parameter in such a way that the maximum
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working frequency is to be 8.2423 Hz, corresponding to the nondimensional frequency
parameter β = 1800, which is significantly below the resonance frequency in the wa-
ter. All the experiments are performed at lab temperature, (20◦C) and we assume
standard value for mass density and dynamic viscosity of water ρ = 998.3 kgm−3 and
µ = 1.002× 10−3 Pa s, respectively.
To capture the dynamic flow patterns of the fluid in the vicinity of the plate, we
seed the water with silver coated hollow spherical glass particles of diameter 10µm.
Particles are illuminated via an 1.2 mm thick 532 nm green laser-sheet produced by
a Opto-Engine 5 W continuous laser source. This laser sheet is placed at a cross-
section of the plate sufficiently removed from the free and the clamped end. This
arrangement helps to eliminate the end effects from the free end of the plate and
also makes the problem largely two-dimensional. For a particular β and ε value, we
conduct three experiments placing the laser sheet at three different positions: 1.5 mm,
4 mm and 6 mm away from the tip. We perform a basic statistical analysis to obtain
the mean and standard deviation of hydrodynamic forcing from the three experiments
and present it in the results. To capture images of the flow field, we use Phantom
Miro 120 high-speed camera. Moreover, TSI Laser pulse synchronizer Model 610036
is used as a trigger for the acquisition of the image. To extract the flow field around
the plate cross section we use a time-resolved planar PIV system procured from TSI
Inc.
To verify the results obtained from the PIV analysis, we used a Transducer tech-
niques GS0 -100 precision gram load cell by placing it in between the rod and the
shaker, see Fig. 3.1 (b). The sensitivity of load cell is 11.435 mV/kg; nonlinearity,
hysteresis, and repeatability are 0.05 % of rated output, which is, 1 mV/V nominal.
















Figure 3.1: (a) Experimental setup (b) Schematic of experimental setup with load
cell.
the measured signal, see Fig. 3.2, according to
mδ̈ + Fmeasured(t) = F(t), (3.2)
where Fmeasured is the total force measured by load cell, m is the mass of the plate
assembly, δ̈ is the excitation acceleration of the plate which is harmonic and given by
−ω2A, and F(t) is the total hydrodynamic force acting on the plate. Note that F(t)
has the unit Newtons and corresponds to the total force on the plate, differently from
F (t) in Eq. (2.3) which is force per unit length. This procedure is necessary as the
load cell is mounted on a non-inertial reference frame, see Fig. 3.2. This choice is in
turn necessary to operate the load cell above the water level.
3.1 PIV measurements
PIV measurements are carried out using a time-resolved planar PIV system. For this
purpose, we acquire the images at a resolution of 1920× 1200 pixels with 12 bits per








Figure 3.2: Schematic of loadcell side view.
the acquisition frequency in such a way that there are approximately 80 pictures per
oscillation cycle for every experiment. The number of images per cycle is selected to
obtain a sufficiently resolved time history of hydrodynamic forces. We also observed
that very high acquisition frequencies give a very noisy time history of force. The
noisy time history leads to precision error which is due to propagation of uncertainty
of individual velocity data. At the same time very low acquisition frequencies leads to
aliasing effects which lead to truncation error. This error is due to under sampling of
the signal which creates uncertainty in signal reconstruction [56]. To obtain a result
that is independent of the domain size, we set the field of view of the camera in such
a way that its width is greater than 1.5 times the width of plate and its height is
10 times the amplitude of oscillation. See Appendix A for further details on domain
area selection and for the detailed study on domain independence.
To obtain the steady state time history of force, we trigger the image acquisi-
tion after at least 20 cycles of oscillation. Additionally, to ensure that there is no
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interference between two consecutive experiments we wait for at least 20 minutes for
the particles to settle down before starting another experiment. For base excitation,
each particular β value is provided using its corresponding frequency via the function
generator, while ε is calculated by measuring the amplitude of the plate displacement
from the image calibrated digitally. This is done by measuring half of the peak-to-
peak displacement of the plate in the image in terms of pixels and then converting to
physical dimensions through the calibration constant. The ε and β values are then
determined using Eq. (2.8). For every β and ε value, we obtain the force-time history
for at least four cycles of oscillation using the method described in Sec. 2.3. Details
of the PIV algorithm are given below.
The images acquired from the experiments are first straddled, a process in which
images acquired in two exposure on separate frame are placed together chronolog-
ically to correlate their differences. Images are processed and post-processed using
INSIGHT 4G software for PIV calculations. Calibration for the processing is done
by measuring the plate width from the image and setting it to the actual width of
the plate, that is, 14.8 mm. To track the particle motion over the region of interest,
we provide the acquisition frequency to the PIV which then uses a recursive Nyquist
Grid with central difference offset method to extract the velocity field. This approach
utilizes a multi-grid method with 50% overlapping of interrogation area. In particular,
for our cases the interrogation area decreases from 128×128 to 64×64 pixel. For the
correlation engine, we used a FFT correlator technique and for peak engine, we used
a Gaussian peak with the signal to noise ratio of 1.5. To validate the velocity vector
data while processing the velocity field we use a local validation method which checks
the velocity data using a median test method within the neighborhood a grid size of
3× 3 with a tolerance of four pixels. A further local validation with neighboring grid
size of 5 × 5 and similar tolerance is employed during post processing the velocity
data. Furthermore, to achieve 99% valid detection probability we ensure at least 10
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particles are present in the interrogation area, see [57].
3.2 Evaluation of Hydrodynamic function
Within the performed experimental campaign, 120 experiments are conducted for
hydrodynamic function extraction. These experiments are performed for the nondi-
mensional frequency parameter β ranging from 100 to 1200. We use a MATLAB
script based on the Eq. (2.7) to evaluate the hydrodynamic force from the velocity
fields obtained from PIV analysis. This approach of extraction of the force introduced
in [49] and is advantageous over alternative methods adopted in PIV force estima-
tion, such as the pressure reconstruction method [48, 50]. In this method, numerical
integration of the pressure gradient is employed, which can be very sensitive to noise
accumulated during integrating. Alternatively, Poisson methods [48] require prior
information on the boundary conditions and have the possibility of amplification of
uncertainties due to the need of computing second order derivatives of the velocity
field.
For extraction of the hydrodynamic function, we first compute the fluid force
on the four outer boundaries of the control area, represented by the first term of
Eq. (2.7). For the inner boundary (second term of Eq. (2.7)), we add an external
force acting on the boundary due to the rigid harmonic motion of the plate. The final
output of the MATLAB script is the time history of the hydrodynamic force acting
on the plate. Since the estimation of hydrodynamic function is highly sensitive to
the phase difference between the force and the plate displacement, to be as precise as
possible, we synchronize the time history of the force signal with the displacement of
the plate to find the starting point of our evaluation. In addition to the digital image
synchronization method, we further use a laser displacement transducer to track the
rigid motion of the plate. We then match the peak of the displacement signal with the
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corresponding point of the time history of the force and mark it as the beginning of
the cycle. The time history of the force is then isolated to its fundamental harmonic
representation in the frequency domain by using Fourier series according to Eq. (2.9)
to get the hydrodynamic function.
Further, we emphasize here that image acquisition frequency has a significant ef-
fect on the phase shift [50] and there is a trade-off between the image acquisition
frequency and smoothness of the force plot [48]. Specifically, setting acquisition fre-
quency such that there are 80 pictures per cycle (and straddling the images obtaining
40 pairs per cycle) yields a force time history sufficiently smooth and creates a margin
of error of phase shift of approximately ±9 deg. We also notice that this margin of
error has a greater impact on the uncertainty of the damping part of the force, that
is, the imaginary part rather than the inertial part of the force, see also [26]. We
remark that, for this study, we have included only the fundamental harmonic of force
to calculate hydrodynamic function, though the force from the oscillating plate is not
necessarily monochromatic. This choice makes our result immediately comparable
with published literature, where single harmonic formulas are usually reported.
For the load cell measurement, an ad hoc VI is developed using LabVIEW to
trigger the load cell data acquisition and to process the data signal, synchronized
with the laser displacement sensor signal. The VI receives the data as a voltage
signal, which is then digitized and converted into force, measured in grams, using the
sensitivity of the load cell. This force loading is then multiplied by the standard value
of the acceleration due to gravity to get the total force on the plate, units in Newton
(N). This signal is then passed through a zero phase distortion low pass Butterworth
filter of sixth order implemented with the matlab command “filtfilt” to remove some
of the noise without significantly affecting the signal phase. The processed data from
LabVIEW is then forwarded to a MATLAB script based on Eq. (3.2), where the base
excitation of the plate is subtracted from the total force to get the hydrodynamic force
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acting on the plate. The resulting force is thus the total fluid force acting on the entire
plate. For comparison against the PIV results in which the force is acting on a line of
the cross section and has unit N/m, we divide the load cell measured hydrodynamic
force by the length of the plate to get the average force per unit length. The resulting
force is then transformed to frequency domain using Fourier series using Eq. (2.9),
and only the first harmonic is considered.
3.3 Visual interpretation
To study the flow patterns around the plate, a total of 378 experiments in the ranges
of β ∈ [20, 1800] and ε ∈ [0.01, 0.9] is conducted. Water is seeded sufficiently so
that seeded particle represent accurately the motion of the flow. Similar to PIV
measurement, we trigger the image acquisition after at least 20 cycles of oscillation.
Additionally, to ensure that there is no interference between two consecutive experi-
ments, we wait for at least 20 minutes for the particles to settle down before starting
another experiment. We use the same camera for PIV measurement for this study.
The captured images are then processed with an image processing software, Image J,
to stack the images in a “slice” and to improve the visual quality. In this process, im-
ages from particular β and ε values are “hyper-stacked” with an appropriate number
of frames per slice to get a distinguishable trace of the path of the particle.“Z-project
function” with maximum intensity projection type, is used to increase the resolution
of the flow pattern visualization. This process simulates digitally the effect of leaving
the camera shutter open for a sufficient amount of time as to track the motion of the
seeding particles into streaks as in long exposure mode.
We observe that the general behavior of the particles is that they moves towards
the trailing side of the plate as the plate move forward, leading to the formation of
vortices in the trailing section. Based on this behavior, we establish a set of criteria
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to categorize the flow pattern. The criteria used to differentiate the regimes are: (I)
trajectory of the particles, (II) the number of vortices present in the flow field, (III)
time taken for the vortices to dissipate, (IV) difference in shape and size of vortices
shed from two tips of plate cross-section, and (V) temporary interaction between the
shed multiple vortices. For all images presented in this work, y-z axis is the front




In this section, we present the analysis of experimental results and the main findings
of this work. A total of 498 experiments are performed to analyze the hydrodynamic
force acting on the plate and to study the flow patterns as the oscillation parameters
vary. In order to characterize flow patterns based on the criteria we have set in
the previous section, we introduce a set of five different dynamical regimes of flow.
We remark that, while the difference in flow pattern is less distinguishable as the
transition of regime occurs, as we move away from the regime boundary, the peculiar
characteristics of each regime are more manifest. We track the estimated occurrence
of the different regime and presented in Fig. 4.1 in the form of a phase diagram. To
study the behavior of the hydrodynamic function in correspondence of each regime,
we measure the corresponding hydrodynamic force and present the results in the
later portion of the work. We also compare the experimental results to theoretical
predictions of the hydrodynamic function, as presented later in Fig. 4.29. In the next
section, we will discuss the different regimes we categorize with their characteristics.
We will also discuss the behavior of the hydrodynamic force acting on the plate related
to each regime. Note that the flow field images presented as the visual reference for








Figure 4.1: Dynamical Regime Estimate: Regime A: yellow right facing triangle,
Regime B: green star, Regime C: cyan circle, Regime D: orange diamond, Regime E:
red square, Regime D(a): blue up facing triangle, Regime D(b): brown down facing
triangle. Black asterisks denote experiments performed for force extraction.
from case to case, to more clearly show the distinct features of each regime over a
cycle of oscillation.
4.1 Qualitative and quantitative analysis of dy-
namical regimes
Regime A
This regime can be observed across the entire β range we have covered, with ε ranging
as high as 0.06 for β = 20 and 0.022 for β = 1800, shown in Fig. 4.1 with a yellow right
facing triangle. In this regime, forces are linear with the displacement and predomi-
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nantly harmonic. Figure 4.2 shows the time history of force for this regime. Ignoring
the noise in the signal, we can see from Fig. 4.2 (a) and (c) that the force plot through
PIV is well captured by the harmonic time history produced from the expression in
Eq. (2.12). The percentage error of the absolute value of the experimental hydro-
dynamic function with the value from semi-analytical expression [25] is below 10%.
Figure 4.2 (b) and (d) display the single harmonic extracted from the hydrodynamic
force signal for this regime. This regime lies well below nonlinearity line discussed
in [25]. Figure 4.3 shows the power spectral density (PSD) for the forces measured
in this regime to highlight the harmonic content of the force signals. Note that the
force PSD diagrams are plotted in terms of scaled frequency, that is normalized with
the excitation frequency (2πβµ)/(ρb2) to facilitate comparison among different cases.
Visually, the flow is symmetrical about the y-axis and z-axis, that is temporal and
reflection symmetry, respectively. Seed particles experience limited motion near the
plate while no motion is observed far from the plate. Particles near the plate move
around the vicinity of the plate and are not convected away from it. The particles
move up and down periodically, around the edges of the plate, forming a C-shape
pattern following the upwards and downwards path of the plate without forming
any appreciable vortices. The particle motion suggests kinematic reversibility. It is
evident that viscous effects of the fluid play a major role in this regime. Figure 4.4
shows the fluid flow pattern for this regime. Figure 4.5 shows the vorticity contour
for this regime.
Figure. 4.6 shows the lateral view of the plate assembly for this regime. Similar
to the cross section view, this view also shows a C-shape pattern flow in the tip of
the plate while no significant motion of the fluid is observed around the remaining
part of the plate. Except for a narrow region in the vicinity of the plate tip, the flow
can be effectively considered 2D in any yz-plane.
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Figure 4.2: Time trace of force (a) Regime A, filtered for β = 550 and ε = 0.012, (b)
Regime A, curve fitted for β = 550 and ε = 0.012, (c) Regime A, filtered for β = 1200
and ε = 0.014, and (d) Regime A, curve fitted for β = 1200 and ε = 0.014.
Regime B
This regime can be observed around 0.06 < ε < 0.13 for β = 20 to 0.03 < ε < 0.05
for β = 1000, shown as green stars in Fig. 4.1. Figure 4.7 shows the time history of
force in this regime. The force curve from PIV is similar to that of the Regime A. At
higher β, the force curve deviates from a monochromatic signal and higher harmonics
appear. The percentage error of the absolute value of experimental hydrodynamic
function against the semi-analytical expression [25] lies around 10%. Figure 4.7 (b)
and (d) show the single harmonic representation of the hydrodynamic force for this
regime and the good agreement with theoretical predictions. Figure 4.8 shows the
power spectral density for the forces measured in this regime to highlight the harmonic
content of the force signals.
In this regime, the flow remains symmetrical about the y-axis and z-axis. Seed
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Figure 4.3: Power spectral density plots for the cases studied in the Regime A.
T = 0.25t
T = tT = 0.75t
T = 0.5tt = 0.25T T = 0.5tt = 0.5T
t = 0.75T t = T
Figure 4.4: Cross sectional view of Regime A, for β = 550 and ε = 0.014. Note
C-shape of the pattern at t = 0.75T.
particles exhibit larger motion around the plate than in Regime A. Particles remain
in the vicinity of the edge of the plate cross section, forming an 8-shape path while
convecting slowly away from the plate over multiple cycles. Fully developed separated
vortices are not present. However, as ε is increased, the size of these flow patterns
increases sweeping larger areas and convecting fluid away from the plate faster as
compared to the lower ε cases. Figure 4.9 shows the flow patterns for this regime.
Side view shows the 8-shape path flow pattern also in the vicinity of the tip of
the plate, while at higher ε, a stream is observed in the z-direction in the middle
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t = 0.75T t = T
Figure 4.5: Vorticity contour [1/s] for β = 550 and ε = 0.014. The black rectangle
represents the approximate position of the plate.
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t = 0.25T t = 0. 5T
t = 0.75T t = T
Figure 4.6: Side view of the plate for Regime A, for β = 550 and ε = 0.012.
of the plate. The velocity of the upward stream of flow is low, see Fig. 4.11, and
three-dimensional effects are largely negligible almost everywhere in the flow field.
Regime C
This regime can be observed throughout all the experimented β range for ε values
larger than 0.15 for β = 20 to ε = 0.032 for β = 1800. The span of this regime in terms
of ε decreases as β increases and is displayed as cyan circles in Fig. 4.1. Figure 4.12
shows the time history of the hydrodynamic force. Here a plateauing effect around
the peak of the force is evident, suggesting the presence of higher harmonics of non
negligible amplitude in the signal. We hypothesize that formation and seperation of
vortices may cause this effect. The flow behavior significantly affects the magnitude
of the hydrodynamic force. For this regime, the error percentage of the absolute
value of the experimental hydrodynamic function with the theoretical value from [25]
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Figure 4.7: Time trace of force (a) Regime B, filtered for β = 550 and ε = 0.036, (b)
Regime B, curve fitted for β = 550 and ε = 0.036, (c) Regime B, filtered for β = 1200
and ε = 0.03, and (d) Regime B, curve fitted for β = 1200 and ε = 0.03.
Scaled frequency (β = 550, ǫ =0.036)
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Figure 4.8: Power spectral density plots for the cases studied in the Regime B.
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t = 0.25T t = 0.5T
t = 0.75T t = T
Figure 4.9: Cross sectional view of Regime for B, β = 550 and ε = 0.036.
semi-analytical expression is about 18%. Comparing against the result presented
in [45], shows instead that discrepancies are below 10%. Thus, extrapolating the
semi-analytical expression from [25] to this range of β and ε values over predicts
the nonlinear damping part of the hydrodynamic function. Figure 4.12 (b) and (d)
display the single harmonic representation of the hydrodynamic force. Figure 4.13
shows the power spectral density for the forces measured in this regime to highlight
the harmonic content of the force signals.
Visually, the flow remains symmetric about the y-axis and z-axis. Seed particles
exhibit large motion around the plate, as compared to regimes A and B. Two fully
developed vortices form near the edge of the plate on the trailing section. The duration
of these vortices is generally short and they generally dissipate within half a cycle.
Specifically, for lower ε values in this regime, vortices formed during one-half cycle
do not interact with the vortices developed in the next half cycle on each side of the
plate. At higher ε, dissipation of the vortices is slower, resulting in mild interaction. It
is significant to note that the left-right and up-down symmetry of the vortices formed
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t = 0.75T t = T
Figure 4.10: Vorticity contour [1/s] for β = 550 and ε = 0.036. The black rectangle
represents the approximate position of the plate.
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t = 0.25T t = 0.5T
t = 0.75T t = T
Figure 4.11: Side view of the plate for Regime B, for β = 550 and ε = 0.036.
is preserved. Figure 4.14 shows the fluid flow pattern for this regime. Figure 4.15
shows the vorticity contour for this regime.
The side view shows that the thickness of the fluid layer undergoing streaming
increases in the mid section of the plate, as compared to the previous regime. A
vortex can be seen in the vicinity of the tip of the plate, see Fig. 4.16. Flow is still
largely two dimensional.
Regime D
This regime can be observed for β> 120 and ε< 0.24, covering the entire studied β
range. The orange diamond in Fig. 4.1 represents this regime. Figure 4.17 shows the
time history of the hydrodynamics force. The force shows a similar behavior as in
Regime C, specifically, the plateauing of the force signal continues, and becomes more
prominent in this regime. The percentage error of the absolute value of experimen-
tal hydrodynamic function with the theoretical value from semi-analytical expression
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Figure 4.12: Time trace of force (a) Regime C, filtered for β = 550 and ε = 0.051, (b)
Regime C, curve fitted for β = 550 and ε = 0.051, (c) Regime C, filtered for β = 1200
and ε = 0.05, and (d) Regime C, curve fitted for β = 1200 and ε = 0.05.
Scaled frequency (β = 550, ǫ =0.051)
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Figure 4.13: Power spectral density plots for the cases studied in the Regime C.
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t = 0.25T t = 0.42T
t = 0.58T t = 0.75T
t = 0.92T t = 1.08T
Figure 4.14: Cross sectional view of Regime C, for β = 550 and ε = 0.051.
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t = 0.92T t = T
Figure 4.15: Vorticity contour [1/s] for β = 550 and ε = 0.051. The black rectangle
represents the approximate position of the plate.
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t = 0.25T t = 0.42T
t = 0.58 T t = 0.75T
t = 0.92T t = 1.08T
Figure 4.16: Side view of the plate for Regime C, for β = 550 and ε = 0.051.
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in [25] is about 18% while comparing experimental results with semi-analytical ex-
pression in [45] yields relative discrepancy below 10%. Figure 4.18 shows the power
spectral density for the forces measured in this regime to highlight the harmonic
content of the force signals.
Visually, in this regime, the vortices formed in a half cycle survive the half cycle
and interact with the vortices formed in the next half cycle. In addition, vortices
formed on one side of the plate start interacting with the vortices formed on the
opposite side. Usually, during the interaction, vortices produced during the previous
one half cycle are stronger and dominate the newly formed vortices of the next cycle,
leading to the symmetry breaking about the y-axis. The size of the dominant vortices
is larger as compared to the weaker vortices. For some cases in this regime, the vortices
formed in one half cycle survive a full cycle and may appear, in a weaker form, in
the first half of the next cycle. For higher β around 1600, there is a distinct type of
symmetry breaking. A separate subdivision in this regime is introduced to address
this phenomenon. Figure 4.15 shows the vorticity contour for this regime.
(a) Diagonal symmetry, for certain ε value above β 1600, represented by a blue up
facing triangles in Fig 4.1. In this sub-regime, there is reflection symmetry breaking
of the vortices in each one half cycle. The vortex formed in one side convects away
while the non-convecting vortex interacts with the convecting vortex of the next half
cycle. The convecting vortices of each half cycle flow along a diagonal direction,
at approximately 45 degrees from the y-axis, in the opposite direction. However,
these patterns maintains approximate symmetry about the diagonal, see Fig. 4.21.
Figure 4.22 shows the vorticity contour for this regime.
(b) Diagonal asymmetry, represented by brown down facing triangles in Fig 4.1.
In this sub-regime the vortices convecting away take a different amount of time to
dissipate, thus breaking the symmetry along the diagonal that was observed in the
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Figure 4.17: Time trace of force (a) Regime D, filtered for β = 550 and ε = 0.068,
(b) Regime D, curve fitted for β = 550 and ε = 0.068, (c) Regime D, filtered for β =
1200 and ε = 0.068, and (d) Regime D, curve fitted for β = 1200 and ε = 0.068.
case above, see Fig. 4.23. Figure 4.24 shows the vorticity contour for this regime.
The side view shows the thickness of the flow layer interested by streaming is
increased and is up to 20 % of the plate length in the middle of the plate. The stream
in the middle of the plate is now 3D. Also, a distinct vortex-like flow pattern emerges
and moves from the tip of the plate towards the back of the plate and is dissipated
before reaching the midsection of the plate. In addition, a vortex formed at the tip
of the plate tends to be convected diagonally downward. Figure 4.25 shows the side
view of the plate.
Regime E
This regime starts to appear right above the Regime C up to β = 120 and above
Regime D throughout the rest of β values. The red square in Fig. 4.1 represents this
regime. Hydrodynamic forces for this regime are not presented in this work due to
46
Scaled frequency (β = 550, ǫ =0.068)
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Figure 4.18: Power spectral density plots for the cases studied in the Regime D.
predominant 3D nature of flow and inability of the PIV to track the path of the seed
particles.
Visually, the flow is asymmetric about both axis. We observe the presence of
multiple vortices, though not necessarily in symmetric pairs with respect to the y or
z axis. The shape and size of the vortices vary and even their stability at this time
is unclear. Vortices seem to appear and disappear almost chaotically. Particles are
seen to disappear and reappear in significant number randomly in the plane of view,
suggesting significant flow in the x direction, contributing to an untraceable chaotic
flow pattern. All these flow patterns suggest a three-dimensional flow. Figure 4.26
shows the fluid flow for this regime. Figure 4.27 shows the vorticity contour for this
regime.
The side view shows a complex flow pattern all around the plate. The vertical
stream of flow occupies around one-third of the plate length and is likely chaotic
in nature. Multiple vortices can be observed in the vicinity of the tip of the plate.
Also, the distinct vortex-like flow pattern seen in regime D persists and becomes more
prominent. Specifically, a vortex emerges and moves from the tip of the plate towards
the back of the plate, and its strength increases as ε increases. Figure 4.28 shows the
side view of the plate.
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t = 0.25T t = 0.38T
t = 0.5T t = 0.63T
t = 0.75T t = 0.88T
t = T t = 1.13T
Figure 4.19: Cross sectional view of Regime D, for β = 550 and ε = 0.068.
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t = 0.75T t = 0.88T
Figure 4.20: Vorticity contour [1/s] for β = 550 and ε = 0.068 (continued on the next
page). The black rectangle represents the approximate position of the plate.
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t = T t = 1.13T
Figure 4.20: Vorticity contour [1/s ] for β = 550 and ε = 0.068. The black rectangle
represents the approximate position of the plate (continued from the previous page).
Figure 4.21: Cross sectional view of Regime D (a), for β = 1800 and ε = 0.056.
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t = 0.75T t = T
Figure 4.22: Vorticity contour [1/s] for β = 1800 and ε = 0.056. The black rectangle
represents the approximate position of the plate.
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Figure 4.23: Cross sectional view of Regime D(b), for β = 1800 and ε = 0.069.
4.2 Comparison of experimental results against nu-
merical predictions
Following the procedure discussed in Sec. 2.3, the values of the real and imaginary
parts of hydrodynamic function are extracted from the experiment and compared
with the predictions from the expression proposed by [25] and [45]. Figure 4.29 shows
a comparison between the experimental results and these expressions. Each point
in the figure is plotted by taking mean and standard deviation of the experimental
results by running three experiments for each case. We can notice from the figure that,
for β values below the nonlinearity line discussed in [25], experimental results shows
satisfactory agreement with the theoretical estimation. Beyond the linearity curve the
extrapolated estimation, indicated with dashed lines using the expression from [25],
shows a larger difference with the experimental results while there is a relatively better
fit of the experimental results with the hydrodynamic function estimation from [45].
It is clear from Fig. 4.29 that as the ε value crosses the linearity curve for a particular
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t = 0.75T t = T
Figure 4.24: Vorticity contour [1/s] for β = 1800 and ε = 0.069. The black rectangle
represents the approximate position of the plate.
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t = 0.25T t = 0.36T
t = 0.5T t = 0.63T
t = 0.75T t = 0.88T
t = T t = 1.13T
Figure 4.25: Side view of the plate for Regime D, for β = 550 and ε = 0.068.
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t = 0.25T t = 0.33T
t = 0.42T t = 0. 5T
t = 0.58T t = 0.67T
t = 0.75T t = 0.83T
Figure 4.26: Cross sectional view of Regime E, for β = 550 and ε = 0.33 (continued
on the next page).
55
t = 0.92T t = 1T
t = 1.08T t = 1.17T
Figure 4.26: Cross sectional view of Regime E, for β = 550 and ε = 0.33 (continued
from the previous page).
β, vortex shedding and advection produce a milder nonlinearity on the imaginary part
of hydrodynamic function than expected from extrapolating the expression from [25].
Consistently with observation in the literature [25, 45], the effect of large amplitude
oscillation on the real part of the hydrodynamic forces seems to be very minor and a
linear theory seems adequate to thus estimate added mass effects. A compiled list of
values for the hydrodynamic function extracted experimentally for all the experiments
conducted in this campaign is presented in Appendix B.
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t = 0.58T t = 0.67T
Figure 4.27: Vorticity contour [1/s ]for β = 550 and ε = 0.33. The black rectangle
represents the approximate position of the plate (continued on the next page).
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t = 1.08 t = 1.07T
Figure 4.27: Vorticity contour [1/s] for β = 550 and ε = 0.33. The black rectangle
represents the approximate position of the plate (continued from the previous page).
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t = 0.25T t = 0.33T
t = 0.42T t = 0.5T
t = 0.58T t = 0.67T
t = 0.75T t = 0.83T
Figure 4.28: Side view of the plate for Regime E, for β = 550 and ε = 0.22(continued
on the next page).
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t = 0.92T t = T
t = 1.08T t = 1.17T
Figure 4.28: Side view of the plate for Regime E, for β = 550 and ε = 0.22 (continued
from the previous page).
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Figure 4.29: Comparison between the experimental result (asterisks with error bars)
with the real (black) and imaginary parts (red) of the hydrodynamic function com-
puted from Eq. (2.12), imaginary part (blue) from Eq. (2.13) for different β and
ε values representing different regimes. Dashed lines represent the extrapolation of
Eq. (2.12) beyond its original definition in [25] (continued on the next page).
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Figure 4.29: Comparison between the experimental results (error bar) and real (black
line) and imaginary parts (red line) of the hydrodynamic function computed from
Eq. (2.12), imaginary part (blue line) from Eq. (2.13) for different β and ε values
representing different regimes. Dashed lines represent the extrapolation of Eq. (2.12)




In this work, we studied the flow dynamics around a thin rigid plate oscillating si-
nusoidally in a quiescent, Newtonian, viscous fluid using qualitative and quantitative
approach. In our quantitative approach, a non-intrusive method, Particle Image Ve-
locimetry, is used to extract the hydrodynamic loading through obtaining the velocity
field around the plate. A control area based integral flux equation derived from the
momentum equation is used to analyzed the flow pattern and its dynamics. A compre-
hensive study for experimental extraction of hydrodynamic function has been carried
out for a broad range of β and ε. Numerical results are compared with the theoret-
ical value obtained using semi-analytical expressions available in the literature, and
further validated via load cell measurements.
For the qualitative approach, we observed how the behavior of the fluid changes
as the frequency and amplitude parameters are varied. A total of five distinct flow
patterns were categorized. As β and ε were increased, the general trend followed by
the fluid first break in temporal symmetry, followed by a break in reflection symmetry.
A unique break in symmetry is noticed as we reached β = 1600 where a break in
temporal symmetry occurs by a distinct diagonal flow of vortices. It is also noticeable
that after regime C, three-dimensional effects start becoming prominent and beyond
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Regime E the flow pattern is chaotic in nature with generally three-dimensional flow.
The side view of the plate verifies this result.
From an experimental perspective we noted that camera frame rate significantly
affects the imaginary part of hydrodynamic function due to uncertainty in the syn-
chronization procedure, though its absolute value is unaffected. We found that, as we
go beyond the linearity curve, the strength of the hydrodynamic force on the plate
is less than expected through the semi-analytical expression of [25]. It should be
noted here that the formula in [25] is not designed to operate across the entire range
of parameters discussed in this study. On the other hand, the expression in [45] is
comparatively accurate in predicting the hydrodynamic force with a certain degree
of precision, generally within 10%.
To summarize, this thesis has thus tackled these three different problems:
• Providing a qualitative understanding of the flow regimes over a broad range of
governing parameters;
• Developing a PIV based technique for hydrodynamic force evaluation which is
robust and validated through direct force measurement;
• Assessing the range of validity and applicability of semi-analytical expressions
in the literature.
Possible extensions of this work: Some of the findings of this work inspire
future directinos of research that will be briefly discussed in the following. In this
work, we observed the symmetry breaking phenomenon occurring in Regimes D and
E. In our experiments, such symmetry breaking is seen to almost always follow the
same pattern for Regime D. In particular, in Regime D for low ε values, symmetry
breaking is observed about the y-axis and two diagonal jets are observed to radiate
in the negative z direction. Similarly, in Regime D(a) for large ε values, symmetry
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breaking is observed about both z- and y-axis and two diagonal jets are observed to
radiate in the second and fourth quadrant of the yz-plane. At this time, it is unclear
whether the preferential streaming directions are due to bias in the experimental
setup (e.g. slight tilt of the plate during oscillation) or is to be attributed to a more
fundamental physical reason. An in-depth study of this phenomenon is necessary
to understand the symmetry breaking phenomena and their biases occurring in our
experiments. In particular, experimental activity may be supplemented by analytical
and numerical investigations following for example the work in [58] which investigates
symmetry breaking phenomena for an oscillating cylinder.
An immediate extension to this work would be the three dimensional character-
ization of the flow field due to the oscillating plate. This characterization could be
performed using Volumetric Particle Image Velocimetry (3D PIV) [59] or Stereoscopic
PIV [60] to study the complex 3D vortical structures, their evolution, and their effect
on the hydrodynamic forcing for dynamic regimes above regime D, where the flow is
predominantly three dimensional. Finally, extensions of this work may include the
study of an oscillating submerged flexible structure to understand the complex in-
terplay of the structure elasticity in promoting genuine three dimensional flow fields




Appendix A: Domain independence study
The control area approach we followed in this work requires an optimization of the area
size. The size of area affects the quantitative extraction of hydrodynamic function.
Here, we will study the effect of area size and determine an optimum value beyond
which the hydrodynamic function is size-independent.
As we have mentioned earlier, the captured image size is 1280 × 800 pixel with
12 bits per pixel gray scale. The area of the domain under this image size is approx-
imately 60 mm× 36 mm. When we convert this size of control area into grid size,
it converts into 59 × 35 grids. It is clear from above data that 1 × 1 grids size is
approximately equal to 1 mm× 1 mm area. In our sensitivity analysis for the width,
we first keep the height constant and decrease the width of the grid (on each step
removing one column on the left and one column on the right) until the width of
the grid reaches 14 columns. Furthermore, for the sensitivity analysis for the height,
keeping the width constant, we decrease the height by one row on each side (top and
bottom). The decrease in height is continued until the domain height reaches ten
times the thickness of the plate. Similarly, we repeat the process on domain width by
decreasing the height of the control area, keeping the width constant, until the width
reaches 1.5 times the width of the plate. The grid size is set by the default Insight
4G setting. Moreover, the distance between the laser plane and the camera is set in
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such a way that that one cell is approximately equal to 1 mm2.
A MATLAB script was developed to analyze the data to provide the mean and
standard deviation of the hydrodynamic function from the acquired data. The mean
and standard deviation provided by the script after processing are analyzed to opti-
mize the process. The result of the analysis is shown in the Fig. A.1. When we analyze
the data acquired from the first approach discussed above, we find that after reaching
a height, around 12 mm, there is a sudden dip in the calculated value of the hydrody-
namic function (see Fig. A.1 (a)). Similarly, following the second approach, we find
that after reaching a width around 24 mm there is dip in hydrodynamic function (see
Fig. A.1 (b)).
We can conclude from the above discussion that, for a domain area smaller than
24 × 12 mm2, the data starts being affected by the smaller domain size. Before
this particular point the mean and standard deviation are generally consistent and
independent of the domain size.
We performed similar studies for various β and ε and observed that for a domain
independence study of force using the integral form of flux equation, the domain width
should be at least 1.5 times the plate width and the height should be at least 10 times
the amplitude of oscillation. Figure A.2 shows the convergence study for domain
independence. Here, we display the hydrodynamic function estimation absolute error
between two consecutive estimates (subscripts a and a − 1) as the domain size is
increased.
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Figure A.1: Error bar representation for different domain size for β = 550 and ε =
0.023 a) when width of the domain is decreased keeping height constant for different
height b) when height is decreased keeping width constant.
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Figure A.2: Convergence study for domain size for β = 550 and ε = 0.023 a) when
width of the domain is decreased keeping height constant for different height b) when
height is decreased keeping width constant.
Appendix B: Collection of experimental data
Here, we report all the data we have collected throughout the experimental campaign.
B.1. PIV meaurement
The list of measurements of hydrodynamic function Θ at different plate position are
presented here. The “Th”in the table implies the theoretical prediction of the hy-
drodynamic function using semi-analytical expression from [25]. The “front” position
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Table B.1: Theoretical value of the hydrodynamic function and experimental value
at different positions of the plate of β = 100.
Th Front Mid Back
ε Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ]
0.02 1.2652 0.2603 1.1317 0.2387 1.0468 0.3843 1.2249 0.0113
0.07 1.2652 0.3852 1.1148 0.189 1.0934 0.2689 1.209 0.33
0.27 1.2652 2.2728 1.1117 1.3918 1.2761 1.3009 1.1829 1.2098
Table B.2: Theoretical value of the hydrodynamic function and experimental value
at different positions of the plate of β = 160.
Th Front Mid Back
ε Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ]
0.021 1.2139 0.2144 1.1431 0.2162 1.1282 0.0776 1.0046 0.1117
0.044 1.2139 0.2734 1.1922 0.178 1.0903 0.1111 1.1022 0.1188
0.091 1.2139 0.524 1.0801 0.3508 1.0388 0.4869 1.099 0.29
0.24 1.2139 2.4717 1.1235 1.2706 1.0861 1.5632 1.1479 1.0797
implies that the measurement is taken placing the laser sheet at 15 mm away from
the tip, “mid” implies to 40 mm away from the tip, while “back” implies to 6 mm
away from the tip.
B.2. Statistical analysis and load cell measurement
We present the mean and standard deviation of PIV measurements and load cell
measurements for all experimental conditions. Note that load cell measurement for
β = 100, 160 and 250 are not available due to setup limitations.
Table B.3: Theoretical value of the hydrodynamic function and experimental value
at different positions of the plate of β = 250.
Th Front Mid Back
ε Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ]
0.02 1.175 0.1796 1.1626 0.244 1.1198 0.2159 0.9637 0.18654
0.043 1.175 0.255 1.2249 0.1885 1.1108 0.0954 1.0153 0.1335
0.07 1.175 0.4283 1.1147 0.2294 0.9716 0.1503 1.1049 0.2897
0.096 1.175 0.6668 1.1518 0.5233 1.0457 0.4781 1.1175 0.4017
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Table B.4: Theoretical value of the hydrodynamic function and experimental value
at different positions of the plate of β = 300.
Th Front Mid Back
ε Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ]
0.019 1.1615 0.1666 1.1613 0.1673 1.037 0.0208 0.9237 0.1859
0.045 1.1615 0.2721 1.1164 0.2781 1.0588 0.1159 0.9211 0.2693
0.071 1.1615 0.4632 0.9712 0.3201 0.9153 0.3002 1.0485 0.2227
0.097 1.1615 0.7399 1.0927 0.6441 1.0791 0.4821 1.0571 0.3797
Table B.5: Theoretical value of the hydrodynamic function and experimental value
at different positions of the plate of β = 450.
Th Front Mid Back
ε Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ]
0.022 1.1356 0.159 1.1289 0.0995 1.0302 0.1162 1.0221 0.0935
0.039 1.1356 0.2479 1.1873 0.2989 1.1452 0.2986 1.0828 0.1703
0.062 1.1356 0.4472 1.1067 0.2354 1.1085 0.2553 1.0062 0.344
0.083 1.1356 0.7083 1.0462 0.4406 1.1971 0.5748 1.1008 0.2646
Table B.6: Theoretical value of the hydrodynamic function and experimental value
at different positions of the plate of β = 550.
Th Front Mid Back
ε Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ]
0.012 1.1245 0.1205 1.0761 0.1443 1.0618 0.0803 1.1195 0.1245
0.036 1.1245 0.2356 1.0666 0.2077 1.1117 0.2548 1.1211 0.1866
0.051 1.1245 0.3658 1.0846 0.2219 1.0942 0.2195 1.0628 0.1182
0.068 1.1245 0.5678 1.077 0.4164 1.1149 0.284 1.0594 0.2228
Table B.7: Theoretical value of the hydrodynamic function and experimental value
at different positions of the plate of β = 650.
Th Front Mid Back
ε Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ]
0.013 1.1161 0.1168 1.0686 0.0966 1.1129 0.04971 0.9921 0.0561
0.04 1.1161 0.2787 1.0292 0.1201 0.9884 0.1046 0.9902 0.1542
0.056 1.1161 0.4525 1.0703 0.2571 1.0918 0.2057 1.0055 0.2842
0.076 1.1161 0.7512 1.0336 0.6506 1.1847 0.5748 1.0713 0.3896
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Table B.8: Theoretical value of the hydrodynamic function and experimental value
at different positions of the plate of β = 800.
Th Front Mid Back
ε Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ]
0.016 1.1066 0.1219 1.0413 0.0768 0.9869 0.0624 1.0303 0.0285
0.03 1.1066 0.207 1.0866 0.1183 0.9948 0.0804 0.9427 0.0306
0.05 1.1066 0.4186 1.0964 0.2684 0.987 0.1572 1.0262 0.0552
0.068 1.1066 0.6994 1.0845 0.381 1.0498 0.1617 1.0974 0.2707
Table B.9: Theoretical value of the hydrodynamic function and experimental value
at different positions of the plate of β = 1000.
Th Front Mid Back
ε Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ]
0.01 1.0975 0.0944 1.0608 0.036 0.9256 0.0328 0.9204 0.1248
0.032 1.0975 0.2388 1.0687 0.1707 0.9001 0.0898 1.0284 0.2041
0.051 1.0975 0.4853 1.0816 0.2436 1.0564 0.2646 1.0016 0.2614
0.07 1.0975 0.8447 1.0286 0.4548 1.0814 0.3232 1.0304 0.5015
Table B.10: Theoretical value of the hydrodynamic function and experimental value
at different positions of the plate of β = 1200.
Th Front Mid Back
ε Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ]
0.014 1.0907 0.107 0.8667 0.1351 0.9552 0.0469 0.9956 0.019
0.03 1.0907 0.2332 1.1022 0.1248 0.907 0.1723 1.0282 0.2596
0.05 1.0907 0.5199 1.0588 0.4567 1.0407 0.1953 1.0926 0.3716
0.068 1.0907 0.9006 1.1232 0.4459 1.073 0.2714 1.0664 0.4101
(h)
Table B.11: Theoretical value of the hydrodynamic function and mean and standard
deviation of experimental value of the plate of β = 100.
Th Mean S.D Load cell
ε Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ]
0.02 1.2652 0.2603 1.1345 0.21143 0.089082 0.18799 – –
0.07 1.2652 0.3852 1.1391 0.26263 0.061502 0.070709 – –
0.27 1.2652 2.2728 1.1902 1.3008 0.082445 0.091 – –
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Table B.12: Theoretical value of the hydrodynamic function and mean and standard
deviation of experimental value of the plate of β = 160.
Th Mean S.D Load cell
ε Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ]
0.021 1.2139 0.2144 1.092 0.13517 0.076028 0.072218 – –
0.044 1.2139 0.2734 1.1282 0.13597 0.055715 0.036605 – –
0.091 1.2139 0.524 1.0726 0.3759 0.030778 0.10082 – –
0.24 1.2139 2.4717 1.1192 1.3045 0.031127 0.24353 – –
Table B.13: Theoretical value of the hydrodynamic function and mean and standard
deviation of experimental value of the plate of β = 250.
Th Mean S.D Load cell
ε Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ]
0.02 1.175 0.1796 1.082 0.21548 0.10469 0.028732 – –
0.043 1.175 0.255 1.117 0.13913 0.10494 0.046805 – –
0.07 1.175 0.4283 1.0637 0.22313 0.07994 0.069911 – –
0.096 1.175 0.6668 1.105 0.4677 0.054143 0.061463 – –
Table B.14: Theoretical value of the hydrodynamic function, mean and standard
deviation of experimental value and Load cell measurement of the plate of β = 300.
Th Mean S.D Load cell
ε Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ]
0.019 1.1615 0.1666 1.0407 0.12467 0.11884 0.090431 – –
0.045 1.1615 0.2721 1.0321 0.2211 0.10035 0.091212 1.1767 0.2559
0.071 1.1615 0.4632 0.97833 0.281 0.066886 0.05146 1.1584 0.115
0.097 1.1615 0.7399 1.0763 0.50197 0.017964 0.13331 1.5843 0.2985
Table B.15: Theoretical value of the hydrodynamic function, mean and standard
deviation of experimental value and Load cell measurement of the plate of β = 450.
Th Mean S.D Load cell
ε Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ]
0.022 1.1356 0.159 1.0604 0.10307 0.059461 0.011763 1.0923 0.0758
0.039 1.1356 0.2479 1.1384 0.25593 0.052578 0.074161 1.1993 0.2012
0.062 1.1356 0.4472 1.0738 0.27823 0.05855 0.057818 1.0479 0.3332
0.083 1.1356 0.7083 1.1147 0.42667 0.076404 0.15557 1.1708 0.7090
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Table B.16: Theoretical value of the hydrodynamic function, mean and standard
deviation of experimental value and Load cell measurement of the plate of = 550.
Th Mean S.D Load cell
ε Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ]
0.014 1.1245 0.1205 1.0858 0.11637 0.030048 0.032766 1.1458 0.1228
0.036 1.1245 0.2356 1.0998 0.21637 0.029134 0.034916 1.006 0.2136
0.051 1.1245 0.3658 1.0805 0.18653 0.01609 0.059191 1.0693 0.3593
0.068 1.1245 0.5678 1.0838 0.30773 0.028362 0.098958 1.1009 0.3861
Table B.17: Theoretical value of the hydrodynamic function, mean and standard
deviation of experimental value and Load cell measurement of the plate of β = 650.
Th Mean S.D
ε Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ]
0.013 1.1161 0.1168 1.0579 0.06747 0.061111 0.025429 0.9826 0.2460
0.04 1.1161 0.2787 1.0026 0.1263 0.023054 0.025375 1.0075 0.2371
0.056 1.1161 0.4525 1.0559 0.249 0.044924 0.039872 1.0460 0.2633
0.076 1.1161 0.7512 1.0965 0.53833 0.078647 0.13427 1.1116 0.5175
Table B.18: Theoretical value of the hydrodynamic function, mean and standard
deviation of experimental value and Load cell measurement of the plate of β = 800.
Th Mean S.D Loadcell
ε Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ]
0.016 1.1066 0.1219 1.0195 0.0559 0.028763 0.024797 1.0267 0.0398
0.03 1.1066 0.207 1.008 0.076433 0.072857 0.043984 1.0383 0.1022
0.05 1.1066 0.4186 1.0365 0.16027 0.055427 0.10663 1.0458 0.2687
0.068 1.1066 0.6994 1.0772 0.27113 0.024618 0.10965 1.0251 0.4777
Table B.19: Theoretical value of the hydrodynamic function, mean and standard
deviation of experimental value and Load cell measurement of the plate of β = 1000.
Th Mean S.D Load cell
ε Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ]
0.01 1.0975 0.0944 0.96893 0.064533 0.079601 0.052217 0.9575 0.0799
0.032 1.0975 0.2388 0.99907 0.15487 0.088044 0.058772 1.1031 0.1803
0.051 1.0975 0.4853 1.0465 0.25653 0.040902 0.011314 0.9645 0.4644
0.07 1.0975 0.8447 1.0468 0.4265 0.029978 0.092458 0.9954 0.4024
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Table B.20: Theoretical value of the hydrodynamic function, mean and standard
deviation of experimental value and Load cell measurement of the plate of β = 1200.
Th Mean S.D Load cell
ε Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ] Re[Θ] -Im[Θ]
0.014 1.0907 0.107 0.93917 0.067 0.065929 0.060604 0.9145 0.0893
0.03 1.0907 0.2332 1.0125 0.18557 0.098547 0.068372 1.1046 0.1518
0.05 1.0907 0.5199 1.064 0.3412 0.026343 0.13333 1.0031 0.4537
0.068 1.0907 0.9006 1.0875 0.3758 0.031064 0.092168 1.1536 0.2506
Appendix C: Sample MATLAB scripts used in this
study
clear all; close all; clc;
startup=1;% starting picture number
for cut=1 % truncating the domain size
rho = 998.2; % kg/m^3
mu = 1.003e-3 % Pa*s
Nx = 39; Ny = 24; % grid size
Xaxis(cut+1)=cellstr([num2str([num2str(Nx-2*cut),...
’X’,num2str(Ny-2*cut)])]); %For Xlabel
freq = 550*1.003e-6/0.0148^2; % Hz, beam oscillation Frequency
b = 14.8e-3; % m





acqfreq = 1/time; % Hz, acquisition frequency
Dt = 2/acqfreq; % s, acquisition time between two pictures
% NOTE: multiplied by two because of straddle image
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T=1/freq; % time period of oscillation
w = 2*pi*freq; % omega
% directory=([’D:\Acceleration\front\beta one sixty\...
eps p two four b’,epsname]);
directory=([’D:\Acceleration\front\beta fivefifty\epsback’,...
epsname]);
% directory=([’F:\eps 0.022 beta 200\Analysis\new\’]);
% Time step 0
data = importdata([directory,’\Analysis\file’,...
num2str(startup,’%03i’),’.dat’]);
% get coordinates (once at the beginning only)
x = data(:,1)/1000; y = data(:,2)/1000; % convert to meters
x = x - mean(x); y = y - mean(y); % coordinate centering
X = fliplr(reshape(x,[Nx,Ny])); dx = X(2,1)-X(1,1);
Y = fliplr(reshape(y,[Nx,Ny])); dy = Y(1,2)-Y(1,1);
X=X(1+cut:Nx-cut,1+cut:Ny-cut); Y=Y(1+cut:Nx-cut,...
1+cut:Ny-cut);
%Truncating the position domain
X = X(2:Nx-(1+2*cut),2:Ny-(1+2*cut)); % use only inner nodes
Y = Y(2:Nx-(1+2*cut),2:Ny-(1+2*cut)); % use only inner nodes




1+cut:Ny-cut).; %Truncating the Velocity domain
Ub = U(2:Nx-(1+2*cut),2:Ny-(1+2*cut));...
% save this for next step (velocity at t-1)
Vb = V(2:Nx-(1+2*cut),2:Ny-(1+2*cut));...
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% save this for next step (velocity at t-1)
%% time step 1 - actual cycle begins
Nfiles = length(dir([directory,’\Analysis\’,’*.dat’]));
Nfiles = Nfiles-2;...
% use first and last file only for velocity time derivatives
int1out = [];
itime = startup+1;








1+cut:Ny-cut); %Truncating the Velocity domain
for itime = startup+1:Nfiles
% compute spatial derivatives of velocity (on inner nodes only)




















U = U(2:Nx-(1+2*cut),2:Ny-(1+2*cut)); ...
%Truncating the Velocity domain
V = V(2:Nx-(1+2*cut),2:Ny-(1+2*cut));
% need the velocity at time = t + Delta t









% velocity time derivatives
Udot = 0.5*(Uf(2:Nx-(1+2*cut),2:Ny-(1+2*cut))-Ub)/Dt;
Vdot = 0.5*(Vf(2:Nx-(1+2*cut),2:Ny-(1+2*cut))-Vb)/Dt;
% calculation of "flux terms"
% north/south faces (N+, S-)
NSFterm = rho*(0.5*(U.^2+V.^2)-V.^2 - Udot.*X - Vdot.*Y...
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+ V.*X.*Zeta) + ...
mu*(2*dVdy + X.*(d2Udx2 + d2Udy2));
% east/west faces (E+, W-)
EWFterm = rho*(-U.*V + Vdot.*X - Udot.*Y + U.*X.*Zeta) + ...
mu*((dUdy + dVdx) - X.*(d2Vdx2 + d2Vdy2));




Ub = U; Vb = V; % update for next time step




scaleC = pi/4*rho*w^2*epsilon*b^3; % Characterstic force
time = (0:Nfiles-startup-1)’*(Dt)+Dt;
int2 = -rho*(w^2*b*epsilon)*sin(w*time+pi/2)*b*h;...
%second part of equation
force = int2+int1out; %Summinng of both part of force





%getting the real part and imaginary part of force
end
%%Load cellmeasurement
acqfreq =1000; % Load cell acq freq
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startat=(453) %starting force signal point
[ForceLC,txt,raw] = xlsread([directory,...’\loadcell’,...





zz = [cos(w*t),-sin(w*t)]\ForceLC; % fourier series
PIVmag =-w^2*epsilon*b*mass/length; % base excitation amplitude
ForceLCWOH = ForceLC+PIVmag*cos(w*t);
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