Abstract: The challenge of optimization control of batch processes is how to combine both discrete-time (batch-axis) information and continuous-time (time-axis) information into an integrated frame when designing optimal controller. By using data-driven technology, a novel integrated learning control system is proposed in this paper. Firstly, an iterative learning controller (ILC) is designed along the direction of batch-axis, and then an adaptive single neuron predictive controller (SNPC) that plays role of feedback controller along the direction of time-axis is devised accordingly. As a result, the integrated control system is very effective to eliminate modeling error and uncertainty, which is superior to traditional ILC. In addition, the self-tuning algorithm of SNPC controller is derived by a rigorous analysis based on the Lyapunov method such that the predicted tracking error convergences asymptotically. Lastly, to verify the efficiency of the proposed control scheme, it is applied to a benchmark batch process. The simulation results show that the proposed method has better stability and robustness compared with the traditional iterative learning control.
INTRODUCTION
Batch process has been widely used in some industries because it satisfies the requirements of modern market. Due to the strong nonlinearity and dynamic characteristics of batch process, the optimal control design is more difficult than that of continuous process, and thus new non-traditional technique is need to deal with above problem.
Iterative learning control (ILC) is employed in the optimization control of batch process because of the repeatability of batch process (Xiong et al., 2007) , (Lu and Gao, 2005) . However, ILC just only control the batch-to-batch performance of the process without considering the real-time control of the current batch. Thus, ILC is an open-loop control for a separate batch. As a result, the control performance of the system is difficult to be guaranteed when model error and uncertainty exist. Therefore, integrated optimization control technology considering both the information of time-axis and batch-axis is greatly necessary to derive the maximum benefit from batch process. Amann proposed a composite iterative optimization learning algorithm that combines Riccati feedback control and ILC feed-forward control (Amann et al., 1996) . Gao presented an iterative learning control method based on internal model control (IMC) to solve the model error and delay problem (Liu and Gao, 2010) . Based on quadratic criteria, Lee adopted a new ILC control method (Q-ILC) for a linear time-varying model (LTV) to control the temperature of the production process on-line in several relevant documents , , . Considering model error and external interference, Lee combined model predictive control technology and iterative learning control, which can effectively solve the model inaccuracy and interference problem (Kwang et al., 1999) . Xiong proposed an on-line shrinking horizon re-optimization control method to reduce the tracking error of the batch process (Xiong and Zhang, 2005) . For tracking and controlling production quality, Xiong and Zhang built a LTV disturbance model for batch production process and used ILC method to control the system to ensure tracking error can still effective convergence with external interference (Xiong and Zhang, 2003) , (Xiong and Zhang, 2004) . For the integrated optimization control of the batch process, Rogers firstly pointed out the 2D dynamic characteristics of the batch process iterative learning system and analyzed the convergence of the iterative learning system based on 2D system stability criterion (Rogers and Owens, 1992) . Based on 2D model, Kurek and Fang obtained feedback feed-forward iterative learning control strategy for deterministic iterative process (Kurek and Zaremba, 1993) , (Fang and Chow, 2003) . Gao et al also did a series of related research for 2D optimization control. However, most existing research results are just useful for the linear system.
Considering above-mentioned problem, a novel integrated learning control system is proposed in this paper. Firstly, an iterative learning controller (ILC) is designed along the direction of batch-axis, and then an adaptive single neuron predictive controller (SNPC) that plays role of feedback controller along the direction of time-axis is devised accordingly. As a result, the integrated control system is very effective to eliminate modeling error and uncertainty, which is superior to traditional ILC. In addition, the self-tuning algorithm of SNPC controller is derived by a rigorous analysis based on the Lyapunov method such that the predicted tracking error convergences asymptotically. Based on data-driven technology, an integrated learning control system is designed as in Fig.1 . The system is divided into two parts: iterative learning controller (ILC) designed along the direction of batch-axis, and adaptive single neuron predictive controller (SNPC) that plays role of feedback controller along the direction of time-axis. More clearly, the part of ILC reflects the repetitive learning procedure of batch processes in the domain of space, which guarantees the end-product quality approximate the targeted value after several iterations by fully using of the repetitive characteristic. And another part, SNPC boxed by dotted line reflects the dynamic characteristics of batch processes in the domain of time, and it plays the role on adjusting the current batch when uncertainty and disturbance exist, without the internal product quality information of the batch process.
DATA-DRIVEN BASED INTEGRATED LEARNING CONTROLLER DESIGN FOR BATCH PROCESSES
For the convenience of discussion, the number of batch and batch length are respectively defined as k and f t .
Here the batch length f t is divided into T equal intervals. 
ILC SNPC It is clear that the proposed integrated learning control system not only makes the end-product quality approximate the targeted value after several iterations but also makes the system with better robustness and convergence by the action of real-time feedback control at time axis.
BATCH-AXIS ITERATIVE LEARNING CONTROL
The predicted output of the data-based model is proposed in our recent research work (Jia et al., 2009) .
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To reflect the physical limitation in batch process, the input trajectory is bounded by the lower and upper bounds, There always exist uncertainties/disturbances that vary from batch to batch so there is no one-to-one correspondence between the product qualities and input variables. To limit the deterioration of control performance due to model-plant mismatches and uncertainties/disturbances, error correction and iterative learning control method for batch-to-batch is adopted to overcome the impact of model errors. It will be described in the following.
The model prediction error of end quality is defined as: 
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where  is error correction term parameter.
The batch-axis iterative learning control optimization problem can be formulated as: ( 1,:) ( ,:)
( ,:) ( 1,:) ( ,:)
where Q is selected as constant matrix here,
R is also constant matrix.
TIME-AXIS FEEDBACK CONTROL
The proposed SNPC is described as：
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where    In view of the characteristic of batch process, ( , ) e k t is studied by the following two different cases.
(1) If
where  is error threshold andˆ( , 1)
For the convenience of discussion, we denote 
5. EXAMPLE
To demonstrate the effectiveness of the proposed scheme, in this section it is used to control product quality of a continuous stirred tank reactor (CSTR), in which a first-order irreversible exothermic reaction
takes place (Lu and Gao, 2005) , (Xiong and Zhang, 2003) , (Ray, 1981) . This process can be described by the following dynamic equations 4000exp( 2500 / ) 6.2 10 exp( 5000 / )
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where 1
x and 2 x are respectively the reactant concentration, and T denotes reactor temperature.
In this simulation, T is normalized by using
, in which min T and max T are respectively 298（K）and 398（K）. A data-based model of the considered batch process is approached by a neuro-fuzzy model [15] in this paper. 50 batches of independent random numbers are selected in [0, 1] . Each batch contains 11 data points. And the robustness of the proposed method is evaluated by introducing Gaussian white noise with standard deviation 0.002. 30 batches are used for training and another 20 batches data for testing. Neuro-fuzzy model with rule of 6 is used to build a batch process model in the simulation. The input of NFM model is chosen as
. Then, batch length is divided into 10 equal intervals. The desired end-product quality is 0.6100
For showing the control performance of the proposed integrated control strategy, it will be contrasted with the traditional iterative optimization control method in the following. The output and input trajectories of the integrated control method are shown in Fig.2 . Obviously, the integrated optimization control strategy proposed in this paper approximated the desired value at the first batch. So, it has a good tracking ability.
The end-production quality errors of the two methods are shown in Fig.3 . The end-production quality error is defined as 
CONCLUDSION
With the dynamic characteristics of batch-axis and time-axis, the optimization control of batch processes is similar as a two dimension control problem. Thus an integrated learning control system based on data-driven technology was proposed in this paper. The contribution of this work is to combine feedback controller along time-axis with iterative learning optimization control along batch-axis. It results that the integrated scheme not only enhanced the control performance of the batch processes but also guaranteed the convergence and robustness of batch processes. Lastly, the proposed integrated optimization control was applied to a benchmark batch process. Simulation results demonstrate that compared with traditional ILC method, the integrated optimization control strategy has better tracking performance and robustness.
