Two-stage selection procedures have been widely studied and applied in determining the required sample size (i.e., the number of replications or batches) for selecting the best of k systems and for selecting a subset. The Enhanced Two-Stage Selection procedure is a heuristic two-stage selection procedure that takes into account not only the variance of samples, but also the difference of sample means when determining the sample sizes. This paper discusses the use of the same technique to select a subset of size m that contains at least c of the v best of k systems. Numerical experiments indicate that the proposed sample size allocation strategy is superior to other methods in the literature.
INTRODUCTION
Discrete-event simulation has been widely used to compare alternative system designs or operating policies. When evaluating k alternative system designs, we select one or more systems as the best and control the probability that the selected systems really are the best. Let µ i denote the expected response of system i. Our goal is to find the system with the smallest expected response µ * = min 1≤i≤k µ i . If the system with the largest expected response is desired, just replace min with max in the formula. We achieve this goal by using a class of ranking and selection (R&S) procedures. However, efficiency is still a key concern for using simulation to solve R&S problems.
Many R&S procedures are directly or indirectly developed based on Dudewicz and Dalal (1975) or Rinott's (1978) indifference-zone selection procedures and have focused on identifying the best system. Nevertheless, Koenig and Law (1985) have developed a two-stage indifference-zone procedure to select a subset of size m that contains the v best of k systems; where (1 ≤ v ≤ m < k). Sullivan and Wilson (1989) have developed a two-stage subset selection procedure that determines a subset of maximum size m containing at least one of the systems that are within a pre-specified amount of the best. Let µ i l be the l th smallest of the µ i 's, so that µ i1 ≤ µ i2 ≤ . . . ≤ µ i k . These indifference-zone selection procedures determine the number of additional replications based on a conservative least favorable configuration (LFC, i.e., assuming µ i1 + d * = · · · = µ iv + d * = µ iv+1 = · · · = µ i k and do not take into account the value of sample means; see Section 2.2. Some new approaches including and (Chen and Kelton 2000, 2005) incorporate first-stage sample mean information in determining the number of additional replications. In an average case analysis, these procedures are more efficient in allocating sample sizes than procedures that are derived based on the LFC. There are several new approaches aiming to improve the efficiency of R&S procedures; Chick and Inoue (2001) use a Bayesian framework for constructing ranking and selection procedures. Kim and Nelson (2001) eliminates inferior systems based on whether a partial sum is within a continuation region. For an overview of existing methods of R&S see Bechhofer et al. (1995) , Swisher et al. (2003) or Branke et al. (2005) . Chen et al. (2006) point out that R&S procedures have been incorporated with other simulation procedures to make statistically valid inferences (e.g., Buchholz and Thümmler 2005) and consequently the need to provide a subset of the v best systems (i.e., the top-v systems); instead of only the best system. They point out that the overall efficiency of certain types of simulation-optimization algorithms (e.g., evolutionary population-based search) depends highly on the quality of the selected top-v systems. If the selected subset contains poor systems, the convergence rate of simulationoptimization procedures (that invoke the R&S process) can be negatively affected. Mahamunulu (1976) considers a generalized version of selection problem. The goal is to select a subset of size Chen m that contains at least c of the v best of k systems, where max(1, m + v + 1 − k) ≤ c ≤ min(m, v) and max(m, v) ≤ k − 1. If c = v = m = 1, then the problem is to choose the best system. When c = v < m, we are interested in choosing a subset of size m that contains the v best; Koening and Law (1985) have addressed this case. If 1 < c = v = m, we are interested in choosing the m best systems, i.e., the case considered by Chen et al. (2006) . We propose applying the techniques of Chen and Kelton (2000, 2005) to the generalized selection procedure.
The paper is organized as follows. In Section 2, we provide the background necessary to understand our proposed procedures. In Section 3, we present our methodologies and proposed procedures for selecting a subset of size m that contains at least c of the v best of k systems. In Section 4, we show our empiricalexperiment results. In Section 5, we give concluding remarks.
BACKGROUND
In this section, we introduce the necessary notation and background:
the independent and normally distributed observations from the j th replication or batch of the i th system,
the total number of replications or batches for system i, n i : the intermediate number of replications or batches for system i, µ i : the expected performance measure for system i, i.e.,
the sample mean performance measure for system i with n i samples, i.e.,
the sample mean performance measure for system i shorthand forX i (n i ), σ
the variance of the observed performance measure of system i from one replication or batch, i.e., σ
the sample variance of system i with n i replications or batches, i.e., S
Indifference-Zone Selection Procedures
Our goal is to select a system with the smallest expected response µ i1 . Let CS denote the event of "correct selection." In a stochastic simulation, a CS can never be guaranteed with certainty. The probability of CS, denoted by P(CS), is a random variable depending on sample sizes and other uncontrollable factors. Moreover, in practice, if the difference between µ i1 and µ i2 is very small, we might not care if we mistakenly choose system i 2 , whose expected response is µ i2 . The "practically significant" difference d * (a positive real number) between the best and a satisfactory system is called the indifference zone in the statistical literature, and it represents the smallest difference about which we care. Therefore, we want a procedure that avoids making a large number of replications or batches to resolve differences less than d * . That means we want P(CS) ≥ P * provided that µ iv+1 − µ iv ≥ d * , where the minimal CS probability P * and the "indifference" amount d * are both specified by the user.
The two-stage procedure of Dudewicz and Dalal (1975) to select the best of k systems has been widely studied and applied. Let n 0 be the number of initial replications or batches. The first-stage sample means
and marginal sample variances
Based on the number of initial replications or batches n 0 and the sample variance estimate S 2 i (n 0 ) obtained from the first stage, the number of additional simulation replications or batches for each system in the second stage is N i − n 0 , where
(1) Here ⌈z⌉ is the smallest integer that is greater than or equal to the real number z and h 1 (which depends on k, P * , and n 0 ) is a constant that can be found from the tables in Law and Kelton (2000) .
The derivation of the procedure is based on that to select the best of k systems
and we equate the right-hand side to P * to solve for h 1 . Here f and F , respectively, denote the probability density function (pdf) and the cumulative distribution function (cdf) of the t distribution with n 0 − 1 degrees of freedom (d.f.).
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We then compute the second-stage sample means
Define the weights
and W i2 = 1 − W i1 , for i = 1, 2, . . . , k. Compute the weighted sample means
and select the system with the smallestX i . Note that the expression for W i1 was chosen to make ( Dudewicz and Dala 1975) . Koenig and Law (1985) extended the procedure to select a subset of size m that contains the v best of k systems. They show that
See Section 3.1 for an explanation of this formula. The required sample sizes are computed by (1) except that different critical constant h is used. We equate the righthand side to P * and solve for the constant h (depends on k, v, m, n 0 , and P * ), which can be found from the tables in Koenig and Law (1985) or Law and Kelton (2000) .
The derivation of these procedures are based on the LFC. However, in reality, we rarely encounter the LFC; therefore, these procedures are consequently conservative. Basically, the computing budget is allocated proportionally to the estimated sample variances.
An Enhanced Two-Stage Selection (ETSS) Procedure
Based on Rinott's (1978) procedure, Chen and Kelton (2000) propose an ETSS procedure that takes into account not only the sample variances, but also the difference of sample means across systems when determining the sample sizes. The ETSS is derived with the assumption that the true means are known; however, the true means are estimated by sample means in practice. Thus, the ETSS procedure is a heuristic approach and does not guarantee P(CS) ≥ P * . Chen (2004) proposes using a conservative adjustment to increase P(CS).
Let h r be the critical constant that solves Rinott's integral; let
Then the allocated number of required simulation replications or batches for each system are large enough to achieve the precision guarantee. Since the true means are unknown, d i 's need to be estimated by the sample means. LetX b l be the l th smallest of the sample means
The ETSS procedure computes the number of required simulation replications or batches for each system using
Besides the difference in the critical constant h r , the difference between (5) and (1) is thatd i is being used instead of d * . This makes sense when our objective is to achieve P[X i1 <X i l , for l = 2, 3, . . . , k] ≥ P * , i.e., to find the good systems. If the objective of the simulation experiments is to estimate the differences of the expected responses, we can use different experimental designs and different procedures to obtain more precise estimates. The differences in the sample means are embedded ind i ; consequently, this procedure will allocate fewer replications or batches to the less promising system i, whose sample meanX i >>X b1 .
Even though under the LFC the observed P(CS) of the ETSS procedure is likely to be less than the minimal CS probability P * , the ETSS procedure can significantly reduce the computational effort in more typical cases that are far from the LFC. Furthermore, in many cases the consequence of making a mistake is not too costly when the chosen one is close to µ i1 + d * .
METHODOLOGIES
In this section we present the rationale of applying the technique of ETSS to the generalized subset selection procedure. We use a new approach to derive the lower bound of subset selection P(CS). Like other selection procedures, the proposed procedures assume input data are independent and identically distributed (i.i.d.) normal and allow unknown and unequal variances across systems. If non-normality of the input data is a concern, users can use batch means (see Kelton 2000, Chen and Kelton 2007) to obtain sample means that are essentially i.i.d. normal.
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Assessing the Probability of Correct Selection
Let w i l denote the half-width of the one-tailed Chen (2004) points out that procedures developed based on the LFC achieve w i l < d * and consequently the one-tailed 1 − α c.i. of
Whereas procedures that take into account sample means attempt to achieve
Hence, the allocated sample sizes are just large enough to conclude
with a desired confidence but no more than necessary. That is, to obtain P[X i1 <X i l ] ≥ 1 − α, the sample size should be large enough so that the one-tailed 1 − α c.i. half-width w i l < d i l . In practice, d i l needs to be estimated by (4). It is straightforward to used i instead of d * in (1) to compute the required sample size when the goal is to select the best.
The derivation of (2) is based on the fact that for i = 1, 2, . . . , k,
has a t distribution with n 0 − 1 d.f., where h depends on c, v, m, k, n 0 , and P * . Note that T i 's are independent. If f and F , respectively, are the pdf and the cdf of the random variable T . It is known that the distribution of the u th order statistic of n observations of T is
is the pdf of the beta distribution with shape parameters a and b; see Hogg and Craig (1995 p. 198) . Note that Γ(a) = (a − 1)! for any positive integer a. In our case, f and F are functions of the t distribution with n 0 − 1 d.f. We now assess the P(CS) of this selection problem. Let Y c be the c th smallest sample mean fromX i l (N i l ) for l = 1, 2, . . . , v and let µ c be its unknown true mean.
. . , k and let µ d be its unknown true mean. Then
The inequality follows since
* in the above equations, then we obtain strict equality.
Note that T ic ∼ β(F (T ic ); c, v − c + 1)f (T ic ); and
We equate the right-hand side to P * to solve for h. In the case that c = v, the above equation is simplified to (2). See Appendix for the bound of the probability of correct selection when the goal is to select the largest µ l 's.
Under the LFC, the inequality in above equations becomes strict equality and P(CS) = P * . In the non-LFC, the allocated sample sizes should be large enough to distinguish systems i v and i m+1 . Let
The sample size
Then the allocated sample sizes are large enough to provide the precision guarantee. Again, since the true means are unknown, d i l 's need to be estimated by the sample means. Moreover, we incorporate the indifference amount in determining the required sample sizes. Let
The required sample sizes are estimated by
We denote this the ETSS procedure. Furthermore, conservative adjustments can be used to increase the P(CS). Let U (X bv ) and L(X bm+1 ) be the upper and lower P * confidence limits of µ bv and µ bm+1 , respectively. Then
We denote this the AT (Adjusted ETSS) procedure.
Discussion
Chen et al. (2006) develop a procedure (denoted OCBAm) to select a subset of size m that contains the m best systems, i.e., the optimal subset of size m, with a fixed sample size and they aim to maximize the P(CS). In their setting, they do not incorporate the indifferencezone strategy. Our previous empirical studies indicate that when the goal is to maximize the P(CS) with a fixed sample size, the sample size allocation strategy that takes into account the indifference amount does not perform better.
The problem of maximizing the P(CS) given a sample size is the dual of minimizing the sample size given the P(CS). Consequently, the solutions to both problems are the same. To adapt the proposed procedure to maximum P(CS) instead of minimizing the sample size, we can set the indifference amount toX bv+1 −X bv . Note that in this case the indifference amount is a random variable. Then
Following the strategy of Chen et al. (2006), we allocate the sample sizes for each system such that
, i, j ∈ {1, 2, . . . , k}, and i = j.
Sequential Procedure of Selecting a Subset
We now present a cost-effective sequential approach to select a subset of size m that contains at least c of the v best systems from k alternatives. We denote this SRS (Sequential Ranking and Selection) procedure.
Generic Sequential Ranking and Selection Procedure:
1. Let N i,t be the sample size allocated for system i andX i,t be the sample mean of system i at the t th iteration. Simulate n 0 samples for all systems. Set the iteration index t = 0, and N 1,t = N 2,t = · · · = N k,t = n 0 . Specify the value of the indifference amount d * and the required precision P * . 2. Calculate sample means and sample variances.
Rank the sample means and obtain the index b l for l = 1, 2, . . . , k.
Calculate the new sample size
samples for all systems. Here (X) + = max(X, 0). Set N i,t+1 = N i,t + δ i,t+1 and t = t + 1. Go to step 2.
Return the values
We can reduce the number of iterations with a larger incremental sample size for system i at the t th iteration, but we run the risk of allocating more samples than necessary to non-promising systems. We propose to compute the incremental sample size dynamically with all the information obtained up to the current iteration. The additional sample size for alternative i at iteration t + 1 is
We use the equation S 2 i (r) = ( r j X 2 ij /r−X 2 i )r/(r−1) to compute the variance estimator, so we are only required to store the triple (N i,t ,
The SRS procedure is able to estimate the required sample size for each system to obtain the specified P * based on information obtained up to the current stage, so we are able to allocate incremental sample sizes intelligently. The procedure allocates a large incremental sample size at the first iteration and reduces the incremental sample sizes approximately by half at later iterations; see (9). This makes sense because there should be room for more aggressive budget allocation at early iterations, which reduces the number of iterations and the overhead in computing sample means and sample variances. Furthermore, we don't run the risk of allocating more samples than necessary because we have estimated the required sample size for each system. As Chen the procedure proceeds, the incremental sample size allocation become less aggressive to avoid allocating more samples than necessary to non-promising systems.
Furthermore, the factor of 1/2 in (9) insures that the allocated sample sizes satisfy approximately the ratios of (8). Assuming (hS i (n 0 )/d i ) 2 − n 0 > 0 at the first iteration, then the sample size for each alternative i N i,1 is a little more than half of N i obtained from (6). Therefore, the ratios of (8) should be roughly the same when N i is replaced by N i,1 . On the other hand, if the procedure stops when the subset contains only the estimated m best systems, then sample size N i,t should be close to N i . Thus, the ratios should also be roughly the same. Consequently, the required ratios of sample size for each alternative to maximize P(CS) is maintained approximately at all iterations. The critical value h depends on c, v, m, k, n 0 , and P * . Even though the sample sizes for each system will change at each iteration, we can use the initial value of h through all iterations. This simplifies the programming effort and provides conservative estimates of the sample sizes.
Selecting an Optimal Subset Given a Fixed Computing Budget
We also implement the procedure to select the m best systems given a fixed computing budget. The procedure is basically the same as OCBA-m except that the allocated sample sizes for each system are different. Furthermore, the incremental sample size at each iteration is computed dynamically. A smaller incremental sample size generally has better performance in terms of P(CS), but will result in a larger number of iterations and consequently longer runtime. Let T be the allocated total number of simulation replications (budget) and let Ω t+1 = T − k i N i,t be the available computing budget at the (t + 1) th iteration. We set the incremental computing budget at iteration t + 1
Sequential Optimal Subset Selection Procedure:
1. Let N i,t be the sample size allocated for system i andX i,t be the sample mean of system i at the t th iteration. Simulate n 0 samples for all systems. Set the iteration index t = 0, and N 1,t = N 2,t = · · · = N k,t = n 0 . Specify the allowed total sample size T . 2. Calculate sample means and sample variances.
Rank the sample means and obtain the index b l for l = 1, 2, . . . , k. 
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EMPIRICAL EXPERIMENTS
In this section we present some empirical results obtained from simulations using the KL (Koenig and Law 1985) , ETSS, AT (ETSS with a conservative adjustment), and SRS (sequentialized AT) procedures. In order to compare our procedures with other known procedures, we use the similar experiments of Chen et al. (2006) . Furthermore, we select the m (= c = v) best systems based on the sample means (i.e.,X i 's) instead of the weighted sample means (i.e.,X i 's).
Experiment 1: Equal Variances
There are ten alternative systems under consideration.
2 ), i = 1, 2, . . . , 10, where N (µ, σ 2 ) denotes the normal distribution with mean µ and variance σ 2 . We want to select three systems with the smallest means, i.e., m = c = v = 3. It is obvious that systems 1, 2, and 3 are the best three systems. The indifference amount d * is set to 1.0 in all cases. We experimented with two initial sample sizes n 0 = 20 and 40. We compare the actual P(CS) of KL, ETSS, AT, and SRS procedures.
Furthermore, 100,000 independent experiments are performed to obtain the actual P(CS). The number of times we successfully selected the true three best systems (systems 1, 2, and 3 in this example) is counted among the 100,000 independent experiments. P(CS), the correct selection proportion, is then obtained by dividing this number by 100,000. Table 1 lists the results of Experiment 1. The P(CS) column lists the proportion of correct selection. The T column lists the average of the total simulation replications (T = 100000 R=1 k i=1 N R,i /100000, N R,i is the total number of replications or batches for system i in the R th independent run) used in each procedure. The KL(20), ETSS(20) , AT(20) , and SRS(20) rows list the results of the procedures with initial replications n 0 = 20. Note that the observed P(CS)'s are all higher than the specified P * = 0.90 and P * = 0.95. AT has better coverage than the ETSS procedure with a larger total number of replications. The SRS has better coverage than AT with a smaller total number of replications. Because the variance of the sample mean is larger with a smaller initial sample size n 0 , the adjustment yields more improvement in P(CS) when n 0 is small.
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Experiment 2: Increasing Variances
This is a variation of Experiment 1. All settings are preserved except that the variance of each system increases as the mean increases. Namely, X ij ∼ N (i, i 2 ), i = 1, 2, . . . , 10.
The results are listed in Table 2 . Because good systems have smaller variances than systems in Experiment 1, the total simulation replications are smaller than Experiment 1 for ETSS and its extensions. In this setting we are more confident of the best selections at the first stage. Therefore, less simulation replications are needed to obtain the desired confidence. For KL's procedure, the simulation replications allocation is based entirely on the variances; thus, N i > N j when S i (n 0 ) > S j (n 0 ). Consequently, KL allocates more simulation replications than Experiment 1. All other procedures take into consideration the difference of sample means; therefore, some N i < N j even though S i (n 0 ) > S j (n 0 ). Procedures that take into account the sample means have the most significant reduction in the number of replications or batches in this setting, i.e., the inferior alternatives have the largest variances. All observed P(CS)'s are greater than the specified nominal level.
Experiment 3: Decreasing Variances
This is another variation of Experiment 1. All settings are preserved except that the variance of each system decreases as the mean increases. Namely, X ij ∼ N (i, (11 − i) 2 ), i = 1, 2, . . . , 10. The results are listed in Table 3 . Because good systems have larger variances than Experiment 1, the total simulation replications are larger than Experiment 1. In this setting we have less confidence of the good selection at the first stage. Therefore, more simulation replications are needed to obtain the desired confidence. All procedures allocate smaller additional simulation replications for systems with inferior systems in this setting, i.e., the variances decrease as the sample means increase. Once again, AT has better coverage than ETSS with additional replications or batches. Since inferior systems have smaller variances, we are confident to exclude those systems from further simulations at early iterations.
Experiment 4: the LFC
In this experiment, we test the procedure under the LFC since the minimum P(CS) occurs in this setting. Namely, X ij ∼ N (0, 6
2 ), i = 1, 2, 3;
2 ), i = 4, 5, . . . , 10. The indifference amount is set to 1.
The results are listed in Table 4 . As expected, the observed P(CS)'s of ETSS are smaller than the specified P * under the LFC, especially with smaller n 0 . The conservative adjustment significantly increases the P(CS)'s; however, they are still slightly smaller than the nominal values. Three of the observed P(CS)'s of KL are also smaller than the nominal values. We believe this is because of the stochastic nature of the experiments. The SRS performs well even under the LFC; achieves the highest observed P(CS)'s while allocates less samples than KL. We compare the performance of the SRS procedure with OCBA-m to select the top-m systems with a fixed computing budget. The three settings we tested are as defined in experiments 1 through 3 and we vary the computing budget T between 200 and 7000 for these two procedures. In order to correctly compare these procedures' performance only in the sample-sizes allocation strategy. The incremental sample size of SRS at each iteration is set to 50 instead of using the dynamicincremental-sample-size rule described in Section 3.4. The detail of the results are not listed here. However, in general SRS performs better than OCBA-m. In the increasing variance setting, OCBA-m performs slightly better than SRS; if there is a difference in the performance. On the other hand, SRS performs significantly better in the other two settings.
CONCLUSIONS
Many two-stage indifference-zone selection procedures ignore a large amount of first-stage sampling information. The ETSS procedure utilizes both the means and variances from the first stage. Hence, the marginal computational effort required for the ETSS procedure is minimized, yet the achieved efficiency improvement is significant. Even though ETSS is a heuristic procedure, derived with the assumption that the true means are known, it does have strong basis. From our experiments, we notice that ETSS often makes a wrong selection when a non-best alternative has the smallest sample mean at the first stage. We recommend using a conservative adjustment, which is computed dynamically according to the variance of the best alternative at the first stage, to ETSS to increase P(CS). The adjustment effectively allocates additional replications or batches to more promising alternatives. We have more confidence in the mean estimator when its variance is small resulting in a smaller adjustment.
On the other hand, we have less confidence in the mean estimator when its variance is large resulting in a larger adjustment.
Moreover, since the quality of the first-stage sample means have great influence in the performance of the ETSS procedure, we recommend using a larger firststage sample size for the ETSS procedure. Note that with the same minimal required probability of correct selection P * , the total sample sizes using n 0 = 40 may be less than using n 0 = 20 and achieve higher P(CS) at the same time. One drawback of two-stage selection procedures is that they rely heavily on the information from only one stage. To eliminate this drawback, we have sequentialized the AT procedure.
Our experimental results show that ETSS and its extensions are powerful tools for selecting a subset of size m that contains at least c of the v best systems out of k alternatives. The main advantage of the procedures is that the algorithm determines the number of additional simulation replications based on both the means and variances, which significantly improves the efficiency of R&S procedures. We strongly recommend using the sequentialized version of the selection procedure since it performs better than two-stage procedures in terms of sample size and probability of correct selection. The simplicity of this method should make it attractive to simulation practitioners or software developers.
A APPENDIX
When the goal is to select the largest µ i 's, the P(CS) is equal to the probability that the (m − c + 1) th largest of (X i1 ,X i2 , . . . ,X i k−v ) is less than the c th largest of (X i k−v+1 ,X i k−v+2 , . . . ,X i k ). This is equal to the probability that the (k − v − m + c) th smallest of (X i1 ,X i2 , . . . ,X i k−v ) is less than the (v − c + 1) th smallest of (X i k−v+1 ,X i k−v+2 , . . . ,X i k ).
It is helpful to regard c 
