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Abstract
The present paper shows that a sufficient condition for the exis-
tence of a stable solution to an autoregressive neural network model is
the continuity and boundedness of the activation function of the hid-
den units in the multi layer perceptron (MLP). In addition, uniqueness
of a stable solution is ensured by global lipschitzness and some condi-
tions on the parameters of the system. In this case, the stable value
is globally stable and convergence of the learning process occurs at
exponential rate.
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1 Introduction
Time series analysis and forecasting are important applications of neural net-
work (NN) models. Their applications range from fields such as hydrology
(see for instance Poff et al. [7]) to finance (see Zirilli [8] among many oth-
ers). The interest in neural network models relies in their ability to provide a
non-linear mechanism for both signal processing and expectations formation
(see Beale and Jackson [5], or Kohonen [6] for an introduction). The under-
standing of long-run behavior of such systems is critical when, for instance,
a state of the world is to be learned. In this case, existence of a stationary
solution and convergence of the system for a large set of initial inputs play a
crucial role.
The characterization of the long-run stochastic properties of the autore-
gressive neural network (AR-NN) process driven by additive noise is done in
Trapletti et al. [4]. The authors investigate the properties of the omega-limit
set of the probability distribution of the AR-NN as a stochastic process. In
particular, they make use of Markov chain theory in order to identify condi-
tions for ergodicity of the forecasting process and its stationarity.
The present analysis takes the AR-NN as a model of expectations forma-
tion, and investigates the stability properties of its deterministic nonlinear
NN component. In particular, the object of this paper is to identify condi-
tions on the NN component for existence, uniqueness and global stability of
stationary solutions of the model. To do so, we focus on stationary values
of the system; i.e., inputs to the system that induce outputs of the AR-NN
that become constant after some finite time. The motivation for studying
stationary values is that every stable output of the AR-NN converges toward
a stationary value.
The results are derived from an interplay between conditions on the pa-
rameters of the linear AR part of the model and the nonlinear NN component.
Existence of a stationary value is established in Theorem 1 and Proposition
2 under boundedness and continuity of the activation function of the hidden
units in the multi layer perceptron (MLP), together with some conditions
on the parameters of the AR component. Such conditions are minimal; but
they do not guarantee uniqueness. Lack of uniqueness is problematic for
learning processes in that there is always the risk for the system output to
be attracted toward an incorrect stationary value (i.e., a stationary value
different from the state of the world to be estimated or learned). Inaccurate
long-run learning may occur even when system parameters are correctly es-
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timated. This stems from the nonlinear NN component driving the system
to an incorrect stationary solution.
Uniqueness of a stationary value obtains when both the activation func-
tion is globally Lipschitz and the system parameters are such that the system
output under a constant input is a contraction operator (Theorem 3). More-
over, in this case, Theorem 4 establishes that, for every possible initial values
of the system, the AR-NN converges toward the unique stationary value at
exponential rate.
The paper is organized as follows: Section 2 reviews the AR-NN model
and introduces the relevant definitions and assumptions. Section 3 investi-
gates existence of a solution to the AR-NN expectational model by applying
a Brouwer’s fixed point argument along the lines of van den Driessche and
Zou [1]. Sufficient conditions for uniqueness of the stationary value are given
in Section 4, and global stability and speed of convergence in this later case
are studied in Section 5. Finally Section 6 ends the paper with a summary
of the results and concluding remarks.
2 The model
Our starting point is the autoregressive process of order p > 1, and defined
by the nonlinear deterministic difference equations
yt = h (yt−1, yt−2, ..., yt−p) . (1)
We take any arbitrary p real numbers (y1, ..., yp) as initial conditions.
Following standard literature on neural network modeling, we consider
the following representation
h (yt−1, yt−2, ..., yt−p) =
p∑
i=1
ψiyt−i +
q∑
k=1
βkG
(
p∑
j=1
φk,jyt−j
)
,
where the vector of weights (ψ1, ...,ψp) is in Rp,where the expression
(
φ
′
1, ...,φ
′
p
)′
=

φ11 . . . φ1p
. . . . .
. . . . .
. . . . .
φq1 . . . φqp

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is a (q × p) matrix of real numbers, where β = (β1, ..., βq)′ is a (q × 1) matrix
of real numbers, and where G is the activation function.
Thus, we obtain the equivalent representation
yt = ψ
′ (yt−1, yt−2, ..., yt−p)
+
q∑
i=1
βiG
(
φ
′
i (yt−1, yt−2, ...)
)
+ εt
= ψ1yt−1 + ψ2yt−2 + ...
+
q∑
i=1
βiG
(
φ
′
i (yt−1, yt−2, ...)
)
+ εt.
We are primarily interested in solutions to the above system that are
stable after a particular time t. We thus directly focus on dynamic properties
of deterministic part of (1)
yt = ψ1yt−1 + ψ2yt−2 + ...
+
q∑
i=1
βiG
(
φ
′
i (yt−1, yt−2, ...)
)
. (2)
More particularly, we are interested in finding values y ∈ R such that, after
a particular time t, the solution (yt)t∈N to (2) satisfies yt′ − y = 0 for every
t′ ≥ t. Such a value y is called a stable value of the system (1).
Definition. Let (yt)t∈N be a solution to (2). We say that the sequence
(yt)t∈N is a stable solution if there exists t0 ∈ N such that yt′ − y = 0 for
every t ≥ t0.
3 Existence
In establishing existence of a stable solution to (1) we first analyze the case
where the system receives a constant input signal, which we refer to as stable
value of (1). As a simple example, it is enough for the system to start from
the initial condition yj = y for every j = 1, ..., p to generate the output y
indefinitely, and in turn a stable solution.
Our result on existence of such equilibria of (2) will obtain under bound-
edness and continuity of G, together with some conditions on parameters of
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the AR part of the system that enable us to distinguish the general case from
the orthonormal AR model, where, as shown by Proposition 2, the system
(2) collapses to the linear AR model.
Assumption 1. The activation function G is continuous and bounded; i.e.,
there exists a constant H > 0 such that |G| < H.
Define now, for every y ∈ N,
Ψ (y) = ψ1y + ... + ψpy +
q∑
i=1
βiG
(
φ
′
i (y, ..., y)
)
. (3)
The function Ψ represents the output of the neural network after receiving as
input an identical signal. It now follows that y is a stable value of (1) if and
only if y is a fixed point of Ψ. We will use this property to prove existence
of a stable value of (1), leading in turn to existence of a stable solution.
Existence of a stable value is proved through two modifications of The-
orem 2.2 in van den Driessche and Zou [1] that distinguish between the
orthonormal and non-orthonormal AR cases.
Theorem 1 Assume that
p∑
i=1
ψi &= 1, and that Assumption 1 holds. There
exists a stable value of (1).
Proof. From the above remark, existence of a stable solution is equivalent
to existence of y ∈ R such that
y = Ψ (y) .
Since
p∑
i=1
ψi &= 1, existence of a stable solution is also equivalent to the exis-
tence of y such that
y =
1
1−
p∑
j=1
ψj
q∑
i=1
βiG
(
φ
′
i (y, ..., y)
)
.
Define the function g : y → 1
1−
p∑
j=1
ψj
q∑
i=1
βiG
(
φ
′
i (y, ..., y)
)
. We are left to
prove that g has a fixed point.
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By Assumption 1, the function G is continuous and bounded, thus the
function g is also continuous and bounded. Define now
H = max
y∈R
|g(y)| .
By Brouwer’s fixed point Theorem, the function g restricted to the in-
terval [−H,H] has a fixed point y∗ within this interval. It follows from the
above that y∗ is a stable value of (1) . The proof is now complete.
The case where
p∑
i=1
ψi = 1 is addressed next.
Proposition 2 Assume that
p∑
i=1
ψi = 1. The value y is a stable value of (1)
if, and only if,
q∑
i=1
βiG
(
φ
′
i (y, ..., y)
)
= 0.
Proof. Form the above remark, the value y is a stable value if, and only
if,
y = ψ1y + ... + ψpy +
q∑
i=1
βiG
(
φ
′
i (y, ..., y)
)
. (4)
Since
p∑
i=1
ψi = 1, the condition (3) is equivalent to the existence of y such
that
q∑
i=1
βiG
(
φ
′
i (y, ..., y)
)
= 0.
The proof is now complete.
Proposition 2 shows that when the AR part is orthonormal, existence of
a stable value is equivalent to the system (2) collapsing to a linear autoregres-
sive model. From its proof, any y satisfying the condition
∑q
i=1 βiG
(
φ
′
i (y, ..., y)
)
=
0 is a stable value. Still, Theorem 1 does not ensure uniqueness. Consider the
following trivial example in this latter case: yt+1 = G(yt), where G(x) = x3
if x ∈ [−1, 1], if x < −1 then G(x) = −1, and if x > 1then G(x) = 1. It is
easy to see that -1, 0 and 1 are stable values for (2) , and thus we have at
least three stable solutions.
We next turn to providing sufficient conditions for uniqueness of a stable
value of (2).
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4 Uniqueness
Uniqueness is next established under the following conditions.
The first assumption is that the function G be globally Lipschitz.
Assumption 2. There exists L > 0 such that, for every x and x′ in R,
|G (x)−G (x′)| ≤ L |x− x′| .
The second assumption is on the parameters of (1).
Define first the following constants:
φ ! max
i,j
∣∣φi,j∣∣ ,
and
α ! max
1≤i≤q
{
pΨi + Lφ
q∑
j=1
βj
}
.
The second assumption needed for uniqueness is on the above coefficient
α.
Assumption 3. α < 1.
Now, we derive that, for every y and y′ in R,∣∣∣G(φ′i (y, ..., y))−G(φ′i (y′, ..., y′))∣∣∣ ≤ L ∣∣∣φ′i (y, ..., y)− φ′i (y′, ..., y′)∣∣∣ ∀i,
and therefore
|Ψ (y)−Ψ (y′)| =
∣∣∣∣∣∣|y − y′|
∑
1≤i≤p
Ψi +
∑
i
βi
 G(φ′i (y, ..., y))
−G
(
φ
′
i (y
′, ..., y′)
) ∣∣∣∣∣∣ .
Hence, we have that
|Ψ (y)−Ψ (y′)| =
∣∣∣∣∣∣|y − y′|
∑
1≤i≤p
Ψi +
∑
i
βi
 G(φ′i (y, ..., y))
−G
(
φ
′
i (y
′, ..., y)
) ∣∣∣∣∣∣
≤
∣∣∣∣∣|y − y′| p max1≤i≤qΨi +∑
i
βiL
∣∣∣∣ φ′i (y, ..., y)−φ′i (y′, ..., y′)
∣∣∣∣
∣∣∣∣∣
≤ max
1≤i≤q
{
pΨi + Lφ
q∑
j=1
βj
}
|y′ − y|
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Thus, we have established that
|Ψ (y)−Ψ (y′)| ≤ α |y − y′|
showing that Ψ (·) is a contraction operator since, by Assumption 3, α < 1.
We can now state the next result of the paper.
Theorem 3 Under Assumptions 2 and 3, there exists a unique stable value
of (2).
Proof. The uniqueness of a stable value is a straightforward consequence
of the above analysis and of the Contraction Mapping Theorem as in Luen-
berger [3], or in Kantorovich and Akilov [2].
We next study the global stability of the above value.
5 Global stability
We now turn to studying global stability of the unique stable solution found
in Theorem 3. under Assumptions 2-3.
We first say that a value y is globally stable if, for every possible vector
of initial conditions, every solution to (2) converges to y.
Theorem 4 Under Assumptions 2 and 3, there exists a unique globally stable
value. Moreover, the globally stable value is the stable value.
Proof. Let y be the unique stable value found in Theorem 3, and
let (yt)t∈N be the solution to (2) for any arbitrary vector of initial values
(y1, ..., yp).
For any t ≥ p, we have that
|y − yt| = |h(y, ..., y)− h(yt−1, ..., yt−p)|
≤ α. max
1≤i≤q
|y − yt−i| , (5)
by a reasoning similar to the proof of Theorem 3.
Let i1 ∈ argmax1≤i≤q |y − yt−i| . In turn, we also have that
|y − yt−i1| = |h(y, ..., y)− h(yt−i1−1, ..., yt−i1−p)|
≤ α. max
1≤i≤q
|y − yt−i1−i| . (6)
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Plugging (6) into (5) leads to
|y − yt| ≤ α2. max
1≤i≤q
|y − yt−i1−i| .
We can iterate the above process to get:
|y − yt| ≤ α[ tp ]. max
1≤i≤q
|y − yi| , (7)
where [ tp ] is the greatest of all integers n such that p.n ≤ t.
Since α < 1 by Assumption 3, it follows that the expression α[
t
p ] converges
to 0 as t converges to infinity. Thus the right-hand side of (7) converges to 0
as t converges to infinity, and from (7) we finally get that
|y − yt| t→∞−→ 0.
The proof is now complete.
From inequality (7) in the above proof, we can see that convergence to-
ward the stable occurs at exponential rate. In other words, convergence of
the AR-NN is fast, and thus learning takes place quickly.
6 Conclusions
This paper shows that the boundedness and continuity of the activation
function of the hidden units in the multi layer perceptron (MLP) is a sufficient
condition for the existence of a stable solution of AR-NN processes. Global
Lipschitzness of the MLP together with some restrictions on the parameters
of the system ensures uniqueness of the stable solution; in this case, the
system is proven to globally converge towards the unique stable value at
exponential rate.
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