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Large scale risk assessmentLarge scale rainfall models are needed for collective risk estimation in flood insurance, infrastructure
networks and water resource management applications. There is a lack of models which can provide
simulations over large river basins (potentially multi-national) at appropriate spatial resolution (e.g.,
5–25 km) that preserve both the local properties of rainfall (i.e., marginal distributions and temporal cor-
relation) and the spatial structure of the field (i.e., the spatial dependence structure). In this study we
describe a methodology which merges meta-Gaussian random fields and generalized additive models
to simulate realistic rainfall fields at daily time scale over large areas. Unlike other techniques previously
proposed in the literature, the suggested approach does not split the rainfall occurrence and intensity
processes and resorts to a unique discrete–continuous distribution to reproduce the local properties of
rainfall. This choice allows the use of a unique meta-Gaussian spatio-temporal random field substrate
that is devised to reproduce the spatial properties and the short term temporal characteristics of the
observed precipitation. The model is calibrated and tested on a 25 km gridded daily rainfall data set cov-
ering the 817000 km2 of the Danube basin. Standard and ad hoc diagnostics highlight the overall good
performance over the whole range of rainfall values at multiple scales of spatio-temporal aggregation
with particular attention to extreme values. Moreover, the modular structure of the model allows for
refinements, adaptation to different areas and the introduction of exogenous forcing variables, thus
making it a valuable tool for classical hydrologic analyses as well as for new challenges of network
and reinsurance risk assessment over extensive areas.
 2014 Published by Elsevier B.V.1. Introduction
Dealing with large geographic areas, the modeling of the spatio-
temporal evolution of rainfall is a challenging task that however
must be tackled to provide realistic scenarios to be used as an
essential input of water resource or flood risk assessment analyses.
Over large areas, extreme events cannot be simply defined as the
occurrence of an observation or a cluster of high values over a spa-
tially coherent geographic zone, but more realistically as a set of
rainfall fields evolving in time (generally driven by large scale cli-
mate patterns). The combination of local rainfall intensities, spatial
extension and temporal persistence creates rainfall scenarios that
can overload the basin system resulting in critical conditions of
saturation and surface runoff. For instance, persistent and spatiallyextended rainfall events with medium intensity can be more dan-
gerous than short and highly intensive events, when the phenom-
enon affects wet soils already saturated by previous events.
Modeling these conditions therefore plays a key role in a well-de-
vised risk assessment procedure and requires moving from a static
point of view (rainfall frequency analysis) to a dynamic perspective
(stochastic modeling).
A large number of spatio-temporal rainfall models has been
suggested in the literature. Overviews were provided by Wilks
and Wilby (1999), Srikanthan and McMahon (2001), Mehrotra
et al. (2006) and more recently, by Baigorria and Jones (2010),
Maraun et al. (2010) and Haberlandt et al. (2011). Even though
several hybrid versions are available, it is possible to attempt a
rather general classification based on the underling backbone
technique of each method. Following Haberlandt et al. (2011), we
can distinguish between:
1. Alternating renewal processes.
2. Time series models.
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4. Linear parametric models.
5. Point processes.
6. Disaggregation models.
7. Resampling techniques.
Each approach exhibits both suitable properties and shortcom-
ings. We give a brief description of each method highlighting the
aspects that are potentially attractive to model rainfall over large
areas and thus the reasons that have led to the approach adopted
in this study.
The alternating renewal processes separate the precipitation
process into alternating wet and dry spells plus an internal struc-
ture of the rainfall pattern. The process is described by four random
variables, namely dry spell duration, wet spell duration, wet spell
amount and wet spell intensity. The approach is devised for time
series modeling and can be extended to a multisite/gridded set-
up via optimization techniques. Dependence of the model param-
eters on exogenous variables can be introduced. The method is
suitable for fine scale temporal resolution by introducing ‘‘inter-
nal’’ rainfall patterns within each storm event, whereas the spatial
domain might depend on the computational time required by the
optimization/resampling procedures (see e.g., Haberlandt et al.,
2008, 2011, and references therein).
Time series models such as Markov chain models, generalized
linear models (GLM; McCullagh and Nelder, 1989), generalized
additive models (GAM; Hastie and Tibshirani, 1990), linear para-
metric models (ARMA and their extensions; Hipel and McLeod,
1994) are widely used to simulate hydrological variables. A well
established theoretical framework allows accounting for exoge-
nous variables, temporal dependence and wet/dry conditions via
a suitable parameterization. First or higher order Markov chains
are used to model the alternation of rainfall states (wet/dry states
in a two-states set-up). Multisite/gridded extensions can be built
via latent spatial processes with uniform marginals. This type of
models is commonly applied to daily data (see e.g., Wilks, 1998;
Yang et al., 2005; Serinaldi, 2009; Kleiber et al., 2012). Examples
of rainfall simulation have been provided for grids spacing
 20 km over areas up to  700000 km2 (Kleiber et al., 2012).
The models based on point processes describe rainfall events as
an arrival process of rectangular pulses. The superposition of the
cells generates clusters that define the rainfall events. Multisite
extensions are available via two-dimensional rain cells and spatial
point processes. Dependence between climate and catchment
properties and model parameters can be introduced. This class of
models is devised for sub-daily temporal resolution (1 h) and has
been applied up to nation-wide scales (e.g., UK) via domain parti-
tioning (required because these models are usually stationary in
occurrence in space). Data at different time scales are required to
calibrate these models (e.g., Cowpertwait, 2006; Burton et al.,
2010).
Disaggregation models are devised for space–time disaggrega-
tion of rainfall series according to the scaling properties of the rain-
fall. Fine scale high quality data are required to fit the models.
Dependence between climate and catchment properties and model
parameters can be introduced; however, in these cases, the models
are no longer properly scaling/fractal/multifractal. The spatial do-
main depends on the range of scales in which the scaling proper-
ties reasonably hold (see e.g., Schertzer and Lovejoy, 1987; Gupta
and Waymire, 1993; Over and Gupta, 1996; Deidda, 2000).
Resampling models do not model rainfall but sample the ob-
served values according to suitable rules that preserve the spa-
tio-temporal statistical properties of the rainfall measurements.
Dependence on climate and catchment properties can be intro-
duced by modifying the resampling rules according to a suitable
data stratification. The approach is data-driven andnon-parametric, thus avoiding any model misspecification. The
method does not allow generation of values more extreme than
those observed and can be time expensive for large areas and fine
(sub-daily) time scales (see e.g., Brandsma and Buishand, 1998;
Buishand and Brandsma, 2001; Apipattanavis et al., 2007;
Mehrotra and Sharma, 2009; Mezghani and Hingray, 2009).
Based on this overview, some models are less suitable than oth-
ers to describe and simulate rainfall fields over large areas. For
example, disaggregation models need extensive good quality
rainfall information at fine time scale, which is rarely available.
Resampling procedures do not always perform satisfactorily if the
focus is on extreme events. Models based on point processes have
a well defined mathematical framework; however their extension
and incorporation of exogenous variables is not always easy;
moreover, even in this case, good quality data at multiple time
scales required for the model calibration are rarely available for
large areas. In addition, a rainfall model for large areas must fulfill
some requirements, such as ease of implementation, interpretation
and extension (by incorporating exogenous variables), a reasonable
simulation speed, and adaptability. The latter property refers to the
possibility of tuning specific components to tailor the model
according to specific areas, climate regions, and also to improve
the performance in terms of specific aspects that might be of
interest for design purposes.
Based on the above remarks, we opted for a parametric
approach that falls into the class of the time series models for daily
data. In particular, we combine Markov chain models with GAM
components for marginals and spatio-temporal meta-Gaussian
random fields. The modeling framework is described in Section 2.
Section 3 introduces the data sets used in the case study (rainfall
data and covariates), whereas the model set-up is presented in
Section 4. The model performance is discussed in Section 5 and
concluding remarks are reported in Section 6.
2. Model structure
As is mentioned in the introduction, the problem of simulating
rainfall over large areas is tackled here by adopting a parametric
method for daily rainfall data. The choice of the time scale is dictated
by the availability of rainfall data and climate covariates for large
areas. Indeed, good quality gauge and gridded daily rainfall data sets
are provided by several institutions worldwide an can be used for
the model calibration. Moreover, the aim is to develop a tool useful
for risk analysis at country scale (at least), meaning that fine time
scale details may be less important than an overall picture of the
rainfall phenomenon. Daily rainfall data are also a suitable input
for rainfall–runoff models for large basins. On the other hand, using
methods relying on fine scale or multiple scale data sets can be
impractical because of data requirement and the general low flexi-
bility and adaptability of the corresponding modeling frameworks.
Therefore, the modeling approach proposed in this study be-
longs to the class of models proposed by Wilks (1998) and
Chandler and Wheater (2002) (see also Yang et al., 2005; Segond
et al., 2006, 2007) and further developed by Baigorria and Jones
(2010) and Kleiber et al. (2012). The basic idea behind these mod-
els is to split at-site occurrence process (the transition between
wet and dry days) and rainfall amount process (positive rainfall
values in wet days). Both processes are therefore modeled by suit-
able GLM/GAM that describe the at-site marginal distribution of
the rainfall process. The spatial correlation is introduced in the
simulation stage by hidden meta-Gaussian processes which enable
the simulation of spatially correlated random numbers with uni-
form marginal distributions. These correlated random numbers
are then plugged in the GLM/GAM expressions and transformed
into values that preserve the spatial correlation and follow the
at-site rainfall discrete–continuous marginal distributions
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tempts to avoid the split between occurrence and amount pro-
cesses have been proposed by Bárdossy and Pegram (2009) and
Ailliot et al. (2009) by using censored, power-transformed, Gauss-
ian distributions (see also Bárdossy and Plate, 1992; Sansó and
Guenni, 2000; Allcroft and Glasbey, 2003).
In this study, we follow the approach suggested by Serinaldi
(2009) and apply discrete–continuous distributions to describe
the at-site distributions of the rainfall accounting simultaneously
for the occurrence and amount processes. In this way, the number
of the random field substrates to be used in the simulation stage is
reduced from two (one for the occurrence process and one for the
amount process) to one, thus making the model more parsimoni-
ous. The meta-Gaussian random numbers are simulated by the cir-
cular embedding algorithm proposed by Dietrich and Newsam
(1996), which is effective for simulating spatially correlated fields
over a large number of grid points with appropriate covariance
functions. Moreover, short term memory is introduced into the
meta-Gaussian random fields under the assumption of separability
of spatial and temporal correlation via simple matrix algebra. This
approach allows us to avoid sequential simulation, thus greatly
reducing the simulation speed. A detailed description of the model
components is reported in the next sections.
2.1. GLM/GAM framework
As mentioned above, GLM and GAM provide a suitable frame-
work to model the discrete–continuous distribution of the daily
rainfall accounting for seasonality and exogenous forcing variables,
such as alternative climate states. In particular, we are interested
in GLM and GAM extensions devised to deal with non-exponential
(possibly heavy-tailed) distribution families and able to incorpo-
rate covariates not only in the position parameter but also in the
scale and shape parameters, thus allowing for a better control
and fit of the dispersion, skewness and kurtosis. Two approaches
that fulfill these requirements are the vector GLM/GAM (VGLM/
VGAM; Yee and Wild, 1996; Jones et al., 2013) and GAM for loca-
tion, scale and shape (GAMLSS; Rigby and Stasinopoulos, 2005).
These models enable the definition of a complete dynamic dis-
crete–continuous univariate (at-site) distribution function at each
time step by accounting for the dependence on the previous obser-
vations and additional covariates through a set of parametric/non-
parametric and linear/non-linear functions between the covariates
and the parameters of the locally varying distribution function.
These dynamic marginal distributions can be coupled with a ran-
dom field with uniform marginals (i.e., a high dimensional multi-
variate copula) in order to reproduce both the temporal
dynamics and spatial dependence (see e.g. Villarini et al., 2014,
for an example concerning the modeling of radar rainfall
uncertainties).
As the rationale of both VGLM/VGAM and GAMLSS is the same
(main differences being in the fitting algorithms) we briefly recall
the mathematical theory following the GAMLSS notation used by
Rigby and Stasinopoulos (2005). The description is close to that re-
ported by Serinaldi and Kilsby (2012). Denoting RðsÞ the response
variable (the rainfall process at site s, with s ¼ 1; . . . ; S), for the
GAMLSS models it is assumed that observations rðs; tÞ at site s on
day t, with t ¼ 1; . . . ; T , have distribution function FRðr; hðs; tÞÞ with
hðs; tÞ ¼ ðh1ðs; tÞ; . . . ; hPðs; tÞÞ a vector of P distribution parameters
accounting for position, scale, and shape. Commonly, P is less than
or equal to four, since 1-, 2-, 3-, and 4-parameter families provide
enough flexibility for most applications. Given a T length vector of
the response variable r> ¼ ðr1ðsÞ; . . . ; rTðsÞÞ, let gpðÞ, for p = 1,. . .,P,
be monotonic link functions relating the distribution parameters
to explanatory variables and random effects through an additive
model given by:gpðhpðs; tÞÞ ¼ gpðs; tÞ ¼ Xpðs; tÞbpðsÞ þ
XJp
j¼1
Zjpðs; tÞcjp; ð1Þ
where hp and gp are vectors of length T, e.g.
h>p ðs; tÞ ¼ fhpðs;1Þ; . . . ; hpðs; TÞg, b>p ¼ fb1pðsÞ,. . .,bJppðsÞg is a parame-
ter vector of length Jp;Xp is a known design matrix of order
T  Jp;Zjp is a fixed known Tqjp design matrix and cjp is a
qjp-dimensional random variable.
The linear predictors gp comprise a parametric component Xpbp
(linear functions of explanatory variables), and additive compo-
nents Zjpcjp (linear functions of stochastic variables, also denoted
as random effects). GAMLSS involve several important sub-models.
For example, when the distribution function belongs to the expo-
nential family and only the position parameter h1 (related to the
expected value) depends linearly upon the covariates via Xpbp,
the GAMLSS reduce to GLM. Eq. (1) without random effects de-
scribes VGLM, which reduce to GLM under the same assumptions
mentioned for GAMLSS.
VGLM/VGAM and GAMLSS model fitting and selection are dis-
cussed by Yee and Wild (1996) and Yee and Stephenson (2007),
Stasinopoulos and Rigby (2007), respectively. The inference proce-
dure implies the selection of a suitable distribution family of R, the
explanatory variables, the link functions, and the structure of the
systematic part (i.e., linear and/or non-linear, parametric and/or
additive non-parametric functions between parameters and covar-
iates). Since the estimation methods are based on the maximum
likelihood principle, the model selection can be carried out by
checking the significance of the fitting improvement in terms of
information criteria such as the Akaike Information Criterion
(AIC; Akaike, 1974), the Schwarz Bayesian Criterion (SBC Schwarz,
1978), or the generalized AIC (GAIC; Stasinopoulos and Rigby,
2007) and testing the significance of the differences between the
deviance values of different models.
To highlight the role of the VGLM/VGAM and GAMLSS in the
rainfall model, it is worth recalling that a distribution function
can be parameterized so that the location, scale and shape param-
eters are related to the mean, variance, skewness and kurtosis.
Thus, linking the position parameter h1 to some explanatory vari-
ables (such as the time and large scale climate variables) corre-
sponds to modeling the expected values of the response variable
similar to GLM/GAM. On the other hand, the VGLM/VGAM and
GAMLSS provide additional flexibility, as they enable the modeling
of the variance, skewness and kurtosis through the relationships
between the scale parameter h2 and shape parameters hp; p > 2,
and the explanatory variables. In this way, time series of daily rain-
fall can be simulated by a dynamic distribution whose parameters
change at each time step according to the values assumed by the
covariates. As an example, Serinaldi (2011) and Villarini and
Serinaldi (2012) showed the effectiveness of GAMLSS strategy for
time series with time varying temporal structure.2.2. Meta-Gaussian spatio-temporal random fields
The spatial dependence of the rainfall process is accounted for by
an underlying meta-elliptical random field. Unlike similar ap-
proaches available in the literature, since the proposed model does
not split the occurrence and rainfall amount processes, there is no
need to introduce two spatial random fields (for the occurrence
and amount process) but only one field associated with the unique
discrete–continuous distribution (see e.g. Serinaldi, 2009). More-
over, while the seasonality is introduced by the covariates of the
marginal distributions, the short term (one-day) autocorrelation is
embedded in the underlying meta-elliptical random field in the
framework of separable spatio-temporal processes.
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lation stage. Generating from VGLM/VGAM and GAMLSS requires
the simulation of standard uniform random variables and the appli-
cationof the probability integral transform, keeping inmind that the
parameters of theparent distribution changeat each timestepbased
on the updated values of the explanatory variables. Since VGLM/
VGAM and GAMLSS provide at-site (univariate) models, to obtain
spatially correlated simulations, we need to simulate standard uni-
form random variables that are spatially correlated. In a low dimen-
sional problem (i.e., for a few sites), this is commonly done by
simulating from amultivariate standard Gaussian distribution with
a suitable correlation matrix, and then applying the probability
transformation UðwðsÞÞ, where WðsÞ denotes a standard Gaussian
random variable, wðsÞ a realization ofWðsÞ, and U the multivariate
Gaussian cumulative distribution function. This approach corre-
sponds to sampling from a Gaussian copula and returns spatially
cross-correlated random vectors with standard uniform marginals
that can be plugged into VGLM/VGAMandGAMLSS quantile expres-
sions. For high dimensional problems (e.g. thousands of grid points),
the standard simulation techniques from a multivariate Gaussian
distribution become impractical and we need to resort to methods
devised for simulating random fields (e.g., Gneiting et al., 2006). In
particular, the stochastic nature of the spatial dependence of the
rainfall process is modeled by using a random field that preserves
the covariance function. Since the number of possible pairwise cor-
relation values between s grid points is sðs 1Þ=2 and s can be thou-
sands, the pattern of the correlationwith distance (i.e., the empirical
covariance function) commonly exhibits a wide scattering, and
reproducing the exact values of the pairwise correlation values is
practically infeasible. The spatial correlation is therefore synthe-
sized by a suitable covariance function, whose parameters are al-
lowed to vary according to the seasonality or other covariates. For
example, denoting h ¼ sk  sl the distance between locations sk
and sl, a power law model with time varying scale (correlation dis-
tance) Cðh; tÞ, can be assumed for the spatial correlation function:
Cðh; tÞ ¼ 1 hk k
dðtÞ
 jðtÞ
; ð2Þ
where, dðtÞ and jðtÞ are time varying parameters.
This function is isotropic but it can be replaced by some aniso-
tropic shape, such as
Cðhx;hy; tÞ ¼ 1 hxk kdxðtÞ
 jxðtÞ
 1 hy
 
dyðtÞ
 jyðtÞ
; ð3Þ
which is a simple separable covariance function; of course, more re-
fined (non-separable) covariance functions can be used.
The short term (lag-1) autocorrelation exhibited by the daily
rainfall can be introduced by allowing for dependence of at-site
parameters on the previous observations or by introducing time
dependence in the underlying spatial random field. Even though
the first approach is deemedmore natural, it implies that each sim-
ulation depends on the previous one, thus resulting in an ineffi-
cient sequential simulation algorithm. In the second approach,
the short term time dependence can be simply introduced by writ-
ing (e.g., Podgórski and Wegener, 2012):
yðs; t þ 1Þ ¼ qyðs; tÞ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 q2
p
wðs; tÞ; ð4Þ
where yðs; tÞ is a spatio-temporal correlated Gaussian random field
and q is the lag-1 autocorrelation. As yðs; tÞ has standard Gaussian
marginal distribution, the probability transformation Uðyðs; tÞÞ can
be applied to obtain a field with standard uniform marginals, which
can therefore be coupled with the at-site VGLM/VGAM and GAMLSS
models to simulate discrete–continuous spatio-temporal correlated
time series at each location. Further details and a summary of the
modeling strategy are provided in Section 4.3. Study area and data set
The study area is the Danube basin (Fig. 1). With a drainage area
of 817000 km2, the basin extends over ten countries in central-
eastern Europe (Germany, Austria, Slovakia, Hungary, Croatia, Ser-
bia, Bulgaria, Moldova, Ukraine, Romania). Record-breaking rainfall
amounts and intensities were observed at several raingauges in
central Europe during the first half of August 2002 causing severe
flooding in several parts of the Danube basin with 100 fatalities
connected with the floods, and an economic loss estimated at
9 G€ for Germany, 3 G€ for Austria, and 2.5 G€ for the Czech Repub-
lic (Ulbrich et al., 2003, and references therein).
In 2006, a severe spring flood occurred in the Danube basin,
resulting from specific meteorological weather conditions. These
comprised an exceptional snow accumulation in the Alpine region
and the Morava basin followed by a sudden temperature rise and
heavy rainfall activity at the end of March resulting in fast snow-
melt in central-eastern Europe (Wachter et al., 2008). These flood
events caused four deaths and some 450 M€ costs as a first approx-
imation across Austria, Czech Republic, Slovakia, Hungary, Croatia,
Serbia and Romania (Wachter et al., 2008).
Unlike the extreme single flood events occurred in 2002 or 2006
due to high precipitation volume in a short time, in 2010 the scat-
tered character of the rainfall throughout the whole year and
throughout most of the Danube basin led to a high number of dam-
aging flood events at the local level (Liska et al., 2012). The 2010
floods caused three deaths in the Czech Republic, two in Slovakia,
two in Moldova, four in Slovenia, and 24 in Romania. Based on the
cost estimation reported by each country, the total damages of the
2010 floods in the Danube basin reached about 2 G€ (Liska et al.,
2012). These data clearly highlight the importance of providing
alternative but realistic rainfall scenarios to be used for flood risk
assessment procedures.
The data set used in this study comprises 0:25  0:25 (i.e.,
 25 25 km2) rainfall gridded data covering the Danube basin
(1462 grid points) extracted from the E-OBS database developed
within the EU-FP6 project ENSEMBLES and available at the web site
http://eca.knmi.nl/download/ensembles/download.php (Haylock
et al., 2008). The selecteddata set covers the 32-yearperiod between
1950 and 1981, in which the data show a small number of missing
values and reasonably homogeneous coverage over the entire area.
We recall that simultaneous observations are required to analyze
and model the spatial properties of the rainfall field, whereas the
at-site VGLM/VGAMandGAMLSSmodules can be calibrated in prin-
ciple by using shifted time series as the spatial coherence is embed-
ded in the random field module. Nonetheless, the 1950–1981 data
are used to calibrate both at-site models and meta-Gaussian sub-
strate for the sake of coherence. The rainfall data set is comple-
mented by NCEP Reanalysis data provided by the NOAA/OAR/ESRL
PSD, Boulder, Colorado, USA, at the web site http://www.esrl.noaa.-
gov/psd/. Among the reanalysis products, we have selected the sea
level pressure (‘‘SLP’’) as a potential climate covariate driving the
rainfall process (Lavers et al., 2013). In passing, other covariates such
as specific humidity, geopotential height and wind speed compo-
nents were also taken into account, but removed to keep the model
relatively simple. Thedaily SLPfields (available at 5  5 spatial res-
olution) are averaged over the basin area as the aim is to link the
rainfall process with large scale climate patterns.4. Model set-up
4.1. At-site component
The complete rainfall process at a generic location s was simu-
lated by using a discrete–continuous distribution:
Fig. 1. Study area and Danube basin.
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where p0 is the probability of zero rainfall, whereas GðrÞ is a contin-
uous distribution. This kind of distributions is also denoted as
mixed or zero-adjusted. For the sake of comparison, in the prelimin-
ary analysis, we used two options for the continuous part GðrÞ of
FðrÞ: the Weibull (WEI) distribution and Generalized Pareto (GP)
distribution with threshold parameter fixed to zero. WEI distribu-
tion can have either an apparent heavy or bounded tail depending
on the value of its shape parameter (Cook and Harris, 2004; Reiss
and Thomas, 2007; Furrer and Katz, 2008), whereas GP is the
asymptotic distribution for over threshold exceedances according
to the extreme value theory (EVT; e.g., Coles, 2001, pp. 75–76). Even
thoughWEI and GP are the penultimate and ultimate asymptotes in
EVT, both distributions have also been used to model the entire
range of positive rainfall values (e.g., Herr and Krzysztofowicz,
2005; Serinaldi, 2009; Deidda, 2010). It should be noted that several
other options have been suggested in the literature, mainly based
on the hybridization of exponential or gamma (GA) distributions
for the mid-low rainfall values and a second exponential or GP com-
ponent (e.g., Furrer and Katz, 2008; Li et al., 2012; Li et al., 2013, and
references therein) to describe the subexponential (heavy) tails
commonly exhibited by daily rainfall records (e.g., Papalexiou
et al., 2013; Serinaldi and Kilsby, 2014). These extensions are com-
monly introduced to correct the underestimation of the extreme
values and the overdispersion problem affecting the model simula-
tions (e.g., Li et al., 2012, 2013). However, in the present case, we
found that both WEI and GP provide a satisfactory performance
and outperform other competitors such as the GA distribution espe-
cially in the upper tails (see the Appendix A). The WEI cumulative
distribution function is:
Gðr;l;rÞ ¼ 1 exp  r
l
 r
; ð6Þ
where l > 0 and r > 0 are scale and shape parameters, respec-
tively. The GP cumulative distribution is:Gðr; k; nÞ ¼ 1 1þ n r
k
 1=n
; ð7Þ
where r : r > 0 and 1þ nr=k > 0f g.
To account for the seasonality and the dependence on SLP,
the parameters p0;l and r of the zero-adjusted WEI distribu-
tion (Eq. (5) with WEI continuous part) are modeled by linear
functions of SLP and time (via sine and cosine components)
as follows:
log
p0ðs; tÞ
1 p0ðs; tÞ
 
¼ bp;0ðsÞ þ bp;1ðsÞSLPðtÞ þ bp;2ðsÞ
 sin 2p
365
t
 
þ bp;3ðsÞ cos
2p
365
t
 
þ bp;4ðsÞ sin
4p
365
t
 
þ bp;5ðsÞ
 cos 4p
365
t
 
; ð8Þ
log lðs; tÞð Þ ¼ bl;0ðsÞ þ bl;1ðsÞSLPðtÞ þ bl;2ðsÞ sin
2p
365
t
 
þ bl;3ðsÞ cos
2p
365
t
 
þ bl;4ðsÞ sin
4p
365
t
 
þ bl;5ðsÞ cos
4p
365
t
 
; ð9Þ
log rðs; tÞð Þ ¼ br;0ðsÞ þ br;1ðsÞSLPðtÞ þ br;2ðsÞ sin
2p
365
t
 
þ br;3ðsÞ cos
2p
365
t
 
þ br;4ðsÞ sin
4p
365
t
 
þ br;5ðsÞ cos
4p
365
t
 
; ð10Þ
290 F. Serinaldi, C.G. Kilsby / Journal of Hydrology 512 (2014) 285–302The zero-adjusted GP model (Eq. (5) with GP continuous part)
was set up by keeping the shape parameter n constant to guarantee
the convergence of the maximum likelihood estimates (Yee and
Stephenson, 2007) whereas the scale parameter k was parameter-
ized as:
log kðs; tÞð Þ ¼ bk;0ðsÞ þ bk;1ðsÞSLPðtÞ þ bk;2ðsÞ sin
2p
365
t
 
þ bk;3ðsÞ cos
2p
365
t
 
þ bk;4ðsÞ sin
4p
365
t
 
þ bk;5ðsÞ cos
4p
365
t
 
; ð11Þ
The zero-adjusted WEI model was implemented in R (R Devel-
opment Core Team, 2012) using the freely available gamlss pack-
age (Rigby and Stasinopoulos, 2005; Stasinopoulos and Rigby,
2007), whereas the VGAM package (Yee and Wild, 1996; Yee,
2012) was used for the zero-adjusted GP model.4.2. Meta-Gaussian field component
As mentioned in the previous sections, the meta-Gaussian ran-
dom field is used to impart spatial and lag-1 temporal correlation
to the simulated rainfall fields. Since the model does not split
occurrence and amount processes in the simulation stage, both
spatial and temporal correlation refer to the whole process (zero
and non-zero rainfall). As both the zero-inflation and skewed nat-
ure of the positive rainfall affect the estimation (e.g., Habib et al.,
2001; Serinaldi, 2008), the lag-1 temporal correlation and spatial
correlation have been estimated through Kendall correlation coef-
ficient sK and then transformed into Pearson correlation q via the
formula q ¼ sinðsKp=2Þ by assuming that the temporal and spatial
dependence structures are meta-Gaussian. Even though this
hypothesis is questionable, Serinaldi (2009) and Li et al. (2012)
showed that the actual temporal dependence structure plays a sec-
ondary role whereas the preservation of the temporal correlationEmpirical
LOESS
Analytical
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Fig. 2. Monthly estimates of pairwise cross-correlation values versus distance (points). L
Eq. (12).value is enough to reproduce realistic time series. On the other
hand, the results discussed in the next sections confirm that the
computation of q via sK under the meta-Gaussian assumption does
not appear to show deficiencies. Both spatial and temporal correla-
tions are computed on a monthly basis to preserve the seasonality.
The spatial correlation function to be used in the random field sim-
ulation was modeled by a powered exponential function
Cðh; tÞ ¼ exp  hk k
dðtÞ
 jðtÞ !
; ð12Þ
whose parameters are estimated by minimizing the mean squared
error between the model and the empirical cross-correlation func-
tion. Fig. 2 shows the pairwise cross-correlation values versus the
distance along with the non-parametric locally weighted regression
smoothing (LOESS) curves (Cleveland and Devlin, 1988) and the fit-
ted model for each month. The empirical points exhibit a wide scat-
ter and a unique isotropic two-parameter model surely represents a
simplifying assumption, which however returns satisfactory results
(reported in the next sections). Alternatively, more refined locally
varying anisotropic covariance functions (possibly with embedded
dynamics) can be used (e.g.,Podgórski and Wegener, 2012; Kleiber
and Nychka, 2012; Kleiber et al., 2013). The simulation is performed
by using the circular embedding algorithm proposed by Dietrich
and Newsam (1996) and implemented in the R package Random-
Fields (Schlather et al., 2013).
4.3. Summary of the modeling approach
The modeling and simulation approach can be summarized as
follows:
1. A VGLM/VGAM/GAMLSS zero-adjusted distribution Fðrðs;tÞ;
hðs;tÞÞ is fitted to every time series at each location to model
the (at-site) rainfall marginal distributions accounting for
seasonality and covariate effects (see Sections 2.1 and 4.1).March April
July August
November December
000 500 1000 1500 20000 500 1000 1500 2000
nce [km]
ines denote LOESS smoothing curves and the fitted powered exponential function in
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mated through Kendall correlation coefficient sK and then
transformed into Pearson correlation q via the formula
q ¼ sinðsKp=2Þ (see Section 4.2).
3. A covariance function (e.g., Eq. (12)) is fitted to the empirical
values of the cross-correlation of the rainfall fields computed
in the previous step (see Section 4.2). This step allows
smoothing the empirical correlation matrix and exploiting
the theory and tools developed for random fields modeling
and simulation.
4. A set of temporally independent but spatially correlated Gauss-
ian random fields wðsÞ covering the spatial domain are simu-
lated and the short term temporal correlation is introduced
applying Eq. (4). The resulting random fields yðs; tÞ are Gaussian
and spatio-temporal correlated.April: simu
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Fig. 3. Sequence of daily rainfall fields observed in April, 1976 (top) and o5. The probability transformation uðs; tÞ ¼ Uðyðs; tÞÞ is applied to
obtain random fields with standard uniform marginals which
mimic values of probability ranging in ½0;1 with a prescribed
spatial and temporal structure.
6. Finally spatio-temporal correlated rainfall fields are simulated
by applying the local (at-site) quantile functions (inverse of
Eq. (5)) to the meta-Gaussian random fields with uniform mar-
ginals uðs; tÞ, i.e. rðs; tÞ ¼ F1ðuðs; tÞ; hðs; tÞÞ.
5. Modeling results
As in every modeling exercise, rainfall fields over large areas
must be checked for a number of key properties according to the
aims of the study. In the present case, we are interested in thelated
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Fig. 5. Summary statistics describing temporal correlation and distributional properties of daily rainfall. (Top) ACF at different lags. (Middle) First four L-moments of daily
rainfall. Points denote the values corresponding with exponential distribution. (Bottom) First four L-moments of the AM of daily rainfall. Points denote the values
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292 F. Serinaldi, C.G. Kilsby / Journal of Hydrology 512 (2014) 285–302
−0.2
0.0
0.2
0.4
0.6
Observed [−]
Si
m
ul
at
ed
 [−
]
ACF lag−1
−0.2
−0.1
0.0
0.1
0.2
0.3
Observed [−]
Si
m
ul
at
ed
 [−
]
ACF lag−2
−0.4
−0.2
0.0
0.2
Observed [−]
Si
m
ul
at
ed
 [−
]
ACF lag−6
−0.1
0.0
0.1
0.2
0.3
0.4
0.5
0.6
Observed [−]
Si
m
ul
at
ed
 [−
]
ACF lag−12
0
50
100
150
Observed [mm]
Si
m
ul
at
ed
 [m
m
]
Mean
0
10
20
30
40
50
60
Observed [mm]
Si
m
ul
at
ed
 [m
m
]
L−scale
0.0
0.1
0.2
0.3
0.4
Observed [−]
Si
m
ul
at
ed
 [−
]
L−skewness
0.05
0.10
0.15
0.20
0.25
Observed [−]
Si
m
ul
at
ed
 [−
]
L−kurtosis
0
100
200
300
400
Observed [mm]
Si
m
ul
at
ed
 [m
m
]
Mean of AM
0
20
40
60
80
100
Observed [mm]
Si
m
ul
at
ed
 [m
m
]
L−scale of AM
−0.2
0.0
0.2
0.4
0.6
Observed [−]
Si
m
ul
at
ed
 [−
]
L−skewness of AM
−0.2 0.0 0.2 0.4 0.6 −0.2 −0.1 0.0 0.1 0.2 0.3 −0.4 −0.2 0.0 0.2 −0.1 0.1 0.3 0.5
0 50 100 150 0 10 20 30 40 50 60 0.0 0.1 0.2 0.3 0.4 0.05 0.10 0.15 0.20 0.25
0 100 200 300 400 0 20 40 60 80 100 −0.2 0.0 0.2 0.4 0.6 −0.2 0.0 0.2 0.4 0.6
−0.2
0.0
0.2
0.4
0.6
Observed [−]
Si
m
ul
at
ed
 [−
]
L−kurtosis of AM
Fig. 6. Summary statistics describing temporal correlation and distributional properties of monthly rainfall. (Top) ACF at different lags. (Middle) First four L-moments of
monthly rainfall. Points denote the values corresponding with Gumbel distribution. (Bottom) First four L-moments of the AM of monthly rainfall. Points denote the values
corresponding with Gumbel distribution. Each segment refers to a grid point and denotes the range of values resulting from 100 32-year simulations.
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294 F. Serinaldi, C.G. Kilsby / Journal of Hydrology 512 (2014) 285–302reproduction of extreme events, which are a fundamental input of
flood risk analyses. The model performance is therefore evaluated
by using both at-site and areal summary statistics spanning the
daily to annual time scale. It should be noted that the properties
of the aggregated fields, such as the distributions of the monthly
and annual accumulation and areal average, are not used in the cal-
ibration stage; thus, their reproduction might be seen as a result of
the good modeling of the key characteristics of the observed data.January0
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Fig. 9. Observed versus simulated pairwise sK ðk5.1. Statistical diagnostics
Observed and simulated rainfall fields are compared in terms of
(1) at-site probability of no rain p0; (2) at-site probabilities of tran-
sition between wet and dry states; (3) values of the empirical auto-
correlation function (ACF) at suitable lags (based on the
aggregation time scale); (4) first four L-moments of positive rain-
fall values; (5) first four L-moments of daily annual maximaMarch April
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ise LORkl values for daily rainfall.
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Fig. 11. Distribution of the number of simultaneous wet grid points for the daily
rainfall.
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wet spell length at the basin scale and daily, monthly and annual
temporal resolution; (7) log-odd ratios ratio between two locations
sk and sl defined as LORkl ¼ log p
ðklÞ
11 p
ðklÞ
00
pðklÞ10 p
ðklÞ
01
 
, where pðklÞ11 ; p
ðklÞ
00 ; p
ðklÞ
10 , and
pðklÞ01 are the probabilities of rain at both locations, no rain at both
locations, rain at location sk and no rain at location sl, no rain at
location sk and rain at location sl, respectively; (8) pairwise Kendall
correlation coefficient sKðk; lÞ and upper tail dependence coeffi-
cient between rainfall vectors at two locations sk and sl (Poulin
et al., 2007; Serinaldi, 2008; Aghakouchak et al., 2010):
kðk; lÞ ¼ lim
v!1
P½FðrðskÞÞ > vjFðrðslÞÞ > v; ð13Þ
which is computed by the estimator kSSðk; lÞ proposed by Schmidt
and Stadtmüller (2006).
The model capability of simulating extreme events over the ba-
sin area is also checked by the distribution function of AM of the
mean rainfall of the N wettest daily rainfall grid points (RMW
(N); Smith, 2009), which is computed as follows: for each day,
the wettest N grid points are selected from the daily rainfall
map. The value of N may be any integer between 1 and the total
number of grid points on the map (i.e., 1462); however, it is not
normally necessary to consider all possible values of N, just a rep-
resentative sample. There is no requirement that the selected cells
are contiguous. The mean precipitation within the selected cells is
the RMW (N). The AM values of RMW (N) can be extracted and ana-
lyzed. RMW (N), LORkl; sKðk; lÞ, and kSSðk; lÞ along with summary
statistics at basin scale allow for a detailed evaluation of the spatial
properties of the simulated fields both in terms of occurrence and
intensity. For the sake of space, results are presented for the GP
model as it outperforms the WEI model for some statistics.
5.2. Performance assessment
5.2.1. Evaluation of at-site properties
Before presenting the quantitative results, it is useful to provide
a qualitative evaluation of the key properties of the simulated0.0
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Fig. 10. Observed versus simulated pairwise kSSðk; lÞ values for daily rainfall. kSSðk; lÞ is corainfall fields. Fig. 3 shows two sequences of daily rainfall field
snapshots over the Danube basin referring to one month of obser-
vations and one month of simulated values (the same calendar
month). The overall similarity of the two sequences is remarkable.
In particular, it should be noted the similarity of the spatial rainfall
structures within each snapshot (denoting the suitability of the
powered exponential correlation model) and the persistence of
the spatial rainfall structures across subsequent snapshots (indi-
cating the effect of the temporal dependence introduced by the
transformation in Eq. (4)). As a further visual assessment, a clip
movie provided in the supplementary material (Appendix B) shows
the comparison between one year of observed records and one
year of simulated daily rainfall fields.March April
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mputed on pairs of simultaneous positive rainfall values at both grid points sk and sl .
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occurrence process. Results are generally reported as scatter
plots of observations versus simulations. To account for the
sampling uncertainty the simulations are reported as segments
connecting the range of values obtained with 100 simulations
of 32-year scenarios. Wide scatter means high variability of1
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Fig. 13. Areal averagthe simulated statistic, whereas shifting and lack of alignment
must be interpreted as a systematic bias. Fig. 4 indicates the
correct preservation of the probabilities p00; p11; p01 ¼ p10 of
observing two subsequent zero rainfall values, two positive
values, or transition from dry (wet) condition at time t  1
to wet (dry) state at time t. The first two L-moments of1
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Fig. 15. Areal average annual rainfall.
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underestimation.
The first row of panels in Fig. 5 shows the values of the lag-1,
lag-2, lag-180 and lag-365 ACF of daily rainfall sequences. The
ACF values tend to be aligned along the 1:1 line; however, some
discrepancies are evident and might be unavoidable when a single
type of (at-site) model is used for all grid points. For instance, lag-2
ACF tends to be overestimated, whereas some locations exhibit a
systematic underestimation at lag-1 and lag-365. Nonetheless,
the simulated ACF values coherently decrease as the lag increases
lying in the same range of the observed values. The second row of
panels refers to the first four L-moments of the positive daily rain-
fall values. Rainfall mean and L-scale are almost perfectly repro-
duced and show a very small variability between different
simulations. L-skewness and L-kurtosis are slightly biased. We
found that the WEI model returns values slightly more biased
(figure not shown) since the upper tail is only apparently heavy
(Furrer and Katz, 2008). The third row of panels shows that the
mean values of the annual maxima are reproduced very well. The
L-scale shows a wide spread and tend to be overestimated in some
locations because of the pronounced heavy tail behavior of the
fitted GP distributions; however, the overall pattern is coherent
with the observations. L-skewness and L-kurtosis are captured in
average (the simulated values are centered around the observed
values) but the actual patterns are lost. However, the model is
not explicitly calibrated to reproduce extreme values. Moreover,
it should be noted that L-skewness and L-kurtosis are computed
on 32 AM values extracted from each observed and simulated
series and indeed they are centered around the point correspond-
ing to the Gumbel distribution because of the sampling uncertainty
(Papalexiou and Koutsoyiannis, 2013). In addition the fluctuations
within 100 simulations have the same magnitude of the variability
of the point estimates across the observed time series, ranging
between  0 and  0:4.
A well known shortcoming of rainfall generators is the so-called
overdispersion that generally refers to the underestimation of the0.0
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Fig. 14. Areal averagelong-term dry and wet spells and the variance of the rainfall
amount aggregated at monthly, seasonal or annual time scales
(Katz and Zheng, 2013; Wilks, 1999; Mehrotra and Sharma,
2007b; Mehrotra and Sharma, 2007a; Srikanthan and Pegram,
2009; Kim et al., 2012; Li et al., 2013). Fig. 6 shows that the model
is able to preserve not only mean and L-scale of the monthly
rainfall but also L-skewness, and mean and L-scale of the AM
monthly values (generally corresponding to one of the months in
the wettest season), as well as the lag-1, lag-2, lag-6 and lag-12
ACF (which however might be expected as the seasonality is
explicitly modeled). Similar to case for daily rainfall, L-skewness
and L-kurtosis of the monthly rainfall are centered around the
point that characterizes a Gumbel distribution. At the annual time
scale (Fig. 7), ACF is almost lost and exhibits an inter-simulationMarch April
July August
November December
0 0 50 100 150 0 50 100 150
onthly rainfall [mm]
monthly rainfall.
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the fluctuation of ACF values between different locations agree
with the sampling random fluctuation, and the range
( 0:5; 0:5) denotes that the ACF values of annual rainfall are
statistically no different from zero. Mean and L-scale of annual
rainfall are well preserved, whereas L-skewness and L-kurtosis
tend to assume values centered around zero and 0.1226, respec-
tively, which correspond to a Gaussian distribution. Even in this
case the inter-simulation variability has the same magnitude of in-
ter-site fluctuations.
These results indicate that the overdispersion is more influ-
enced by the upper tail behavior of the rainfall distribution and
the extreme values than by the temporal dependence, thus con-
firming the findings of Li et al. (2013). In this respect, it should
be noted almost all the results reported in the literature and based
on GLM-like models rely on distributions with exponential tails
such as GA, exponential or mixed exponential (Foufoula-Georgiou
and Lettenmaier, 1987; Wilks, 1998) and are tested on a small
number of time series usually from small areas in a multi-site set-
ting. Building on the theory of compound distributions (e.g., Dubey,
1970), Koutsoyiannis (2004a) showed that introducing random
fluctuations in the parameters of a GA distribution generates AM
values which tend to be heavy tailed even though the GA distribu-
tion falls in the (exponentially tailed) Gumbel domain of attraction.
Since Kleiber et al. (2012) achieved remarkable performance
improvements by imparting random fluctuations in the parame-
ters of a GLM GA model, we argue that this randomization in-
creased the variability of the tails in agreement with the results
of Koutsoyiannis’ experiments, resulting in apparently heavy tailed
at-site rainfall distributions. The upper tail of such distributions
behave as GP with positive shape parameter similarly to those
used in this study. Therefore, the overdispersion mitigation can
be ascribed to the heavy tail behavior of the rainfall distribution.
This behavior can be introduced explicitly, by using for instance
GP distributions with positive shape parameter (as done here
and by Li et al. (2013)) or implicitly (as done by Kleiber et al.
(2012) via parameter randomization). These results further con-
firm the importance of the upper tails on the entire rainfall process
and the relationship between the extremes and the mid-low values
(Klemeš, 2000).0.0
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Fig. 16. Annual maxima of the N wThe spatial properties of the daily rainfall are summarized by
LORkl; sKðk; lÞ and kSSðk; lÞ in Figs. 8–10. The overall patterns are
well reproduced for all months. Interestingly, since the model re-
lies on a meta-Gaussian random field, it should exhibit upper tail
dependence coefficient close to zero. We anticipate that the posi-
tive values of kSSðk; lÞ are a spurious effect related to the strong bias
of the kSS estimator. However, this point has been the object of fur-
ther extensive investigation that goes beyond the aim of the pres-
ent study and is reported in another paper in preparation. Fig. 11
shows the distribution of the number of simultaneous wet grid
points for the daily rainfall. Some discrepancies can be recognized;
however, it should be noted again that the model is not tuned to
describe this property. With a large number of grid points
(1462), exact reproduction might not be easy especially by a model
based on a single isotropic two-parameter spatial correlation
function.
5.2.2. Evaluation of areal properties
After analyzing the point-wise properties at different time
scales, the model performance is evaluated in terms of areal prop-
erties. The analysis is based on the areal average rainfall values
computed at daily, monthly and annual scale.
For the daily scale, the lengths of dry and wet spells over the en-
tire area are shown in Fig. 12. The top panels illustrate the number
of the dry and wet spells for the range of observed and simulated
duration. It should be noted that both panels closely resemble
the diagrams reported by Kleiber et al. (2012) in their Figs. 5a
and b. In particular, both models show the same difficulty of repro-
ducing dry spells. The survival functions in the bottom panels bet-
ter highlight the differences between observations and
simulations, not only confirming the poor reproduction of the dis-
tribution of areal dry spells but also the discrepancies between the
distributions of wet spells in the body of the distribution. In this re-
spect, keeping in mind that the duration of the areal dry spells is
highly discretized within a small range of values (from one to nine
days), and a single wet grid point is enough to break a dry spell in
the simulation sequence, it is quite clear that this property is not
easy to reproduce over large domains.
The survival functions of the areal average daily rainfall (Fig. 13)
highlight that the model tends to generally overestimate the0.0
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The slope of the survival function of the observed rainfall seems
to change above this threshold suggesting upper bounded behav-
ior. However, the discrepancy on the upper tail is deemed not to
be critical because the overestimation results in extreme scenarios
which are conservative in terms of risk assessment. Nonetheless,
this is one of the aspects that must be prioritised for improvement.
Focusing on monthly and annual time scales (Figs. 14, 15) the bias
of the upper quantiles is smoothed out, resulting in good agree-
ment between the observed and simulated empirical distribution
functions.
Finally, RMW (N) results are shown in Fig. 16. For N ¼ 1, RMW
(N) returns the highest at-site rainfall recorded over the entire
area. Fig. 16 (top-left) shows the distribution of the AM of the daily
maximum values from the wettest grid point, and summarizes the
capability of the at-site models to simulate extreme events. As N
increases, RMW (N) gives information about the rainfall amount
occurring in an increasing fraction of basin area and its value is
more and more influenced by the spatial coherence (and intermit-
tency) of the rainfall field, which is driven by the spatial correlation
function. Therefore, the satisfactory agreement up to N ¼ 100 (i.e.,
 7% of the area) indicates the good performance of the at-site
models in reproducing the daily extremes (occurring in a few
and possibly isolated grid points). On the other hand, the system-
atic (positive) bias that emerges for N P 316 (i.e.,  22% of the
area), reflects an overestimation of the wet grid points, probably
related to the understimation of the spatial intermittency. Indeed,
going back to Fig. 11, we can see that the model underestimates
the probability to observe less than  250 simultaneous wet grid
points and overestimates the probability to observe  250 to
 900 simultaneous wet grid points.
We argue that this behavior may be ascribed to the choice of a
simple isotropic covariance function, which makes the model sim-
ple and parsimonious, but obviously is not able to capture all the
complexity of the spatial dependence structure of the rainfall pro-
cess (Bárdossy and Pegram, 2009) especially over wide areas. Thus,
as mentioned in Section 4.2, more refined covariance models can
be used and will be explored in future works. Therefore, RMW
(N) helps recognize which component of the model must be
improved. On the other hand, the modular structure of the model
allows us to refine only one component keeping the others
unchanged.
6. Conclusions
This study presents a viable approach to simulate daily rainfall
fields over large areas. The modeling strategy relies on the frame-
work of parametric time series methods in order to fulfill specific
requirements balanced against simplicity, parsimony, speed and
satisfactory accuracy. Moving from classical multisite Markov
chain models with GLM at-site components, the proposed method
replaces the simulation from multivariate Gaussian distribution
with a more general and efficient random field simulation, whereas
the commonly used GLM GA at-site models are replaced by more
general VGLM/VGAM and GAMLSS allowing for more appropriate
fat/heavy tailed distributions (such as GP distribution). Avoiding
the split between occurrence and amount process makes the mod-
el more parsimonious than other models devised for multisite rain-
fall simulation preserving a satisfactory accuracy, whereas
embedding short term temporal correlation in the meta-Gaussian
random field simulation avoids a sequential simulation condi-
tioned on the simulation of the rainfall random fields at the previ-
ous time steps, thus greatly increasing the simulation speed. It
should be noted that the model structure is general and can also
be applied in a classical multisite context for data coming from a
raingauge network. Similar to the model proposed by Kleiberet al. (2012), it allows the simulation in ungauged locations by
interpolating the parameters of the at-site components. However,
the present approach is more parsimonious as the use of fat/heavy
tailed distributions allows us to accounts for overdispersion (inter-
annual variability) without needing the introduction of supple-
mentary random fields related to the parameter fluctuations.
The model performance has been tested on a large data set
comprising 32-year daily rainfall series from 1462 grid points cov-
ering the Danube basin ( 800000 km2). In spite of its parsimoni-
ous structure the model reproduces a number of key rainfall
statistics, including some characteristics which are not explicitly
considered in the calibration stage. Among them, we recall the
at-site maximum values at daily, monthly and annual time scales
and the areal average rainfall at monthly and annual time scales,
as well as some spatial correlation metrics. Nonetheless, we also
recall some shortcomings such as the systematic underestimation
of the dry spell length of the areal averaged rainfall at daily time
scale, and the overestimation of the extreme values of the areal
averaged rainfall at daily time scale.
Additionally, results shed light on some aspects widely dis-
cussed in the literature. For instance, the problem of overdisper-
sion referring to the underestimation of the variance of (spatio-
temporal) upscaled rainfall values can be mainly ascribed to the
tail behavior of the univariate distributions used in the at-site
models. As discussed in Section 5.2.1, the most recent approaches
to alleviate the overdispersion problem rely directly or indirectly
on the use of univariate distributions that show a true or apparent
heavy tail behavior (e.g., Kleiber et al., 2012; Li et al., 2013). There-
fore, the modeling results not only confirm the results obtained by
other models but also the increasing evidence for heavy tail behav-
ior of daily rainfall provided by extensive exploratory analyses
(Wilson and Toumi, 2005; Koutsoyiannis, 2004b; Deidda and Pulig-
a, 2006; Papalexiou and Koutsoyiannis, 2013; Papalexiou et al.,
2013; Serinaldi and Kilsby, 2014). It should be noted that this
explanation, if further confirmed by other studies on different geo-
graphic areas, obviates the need for the more or less complicated
techniques proposed in the past for post hoc correction of
overdispersion.
Another conceptual result from the simulation exercise concerns
the tail dependence coefficient which, in our context, summarizes
theprobability of observinga rainfall value exceedingafixed thresh-
old at a given location sk when the same threshold is exceeded at an-
other location sl. As this property is related to the dependence
structure that characterizes the random field and is not related to
the marginal distribution, it is expected to be close to zero for
meta-Gaussian randomfields. However, the simulated fields exhibit
values of tail dependence coefficient comparable to the empirical
ones. This raises questions about the true nature of the tail depen-
dence detected in natural phenomena such as rainfall fields. Being
an asymptotic property, its estimates must be taken with care as
theyare affectedby several issues includingzero values, sample size,
diurnal, seasonal or annual cycles and sampling errors (Serinaldi,
2008; Aghakouchak et al., 2010). Therefore, following the recom-
mendation of Aghakouchak et al. (2010), we performedmore exten-
sive investigation that highlighted the strong bias of the tail
dependence estimators commonly used in the literature. Anticipat-
ing those results, whichwill be reported in a following paper, we do
not recommendtheuseof the tail dependenceas anauxiliary tool for
the validation of weather and climate models in reproducing ex-
treme events (as suggested by AghaKouchak et al. (2013)).
Since shortcomings lead to thinking about problems more than
good results, we argue that the systematic underestimation of the
dry spell length (which is another type of overdispersion) may be
related to some asymptotic properties such as long range depen-
dence (see e.g., Koutsoyiannis, 2011, and references therein), which
introduces persistence into the occurrence of the states of a pro-
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Fig. 17. Box plots of AD values for the two models GP and GA and three thresholds
(see text for further details).
300 F. Serinaldi, C.G. Kilsby / Journal of Hydrology 512 (2014) 285–302cess (such as wet/dry states), resulting in longer spell lengths. This
interpretation is coherent with the results concerning the overdis-
persion of the rainfall intensity, for which an asymptotic property,
such as the behavior of the extreme values, has been found to be a
reasonable explanation that provides improved results. Therefore,
we consider long range dependence as an aspect to be explored
in the future in order to enhance the model output.
Finally, it is worth mentioning the need for developing a suit-
able set of metrics to reliably assess the model performance
according to specific requirements. In this respect, the RMW (N) in-
dex is an attempt to define an index able to describe the behavior
of extreme rainfall over a range of area fractions, thus providing
information from local (at-site) to areal scales. We showed that
this index can help recognize where the model fails and which
component of the model should be improved. In this respect, the
modular nature of the model allows us to improve specific aspects
and make sensitivity analyses easier. RMW (N) is of course just one
proposal among many possible alternatives that must be devel-
oped to better validate rainfall models for large areas.
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In this section, we compare the performance of GP and GA in
reproducing the upper tails of the gridded rainfall data. Such a type
of comparison is usually performed by examining the Q-Q plots
(e.g.,Furrer and Katz, 2008; Li et al., 2012) and quantifying the
agreement between the observed and modeled quantiles by some
index of performance that summarizes the departure of the Q-Q
plot from the 1:1 line, such as the average distance (AD; Li et al.,
2012):
AD ¼ 1
n
Xn
i¼1
jxobsi:n  xsimi:n j sin
p
4
 
; ðA:1Þ
where xi:n denotes the ith order statistic of a sorted sample of size n.
In the GLM/GAM context, the non-stationarity of the models re-
quires to re-scale the rainfall values to obtain meaningful Q-Q plots
(Furrer and Katz, 2008). However, the rescaling process is different
for different models, thus preventing a quantitative comparison of
the performance. This problemwas overcome by a Monte Carlo pro-
cedure. We simulated 100 32-year rainfall fields by using the mod-
els described in Section 4 with GP and GA for GðrÞ. For each grid
point, the 100 32-year time series were sorted in ascending order
and the average value of each order statistic xsimi:n was computed.
These average order statistics approximate the expected distribu-
tion resulting from the time varying (non-stationary) at-site models
and can be directly compared with the observed order statistics,
thus allowing us to apply Eq. (A.1) for a two-sample comparison.
To focus on the upper tail, AD was computed on the largest 160,
96, and 32 order statistics. This approach corresponds to a peak over
threshold (POT) selection with about 5, 3, and 1 POT values per year.
Note that the latter POT sample (32 POT in 32 years) is close to theannual maxima selection. The AD values for the 1462 time series
covering the spatial domain are summarized in Fig. 17 by box plots.
Fig. 17 shows that GP systematically outperforms GA on the upper
tail for all the three thresholds.Appendix B. Supplementary material
Supplementary data associated with this article can be found, in
the online version, at http://dx.doi.org/10.1016/j.jhydrol. 2014.02.
043.
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