Objectives To support wider use and higher quality interpretation of confidence intervals (CIs) in psychology. Methods We discuss the meaning and interpretation of CIs in single studies, and illustrate the value of CIs when reviewing and integrating research findings across studies. We demonstrate how to find CIs from summary statistics and published data in some simple situations. Results We provide the ESCI graphical software, which runs under Microsoft Excel, to assist with calculating and plotting CIs. These requirements are consistent with recommendations made more broadly in psychology and endorsed by the American Psychological Association (APA). The APA Publication Manual states that CIs ''are, in general, the best reporting strategy'' (APA, 2001, p. 22). Statisticians (Berry, 1986; Gardner & Altman, 1986 ) are unlikely to find the recommendations controversial or novel, and there have been largely unheard advocates of CIs in the psychology literature at least since the late 1950s (Chandler, 1957; Grant, 1962; LaForge, 1967) . The International Committee of Medical Journal Editors (ICMJE, 1988) advocated CIs, and since then CIs have become routinely used in medicine. Their recommendation was:
Authors wishing to publish papers in the Journal of Pediatric Psychology (JPP) will find the following as part of the 2007 editorial policy: As the science of pediatric psychology advances, so do requirements for methods. The editorial policy now requires that authors include confidence intervals (CIs) in manuscripts (Cumming & Finch, 2005; Wilkinson & the Task Force on Statistical Inference, 1999) . In addition, authors should include effect sizes for all major findings reported along with p-values (APA, 2001; Vacha-Haase & Thompson, 2004) . (www.oxfordjournals.org/our_journals/ jpepsy/for_authors/editorial%20policy.pdf, last accessed January 17, 2008) These requirements are consistent with recommendations made more broadly in psychology and endorsed by the American Psychological Association (APA). The APA Publication Manual states that CIs ''are, in general, the best reporting strategy'' (APA, 2001, p. 22) . Statisticians (Berry, 1986; Gardner & Altman, 1986 ) are unlikely to find the recommendations controversial or novel, and there have been largely unheard advocates of CIs in the psychology literature at least since the late 1950s (Chandler, 1957; Grant, 1962; LaForge, 1967) . The International Committee of Medical Journal Editors (ICMJE, 1988 ) advocated CIs, and since then CIs have become routinely used in medicine. Their recommendation was:
When possible, quantify findings and present them with appropriate indicators of measurement error or uncertainty (such as CIs). Avoid sole reliance on statistical hypothesis testing, such as the use of p values, which fails to convey important quantitative information (ICMJE, p. 260).
However, many contemporary psychologists may find they need to change their current standards of statistical analysis and reporting (Cumming et al., 2007) . In this article, we focus on CIs and aim to illustrate why this policy change makes good sense, and how it provides the basis for improved interpretation and communication of study results. A companion paper (Durlack, this issue) discusses the use of effect sizes.
Consider a simple example. Suppose you have carried out a study of parents caring for teenage children with muscular dystrophy. You have made an assessment of the psychosocial functioning of the primary care-giver and used a standard measure to identify parents who
All correspondence concerning this article should be addressed to Sue Finch, Statistical Consulting Centre, The University of Melbourne, Melbourne, Victoria, Australia. E-mail: s.finch@ms.unimelb.edu.au have elevated levels of depression. You have a random sample of 30 primary care-giver fathers and another random sample of 30 primary care-giver mothers, and you find 17 (57%) fathers had elevated depression compared with 8 (27%) mothers. An appropriate hypothesis test for this situation, where the null hypothesis is that the two categorical variables (gender and depression level) are independent, is Fisher's exact test. It gives a p-value of .035. In a first draft of a paper reporting the results, you summarize these findings in the following way: ''Significantly more fathers than mothers had elevated depression levels (p < .05)''.
This draft would clearly fail to meet the requirements of the JPP. Several improvements are needed. First, we need to know the extent to which fathers' elevated depression levels were greater than mothers'; this is best described as the estimated difference in proportions. This difference is 0.57 À 0.27 ¼ 0.30, or 30% if you prefer to work in percentages. It is the best estimate of the true difference in the proportions of fathers and mothers with elevated depression, where our populations of interest are male and female primary care-givers of teenage children with muscular dystrophy. The sample difference in proportions provides a point estimate of the population difference in proportions. It might seem simplistic to emphasize the need to report the point estimate; however, it is not at all difficult to find papers that fail to include it.
The point estimate gives a best estimate of the true population value based on this sample, but it provides no indication of how precise the estimate is. The usual way of quantifying the precision is to use a CI. For the study of primary care-givers of teenagers with muscular dystrophy, a 95% CI for the difference in proportions of fathers and mothers with elevated depression levels is 0.05-0.50, 1 or if you prefer percentages: 5-50%. The CI provides a range of true differences in the proportions of fathers and mothers with elevated depression that are consistent with the study results we have obtained. That is, it is plausible that the sample difference of 30% could have arisen if the true population difference was anywhere between 5% and 50%. Your chances of publication in JPP would be increased by reporting that ''the estimated difference in the percentage of fathers and mothers with elevated depression levels was 30%, 95% CI (5, 50)''. Rather than simply knowing that the result was statistically significant with a p-value <.05 (as our impoverished report stated), we have estimated the size of the difference between fathers and mothers, and have an indication of precision. We can easily consider the practical implications of the results. Is a difference of 30% clinically important? What about a difference of 5%, with which the data are consistent? Do we need to know more about why the difference arises? Are the results precise enough? Do we need to collect more data? A simple statement about the statistical significance of the results, in contrast, tells us nothing about the size of the difference and it does not encourage consideration of the practical, or clinical importance of the results.
In this non-technical article, we aim to remind researchers of some possibly forgotten lessons about CIs and to emphasize their use in practice. The APA gives authors this advice:
Interval estimates should be given for any effect sizes involving principal outcomes. Provide intervals for correlations and other coefficients of association or variation whenever possible (Wilkinson & the Task Force on Statistical Inference, 1999, p. 599).
Authors following this advice would, for example, report CIs for mean differences (in contexts where t-tests are used), for contrasts or pair-wise comparisons of means (where analysis of variance techniques are used), and for correlations and regression coefficients. Reporting a CI is appropriate whenever inferences are being made about the effect of an explanatory variable (for example, group membership, a manipulated factor, or a continuous characteristic) on a study outcome.
Four main sections follow. First, we elaborate on the meaning of CIs. In the second, we discuss the value of CIs in interpreting results from one study, and also results from several studies. Then in the third section we briefly discuss CIs for several simple situations and use of the software that accompanies this article. In closing, we endorse the new policy of the JPP.
The Meaning of CIs
In our example above, we calculated a 95% CI for a difference in proportions; as percentages, the CI was 5-50%. The CI has an upper limit (50%) and a lower limit (5%). We expect, although we cannot be sure, that the true difference in percentages is somewhere between these two limits-a value inside the CI. In our sample, the point estimate was 30%. The point estimate together with the limits of the CI indicates where the true difference plausibly lies on the measurement scale.
2
The CIs we discuss in this article, like the one above, are interval estimates for population parameters. They are used to make inferences about true population values based on data from a number of individuals sampled from the population (or populations) of interest. Readers of the JPP may be familiar with CIs used in the context of child assessment (Sattler, 2001) where the CI provides an interval estimate for an individual's underlying true score on a test. Interval estimates of this kind are based a single obtained score and the standard error (SE) of measurement. Interval estimates for the population parameters described in this article are based on point estimates and SEs estimated from sample data.
Here, we discuss two important aspects of the CI-the confidence level (in this case, 95%) and the width of the interval (the difference between the upper and lower limits, in this case 0.45 or 45%).
We have chosen the widely used, conventional confidence level of 95%. The meaning of the confidence level can be usefully illustrated with a thought experiment and a simulation. First, consider repeating the study in this exact sense: the next study will be identical but based on different samples of 30 mothers and 30 fathers; the results will most likely be a little different from the original results. However, again we expect the point estimate to be close to the true population value and that the true parameter value will be inside the new CI. Indeed, if we repeat the study many times we would have the same expectations. However, it is likely that the sample difference of proportions will occasionally be quite different from the true population value. In particular, occasionally the true value will be outside the CI. The level of confidence indicates how often, in the long run, the CI includes the true value. For 95% CIs, we expect the true value to be inside the CI in 95% of possible replications of the study, and in just 5% of cases we expect the CI to miss the true value. Figure 1 shows the results of a simulation of this idea; of course, illustrating the thought experiment with a simulation requires temporary omnipotence. We need to specify the true population proportions of fathers and mothers with elevated depression; in the simulations these were set to be 55% and 20%, respectively. This means the true difference in proportions is 35%. Figure 1 shows the point estimates (as dots) and CIs for a small number of hypothetical replications of the original study. The dotted horizontal line at 35% shows the true population value for the difference. In the first replication, the true value is inside the CI; indeed it is for all but two of the replications in Fig. 1 , which are shown with an open dot for the point estimate. If the study was repeated a very large number of times, the percentage of CIs including the true value would be 95%. Equivalently, we can consider a thought experiment about all the 95% CIs a researcher might report over a lifetime-about 95% of those intervals will capture the parameters estimated (Cohen, 1995) .
Most of the sample estimates (the dots) in Fig. 1 are around 30-40 and so the center of those CIs are quite close to the true value. A few of the estimates are much further from the true value; in these cases, the true value is out towards one of the bounds of the CI. Figure 1 thus illustrates the general principle that values near the center of a CI are the most plausible, or the best bet for the true value, whereas values inside the interval but close to either limit are somewhat less plausible. Values just outside a CI are even less plausible, although not impossible for the true value. Figure 1 represents an artificial situation. In practice, a researcher does not know the true population value, and has only a single CI. She cannot know if the single CI calculated from her sample is one of the majority of 95% that include the true value, or if she has been unlucky and the CI is one of the 5% that misses. In this case, the limits of the CI do not lie symmetrically around the point estimate. Readers of JPP may be familiar with CIs for means or mean differences where the limits of the CI usually lie symmetrically around the point estimate. Readers of JPP are likely to meet asymmetric CIs for a population correlation, a single population proportion, a difference of population proportions, and a population odds ratio. In a later section of this article, we give an intuitive explanation why a CI for a population correlation, for example, need not be symmetric.
If a different confidence level is used, the percentage of CIs capturing the true value will change. If the confidence level is 90%, only 90% of studies over many replications will include the true value. A 90% CI for the difference in the percentage of fathers and mothers with elevated depression levels in our simple example is 9-48%. This is narrower than the 95% CI. In general this is true; a 90% CI will be narrower than a 95% CI for the same data.
A 99% CI for our example is À2% to 55%; this range of plausible values for the true difference includes negative values, implying a higher percentage of mothers than fathers with elevated depression levels, as well as positive values which imply the reverse. The width of the interval is 57%, compared to 45% for the 95% CI. With a higher level of confidence, there is relatively lower precision. The variation in CI width with confidence level means it is important to note the level of confidence whenever a CI is being interpreted.
In planning any study, you should aim to produce results that are as precise as possible-in terms of finding 95% CIs, this means as narrow as possible. The larger the sample size you use in your study, the more precise results will be.
Misinterpretations of CIs
In our discussion of the meaning of CIs above, we emphasize the CI as a range of plausible values for the true population value or parameter. In other words, a CI gives a range of parameter values that are consistent with the sample data we have observed. This is important, as there are several seductive but incorrect ways of thinking about a CI.
The 95% CI for our simple example is 5-50%; a researcher might wish to know if this contains the true value of the parameter of interest. The true value of the parameter is a single number (albeit unknown), so our particular CI either does or does not contain the true value. That is, the probability that the actual CI includes the parameter is either 0 or 1, but we do not know which. It is tempting but misleading to state that there is a 95% chance that the actual CI includes the true parameter value. (Rather, we should state that 95% of all CIs will include the true parameter value.)
This kind of misinterpretation can be found in textbooks (Hays, 1973) . Assuming that the parameter is inside the CI is a common mistake (Wilkinson & the Task Force on Statistical Inference, 1999). Perhaps the misinterpretations arise because they reflect what the researcher would like to know. However, as we discuss in the next section, once we begin to collate and integrate CIs from several studies, we can see how consistently the true parameter value is estimated. We can also see how consistent one particular study is with others.
A CI is a range of values; this gives rise to other common misinterpretations. A CI can be wrongly interpreted as describing the range of observed values in the data (the minimum to the maximum), or as a range of values for a sample summary statistic (such as the sample mean). A CI gives us inferential rather than descriptive information: information about what we really wish to know, the true value of a parameter in the population.
Graphing CIs
In this article, we have represented CIs by reporting the limits and also as bars around the point estimate (as in Fig. 1 ). Results are often represented in figures with a bar around a point estimate; the bars commonly represent standard deviations (SDs), SEs, or CIs. Unfortunately, it is not difficult to find published papers that fail to label the bars Vaux, 2004) .
Recall that the SD is a descriptive measure of the variation in a set of numerical measurements obtained in a study. It is appropriate to report the SD as a summary statistic characterizing the distribution of the measured variable (APA, 2001) . About 95% of the measurements taken in a sample will be no further than 2 SDs from the sample mean, for most distributions of data.
The SE is a measure of the variation in a statistic, such as a sample mean. In a thought experiment or simulation, where we repeat a study many times (sampling a continuous measure and using a fixed sample size), the SE refers to the SD of the distribution of study sample means.
In a simple case of finding a CI for a single population mean using a large sample, for example, the SE is used in determining the width of the CI. The 95% CI width will be about four times the SE; in a figure, the 95% CI bars will be about twice the width of SE bars. The SE is multiplied by a constant to determine the size of the CI bars; the level of confidence you choose and the sample size determines the appropriate constant. In the single large sample case, the SE bars correspond approximately to a 68% CI.
SDs provide descriptive information, while SEs and CIs are both relevant to inference and provide information about precision. The APA (2001) and the International Committee of Medical Journal Editors (1988) emphasize the reporting of CIs for inference, rather than SEs. Cleveland (1994) explains that plotting SE bars can be problematic because ''we are visually locked into what is shown by the error bars; it is hard to multiply the bars visually by some constant to get a desired visual confidence interval on the graph'' (p. 219). For example, if two studies (one very small and one large) observe the same SE, they will still have different 95% CIs widths. Cleveland suggests that we have difficulty in ''translating'' the SEs into appropriate CIs. In some fields, there has been a preference to report SEs; this may be appropriate. However, as Cleveland suggests, a CI should also be given.
Consider a new example. Suppose we have a sample of 20 obese children aged between 8 years and 12 years, and we provide them with a support program targeted at reducing the amount of time spent in a defined set of sedentary behaviors. The average number of minutes per day spent in these behaviors is measured before and after the program. Figure 2 shows the change in the average time per day (calculated as before minus after); the dots are the individual observations, which range from about À100 min/day (an increase over time) to 160 min/day (a reduction over time). The range of the data is 260 min/day.
Figure 2 also shows the sample mean (37 min/day) plotted with three different bars-the SD, the SE and a 95% CI. The widest of these is the mean AE SD (width is 166 min/day), followed by the CI (width 78 min/day). The narrowest is the mean AE SE. Clearly, ambiguity in the labeling of bars in a figure or confusion over the meaning can result in inaccurate interpretation of the study results. SE bars will be narrower than 95% CI bars; most often, SD bars will be wider than 95% CI bars. Hence, it is essential that the caption to every figure with error bars states clearly what the bars represent; this is a requirement of the Publication Manual (APA, 2001, p. 180).
CIs and p-values
The 95% CI for the average change in time spent in sedentary behavior is -2 min/day to 76 min/day. This range of plausible values for the true mean change includes zero.
Recall that the p-value is the probability of the observed sample statistic (in this case, the sample mean change) or one more extreme, if the null hypothesis is true. The p-value for a t-test of a hypothesis that the true mean change was zero is .06. This illustrates a relationship between CIs and p-values from hypothesis tests. The null hypothesis value under consideration is inside the 95% CI, so the p-value is >.05.
Indeed, any parameter value inside the 95% CI, when tested as a null hypothesis, gives a p-value >.05.
3 (Both the test and CI should be two-sided.) Any parameter value outside the 95% CI, when tested as a null hypothesis, gives a p-value <.05. More generally, if we refer to the confidence level as C%, then any parameter value outside the CI, when tested as a null hypothesis, will give a p-value less than (1 -C/100). If the null hypothesis in our study of sedentary behavior was that the true mean change in time was 25 min/day, we know from the 95% CI (-2 min/day to 76 min/day) that the p-value would be >.05. The data observed are consistent with a true underlying change of 25 min/day. In fact, the p-value is .5.
The relationship between CIs and p-values means that when a researcher calculates a CI for a parameter of interest, she can obtain some information about the p-value for a hypothesis test about the value of the parameter. For a 95% CI, the information she obtains is simply if the p-value is >.05 or not. A researcher interested in reporting a hypothesis test should provide the actual p-value (Wilkinson & the Task Force on Statistical Inference, 1999).
Some researchers regard a CI as a convenient way to conduct a hypothesis test. It is not difficult to find journal articles where authors report CIs but limit their interpretation to the information it gives about the p-value. An example of such an interpretation is: ''the 95% CI indicated that the result was not statistically significant''-meaning that the null hypothesis of interest was inside the CI, with the implicit threshold of statistical significance being a level of significance of .05. This is a very impoverished use of the CI; it fails to consider or discuss the precision of the results.
If the null hypothesis of interest is that the true parameter value is zero, and the 95% CI for that parameter includes zero, a researcher can infer that the point estimate is consistent with the true parameter being zero. However, she cannot conclude that the null hypothesis is true; the CI Figure 2 . A dot plot of individual data points, the mean with SD bars, the mean with SE bars, and a 95% CI. The extreme points in the dot plot mark the range of data.
indicates that there is a set of hypotheses with which the point estimate is consistent.
The Interpretation of CIs
The new editorial policy for the JPP requires the inclusion of CIs in manuscripts, and we have illustrated above how one might report a CI to meet these requirements. Routine reporting of CIs will constitute good progress in psychology (Finch, Cumming, & Thomason, 2001; Hoekstra, Finch, Kiers, & Johnson, 2006) . However, simply reporting a CI in the way we illustrate does not take full advantage of the information it provides. It might seem strange that we need to say that careful interpretation of the CI is needed as well. Consider the following evidence.
There have been editors in both psychology and medicine who have advocated reporting of CIs or the use of bars in representing results. Geoffrey Loftus was editor of Memory and Cognition between 1994 and 1997; he recommended that authors represent their findings using figures with bars (such as CIs) in preference to the traditional practice of reporting the results of hypothesis tests. Kenneth Rothman as assistant editor of the American Journal of Public Health and founding editor of Epidemiology asked authors to report CIs rather than the results of hypothesis tests. The effectiveness of Loftus' and Rothman's reform attempts were investigated by Finch et al. (2001) and Fidler, Thomason, Cumming, Finch, and Leeman (2004) , respectively. Although in both cases many authors complied with the editors' preferences to report CIs, only rarely was a CI discussed or interpreted. Durlak (this issue) notes that many social scientists have also failed to meet APA guidelines about reporting and interpreting effect sizes.
A statistician might argue that the value and interpretation of a CI is self-evident-its width is a direct indication of the study precision. We argue that discussion of a CI supports a better quality of interpretation and communication of study results. CIs make the precision of study results transparent. The imprecision of much research in psychology means that CIs are often discouragingly wide, and this has been suggested as part explanation for psychology's slow uptake of CIs (Cohen, 1994; Steiger & Fouladi, 1997) .
Interpreting CIs in Single Studies
What can our researcher who examined the average change in time spent in sedentary behavior for a group of obese preteens conclude from the statistical analysis? A typical but poor interpretation of the p-value of .06 is that there was no statistically significant change in the average time spent in sedentary behavior. A further inference is sometimes made from this statistical statement-that there is no true change in time spent in sedentary behavior on average. This latter inference, in particular, is highly inappropriate; effectively a p-value >.05 is being interpreted as providing evidence that the null hypothesis of zero mean change is true.
Consider how examining the point estimate and CI might lead to a different interpretation. The mean was 37 min/day; we might first consider if this average reduction in sedentary behavior is likely to benefit our target population. The 95% CI (in minutes per day) was -2 to 76. This means that the true mean change could plausibly be much higher than 37 min/day-as much as an hour and a quarter. It is also plausible that the true mean change could be quite small-even a tiny increase over time. By examining values at the limits of the CI, we can readily see that quite a wide range of true values might have generated the sample data we observed. This makes the relative imprecision of this study transparent. A larger study would probably have given a more precise result, indicated by a narrower CI.
The egregious error of interpreting p-values >.05 as indicating that the null hypothesis is true can be avoided by considering the CI. Researchers sometimes do wish to conclude that some effects are small or negligible; a point estimate close to zero with a precise CI can provide evidence for this. This evidence will be good if the substantive implications of the true value being at either limit of the CI are consistent with the conclusion of a negligible effect.
Our researcher on child obesity should not despair. As Wilkinson & the Task Force on Statistical Inference (1999) stressed, good research will interpret results in the context of previously reported findings.
Interpreting CIs in Many Studies
Comparing CIs from a current study to intervals from previous related studies helps focus attention on stability across studies (Schmidt, 1996) 
. (Wilkinson & the Task Force on Statistical Inference, 1999)
Typically a researcher compares and contrasts the results of her study with other research by considering the conclusions drawn and the main factors relating to the outcome of interest. This is often a qualitative evaluation of the literature.
In this section, we illustrate how researchers can use results from their own study and related research to make a quantitatively based evaluation of the literature. This approach examines CIs from related research, rather than simply relying on p-values or a qualitative review.
Here is our third example. A researcher has reviewed four randomized controlled trials of a bedtime pass program designed to treat young children who are resistant to going to bed. In each of the studies, children with bedtime resistance are randomized to a treatment or monitoring control group; the treatment programs include the same essential element-a bedtime pass that permits one allowable interaction between parents and child after bedtime. The treatment is compared with the control in terms of the proportion of children who remain bedtime resistant after 3 months. Table I provides a summary of the results of the four studies. Let us first consider only the results of a hypothesis test: the null hypothesis is that there is no difference in the proportion of bedtime resistant children (3 months after commencing) between the treatment and control programs. The relevant p-values are in the second column of Table I . If you chose to consider only this information, the results of the studies might appear to be inconsistent. If the individual authors of these studies drew their conclusions based solely on the p-values, the conclusions drawn might appear to be quite inconsistent. Indeed, if a researcher relies on this information alone, he or she might search for explanations of this apparent inconsistency by considering differences between the studies.
Consider again Table I , and also Fig. 3 . Figure 3 shows, for each study, a 95% CI for the difference in the percentage of bedtime resistant children (control minus treatment). In Fig. 3 , the studies are ordered from top to bottom according to sample size; note that the CIs are narrower for the larger studies. The point estimates, in the fifth column of Table I , range from 43% to 69%; these are all positive. Study 2, for example, estimates that the percentage of bedtime resistant children in the control group is 69% higher than in the treatment group. Figure 3 makes the consistency very obvious; the CIs largely overlap. It also highlights the relative imprecision of the individual studies-they are all based on relatively small sample sizes.
There is a formal statistical method for combining the results of two or more related studies called meta-analysis (Glass, 1976) . It provides a combined estimate of the effect of interest with a CI by integrating the findings from all relevant studies. A meta-analysis requires an extensive search of relevant published and unpublished literature, and careful judgment about whether it is appropriate to combine the studies identified. This can be a complex and challenging project.
A meta-analysis of the studies in Table I gives a combined estimate of the difference in the percentage of bedtime resistant children of 60% 4 -this is now our best estimate of the true difference between treatment and control, based on several studies. The 95% CI for the combined estimate is 42-77%. There is a gain in precision with the meta-analysis as the results from the different, but relatively small, samples are combined. But even without the meta-analysis, the consistency of the findings is clear, in this case.
Judging the consistency of a set of CIs from different studies might not be as straightforward as it appears in our example. We expect some overlap of CIs that are consistent, and we will suspect inconsistency when CIs clearly do not overlap. Cumming and Finch (2005) discuss some principles for interpreting overlapping CIs in some simple situations. Researchers can also consider the consistency of the practical implications that follow from the estimates provided by the different CIs.
A common problem for researchers attempting a metaanalysis is the inconsistency of reporting of the statistics that are needed to find the uncertainty in the point Calculated using the uncorrected Newcombe-Wilson score method (Newcombe, 1998) .
estimate. The same problem is likely to arise for researchers attempting to plot CIs from published studies in the way we have illustrated in Fig. 3 . However, changes to editorial policy like those now adopted for the JPP should mean that CIs will be routinely reported in the future.
Obtaining CIs
In this section, we discuss CIs for some simple research designs and again illustrate the use and interpretation of CIs. We provide software, available for internet download. ESCI (''ess-key'') is Exploratory Software for Confidence Intervals, which runs under Microsoft Excel. ESCI JPP 5 is a module designed to accompany this article; it can be found at: www.latrobe.edu.au/psy/esci. ESCI JPP has three purposes. First, it provides CIs for two simple cases that are not covered by, for example, recent versions of SPSS; these are CIs for a population correlation and CIs for a difference in two independent population proportions. Second, it calculates CIs from summary statistics for some simple designs; this can assist authors who wish to compare CIs from published studies with their own results. Third, ESCI JPP provides plots of CIs, similar to Fig. 3 , to assist researchers and readers to compare and integrate information across studies and to consider the quantitative consistency of studies.
ESCI JPP supports calculation and display of CIs from 1 to 10 studies, including your own. Different pages are used for different measures, such as means, correlations, or proportions; and for different designs, such as single group, or difference between two groups. You enter information for each study, and the relevant CI for that study will be calculated and plotted. A 95% CI is provided by default, but other confidence levels are available.
CIs for Correlation
The APA advises authors to provide CIs for correlations (Wilkinson & the Task Force on Statistical Inference, 1999). Suppose, for example, that in the study of 20 obese children a continuous measure of physical selfperception is obtained, along with the measure of average time spent in sedentary behavior. Prior to the treatment program, the correlation between these two variables is À0.54. A 95% CI for the true population correlation is À.79 to À.13. Recent versions of SPSS do not provide this CI.
In this example, the CI for the true population correlation is not symmetric around the point estimate. The CI for the population correlation need not be symmetric. An intuitive way of thinking about why this might be is to consider the range of the correlation, which is constrained between -1 and þ1. If we observe a strong positive correlation, 0.9 say, with a small sample we would expect the CI to be wider than a CI based on a sample correlation of 0.9 for a much larger sample. As the upper limit of the CI for the true correlation is constrained at þ1, the asymmetry of the CI can reflect the different relative imprecision.
Finding the CI for the population correlation involves assuming underlying bivariate normality for the two variables of interest and uses a transformation of the sample correlation-Fisher's z-transformation.
6 Details are found in Appendix A of this article; the example above is worked in the Appendix. For the purposes of constructing CIs for published studies, only the sample size and the sample correlation are needed; this information should be readily found in most articles. At the correlation page of ESCI JPP, you can enter the sample size and correlation for each study, and see a figure showing the CIs for all the studies.
CIs for Difference of Two Independent Proportions
In the case of binary outcomes for two independent samples, we can find a CI for the difference in population proportions if the sample size and the number of successes in each of the study groups are known. Here ''success'' refers to having the characteristic of interest. In our example of primary care-givers of children with muscular dystrophy comparing the proportion of fathers and mothers with elevated depression level, ''success'' was meeting the criteria for elevated depression.
The details of the method we have used for calculating the CI along with a worked example are found in Appendix A, and ESCI JPP provides a relevant page as this CI is also not provided by recent versions of SPSS.
CIs for Difference for Two Paired Means
Consider CIs for the true mean difference in a paired design, such as the example of the change in time spent in sedentary behavior for a group of obese pre-teens. When the original data are not available, the sample size, the mean difference observed, and the standard error for this mean difference are needed to find the CI. Appendix A gives the standard procedure for finding a CI in this case, and provides a worked example; ESCI JPP provides a page to do the calculations automatically.
If the sample size, the mean difference or the standard error are not reported, it may be possible to infer the 5 ESCI JPP refers to the ESCI module for this JPP article. This assumes bivariate normality for the variables involved. information needed to find the CI, if other data are provided. ESCI JPP provides details of the possible options, and will calculate CIs using whatever (permissible) summary information is available.
CIs for Difference of Two Independent Means
The randomized controlled trials of the bedtime pass program are examples of studies where we wish to estimate the true difference of means between two independent conditions. Published studies would ideally provide information about the size of the samples in each condition, the means in each group, degrees of freedom, 7 and the standard error of the mean difference. Appendix A shows the way the CI is found from this information, and provides a worked example; ESCI JPP will do the calculations automatically. Again, if this information is not available, it may still be possible to find the CI; ESCI JPP describes the various combinations of summary information that can be used. The worked example in Appendix A describes a randomized controlled trial of a bedtime pass program where the outcome measure is the ''time to quiet''-the number of minutes before the child is quiet for the remainder of the night. A simple report of the results states: the mean difference (control minus treatment) is 15.6 min, with a 95% CI (8.4, 22.8) . Discussion of the result should consider the point estimate and the width of the CI. Average time to quiet was about one-quarter of an hour less for children in the treatment program compared with children in the control program; the 95% CI indicates the results were consistent with a true advantage for the treatment group between 8 and 23 min on average. Further discussion and interpretation relies on the researcher's expert knowledge. She can consider the consistency of the point estimate with other findings, and the clinical implications of the range of true values with which the results are consistent.
CIs for other Parameters
As standard statistical packages provide CIs for most of the parameters that an individual researcher might wish to estimate, researchers should be able to report CIs for their own studies, and include them in a comparative plot like Fig. 3 . A CI for the difference of means in two independent samples or in paired samples can be requested under the Options button in SPSS. CIs for regression coefficients can be requested under the Statistics button within linear regression. SPSS output from univariate analyses using the General Linear Model procedure includes CIs by default for parameter estimates (found under the Options button), contrasts (Contrasts button) and post hoc comparisons (Post-hoc button).
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There are a range of texts an author can consult to learn more about CIs (Altman, Machin, Bryant, & Gardner, 2000; Smithson, 2000 Smithson, , 2004 . Articles providing advice on finding CIs for particular applications are Loftus and Masson (1994) and Masson and Loftus (2003) Suppose, for example, that in the study of 20 obese children percentage body fat was measured prior to the treatment program, along with the measure of average time spent in sedentary behavior. CI results from a simple linear regression can be reported as follows: the slope of the regression equation predicting time in sedentary behavior from percent body fat was 14.8, 95% CI (8.1, 21.6). The regression model predicts an increase of nearly 15 min spent in sedentary behavior for every 1% increase in body fat. The CI indicates that the study results are consistent with true increases in time spent in sedentary behavior (for every 1% increase in body fat) between 8 and almost 22 min.
Consider a final example, where a randomized controlled trial includes two different treatments for young children who are resistant to going to bed as well as a control condition. There are three groups in the study; the outcome measure is the ''time to quiet''. The summary statistics could be reported in the following way: The mean time to quiet for the 40 children in the bedtime pass treatment was 21.2 min (SD ¼ 10.3) compared with 19.4 min (SD ¼ 11.3) for the 40 children experiencing a positive reinforcement (sticker chart) treatment. The 40 control children took longer on average to quiet (mean ¼ 46.5 min, SD ¼ 12.4). Consider two useful contrasts: one compares the control group with the treatment groups, the second compares the treatment groups. CIs for these contrasts are informative: The control group took, on average, 26.1 min longer to quiet than the average of the treatment groups [95% CI (21.8, 30.5)]. However, the mean difference between the two treatment groups was small, with the bedtime pass group taking, on average, 1.8 min longer to quiet than the reinforcement group [95% CI (-3.3, 6.8)] . Differences between the two treatment programs, on 7 The degrees of freedom are discussed in Appendix A, and also in more detail in ESCI JPP. average, are likely to be small. However, treatment reduces mean time to quiet by more than half compared with the control condition; the 95% CI shows that the mean difference observed between the control and treatment conditions is consistent with true mean differences between 22 min and 31 min. The width of the CI is 9 min-the result is relatively precise.
ESCI JPP also provides a generic page that displays CIs for other parameters when the CI limits are available for each study. Researchers often carry out single studies as part of a broader program around a central question; here there is potential to access raw data and find CIs for the same parameter from related studies. Even with very few studies, plotting the CIs can be informative. The generic page also allows you to plot together the contrasts described for the ANOVA example above.
Overview and Conclusions
We have emphasized the value of CIs in interpreting and critically evaluating findings, particularly in the context of related research. CIs provide an interval describing a plausible range of values for the parameter of interest. In the examples we provide, the point estimates and CIs refer directly to the measurement scale of interest and hence support consideration of the applied implications of the study findings. The CI makes the precision of results clear, which, in turn, should encourage careful planning and design. Perhaps it is time for some of us to blush at the width of our CIs.
We have illustrated how using CIs helps avoid impoverished interpretations that can arise from interpreting p-values as dichotomous indicators of the meaningfulness of study results. In particular, CIs can highlight how large p-values might reflect a lack of precision, and can help researchers avoid concluding that they have demonstrated the truth of a null hypothesis.
CIs can help interpret evidence over studies. Individual, and even small, studies can contribute to knowledge, but most often they do this best in combination with other studies. Graphical displays of CIs can help us assess the consistency of the findings of many studies: in such displays, like Fig. 3 , note the point estimates and the extent to which they are similar. Note also the width of each CI, and keep in mind that short CIs signal high precision, and a point estimate that should be given greater weight in the overall picture. Wide CIs require more ink on the page, and thus may attract the eye, but indicate lower precision and a point estimate that should be given relatively less weight. In addition, reporting CIs for an individual study facilitates its inclusion in subsequent reviews and meta-analyses. This is a kind of meta-analytic thinking about research findings (Cumming & Finch, 2001) .
ESCI supports calculating and plotting CIs in some simple situations, and standard software provides CIs for many parameters of interest to pediatric psychologists. We have chosen to emphasize conceptual issues rather than computational procedures. Authors may be able to meet editorial requirements by simply including CIs in their papers. However, careful, applied interpretation of CIs has the potential to enhance the quality of data use and communication. An author using CIs can support the changes afoot in psychology in standards of statistical practice by bringing her own expert judgment to bear on the size of the true treatment effects underlying her results.
Appendix A CI for the population correlation
Notation:
is the population correlation; r is the sample correlation; n is the sample size, the number of pairs; r 0 is Fisher's z-transformation of r; and seðr 0 Þ is the SE of r 0 .
We assume underlying bivariate normality for the two variables of interest. Pr Àz < Z < z ð Þ¼C=100:
Then a C% CI for 0 is: r 0 AE z Á seðr 0 Þ. The limits of this CI can be transformed to give a 95% confidence for using: r ¼ ðe ¼ 12:0
The df are 12.0, so t Ã ¼ 2:18 for C ¼ 95.
A 95% CI for the true mean difference 1 À 2 is given by:
15:6 AE 2:18 Á 3:32 i:e: 15:6 AE 7:2 A 95% CI for 1 À 2 is (8.4-22.8), assuming ''time to quiet'' is normally distributed in each group.
ESCI JPP will do the calculations automatically. It also deals with the case where we assume the variances are equal in the underlying populations.
