We introduce a notion of p-dimensional cones made of p-dimensional subspaces and gauges on these cones, giving rise to a contraction principle which generalizes the one for Birkhoff cones. We prove a spectral gap result for the p largest eigenvalues of an operator and a regularity result for the characteristic exponents of a random product of cone-contracting operators.
Introduction
The Perron-Frobenius Theorem [Per07, Fro08] asserts that a real square matrix with strictly positive entries has a 'spectral gap', i.e. has a positive simple eigenvalue and the remaining part of the spectrum is strictly smaller in modulus.
In a seminal paper [Bir57] , Birkhoff generalized this theory: he showed a contraction principle for projective cones C equipped with the Hilbert metric. If a linear map T satisfies T (C * ) ⊂ C * , then it is a contraction for this metric. Moreover, if the diameter of T (C * ) is finite for this metric, then T is a strict contraction.
These notions for real cones were extended to complex cones, introduced by Rugh [Rug10] . The gauge used is no longer necessarily a metric, and rely on the hyperbolic metric on sections of the cones. Using this theory, he obtained a contraction principle for complex cones, a spectral gap theorem, and regularity for the first characteristic exponent of random products of operators preserving a complex cone. This was further studied by Dubois [Dub09] , with a new gauge easier to use and which is a metric for some specific complex cones.
Can we use these theories to obtained some higher dimensional information ? For example, we would like to use cone contraction theory to obtain a 'p-dimensional' spectral gap for an operator T : T has p largest eigenvalues λ 1 , . . . , λ p (counted with multiplicity) with |λ 1 | ≥ · · · ≥ |λ p |, and the remaining part of the spectrum is contained in a disk centered at zero of radius strictly smaller than |λ p |. As for characteristic exponents, we would like to get some regularity for the first p exponents.
In [Rue79] , Ruelle remarks that such analytic properties can be obtained for some families of operators : he applied the result for the first exponent to the p-exterior product of operators T ∧ · · · ∧ T . However, cone contraction can be difficult to check for p-exterior products, especially as there is no canonical norm on the exterior product p E of a Banach space E. More recently, Blumenthal, Quas and Gonzalez-Tokman have used several tools on grassmannian spaces to get more concise and intuitive proofs for the Oseledets theorem [Blu16, GTQ15] . They also obtained, with Morris and Froyland, results on splittings and stability of characteristic exponents [BM15, FGQ15] . This approach avoids the use of exterior algebra, making it more geometric and natural. In this paper, we will use similar tools but will still use the exterior algebra and link those two concepts to get our results.
In Section 2, we recall some results known on one-dimensional complex cones from [Rug10] and [Dub09] . We introduce the notion of complex cone, and some projective gauge δ C , giving rise to a contraction principle. Under reasonable regularity assumptions on the complex cone, such a contraction has a spectral gap. In Section 3, we define the notion of p-dimensional cone as a union of p-dimensional subspaces which doesn't contain any (p+1) dimensional subspace. We can construct a cone distance d C (V, W ) between p-dimensional subspace by taking the supremum of δ C (x, y) over x ∈ V and y ∈ W . We then deduce from the contraction principle on onedimensional complex cone a contraction principle for p-dimensional cones. In Section 4, we define two different metrics on the set G p (E) of p-dimensional subspaces of E. The first is defined as the Hausdorff distance between the unit spheres and has some nice topological properties. The second one is obtained by identifying V = Span(x 1 , . . . , x p ) with x 1 ∧ · · · ∧ x p ∈ p E. We thus has to define and study a norm on p E, in order to get a very useful result : these two metrics on G p (E) are equivalent. In Section 5, we generalize the regularity notions from complex cones to p-dimensional cones to obtain a spectral gap theorem for p-cone contractions. Finally, in Section 6, we prove a result on the analyticity of characteristic exponents of random products of cone contractions. As an example, if (ξ n ) n≥0 is a sequence of independent and identically distributed random variables with values in D, then for t ∈ D the characteristic exponents of the product of M n (t) =   10 + tξ n t + ξ n it t + ξ n 6 ξ n iξ n 0 1   is analytic in t.
Preliminaries
In this section, we recall some definitions and results from [Rug10] and [Dub09] , which will serve as a foundation for our work. Let E be a complex Banach space.
Definition 2.1. We say that a subset C ⊂ E is a closed complex cone if it is closed in E, C-invariant and C = {0}. Such a cone is said to be proper if it contains no complex planes. We will refer to proper closed complex cones as C-cones.
Definition 2.2. Given C a C-cone and x, y ∈ C * . We define a gauge δ C : C * × C * → [0, ∞] between x and y as follows:
• If x and y are co-linear we set δ C (x, y) = 0
• If x and y are linearly independant, we look at the section of C by the affine complex plane x + C(y − x). If x and y are in the same connected component U of this section, we set
This gauge is symmetric and projective, i.e. δ C (y, x) = δ C (x, y) = δ C (λx, y) = δ C (x, λy).
Definition 2.3. Given C a C-cone and x, y ∈ C * . We consider the set E C (x, y) = {z ∈ C | zx − y / ∈ C}. We define a gauge δ C : C * × C * → [0, ∞] between x and y. as follows:
• If x and y are linearly independent, δ C (x, y) = log(b/a), where b = sup |E C (x, y)| and
This gauge is symmetric and projective.
The following results are valid for each of these gauges.
Proposition 2.4. Let E 1 , E 2 be complex Banach spaces. Let T : E 1 → E 2 a continuous linear map and C 1 ⊂ E 1 , C 2 ⊂ E 2 two C-cones such that T (C
Multidimensional cones and contraction principle
In [Rug10] , H.H. Rugh defines a notion of proper complex cone which can be seen as an union of C-lines which doesn't contain any 2-dimensional subspace. We will first extend this definition to create higher dimensional cones. Then we will use the gauge/metric defined in [Rug10] and [Dub09] to define a "distance" on our cones and get a contraction principle similar to the one for proper complex cones. In this section E is a complex Banach space and p is a positive integer. For a subset X ⊂ E, we denote X * = X \ {0}.
Definition 3.1. We say that a subset C ⊂ E is a closed p-dimensional cone if C is a union of p-dimensional subspaces of E, is closed, and C = ∅. We say that a closed p dimensional cone C is proper if it doesn't contains any (p + 1)-dimensional subspace of E. We will refer to proper closed p dimensional cones as p-cones.
Remark. A p-cone is always C-invariant. For p = 1 we get the usual definition of proper closed complex cone.
Example. Let F be a p-dimensional subspace of E, and G a closed supplement of F in E. Let π : E → F be the projection on F parallel to G. Then for all a > 0, the set
We now define a "distance" on the p-dimensional spaces of a p-cone, using the gauge defined on 1-dimensional complex cones in [Rug10] or in [Dub09] . If C is a classic complex cone, we denote δ C this gauge on C .
Definition 3.2. Let C ⊂ E be a p-cone and x, y ∈ C * . We define the 1-dimensional "distance" d 1,C (x, y) as d 1,C (x, y) = 0 if Span(x,y)⊂ C, and d 1,C (x, y) = δ C∩Span(x,y) (x, y) else (in this last case C ∩ Span(x, y) is a proper complex cone). Let C be a p-cone and V, W ⊂ C be p-dimensional subspaces of E. We define the "cone distance" between V and W as :
Example. Let 0 < a < b. Defining our "distance" with respect to the gauge for [Dub09] , we have
Proof. Let x, y ∈ C π,a with decompositions x = x F + x G and y = y F + y G with respect to E = F ⊕ G. To estimate δ C π,b (x, y) we must find an upper and lower bound for the set E C π,b (x, y) = {z ∈ | zx−y / ∈ C π,b }. As the gauge is projective, we can assume x F = y F = 1, and therefore we have x G , y G ≤ a.
Let z ∈ C with |z| ≥ b+a b−a . Then
We can now formulate the following contraction principle:
Proposition 3.3. Let E 1 , E 2 be complex Banach spaces. Let T : E 1 → E 2 a continuous linear map and
Moreover, if ∆ = diam C2 (T C 1 ) < ∞, there exists η < 1 depending only on ∆ such that for all p-dimensional spaces V, W contained in C 1 , we have
Proof. The idea is to use the result known for the 1-dimensional cones. Given the definition of our "distance", the only points that matters are the ones for which Span(x,y) C, and for these points Span(x,y)∩C is a proper closed 1-dimensional cone, allowing us to use the results of [Rug10] and [Dub09] . When Span(x,y) C, we will denote C(x, y) = Span(x, y) ∩ C.
, and T V and T W are p-dimensional subspaces of E 2 . The definition of d C2 gives us:
For the second part of the statement, we show that diam C2(T x,T y) (T (C 1 (x, y))) ≤ ∆ where the diameter is taken with respect to the gauge δ C2(T x,T y) on classic complex cones. Let u, v ∈ C 1 (x, y). If u and v are colinear,
Using once again Lemma 2.4 in [Rug10] or [Dub09] , we get : for all (x, y) ∈ (V * , W * ) such that Span(T x,T y) C 2 , δ C2(T x,T y) (T x, T y) ≤ η.δ C1(x,y) (x, y), and the same calculation as before gives the desired result.
π,a , then T satisfies the assumptions of Proposition 3.3 and we have (in the case we use the metric from [Dub09] 
i.e. T is a contraction on the set of p-dimensional spaces of C π,b with respect to the "distance"
Metrics on the Grassmannian
In this section, we define metrics on the space G(E) of closed subspaces of E. First a Hausdorff metric, with interesting topological properties, and then an "exterior algebra" metric defined by seeing a p-dimensional subspace as a vector line in p E. We show that these metrics are equivalent and obtain some interesting properties.
Definition 4.1. We define on G(E) the metric d H given by the Hausdorff distance between the unit spheres :
The metric space G(E), d H ) satisfies the following properties:
In particular, the metrics d H and δ are equivalent on G(E).
Before defining an "exterior algebra" metric on G p (E), we must define a norm on p E. Most of the proofs relies on computations on p E. Although they are not particularly difficult, they aren't particularly interesting for a first reading. Those proofs are compiled in the appendix.
which can be extended to a linear form
where the infimum is taken over all decompositions
Let's now look at some properties of these norms.
Lemma 4.6. Let x ∈ E and u ∈ p E. Then
One problem we can have is that x i = 1 but with x 1 ∧ · · · ∧ x p ∧,p being small. To prevent this from happening, we define a notion which resemble orthogonality.
Definition 4.8. Let E be a normed vector space and x ∈ E. We say that a linear form l : E → C is adapted to x if ||l|| = 1 and l(x) = 1, which is equivalent to ||l|| = 1 and ∀y ∈ ker l, ||x + y|| ≥ ||x||. The hyperplane ker l is said to be adapted to x.
Such a linear form always exists (consequence of the Hahn-Banach theorem).
Remark. The easiest way to think about this is to see ker l as a set of vectors "orthogonal" to x. The difference with the euclidian case is that given such a z "orthogonal" to x, x is not necessarily "orthogonal" to z.
Definition 4.9. Let E be a normed vector space and V be a p-dimensional subspace of E. We say that (x 1 , · · · , x p ) is a right decomposition of V if: ∀i, ||x i || = 1 and there exists linear forms l 1 , · · · , l p such that ∀i, l i is adapted to x i and ∀j > i, x j ∈ ker l i . We say that the l i are linear forms adapted with the decomposition (
Remark. This definition means that x 2 , · · · , x p are "orthogonal" to x 1 ; x 3 , · · · , x p are "orthogonal" to x 2 , etc. This would be our equivalent of an orthogonal basis.
is a basis of V and the l i are independant (and therefore are forming a basis of V ′ ). Moreover,
Proof.
So the l i are independent, the x i are independent and
Remark. Using the Hahn-Banach theorem, if (
is a right decomposition of V in E, i.e. being a right decomposition only depends on the x i .
Proposition 4.11. (completion of a right decomposition). Let E be a normed vector space and
In particular, V has a right decomposition.
Proof. Let k < p and let l 1 , · · · , l k be linear forms adapted to the decomposition (
As dim(
ker l i and let l k+1 be a linear form adapted
, and given Lemma 4.10 and
|a k | and therefore
Now we have all the tools to define a new metric on G p (E) and compare it to the metric d H . For that, see that if (x 1 , . . . , x p ) and (y 1 , . . . , y p ) are bases of a p-dimensional space V of E, then x 1 ∧ · · · ∧ x p and y 1 ∧ · · · ∧ y p are colinear in p E. We can thus identify the p-dimensional space V of E to the vector line Span(
The following definition and theorem are proved for the norm . ∧,p = . ∧1,p . However, they remain true for . ∧,p = . ∧2,p , thanks to Lemma 4.18.
This corresponds to the grassmannian metric between the complex lines p V and
Theorem 4.14. For p ∈ N, there exists constants c p , c
Proof. Let's first prove the second inequality. Let p ∈ N, E be a normed vector space, V, W ∈ G p (E) and d = d H (V, W ). Let x 1 ∧ · · · ∧ x p be a right decomposition of V . For all i, there exists y i ∈ W such that ||x i − y i || ≤ d and ||y i || = 1. Then, by Lemma 4.7,
Now let's prove recursively the remaining inequality of our proposition. Let (H p ) : "there exists c p > 0 such that for all E normed vector space, for all
We divide the proof in 3 cases.
Lemma 4.15. Assume there exists V ′ and W ′ subspaces of dimension p of (respectively) V and 
Proof. The idea is to complete a right decomposition of V ′ and W ′ to get a right decomposition of V and W . Then, when we estimate x − λy ∧,p+1 , we get two terms : one corresponding to the p first directions (small term compared to d), and one corresponding to the last direction (term with size comparable to d).
Let x 1 , · · · , x p be a right decomposition of V ′ and H 1 , · · · , H p the adapted hyperplanes. For all i ∈ [1..p], there exists y i ∈ W ′ such that ||y i || = 1 and
) and (x 1 , · · · , x p , y p+1 ) are right decompositions) and let λ ∈ C * such that |λ| = 1.
Given how where chosen the y i and looking at the very first part of the proof, we get
Let's find an upper bound for k. We have ||x 1 ∧ · · · ∧ x p+1 || ≤ (p + 1)!. Moreover,
is a right decomposition of V and ||u|| = 1, Lemma 4.12 gives |a i | ≤ 2 i−1 . Then
Given how we've chosen x p+1 and y p+1 , (
||xp+1−λkyp+1|| ) is a right decomposition. Using Lemma 4.10, we have A 1 ≥ ||x p+1 − λky p+1 || ≥ (
which holds for all λ with |λ| = 1, giving the desired
Lemma 4.16. Assume that for all V ′ , W ′ subspaces of dimension m of (respectively) V and
Moreover, assume that there exists x p+1 ∈ V, y p+1 ∈ W with ||x p+1 || = ||y p+1 || = 1 such that ||x p+1 − y p+1 || ≤ Proof. Let H be a hyperplane adapted to y p+1 . Let (x 1 , · · · , x p ) be a right decomposition of V ∩ H and (y 1 , · · · , y p ) be a right decomposition of W ∩ H (in particular (y p+1 , y 1 , · · · , y p ) is a right decomposition of W ). As ||x p+1 − y p+1 || < 1,
As in case 1, let λ ∈ C with |λ| = 1 and let
by the first assumption of this Lemma
Thus we got ||x−λy|| ≥
Lemma 4.17. Assume that for all V ′ , W ′ subspaces of dimension p of (respectively) V and
Moreover, assume that for all x ∈ V, y ∈ W with ||x|| = ||y|| = 1, ||x − y|| > Proof. In this case, V ∩ W = {0}. Let (x 1 , · · · , x p+1 ) be a right decomposition of V and let (l ′ 1 , l 2 , · · · , l p+1 ) be the adapted linear forms (with norm 1). Let (y 1 , · · · , y p+1 ) be a basis of W . Let λ ∈ C. We define
a i x i ||. 
Combining the three previous lemmas and taking c p+1 = min(
, achieving the proof of Theorem 4.14.
Lemma 4.18. Let k ∈ N. The norms . ∧1,p and . ∧2,p are equivalent on the subset S k of p E containing the sums of at most k decomposable tensors.
Proof. From Proposition 4.5, on
We consider (e 1 , . . . , e d ) an adapted decomposition of F and (l 1 , . . . , l d ) the corresponding linear forms (d ≤ kp). In this basis, x = i1<···<ip λ I e i1 ∧ · · · ∧ e ip . Then 
This shows that the sequence (λ n ) is Cauchy and therefore converges to some λ ∈ U. This gives us α n −→ n→+∞ λα.
Regularity of p-cones and spectral gap theorem
In this section, we note |.| the standard hermitian norm on C p . We first define a notion of bounded aperture for p-cones, then use it to compare norms with our cone "distance". We finally use these comparisons to get a spectral gap result. Here, the norm . ∧,p on p E can denote any of the previous norms on p E, as we never make computations on more than 2 decomposable tensors.
Definition 5.1. We say that a p-cone C ⊂ E is of aperture bounded by K > 0 if there exists a continuous linear map m : E → C p such that ∀u ∈ C, m . u ≤ K|m(u)|. We say that a p-cone C ⊂ E is of sectional aperture bounded by K > 0 if for every (V, W ) p-dimensional spaces contained in C, there exists a linear map m V,W :
Lemma 5.2. Let C ⊂ E be a p-cone of aperture bounded by K > 0. Let V, W be p-dimensional spaces contained in C and m = m V,W a linear map satisfying the inequality from Definition 5.1. Then for all x ∈ V * , there exists y ∈ W * such that
and even
p is injective, and therefore bijective. Similarly, m |W : W → C p is bijective. Let x ∈ V * . Then there exists y ∈ W * such that m(x) = m(y) = 0. In particular m(x) and m(y) are colinear, which will allow us to follow the proofs of [Rug10] and [Dub09] . Let 
|m(x)| | = 2. When u λ ∈ C, we get (using Definition 5.1):
Following the exact proof of Lemma 3.4 in [Rug10] , we get the desired results. Case 2: with the gauge from [Dub09] This is the exact same proof and calculations as in [Dub09] .
We now extend this result on representatives of p-dimensional spaces in p E.
Definition 5.3. If V is a complex Banach space and m : V → C p is a continuous linear map, we consider the mapm :
Lemma 5.4. Let C ⊂ E be a p-cone of aperture bounded by K > 0. Let V, W be p-dimensional spaces contained in C and m = m V,W a linear map satisfying the inequality from Definition 5.1. If (x 1 , . . . , x p ) is a basis of V and (y 1 , . . . , y p ) is a basis of W , then
Proof. Given two basis (x 1 , . . . , x p ) and ( 
The desired result follows from a simple recursion.
Example. Let F be a p-dimensional subspace of E, and G a closed supplement of F in E. Let π : E → F be the projection on F parallel to G and a > 0. Then the cone C π,a is of bounded aperture. Indeed, let φ : F → C p be an isomorphism and define the continuous linear map m :
Remark. In the previous example, the isomorphism φ can be choosen such that φ and φ −1 only depends on the dimension p.
Proposition 5.5. Let C ⊂ E be a p-cone of aperture bounded by K > 0. Le T ∈ L(E) such that T C * ⊂ C * and diam C (T C) = ∆ < ∞. Let η < 1 be the contraction coefficient given by Proposition 3.3. Then: (i) There exists a unique p-dimensional subspace V contained in C fixed by T . Given a representative h ∈ p E of V with norm 1, h is an eigenvector forT for some eigenvalue λ ∈ C * :T h = λh.
(ii) There exist constants R, C < ∞ and a map b : {x 1 ∧ · · · ∧ x p | Span(x 1 , . . . , x p ) ⊂ C} → C such that for all (x 1 , . . . , x p ) with Span(x 1 , . . . , x p ) ⊂ C and all n ∈ N * ,
We construct recursively a sequence (x n ): givenx n , Definition 5.1 gives us a functional m n of norm K adapted with V n and
We define:
It is a representative of V n+1 in p E. By Lemma 5.4, we have:
Combined with the fact that x n = 1, we get x n −x n+1 ≤ 2p.p!∆K p η n−1 . Thus (x n ) is Cauchy and so is (V n ), and by Proposition 4.19,x n → n→∞ h and V n → n→∞ V contained in C as C is closed.
There are two different methods to prove that V is a fixed space:
Given our inequalities and the fact that λ n ≤ T p K p , we get
0, we get λh −T h = 0, henceT h = λh. As T C * ⊂ C * , this proves λ = 0 and V is fixed by T .
Method 2. Let x ∈ V . There exist x n ∈ V n such that x n → n→∞ x, and this sequence is bounded by a M > 0. Then T x n → n→∞ T x and therefore
(ii) The proof of the second part of our proposition follows the method from [Rug10] . It is the same computations, obtained by replacing the 'x n ' in [Rug10] 
We need a final regularity assumption on our cone C to state the spectral gap theorem. Our cone must be p-reproducing, which means it must give us information about all p-dimensional directions.
Definition 5.6. We say that a p-cone C ⊂ E is p-reproducing if there exists k ∈ N * and A > 0 such that for all (x 1 , . . . ,
Example. The cone C π,a is reproducing. Indeed, let (x 1 , . . . , x p ) ∈ E p be a right decomposition and let
Let's estimate the terms
Up to a change of sign, such a term can be written as x
. Let's prove by induction the following: for all n ∈ {0, . . . , p}, x
can be decomposed into a sum of 2 n decomposable tensors α 1 , . . . , α 2 n such that the subspaces represented by the α i are in C π,
The result is obviously true for n = 0. Let's assume the result is true for n ∈ {0, . . . , p}.
into 2 decomposable tensors. Let W i ⊂ C π, a 2 p−n be the i-dimensional space represented by α i . There exists a p-dimensional space W ⊂ C π,
The (p + 1)-dimensional space represented by the second term is a subset of W ⊂ C π,
Let's now show that the first term
Let's estimate the norms of the last two terms.
On the other hand,
That shows that u ∈ C π,a/2 p−n−1 and thus
y) represents a subspace contained in C π,a/2 p−n−1 . A computation similar to the first case show that
To conclude, our induction for n = p − k maximal shows that we can decompose
where the α i represent subspaces of C π,a and α i ≤ C x 1 . . . x p for some constant C (depending on p, π and a). As we had
x 1 ∧ · · · ∧ x p can be decomposed in a giant sum of such α i . As we can choose (x 1 , . . . , x p ) to be a right decomposition without changing
where α i represent subspaces of C π,a and i∈I
This proves that the cone C π,a is reproducing.
Theorem 5.7. Let C ⊂ E be a reproducing p-cone of aperture bounded by K > 0. Le T ∈ L(E) such that T C * ⊂ C * and diam C (T C) = ∆ < ∞. Let η < 1 be the contraction coefficient given by Proposition 3.3. Then T has a spectral gap, i.e. there exists a p-dimensional subspace V and a closed supplement W of V , both stable by T , such that sup Sp(T |W ) ≤ η. inf Sp(T |V ).
Then Definition 5.6 gives us a decomposition
We set c(x) = c(x 1 ) + . . . c(x k ). Then |c(x)| ≤ R.A. x , and letting n → ∞ in the previous inequality shows that c(x) only depends onx and not on the decomposition. Given the linearity ofT , we can extend c to a linear map c :
Let V ⊂ C be the p-dimensional space fixed by T . Let (h 1 , . . . , h p ) be a basis of V in which T |V is triangular, and (λ 1 , . . . , λ p ) the diagonal coefficients (which are the eigenvalues of T with multiplicity). We may assume |λ 1 | ≥ · · · ≥ |λ p |. We may multiply the map c by a constant and
. . λ p .h and T h = λh by Proposition 5.5, we get λ = λ 1 . . . λ p . Takingx = h and letting n go to infinity in ( * ) shows that c(h) = 1.
Let's consider the linear maps π i : E → V defined by π i (x) = c(h 1 ∧· · · h i−1 ∧x∧h i+1 ∧h p ).h i . The map π i is a projection onto Span(h i ), and furthermore
From ( * ), we get that ∀(x 1 , . . . ,
. This gives for all x ∈ E:
In particular, this shows that ker(p) is stable by T .
Let x ∈ E. We have:
To conclude our estimation we need the following lemma:
Lemma 5.8. Let V be a p-dimensional subset of E and W a closed supplement of E. Let h 1 , . . . , h p−1 be independant vectors of V . Then there exists B > 0 such that:
Proof. Let l 1 , . . . , l p−1 be linear forms such that l i (h i ) = 1, l i (h j ) = 0 if i = j, and l i|W = 0. Let y ∈ W and let l be a linear form on V + Span(y) such that l |V = 0 and l(y) = y . Let's estimate l . For x ∈ V, µ ∈ C, we have l(x + µy) = µy = π W V (x + µy) ≤ π W V x + µy . Thus l ≤ π W V . Then
The constant B = 1 l 1 . . . l p−1 π W V (independent of y ∈ W ) works.
We now apply this lemma to ( * * ) with W = ker(p) and y = (T n (Id − p)x):
This proves sup Sp(T |W ) ≤ η|λ p | = η inf Sp(T |V ).
Proposition 5.9. The application c :
can be written as a simple tensor l 1 ∧ · · · ∧ l p , where
Proof. As seen in the previous proof, we have for all x ∈ E, l i (T x) = λ i x. Hence for allx ∈ p E, l 1 ∧· · ·∧l p (Tx) = λ 1 . . . λ p .l 1 ∧· · ·∧l p (x) = λ.l 1 ∧· · ·∧l p (x), and therefore l 1 ∧· · ·∧l p (λ
6 Cone contraction for random products of operators
In this section, . ∧,p will denote the norm . ∧2,p on p E. For x ∈ E and r ≥ 0, we will denote with B(x, r) the ball of center x and radius r.
Definition 6.1. Given a p-cone C, we denote G p (C) := {W ⊂ C | W is a sub vector space of dimension p}. Given m as in Definition 5.1, we define
In the next propositions, we will prove that we can identify G p (C) and C m=1 . That means G p (C) considered as a submanifold of G p (E) and C m=1 considered a a submanifold of p E share the same analytical structure. Then we'll consider the p-dimensional subspaces in C as elements of C m=1 for analytical purposes, and as elements of G p (C) for geometric purposes.
Proposition 6.2. The application
Hence G is Lispchitz.
We denote
. By Theorem 4.14, there exist a constant C > 0 and λ ∈ C with |λ| = 1 such that
and G −1 is Lipschitz. Therefore G is a homeomorphism.
We now show that the two structures also share the same analytical structure.
Denoting I the set of indices i such that h i = 0, we verify easily that {h i } i∈I ∪ {x} is a linearly independent set of vectors of p E, thus I = ∅. Therefore for all i, Hx i ∈ W 0 and Hx i ∈ F 0 , hence Hx i = 0 and H = 0. The derivative of G −1 is injective and G −1 is an homeomorphism onto its image by Proposition 6.2, hence G −1 is an embedding.
In the rest of this section, we will consider a p-cone C of bounded aperture K > 0 and with non-empty interior. For ρ > 0 small enough,
is not reduced to {0}: we now fix such a value of ρ > 0. We also fix ∆ < +∞ and write η for the contraction constant given by Proposition 3.3.
We consider (Ω, µ) a probability space and τ : Ω → Ω a measurable µ-ergodic application. Given a Banach space F , we denote by B(Ω, F ) the Banach space of (µ-essentially) bounded mesurable maps equipped with the (µ-essentially) uniform norm on F . If A is a subset of F , we denote by E (Ω, A) the set of Bochner-measurable maps from Ω into A.
(1 + t i a ii ) is in R. As this quantity is never equal to 0, we even get m((
In the next lemma, given a p-space W ∈ C[ρ], we find x = x 1 ∧ · · · ∧ x p representing W and y = y 1 ∧ · · · ∧ y p verifying properties close to the ones from the previous lemma.
p E representing W and y ∈ p E be a decomposable tensor. Then there exists decompositions x = x 1 ∧ · · · ∧ x p and y = y 1 ∧ · · · ∧ y p verifying the following properties (compare with Lemma 6.10) with r = ρ p2 p−1 If m i is not injective, then we take y i+1 ∈ ker m i \ {0} and l i+1 a linear form associated to y i+1 . If m i is injective, then dim m i (V ∩ ker l 1 ∩ · · · ∩ ker l i ) ≥ p − i hence m i (V ∩ ker l 1 ∩ · · · ∩ ker l i ) ∩ Span(f 1 , · · · , f i+1 ) = {0}. Thus we can take y i+1 = 0 in V ∩ ker l 1 ∩ · · · ∩ ker l i such that m • M (y i+1 ) ∈ Span(f 1 , · · · , f i+1 ), and l i+1 a linear form associated to y i+1 .
We can now write y = y 1 ∧ · · · ∧ y p with (y 1 , · · · , y p ) an adapted decomposition of V such that m(y i ) ∈ Span(f 1 , · · · , f i ) for all i ∈ {1, · · · , p} and y 1 = · · · = y p . Let (t 1 , · · · , t p ) ∈ C p with |t i | ≤ r for all i, and u = i λ i (x i + t i y i ) ∈ Span(x 1 + t 1 y 1 , · · · , x p + t p y p ). We want to show that u ∈ C, by using the fact that Span(x 1 , · · · , x p ) ⊂ C[ρ]. As |λ i |. 
As x 1 = · · · = x p , y 1 = · · · = y p and these are adapted decompositions, we get
Definition 6.13. For t ∈ D, we define:
Or equivalently,
Lemma 6.14. For t ∈ D, π t has a unique fixed point V * (t) in E (Ω, G p (C)) -or equivalently, v * (t) in E (Ω, C m=1 ).
Proof. Let t ∈ D. By Lemma 6.7, there exists C > 0 such that diam(π n t (E (Ω, G p (C))) ≤ Cη n . Pick V 0 ∈ G p (C) and define V 0 (t) ω = V 0 for all ω ∈ Ω. Then the sequence defined by V n+1 (t) = π t (V n (t)) is Cauchy. As C is closed, G p (C) is a complete metric space and therefore V n (t) converges to some V * (t) ∈ E (Ω, G p (C)). As π t is continuous, V * (t) is a fixed point and the uniqueness follows from Lemma 6.7.
We will now use this fixed point and the previous lemmas to compute χ p (t). Then we will show that t → v * (t) is analytic and then conclude with the real-harmonicity of t → χ p (t).
Definition 6.15. We define the map p :
Lemma 6.16. For t ∈ D, χ p (t) = log |p ω (t)|dµ(ω).
Proof. As v * (t) is a fixed point of π y , v * (t) ∈ M (C) ⊂ C[ρ]. By Lemma 6.12, there exists C1, C2 > 0 such that for all ω ∈ Ω, t ∈ D,
This means that |p ω (t)| is equivalent to M ω (t) ≤ M ω (t) p . By Assumption 2 of Theorem 6.5, this is dominated by M ω (0) p , which is log-integrable by Assumption 3 of the same theorem.
This proves (ω → log |p ω (t)|) ∈ L 1 (Ω, µ). Applying Lemma 6.12 to M (n) ω (t) and v * τ n ω (t), we get log |p τ k ω (t)| + O 1 n .
As (ω → log |p ω (t)|) ∈ L 1 (Ω, µ) and τ is ergodic, Birkhoff's ergodic theorem gives 1 n log M (n) ω (t) −→ n→+∞ log |p ω (t)|dµ(ω), which is the desired result.
exists and defines a harmonic function of t ∈ D. We can do a similar reasoning to show that χ 1 (t) = lim 1 n log M 1 (t) · · · M n (t) exists and defines a harmonic function of t ∈ D. Thus the first two characteristic exponents of the random product of t → (M n (t)) are harmonic. Moreover, by Birkhoff's theorem, we get χ 3 (t) = lim 1 n log det (M 1 (t) · · · M n (t)) = E   log 10 + tξ 0 t + ξ 0 it t + ξ 0 6 ξ 0 iξ 0 0 1
thus all three characteristic exponents of the random product of t → (M n (t)) are harmonic.
