Modeling dependence in high dimensional systems has become an increasingly important topic. Most approaches rely on the assumption of a multivariate Gaussian distribution such as statistical models on directed acyclic graphs (DAGs). They are based on modeling conditional independencies and are scalable to high dimensions. In contrast, vine copula models accommodate more elaborate features like tail dependence and asymmetry, as well as independent modeling of the marginals. This flexibility comes however at the cost of exponentially increasing complexity for model selection and estimation. We show a novel connection between DAGs with limited number of parents and truncated vine copulas under sufficient conditions. This motivates a more general procedure exploiting the fast model selection and estimation of sparse DAGs while allowing for non-Gaussian dependence using vine copulas. We demonstrate in a simulation study and using a high dimensional data application that our approach outperforms standard methods for vine structure estimation.
Introduction
In many areas of natural and social sciences, high dimensional data are collected for analysis. For all these data sets the dependence between the variables in addition to the marginal behaviour needs to be taken into account. While there exist many easily applicable univariate models, dependence models in d dimensions often come with high complexity. Additionally, they put restrictions on the associated marginal distributions, such as the multivariate Student-t and Gaussian distribution. The latter is also the backbone of statistical models on directed acyclic graphs (DAGs) or Bayesian Networks (BNs), see Lauritzen (1996) and Koller and Friedman (2009) . Based on the Theorem of Sklar (1959) , the pair copula construction (PCC) of Aas et al. (2009) allows for more flexible d dimensional models. More precisely, the building blocks are the marginal distributions and (conditional) bivariate copulas which can be chosen independently. The resulting models, called regular vines or R-vines (Kurowicka and Joe, 2011) are specified by a sequence of d − 1 linked trees, the R-vine structure. The edges of the trees are associated with bivariate parametric copulas. When the trees are specified by star structures we speak of C-vines, while line structures give rise to D-vines. However, parameter estimation and model selection for R-vine models can be cumbersome, see Czado (2010) and Czado et al. (2013) . In particular, the sequential approach of Dißmann et al. (2013) builds the R-vine structure from the first tree to the higher trees. Since choices in lower trees put restrictions on higher trees, the resulting model might not be overall optimal in terms of goodness-of-fit. Thus, Dißmann et al. (2013) model the stronger (conditional) pairwise dependencies in lower trees compared to weaker ones. To reduce model complexity, pair copulas in the trees k + 1 to d − 1 can be set to the independence copula resulting in k-truncated R-vines . Another sequential model selection approach is the Bayesian approach of Gruber and Czado (2015a) , while Gruber and Czado (2015b) contains a full Bayesian analysis. Both methods are computationally demanding and thus not scalable to high dimensions. Since DAGs are scalable to high dimensions, attempts were made to relate DAGs to Rvines. For example, Bauer et al. (2012) and Bauer and Czado (2016) provide a PCC to the density factorization of a DAG. While this approach maintains the structure of the DAG, some of the conditional distribution functions in the PCC can not be calculated recursively and thus require high dimensional integration. This limits the applicability in high dimensions dramatically. Pircalabelu et al. (2015) approximate each term in the DAG density factorization by a quotient of a C-vine and a D-vine. However, this yields in general no consistent joint distribution. Finally, Elidan (2010) uses copulas to generalize the density factorization of a DAG to non-Gaussian dependence by exchanging conditional normal densities with copula densities. Yet, the dimension of these copulas is not bounded, inheriting the drawbacks of higher dimensional copula models, i. e. lack of flexibility and high computational effort. Our goal is to ultimately use the multitude of fast algorithms for estimating sparse Gaussian DAGs in high dimensions to efficiently calculate sparse R-vines. Thus, once a DAG has been selected, we compute an R-vine which represents a similar decomposition of the density as the DAG. This new decomposition allows us to replace Gaussian copula densities and marginals by non-Gaussian pair copula families and arbitrary marginals. We attain this without the drawback of possible higher-dimensional integration as in the approach of Bauer and Czado (2016) . However, we still exploit conditional independences described by the DAG facilitating parsimony of the R-vine. To attain this, we first build a theoretically sound bridge between DAG with at most k parents, called k-DAGs and k-truncated R-vines. Since the class of k-truncated R-vines is much smaller than the class of k-DAGs, such an appealing exact representation will not exist for most DAGs. Yet, we can prove under sufficient conditions when it does and determine special classes of k-DAGs which have expressions as k-truncated C-and D-vines. Next, we give strong necessary conditions on arbitrary k-DAGs to check whether an exact representation as k-truncated R-vine exists. If not, we obtain a smallest possible truncation level k > k. All the previous results motivate a more general procedure to find sparse R-vines based on k-DAGs, attaining our final goal, to find a novel approach to estimate high dimensional sparse R-vines. The presented method is also independent of the sequential estimation of pair copula families and parameters as used by Dißmann et al. (2013) . Thus, error propagation in later steps caused by misspecification in early steps is prevented. By allowing the underlying DAG model to have at most k parents, we control for a specific degree of sparsity. The paper is organized as follows: Sections 2 and 3 introduce R-vines and DAGs, respectively. Section 4 contains the main result where we first demonstrate that each (truncated) R-vine can be represented by a DAG non-uniquely. The converse also holds true for 1-DAGs, i. e. Markov trees. We prove a representation of DAGs as R-vines under sufficient conditions and propose necessary conditions. Afterwards, we develop a general procedure to compute sparse R-vines representing k-DAGs. There, we propose a novel technique combining several DAGs. In Section 5, a high dimensional simulation study shows the efficiency of our approach. We conclude with a high dimensional data application in Section 6 and summarize our contribution. Additional results are contained in an online supplement.
Dependence Modeling with R-vines
Consider a random vector X = (X 1 , . . . , X d ) with joint density function f and joint distribution function F . The famous Theorem of Sklar (1959) allows to separate the univariate marginal distribution functions F 1 , . . . , F d from the dependency structure such that F (x 1 , . . . , x d ) = C (F 1 (x 1 ) , . . . , F d (x d )), where C is an appropriate d-dimensional copula. For continuous F i , C is unique. The corresponding joint density function f is given as
where c is a d-dimensional copula density. This representation relies on an appropriate d-dimensional copula, which might be cumbersome and analytically not tractable. As shown by Aas et al. (2009) , d-dimensional copula densities may be decomposed into d (d − 1) /2 bivariate (conditional) copula densities. Its backbone, the pair copulas can flexibly represent important features like positive or negative tail dependence or asymmetric dependence. The pair-copula-construction (PCC) in d dimensions itself is not unique. However, the different possible decompositions may be organized to represent a valid joint density using regular vines (R-vines), see Bedford and Cooke (2001) and Bedford and Cooke (2002) . To construct a statistical model, a vine tree sequence stores which bivariate (conditional) copula densities are present in the presentation of a d-dimensional copula density. More precisely, such a sequence in d dimensions is defined by V = (T 1 , . . . , T d−1 ) such that (i) T 1 is a tree with nodes V 1 = {1, . . . , d} and edges E 1 ,
(ii) for i ≥ 2, T i is a tree with nodes V i = E i−1 and edges E i , (iii) if two nodes in T i+1 are joined by an edge, the corresponding edges in T i must share a common node (proximity condition).
Since edges in a tree T i−1 become nodes in T i , denoting edges in higher order trees is complex. For example, edges {a, c} , {a, b} ∈ E 1 are nodes in T 2 and an edge in T 2 between these nodes is denoted {{c, a} , {a, b}} ∈ E 2 . To shorten this set formalism, we introduce the following. For a node f ∈ V i we call a node e ∈ V i−1 an m-child of f if e is an element of f . If e ∈ V 1 is reachable via inclusions e ∈ e 1 ∈ . . . ∈ f , we say e is an m-descendant of f . We define the complete union A e of an edge e by A e := {j ∈ V 1 |∃ e 1 ∈ E 1 , . . . , e i−1 ∈ E i−1 : j ∈ e 1 ∈ . . . ∈ e i−1 ∈ e} where the conditioning set of an edge e = {a, b} is defined as D e := A a ∩ A b and C e := C e,a ∪ C e,b with C e,a := A a \ D e and C e,b := A b \ D e is the conditioned set. Since C e,a and C e,b are singletons, C e is a doubleton for each e, a, b, see Kurowicka and Cooke (2006, p. 96) . For edges e ∈ E i , 1 ≤ i ≤ d − 1, we define the set of bivariate copula densities corresponding to j (e) , (e) |D (e) by B (V) = c j(e), (e);D(e) |e ∈ E i , 1 ≤ i ≤ d − 1 with the conditioned set j (e) , (e) and the conditioning set D (e). Denote sub vectors of
. With the PCC, Equation (2.1) becomes
(2.2) By referring to bivariate conditional copulas, we implicitly take into account the simplifying assumption, which states that the two-dimensional conditional copula density c 13;2 F 1|2 (x 1 |x 2 ) , F 3|2 (x 3 |x 2 ) ; x 2 is independent of the conditioning value X 2 = x 2 , see Stöber et al. (2013) for a detailed discussion. Henceforth, in our considerations we assume the simplifying assumption. We define the parameters of the bivariate copula densities B (V) by θ (B (V )). This determines the R-vine copula (V, B (V) , θ (B (V))). A convenient way to represent R-vines uses lower triangular d × d matrices, see Dißmann et al. (2013) .
Example 2.1 (R-vine in 6 dimensions). The R-vine tree sequence in Figure 1 is given by the R-vine matrix M as follows. Edges in T 1 are pairs of the main diagonal and the lowest row, e. g. (2,1), (6,2), (3,6), etc. T 2 is described by the main diagonal and the second last row conditioned on the last row, e. g. 6,1|2; 3,2|6, etc. Higher order trees are characterized similarly. For a column p in M , only entries of the main-diagonal right of p, i. e. values in M p+1,p+1 , . . . , M d,d are allowed and no entry must occur more than once in a column. See Table 1 for a non exhaustive list of m-children and m-descendants of edges in the Rvine trees T 1 , T 2 , T 3 . For the complete list, see Appendix B, Example B.1.
tree edge e m-children of e m-descendants of e T 1 2,1 1,2 1,2
{6, 2} ; {3, 6} 2,6,3 T 3 3,1|26 = {{{2, 1} , {6, 2}} , {{2, 1} , {6, 2}}} 6,1|2; 3,2|6 1,2,6,3 Table 1 : Exemplary edges, m-children and m-descendants in the R-vine trees T 1 , T 2 , T 3 .
, the density becomes
As we model d (d − 1) /2 edges, the model complexity is increasing quadratically in d. We can ease this by only modeling the first k trees and assuming (conditional) independence for the remaining d − 1 − k trees. Thus, the model complexity increases linearly. This truncation is discussed in detail by Brechmann and Czado (2013) . Generally, for k ∈ {1, . . . , d − 2}, a k-truncated R-vine is an R-vine where each pair copula density c j(e), (e);D(e) assigned to an edge e ∈ {E k+1 , . . . , E d−1 } is represented by the independence copula density c
In Example 2.1, we obtain a k-truncated R-vine by setting c i,j|D = c ⊥ whenever |D| ≥ k. The most complex part of estimating an R-vine copula is the structure selection. To solve this, Dißmann et al. (2013) suggest to calculate a maximum spanning tree with edge weights set to absolute values of empirical Kendall's τ . The intuition is to model strongest dependence in the first R-vine trees. After selecting the first tree, pair copulas and parameters are chosen by maximum likelihood estimation for each edge. Based on the estimates, pseudo-observations are derived from the selected pair-copulas. Kendall's τ is estimated for these pseudo-observations to find a maximum spanning tree by taking into account the proximity condition. Thus, higher order trees are dependent on the structure, pair copulas and parameters of lower order trees. Hence, this sequential greedy approach is not guaranteed to lead to optimal results in terms of e. g. log-likelihood, AIC or BIC. Gruber and Czado (2015b) developed a Bayesian approach which allows for simultaneous selection of R-vine structure, copula family and parameters to overcome the disadvantages of sequential selection. However, this approach comes at the cost of higher computational effort and is not feasible in high dimensional set-ups, i. e. for more than ten dimensions.
3 Graphical models
Graph theory
We introduce necessary graph theory from Lauritzen (1996, pp. 4-7) . A comprehensive list with examples is given in Appendix A. Let V = ∅ be a finite set, the node set and let E ⊆ {(v, w) | (v, w) ∈ V × V with v = w} be the edge set. We define a graph G = (V, E) as a pair of node set and edge set.
is called an arrow and denoted v → w with v the tail and w the head. The existence of a directed edge between v and w without specifying the orientation is denoted by v ↔ w and no directed edge between v and w regardless of orientation is denoted by v w. If a graph only contains undirected edges, it is an undirected graph and if it contains only directed edges, it is a directed graph. We will not consider graphs with both directed and undirected edges. A weighted graph is a graph G = (V, E) with weight function µ such that µ : E → R. By replacing all arrows in a directed graph G by undirected edges, we obtain the skeleton G s of G. Let G = (V, E) be a graph and define a path of length k from nodes α to β by a sequence of distinct nodes α = α 0 , . . . , α k = β such that (α i−1 , α i ) ∈ E for i = 1, . . . , k. This applies to both undirected and directed graphs. A cycle is defined as path with α = β. A graph without cycles is called acyclic. In a directed graph, a chain of length k from α to β is a sequence of distinct nodes α = α 0 , . . . , α k = β with α i−1 → α i or α i → α i−1 for i = 1, . . . , k. Thus, a directed graph may contain a chain from α to β but no path from α to β.
H contains a subset of nodes of G and all the edges of G between these nodes. If G = (V, E) is undirected and a path from v to w exists for all v, w ∈ V , we say that G is connected. If G = (V, E) is directed we say that G is weakly connected if a path from v to w exists for all v, w ∈ V in the skeleton G s of G. If an undirected graph is connected and acyclic, it is a tree and has d − 1 edges on d nodes. For G undirected, α, β ∈ V , a set C ⊆ V is said to be an (α, β) separator in G if all paths from α to β intersect C. C is said to separate A from B if it is an (α, β) separator for every α ∈ A, β ∈ B.
Directed acyclic graphs (DAGs)
Let G = (V, E) be a directed acyclic graph (DAG). If there exists a path from w to v, we write w > G v. Denote a disjoint union by∪, and define the parents pa (v) := {w ∈ V |w → v}, ancestors an (v) := {w ∈ V |w > G v}, descendants de (v) := {w ∈ V |v > G w} and non-descendants nd (v) :
with An (A) the smallest ancestral set containing A. Let k v := |pa (v)| and k := max v∈V k v for all v ∈ V . A DAG with at most k parents is called k-DAG. For each DAG G there exists a topological ordering, see Andersson and Perlman (1998) . This is formalized by an ordering function
there is no path from v j to v i in G. An ordering η always exists, but is not necessarily unique. By {η −1 (1) , . . . , η −1 (d)}, we refer to V ordered increasingly according to η and by {η −1 (d) , . . . , η −1 (1)} we refer V ordered decreasingly according to η. A v-structure in G is a triple of nodes (u, v, w) ∈ V where u → v and w → v but u w. The moral graph G m of a DAG G is the skeleton G s of G with an additional undirected edge (u, w) for each v-structure (u, v, w). As for undirected graphs, separation can also be defined for DAGs, called d-separation. Let G = (V, E) be an DAG. A chain π from a to b in G is blocked by a set of nodes S, if it contains a node γ ∈ π such that either (i) γ ∈ S and arrows of π do not meet head-to-head at γ (i. e. at γ there is no v-structure with nodes of π), or
(ii) γ / ∈ S nor has γ any descendants in S, and arrows of π do meet head-to-head at γ (i. e. at γ there is a v-structure with nodes of π).
A chain that is not blocked by S is active. Two subsets A and B are d-separated by S if all chains from A to B are blocked by S.
Example 3.1 (DAG in 6 dimensions). Table 2 displays the topological ordering function, parents, descendants and non-descendants for all v ∈ V of the DAG G 1 in Figure 2 . A high value of η (v) corresponds to more non-descendants. η is not unique since 3 5 in G 1 . Hence, a topological ordering for G 1 is also {η −1 (1) , . . . , η −1 (6)} = {1, 2, 6, 5, 3, 4}.
Markov properties on graphs
Let V = {1, . . . , d} and consider a random value X = (X 1 , . . . , X d ) ∈ R d distributed according to a probability measure P . For I ⊆ V define X I := (X v ) v∈I and denote the conditional independence of the random vectors X A and X B given X C by A ⊥ ⊥ B | C. Let G = (V, E) be a DAG, then P obeys the local directed Markov property according to
Example 3.2 (Example 3.1 cont.). The local directed Markov property (3.1) for the DAG G 1 in Figure 2 gives 4 ⊥ ⊥ 1, 3, 6 | 2, 5; 5 ⊥ ⊥ 1, 3 | 2, 6; 3 ⊥ ⊥ 1, 4, 5 | 2, 6 and 6 ⊥ ⊥ 1 | 2.
From Lauritzen (1996, p. 51) , P has the local directed Markov property according to G if and only if it has the global directed Markov property according to G, which states that for A, B, C ⊆ V we have that A ⊥ ⊥ B | C if A and B are separated by C in G An(A∪B∪C) m .
Thus, inferring conditional independences using this property requires undirected graphs.
To use directed graphs, we can employ the d-separation. Lauritzen (1996, p. 48) showed that for a DAG G = (V, E) and
drawn from a DAG can be exploited using the following Proposition, see Whittaker (1990, p. 33) .
is a partitioned random vector with joint density f X,Y,Z 1 ,Z 2 , then the following expressions are equivalent:
To estimate DAGs, a specific distribution is assumed. For continuous data, it is most often the multivariate Gaussian. There exists a multitude of algorithms, see Scutari (2010) , which are applicable also in high dimensions. While we are aware that assuming Gaussianity might be too restrictive for describing the data adequately, we consider the estimated DAG as proxy for an R-vine. An R-vine is however not restricted to Gaussian pair copulas or marginals, relaxing the severe restrictions which come along with DAG models.
Representing DAGs as R-vines
First, we show that each Gaussian R-vine has a representation as a Gaussian DAG. Second, we demonstrate that the converse also holds for the case of 1-DAGs, i. e. Markovtrees. For the case k ≥ 2, a representation of k-DAGs as k-truncated R-vines is not necessarily possible. We prove under sufficient conditions when such a representation exists. Finally, we derive necessary conditions to infer if an R-vine representation of a k-DAG is possible and which truncation level k > k can be attained at best.
Representing truncated R-vines as DAGs
To establish a connection between k-truncated Gaussian R-vines and DAGs, we follow Brechmann and Joe (2014) using structural equation models (SEMs). Define a SEM corresponding to a Gaussian R-vine with structure V, denoted by S (V). Let V = T 1 , . . . , T d−1 be an R-vine tree sequence and assume without loss of generality {1, 2} ∈ T 1 and for j = 3, . . . , d denote the edges in T 1 by {j, κ 1 (j)}. The higher order trees contain edges j, κ i (j) |κ 1 (j) , . . . , κ i−1 (j) ∈ T i for i = 2, . . . , d − 1. Based on this R-vine, define S (V) by
. . , d and j = 1, . . . , i. In other words, each conditioned set of the R-vine yields an arrow. By the structure of S (V), G is a DAG. By Peters and Bühlmann (2014) , the joint distribution of (X 1 , . . . , X d ) is uniquely determined by G and it is Markov with respect to G. Additionally, if the R-vine is k-truncated, we have at most k summands on the right hand side and thus, obtain a k-DAG. Furthermore, G has a topological ordering 1, . . . , d. We show that it is possible for two different R-vines to have the same DAG representation.
Example 4.1 (Different 2-truncated R-vines with same DAG representation in 4 dimensions). Consider the following two 2-truncated R-vines and their 2-DAG representation. 
Since the conditioned sets of V 1 and V 2 in their first two trees are the same, both R-vines have the same DAG representation G 2 . Assuming fixed SEM coefficients ϕ, both R-vines also have different correlation matrices. Yet, both correlation matrices are belonging to distributions which are Markov with respect to G 2 .
Since two R-vines may have the same representing DAG, inferring an R-vine from a DAG uniquely is not necessarily possible. We formalize an R-vine representation of a DAG.
Definition 4.2 (R-vine representation of DAG). Let
We first consider the case of representing Markov-Trees, i. e. 1-DAGs. Afterwards, the representation of general k-DAGs for k ≥ 2 is evaluated.
Representing Markov Trees as 1-truncated R-vines Proposition 4.3 (Representing Markov Trees
See Appendix C.1 for the proof and Appendix G for an implementation of the algorithm RepresentMarkovTreeRVine. Next, we consider the general case for k-DAGs with k ≥ 2.
Representing k-DAGs as k-truncated R-vines under sufficient conditions
First, we introduce the assumptions of our main theorem and their interpretation. Next, the proof follows with some illustrations. Let G = (V, E) be an arbitrary k-DAG. We impose under which assumptions an incomplete R-vine tree sequence (
A1. For all v, w ∈ V with w ∈ pa (v), there exists an i ∈ {1, . . . , k} and e ∈ E i such that j(e) = v, k(e) = w. Here, pa (v) is specified by the DAG G.
A2.
The main diagonal of the R-vine matrix M of T 1 , . . . , T k can be written as decreasing topological ordering of the DAG G, {η −1 (d) , . . . , η −1 (1)} from the top left to bottom right.
We illustrate such an R-vine satisfying A1 and A2 by the Examples 3.1 and 2.1. 
A1 links each conditioned set in an edge in one of the first k R-vine trees to an arrow in the DAG G. We have seen this property in the representation of R-vines as DAGs in Section 4.1. Note that in a (not truncated) R-vine, each pair j (e) , (e) ∈ 1, . . . , d occurs exactly once as conditioned set, see Kurowicka and Cooke (2006, p. 96) . A2 maps the topological ordering of G onto the conditioned sets of the R-vine tree such that
This can be seen as for a column p, the elements M p+1,p , . . . , M d,p must occur as a diagonal element to the right of p, i. e. as diagonal entries in a column p + 1, . . . , d. By definition of topological orderings, we obtain (4.2). To interpret A2, recall that in a DAG we have v ⊥ ⊥ nd (v) | pa (v). For higher R-vine trees T k+1 , . . . , T d−1 we want to truncate, A1 assures that all parents pa (v) are in the conditioning set for these trees. A2 gives us that only pairs of v, w for w ∈ nd (v) are in the conditioned sets in these trees. This holds true since the later a node occurs in the topological ordering, the more non-descendants it has. Thus, A2 maps the structure of DAG G and the R-vine V (G).
Theorem 4.5 (Representing DAGs as truncated R-vines). Let
such that A1 and A2 hold, then V (G) can be completed with trees T k+1 , . . . , T d−1 which only contain independence copulas. In particular, these independence pair copulas encode conditional independences derived from the k-DAG G by the local directed Markov property.
The main benefit now is that we can use the R-vine structure instead of the DAG structure, which is most often linked to the multivariate Gaussian distribution. For the proof, we first present two lemmas. These and the proof itself will be continuously illustrated.
Lemma 4.6. Let G be a k-DAG and T 1 , . . . , T k an R-vine tree sequence satisfying A1 and A2. For each j (e) , (e) |D (e) with e ∈ E k+1 , . . . , E d−1 , we have (e) ∈ nd (j (e)).
Proof. Consider an arbitrary edge j (e) , (e) |D (e) for e ∈ E k+1 , . . . , E d−1 . We have (e) / ∈ pa (j (e)), since conditioned sets in an R-vine tree sequence are unique and all conditioned sets of the form j (e) , (e) with (e) ∈ pa (j (e)) occurred already in the first k trees by A1. Additionally, (e) / ∈ de (j (e)), since otherwise would violate A2, as (e) > G j (e). Finally, (e) = j (e), since the two elements of a conditioned set must be distinct. Thus, we have (e) / ∈ (pa (j (e))∪ de (j (e))∪ j (e)) = V \ nd (j (e)) and hence (e) ∈ nd (j (e)).
Example 4.7 (Example 4.4 cont.). Illustrating Lemma 4.6, consider the R-vine matrix M of Example 4.4 and column 3. To complete M , we need to fill in e. g. M 4,3 . Valid entries can come from the main diagonal of M right of 3, i. e. {M 4,4 , M 5,5 , M 6,6 } = {6, 2, 1}. Since pa (3) = {2, 6} and by A1, the edges in the first two R-vine trees are {3, 6} and 3, 2|6, the only remaining entry is M 4,3 = 1. This can only be a non-descendant of 3 because of A2.
Lemma 4.8. Let G be a k-DAG and T 1 , . . . , T k an R-vine tree sequence satisfying A1 and A2. For each j (e) , (e) |D (e) with e ∈ E k+1 , . . . ,
Proof. Consider j (e ) , k (e ) |D (e ) for e ∈ E k+1 . We have the following two cases. First case: |pa (j (e ))| = k. All parents of j (e ) occurred in the conditioned set of edges together with j (e ) in the first k R-vine trees. Hence, pa (j (e )) = D (e ) and |D (e )| = k. Second case: |pa (j (e ))| =: k j(e ) < k. Similarly to the first case, we conclude pa (j (e )) ⊂ D (e ). Let D (e ) \ pa (j (e )) = D 1 with |D 1 (e )| = k − k j(e ) > 0. To obtain the elements of D (e ), recall A2 and consider the column of the R-vine matrix M in which j (e ) is in the diagonal, say column p. The entries {M d−k,p , . . . , M d,p } describe the elements which occurred in conditioned sets together with j (e ) in the first k trees. As these entries may only be taken from the right of M p,p = j (e ), these must be non-descendants of j (e ). To conclude the statement for the R-vine trees T k+2 , . . . , T d−1 , we use an inductive argument. Let e ∈ E k+2 and j (e ) is in the diagonal of the R-vine matrix M in column p. Then, for the conditioning set of e we have
} we have shown that it can only consist of parents and non-descendants of j (e ). As M d−k−1,p can only have a value occurring in the main diagonal of the R-vine matrix to the right of column p, it must be a non-descendant of j (e ). The same argument holds inductively for the trees T k+3 , . . . , T d−1 . Thus, we have shown that for each edge j (e) , (e) |D (e) with e ∈ E k+1 , . . . , E d−1 we have D (e) ⊆ {pa (j (e)) ∪ nd (j (e))}.
Example 4.9 (Example 4.7 cont.). Consider the first column of M with M 1,1 = 4. Since pa (4) = {2, 5}, {4, 5} ∈ E 1 and 4, 2|5 ∈ E 2 , independently of the values in M 2,1 , . . . , M 4,1 , pa (4) = {2, 5} is in the conditioning set for each of these edges. There will be more nodes in the conditioning set but {2, 5} in higher trees, yet, these are non-descendants of 4 by A2.
We will now conclude with the proof of Theorem 4.5 using the Lemmas 4.6 and 4.8.
Proof. Abbreviate j e ≡ j (e) , k e ≡ (e) , D e ≡ D (e) and set j e , k e |D e ≡ j (e) , (e) |D (e) with e ∈ E k+1 , . . . , E d−1 arbitrary but fixed. For the node j e in the DAG G we have by the directed local Markov property (3.1) that j e ⊥ ⊥ nd (j e ) | pa (j e ) and thus with Lemma 4.6,
Set nd (j e ) := D e \ pa (j e ) with nd (j e ) ⊆ nd (j e ) by Lemma 4.8, plug it into (4.3) obtaining
exploiting k e ∩ nd (j e ) = ∅, i. e. a node can not be part of the conditioning and the conditioned set of the same edge. Applying Proposition 3.3 on (4.4) yields j e ⊥ ⊥ k e∪ nd (j e ) | pa (j e ) by dropping (nd (j e ) \ k e ) \ nd (j e ) in (4.4). k e∪ nd (j e ) is a disjoint union on which Proposition 3.3 can be applied to conclude j e ⊥ ⊥ k e | pa (j e )∪ nd (j e ). By definition of nd (j e ), we have D e = pa (j e )∪ nd (j e ) and obtain the final result j e ⊥ ⊥ k e | D e for e ∈ E k+1 , . . . , E d−1 . Since each edge is assigned a pair copula density, we can now choose the independence copula density c ⊥ for these edges in E k+1 , . . . , E d−1 backed by the conditional independence properties of the DAG. The resulting R-vine is thus a k-truncated R-vine.
Example 4.10 (Example 4.9 cont.). We illustrate Theorem 4.5 using the previous Examples 4.7 and 4.9. Consider column 1 of M and edge 4, 3|256 ∈ E 4 . From the conditional independence 4 ⊥ ⊥ 1, 3, 6 | 2, 5 obtained from the DAG G, we select the non-descendants of 4 to neglect, i. e. 1, to yield 4 ⊥ ⊥ 3, 6 | 2, 5 by application of Proposition 3.3 and finally 4 ⊥ ⊥ 3 | 2, 5, 6 by second application of Proposition 3.3.
Computing an R-vine representation V (G) of an arbitrary k-DAG G is a complex combinatorial problem and the existence of an incomplete R-vine tree sequence satisfying A1 and A2 is not clear. We first show classes of k-DAGs where we can prove the existence of their R-vine representations. Afterwards, we introduce necessary conditions for the existence of an k-truncated R-vine representation.
Corollary 4.11 (k-DAGs with R-vine representation).
is given by T 1 being path from v 1 to v d according to the topological ordering of G, i. e. a D-vine. Because of the proximity condition, T 2 , . . . , T d−1 are uniquely determined by T 1 . In tree T j , the edges have the form v i , v i−j |v i−j+1 , . . . , v i−1 and each conditioned set in the first k R-vine trees represents an arrow of G, satisfying A1. A2 also holds since in a D-vine, the main diagonal of the R-vine matrix can be written as ordering of the path T 1 . If pa (v i ) ⊆ {v 1 , . . . , v k }, T 1 is given a star with central node v 1 . T 2 is a star with central node {v 1 ,v 2 } and so on, giving rise to a C-vine. In tree T k−j , the edges have the form We now present necessary conditions for the first tree of an R-vine representation. It is of particular importance as it influences all higher order trees by the proximity condition.
Necessary conditions for Theorem 4.5
Proposition 4.12 (Necessary conditions). Consider a k-DAG G = (V, E) and the sets
Assume there exists an R-vine representation V (G) = (T 1 , . . . , T k ) such that A1 and A2 hold. For v ∈ V , denote the induced subgraphs T
(ii) the union of the induced subgraphs i∈I T
is the conditioned set of an edge e ∈ E i , i = 1, . . . , k, ensured by A2. Then, by the proof of Theorem 4.5, each edge e ∈ E i , i = 1, . . . , k corresponding to v ∈ V must have the form v,w 1 over all i ∈ I must be a subgraph of T 1 . Since T 1 is a tree, it is acyclic, hence, each of its subgraphs must be, and so the graph in (ii).
Whereas the proof of (i) is a direct consequence of the proximity condition, the proof of (ii) is less intuitive. We illustrate this property.
Example 4.13 (DAG in 6 dimensions). Consider the DAG G 2 in Figure 7 . By Proposition 4.12, we need to find an R-vine tree T 1 = (V, E 1 ) such that the induced subgraphs
. This is not possible. If it would be, use the path T 1 from 3 to 1. However, this creates a cycle and T 1 as such can not be a tree. Yet, removing any edge which closes the cycle yields an induced subgraph which is no longer connected, i. e. a path. Thus, the DAG G 2 can not be represented by a 2-truncated R-vine. 3-truncated R-vines are possible which are shown in Appendix B, Example B.2.
Based on Proposition 4.12, we are given an intuition how to construct an admissible first R-vine tree T 1 of V (G) for a DAG G. Moreover, it also yields a best possible truncation level k > k for which a k -truncated R-vine representation exists.
Corollary 4.14 (Best possible truncation level k ). Consider a k-DAG G = (V, E). Let T 1 = (V, E 1 ) be a tree and for each v, w ∈ V let δ w v be the length of the unique path from v to w in T 1 . If T 1 is extended by successive R-vine trees T i , i ∈ {2, . . . , d − 1}, then the truncation level k can be bound from below by
An example and the proof, using the proximity condition, d-separation and the graphical structure of T 1 is given in Appendix C.2. A1 and A2 are strong assumptions and hence only rarely satisfied for arbitrary DAGs. This gives rise to a heuristic approach for arbitrary k-DAGs to find a sparse R-vine representation exploiting their conditional independences.
Representing k-DAGs as sparse R-vines
Our goal is to find an R-vine representation V (G) of an arbitrary k-DAG G for k ≥ 2. For the first R-vine tree T 1 , we have d d−2 candidates. Considering all these and checking Proposition 4.12 is not feasible. Additionally, A2 is hard to check upfront since it is not fully understood how a certain R-vine matrix diagonal relates to specific R-vines. Fixing the main diagonal may thus result in suboptimal models. Hence, Theorem 4.5 can not be applied directly. Denote G k a k-DAG. By A1, arrows in G k shall be modelled as conditioned sets in R-vine trees T i for i ∈ {1, . . . , k}. Yet, for k ≥ 2, there may be up to kd − (k (k + 1)) /2 candidate edges for T 1 which is limited to d − 1 edges. Hence, it is crucial to find the most important arrows of G k for T 1 . An heuristic measure for the importance of an arrow v → w in G k , fitted on data, is how often the arrow v → w exists in 1,. . . ,k − 1-DAGs G 1 , . . . , G k−1 , also fitted on data. However, also an arrow w → v is possible. Since R-vines are undirected graphical models, we neglect the orientation of arrows in the DAGs by considering their skeletons. Thus, for each edge (v, w) in the skeleton G 
with g (i) > 0 non-increasing for i = 1, . . . , k. In the remainder, g (i) ≡ 1. To our knowledge, this approach has not been used before. On H, find a maximum spanning tree T 1 by, e. g. Prim (1957) , maximizing the sum of weights µ 1 . The higher order trees are built iteratively. First, define a full graph T 2 = (V 2 , E 2 ) on V 2 = E 1 and delete each edge in E 2 not allowed by the proximity condition. Denote the edges with conditioned and conditioning set j (e) , (e) |D (e) for e ∈ E 2 . Set weights for e ∈ E 2 according to µ 2 (e) = µ 1 (j (e) , (e)) > 0 if µ 1 (j (e) , (e)) = 0. (4.6)
Thus, e ∈ E 2 has positive weight if its conditioned set is an edge in at least one of the skeletons G s 1 , . . . , G s k . We can not ensure A2, and thus not use the directed local Markov property as in Theorem 4.5. We overcome this using d-separation. More precisely, for j (e) , (e) |D (e), e ∈ E i , 1 ≤ i ≤ d − 1, we check if j (e) is d-separated from (e) given D (e) in G k . To facilitate conditional independence, i. e. sparsity, for e ∈ E 2 assign µ 0 ∈ (0, g (k)) µ 2 (e) = µ 0 if j (e) is d-separated from (e) by D (e) in G k .
In the remainder, µ 0 := g (1) /2 = 1/2, i. e. it will not exceed the weight of an edge j (e) , (e) |D (e) with j (e) ↔ (e) in any of the DAGs G 1 , . . . , G k as we want to model relationships in the DAGs prioritized. All other weights are zero and a maximum spanning tree algorithm is applied on E 2 . If an edge with weight µ 0 is chosen, we can directly set the independence copula. We repeat this for T 3 , . . . , T d−1 . Since each pair of variables occurs exactly once as conditioned set in an R-vine, each weight µ 1 in H is used exactly once. The actual truncation level k is such that the R-vine trees T k +1 , . . . , T d−1 contain only the independence copula. The corresponding algorithm is given in Appendix G, for a toy example, see Appendix D. We test it in the following simulation study and application.
Simulation Study
For the next two sections, let X = (X 1 , . . . , X d ) ∈ R d and define
We show that our approach of Section 4.5 calculates useful R-vine models in terms of goodness-of-fit in very short time. We collected data from January 1, 2000 to December 31, 2014 of the S&P100 constituents. At the end of the observation period, still 82 of the original 100 stocks were in the index. For these 82 stocks and the index we calculated daily log-returns, obtaining data in 83 dimensions with 3772 observations. We remove trend and seasonality off the data using ARMA-GARCH time series models with Student-t distributed residuals to obtain data on the x-scale. Afterwards, we transform the residuals to the copula-scale using their, non-parametrically estimated, empirical cumulative distribution function. For this dataset, we fitted five R-vine models using the R-package VineCopula, see Schepsmeier et al. (2016) using the algorithm of Dißmann et al. (2013) , introduced on p. 5. The models were fitted with settings as shown in Table 3 Table 3 : Parameter settings for scenarios in the simulation study.
Scenarios 3, 4 and 5 exhibit more sparsity. This is done by either imposing truncation levels or performing independence tests at level α while fitting the R-vines, see columns 3 and 4 of Table 3 . α = 0.2 leads to many more independence copulas than α = 0.05. From these models, 100 replications with 1000 data points each were simulated. For each of the simulated datasets, Dissmann's and our algorithm, see Section 4.5, were applied using k-DAGs G k with k = 2, 3, 4. We consider the results for the sparsest Scenario 5 in Figure 8 . Dissmann's algorithm achieves better results in terms of log-Likelihood and AIC, however, tends to overfit the data. For BIC, our approach using k-DAGs with k = 3, 4 achieves similar results as Dissmann. However the computation times are significantly shorter for our approach. The results are very similar for the other scenarios, henceforth we deferred their results in Appendix E. A second aspect is the distance of associated correlation matrices. We consider the data on the z-scale and calculate the Kullback-Leibler divergence, see Kullback and Leibler (1951) . First, between the sample correlation matrix Σ and the correlation matrix of G k , Σ G k (a). Next, we compare Σ G k and the correlation matrix of the representing R-vine model Σ V(G k ) (b). Finally, we compare Σ and Σ V(G k ) and the correlation matrix of the Dissmann model Σ D (c). We draw the conclusion that a 2-DAG is not a good approximation of the sample correlation matrix, but we obtain better fit with 3-and 4-DAG. The rather low values in the centre plot indicate that our approach maps the structure between DAG and R-vine representation quite well. In the right plot, we see that Dissmann's algorithm obtains a smaller distance to the sample correlation matrix on the z-scale. However, the distance between k-DAG and sample can still decrease for higher k, whereas the Dissmann model is already fully fitted.
Application
In Brechmann and Czado (2013) , the authors analyzed the Euro Stoxx 50 and collected time series of daily log returns of d = 52 major stocks and indices from May 22, 2006 to April 29, 2010 with n = 985 observations. For these log returns, they fitted ARMA-GARCH time series models with Student-t's error distribution to remove trend and seasonality, obtaining standardized residuals. These are said to be on the x-scale with a marginal distribution corresponding to a suitably chosen Student-t error distribution F i . Using this parametric estimate for F i , i = 1, . . . , d, the copula data U i = F i (X i ) is calculated. Since our approach uses Gaussian DAGs, we transform the data to have standard normal marginals, i. e. to the z-scale by calculating Z i = Φ −1 (U i ), with Φ the cdf of a N (0, 1) distribution. To learn k-DAGs for k = 1, . . . , 10 from the z-scale data, we use the Hill-Climbing algorithm of the R-package bnlearn, see Scutari (2010) since we can limit the maximal number of parents. These k-DAGs are shown in Appendix F.1. Then, we apply our algorithm RepresentDAGRVine to calculate R-vine representations of the DAGs. To find pair copulas and parameters on these R-vines with independence copulas at given edges, we adapt functions of the R-package VineCopula, see Schepsmeier et al. (2016) and is apply them onto data on the u-scale. All pair copula families of the R-package VineCopula were allowed. As laid out initially, the paper has two goals. The first was to find truncated R-vines related to Gaussian DAGs which overcome the restriction of Gaussian distributions. Thus, we compare the goodness-of-fit of the k-DAGs G k to their R-vine representations V (G k ) from our algorithm. Given that our approach represents the structure of the DAGs well and there is non-Gaussian dependence, the variety of pair copula families of an R-vine should improve the fit notably. Second, we want to check whether our approach can compete with Dissmann's algorithm. Using their algorithm, we calculate a sequence of t-truncated R-vines for t = 1, . . . , 51, using an level α = 0.05 independence test. Overall, we consider three different models in terms of the number of parameters and the corresponding log-likelihood and BIC values. Comparing the log-likelihood of DAGs and R-vines, we have to bear in mind that the marginals in the DAG are assumed to be standard normal and we also have to assume the same marginals for the R-vines, as done in e. g. Hobaek Haff et al. (2016) . Yet, an advantage of vine copulas is that we can model marginals independently of the dependency structure. Thus, there is additional upside potential for the R-vine model. The results are given in Figure 10 and Tables A4, A5 in Appendix F.2. The DAG models have the least parameters but their goodness-of-fit falls behind the two competitors. The reason is the presence of non-Gaussian dependence, i. e. t-copulas in the data which can not be modelled by the DAG. Comparing Dissmann's ap- proach to our algorithm, we see a very similar behaviour when it comes to log-likelihood and BIC. However, our approach finds more parsimonious models given fixed levels of BIC. The computation time for our algorithm ranges from 125 sec. for a 1-DAG to 270 sec. for a 10-DAG. Dissmann's algorithm needs more than 600 sec. for a first R-vine tree and up to 760 sec. for a full estimation. Thus, our approach is about 3 to 5 times faster. This is also what we inferred from the simulation study. The computations were performed on a Linux Cluster with 32 cores. Our approach is significantly faster, since given a specific edge j (e) , (e) |D (e), Dissmann's algorithm first carries out an independence test for the pair copula. If the hypothesis is rejected, a maximum likelihood fit of the pair copula is carried out. Our approach checks j (e) ⊥ ⊥ (e) | D (e) based on the d-separation in G k and the corresponding copula is set to the independence. The actual truncation levels k of the R-vine representations are given in Table A4 . They are relatively high given the number of parents of these DAGs. However, this is because of very few non independence copulas in higher trees. For example, in the R-vine representation of the 2-DAG, T 19 , . . . , T 51 contain 45 non-independence copulas of 561 edges, i. e. about 8 % are non-independence, see also Figure A30 in Appendix F.3. This sparsity pattern is not negatively influencing the computation times or BIC as our examples demonstrated. It is also not intuitively apparent that a specific truncation level is more sensible to describe the data compared to a generally sparse structure.
Conclusion
This paper aimed to link high dimensional DAG models with R-vines. Thus, the DAGs can be represented by a flexible modeling approach, overcoming the restrictive assumption of multivariate normality. Additionally, we intended to find new ways for non-sequential estimation of R-vine structures, a computationally highly demanding task. We proved a connection under sufficient conditions mapping k-DAGs to k-truncated R-vines. Afterwards, we gave necessary conditions for the corresponding DAGs to infer whether such R-vine models exist. For most cases more complex than a Markov Tree or special cases, an exact representation of a k-DAGs in terms of a truncated R-vine is not possible. However, it motives a general procedure to find more parsimonious R-vine models comparable to the standard algorithm, but multiple times faster. We expect this to leverage the application of R-vines in even higher dimensional settings with up to 1000 variables.
A Definitions from Graph Theory
Definition A.1 (Graph). Let V = ∅ be a finite set. Let E ⊆ {(v, w) ∈ V × V : v = w}. Then, G = (V, E) is a graph with node set V and edge set E.
Definition A.2 (Edges). Let G = (V, E) be a graph and let (v, w) ∈ E be an edge. We call an edge (v, w) undirected if (v, w) ∈ E ⇒ (w, v) ∈ E and directed if (v, w) ∈ E ⇒ (w, v) / ∈ E. A directed edge (v, w) is also denoted by an arrow v → w. Hereby, w is called head of the edge and v is called tail of the edge. By v ↔ w we denote that (v, w) ∈ E and (w, v) / ∈ E or (w, v) ∈ E and (v, w) / ∈ E, i. e. there is either a directed edge v → w or w → v in G. By v w we denote that (v, w) / ∈ E and (w, v) / ∈ E, i. e. there is no directed edge between v and w. Definition A.3 (Directed and undirected graphs). Let G = (V, E) be a graph. We call G directed if each edge is directed. Similarly, we call G undirected if each edge is undirected.
Definition A.4 (Weighted graph).
A weighted graph is a graph G = (V, E) with weight function µ such that µ : E → R.
Definition A.5 (Skeleton). Let G = (V, E) be a directed graph. If we remove the edge orientation of each directed edge v → w, we obtain the skeleton G s of G.
Definition A.6 (Path). Let G = (V, E) be a graph. A path of length k from α to β is a sequence of distinct nodes α = α 0 , . . . , α k = β such that (α i−1 , α i ) ∈ E for i = 1, . . . , k. This definition applies for both directed and undirected graphs.
Definition A.7 (Cycle). Let G = (V, E) be a graph and let v ∈ V . A cycle is defined as a path from v to v.
Definition A.8 (Acyclic graph). Let G = (V, E) be a graph. We call G acyclic if there exists no cycle within G.
Definition A.9 (Chain). Let G = (V, E) be a directed graph. A chain of length k from α to β is a sequence of distinct nodes α = α 0 , . . . , α k = β with α i−1 → α i or α i → α i−1 for i = 1, . . . , k. For each of the two graphs, we consider the question whether a path or chain from 1 to 4 exists. In G 1 , clearly a path from 1 to 4 along 2 and 3 exists. Additionally, also a chain from 1 to 4 exists, as well as a chain from 4 to 1 since for the existence of a chain, the specific edge orientation is not relevant. With the same argument, in G 2 there exists a chain between 1 and 4. However, no path between 1 and 4 exists as there is no edge 2 → 3.
Example A.13 (Subgraphs and induced subgraphs). Consider the following three graphs where G 2 and G 3 are subgraphs of G 1 . G 3 is an induced subgraph of G 1 , whereas G 2 is not since the edges (2, 3) and (1, 5) are present in G 1 on the subset of nodes {1, 2, 3, 5} but are missing in G 2 . 
Definition A.15 (Connected graph). Let G = (V, E) be an undirected graph. If a path from v to w exists for all v, w ∈ V in G, we say that G is connected.
Definition A.16 (Weakly connected graph). Let G = (V, E) be a directed graph. If a path from v to w exists for all v, w ∈ V in the (undirected) skeleton G s of G, we say that G is weakly connected.
Definition A.17 (Tree). Let G = (V, E) be an undirected graph. G is a tree if it is connected and acyclic.
Definition A.18 (Separator). Let G = (V, E). A subset C ⊆ V is said to be an (α, β) separator in G if all paths from α to β intersect C. The subset C is said to separate A from B if it is an (α, β) separator for every α ∈ A, β ∈ B.
Definition A.19 (v-structure). Let G = (V, E) be a directed acyclic graph. We define a v-structure by a triple of nodes (u, v, w) ∈ V if u → v and w → v but u w.
Definition A.20 (Moral graph). Let G = (V, E). The moral graph G m of a DAG G is defined as the skeleton G s of G where for each v-structure (u, v, w) an undirected edge (u, w) is introduced in G s .
Definition A.21 (d-separation).
Let G = (V, E) be an directed acyclic graph. An chain π from a to b in G is said to be blocked by a set of nodes S, if it contains a node γ ∈ π such that either (i) γ ∈ S and arrows of π do not meet head-to-head at γ, or
(ii) γ / ∈ S nor has γ any descendants in S, and arrows of π do meet head-to-head at γ.
A chain that is not blocked by S is said to be active. Two subsets A and B are now said to be d-separated by S if all chains from A to B are blocked by S.
Example A.22 (d-separation). We give an example of a DAG G, see Figure A13 . First, we want to consider whether 3 ⊥ ⊥ 4 | 5 holds. In this case, a = 3, b = 4 and S = 5. By application of the d-separation, we see that S = 5 can not block a chain from a to b as arrows do meet head-to-head at S = 5, hence 3 ⊥ ⊥ 4 | 5 does not hold. Second, we consider whether 1 ⊥ ⊥ 5 | 23. Thus, a = 1, b = 5 and S = {2, 3}. The chain from a to b via 3 is blocked as arrows meet not head-to-head at 3. Second, also the chain from a to b via {2, 3} is blocked as arrows meet not head-to-head. Hence, we conclude 1 ⊥ ⊥ 5 | 23. For another example, see (Lauritzen, 1996, p. 50) .
B Examples
Example B.1 (Example 2.1 cont.). We continue Example 2.1 showing the remaining m-children and m-descendants.
tree Table A1 : Edges, m-children and m-descendants in the R-vine of Example 2.1.
Example B.2 (Example 4.13 cont.). We show the corresponding first and second R-vines trees as outlined which lead to 3-truncated R-vines. is not the independence copula density c ⊥ . This tree T δ w v is characterized by a path distance in T 1 and the maximum path distance over all parents of v ∈ V yields the highest lower bound. As it has to hold for all v ∈ V , we obtain a lower bound for the truncation level k by the maximum over all v ∈ V .
We present a brief example for the Corollary.
Example C.1 (Example for Corollary 4.14). Consider the R-vine tree T 1 in Figure A16 . Assume an underlying DAG G with 1 ∈ pa (7). We have a lower bound for the truncation level k ≥ 4 since the path in T 1 from 7 to 1 is 7 − 5 − 4 − 3 − 1 with a path length (Heuristics for transformation) . Consider the DAGs G k , k = 1, 2, 3, with at most k parents, see Figure A17 , from left to right. Applying a maximum spanning tree algorithm on H to find the first R-vine tree T 1 , we obtain the skeleton G s 1 (see Figure A18, first figure) . This is however not in general the case. We sketch the intermediate step of building T 2 , where we already removed edges not allowed by the proximity condition and assigned weights according to Equation (4.6) (see Figure A18 , second to fourth figures). (left) and R-vine representation of the DAG G 3 with R-vine trees T 1 , intermediate step for building tree T 2 and final T 2 (from left to right). Note that 3 ⊥ ⊥ 5 | 1 by the d-separation in G 3 and hence the weight of the corresponding edge assigned is µ 0 = 1 2 . However, this edge is not chosen by the maximum spanning tree algorithm.
We see that T 3 has the form of a so called D-vine, i. e. the R-vine tree is a path. Thus, the structure of higher order trees T 4 and T 5 is already determined, see Figure A19 . Figure A19 : R-vine representation of the DAG G 3 . Trees T 3 , T 4 , T 5 (from left to right). Edges with superscript ⊥ are associated with the independence copula by the d-separation in G 3 .
Based on the first R-vine tree T 1 and Corollary 4.14 we infer the lower bound for the truncation level. We consider the sets V v = {v, pa (v)} for v ∈ V based on G 3 . For example, the node 2 has the parents pa (2) = {3, 4, 5} in G 3 . Based on the first R-vine tree T 1 we check the lengths of shortest paths between 2 and its parents and obtain 3 2 = 1, 4 2 = 3 and 5 2 = 3. By application of Corollary 4.14, this gives a lower bound for the truncation level k ≥ 3. The lengths of the shortest paths in T 1 for all nodes v ∈ V can be found in Table A2 . Table A2 : Shortest path distances in T 1 between nodes v and its parents pa (v) in DAG G 3 .
We obtain k = max v∈V max w∈pa(v) w v = 3. Note that this lower bound is not attained as we have the conditioned set {2, 5} in the R-vine Tree T 5 which can not be represented by the independence copula as this conditioned set is associated to an edge in the DAG G 3 . However, several edges with superscript ⊥ can be associated with the independence copula by the d-separation. The trees G 1 and G 2 are only used to obtain the weights for the corresponding trees, but not with respect to check for d-separation. Table A3 : Parameter settings for sample models in simulation study.
E Supplementary material to simulation study
for the remaining scenarios 1 to 4. Table A5 : Numerical results for Dissmann algorithm. Calculations based on z-scale, abbreviations ni-pc for non independence pair copula, G-pc for Gaussian pair copula.
F.3 Distribution of non-independence copulas in the Euro Stoxx 50
To visualize the actual truncation levels of the R-vines based on a DAG with at most k = 2 parents, we consider the distribution of independence pair copulas. Thus, we plot a 52 × 52 matrix indicating which pair copulas are the independence copula in the R-vine representation of the DAG G 2 , see the lower triangular region of Figure A30 , created with the R-package gplots, see Warnes et al. (2015) . The upper triangular region encodes which pair copulas are set to the independence copula when we use an additional level α = 0.05 independence test. We see the sparsity patterns of the corresponding R-vine models and note that each independence pair copula in the lower triangular is also in the upper triangular, where the upper triangular may also have additional independence pair copulas. It also indicates that an independence test based on the d-separation is not sufficient when dealing with non-Gaussian dependency patterns, as a huge number of pair copulas with small Kendall's are not associated with the independence copula upfront. 8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51 Figure A30: Distribution of independence pair copulas in the R-vine generated by algorithm RepresentDAGRVine for at most k = 2 parents and absolute values of Kendall's τ of the corresponding pair copulas. Bright white colour indicates a non independence copula whereas dark red colour indicates an independence copula. The lower triangular describes the R-vine model without additional α = 0.05 independence test. The last row of the matrix represents the first R-vine tree, the second last the second R-vine tree and so on. The upper triangular represents the same information in transposed form for the R-vine model using an additional α = 0.05 independence test, i. e. the last column represents the first R-vine tree, the second last column the second R-vine tree and so on. Thus, the models can be compared along the main diagonal. 
