I. INTRODUCTION
Large periodic structures with finite size can be modelled by considering the infinite-array approximation. In that case, the scattered field can be expressed as a convolution product between the current distribution on a unit cell of the structure and fields radiated by an infinite grating composed of infinitesimal dipoles. The latter is usually named the infinite array Green's function (IGF), or the periodic Green's function. The solution of fields and currents with the help of an integral-equation approach requires rapidly converging expressions of the IGF [1] , [2] and of its gradient (named here GIGF), the latter being necessary for the analysis of dielectric cells [3] , [4] for the GIGF for structures periodic along two directions are the subject of the present paper. While exponentially converging IGF series have been described in the literature, based on the Ewald formulation or on lattice sums [5] [6], the convergence of the GIGF, which may pose specific difficulties described in Section II-B, has not been numerically demonstrated.
The explicit space-domain summation of contributions of all dipoles of the infinite array converges extremely slowly. A Fourier decomposition allows to transform the IGFs into plane-wave series. Unfortunately, for observation points located very close to the array plane, this series exhibits convergence problems. In this case, as explained in [7] , [8] , the Green's function can be decomposed by adding up the cylindrical waves radiated by successive linear arrays (line-by-line approach), accelerated in the space domain with the help of the Levin T series extrapolation procedure. The difficulties associated with the gradient of the Green's function (GIGF) decomposed into plane waves are even stronger. Hence, this paper will focus on the convergence analysis of the cylindrical wave approach for the GIGF, for array spacings smaller than the wavelength, considering both rectangular and skewed lattices. It will include a study of the optimal transition distance from one formulation to the other. An extension of the method is also presented for the very long wavelength limit. The obtained GIGF formulation has the following features:
a. an exponential convergence with a strong slope for all positions of the observation point and a large range of wavelength-to-spacing ratios; b. a better adaptation to the GIGF than to the IGF itself, contrarily to other expansions based, for instance, on a spectral formulation which converge faster for the Green's function than for its derivatives; c. as for the IGF (not its gradient), the methodology presented here showed highly competitive with the technique presented in [9] . Indeed, for the example of [9, Fig. 5 ], for the same number of terms, accuracies of 3 10 05 for our method and of 5 10 04 for the method of [9] are obtained. Combined with point b. above, our method should be highly competitive for the acceleration of the GIGF; d. it can be easily implemented and does not require the evaluation of cumbersome special functions, like the complementary error function with complex arguments [10] ; e. this method can also be applied to semi-infinite arrays, which may be considered for the analysis of effects of array truncation [7] , [8] . This paper is organized as follows. Firstly, three different formulations are described and a synthesis is proposed. Then, the plane-wave and the cylindrical-wave solutions are compared, a modification of the cylindrical wave solution is provided in the long-wavelength limit, and a condition is provided for the choice between plane wave and cylindrical wave representations.
II. FORMULATIONS OF THE GIGF
Infinitesimal dipoles oriented along a constant vectorẽ p are periodically arranged, with a spacing dx along x and a spacing dy along y. The phase shifts between dipoles are denoted by k 0x d x and k 0y d y , respectively (see Fig. 1 ). In case of plane wave excitation of a periodic structure, k0x and k0y are the components of the incident wave vector along x and y. Skewed arrays can be defined by considering a progressive shift of positions along successive lines parallel toŷ, as compared to the previous lines. In the following, that shift in positions will be denoted by c. The scalar IGF G(x; y; z) is defined such that G(x; y; z)ẽ p corresponds to the magnetic vector potential. In this section, assuming a harmonic regime with e i!t time dependence, several possible formulations for the GIGFrG(x; y; z) are presented. 
A. First Formulation: Sum of Dipolar Waves
The most straightforward representation is the explicit "dipolar waves summation," also called "spatial- 
where k 0 is the free-space wavenumber, while r mn represents the distance between the observation point located at (x; y; z) and the dipole located at (md x ; nd y + m c; 0). That expansion has a polynomial convergence in 1=r mn for nearly all positions of the observation point [2] .
It might be used when the index m or n is fixed, i.e., for a line of dipoles, provided an appropriate accelerator is used.
B. Second Formulation: Sum of Plane Waves
With the "plane waves summation," also called "spectral-spectral" expansion, the total contribution to the field of all the dipoles is expressed by grouping their different contributions into propagating and evanescent plane waves 
For k pqz real, the plane wave amplitude oscillates as jzj increases and the plane wave propagates along thek pq direction, whereas, for k pqz imaginary, the plane wave amplitude decreases exponentially as jzj increases, i.e., the plane wave is evanescent along the z-direction. The plane wave decomposition can be regarded as a double Fourier series [12] . Such form has a very fast convergence when the observation point (x; y; z) is far from the plane z = 0; then, only few propagating and evanescent waves are significant. Indeed, for evanescent waves, the real exponent ik pqz jzj increases rapidly with p or q, due to the high value of jzj. Conversely, the convergence becomes weaker when the observation point (x; y; z) gets closer to the plane z = 0, as more and more evanescent plane waves need to be taken into account. In other words, the convergence is still exponential, but the exponent ikpqzjzj becomes smaller. For z = 0, the convergence even becomes logarithmic, since all evanescent plane waves fully contribute. It is interesting to notice that, as compared to the scalar Green's function (IGF), the GIGF presents the additional factork pq . Considering the z component, for instance, this factor compensates the k pqz denominator, which used to favor the convergence of the IGF because it increases for large values of jpj and jqj. Hence, for small values of jzj, the convergence of the GIGF is more problematic. This is also why, in the following, the convergence will be analyzed for the worst case of the z component of the GIGF.
C. Third Formulation: Sum of Cylindrical Waves
With the "cylindrical waves summation," also called "spatial-spectral" expansion, the total contribution to the field of all the dipoles is expressed by grouping the contributions of dipoles along lines parallel to the y-axis, as done in [7] for the IGF of semi-infinite arrays. Each line radiates cylindrical waves, then all cylindrical waves are summed in the space domain to obtain the total GIGF @ x G(x; y; z) = 
For k q real, the complex wave amplitude H
0 (k q m ) oscillates as m increases and the cylindrical wave propagates along the y-and -directions, whereas for k q imaginary, the complex wave amplitude H (2) 0 (k q m ) decreases exponentially as m increases and the cylindrical wave is evanescent along the -direction.
The convergence versus spectral index q in such a series is due to the behavior of the Hankel function [see (9) ]: as soon as k 
D. Synthesis
The three forms of the GIGFrG(x; y; z) expressed above can be combined to exhibit a fast convergence for complementary domains of the given parameters of the problem. For large values of jzj, the plane waves expansion will provide good accuracy, whereas for an observation point close to the z = 0 plane the cylindrical waves form can be used, except when it is close to a line of dipoles ( m small). However, in such a case, the difficulty can be circumvented by treating the closest line separately as a dipolar waves series [m = 0 term in (1)], which then converges efficiently if a good series accelerator is used. The limit value of m = l m , for which the pure cylindrical wave treatment has to be replaced by the treatment described above, has been determined numerically; a good trade-off has been found for l m = d y [11] .
The approach proposed here can be summarized as a "divide and conquer" methodology. Indeed, far from the array plane, the planewave approach is used. Close to the plane, the cylindrical wave method is considered. As will be seen below, and as already done in [8] for the scalar Green's function for semi-infinite arrays, the Levin T transform accelerator is used to dramatically accelerate the spatial series; the accelerator is applied separately for m < 0 et m > 0; i.e., the array is divided into two semi-infinite arrays. It is also important to apply it separately to each cylindrical mode [q index in (5) to (7)]. Finally, the closest line (m = 0) is computed separately, either as a cylindrical wave decomposition, or as a point-by-point summation when the observation point is close to the line axis. In the latter case, the Levin T accelerator is again used separately for the two semi-infinite lines, thereby providing exponential convergence, while the field radiated by the closest dipole is added to the final result. When used in integral-equation solution schemes, an advantage of this decomposition is that the treatment of singularities is then explicitly related to the closest dipole and is exactly the same as in the case of isolated objects. As shown in [13] , the Levin T accelerator can also be applied to the plane-wave decomposition, which will also be done in the examples below. Fig. 2 illustrates the considerations above for a rectangular lattice with parameters dx = dy = 7:68 mm, = 25 mm, and k 0x = k 0y = 0: the convergence of the truncated series representing lattices. As one can see, the accelerators are powerful to speed up the convergence. While the Shanks' transform [14] does not reach relative errors below 10 06 , the Levin T accelerator converges exponentially to double machine precision with only 100 terms in total in the double summation. The convergence is represented with accelerated dipolar wave treatment of the closest line for values of jzj below d x . The curves are drawn only beyond a certain index. This is because, before that index, evanescent components are added up; while, after that, propagating components are added up in space domain, with the help of the Levin T accelerator. In view of the generally dominant contribution of propagating terms, it does not make sense to show convergence results before they are included.
III. NUMERICAL STUDY
Comparing IGF and GIGF along z, such method allows us to reduce the number of terms by 70 (45 percent) for single machine precision (10 08 relative error) where the cylindrical expansion is useful (here z = 10 08 to z = 1). This is due to the factor z=m in (7), which reduces considerably the value of additional terms. A similar numerical advantage is obtained comparing the IGF and GIGF along x, due to the factor (x 0 md x )= m in (5). Such advantage in terms of computation time is not found for the y component of the GIGF, whose convergence is slightly slower (by less than 10 percent) than that of the IGF (computed with the same fast technique), because of the presence of an additional k qy factor.
When dx and dy are quite different, the cylindrical wave approach remains efficient if lines are organized along the direction with smallest spacings. Indeed, the convergence of spectral series (q indices) is faster for smaller spacings between dipoles. The cylindrical wave approach is compared in Fig. 3 improves slowly. For z of the order of the largest array spacing, both methods require about the same number of terms, assuming a relative precision of the order of 10 08 .
In the low-frequency case, the spatial summation involves series that oscillate slowly. If the number of lines used for extrapolation is kept constant, this means that, at low frequencies, data that belong only to the first oscillation may be used to extrapolate the solution at infinity. This may turn out quite inaccurate, since the extrapolation is obtained from values that are too close to each other. In this case, it is better to try to extrapolate from values of the sum with alternating signs. Consequently, at low frequencies, the series computed explicitly (index m) is made longer by a factor "mult," while values of the sum exploited for extrapolation are taken every "mult" terms. If one wants to sample the space-domain solution over a constant number of oscillations, this implies that "mult" be of the order of =(2d x ) (assuming that d y d x ).
However, a numerical convergence analysis showed that this increased number of computed terms is needed only for very high accuracies, i.e., for relative errors < 10 04 . From an exhaustive numerical study, the following rule has been delineated mult = max 1; round dy max 2; The convergence of the GIGF, as obtained by using this formula, is shown in Fig. 4 for a wavelength-to-spacing ratio equal to 100. In this case, it can be seen that the plane wave expansion does not converge faster than the cylindrical wave expansion, even when double precision is required.
We saw that the convergence of the plane wave expansion improves very fast with the height z of the observation point, while this dependence is opposite (but weaker) for the cylindrical wave expansion. Moreover, the former tends to be more efficient in the case of dense arrays, for which the latter requires more terms ("mult" factor). Hence, we may expect that the height zt at which one should switch from one formulation to the other will depend on both the precision needed and on the ratio between wavelength and array spacing. This is summarized in Fig. 5 , where zt is provided for the case of broadside scanning and equal spacings in both directions. On the average, z t is of the order of half a spacing, with a quite constant value if a 10 04 precision is requested, while a decreasing trend of z t versus wavelength-to-spacing ratio is observed for higher accuracies, mainly because of the need for longer space-domain series in the long wavelength limit (use of the "mult" factor).
IV. CONCLUSION
A method has been proposed for the calculation of the gradient of the infinite-array Green's function, for which the plane wave decomposition has even worse convergence properties, as compared to the scalar Green's function. For points below about half an array spacing from the array plane, a cylindrical wave decomposition is used, with spatial-domain summation over successive lines accelerated with the help of the Levin T method. The method is applied separately for two semi-infinite arrays, while the closest line is treated in the space domain, with the same accelerator. When array spacings are different, the lines are advantageously taken along the direction with smallest spacings. For very large wavelengths, the extrapolation is improved by using non-consecutive values of the partial sum, according to a formula obtained from an extensive sensitivity analysis. Moreover, an optimal transition height from plane wave to cylindral wave formulations has been delineated; it is of the order of half an array spacing and it depends on the precision looked for and on the wavelength-to-spacing ratio. From all these considerations, an efficient exponential convergence is achieved for any observation point and for a very large range of wavelengths. The great simplicity of the formulation presented here, the possibility to physically interpret each of its terms, and above all, its high exponential convergence rate, down to machine precision, can contribute to competitive integral-equation codes. Comparisons of convergence rates with GIGF's derived from other formulations, which requires tests in numerous conditions, will be the subject of a future publication.
