Abstract-We report modulation saturation and time response measurements on InCaAs-InGaP MQW modulators. The measurements yield a saturation intensity of (3.7 + 0.1) kWlcm' for a 0-10 V swing and switching times between 10 and 90 ns, depending on the bias voltage and incident light intensity. The observed dependence indicates that field screening due to carrier build-up is the dominant physical mechanism determining both the speed and the saturation intensity. This conclusion is supported by results of theoretical calculations.
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I. INTRODUCTION
NCREASING demands for high-speed optical switching I devices has sparked considerable interest in the area of addressable optical modulators. Much success has come from work on multiple quantum well modulators utilizing the quantum confined Stark effect (QCSE). Material systems which have been studied for this purpose include GaAs-AlGaAs [ I] - [3] InGaAs-AlGaAs 141, [5] , InGaAs-GaAs 161-181, and InGaAs-GaAsP 191. Recently, p-i-n modulators based on strained layers of InGaAs-InGaP grown on GaAs have also been demonstrated [lo] . The InGaAs-InGaP modulators, which offer the advantage of a transparent GaAs substrate, were shown to require low bias voltages (-5 V) for operation, and hence reduced power dissipation. Modulation of the absorption at the wavelength of the excitonic peak up to 25% has been obtained for a single transmission pass. However, two important device parameters for its utilization in applications: the saturation intensity and time response had not been studied.
In this paper, we report the results of a study of saturation intensity and time response for nonresonant InGaAs-InGaP MQW modulators and analyze the dominant physical mechanisms responsible for the observed device performance. The MQW modulators used in the experiments are p-i-n diodes with the intrinsic region comprised of 24.5 periods of undoped, strain compensated In,Gal -,As-In,Gal-,P quantum wells fabricated using gas source MBE [IO] . The mole fractions used were z = 0.15 and y = 0.5. The top and bottom of the modulators have InGaP buffer layers 0.5 pm thick. The quantum well thickness is 10 nm and the barrier thickness is 15 nm. The barrier thickness was chosen to provide adequate tensile strain to compensate the compressive strain of the mismatched well layers, and thus avoid the formation of misfit dislocations.
The devices were grown with 360 pni x 5 10 pm active areas, Au-Ti contacts, and Si02 anti-reflection coatings. The samples used were from an array of modulators on the same region of a wafer which was configured for transmission measurements.
The next section discusses the saturation intensity measurements and Section I11 the results of the time response measurements. Finally, Section IV presents a simple model for the carrier sweep-out that describes well the observed intensity and voltage dependence of the transmission of the devices and gives values of the saturation intensity and time response of the modulation which are similar to those obtained experimentally.
MEASUREMENTS OF THE SATURATION INTENSITY
The performance of modulators at high intensity is affected by several phenomena caused by the high density of photogenerated carriers including phase space filling 131, field screening due to charge build-up [ 1 11, [ 121, and thermal effects 1131. To determine the saturation intensity, we measured the transmission of the modulator at the excitonic wavelength as a function of incident light intensity. For this measurement we used a tunable CW Ti:Sapphire laser pumped by a CW argon ion laser as the light source. The light detection was done using p-i-n silicon photodiodes and standard lock-in detection techniques. To minimize heating of the sample, the output of the laser was modulated using a specially constructed optical chopper to achieve pulses of -4 ,us duration with a repetition rate of -3.5 kHz. The beam was focused on the sample utilizing a 5 cm focal length lens and the sample was positioned at the focal plane. The beam profile was measured to be approximately Gaussian and circular, with a 1/e intensity radius of 10 pm at the focus. The power density on the sample was adjusted by selecting the power of the laser using a variable neutral density filter. Fig. 1 shows the transmission spectra of the InGaAs-InGaP modulators for applied voltages of 0 and 6 V of reverse bias for two different optical powers. For low intensity (75 W/cm2) and no bias applied to the device, the excitonic resonance is clearly visible as an absorption peak at 960 nm. Applying 6 V to the device, the excitonic peak shifts and broadens due to the quantum confined Stark effect, resulting in a net change in transmission at the excitonic wavelength that allows the use Of this device as a swing in applied bias, the contrast ratio is 1.25 which could be increased by configuring the device for reflection operation [IO] . Fig. I(b shows the excitonic peak, although not as distinct as in the low intensity case. The change in transmission with applied voltage is also smaller at high intensity, thus reducing the contrast ratio of the device. From a technological point of view, and regardless of the physical origin of this saturation, it is necessary to define a parameter that characterizes the dependence of the contrast ratio CR with incident intensity I . As done in [14], we will define the modulation saturation intensity Isat according to the following expression
The measured dependence of the contrast ratio with incident power density was fitted with expression (1) for voltage swings ranging from (0-3 V) to (0-10 V). Fig. 2 shows the change in contrast ratio corresponding to a 0-10 V bias swing for four different devices for input intensities between 0.1 and 60 kW/cm2. As can be observed in the figure, the dependence of the contrast ratio as a function of the light intensity is well described by expression (1) (solid line) for all four devices. The fitted value of saturation intensity for a 0-10 V swing is (3.7 f 0.1) kW/cm2. Fig. 3 shows the resulting dependence of modulation and saturation intensity with voltage. At low power, the modulation saturates at about 6 V ( Fig. 3(a) ). This is consistent with the fact that the excitonic absorption is washed out for voltages greater than -6 V [lo] . For higher power, the modulation remains linear with voltage within the 0-10 V range studied, but its maximum decreases due to saturation. The saturation Power Density (kW/cm2 ) Fig. 2 . Contrast ratio versus incident intensity for a 10 V change in applied voltage. The symbols represent different devices in the same wafer, the solid curve is a least squares fitting.
-

1 - Dependence of modulation (a) and saturation intensity (b) as a intensity as a function of applied voltage is shown in Fig. 3(b) . The saturation intensity is relatively constant with a value of (1.3 f 0.1) kW/cm2 up to -6 V where the saturation begins to increase linearly with voltage to reach (3.7 & 0.1) kW/cm2 at 10 V. This saturation intensity value is relatively small when compared with that of similar devices constructed utilizing other material systems [31, [141, [151. A physical mechanism affecting the performance of modulators at high light intensities is the saturation of the excitonic absorption [3] . Our measurements indicate that in these devices, this is not the dominant physical mechanism responsible for the observed saturation of the modulation. This can be concluded from Fig. 4 . Fig. 4 (a) shows the differential transmission spectra for a 0-6 V swing both at low and high intensity. The operating wavelength is indicated by a vertical dotted line in the figure. It is evident that degradation of the modulation occurs at high intensity. Fig. 4 (b) shows the corresponding transmission spectra at 0 and 6 V for low and high intensity. The transmission at the operation wavelength drops noticeably at high intensity for the 6 V data, contrary to what would be produced by saturation of the excitonic absorption. We note that most of the saturation observed in the modulation is due to the change in transmission at 6 V, suggesting that field screening due to charge build-up [ 1 11, [ 121 and/or thermal effects caused by ohmic heating associated with the photocurrent [13] are responsible for the observed saturation of the modulation. The role of these mechanisms will be discussed in the following sections. As discussed in [3] , there is a close relationship between the sweep out time of the carriers and the value of the saturation intensity. For that reason, time response measurements on the modulators not only have a value of their own in characterizing device performance, but also provide further evidence that allows the attribution of the observed saturation to field screening effects. The results of time response measurements are discussed in the following section.
TIME RESPONSE MEASUREMENTS
The time response of the device was characterized by measuring the change in transmission at the excitonic wavelength produced by fast (<4 ns risetime) electrical bias pulses applied to the device. Simultaneous measurement of the current shows that the capacitance of the device (-30-50 pF) is not a limitation for its speed in this range. The transmitted light was detected with a silicon photodetector having a response time of approximately 1 ns. The signal was amplified by a fast (3 ns risetime) amplifier and was measured with a 250 MHz IEEE JOURNAL OF QUANTUM ELECTRONICS, VOL. 31, NO. 2, FEBRUARY 199.5 . . Switching time (10%-90%) versus operating voltage measured for oscilloscope. The overall resolution of the system thus allows us to measure changes in transmission occurring in times of approximately 4 ns. We measured the switching of the transmission for different voltages and incident light intensities. The results are summarized in Fig. 5 , where we plot the switching times (for 10% to 90% change in transmission) for applied voltages from 2 to 10 V, at low and high incident intensities of SO W/cm2 and 2.5 kW/cm2, respectively. For low intensity there is a significant reduction in the switching time from 90 ns at 2 V to 10 ns at 10 V as applied bias increases. In contrast, for high intensity the switching time remains relatively constant for all applied voltages. As discussed below, the observed dependence with voltage and intensity is consistent with the presence of field screening and rules out heating as the dominant mechanism. Let us note here that the measured switching times are slower than other devices previously reported in the literature [l] , [ I I] , which is consistent with a lower saturation intensity [3] .
Heating effects were studied for AlGaAs/GaAs p-i-n modulators [ 131. As thermal properties are similar for all 111-V materials, we would expect comparable results for a similar structure in the InGaP/InCaAs material system. As shown in [13] , when heating is the dominant mechanism the time response of the transmission has two components, one fast corresponding to the onset of the applied field, and one slow corresponding to the change in transmission due to heating. As heat is, produced mainly by ohmic dissipation caused by the photocurrent [13], the power to the device increases with applied voltage, making the slow component of the signal more noticeable as voltage increases. The decay time of the slow component was determined [ 131 to be close to SO ns and should be independent of the applied voltage.
Although the measured switching times for our devices are in that range, our experiments do not show any of the features that can be attributed to heating, as can be observed in Fig. 6 , which shows the temporal evolution of the transmission of the device for different conditions of incident intensity and bias voltage. Fig . 4 provides further evidence against the hypothesis of thermal effects because heat absorbed in the sample would produce a localized increase in lattice temperature which would shift the band gap and accompanying excitonic resonance towards lower energy. This shift would move the excitonic absorption out of the operation wavelength of the device, thus increasing the transmission, contrary to the behavior of the transmission shown in Fig. 4 .
Field screening effects [ 111, [ 121 occur due to charge buildup of one of the photogenerated carriers: either electrons or holes. Carriers may escape from the quantum wells through thermionic emission or tunneling through the barrier. As it is likely that electrons escape much more rapidly than holes due to the difference in effective masses, accumulation of holes results in charge build-up. Tunneling escape probability is negligible because the barriers are 15 nm thick [3], leaving thermionic emission as the only escape process. The thermionic emission rate for holes [I61 is given by In this expression T is the lattice temperature, m h w is the effective mass for holes in the well, k~ is Boltzmann constant and L , is the well width. The barrier height H depends on the field F through 
H ( F ) = QAE, -E h -lelFL,/2
model. Calculations assuming 60% [17] of the -0.67 eV of bandgap difference [I81 occurs in the valence band offset reveal that the hole thermionic lifetime varies between a few ns and 400 ns depending on the applied field. A similar time scale is to be expected for changes in the transmission. From (2) we can see that reduction of barrier height (through increased applied bias) results in faster escape times, in agreement with the low intensity data in Figs. 5 and 6. Also, for high intensity, the accumulated carriers would be expected to screen the field so that no change in speed would result, again in agreement with the observed behavior of the InGaAs-InGaP modulators. Similar effects have been observed in InGaAs-InP MQW modulators [ 1 I], on a much faster time scale, which agrees with estimates from (2).
We performed simulations using a simple model of the modulator that support the above qualitative reasoning that field screening is the dominant saturation mechanism in these devices.
IV. MODEL
The model we used to simulate charge build-up is similar to that presented by Wood et a/. [ 1 11. We consider the reverse bias p-i-n structure as a capacitor with the quantum wells located between the plates. The differential equations governing the areal densities of electrons n and holes p in a quantum well illuminated with an intensity I and subjected to a field F are an
Here a ( F ) is the field dependent absorption of one well, B is the recombination constant and rn (rp) is the electron (hole) escape time. The fact that the escape times of electrons and holes are different leads to accumulation of one kind of carrier in the well with the corresponding loss of charge neutrality. We will simulate this effect by the introduction of a layer of charge in the central plane of the quantum well with a charge density given by For high incident light intensity, the net positive charge can significantly distort the electric field in the depletion region. When the positive charge is large enough, the potential at one particular well may be reduced until it approaches the Fermi level of the n-type material. Under these conditions, electrons can diffuse from the bulk into that well, effectively reducing the width of the depletion region. In each step of the simulation, we determine the field using Gauss's law and the depletion width d from the boundary condition:
where Q is the fraction of discontinuity in the valence band,
AE, is the difference in band gaps between the well and barrier material, e is the electron charge and Eh is the energy of the n = 1 level for holes. Although measurements in AlGaAs/GaAs [ 121 showed that the escape time is not accurately predicted by expression (2), it gives the correct qualitative behavior and is a good approximation for a simple where V& and V, are respectively the built-in and external voltages. The background doping level in the intrinsic material of wells and barriers is assumed negligible for simplicity of the model, which is completed with charge layers at both ends of the depletion region. We number the wells starting from the one closest to the p region of the diode and assume the light is traveling from p to 71.
The numerical values of the parameters used in the simulation are listed in Table I . The field dependent absorption is obtained from low intensity transmission measurements under conditions so as to make charge build-up effects negligible. Besides thermionic emission time, computed using expression ( l ) , the escape time for both electrons and holes also includes tunneling, and diffusion of the carriers in the plane of the wells out of the illuminated area. Although it is negligible for our structure, tunneling was included in order to be able to evaluate different device designs and was computed using formulas given in [3] . The ambipolar diffusion time for a diffusion coefficient of 10 cm2/s [I91 is comparable to thermionic emission when the field is low but, because of its ambipolar nature, it does not contribute to the charge build-up.
We first performed steady state calculations, in which we computed the mutually dependent field and charge distributions in a self consistent manner. Fig. 7 shows the steady state carrier density (a) and the field distribution (b) for the different wells in the structure. These results were obtained for intensities of 16 W/cm2 and 2.5 kW/cm2 while the extemal voltage was kept constant at 5 V. In Fig. 7 (a) the circles (triangles) represent the hole (electron) population while the intensity is denoted by the use of empty symbols for high intensity and solid symbols for low intensity. In Fig. 7(b) the result for low intensity is shown by the solid line and that for the high intensity by the dotted line.
In the depletion region, where the field is not zero (Fig. 7(b) ), the electrons are efficiently swept out of the wells, and there is accumulation of holes ( Fig. 7(a) 2.5 kW/cm * longer escape time. For 5 V of extemal bias, and in absence of illumination, all the wells would be subjected to an electric field around lo5 V/cm. Due to the presence of net charge in the wells, the field is not the same for all the wells and those where the field is lower have higher absorption and longer escape times, leading to higher densities to the right end ( n side) of the depletion region in Fig 7. The accumulation of carriers is not very important when the intensity is low, and most of the wells experience a value of the field close to that in the absence of light. Notable changes occur in the charge distribution when the intensity is increased. As the carrier density increases, the charge accumulates and the width of the depletion region varies accordingly. Once a well is out of the depletion region, the field goes to zero with a corresponding change in transmission and with equal populations of electrons and holes. As shown in Fig. 7(b) , at high intensity only few of the wells experience the field, resulting in a reduction of the modulation with respect to the low intensity case. These qualitative results of the model show the same behavior that was observed in the experiment (Fig. 4) . In spite of uncertainties in certain material parameters and its simplicity, the model also predicts the modulation with less than 20% error respect to the experimental values for intensities up to the measured Isat (-4 kW/cm2) . At higher intensities, however, the discrepancies are larger and it does not account for all the reduction of modulation that is observed. This difference might be due to effects not included in our model that are nevertheless suggested by the shape of the spectra (Figs. 1  and 4 ), such as slight saturation of the excitonic absorption or unintentional doping of the material in the intrinsic region. Another possible source of error is inaccuracy associated with the use of ( 2 ) to estimate the thermionic escape times.
The simulation of the time response of the modulators starts from the steady state situation for V, = 0 V, and follows the changes produced by an increase of applied voltage with a risetime of 4 ns. In each step of the simulation, the following tasks are performed. 1) An estimate of the external charge flow needed to establish the new voltage across the device is computed.
As the flow of carriers external to the MQW structure is much faster than the time scale of the escape from the wells, we assume that the external carriers flow so as to accommodate the internal changes in accordance to the boundary condition (7) . 2 ) The rate of change of the carrier population in all the wells is computed by means of expression (4) and ( 5 ) and is used to calculate the new carrier densities after a short time interval dt. The total transmission coefficient of the structure is also computed.
3) The external charge is recomputed to meet the boundary condition (7) taking into account the new internal charge distribution. This is usually a small correction of the values calculated in step 1. Also in this step the width of the depletion region is modified when the new internal charge distribution makes it necessary. Typical results of the simulation are plotted in Fig. 8 , which shows the simulated temporal evolution of the transmission of the device for different conditions of incident intensity and bias voltage. All curves have been normalized to the steady state modulation for ease of comparison. Curves a and b correspond to 50 W/cm2 of incident intensity, while curves c and d were computed using 2.5 kW/cm2. The applied voltage changes from 0 to 10 V (a,c) and 0 to 4 V (b,d) with a risetime of 4 ns. As can be seen by comparing these results with the corresponding experimental curves shown in Fig. 6 , the model reproduces qualitatively the temporal changes in transmissivity observed in the experiment. At low intensity (a and b), an increase in bias voltage is accompanied by a decrease in switching time, in agreement with the data in
Figs. 5 and 6, while at high intensity (c and d) that change is much less noticeable, also in agreement with the experiment. The switching time for 10 V bias at high intensity is slower than that of 10 V at low intensity. The origin of this effect is the change in depletion width with voltage. As can be seen from the steady state data in Fig. 7(a) , most of the carriers are accumulated near the end of the depletion region. A sudden increase of voltage moves the boundary of the depletion region closer to the n region, leaving several wells in a situation out of equilibrium with low field and consequently (( 1)) long time to reach the new steady state situation. While the simulation gives numerical values for the risetime which do not match exactly those obtained experimentally, this difference is again to be expected given the simplicity of the model and the fact that some of the parameters used are only estimates. Nevertheless, the results of the model give solid support to the qualitative reasoning presented in the previous section leading to the conclusion that field screening due to carrier build-up is the most important effect determining the observed saturation of the modulation in the InGaAs-InGaP modulators investigated. We also ran our simulation for a different structure, with barriers of 7.5 nm thickness. This change makes tunneling the dominant escape mechanism, and produces approximately a tenfold increase in saturation intensity and switching speed limited by the risetime of the electrical pulse. Although the simplicity of the model does not allow a detailed prediction, it shows the possibility of increase both the saturation intensity and speed of the device by means of changes in the structure.
V. CONCLUSION
We performed a detailed study of the performance of InGaAs-InGaP multiple quantum well modulators under different conditions of incident intensity and operating voltage. We found that the saturation intensity is relatively constant with a value of (1.3f0.1) kW/cm2 up to -6 V bias where the saturation begins to increase linearly with voltage to reach (3.7f0.1) kW/cm2 at 10 V bias. Spectra at different powers and applied voltages show that the decrease of modulation with power is not due to saturation of the excitonic absorption. We performed measurements on the time response of the devices, which not only characterizes the modulation speed of the device, but also confirm that the most important cause of the saturation is field screening due to charge build-up. The obtained switching times ranging between 10 and 90 ns are not limited by the capacitance of the device, but by the escape time of the photogenerated carriers from the wells. In the devices studied the escape time was dominated by thermionic emission, which is slower than in other material systems due to the larger difference in band gap between the well and barrier materials. In order to improve the speed of InCaAs-InGaP devices while keeping the advantage of a transparent substrate, the structure must be carefully engineered to accelerate the escape of the carriers from the wells, for example by using thinner bamers that would allow tunneling. We performed simulations using a simple model of the modulator which includes field screening effects that confirm field screening to be the dominant physical mechanism goveming the saturation and time response of these devices.
