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On February 15, 2008 the National Academy of Engineering unveiled their 
fourteen grand challenges of engineering for the 21st century. At the top of the list and 
voted by the public as the most important challenge was the thrust to make solar energy 
economical. My research has been dedicated to solving this millennial challenge by 
developing routes to high-efficiency, solution-processed photovoltaics (PV) for low-cost 
and low-energy manufacturing. 
My research has primarily advanced two methods for solution processed PV. In 
one method, semiconducting nanocrystals are synthesized and then suspended in an 
appropriate solvent to form an ink. The ink is then applied to a substrate by a variety of 
high-throughput methods such as spray coating or doctor blading and then annealed to 
form a polycrystalline absorber layer for solar energy. I have applied this method with 
great success to Cu2ZnSnS4 (CZTS), a promising earth-abundant, non-toxic 
semiconductor. A challenge with this material is its propensity to form binary and ternary 
undesired phases. Using advanced nano-characterization techniques, my colleagues and I 
have been able to determine the spatially resolved composition of these nanoparticles and 
have found them to be highly non-uniform. In addition, I developed synthesis techniques 
aimed at controlling the nucleation and growth of this material to improve nanocrystal 
compositional homogeneity. Though particles produced in this work still exhibit some 
non-uniformities, they are greatly improved. When combined with optimized fabrication 
techniques, I have been able to advance the efficiency of nanocrystal ink based solar cells 




Another promising route to solution-processed PV is by directly coating 
molecular precursor solutions (rather than first forming nanocrystals) and annealing the 
coating to form the polycrystalline solar absorber layer. Unfortunately, a major challenge 
is that many metals, metal salts, and chalcogens that would be useful precursors to such 
films have poor solubility in organic solvents compatible with roll-to-roll manufacturing 
techniques. Interestingly, we have found that mixtures of commonly available thiols and 
amines are able to dissolve at room temperature and pressure a host of metals and salts 
that are otherwise insoluble in either solvent by itself. In this work, I have primarily 
focused on CdTe—which has been by far the most successful technology in terms of 
production cost ($/peak watt) and energy payback time for thin-film solar cells. In this 
research thrust I demonstrate for the first time the fabrication of CdTe thin-films via a 
solution-processed molecular precursor approach by dissolving CdCl2 and Te in 
ethylenediamine and 1-propanethiol. The films are formed by spin-coating thin layers of 
the solution and then annealing each layer until a ~1.5 μm thick film is achieved. I have 
achieved 0.5% efficient devices by this method. As thiol-amine mixtures have the 
potential to leave residual sulfur in these films, other novel solvent systems are presented 
as future work. 
While amine-thiol mixtures are excellent solvents for many materials, they do not 
dissolve lead chalcogenides with ease. I leverage this to develop room-temperature 
synthesis routes to PbS, PbSe, PbTe, and PbSxSe1-x nanoparticles. This is achieved by 
mixing a lead salt dissolved in thiol-amine with a chalcogen dissolved in thiol-amine at 
room temperature. We find that when particles produced in this manner are pressed into 
pellets, they show comparable thermoelectric performance to more complicated and 
energy intensive synthesis techniques. Ultimately, we wish to enable the use of these 
particles in room-temperature fabricated quantum dot solar cells. This requires the 
synthesis of highly monodisperse, stable colloids and is the subject of future work using 






CHAPTER 1. INTRODUCTION 
1.1 Energy: A Millennial Grand Challenge 
On February 15, 2008 the National Academy of Engineering unveiled their 
fourteen grand challenges of engineering for the 21st century. At the top of the list and 
voted by the public as the most important challenge was the thrust to make solar energy 
economical. This designation is not surprising considering civilization’s insatiable 
appetite for energy. Global energy consumption is expected to increase 56% from 2010 to 
2040, rising from 524 quadrillion BTU (17.5 TW) in 2010 to 820 quadrillion BTU (27.4 
TW) in 2040.2 While much of this growth will be due to developing countries (i.e. China, 
India, Brazil, etc.), U.S. energy consumption will also continue to rise.  
Fossil fuels (coal, oil, and natural gas) currently account for about 85% of global 
energy consumption. Forecasts predict than even with the many advances in renewable 
energy over recent decades, fossil fuels will still account for nearly 80% of global energy 
consumption in 2040.2 This forecast is alarming considering that proven oil reserves as of 
January 1, 2013 were only 1638 billion barrels.3 At 2013 consumption levels of ~90 
million barrels per day,4 less than 50 years of oil remain. Coal and natural gas reserves-
to-production ratios stand at 120 years5 and 63.6 years,6 respectively. Although 
significant coal remains, it produces the most greenhouse gases per unit energy of the 
fossil fuels due to its high C/H ratio,7 making its discontinued use desirable. 
 
1.2 The Terrawatt Challenge for Sustainable Energy 
Ultimately, it is desirable to source all of our energy from resources that have low 
environmental impact. Additionally, this must be done at a tremendous scale and at an 




emerging economies that rely heavily on affordable energy. It has been estimated that by 
~2050, carbon-neutral power sources of 15, 25, and >30 TW are needed to stabilize 
atmospheric CO2 at 550, 450, and 350 ppm, respectively.8,9 There are many promising 
technologies under development to provide energy for a sustainable future that will help 
us meet this goal. Of the possible options, there are only two at this point that are 
projected to have the potential to meet all our current and future energy needs: nuclear 
and solar. 
 
1.2.1 Nuclear Energy 
Currently, nuclear energy is only practical when harnessed via fission reactions. 
This technology is quite mature and has been commercialized for decades. However, 
such reactions have the potential for catastrophic disaster and there is significant public 
concern about the safety of fission reactors. As an additional drawback, nuclear fission is 
made possible by enriched uranium, an element available only in limited supply. At 
current consumption rates, there are about 200 years of uranium left. However, recovery 
of uranium from seawater could increase that number by 1-2 orders of magnitude.10 In 
contrast, nuclear fusion promises to be much safer due to the difficulty of sustaining a 
fusion reaction. In theory, such a reaction should be easy to shut down when needed. 
Furthermore, the critical fuels for fusion reactions are deuterium (abundant in seawater) 
and tritium (produced from neutron bombardment of lithium). Because of the abundance 
of these elements, fusion fuels could be available up to a few million years.11  
While fusion has been demonstrated on a very small scale, the ability to scale the 
technology economically is a significant engineering and scientific challenge. Materials 
must be found that can withstand the constant bombardment of radiation byproducts, 
especially neutrons, without losing their integrity. Furthermore, if these materials become 
radioactive themselves, decommissioning and disposal of a spent reactor may present a 
serious hazard and challenge. To meet these challenges, construction of the International 
Thermonuclear Experimental Reactor (ITER) was begun in 2013 with the aim to 
demonstrate the first reactor producing net thermal power. The initial design target is to 




nations. However, even best estimates project that fusion experiments will not begin until 
2027 indicating that realistic fusion energy is still several decades away.12 
 
1.2.2 Solar Energy 
Aside from nuclear all of our other sustainable resources are all forms of solar 
energy. Biomass, wind, and hydropower all are made possible by solar energy. Even 
nuclear fusion (see 1.2.1) seeks to mimic the reactions taking place on the sun. However, 
not all renewables are able to meet our energy demands. In fact, it is estimated that the 
combined practical power that could be obtained from biomass, wind, hydro, and 
geothermal sources is less than 10 TW.13 In contrast, it is projected that the direct 
conversion of sunlight to useful energy could easily be used to produce 60 TW of 
electricity using existing technologies commercially available today. Given that 
technologies for the direct conversion of sunlight to electricity will only improve, this is a 
conservative estimate. What remains is the need to develop the science and technology 
that allows solar energy conversion at a cost below the equivalent fossil fuel resource.     
 
1.3 Dissertation Overview  
This thesis is motivated by the need to develop the science and technology that 
will enable affordable, efficient, and easily deployed solar power. Typically, solar energy 
is harnessed via solid state devices or thermomechanical systems. Solid state devices 
typically fall into one of two categories: photovoltaics or photoelectrochemical cells. 
Photoelectrochemical cells are used to convert sunlight direct into fuels (e.g H2 via water 
splitting), whereas photovoltaic cells convert light to electricity. Thermal systems use 
concentrated sunlight to heat a working fluid which is then used to drive a heat engine. 
This dissertation will focus on the photovoltaic route and in particular on solution-
processed, inorganic solar cells.  
In chapter 2, I present a brief history of photovoltaics, followed by an overview of 




fundamental physics of photovoltaic devices is presented, emphasizing an understanding 
of semiconductor band formation, the p-n junction, and basic device modeling.  
Chapter 3 presents my development of a 9.0% efficient Cu2ZnSn(S,Se)4 solar cell 
obtained by improving the compositional uniformity of Cu2ZnSnS4 nanocrystals with 
advanced synthetic techniques and optimization of the selenization process. This chapter 
was previously published as 9.0% efficient Cu2ZnSn(S,Se)4 solar cells from selenized 
nanoparticle inks,14 and is reproduced here with permission.  
Chapter 4 presents work by my colleagues and I (led by Wei-Chang Yang) in 
synthesizing wurtzite phase Cu2ZnSnS4 nanocrystals. These nanocrystals are selenized to 
form kesterite Cu2ZnSn(S,Se)4 absorbers and are further processed into photovoltaic 
devices. This chapter was previously published as Kesterite Cu2ZnSn(S,Se)4 Absorbers 
Converted from Metastable, Wurtzite-Derived Cu2ZnSnS4 Nanoparticles,15 and is 
reproduced here with permission. 
Chapter 5 presents my work with Wei-Chang Yang toward understanding the 
intraparticle compositional homogeneity of Cu2ZnSnS4 nanocrystals synthesized by 
various methods toward understanding the nucleation and growth mechanism of the 
particles. We found the particles to be highly non-uniform from all methods investigated. 
While selenization is shown to improve the compositional uniformity, fluctuations are 
still evident. This chapter was previously published as Compositional Inhomogeneity of 
Multinary Semiconductor Nanoparticles: A Case Study of Cu2ZnSnS4,16 and is 
reproduced here with permission.  
Chapter 6 presents my work toward understanding and controlling the nucleation 
and growth of Cu2ZnSnS4 nanocrystals. The synthesis of meso-sized particles of 
increased compositional uniformity is presented, along with the evolution of Cu2ZnSnS4 
particle composition as a function of time. I also present the design of a syringe pump 
system used for continuous dosing of precursors to the reaction flask toward controlled 
nucleation and growth of Cu2ZnSnS4 nanocrystals. Preliminary results obtained using a 
continuous-dosing method are presented.  
In chapter 7 I present the first pure solution route to CdTe thin films and the first 




propanethiol. The solutions are spin coated and eventually annealed in a sealed ampoule 
to form the final film. I present the material characterization of these films, which 
indicates S and Cl contamination in the films. I show the effect of various processing 
conditions and the effect of using other Cd salts. 
Chapter 8 presents my development of a room temperature, easily scaled 
synthesis of lead chalcogenides using thiol-amine solvent media. When a lead salt 
dissolved in thiol-amine is mixed with a chalcogen dissolved in thiol-amine, the lead 
chalcogenide immediately precipitates to form high-purity particles. We find we can 
easily apply this to PbS, PbSe, PbTe, and PbSxSe1-x. I also show that we can take the 
PbSe nanoparticles and press them into pellets to attain thermoelectric performance 
comparable to other routes in the literature. 
Chapter 9 presents our work using solution conductivity measurements and 
electrospray ionization mass spectrometry (ESI-MS) to understand the solution chemistry 
of thiol-amine mixtures. In this preliminary study, we examine the species formed when 
dissolving CuCl2 in n-butylamine and 1-propanethiol. Copper(I) thiolates and copper(I) 
chloride thiolates are the major copper containing species formed. This work was 
conducted in collaboration with Hilkka Kenttämaa’s research group with much of the 
ESI-MS data collection and analysis being performed by Priya Murria. 
Chapter 10 is a discussion of future directions and research opportunities. Owing 
to the slowing progress for Cu2ZnSn(S,Se)4 and limited funding opportunities, I focus 
this chapter around improving the pure solution route to CdTe through S-free solvent 
systems and developing room-temperature syntheses of highly monodisperse lead 
chalcogenide quantum dots. Consequences and implications of the preliminary results 







CHAPTER 2.  SOLAR CELL THEORY 
2.1 Photovoltaics: A Brief History 
Human life, indeed all life on earth, depends on the sun for its existence. This 
energy has long been harnessed for crops, livestock, and to heat and light living spaces. 
However, about 2500 years ago it became clear that there was even greater potential for 
this ubiquitous energy source. By the 6th century BC, lenses were in use to concentrate 
light to start fire and by the 3rd century BC the Romans used parabolic mirrors to light 
torches. Though a subject of some controversy, Archimedes is said to have used an array 
of polished bronze shields to concentrate light and set fire to approaching Roman ships (c. 
214-212 BC).17 It would be more than 2000 years until more creative uses were 
envisioned when in 1839 Edmund Bequerel made the dramatic discovery that an electric 
current was generated when light was shown on one of two electrodes in an electrolyte 
bath. This observation, now known as the photoelectric effect, radically changed our 
understanding of the interactions of light with matter. In 1876, William Adams and 
Richard Day produced the first solid-state device by contacting selenium with two heated 
platinum electrodes. They noted the spontaneous generation of current by “action of light.” 
In 1894, Charles Fritts made the first large area solar cell by sandwiching selenium 
between gold and another metal. Over the next 50 years, many developments followed, 
not the least of which was Einstein’s celebrated explanation of the photoelectric effect in 
1905. His work in this area earned him the Nobel prize in 1922.18  
It was not until 1954, however, that the modern solar cell from silicon was 
produced at Bell Labs by Chapin, Fuller, and Pearson. Their cell had an efficiency of 6 
percent—six times higher than earlier cells.18 This achievement fueled a new era of 




which ensured that solar cells would be an important and relevant part of humanity’s 
energy future. 
From the 1950s until today, silicon based technologies have continued to 
dominate the market. Industrially relevant silicon-based technologies include crystalline 
silicon (mono-Si), amorphous silicon (a-Si), and poly-crystalline silicon (multi-Si). In 
2014, total PV production was 47.5 GWp, of which silicon-based solar cells accounted 
for more than 92%. China and Taiwan were the major producers accounting for about 69% 
of total production.19  
While mono-Si and multi-Si dominate the market today (>90% of market share), 
a drawback for these technologies is that crystalline silicon is an indirect bandgap 
semiconductor, which results in a lower optical absorption coefficient and must be made 
relatively thick to attain high efficiencies. In contrast, thin film photovoltaics rely on 
direct band gap semiconductors with high absorption coefficients that can be made thin, 
lightweight, and even flexible. There are many inorganic and organic thin film 
photovoltaics under development, but only a-Si, CdTe, and CIS/CIGS (copper 
indium/gallium sulfide/selenide) are currently commercially important. First Solar, Inc. in 
particular has demonstrated remarkable leadership in cost savings in the thin-film market 
by bringing CdTe devices from a negligible market player in 2003 to capturing 13% of 
the market share by 2009.13 However, in 2014 all thin film PV accounted for less than 10% 
of the market,19 leaving doubt about whether thin film PV can supplant the mature silicon 





Figure 2.1. Market Share of various PV technologies in 2014. Mono-Si and Multi-Si accounted for more 
than 90% of the market. 
In February 2011, the U.S. Department of Energy announced its SunShot 
Initiative to achieve cost competitive solar energy by 2020. Analogous to the 1960s 
“moon shot” goal, the SunShot initiative aims to reduce the total installed cost of solar 
energy systems to $0.06/kWh by 2020. In order to reach these cost targets it is necessary 
to reduce the module costs to below $0.50/W, with the target of a total installed cost of at 
most $1/W.20 Crystalline silicon, which has dominated the photovoltaics market since its 
step-change improvement in power conversion efficiency (PCE) to 6% in 1954,21 
continues to lead PV to ever lower module costs. As of April 20, 2016 the price of multi-
Si modules was $0.51/W on average, with leading manufacturers at $0.46/W.22 Mono-Si 
modules were $0.53/W on average, with leading manufacturers at $0.51/W.22 Thin film 
modules are slightly higher in price at an average $0.56/W, with leading manufacturers at 
$0.47/W.23 However, most of the manufacturers of Si modules are in China and Taiwan 
and reliance on foreign manufacturers for PV modules would undermine U.S. goals to 
attain energy security and independence. In the U.S., the cost of Si modules was 2-3 
times higher in 2012,24 and it is unclear whether the SunShot goal is attainable for 
crystalline Si in the U.S. manufacturing environment. Crystalline silicon technologies 
have often been criticized for their requirement of much thicker absorber layers resulting 




silicon industry has been quick to respond to criticism with clever light trapping 
techniques and materials management for ever cheaper and thinner wafers.    
Thin film PV, relying on direct band gap semiconductors and ultra-thin absorbers, 
is a promising alternative to crystalline silicon that has found great success in domestic 
manufacturing. Current commercially viable technologies include CdTe, amorphous 
silicon, and Cu(In,Ga)Se2 (CIGS). A clear cost advantage has been maintained in the U.S. 
as thin film leader First Solar reported average module costs of $0.57/W in November 
2013, with $0.49/W on its best line of CdTe modules.25 The ultra-thin absorbers (0.5-3 
μm) can be deposited on glass or lightweight, flexible substrates which should also help 
to significantly reduce installation costs. Champion CdTe (First Solar, 22.1%) and CIGS 
(Solar Frontier, 22.3%) have both demonstrated remarkable performance improvements 
over the past several years—a notable achievement for these complex materials.26–28 
While concerns exist for long-term availability of Te and In (as well as the toxicity of Cd), 
there is significant debate as to the need for concern.13  
In pursuit of ever-lower costs, next generation thin-film solar cells seek to avoid 
material availability constraints and expensive processing by employing earth-abundant 
absorbers. Absorbers in this category include organic, inorganic-organic hybrids (i.e. dye-
sensitized PV, perovskites, etc.), and earth-abundant inorganic compounds. Admittedly, 
many of these will never be commercially viable on large scale due to cost, toxicity, or 
stability, but fill various niches in the market. Organic PV has tremendous potential for 
cost-savings and high-throughput due to the well-developed polymer and plastics 
processing industry, but suffers from stability and degradation issues that researchers 
currently seek to address.29  Perovskites have made unprecedented progress in efficiency, 
improving from 3.8% in 200930 to 22.1% in May 2016.26 However, the material system’s 
current reliance on Pb for high efficiency and ongoing stability concerns will need to be 
addressed.31–34 Still, as many of these technologies are amenable to high-throughput, roll-
to-roll processing, they have attracted intense research efforts. Their attractiveness is 
further increased if high-temperature and high-vacuum processing can be avoided by 




discussion will focus on earth-abundant, inorganic compounds whose potential for 
increased stability over organic or inorganic-organic hybrids is advantageous.  
A wide of range of earth-abundant, inorganic semiconductors have been discussed 
in the literature,35 including computational methods to identify them.36 The binary 
compounds CuO, FeS2, SnS, Cu2O, Cu2S, Sb2Se3, and Zn3P2 have been identified as 
strong candidates for earth-abundant PV; unfortunately, attempts to fabricate 
heterojunction devices have shown limited efficiencies, generally not more than 2 percent 
PCE.37–42 Two notable exceptions are the fabrication of a Schottky barrier Zn3P2 solar 
cell at 6% PCE43 and Cu2S-CdS solar cells which have achieved greater than 9% PCE.44 
Unfortunately, Cu diffusion into the CdS quickly degrades device efficiency and the 
Cu2S-CdS system has been mostly abandoned.  
Due to struggles with these compounds, several ternary and quaternary 
compounds have emerged as promising earth-abundant absorbers. Most of these 
absorbers are Cu-based chalcogenides analogous to CIGS where In and/or Ga are 
substituted with other elements. These include copper tin sulfides,45,46 copper antimony 
sulfides,47–49 Fe2GeS4,50 ZnSnP2,51 and the quaternary compounds Cu2MSnS4 (M= Co, 
Fe, Ni, Mn, Zn).52 In many of these compounds it is possible create alloys, further 
increasing the range of material properties, candidates, and material complexity. For 
example, S might be entirely or partially replaced with Se or a given cation may be 
partially replaced (e.g. Ge substitution for Sn). A recent publication sheds light on which 
of the many possible substitutions are thermodynamically stable and worthy of further 
experimental investigation.53  
Among the almost limitless possibilities for earth-abundant absorbers, one that 
has enjoyed above average success in terms of its efficiency is Cu2ZnSn(S,Se)4 
(CZTSSe). The material is especially interesting in that the record certified device (12.6%) 
has been made through solution-processing rather than high-vacuum deposition 
techniques.54 Over the past five years, two general routes to solution-processed CZTSSe 
have emerged: deposition by molecular precursors55–60 and colloidal nanocrystals.61–66 
Relatively little is known about the nucleation and growth of these multinary compounds 




resulted in sluggish improvement of material properties in recent years. Chapters 3-6 
present the work of my colleagues and me toward developing greater understanding and 
improved synthetic routes for this material system. 
As much more could be written on this subject, I conclude by acknowledging that 
the history of photovoltaics continues to be written daily. Solar technology is one of the 
most dynamic and face-paced fields of modern research. The solar industry is no less 
dynamic and doubles in size approximately every 2 years.67 As such, I refer the interested 
reader to the current literature for the ongoing breakthroughs and developments in the 
many aspects of photovoltaic research. 
 
2.2 The Solar Resource 
At the core of the sun (the region extending from the center to about 20-25% of its 
radius), the fusion of four hydrogen nuclei produces an alpha particle (helium nucleus-
two protons and two neutrons), two positrons, two neutrinos, and a tremendous amount of 
energy. This reaction is made possible due to the extreme pressure and temperature at the 
core, estimated around 2.5×1011 bar and 15.7×106 K.68 The sum total of these reactions is 
the release of 3.846×1026 W of continuous energy. The earth is auspiciously situated 
149.6 million km away from the sun where the solid angle subtended by the earth is only 
6.8×10-5 steradians. This means that only 0.000546% of the total radiation of the sun 
reaches the outer atmosphere of the earth or about 174 PW (PW=1015 W).69 Of this 
energy, a significant portion is reflected or absorbed by the atmosphere such that only 
about 94 PW reaches the earth’s surface.69 As most of this falls on oceans and areas of 
the earth where collection is impractical, it is estimated that 600 TW would be practically 
accessible.13 Accounting for the conversion losses of various technologies, obtaining 60 
TW of this as useful energy would be quite reasonable with today’s technologies—more 
than enough for current and projected future energy needs.70 
Solar energy is radiated as a spectrum of photons and other energetic particles. 
Standard solar spectra have been defined to allow for modeling and accurate comparison 




at the earth’s upper atmospheric boundary. The Air Mass 1.5 Global spectrum includes 
direct and diffuse sunlight that reaches the earth’s surface and accounts for reflective and 
absorptive losses in the atmosphere. For non-concentrating photovoltaics, this spectrum is 
used as the standard solar spectrum. A comparison of these spectra is shown in Figure 2.2, 
with data obtained from NREL.71 Note that the sun’s spectral irradiance can be closely 
approximated by a black body emitter at 5800 K. An Air Mass 1.5 Direct spectrum is also 
defined for concentrating applications.71  
 
Figure 2.2. A comparison of the spectral solar irradiance incident at the earth’s upper atmosphere (AM 0) 
and at the earth’s surface (AM 1.5 G). The spectral irradiance of a black body emitter at 5800 K is shown 
for comparison.  
2.3 Semiconductor Physics and Device Modeling 
In this section I will present the basic physics and device modeling of inorganic, 
crystalline semiconductors as it relates to solid state photovoltaic devices. For a detailed 
discussion of these topics, the reader is referred to the published literature.18,72,73 
 
2.3.1 Band Formation in Semiconductors 
When two atoms are brought together to form a molecular bond their atomic 




orbitals will have an energy that is slightly above either atomic orbital and the other will 
have an energy slightly lower.74 Similarly, in a crystalline solid an enormous number of 
atoms combine, each contributing energy levels such that a band of allowable energy 
levels is formed. These energy levels are so close in energy that they can be considered a 
continuum as there is sufficient thermal energy at room temperature for electrons to move 
freely among the energy states.74  
Just as atoms and molecules may have several atomic and molecular orbitals, 
crystalline solids may have many bands. Depending on the electronic and bonding 
properties of the atoms involved, these bands occur at various energy levels relative to 
each other and may or may not overlap. The highest band occupied by electrons is called 
the valence band, while the lowest unoccupied band is called the conduction band.74 For 
current to flow in the material, there must be available unoccupied energy states that the 
electrons can access. For materials with partially filled valence bands, charge can flow 
easily and the material is said to be a conductor or metal. Additionally, if a material with 
a full valence band has a conduction band overlapping in energy, the material is also a 
conductor as electrons can easily access the higher band. When a separation exists 
between a full valence and empty conduction band, the material is considered a 
semiconductor or insulator depending on the distance of the separation. This separation is 
referred to as the band gap. In general, for band gaps of about 0.5 to 3 eV the material is a 
semiconductor and for larger bandgaps it is an insulator.74 The band gap describes the 
minimum energy that must be imparted to an electron to excite it to the conduction band. 
An important consideration of band gaps is where the valence band maximum and 
conduction band minimum occur with respect to position in the crystal lattice. When the 
Schrodinger equation is solved for the crystal lattice using the periodic properties of the 
lattice, a band structure diagram can be obtained, which gives the energy of the band 
edges as a function of k the wavevector.73,74 When the valence band maximum and 
conduction band minimum occur at the same location (same k), the material is said to 
have a direct band gap, otherwise the band gap is indirect. In order for a photon to excite 
an electron in a direct bandgap material all that is necessary is that the photon be of 




promotion of the electron also requires a change in momentum of the electron to the new 
value of k. As photons have very little momentum, the additional momentum must be 
supplied by some other source—usually a phonon or lattice vibration.75 As a result, 
indirect band gap semiconductors have weaker optical absorption compared with direct 
band gap semiconductors. Figure 2.3 shows the band diagrams of both Si and GaAs. Si is 
seen to be an indirect band gap absorber, while GaAs has a direct band gap.76 
 
Figure 2.3. Band diagram of (a) Si and (b) GaAs. The location of the valence band maximum and 
conduction band minimum occur at different values of k for silicon, indicating it is an indirect band gap 
semiconductor. GaAs is observed to have a direct band gap. Reprinted figure with permission from S. 
Richard, F. Aniel, and G. Fishman, Physical Review B, 70, 235204, 2004. Copyright 2004 by the American 
Physical Society.76 
2.3.2 The P-N Junction 
When a photon is absorbed in a semiconductor an electron is promoted to the 
conduction band leaving an empty energy state in the valence band referred to as a hole. 
This electron-hole pair is sometimes referred to as an exciton. When the photon has 
energy significantly greater than the band gap, the electron and hole generated have 
energy greater than the band gap and quickly relax to the band edges (at room 
temperature) in a process known as thermalization (Figure 2.4). Thermalization occurs 




the chance of scattering events in which the electron could lose a small amount of energy 
is high. An important consideration in solar cells is how to extract the excited electron 
before it relaxes back to its initial state. While thermalization occurs on the order of 
femtoseconds—and as a result is a major energy loss mechanism in solar cells—the 
relaxation of the electron from the conduction band to the valence band occurs on the 
order of nanoseconds to microseconds in high quality semiconductors (relatively defect 
free), providing sufficient time to extract the electron.74 When an excited electron relaxes 
back to its initial state, this is known as recombination. 
 
Figure 2.4. When a photon is absorbed of energy greater than the band gap the electron and hole quickly 
thermalize to the band edge. This process occurs on the order of femtoseconds. Once relaxed to the band 
edge, the time before the electron recombines with a hole is many orders of magnitude longer—
nanoseconds to microseconds. CB is the conduction band edge. VB is the valence band edge.  
The mechanism most often used to extract excited carriers from the solar cells is 
the p-n junction. In this configuration, a p-type semiconductor and an n-type 
semiconductor are paired together to create a built-in electric field. To understand how 
this occurs, I will define some necessary terms. A p-type semiconductor is one in which 
the majority of the charge carriers are positively-charged holes. Such a semiconductor 
has either intrinsic or extrinsic defects or dopants added that result in additional charge 
carriers. For example, in p-type silicon, boron is added at roughly part per million levels 
to the lattice. As boron has one less valence electron than silicon, this results in a missing 




addition of boron creates an empty energy state within the band gap, near the valence 
band edge. Electrons from the valence band can easily be promoted to this energy state to 
leave behind holes in the valence band as the energy difference between the states is on 
the order of kT (the thermal energy available at room temperature, where k is the 
Boltzmann constant). P-type dopants are referred to as acceptors as they create energy 
states just above the valence band edge that “accept” electrons from the valence band. 
For n-type semiconductors, negative charge carriers are the majority carrier. In silicon 
this would be accomplished by the addition of an element such as phosphorus or arsenic 
that has one additional valence electron. In this case, filled energy states are created in the 
band gap just below the conduction band edge that can be easily ionized with the thermal 
energy available at room temperature to create additional electrons in the conduction 
band. N-type dopants are referred to as donors as they “donate” electrons to the 
conduction band. 
 When a p-type semiconductor and an n-type semiconductor are appropriately 
joined, the result is a p-n junction. In this junction, the high concentration of electrons in 
the n-type material results in diffusion of electrons to the p-type semiconductor leaving 
behind the positively charge donor atoms that are fixed in the lattice. Similarly, the high 
concentration of holes in the p-type semiconductor results in diffusion toward the n-type 
semiconductor leaving behind negatively charged acceptor atoms that are bound in the 
lattice. This continues until the rate of diffusion is counterbalanced by the built in electric 
field that arises from the charged dopant atoms near the junction. This field opposes 
further diffusion and works to sweep any carriers created in the region to their respective 
sides of the junction. The thickness of the region in which this field exists is called the 
space-charge region or depletion region (because the region consists of charged atoms in 
the lattice and is depleted of carriers because they are swept out by the electric field). The 
motion of charge carriers in an electric field is often referred to as drift. Hence, the 
depletion region creates an electric field in which diffusion and drift are counterbalanced 
(see Figure 2.5). Note that an applied electric field (an applied bias) may change the 





Figure 2.5. Schematic of a p-n junction. Near the junction, hole diffusion occurs from the p- to the n-
material and electron diffusion occurs from the n- to the p-material. As holes diffuse, they leave behind a 
negatively charged acceptor atom in the lattice. Similarly, electrons that diffuse leave behind a positively 
charged donor atom. This results in the buildup of an electric field that resists further diffusion. Any 
carriers that try to enter this region or are created within this region are swept to the appropriate side. 
Charge transport by electric field is referred to as drift.  
 This built-in electric field is very useful. When light is absorbed in the depletion 
region, the built-in field provides a driving force to push the created charge carriers out of 
the device so they can be collected as current. Since solar cells are operated under 
forward bias, a few features about operating under bias are worth mentioning. When a 
bias is applied in the direction of the built-in electric field this is referred to as reverse 
bias. This increases the depletion region width and makes the flow of current more 
difficult. Under forward bias, the overall electric field is decreased, the depletion region 
contracts, and the flow of current is facilitated. 
 
2.3.3 Equivalent Circuit Model of a Solar Cell 
When a p-n junction is formed the two materials can then be appropriately 
contacted to form a solar cell. This often involves the use of a transparent conductor on 
one side coupled with grids (on the side that receives incident light) and a metal contact 
on the other side. There are many other contacting methods and additional layers added 




materials (p-n junction) so that the solar cell can be connected to an external circuit. A 
basic example of a thin film solar cell in substrate configuration is shown in Figure 2.6. 
 
Figure 2.6. Simple construct of a solar cell in which the p-n junction is contacted with metals and 
transparent conductors for connection with an external circuit. 
 The basic solar cell is modeled by the equivalent circuit shown in Figure 2.7.77  
While the model may not capture all the nuances of a solar cell, it is nevertheless used as 
a standard in reporting device characteristics and performance. Essentially, a solar cell 
can be viewed as a constant current generator of Jph (resulting from light absorption) in 
parallel with a diode. A diode is an electrical device that permits current flow much easier 
in one direction than another. Recall from our earlier discussion, that a p-n junction is 
such a device owing to the nature of the built-in field and the junction’s different 
response to forward and reverse applied biases. There are also two resistances in the 
model which result from imperfections and deviations from ideal behavior. Series 
resistance (Rs) results from the resistance encountered by the electrons as they travel 
through the absorber and other layers of the solar cell. A parallel resistance, Rsh (shunt 
resistance), is shown in parallel with the desired path for electrons. This current pathway 
results from the parasitic shunting of carriers (electrons and holes) down an alternate 
recombination pathway within the device. This arises when generated photocurrent does 
not make it through the external circuit to do work. In other words, the carriers recombine 
before they can be extracted from the device. It is therefore desirable to have a high shunt 




of carriers through the external circuit. Note JD is the dark current through the diode, JSH 
is the shunt current and J is the actual current observed in the external circuit. 
 
 
Figure 2.7. Equivalent circuit model for a solar cell in which a solar cell is viewed as a constant current 
generator in parallel with a diode. Additionally, two parasitic resistances are shown, one in series (RS) and 
on one in parallel (RSH). Figure adapted and used under the CC BY-SA 3.0 license.  
By following Kirchhoff’s circuit laws and the ideal diode equation modified to 
include the parasitic resistances of real solar cells we can write:78  
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 (Eq. 2.1) 
where Jph is the photocurrent, J0 is the dark saturation current, k is Boltzmann’s constant, 
q is the charge of an electron, A is the area of the device, T is the temperature of the 
device, and other variables are as previously defined. Jph can be calculated from the solar 
spectrum by integrating the spectrum along with the cell’s quantum efficiency. 
 
𝐽𝐽𝑝𝑝ℎ = 𝑞𝑞�𝑏𝑏𝑠𝑠(𝐸𝐸)𝑄𝑄𝐸𝐸(𝐸𝐸)𝑑𝑑𝐸𝐸 
(Eq. 2.2) 
In the above expression q is the fundamental charge on an electron, bs(E) is the number 
of incident photons of energy E (spectral photon flux), and QE(E) is the quantum 
efficiency. The quantum efficiency describes the likelihood (probability) that a photon of 
energy E will result in one electron in the external circuit. Ideally, one would like QE(E) 
= 1 for all photons of energy greater than the band gap (Eph > Eg). In practice, it is 




 There are many non-ideal considerations when modeling solar cells, in particular 
the thin film solar cells that are the subject of this thesis’ research. The reader is referred 
to the literature for more detailed information.79,80 
 
2.3.4 Calculation of Solar Cell Performance Parameters 
By definition, the power density of a solar cell is calculated by P = JV. At some 
voltage in forward bias, this product will reach a maximum (Pm = JmVm), called the 
maximum power point. The efficiency, η = Pm/Ps, is simply the maximum power density, 
Pm, divided by the incident power density of the solar spectrum, Ps. The incident solar 
power is defined as the Air Mass 1.5 Global spectrum (see Figure 2.2), at a power density 
of 100 mW/cm2. Pm can be calculated with 3 simple parameters: the short circuit current 
density (JSC), the open circuit voltage (VOC), and the fill factor (FF). Note that FF = 
JmVm/JSCVOC. Figure 2.8 shows a plot of J using the equivalent circuit model (Eq. 2.1) 
and a plot of P (Eq. 2.1 multiplied by V). Note that in creating this plot I have used RS =0 
and RSH = ∞ for simplicity, while J0 = 10-10 mA/cm2, T = 300 K, and Jph = 35.7 mA/cm2 
have been used as reasonable values. The plot demonstrates the relationship between the 
various performance parameters. Notably, we see that FF can be viewed as a measure of 
“squareness,” as it is the ratio between two rectangles—the one created by Jm x Vm and 
then one created by JSC x VOC. High RS and low RSH will tend to decrease the squareness 
of the curve and result in lower fill factor and decreased efficiency. For the solar cell 
shown in Figure 2.8, we find that VOC = 0.69 V, JSC = 35.7 mA/cm2, Vm = 0.61 V, and Jm  
= 34.2 mA/cm2. Note that JSC = Jph when the parasitic shunting is neglected as I have 





Figure 2.8. A plot of current density for a simple solar cell using Eq. 2.1 (black curve), and a plot of the 
power density (blue curve). The maximum power point occurs at 0.61 V at a current of 34.2 mA/cm2.  
An important consideration is the maximum possible solar cell efficiency. For 
simple, single-junction solar cells, the maximum efficiency typically cited is the 
Shockley–Queisser (S-Q) limit of 33.7% occurring at a band gap of 1.34 eV.81 Figure 
2.9a shows a plot of the S-Q limit as a function of band gap. A detailed view in the region 
near the peak is shown in Figure 2.9b. We find that for band gaps of 1.0-1.5 eV 
efficiencies over 30% are possible. For this reason, materials considered for photovoltaics 
most often have band gaps in this range. The S-Q limit assumes that the solar cell will 
absorb all photons with energy in excess of the band gap to create a single electron-hole 
pair per photon (all other photons are lost). Any excess energy imparted to an excited 
electron is lost by relaxation to band edges by thermalization. The S-Q limit also only 
assumes radiative recombination. Note that the S-Q limit is not a thermodynamic limit 
and that it can be exceeded through the use of more than a single junction, by spectrum 
splitting, and other constructs. In principle, the useful energy of a photon could be as high 





Figure 2.9. Plot of (a) the Shockley-Quiesser limit and (b) a detailed view of the plot near the peak. The 






CHAPTER 3. 9.0% EFFICIENT COPPER ZINC TIN SULFO-SELENIDE SOLAR 
CELLS FROM SELENIZED NANOPARTICLE INKS 
This chapter has been previously published by John Wiley & Sons, Ltd. as 9.0% 
efficient Cu2ZnSn(S,Se)4 solar cells from selenized nanoparticle inks,14 and is 
reproduced here with permission. Copyright 2014 John Wiley & Sons, Ltd. Where 
appropriate, text and figures may have been modified. 
 
3.1 Introduction 
Among many material systems being investigated for photovolatics, this chapter 
focuses on CZTS and its binary and ternary constituents. This material system is of 
significant technological significance as an earth-abundant semiconductor, but is also of 
scientific interest as a complex multinary compound whose formation chemistry is poorly 
understood. Early work with CZTS was limited mostly to crystallographic and 
mineralogical studies and dates back to the 1960s.84–86 CZTS was later shown to 
demonstrate the photovoltaic effect with p-type conductivity in 1988,87 but it was not 
until 1996-1997 that the first photovoltaic devices with appreciable efficiency were 
reported with up to 2.3% power conversion efficiency (PCE).88,89 From the late 2000s, 
novel routes to CZTSSe photovoltaics began to be explored by several groups. Notable 
methods for preparing the absorber films include various sputtering and evaporation 
techniques,90–97 atomic layer deposition,98 electrodeposition,99 and coating of molecular 
precursors.54,55,100–107 
To obtain high efficiency devices, annealing sulfide films in a selenium rich 
atmosphere or directly growing of the film with selenium instead of sulfur has so far been 





substitution decreases the band gap from about ~1.45 eV to ~1.0 eV. Devices prepared 
without Se incorporation have only been reported with a PCE as high as 8.4%.96 A 
number of techniques have resulted in reasonably efficient devices. Mitzi’s group at IBM 
has explored solution-processed CZTSSe in hydrazine and has recently achieved PCEs 
up to 11.1% using a hydrazine slurry (particle-solution hybrid method)108 and as high as 
12.7%54,109 using a pure solution method or molecular solution route. Repins, et al. at 
NREL has achieved 9.4% through vacuum co-evaporated CZTSe.110 More recently, this 
method was used at IBM to obtain films up to 11.6% efficient.111 Atomic layer deposition 
(ALD) has also shown recent promise and films prepared in this method have been 
shown to have internal quantum efficiencies around 12%, although devices from the 
process have not yet been prepared.98 This process is interesting as binaries of Cu2S, 
SnS 2, and ZnS are deposited and then thermally annealed to form CZTS rather than 
targeting a film of CZTS initially.  
Another important route involves the coating of nanoparticle inks followed by 
subsequent heat treatment in S or Se atmosphere. Like other solution-based processes, its 
attractiveness lies in its potential to drive down costs by avoiding high vacuum-
deposition routes. Based on their experience with CIGS nanoparticle ink-based thin-film 
solar cells,112–115 researchers in Professor Rakesh Agrawal’s Solar Research Group were 
among the first to synthesize CZTS nanoparticles and the first to publish a working 
device from nanoparticle inks.61,62,64,65,116,117 In the past few years, the group has 
improved published PCEs up to 9.3%14,118 and up to 9.4%119,120 with germanium alloying. 
In another noteworthy publication using nanoparticles, Cao et al. reported devices 
prepared from binary ZnS and ternary Cu2SnS3 nanoparticles selenized to give a PCE up 
to 8.5%.121 
In this chapter I present my development of an improved hot injection recipe for 
Cu2ZnSnS4 nanocrystal synthesis which has improved the compositional homogeneity of 
the nanoparticles over our previous recipe. I combine this with significant optimization of 
the grain growth and device fabrication techniques to obtain a 9.0% total area power 
conversion efficiency under AM 1.5 G illumination. Characterization of the nanoparticles 





3.2.1 Synthesis Setup and Execution 
In our group’s initial synthesis described by Guo et al. metal salts are heated in 
the presence of oleylamine (OLA) to 225 °C at which time elemental sulfur dissolved in 
OLA is injected to initiate the nucleation and growth of the CZTS nanocrystals. Here, 
CZTS nanoparticles are synthesized using a modified method of hot injection. In a 
representative synthesis, a solution of 1.32 mmol copper(II) acetylacetonate, 0.79 mmol 
zinc acetylacetonate hydrate, and 0.75 mmol tin(IV) bis(acetylacetonate) dichloride in 6 
mL of oleylamine (OLA) is prepared under inert atmosphere in a glove box and heated to 
~65 °C  to dissolve the cation precursors. Additionally, 4.5 mL of a 1.0 M sulfur-OLA 
solution (4.5 mmol of sulfur) are prepared and heated to ~65 °C. These quantities are 
chosen based on a 0.75 mmol Sn basis to give precursor molar ratios of Cu/(Zn+Sn) = 
0.86, Zn/Sn = 1.05, and S/Metals = 1.57 (sulfur in ~50% excess). In a 3-neck flask, 12 
mL of OLA are degassed by evacuating the flask for five minutes and then purging with 
argon at room temperature. This is repeated three times. The flask is then heated under 
vacuum until it refluxes (~130 °C). It is allowed to reflux for 5 minutes and then purged 
with argon. This is also repeated three times to ensure the removal of dissolved gases 
(especially oxygen) and other light impurities. The OLA is then heated to 250 °C at 
which time the S-OLA solution is injected and allowed to completely mix for 20 seconds, 
followed by the rapid injection of the cation precursor solution. The reaction is allowed to 
proceed with vigorous stirring at 250 °C for 60 minutes under argon atmosphere. 
 
3.2.2 Particle Washing Procedure 
The reaction is cooled naturally to room temperature by removing the flask from 
the heating mantle. The cooled reaction flask is removed from the Schlenk line and the 
contents are poured into a 30 mL centrifuge tube. A few milliliters of hexane are used to 
rinse the residual contents from the reaction flask into the centrifuge tube and the 




contents of this tube are then poured into another and both are topped up with 
isopropanol (IPA). After centrifuging at 14000 rpm for 5 minutes, the supernatants are 
opaque due to unreacted material and fine nanoparticles still dispersed in the supernatant. 
These first supernatants (S1) are saved in a vial for further washing. The nanoparticles 
that are contained in S1 are designated as the first fraction. The settled nanoparticles in 
the two centrifuge tubes are what we designate as the second fraction (S2).   
At this point, six additional washes are completed on each fraction. For the 
second fraction, each wash consists of the following steps: first, the nanoparticles are 
redispersed by adding a few milliliters of hexane to each tube and vortexing; second, the 
tubes are filled with solvent and vortexed; and third, the tubes are centrifuged at 14000 
rpm for 5 minutes. The supernatants of these last six washes are transparent (though 
potentially a faint yellow-brown) and are discarded. In the first 3 washes, IPA is the 
solvent used. In the next three washes, 80% MeOH/20% IPA is used. Note that using 
some methanol in the first 3 washes of the large particles can be helpful if difficulty 
arises in getting the particles to settle out with centrifugation and IPA alone. Adding too 
much hexane also will make extraction of the particles difficult. Following these washes, 
the nanoparticles are dried under a gentle stream of nitrogen.  
The particles from the first fraction are now collected by filling a centrifuge tube 
1/3 full with S1 and then topping off each with 80% MeOH/20% IPA. The tube is 
vortexed and then centrifuged at 14000 rpm for 5 minutes. The supernatant from this 
wash is discarded. Six additional washes are performed as described for the large 
particles except that the tube is filled 1/3 full with S1 each time to redisperse the 
nanoparticles until S1 is used (after which 1-2 mL of hexane is used to redisperse) and 
each wash is done with 80% MeOH/20% IPA. The increased methanol assists in the 
complete collection of the smaller particles. The small particles are also dried under a 
gentle stream of nitrogen. If the particles are tar-like, this can be an indication that the 
particles still contain heavier carbonaceous species and additional washing is required. 
Care should be taken during the washing steps as discarding supernatants 





3.3 Results and Discussion 
A few notable differences exist between this recipe (R2) and our previous recipe 
(R1).116 By injecting sulfur first we ensure that the cation precursors encounter a sulfur-
rich environment when injected and ensure that nucleation proceeds in the presence of 
abundant sulfur. In R1, this would not necessarily be the case, potentially leading to 
inhomogeneities in both composition and structure. Additionally, by injecting the 
precursors at the reaction temperature instead of heating them up in the flask prior to the 
injection of sulfur, we avoid the formation of reduced metal nanoparticles (particularly 
copper122) prior to the introduction of sulfur. Also of note is the increase in temperature 
from 225 °C to 250 °C and the increase in reaction time from 30 minutes to 60 minutes.  
Both recipes produce nanoparticles that when examined as an aggregate mass 
have comparable compositions. To gain insight into their differences, nanoparticles from 
each recipe are separated into two fractions (see Appendix A) and analyzed by energy 
dispersive X-ray spectroscopy (EDS). The first fraction consists mainly of nanoparticles 
less than ~5 nm and the second fraction consists of the remaining particles. For R1, the 
two fractions are found to be in nearly equal mass with average composition of the first 
and second fractions to be Cu1.45Zn0.37Sn1S3.67 and Cu1.73Zn1.70Sn1S5.40, respectively. In 
this representation, tin is taken as the basis such that the overall composition takes the 
form CuxZnySnSz. For R2, the first fraction is only ~10% of the total mass and the 
average composition of the first and second fractions are Cu1.38Zn0.79Sn1S4.36 and 
Cu1.69Zn1.05Sn1S4.26, respectively. For a more intuitive picture, these compositions can be 
treated as if they were mixtures of Cu2S, ZnS, and SnS2 by analyzing the relative atomic 
ratios of the cations (Table 3.1). It is observed that even though the nanoparticles from 
R2 are still somewhat non-uniform in composition, the uniformity of average 
composition when the particles are sorted by size shows significant improvement when 
compared to R1. This improvement results largely from the increased reaction 
temperature and time. Note that particle to particle compositional uniformity is not yet 




Table 3.1. Particle composition by recipe and fraction. The target composition shown in the first line is the 
composition as charged to the reaction flask for recipes 1 and 2 (R1 and R2). The other compositions were 
obtained by scanning electron microscopy energy dispersive spectroscopy (SEM-EDS) analysis.  
 
 
The R2 nanoparticles are further characterized by powder x-ray diffraction 
(PXRD) to confirm the crystal structure. The PXRD pattern of the larger nanoparticles 
(fraction 2) agrees well with the simulated pattern in Figure 3.1 (black lines). Due to the 
small size of the fraction 1 nanoparticles, little intensity is observed and has thus been 
omitted.  The simulated PXRD patterns of CZTS for Cu-Kα radiation were derived from 
a kesterite crystal structure (space group: 𝐼𝐼4� ) using CrystalMaker 8.7.2 based on 
published atomic positions.123–126 Additional details of the simulation are available in the 
supporting information (SI) online and in Appendix A.14 Rietveld refinement was then 
performed with Maud 2.33 to determine the lattice parameters for the as-synthesized 
CZTS nanoparticles.  The location of each reflection and its relative intensity was 
calculated using a crystallographic information file (CIF) that combined the kesterite 
crystal structure and the obtained lattice parameters. As PXRD cannot distinguish 
between impurity phases of Cu2SnS3 and ZnS of similar structure and the CZTS 
phase,127–129 further characterization of the particles is necessary. Also included is the 
PXRD pattern after selenization compared against kesterite CZTSe (space group: 𝐼𝐼4� , 






Figure 3.1. Powder x-ray diffraction patterns of R2 nanoparticles (blue) and selenized film (red) on Mo-
coated soda lime glass showing good agreement with simulated Cu2ZnSnS4 (black lines). The slight shift 
in the Cu2ZnSnSe4 pattern compared with JCPDS 01-070-8930 (red lines) suggests some sulfur remains in 
the selenized film. 
To gain additional insight into the potential phases present in the nanoparticles, 
Raman spectra are obtained for the particles using a HORIBA Jobin Yvon LabRam 
HR800 system with an excitation wavelength of 632.81 nm. The spectrum (Figure 3.2) 
shows a strong peak at 338 cm-1, which corresponds to the A1 mode of CZTS, though 
there is also a nearby tetragonal CTS peak at 337 cm-1. The peak at 303 cm-1 matches 
with the cubic CTS peak at 303 cm-1, but is also near the tetragonal CTS peak at 297 cm-1. 
A peak at 356 cm-1 is present and may correspond to a shoulder for CZTS (350 cm-1), or 
peaks for tetragonal CTS (352 cm-1) and cubic CTS (356  cm-1).128 Cubic ZnS also has a 
peak at 352 cm-1, but a poor signal is observed for the 633 nm laser used. The ZnS signal 
(if present) may be enhanced with the use of a UV laser in future studies. Peak fitting 
(Appendix A, Figure A4) shows the presence of a broad peak at 267 cm-1, which matches 
closely with a cubic CTS peak at 267 cm-1. Based on this, the presence of some binary 
and ternary phases is likely in the synthesized nanoparticles. However, the Raman data 
does not allow us to provide an accurate quantification of the phases at this time. A minor 
peak of CZTS has been shown at 373 cm-1, though the intensity of the peak we observe at 




phases present and understand the role of particle inhomogeneity in film formation and 
device performance. 
 
Figure 3.2. Raman spectrum of R2 nanoparticles. Significant peaks attributed to Cu2SnS3 (green dotted) 
and Cu2ZnSnS4 (red dashed) are shown.  
The morphology and crystal structure of individual CZTS nanoparticles are 
characterized using transmission electron microscopy (TEM). Figure 3.3(a) shows a 
bright-field TEM image of kesterite nanoparticles in a large area. A histogram of the 
nanoparticle size distribution derived from the large area TEM images is shown in the SI 
(Appendix A, Figure A5). The kesterite nanoparticles have an average size of 12.51 nm 
and a standard deviation of 7.94 nm, indicating that the particles are somewhat 
inhomogeneous in terms of size. A high resolution TEM (HRTEM) image of a CZTS 
nanoparticle aligned to a [221] zone axis is shown in Figure 3.3b. The image revealed an 
inter-planar spacing of 1.9 Å, which belongs to the (220)/(024) crystallographic planes in 
a kesterite structure and is in agreement with the 47.6° reflection in the particle PXRD 
patterns. Fast Fourier transform (FFT) of the HRTEM image (inset of Figure 3.3b) 
manifests an equivalent electron beam diffraction pattern (diffractogram) of the selected 
nanoparticle. A set of circled reflections – which are kinematically forbidden – is 
determined to be a result of stacking faults that are caused by Cu/Sn intermixing at the 




to the left shoulder peak of the (112) particle PXRD reflection in Figure 3.1 (27°). Details 
of PXRD simulation regarding Cu/Sn intermixing can be found in the SI (Appendix A). 
 
Figure 3.3. (a) Bright-field TEM image of CZTS nanoparticles diluted from the as-prepared nanoparticle 
ink (R2), showing an average size of 12.51±7.94 nm. (b) HRTEM image of kesterite CZTS, revealing the 
(220)/(024) crystallographic planes with a d-spacing of 1.9 Å. The inset in (b) represents the FFT pattern. 
 To fabricate a solar cell, the dried CZTS nanoparticles (both fractions combined) 
are dispersed in 1-hexanethiol in a 0.2 g/mL suspension (ink) and coated on 
molybdenum-sputtered (~800 nm) soda lime glass by doctor blading. The film is then 
selenized in Se vapor. The device is finished by application of chemical bath deposited 
CdS (~50 nm), RF sputtered i-ZnO (~80 nm), RF sputtered ITO (~220 nm), e-beam 
evaporated Ni/Al grids, and antireflective MgF2 (~100 nm). 
To obtain the high efficiency devices, the selenization conditions were optimized. 
Traditionally we have selenized films at 500 °C for 20 minutes. A typical treatment 
consists of preheating a tube furnace to the desired temperature and then introducing a 
graphite box containing the coated substrates and selenium pellets so that heating is rapid. 
A timer is started as soon as the graphite box enters the furnace. After the desired time 
has passed, the furnace is opened and allowed to cool naturally to room temperature.  
For films prepared from R2 nanoparticles, we observe optimal device 




minutes. Cross sections of selenized films at various conditions are shown in Figure 3.4. 
With the improved synthesis method and optimized selenization, we observe micron-
sized grains and a reduced average thickness in the fine-grain layer beneath the CZTSSe 
grains when compared to our previous best devices made from R1 nanoparticles. The 
films also show a minimal MoSe2 layer (~80 nm). Interestingly, optimizing the 
selenization conditions has not led to similar improvements in devices prepared with 
nanoparticles from R1. In general, we note that device performance improves as grain 
size increases, the thickness of the fine-grain layer decreases, and the thickness of the 
MoSe2 layer at the back contact is minimized. Shin et al. have also observed similar 
correlations between grain size, the MoSe2 layer, and device performance.130 
 
Figure 3.4. Cross sections of (a) a finished device selenized at 550 °C for 15 minutes, (b) a finished device 
selenized at 500 °C for 40 minutes, and (c) a film selenized at 500 °C for 20 minutes. Optimized 
selenization has reduced the fine-grain layer and improved solar cell performance. 
The current-voltage characteristics of the device were obtained with a MgF2 anti-
reflective coating under AM 1.5 G illumination after light-soaking for 5 minutes to give a 
best-performance device efficiency of 9.0%. The J-V curves along with key performance 
parameters (VOC: 404 mV, JSC: 35.1 mA/cm2, FF: 63.7%) are presented in Figure 3.5. 
The diode ideality factor, A, was found to be 1.54 under light and 1.52 in the dark as 
calculated using Sites’ method.80 Prior to application of the anti-reflective coating and 
light soaking, device efficiencies as high as 8.8% are measured. Measurements are based 
on a total cell area of ~0.47 cm2, where the actual cell area is measured and used in 





Figure 3.5. J-V curves and performance parameters for the best performing cell in the dark and under AM 
1.5 G illumination with light soaking for 5 minutes. The diode ideality factor, A, was determined in the 
dark(light) by Sites’ method.80 
For further insight into the devices, external quantum efficiency (EQE) 
measurements were performed at 0 V bias as shown in Figure 3.6. The inset to Figure 3.6 
shows a plot of [hν ln(1-EQE)]2 against the photon energy to estimate an effective band 
gap of ~1.1 eV.91,131 As the bandgap for pure CZTSe is commonly reported to be 1.0 
eV,131–133 this suggests that some residual sulfur remains in the film, which is consistent 
with the slight offset of the selenized PXRD data. 
 
Figure 3.6. EQE of a 9.0% device at 0 V bias. Inset shows the plot of [hν ln(1-EQE)]2 against the photon 





We have shown improved performance in CZTSSe solar cells from nanoparticle 
inks, reaching a new, best performance efficiency of 9.0%. Improvements are attributed 
to modifications in two key processing steps: nanoparticle synthesis and selenization. The 
modified recipe yields nanoparticles that are superior in compositional uniformity, yet 
still somewhat inhomogeneous in terms of size and morphology, making it difficult to 
assign device performance improvements to specific changes in the synthesis. Optimized 
selenization conditions provide micron-sized grains and minimal fine-grain and MoSe2 
thicknesses. Ultimately, these structural characteristics are manifested as higher JSC  and 
FF in completed devices. Although much greater understanding of the nanoparticle 
synthesis and selenization is necessary, these results demonstrate that the tailoring of 
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CHAPTER 4. KESTERITE COPPER ZINC TIN SULFO-SELENIDE ABSORBERS 
CONVERTED FROM METASTABLE, WURTZITE-DERIVED 
NANOPARTICLES 
This chapter was previously published as Kesterite Cu2ZnSn(S,Se)4 Absorbers 
Converted from Metastable, Wurtzite-Derived Cu2ZnSnS4 Nanoparticles,15 and is 
reprinted here with permission from W.-C. Yang, C. K. Miskin, C. J. Hages, E. C. Hanley, 
C. Handweker, E. A. Stach, and Rakesh Agrawal. Chemistry of Materials 2014, 26 (11), 
3530-3534. Copyright 2014 American Chemical Society. Where appropriate, text and 
figures may have been modified. 
 
4.1 Introduction 
As discussed in chapter 3, Cu2ZnSnS4 (CZTS) and its selenide version, 
Cu2ZnSnSe4 (CZTSe), are important materials for potentially low-cost thin film solar 
cells. Furthermore, Cu, Zn, and Sn are earth abundant elements that ensure a sufficient 
materials availability to meet our current and foreseeable energy needs.35 Efficiencies as 
high as 12.7%54,109 have been achieved. The kesterite Cu2ZnSn(S,Se)4 (CZTSSe) devices 
made by selenizing kesterite CZTS nanoparticle inks have attained a PCE of 9%,14 and 
this has been improved to 9.4%120 by partially doping Sn with Ge. The commonality 
shared by the above-mentioned high-PCE CZTSSe solar cells is they all possess a 
kesterite-structure absorber. 
First-principles calculations suggest that the kesterite structure, along with cation-
disorder within the Cu−Zn layer, is the most stable crystallographic structure within the 
CZTS phases derived from a binary II−VI zinc blende structure having ABCABC 




however, has been reported among the quaternary I2−II−IV−VI4 semiconductors 
featuring ABABAB stacking.137–139 Another study based on first-principles calculations 
has investigated the structural stability of wurtzite-derived CZTS phases in which the Cu, 
Zn, and Sn cations are ordered and have specific positions in the unit cells.140,141 
Although first-principles total-energy calculations of wurtzite-derived CZTS have 
indicated that the zinc-blende-derived kesterite and stannite are relatively more stable 
than the wurtzite-kesterite and wurtzite-stannite structures, the small difference in the 
total energy between kesterite and wurtizte-kesterite cannot rule out the possible 
formation of wurtzite-derived CZTS.141 Both wurtzite-derived CZTS and CZTSe have 
been demonstrated experimentally in the forms of nanocrystals and nanorods.142–146 In 
addition to the wurtzite-kesterite and wurtzite-stannite structures, another 
crystallographic structure in which the metal cations are randomly distributed at the Zn 
sites of a wurtzite ZnS unit cell has been proposed.142 The presence of organic solvent or 
capping ligands has been suggested to influence the crystallographic structure of 
nanoparticles.147 With a careful choice of organic solvents, CZTS nanoparticles can be 
synthesized as a metastable, wurtzite-derived phase that has its free energy at a local 
minimum. This motivates our investigations of the stability of wurtzite-derived CZTS 
nanoparticles when they undergo a (previously published) selenization process for the 
purpose of making CZTSSe thin film solar cells.64,112 This work demonstrates that a layer 
of wurtzite-derived CZTS nanoparticles changes its crystallographic structure when 
sintered in selenium vapor, leading to the formation of a kesterite CZTSSe thin film. The 
solar cell performance of the resultant CZTSSe absorbers is characterized and compared 
to previously published kesterite-structure CZTSSe absorbers.14,120 
 
4.2 Experimental 
4.2.1 Nanoparticle Synthesis 
The wurtzite-derived Cu2 ZnSnS4  nanoparticles in this study were synthesized by 
hot injection of a 1-dodecanethiol (DDT, ≥98% Sigma-Aldrich) solution containing Cu, 




DDT at 250 °C. In a typical synthesis with a practical composition optimized for solar 
cell fabrication, copper(II) acetylacetonate (0.88 mmol, 99.99% Sigma-Aldrich), zinc(II) 
acetylacetonate hydrate (0.525 mmol, 99.995% Sigma-Aldrich), and tin(IV) 
acetylacetonate dichloride (0.5 mmol, 98% Sigma-Aldrich) were mixed in DDT (4 mL, 
solution I). Solution I was then stirred at a speed of 1000 rpm and purged with nitrogen at 
60 °C for 30 min to remove oxygen and moisture. A three-neck flask containing a 
mixture of 6 mL of OLA and 6 mL of DDT (solution II) was connected to a Schlenk line 
and refluxed under vacuum at 115 °C for a few minutes and then backfilled with argon. 
After three vacuum/backfill cycles, solution II was heated to 250 °C. The purged solution 
I (4 mL) was then injected into solution II to start the reaction. After injection, the 
reaction proceeded for 60 minutes. Note that during the first few minutes the temperature 
recovered to 250 °C. After 60 minutes, the flask was removed from the heating mantle 
and allowed to cool naturally to room temperature. The synthesized nanoparticles were 
washed in hexane/isopropanol (~1:10 ratio) and centrifuged at 14,000 rpm for 5 min. 
After repeating this step three times, the nanoparticles were washed two times in hexane/ 
isopropanol/methanol (~1:5:5 ratio) and underwent another centrifugation. Lastly, the 
nanoparticles were washed in hexane/isopropanol (1:10 ratio) and centrifuged to 
complete the washing procedure. The collected nanoparticles were dried with flowing 
nitrogen and weighed about 170 mg, suggesting a yield of approximately 80% (though 
ligand weight is expected to reduce this figure). The nanoparticle ink was then prepared 
by dispersing the dried nanoparticles in 1-hexanethiol at a density of 200 mg/mL. 
 
4.2.2 Device Fabrication 
A device was then prepared using the nanoparticle ink as described in our prior 
published process.14,64 Two layers of wurtzite-derived nanoparticles were deposited 
sequentially onto a molybdenum coated soda lime glass substrate by means of knife 
coating (also called “doctor blading”) to form a total film thickness of ∼1 μm. After each 
layer was deposited, the substrate was heated on a hot plate in air at 300 °C to evaporate 
the hexanethiol. The wurtzite-derived nanoparticle film was then selenized in Se vapor at 




bath deposition of CdS (∼50 nm), RF-sputtering of i-ZnO (∼50 nm), RF-sputtering of 
ITO (∼250 nm), and e-beam evaporation of Ni/Al grids (front contacts). 
 
4.2.3 Characterization 
The crystallographic structures of as-synthesized and selenized nanoparticles were 
characterized with powder X-ray diffraction (PXRD) using a Bruker D8 Focus X-ray 
diffractometer equipped with a Cu Kα source and a high-speed 1D Lynxeye detector. 
High-resolution transmission electron microscopy (HRTEM) and energy-filtered TEM 
(EFTEM) were performed using a FEI Titan (300 kV) equipped with a Gatan Tridiem 
Image Filter to study the structural and compositional uniformity of nanoparticles. Film 
morphology and chemical compositions were investigated by scanning electron 
microscopy (SEM) and energy-dispersive X-ray spectroscopy (EDS) in a FEI Quanta 
equipped with an Oxford INCA Xstream-2 silicon drift detector. The solar cells were 
characterized by four-point probe current−voltage measurements at room temperature 
using a Keithley 2400 series source meter. Illumination was applied using a Newport 
Oriel solar simulator with an AM 1.5 filter set and calibrated to one sun intensity using a 
Si reference cell certified by NIST.  
 
4.3 Results and Discussion 
The average composition of wurtzite-derived CZTS nanoparticles was measured 
using SEM-EDS and found to be Cu1.79±0.01Zn1.07±0.01Sn1S4.43±0.04. The compositional 
homogeneity within individual nanoparticles was further studied using EFTEM. The 
elemental maps of Cu, Zn, and S and jump-ratio image of Sn (Appendix B, Figure B1) 
confirm that Cu, Zn, Sn, and S are homogeneously distributed in the wurtzite-derived 
CZTS nanoparticles. CZTS is known to exist in a number of structural forms, based on 
the common binary semiconductor structures of zinc blende and wurtzite. There are 
specific ordered arrangements of the cations and anions that can occur, leading to the 
formation of kesterite and stannite phases. The PXRD patterns of the as-synthesized and 




diffraction patterns from the literature and simulated diffraction patterns (CrystalMaker) 
for wurtzite-derived CZTS and kesterite CZTSe phases. 
 
Figure 4.1. PXRD patterns of (a) the as-synthesized wurtzite-derived CZTS nanoparticles and (b) after 
annealing in a Se atmosphere at 500 °C for 20 min. The black reference squares are simulated results for 
wurtzite-derived CZTS using experimentally determined lattice parameters and substituting copper, zinc, 
and tin atoms for the Zn site of the wurtzite ZnS structure (JCPDF no. 01-079-2204). The red reference 
circles denote kesterite Cu2ZnSnSe4 (JCPDF no. 01-070- 8930). 
For the as-synthesized nanoparticles, the diffraction patterns plotted in Figure 4.1a 
are indexed based on the simulated patterns of the wurtzite-derived CZTS structure with 
cation-disorder, which was constructed by randomly distributing Cu, Zn, and Sn atoms 
based on the cation ratio at the Zn sites of wurtzite ZnS. The measured peak locations and 
their relative intensities agreed not only with our simulated pattern but also with other 
recently published wurtzite-derived CZTS structures that were proposed to have cation-
disorder.142,145 The lattice parameters calculated using the (110) and (112) reflections 
were a = 3.806 Å and c = 6.303 Å. The domain size determined using the Scherrer 
equation was 16.4 nm. The diffraction patterns of wurtzite-kesterite and wurtzite-stannite 
were also simulated for comparison, using the published crystal structure data, and they 
are shown in Figure B5 (Appendix B). Rietveld refinement was performed using these 




results showed that the wurtzite-derived phase with cation-disorder dominates the as-
synthesized CZTS nanoparticles. The kesterite CZTS phase was found to have a weight 
fraction less than 4%; however, this phase primarily accounted for the overlapping peak 
of the wurtzite-derived (002) and kesterite (112), and the peak intensity also depended on 
the cation ratio on wurtzite-derived (002) planes. Overall, the PXRD pattern of 
nanoparticles indicates a >95% wurtzite-derived CZTS phase with cation-disorder instead 
of wurtzite-kesterite or wurtzite-stannite, as has been suggested in recent literature.143,144 
While the measured major reflections are present in the simulated wurtzite-kesterite and 
wurtzite-stannite patterns, the fact that minor reflections indicating ordering are not 
present in the as-synthesized nanoparticles suggests that the cations are disordered. After 
selenization, the nanoparticles were predominantly kesterite, as shown in Figure 4.1b.  
 
Figure 4.2. (a) Bright-field TEM image showing the size and shape of wurtzite-derived CZTS nanoparticles. 
(b) TEM image of as-synthesized wurtzite-derived CZTS nanoparticles imaged along the [0001] zone axis 
and (c) high-resolution TEM (HRTEM) showing the 3.3 Å d-spacing of {11�00} planes. (d) TEM image of 
a bullet-shaped wurtzite-derived CZTS nanoparticle imaged along the [11�00] direction and (e) HRTEM 
showing the 1.9 Å d-spacing of {112�0} planes. 
The shape, size, and crystallographic structure of individual wurtzite-derived 
CZTS nanoparticles were examined using transmission electron microscopy (TEM) in a 
FEI-Titan. A bright-field TEM image of a large field of wurtzite-derived CZTS 




about 15−40 nm. Figure 4.2b shows a bullet-shaped nanoparticle imaged along the [0001] 
zone axis, an orientation that is frequently observed for the wurtzite-derived nanoparticles 
in the TEM. The interplanar spacing (d-spacing) measured from an average of at least 10 
planes in the high-resolution TEM (HRTEM) image was determined to be 3.3 Å for the 
{11�00} planes, and the measured angle between (11�00) and (01�10) was found to be 60°, 
as shown in Figure 4.2c. Another bullet-shaped nanoparticle is imaged along the [11�00] 
zone axis in Figure 4.2d. By the method described, the d-spacing was measured as 1.9 Å 
in Figure 4.2e, which corresponds to the {11 2� 0} planes. These observations are 
consistent with the simulated wurtzite-derived CZTS structure with cation-disorder. 
The cross-sectional SEM image of a completed device is shown in Figure 4.3a, 
where the selenized film can be found between CdS/ZnO/ITO and Mo. A bilayer 
structure is observed for the selenized film where the 300 nm thick top layer consists of 
large grains and the 700 nm bottom layer consists of unsintered nanoparticles. The 
bottom layer is likely to be a combination of unsintered nanoparticles and a high amount 
of carbon and selenium, as observed previously.121 The PXRD pattern of the selenized 
thin film shown in Figure 4.1b is consistent with the simulated PXRD pattern of kesterite 
CZTSe but with a small shift to a greater 2θ due to the remnant sulfur after the 
substitution of Se. This shows that a phase transformation from wurtzite-derived CZTS to 
kesterite CZTSSe takes place when the nanoparticles react with Se vapor at 500 °C, 
indicating that the wurtzite-derived phase with cation-disorder is thermodynamically 
unstable and tends to convert into the relatively stable kesterite phase. The sharpened 
peaks with reduced full-width at half-maximum (fwhm) result from the micrometer-sized 
CZTSSe grains, indicating that formation of CZTSSe starts at the top of the nanoparticle 
film, as shown in Figure 4.3a.14 The composition of the selenized films determined by 
SEM-EDX indicates a Cu/(Zn + Sn) ratio of 0.887 and a Zn/Sn ratio of 1.013, similar to 






Figure 4.3. (a) Cross-sectional SEM image of an as-fabricated CZTSSe thin film solar cell. The selenized 
CZTSSe film shows a bilayer structure where the top layer is composed of large densified grains and the 
bottom layer is unsintered and particle-like. (b) Cross-sectional SEM image of fully sintered kesterite 
CZTSSe grains which was annealed in Se vapor for two times. 
Figure 4.4 shows the best current−voltage (J-V) data from six solar cells 
measured under standard AM 1.5 G illumination. The six solar cells were built on the 
same 1-in. by 1-in. substrate. Each of them had a total cell area of 0.47 cm2 and delivered 
an average power conversion efficiency (PCE) of 4.05 ± 0.18%. A summary of the solar 
cells’ performance is included in Appendix B. The diode in the dark appeared to shunt 
and showed a nonlinear current under reverse bias, which agreed with the uneven 
interface between CdS and CZTSSe grains that was observed in Figure 4.3a. Owing to 
this, the extracted parameters (RS, RSH , and ideality factor) were taken from the dark J-V 
data using the nonlinear voltage dependent shunt leakage method.149,150 Due to losses in 
open-circuit voltage (VOC), short-circuit current (JSC), as well as fill factor (FF), the solar 
cell underperformed compared to the current high-efficiency devices fabricated from 






Figure 4.4. J−V characteristics under AM 1.5 G illumination (blue) and in the dark (gray) of the best 
performing CZTSSe device made by the wurtzite-derived CZTS nanoparticle ink. 
In an attempt to reduce the thickness of the unsintered layer, another selenized 
thin film was reannealed in the Se vapor at 500 °C for 20 min. In this doubly selenized 
thin film, the unsintered layer was no longer present, as shown in Figure 4.3b, and the 
resulting film was kesterite with the same PXRD patterns as Figure 4.1b, with no extra 
peaks present that indicate secondary phases. However, the resulting film showed an 
uneven, porous structure, with the some of the film grains becoming discontinuous, 
exhibiting regions of isolated, faceted crystals attached to the Mo substrate. This suggests 
two major coarsening processes are occurring during this second selenization. The 
previous unsintered layer acts as a source of atoms during the second selenization and 
supplies atoms to the large grains on the top surface of the film. This continues as long as 
the unsintered layer remains. Once the small kesterite grains are consumed, the existence 
of a size difference between the large, compositionally homogeneous grains dominates 
coarsening and leads to the observed topological changes shown in Figure 4.3b. These 
results suggest that, with precise control of Se vapor pressure and duration of selenization, 
the unsintered layer (small grains) can be eliminated while maintaining a continuous, 






Wurtzite-derived CZTS nanoparticles with cation-disorder have been shown to 
undergo a phase transformation to kesterite CZTSSe grains when annealed in Se vapor at 
500 °C for 20 min, suggesting that the wurtzite-derived phase is relatively unstable and 
cannot be retained during the selenization process. The as-selenized kesterite CZTSSe 
thin film has a bilayer structure of larger grains on the top of the film, with an underlying 
structure of very small, unsintered grains. Thus, it is possible to fabricate CZTSSe thin 
film solar cells with the kesterite structure using what was initially a wurtzite-derived 
CZTS nanoparticle ink. However, the resulting device characteristics are significantly 
worse in comparison with the high-efficiency CZTSSe devices made of 1−3 μm thick 
CZTSSe absorbers having the kesterite structure, which were derived from kesterite 
CZTS nanoparticles.14,64 Despite this, the kesterite CZTSSe grains have a bilayer 
structure that can be fully transformed into micrometer-size grains with further 
selenization. The observation of fully sintered kesterite CZTSSe grains after double 
selenization suggests a route to eliminate the particle-like unsintered layer that is 
commonly observed and which limits the device performance in nanoparticle-ink-based 
CZTSSe thin film solar cells. 
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CHAPTER 5.  COMPOSITIONAL INHOMOGENEITY OF MULTINARY 
SEMICONDUCTOR NANOPARTICLES: A CASE STUDY OF COPPER ZINC 
TIN SULFIDE 
This chapter was previously published as Compositional Inhomogeneity of 
Multinary Semiconductor Nanoparticles: A Case Study of Cu2ZnSnS4,16 and is reprinted 
here with permission from W.-C. Yang, C. K. Miskin, N. J. Carter, R. Agrawal, and E. A. 
Stach. Chemistry of Materials 2014, 26 (24), 6955-6962. Copyright 2014 American 
Chemical Society. Where appropriate, text and figures may have been modified. 
 
5.1 Introduction 
Increasingly complex nanostructures are being synthesized to meet new 
technological challenges. Among the many exciting trends is the synthesis of complex 
nanoparticles comprised of multiple elemental constituents (hereafter referred to as 
multinary nanoparticles or MSNs).112,151–153 MSNs offer great flexibility in terms of 
electronic and material properties and often allow substitution of earth-abundant, less-
toxic, or less-costly constituents. Many publications indicate the synthesis of 
“homogeneous,” “uniform,” or “monodispersed” MCNs.154,155 While analysis of the 
particle size distribution is often reported, the compositional distribution within the 
particles is of equal if not greater importance in many applications. It is our observation 
that this is less frequently examined, but is essential in classifying particles as truly 
“monodisperse”.156  
MSNs have wide applications in quantum dot (QD) solar cells,157 QD light 
emitting diodes,158,159 displays,160 catalysts,161 in vivo bio imaging agents,162,163 drug 
delivery platforms,164,165 dye sensitized solar cells,166,167 and batteries.168,169 Precise 




polydispersity, is essential for applications such as drug delivery and fluorescent 
bioimaging where significant concerns exist for the safety of these materials.170 In the 
processing of optoelectronic devices, compositional inhomogeneity unavoidably leads to 
fluctuating electronic properties and challenges with device performance. Thus, there is a 
great need to determine the compositional distribution of as-synthesized MCNs and 
develop the science that allows for compositionally controlled synthesis. As a case study, 
we here explore the compositional inhomogeneity of Cu2ZnSnS4 (CZTS) nanoparticles. 
We show that, despite the very different synthetic routes employed in the literature, 
CZTS nanoparticles exhibit a significant degree of inhomogeneity. However, we also 
show that for applications in which MSNs are not used directly−such as for precursors to 
polycrystalline thin films for solar cells−much of the inhomogeneity can be removed 
during reactive heat treatment, specifically during the “selenization” process we use to 
create Cu2ZnSn(S,Se)4 (CZTSSe) absorber layers.14,64  
Since the first reported syntheses of CZTS nanoparticles in 2009,61,62,116 several 
synthetic routes to CZTS, Cu2ZnSnSe4 (CZTSe), and CZTSSe nanoparticles have been 
reported. Details regarding these approaches can be found in a recent review article on 
the subject.63 In addition, these same materials have also been alloyed with germanium, 
further increasing the number of components and thus the chance of compositional 
fluctuations.119,120,171 As was recently reported, when CZTS nanoparticles are sorted by 
size using centrifugation, very dissimilar compositions are observed.66 Haas et al. used 
scanning transmission electron microscopy (STEM) and energy dispersive x-ray 
spectroscopy (EDS) to show that CZTSe nanoparticles can manifest a broad range of 
chemical compositions from one nanoparticle to another, even when taken from the same 
batch of a synthesis reaction.172 While these studies have clearly confirmed the large 
degree of interparticle nonuniformity, what has remained unclear is the elemental 
distribution within multinary nanoparticles. Observations of nanoparticles that are distinct 
from one another in composition but that are internally uniform would suggest different 
nucleation and growth phenomena than if the particles are highly nonuniform internally. 
In this work we examine the compositional inhomogeneity within nanoparticles of the 




greater success in nanoparticle ink based optoelectronic devices than its selenide 
analogue.14,173 Furthermore, we look at how these compositional variations are distributed 
inside particles (intraparticle) as opposed to solely the variations that occur between 
particles (interparticle), an issue not yet addressed by the research community. We 
accomplish this by preparing CZTS nanoparticles using three different synthesis recipes 
that have been reported in the literature and by interrogating the specimens using probe- 
corrected STEM-EDS line-scans. Finally, we describe how these results enhance our 
understanding of nucleation and growth phenomena in MSNs. 
 
5.2 Experimental 
CZTS nanoparticles were synthesized according to the recipes of Miskin et al. 
(recipe A),14 Steinhagen et al. (B),61 and Riha et al. (C).62 In short, the recipes differ in 
reaction time, temperature, precursors, and reaction method. A summary of the primary 
differences is shown in Table 5.1; additional details can be found in Appendix C.  
 
Table 5.1. Differences in the synthetic protocols for the three recipes studied in this chapter. Recipe A is 






In all recipes, the reaction was performed under inert conditions and the solvents 
were degassed prior to use. These recipes were chosen because of their many differences 
to better probe the synthetic “phase space” and determine how variations in synthesis 
conditions (such as temperature, solvent choice, and injection method) and washing steps 
(such as choice of solvent/antisolvent and centrifugation speed) influence particle 
homogeneity. In recipes A and C, cation precursors and elemental sulfur were dissolved 
in oleylamine (OLA) but kept separate until each was injected into the preheated solvent 
bath of OLA or TOPO at 250 or 300 °C, respectively. In recipe B, all cation precursors 
and elemental sulfur are combined in a single flask and heated up together in OLA to 
280 °C. The particles from each recipe were washed as described in their respective 
studies to remove unreacted materials, solid reaction byproducts, or coagulated particle 
clusters. The nanoparticles as collected at the end of these processes are shown in Figure 
5.1 and were subsequently characterized in detail to determine their structural and 
chemical inhomogeneity. Additional details can be found in Appendix C. 
 
5.3 Results and Discussion 
The overall elemental compositions of nanoparticles from the three recipes were 
investigated using a 20 kV field-emission scanning electron microscope (SEM, FEI 
Quanta) with an Oxford EDS silicon drift detector (SDD, X-MaxN 80 mm2). The 
nanoparticles were drop-cast to form a nanoparticle film on a Si substrate. SEM-EDS was 
performed over an area of at least ∼1.5 × 1.5 μm2 at multiple spots to obtain a 
representative bulk composition, using the AZtec software with a standard-less 
quantitative analysis based on the Cliff-Lorimer method. The elemental ratios as-charged 
to the reaction (nominal values) and average measured atomic ratios of the product 
nanoparticles, along with standard deviations (STD) in the measurements, are listed in 
Table 5.2. It was found that the average particle compositions were quite different than 
the element ratios that were charged to the reaction flask. The compositions of recipes A 
and B are reasonably similar and agree with the Cu-poor and Zn-rich conditions often 




to the flask of recipe C corresponds to stoichiometric CZTS, the measured composition is 
surprisingly Cu- and Zn-rich, when prepared in our lab. These results are also in contrast 
to the literature for recipe B, which reported a Sn-rich composition. Discrepancies 
between the compositions we report here and the compositions reported in the literature 
are likely a result of the difficulty in reproducing the particle-washing procedures 
precisely and are discussed further in Appendix C. 
 
Table 5.2. Measured overall nanoparticle compositions in terms of atomic ratio along with the as-charged 
precursor ratios for particles by recipes A, B, and C as determined by SEM-EDS. 
 
The microstructure and chemical composition profile of individual CZTS 
nanoparticles were further examined using a 200 kV STEM (Hitachi HD-2700C) and 
energy-dispersive x-ray spectroscopy (Bruker SDD). In contrast to SEM, which uses a 
7−30 kV electron beam, a 200 kV electron beam achieves a spatial resolution of 0.1 nm 
to perform raster scanning through individual nanoparticles.174 When the electron beam 
scans through a nanoparticle, the characteristic x-ray photons corresponding to individual 
elements are generated and escape from a volume that is of the order of the size of the 
electron probe—a detailed estimation of which can be found in Appendix C. This is in 
contrast to the micrometer-sized teardrop-shaped volume from which x-rays are 
generated in the case of SEM-EDS analysis. This allows us to achieve single nanometer 




software, a simple moving average (SMA) was applied to every five data points in order 
to reduce the short-term fluctuations caused by consecutive data collection following the 
scanning electron beam.175 
The typical STEM annular dark-field (ADF) images of CZTS nanoparticles and 
the corresponding histograms of particle size distribution (based on measurements of 
greater than 400 nanoparticles) are shown in Figure 5.1. The particles prepared using 
recipes A, B, and C are found to be slightly faceted and to share similar particle shapes. 
Lattice fringes extend across the entire particle and are resolved for all the recipes in 
Figure 5.1—this clearly indicates the single crystalline nature of the particles for recipes 
A, B, and C. The substance (contrast) between the particles is composed of ligands and 
solid reaction byproducts that were not removed during the washes. The mean particle 
size of each recipe is measured to be about 15 nm; however, recipe C shows a bimodal 
particle size distribution, suggesting that Ostwald ripening and possibly coalescence has 
occurred. Notably, this synthesis has the highest reaction temperature among the three 
recipes. It is also worth mentioning that the particle washing steps for recipe B discard 
some of the poorly capped particles or coagulated particle clusters that sediment from the 
dispersion: this is done in order to prevent the collection of larger particles. Figure 5.2 
shows representative STEM-EDS line-scan profiles for particles created from recipes A, 





Figure 5.1. STEM annular dark-field (ADF) images of CZTS nanoparticles prepared using recipes (a) A, (b) 
B, and (c) C showing their typical particle shapes. The representative histograms of particle size 
distribution for recipes A, B, and C are displayed in (d), (e), and (f), respectively. 
The amounts of Cu, Zn, Sn, and S fluctuate within individual nanoparticles for all 
three recipes, leading to varied cation intensity ratios (plotted explicitly in Figure 5.2d−f). 
This is despite the fact that SEM-EDS determines a consistent cation ratio for each recipe: 
these fluctuations are averaged out over the large number of particles in a given area 
probed by SEM-EDS. This indicates that the intraparticle nonuniformity leads to a CZTS 
composition that fluctuates within a nanoparticle without conserving the stoichiometry. 
Additionally, the cation intensity ratios vary from particle to particle, in agreement with 
the observed interparticle nonuniformity in recent reports.66,172 In general, Cu and Zn 
profiles fluctuate more intensely within each particle than the Sn profiles do. For example, 
in Figure 5.2a, Zn concentrates at the center region of the leftmost nanoparticle. Another 
example is the rightmost nanoparticle where Zn accumulates at the area where Cu is 
relatively deficient. The Zn/Sn ratio reaches and even exceeds the Cu/Sn ratio in both of 




suggesting that the variation of Cu and Sn profiles is relatively independent of Zn 
concentration. The variations observed in the Cu/Sn ratios in Figure 5.2d (recipe A) are 
not surprising considering the potential for the formation of several Cu−Sn−S 
polymorphs (such as Cu2SnS3,Cu4SnS4,or Cu2Sn4S9).176 Consequently, CZTS 
nanoparticles that contain Zn-rich and Zn-deficient domains might have a greater chance 
of cation intermixing due to their local compositions, which have deviated from the 
stoichiometric ratio.14 Recipe B (which shows a slightly smaller average nanoparticle size) 
has a high Cu content within the rightmost 5 nm nanoparticle in Figure 5.2b. For the 
particle in the middle, Cu is depleted near the right edge. Although SEM-EDS obtains a 
Cu-poor composition for recipe B in Table 5.2, particles with either a high- or a low-Cu 
content are both found in Figure 5.2e. In the case of recipe C, a similar Cu/Sn ratio 
fluctuation is observed for the CZTS nanoparticle with a size of about 30 nm on the right 
side in Figure 5.2f. Surprisingly, the two small nanoparticles (∼10 nm) on the left side 
have exceptionally high Zn/Sn ratios, suggesting that these two particles are ZnS. The 
same observation applies to most of the small particles when using STEM-EDS to 
examine the recipe C particles. Both ZnS and CZTS nanoparticles are found in the 
product of a recipe C synthesis. While we present only a small subset of the STEM-EDS 
obtained from these systems, the images and spectra shown in Figure 5.2 are 







Figure 5.2. STEM-EDS line-scans for nanoparticles by recipes A (a and d),14 B (b and e),61 and C (c and 
f)62 showing the intensity profiles of Cu, Zn, and Sn, in (a), (b), and (c) and the intensity ratios of 
Cu/(Zn+Sn), Zn/Sn, and Cu/Sn in (d), (e), and (f), respectively. The green arrows in (f) indicate the 
locations of high Zn/Sn ratios (consistent with the formation of embedded ZnS clusters within the 
nanoparticles). 
PXRD was used to determine the crystallographic structure of the nanoparticles 
and detect the impurity phases except ZnS and Cu2SnS3.62 The three patterns 
corresponding to recipes A, B, and C agreed with the simulated kesterite CZTS reference 
in Figure 5.3.14 On the basis of the Scherrer equation, recipe C has more particles having 
larger crystallite sizes (bimodal size distribution in Figure 5.1f) than the other two due to 
a higher synthesis temperature,65 as each reflection has a narrower full-width at half-
maximum (fwhm). STEM/TEM imaging of these samples was consistent with this global 
average determination of the particle size distribution. As a result of this, some of the 
minor reflections such as (011) at ∼18°, (110) at ∼23°, and (121) at 38°—which are 
hardly observed in nanoparticle samples due to peak broadening—can be identified in the 
recipe C pattern. Common impurity phases such as Cu2−xS, CuS, SnS, SnS2, and 
wurtzite-derived CZTS—which have distinct crystallographic structures from kesterite—
are never found in the patterns. Despite the fact that we have observed ZnS nanoparticles 




blende ZnS, and cubic Cu2SnS3 (CTS) prevent PXRD from identifying these two 
secondary phases. For both recipe A and B (where we find Cu and Zn fluctuations within 
the nanoparticles) we also notice that their (112) reflection has a shoulder peak (∼27°) on 
the left side, as was reported in our previous work.14 Although the shoulder peak is found 
near 26.8°, a reflection belonging to the wurtzite-derived CZTS phase, other 
characteristic wurtzite reflections (such as the ones at 30.3° and 51.2°) are not identified 
in the patterns.15 Instead, as we suggested earlier, since these particles had a higher 
chance of cation intermixing, this shoulder peak is likely caused by the cation antisite 
defects which are mainly CuSn and SnCu.14 
 
Figure 5.3. PXRD patterns of recipes A, B, and C showing good alignment with the simulated kesterite 
CZTS reference.14 
In order to further examine the phase purity, Raman spectra were collected using 
a HORIBA Jobin Yvon LabRam HR800 system equipped with an excitation laser 
wavelength of 633 nm (Figure 5.4). The strongest Raman peak from CZTS can be found 
at 338 cm−1; this peak is attributed to the A1 vibration mode of S atoms bonded with the 
neighboring Cu, Zn, and Sn atoms.139 A broadening of the A1 Raman peak and a small 
red shift are observed in recipes A and B, due to their reduced nanoparticle size.129 




252, 287, 351, and 368 cm−1, to some degree.128 Raman peak broadening and shifts have 
been reported for other nanocrystalline materials, a phenomenon that is attributed to 
phonon confinement. The line width broadening and peak shift are determined by the 
integration of the crystallite size distribution and the phonon dispersion relation with 
respect to the given vibrational mode.177,178 Despite observing ZnS nanoparticles in recipe 
C (see Figure 5.2) the Raman peak associated with ZnS (257 cm−1) is never detected in 
the Raman spectra.128 This is due to the fact that the specific scattering mode was unable 
to be excited by the 633 nm laser wavelength.179,180 In addition, for all three recipes, some 
of the shoulders and minor peaks (indicated by the magenta dotted lines) can be 
correlated to the cubic Cu2SnS3 phase, despite the fact that CTS nanoparticles are not 
inferred from the STEM-EDS line-scans.128 We speculate that these observed shoulders 
and minor peaks arise from the Zn-deficient domains shown in Figure 5.2a,b since the 
Raman active vibrational modes are sensitive to the bond strength between the sulfur 
atom and the surrounding metal ions, which are CTS-like for those Zn-deficient 
tetrahedra.129 
 
Figure 5.4. Raman spectra of recipes A, B, and C. The majority phase of CZTS is indicated by black 
dashed lines and a secondary phase of cubic Cu2SnS3 by magenta dash-dotted lines.128,139 
Although recipes A, B, and C yield CZTS nanoparticles, the STEM-EDS line-




nanoparticles. Consistent with the previously reported interparticle inhomogeneity,14,66,172 
the existence of intraparticle nonuniformity pointed out the intricate MSNs formation 
driven by the kinetic effects during a synthesis, especially when viewed in light of current 
understanding of nucleation and growth processes of nanoparticles. For the nucleation 
and growth of nanoparticles the following processes are generally considered to be 
operative:156,181–185 
• Monomer formation from the precursors 
• Monomer aggregation into clusters 
• Nucleation, when clusters reach a critical size 
• Monomer addition to nuclei, leading to growth of the particles 
• Particle attachment (by oriented attachment or agglomeration) 
• Particle dissolution by monomer dissociation 
As the number of species in a synthesis reaction increases, each of the processes 
above increases the likelihood of forming heterogeneous nanoparticles. For the 
Cu2ZnSnS4 system, one would expect that at least the following are potential monomer 
species: CuxS, SnS, SnS2, ZnS, and Cu2SnS3—likely as complexes in solution. Unless 
these aggregate in the correct proportion to nucleate CZTS, the majority of the initial 
nuclei will likely be of whatever species is least soluble or has the highest rate constant. 
Even if nucleation of phase-pure CZTS occurs, as a nanoparticle grows, stoichiometric 
monomer incorporation is necessary to maintain proper CZTS stoichiometry. Again, this 
is highly unlikely, as each monomer addition reaction will have its own rate constant. 
Those species with the highest initial rate will be incorporated more quickly, with a 
slower incorporation as their concentration depletes. Given enough time at elevated 
temperature in solution, some of this heterogeneity may disappear as species diffuse and 
redistribute within a nanoparticle.65 Nanoparticles may also join others through sintering 
and coalescence; if dissimilar in composition, the resulting nanoparticle will also 
demonstrate intraparticle nonuniformity.  
In light of this, we can make some observations for these three recipes. It is 
interesting that while recipes A and B are very different synthesis techniques, the 




compositional fluctuations. As all the precursors are heated together in recipe B, it is 
reasonable to assume that significant reactions would take place during the ramp up to the 
reaction temperature. For example, it is well-known that oleylamine can readily reduce 
Cu(acac)2 to copper nanoparticles at temperatures as low as 150 °C.122 Copper sulfide 
nanoparticles are also readily formed with dissolved elemental sulfur and Cu(acac)2 in 
oleylamine at temperatures ∼100 °C.186 In recipe A, the co-injection of cation and anion 
precursors was employed specifically to avoid these reactions during the temperature 
ramp up with the goal of producing a more uniform product. The similarities in the final 
product suggest that either the product has reached an equilibrium state (in which case the 
path taken is not relevant) or that the reaction is proceeding along a similar mechanistic 
pathway in forming the product. The existence of the compositional fluctuations is an 
inherently nonequilibrium state suggesting the former explanation is doubtful. The latter 
is likely true, suggesting the precursors are undergoing similar reactions in forming the 
resulting nanoparticles. The existence of the nonuniformity can be seen as a result of the 
different rate constants for different monomer addition reactions.  
Recipe C is unique in that we observe a bimodal size distribution that appears to 
correspond to distinct phases. As the overall composition of the particles is found to be 
Zn rich, we may postulate that the Zn−S monomer is less soluble than other monomers in 
TOPO at the reaction temperature, such that CZTS is in equilibrium with the solution and 
ZnS also nucleates to reach equilibrium. This would account for the unexpectedly high 
Zn ratio in the product. Another possibility is that at the elevated temperature the reaction 
kinetics for the formation of ZnS and CZTS are both favored. Both nucleate, and over the 
course of the reaction Ostwald ripening takes over, dissolving some of the ZnS to form 
larger CZTS particles. As recipe C is run at the highest temperature of the three, we 
expect precursor to be consumed more quickly. Hence, there would be a greater period 
for growth through Ostwald ripening. 
Though it is difficult to rule out the possibility, in none of the recipes did we 
observe specific evidence of oriented attachment or growth by particle agglomeration or 
coalescence (such as necked particles). The sulfur deficiency observed by Steinhagen et 




temperature ramp before the metals have reacted with the sulfur.187 This seems to be 
avoided by co-injection at the reaction temperature for recipe C and by co-injection and 
use of excess sulfur for recipe A. Of course, greater understanding of the complex 
nucleation and growth reactions is a subject of intense ongoing research. 
In the case of CZTS, despite the presence of intraparticle compositional 
inhomogeneity, the nanoparticles can be further processed into high quality thin-film 
solar cells.14 The nanoparticles from recipe A were reacted with Se vapor at 500 °C and 
coarsened into micrometer-sized CZTSSe, using the selenization process developed by 
our group.64,112 For a discussion on devices prepared using recipes B and C, see Appendix 
C. Figure 5.5a presents a STEM image of CZTSSe thin films prepared by focused ion 
beam lift-out from a solar cell that achieves 9.0% power conversion efficiency under AM 
1.5 G illumination with an effective area of 0.47 cm2.14 Using a minimum collection 
angle of 64 mrad, the STEM image (Figure 5.5a) exhibits contrast consistent with the 
atomic mass of the specimen (this is because the specimen thickness was controlled using 
a FIB lift-out specimen preparation technique, creating uniform thickness across the 
image). The CZTSSe layer has uniform contrast horizontally throughout the layer 
indicating an enhanced compositional uniformity. A STEM-EDS line-scan at a location 
indicated by the blue arrow in Figure 5.5a was performed to examine the compositional 
distribution on a similar scale (100 nm in length) as Figure 5.2. The uniformity in the 
EDS signals in Figure 5.5b,c is direct evidence that the intraparticle inhomogeneity—
which is present within the CZTS nanoparticles—has been predominantly homogenized 
during the growth of CZTSSe grains in Se vapor at 500 °C. This result strongly suggests 
that the original compositional nonuniformities inside the individual nanoparticles are a 
result of kinetic effects associated with monomer incorporation during growth and that, 
with sufficient thermal driving force, the composition can be driven to a thermodynamic 
equilibrium.65 Another line-scan performed across the entire cell from bottom to top—
indicated by the green arrow in Figure 5.5a—shows the formation of a fine grain layer 
during the high temperature selenization process. The fine grain layer has a bilayer 
structure in which the top layer consists of nanometer-sized selenide particles containing 




can be merely an artifact by the FIB thinning process.188 This suggests that Se vapor 
diffuses into the CZTS nanoparticle layer vigorously while forming CZTSSe grains at the 
top surface. As the CZTSSe grains coarsen into the thermodynamically favorable phase, a 
complex combination of cation diffusion driven by free energy gradients due to size 
differences between the coarsened grains and nanoparticles leads to the observed 
compositional gradient through the fine grain layer and the CZTSSe grains. This suggests 
that the nanoparticles beneath supplied the Cu, Zn, and Sn to the coarsened CZTSSe 
grains on the top. The fine grain layer, having a composition that deviates from the cation 
ratio of micrometer-sized CZTSSe, is left behind as evidence that the system was unable 
to provide cations in a ratio that was needed to grow the larger, near-stoichiometric 
CZTSSe grains to completion of selenization. Despite the fact that the cation diffusion 
from the nanoparticles that are underneath the sintered film acts to reduce the 
compositional inhomogeneity within a coarsened CZTSSe grain during the high 
temperature selenization process, compositional gradients still exist across both the 
resultant fine grain layer and the large CZTSSe grains. The fine grain layer that had 
different compositions from the coarsened CZTSSe grains affected the series resistance 
in the cell and limited the fill factor. Presumably, a compositionally uniform CZTS 
nanoparticle film is expected to serve as a stable supply of Cu, Zn, and Sn and reduces 
the chance of forming the fine grains that compromise the localized cation ratio 





Figure 5.5. (a) STEM Z-contrast image of a CZTSSe thin-film solar cell. (b) STEM-EDS line-scan 1 
indicated by the blue arrow in (a) showing the compositional profiles of Cu, Zn, Sn, Se, and S. (c) Intensity 
ratio based on the compositional profiles in (b) showing the reduced cation ratio fluctuations after 
selenization. (d) STEM-EDS line-scan 2 showing the elemental distribution throughout the entire solar cell 
from the Mo back contact to the MgF2 antireflective coating, indicated by the green arrow in (a). 
5.4 Conclusions 
In summary, we have shown the existence of both intraparticle and interparticle 
compositional inhomogeneity in MSNs using STEM-EDS. As a case study, three 
synthesis methods that have been previously reported in the literature were used to 
prepare the CZTS nanoparticles. Each of the syntheses leads to nanoparticles that have 
some degree of compositional inhomogeneity within individual nanoparticles. This 




uniformity of MSNs since the kinetic effects associated with monomer incorporation 
during nanoparticle growth may lead to fluctuations in both their structure and 
composition. Despite the presence of inhomogeneity in the individual MSNs, we also 
find that the subsequent high temperature heat treatment—selenization for the case of 
CZTS nanoparticles—leads to an effective redistribution of the species within MSNs, 
leading to enhanced homogeneity in the coarsened, micrometer-sized multinary phase. In 
the case of CZTS, the resulting CZTSSe layer has a more uniform composition and leads 
to the formation of high quality solar cells. For other classes of MSNs in their respective 
applications, it would be expected that multinary semiconductor nanoparticles show 
similar compositional inhomogeneity when considering the multiple stages that occur 
during synthesis. Additionally, the results described herein clearly indicate that to claim 
the creation of “monodisperse” MSNs requires more than a measurement of particle size 
distribution and PXRD—nanoscale STEM-EDS is critical in describing the 
compositional uniformity of the structures as well. Finally, it is apparent that the creation 
of compositionally uniform multinary semiconductor nanoparticles requires an intricate 
balancing of solubilities and reactivities of all monomer and particle species in the 
reaction solution—a challenging task and one that requires further study. 
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CHAPTER 6. ADDITIONAL INSIGHTS INTO THE NUCLEATION AND GROWTH 
OF COPPER ZINC TIN SULFIDE NANOCRYSTALS AND THEIR USE IN 
PHOTOVOLTAIC DEVICES 
6.1 Introduction 
As extensively discussed in chapters 3-5, Cu2ZnSnS4 (CZTS) and its selenide 
analogue are promising earth-abundant semiconductors with band gaps well-suited for 
photovoltaics. Due to their similar formation energies, there are many competing binary 
and ternary phases (e.g. CuxS, SnS, etc.) that could potentially be formed in the synthetic 
protocols used to make CZTS.189,190 We have also shown that while binary phases may or 
may not be directly observed, it is possible to observe particles and domains within 
particles that deviate significantly from the CZTS stoichiometry.14,16,66 Furthermore, 
while liquid-assisted sintering and recrystallization of these nanocrystals to form 
polycrystalline films of micron-sized domains has shown to significantly decrease the 
compositional fluctuations, it has not fully eliminated them (see Figure 5.5).16 This 
deviation is expected to contribute to band gap and other electronic fluctuations in the 
material that are believed to limit the VOC and performance of CZTS-based solar 
cells.118,191  
These limitations for the Cu2ZnSn(S,Se)4 system motivates a need to find a 
synthetic route to nanoparticles (and eventually films) that are homogeneous in terms of 
size, shape, phase, and composition, through understanding how the nucleation and 
growth of these nanoparticles proceeds. Finding such a route presents a formidable 
challenge as the presence of strong thermodynamic barriers to prevent fluctuations in 
composition and crystal structure are mostly absent in this system. Figure 6.1 shows the 




inorganic thin film photovoltaic materials are based on the zincblende (ZB) crystal 
structure or derivatives thereof (e.g. GaAs, Cu(In,Ga)Se2, CdTe) and there are both ZB-
derived structures and wurtzite-derived structures for the CZTS system. These crystal 
structures are related to each other through simple cation substitutions while maintaining 
local charge neutrality. To form the chalcopyrite and CuAu-like phases from the ZB 
structure, two ZB unit cells are stacked on top of each other and the group II sites are 
replaced half with group I and half with group III elements. For the chalcopyrite structure, 
the group I and III sites are intermixed, whereas they are in distinct layers for the CuAu-
like structure. The kesterite and stannite structures descend from the chalcopyrite and 
CuAu-like structures by replacing the group III element(s) with group II and IV elements. 
A similar evolution is observed for wurtzite-derived structures. The kesterite phase of 
CZTS is the most stable of the four structures shown. However, there is little energy 
penalty to pay between the four phases. Stannite is the next most stable phase and differs 
in energy from kesterite by only 2.8 meV/atom.141 For comparison, kBT is around 26 
meV at room temperature, indicating the very small energy barrier present. The wurtzite-
kesterite phase and wurtzite-stannite phase differ from the kesterite phase by only 6 and 
7.2 meV/atom, respectively.141 With such small thermodynamic barriers between the 
phases it is relatively easy to synthesize both ZB- and wurtizite-derived phases based on 
the kinetics of the reactions. For example, the wurtzite phase is often synthesized by 
using sulfur sources other than elemental sulfur (such as thiols and thiourea) and 
changing the solvents being used.142–146  
There are also relatively low energy barriers for random disorder and phase 
separation. The partial disorder randomization energies (PDRE) for this system have also 
been calculated for the case when there is only partial disorder and randomization 
between Cu, Zn, and Sn rather than existing in one of the structures of Figure 6.1. For 
Cu/Zn the PDRE is 9.1 meV/atom, whereas it is 77.8 meV/atom for Cu/Sn.193 Cu and Zn 
randomization is more favored as these ions are more similar in size. This is supported by 
the lattice expansion due to Cu/Zn randomization of only 0.3%, whereas it is 1.8% for 
Cu/Sn.193 This is further supported by our findings of greater differences in Cu and Zn 




addition to the barriers to disorder between various crystal structures, is the energy barrier 
of phase separation into the binary and ternary constituents of CZTS. For the separation 
of Cu2ZnSnS4 into Cu2SnS3 and ZnS the barrier is only 100 meV. This may be a reason 
why the ZnS phase has been observed to form in some studies and has been calculated to 
be the main competing phase with CZTS under typical Cu-poor and Zn-rich reaction 
conditions used for high efficiency devices.134,194,195 In sum, these calculations indicate 
the almost nonexistence of strong thermodynamic energy barriers that would prevent 
crystal structure disorder and even phase segregation. In the absence of such barriers, one 
must rely on kinetic controls to control the crystal structure. 
 
Figure 6.1. Crystal structures of Cu2ZnSnS4. Both zincblende- and wurtzite-derived structures exist, with 
kesterite being the most stable, followed by stannite (+2.8 meV/atom compared to kesterite), wurtzite-
kesterite (+6 meV/atom compared to kesterite), and wurtzite-stannite (+7.2 meV/atom compared to 




In this chapter I present several smaller studies aimed at filling this research gap. I 
will present the effect of long reaction times and high temperatures to understand the 
effect on nanoparticle growth. I will also present the compositional evolution of the 
nanoparticles as a function of time. A syringe pump reaction setup will be presented, 
which has been designed with the goal of controlling nucleation and growth through 
controlled dosing of precursors to the reaction. Work toward reducing lattice disorder by 
substituting Cu with Li in CZTS nanoparticles is also presented. Finally, I will present 
work toward understanding the effect of annealing nanoparticle films prior to selenization 
on film morphology and phase purity, with an ultimate goal of improving understanding 
of fabrication processes and increased device performance.   
 
6.2 Mesoscale Particle Synthesis 
To understand if the kinetic effects associated with nanoparticle growth could be 
overcome at long reaction times, CZTS nanoparticles were synthesized using our 
previously published method,14 except that the reaction was performed at 300 °C instead 
of 250 °C and the reaction was allowed to proceed for 18.5 hours instead of 1 hour. The 
resulting reaction mixture was noticeably more viscous than we typically observe for 
these reactions. When we attempted to wash the particles by adding isopropanol (IPA) to 
the reaction mixture as is typically done, a two-phase mixture resulted with the particles 
being contained in the heavier phase on the bottom with a mostly clear phase on top. The 
heavy phase is presumed to be a dimer of oleylamine, as has been observed to form in the 
past.114 This would be an increasingly non-polar molecule and thereby less likely to be 
miscible with IPA. The particle-laden dark phase was decanted and vortexed with hexane 
which was miscible. This was centrifuged and the supernatant was discarded. The 
particles were then washed several more times with addition of hexane/IPA, 
centrifugation, and disposal of the supernatants. We will refer to these particles as 





The PXRD of the particles obtained by this method are shown in Figure 6.2. Also 
shown is the standard for CZTS in the kesterite phase (ICSD coll. code 262389). The 
particles closely match the kesterite phase, exhibiting many of the minor peaks associated 
with this phase. For our typical nanoparticles (Figure 3.1), the peaks are quite broad and 
do not exhibit the minor peaks due to the nanocrystalline nature of the material. This may 
be because at long time and higher temperature the lattice structure is improved. The 
PXRD peaks of the mesoparticles are observed to have a comparatively narrow full-width 
at half the maximum intensity (fwhm), suggesting the particles have larger crystalline 
domains.   
 
Figure 6.2. PXRD of mesoscale particles showing close agreement with the kesterite phase. The kesterite 
standard (ICSD coll. code 262389) has been exaggerated to show the minor peaks that are being resolved. 
 The particles are further characterized by transmission electron microscopy to 
determine their size and shape. Figure 6.3a shows a low magnification TEM image in 
which we observe the particles to have a large range of size and shape. When we look at 
higher magnification (Figure 6.3b) we find that the smallest particles are about 33 nm in 
size and the largest are about 260 nm in their largest dimension. This is in comparison to 




deviation of 7.94 nm.14 Even the smallest particles produced by the mesoscale recipe are 
quite large in comparison.  
 
 
Figure 6.3. (a) Low magnification TEM image showing particles of many sizes and shapes. (b) Higher 
magnification image in which smaller particles are no less than 30 nm and larger particles are in excess of 
of 250 nm. Image courtesy of Wei-Chang Yang. 
 Since we found a high degree of compositional non-uniformity in many standard 
recipes (chapter 5),16 we also performed scanning transmission electron microscopy 
energy dispersive spectroscopy (STEM-EDS) on the mesoparticles. We hypothesized that 
since we observed a more distinct crystal structure for these particles, the compositional 
homogeneity of the particles may be improved as well. Figure 6.4 shows a STEM-EDS 
linescan across a particle ~80 nm in diameter. We see reasonably uniform composition 
within the particle, though we also see the presence of a region of darker contrast around 
the particle. Since STEM imaging is highly sensitive to the atomic number of the material, 
this is usually due to the low atomic number of the carbon-containing ligand layer around 
the particle. In this case, we find that it does contain C, but also Si and O. The Si and O 
are assumed to come from the silicone grease used to seal the joints of the reaction flask. 
A long time and high temperature some of this appears to be dissolving into the reaction 
and coating the particles. This layer is also observed as an amorphous layer surrounding 




Figure 6.5. Reactions are now done with a Si-free grease (Apiezon H) to avoid this 
contamination as much as possible. 
 
Figure 6.4. STEM-EDS linescan across a ~80 nm particle. The particle appears to be quite uniform in 
composition, though a halo of darker contrast around the particle appears to be contamination by silicon 





Figure 6.5. High resolution TEM image showing an amorphous layer around the mesoparticles extending 
5-10 nm in depth into the particle. This amorphous layer was previously characterized to be silicon, oxygen 
and carbon rich from STEM-EDS (See Figure 6.4). Image courtesy of Wei-Chang Yang. 
The mesoparticles have also been selenized for processing into photovoltaic 
devices. The particles are suspended in 1-hexanethiol at a concentration of 200-250 
mg/mL and doctor bladed onto a 1-inch x 2-inch Mo-coated soda lime glass substrate. 
Note that due to the particles’ large size they do not suspend as well as nanoparticles. 
These films are placed in an approximately 3-inch x 1-inch graphite box with ~260 mg of 
selenium shot. This box is then introduced into an argon-filled tube furnace preheated to 
500 °C and annealing continues for 40 minutes. Interestingly, while the particles do 
transition to the selenide phase, they do not grow into dense micron-sized grains as is 
observed for the CZTS nanoparticles produced by our standard recipe.14 Figure 6.6 shows 
plan view SEM images of (a) an as-coated film and (b) following selenization. Minimal 
grain growth is observed. We believe this to be the result of decreased liquid-phase 
selenium due to decreased capillary condensation arising from the larger pore sizes in the 
film. Additionally, it may be due to the increased stability of the particles due to their 
larger size and decreased surface energy. It may also be related to the silicon amorphous 




time and high temperature with Si-free grease also did not exhibit the usual grain growth. 
The reader is referred to the literature on liquid phase grain growth that has recently been 
or will shortly be published.196,197  
 
Figure 6.6. Plan view SEM images of (a) an as-coated film and (b) a selenized film. While some coarsening 
is observed in the selenized film, the micron-sized dense grain growth typically observed is not present. 
The reduced growth is believed to result from decreased capillary condensation of liquid Se due to the 
larger pores in these films. 
The high crystallinity and large size of the mesoparticles suggests there may be an 
opportunity to use them directly in photovoltaic devices in novel architectures not 
requiring the selenization/grain growth step. We have proposed that the particles could be 
suspended in a p-type polymer and then coated with an n-type and other appropriate 
layers to finish a device. This would enable lower process temperatures and the use of 
flexible polymer substrates for ultra-low cost manufacturing and ultra-low energy 
payback times. We have not yet focused on this architecture, though its pursuit has merit 





Figure 6.7. A mesoparticle-polymer hybrid solar cell concept in which particles are suspended in a p-type 
polymer and coated with an n-type material. Such a design enables low-temperature processing on flexible, 
lightweight polymer substrates. The concept is shown from the (a) cross section and (b) plan view. 
6.3 Aliquot Studies of Compositional Evolution  
To further understand the growth of CZTS nanoparticles we also studied the 
compositional evolution of CZTS nanoparticles by taking aliquots from reactions at 
specified time intervals to watch how the average composition changed with time. We 
hypothesized that we might observe initial compositions highly enriched with one 
component that would reveal the phase first to nucleate before incorporating other 
components to form the quaternary phase. Using our standard recipe as an initial test case, 
we withdrew aliquots with a nitrogen filled syringe that was immediately injected 
through a septa into room-temperature oleylamine sealed in a nitrogen filled vial to 
minimize any air exposure. Aliquots were taken at 5, 10, 15, 30, and 60 minutes. After 60 
minutes, the reaction was cooled to room temperature naturally by removing from heat 
and a sample was also collected from the cooled reaction. Each aliquot was washed 
similar to the procedure given in Appendix A. The average composition of each aliquot 




Surprisingly, we observe the particles to be initially Cu and Zn poor and rich in S; 
however, it is possible that the composition may include unreacted material that 
precipitated during washing. With the 10 min aliquot we observe that substantial Zn has 
been incorporated in addition to lesser amounts of Cu and S, relative to Sn. From 10-30 
minutes, Sn and Cu are incorporated at relatively equal amounts, while Zn is incorporated 
to a lesser extent or may even redissolve into solution. From 30-60 minutes, we again 
observe a period where substantial Zn has been incorporated in addition to lesser amounts 
of Cu and S, relative to Sn. After the 60 minute aliquot the reaction is cooled over a 
period of about 15 minutes to room temperature by removing from heat. One of the 
concerning features is the large change in composition following cooling. This indicates 
the importance of the cooling in the growth process and deserves further study. The final 
particles have the expected Cu/(Zn+Sn) ratio and are Zn-rich and Sn-poor. However, the 
Zinc content is higher than expected. We have found the Zn ratio difficult to control at 
times due to the nature of the zinc acetylacetonate hydrate used which may be received in 
various states of hydration from the manufacturer (Sigma Aldrich) and may change with 
time, even when stored in a glovebox. This has led to strict environmental control for this 
precursor and motivated a search for alternative Zn precursors. 
 
Figure 6.8. Compositional evolution of CZTS nanoparticles synthesized by our standard method as a 
function of the time after S injection.14 The ratios plotted are calculated from the EDS atomic percentages. 
The greatest change occurs from 5 to 10 minutes where Zn is incorporated in large amount with some 
increase in Cu and S as well. Note that the particles are quite S-rich initially. Thereafter, the composition is 




 The PXRD and Raman of these particles reveals little as shown in Figure 6.9. All 
aliquots appear to be very similar in spite of the compositional differences. This indicates 
the difficulty of probing the nucleation and growth of these particles as many of the 
binary and ternary phases can provide similar PXRD and Raman signals. Other 
techniques will need to be used for future understanding. 
 
Figure 6.9. (a) PXRD of aliquots taken from the reaction mixture at 5, 10, 15, 30, and 60 minutes. The 
cooled product is also shown. (b) Raman of the aliquots. Both methods reveal remarkably similar signal for 
all aliquots in spite of their significant compositional differences. 
 It was hypothesized that by repeating the above experiments at higher temperature 
to improve crystallinity it would be possible to distinguish more features from the PXRD 
patterns. The experiments were rerun at 325 °C and aliquots were taken at 90 s, 5 min, 10 
min, 15 min, and 20 min intervals. After 20 minutes, the reaction was removed from heat 
and cooled naturally to room temperature. Additionally, stoichiometric amounts of Cu, 
Zn, and Sn were used, though 50% excess S was used as before. The PXRD patterns in 
Figure 6.10a show the emergence of SnS after the reaction is cooled. The Raman spectra 
Figure 6.10b more strongly demonstrate the appearance of SnS after cooling by the peaks 
at 96, 163, 189, and 220 cm-1.198 Additionally, the presence of the 96 cm-1 peak at all 
times 5 mins and later indicates SnS may exist in small amounts before cooling as well. 
These results indicate the importance of the manner and rate at which a reaction is 




highly dynamic part of the reaction. It also illustrates that rapid quenching of the reaction 
(as is done when taking an aliquot) can prevent or limit the formation of undesired phases. 
Unfortunately, there is little additional useful information about the growth mechanism as 
to the initial species being formed. 
 
Figure 6.10. (a) PXRD of aliquots and cooled reaction and (b) Raman of aliquots and cooled reaction. In 
addition to the Cu2ZnSnS4 peaks always present, SnS is also observed in the product after being taken off 
heat at 20 minutes and cooled to room temperature. SnS peaks are indicated with an asterisk.  
The aliquots from the 325 °C reaction were also investigated using SEM-EDS to 
understand their compositional evolution with time. The results are remarkably different 
from the standard 250 °C reaction. Initially, these particles are S deficient and Cu rich—
quite the opposite as before. However, they are also depleted of Zn. From the first aliquot 
to the third, sulfur content increases, as does Zn in large amount. Cu also continues to 
incorporate, though not at quite the rate of Zn. By 15 minutes, the incorporation of Zn 
relative to Cu remains high, but is slowed compared to Sn. Sulfur content still increases. 
Finally, the cation composition is relatively stable from 15 to 20 minutes, though sulfur 
content decreases slightly. In this case we again see a sharp change in composition from 
the aliquot at 20 mins to the cooled product resulting in final composition that is slightly 




at higher temperatures. The particles are also S deficient. This could be simply due to 
increased S loss at 325 °C due to favored evolution of H2S gas known to form in sulfur-
amine mixtures at elevated temperatures.187  
 
Figure 6.11. Evolution of particle composition as a function of time after S injection for a reaction 
performed at 325 °C. The ratios plotted are calculated from the EDS atomic percentages. Initially, S- and 
Zn-poor particles are formed. As the reaction proceeds, Zn and S incorporate and Sn is rejected from the 
particles. In the final stages, Sn reincorporates. Again we see a noted difference between the final aliquot at 
20 minutes and the as-cooled product (the final point). 
In conclusion, these aliquot studies reveal how the reaction temperature can have 
a significant effect on the kinetics of the reaction, entirely changing how particle 
composition is evolving with time. In all cases, the composition is seen to change quite 
significantly over the time period of interest and change significantly when the reaction is 
cooled naturally rather than rapidly quenched as when an aliquot is taken. Further studies 
must be conducted to determine at what point an equilibrium composition is achieved and 
the best manner to cool the reaction to achieve the desired final product.  
 
6.4 Controlled Multinary Nanoparticle Growth via Continuous Monomer Supply 
6.4.1 Background: Classical Nucleation and Growth 
Early efforts to understand and model the growth of colloidal nanoparticles dates 
back to the work of LaMer, Reiss, and Dinegar in the late 1940s and early 1950s. LaMer 




of a solute (in his case, sulfur) was allowed to reach a critical supersaturation condition; 
second, a burst of nucleation of particles was accomplished to relieve the supersaturation; 
and third, growth of the particles proceeded by diffusion of remaining solute to the 
particle surface until the concentration of solute was reduced to its solubility limit.185 His 
theory is succinctly summarized in Figure 6.12. LaMer argued that monodisperse 
particles (particles of the same size and shape) would be obtained since the nucleation 
event was extremely rapid compared to the growth phase such that all particles would 
grow at the same rate and reach the same size. 
 
Figure 6.12. LaMer model of nucleation and growth showing his proposed three phases: (I) monomer 
concentration increase to the nucleation threshold (C*min), (II) burst nucleation to relieve the 
supersaturation below the nucleation threshold, and (III) growth of the particles by diffusion of remaining 
monomer to the particle surface until the concentration of monomer is reduced to its solubility limit (CS). 
Howard Reiss was critical of LaMer’s assumptions arguing that while LaMer 
correctly asserted that an assembly of particles growing by diffusion would “develop the 
squares of their radii at equal rates,” he had based this conclusion off of the Langmuir 
equation, which was valid for only an isolated particle.184 Reiss pushed the work further 
by developing the growth equations for colloids that were initially non-uniform, what he 




studies predicted “size distribution focusing” when high monomer concentrations were 
present such that monodispersed colloids would result even when the size distribution 
was initially non-uniform.184  
Since this early work on relatively simple systems (sulfur-sols), significant 
progress has been made in controlling nanoscale colloidal synthesis. In an important 
review in 1987 on the preparation of monodispersed colloidal particles, T. Sugimoto 
defined monodispersity to be “particles uniform in size, shape, and composition.”156 This 
definition is critical for modern complex particles. Whereas early work was often limited 
to a single component (i.e. gold) where size and shape were sufficient to characterize 
particles as monodispersed, this is no longer the case. An understanding of particle 
compositional polydispersity is absolutely necessary. In his review, Sugimoto gives five 
general conditions to obtain monodispersed colloidal particles:156 
1. Separation between nucleation and growth – nucleation should be a rapid event 
followed by a growth phase without additional nucleation.    
2. Inhibition of coagulation – particles must remain independent to grow uniformly. 
This is most commonly achieved by the use of surfactants and complexing agents 
absorbed on the particles (ligands), though the use of an electric double layer and 
gel network are also suggested.  
3. Choice of growth modes – Diffusion vs. reaction controlled growth. 
4. Use of the Gibbs-Thomson effect – Elucidates the effect of particle size on 
growth rate for a given supersaturation condition.  
5. Reserve of monomers- Maintaining a way to slowly release additional monomer 
into the system (i.e. through the use of a solid precursor) to maintain a desired 
supersaturation condition facilitates the maintenance of appropriate growth rates 
and modes. 
These five principles have guided the field of highly directed nanoparticle 
synthesis research for the past several decades. The first condition is essentially a 
restatement of LaMer’s model,185 and has been the motivation for many synthetic 
techniques, one of the most prominent being the hot-injection method.199 The second 




inorganic ligands and particle surfaces to determine how to avoid coagulation, direct 
particle growth, and functionalize the surface for downstream use.200–205 The choice of 
growth mode (third condition) generally is fixed by other choices in the system such as 
temperature, solvents, and precursor used to satisfy other conditions. It is less important 
as it is possible to achieve controlled growth in either regime under the proper 
conditions.156 By employing the Gibbs-Thomson effect (fourth condition) to one’s 
advantage it is possible to operate a synthesis under conditions in which a given size 
distribution will narrow with time, typically by keeping monomer concentrations high. 
This principle is known as size-distribution focusing. The fifth condition requires reaction 
conditions in which monomer formation from the precursors is slow enough that it is 
steadily released. In an ideal case, one would match the precursor conversion kinetics to 
the rate of monomer consumption to maintain a steady monomer concentration in 
solution.156,206 
Sugimoto employs a quasi-steady state (QSS) diffusion analysis to examine the 
rate of spherical particle growth, the derivation of which is included in Appendix D. For 
diffusion controlled growth, infinite diffusion layer, first order kinetics, and employing 









𝑅𝑅� (Eq. 6.1) 
where R is the particle radius, R* is the radius of a particle for which the growth rate 
would be zero for the prevailing conditions (also called the critical radius), and KD is a 
grouping of variables defined in Appendix D. If we plot the right hand side of equation 
(Eq. 6.1) vs. R for a few R* we obtain Figure 6.13. By varying R* (the critical size) we 
are changing the size of the particle that is in equilibrium with the bulk concentration. 
This is equivalent to changing the bulk concentration or the supersaturation condition of 
the system. This could be done by addition of another solvent or by changing the 
temperature. If we increase the supersaturation (e.g. by adding more precursor), the 
critical size becomes smaller. This is expected as particles of small size have higher 
surface energies and hence increased solubility. If more monomer is available in solution, 




focusing regime, it is desirable to keep the saturation high (or equivalently the critical 
size small) by either adding additional precursor or changing the temperature of the 
system as monomer is consumed. Further details can be found in Appendix D. 
 
Figure 6.13. Predicted behavior of growth rate as a function of particle radius for diffusion controlled 
growth obtained by Sugimoto. The narrowing and broadening regions of growth are shown for curve A. 
For an assembly of particles of average radius of R1 the supersaturation conditions of curves A, B, and C 
would result in size distribution narrowing, both narrowing and broadening, and broadening, respectively. 
 While the assumptions in Sugimoto’s model are of questionable validity at the 
nanolevel, it is supported in some cases by recent work. In particular, the Bawendi group 
was able to synthesize CdE (E = S, Se, Te) nanocrystals of narrow size distribution, by 
employing many of the conditions invoked by Sugimoto.207 Bawendi’s group went on to 
develop a revised kinetic model of nanocrystal nucleation and growth, which also 
predicted regions of size distribution focusing and  broadening.208 Paul Mulvaney’s group 
put forth another model of nucleation and growth in 2009,209 building on significant 
earlier experimental work in his group.205 His work concluded that growth proceeds 
under strongly reaction limited kinetics—a departure from much of the previous literature. 
In the early stages of growth, his model also suggested that nucleation, growth, and 
coarsening occurred simultaneously, a condition highly undesirable by the LaMer and 




theories and has been a valuable contribution to the field.206,210,211 Of course, the 
experimental work on the synthesis of monodispersed colloidal particles is too vast to 
adequately review here and the reader is referred to some of the excellent reviews on the 
subject.156,210,212 Unfortunately, a major theme from the literature is that reaction 
mechanisms and kinetics are highly system specific, making it difficult to arrive at a 
general strategy for the production of monodispersed nanoparticles. 
 
6.4.2 Apparatus for Controlling Monomer Concentration During Nanoparticle 
Synthesis 
Sugimoto’s model predicts that to ensure the particle distribution remains in the 
focusing regime, it is desirable to keep the saturation high (or equivalently the critical 
size small) by either adding additional precursor or changing the temperature of the 
system as monomer is consumed. As tight control on the temperature of the system is 
difficult to achieve because of its slow response to change, controlling the concentration 
may be a more viable route. Additionally, for multinary systems, control over all species 
is needed and simply changing the temperature does not provide independent control of 
each species. While size focusing may be obtained for one monomer species at a given 
temperature, it may not be maintained for another species and will result in compositional 
inhomogeneity. A system to independently control all monomer species is needed. 
Toward this goal we present an apparatus that allows continuous, pulsation free 
dosing of up to four species independently to the reaction. The design is based on the 
connection of four syringe pumps in parallel which are controlled precisely by a 
computer. Dosing can be as low as 26 nL/min and as high as 270 mL/min. It is also 
capable of operating up to 200 bar when properly configured. There is a heating jacket 
and heated syringe for one of the lines that can maintain the temperature of that stream up 
to 200 °C, which assists in achieving isothermal reactions when desired and the use of 
precursors insoluble at room temperature. Figure 6.14 shows a schematic of the reaction 
apparatus, while Figure 6.15 shows the apparatus in practice. The syringes are fitted with 
check valves such that they can be used to aspirate from a precursor flask and dispense 





Figure 6.14. Schematic of reaction apparatus that allows for the automated and independent dosing of up to 
four streams using syringe pumps. Precursor streams may be pre-heated through the use of a heating jacket 
and heated syringes. Automated aliquot sampling is also possible when the pumps are used in reverse for 
this purpose. The syringe pump module can be adapted in the future for pressurized vessels (up to 200 bar) 
and continuous flow reactors. 
 




We present here a few preliminary experiments that indicate the potential for 
interesting kinetic controls from continuous dosing. In a preliminary experiment, we have 
manually added the S-OLA precursor dropwise over the course of 23 minutes using a 
reaction setup and precursors similar to that described in chapter 3. Washing and 
fractioning of particles was also done as described in chapter 3. In this reaction, about 0.9 
mL of 1.0 M S-OLA was injected dropwise over the course of ~5 mins at which time the 
CZT-OLA precursors were injected. The remaining ~3.6 mL of S-OLA were added 
dropwise to CZT precursors in OLA at 250 °C over the course of the next ~18 mins. 
Interestingly, both some kesterite and wurtzite phase particles are produced based on the 
relative intensities of the XRD pattern shown in Figure 6.16. The rate at which S is added 
appears to have an important influence on the kinetics. It seems when sulfur is not 
supplied in abundance but is the limiting reactant, wurtzite is able to form. This is an 
interesting result as it is the first time the synthesis of wurtzite phase particles have been 
achieved with the use of elemental sulfur as the sulfur source, rather than thiols or 
thiourea. Further studies may help determine how this can be used to selectively control 
growth of a specific phase from elemental S and determine which S species are the active 
reactants that drive certain phases. Note that wurtzite ZnS is also a possibility for the 
wurtzite phase and XRD is an effective tool for distinguishing between wurtzite CZTS 
and wurtzite ZnS. STEM-EDS would be needed to determine which of the phases is 
actually being formed and if any core-shell structure is present. Figure 6.16 shows 
particles from both the large and small fractions. The small particles have little signal and 
the peaks are too broad to conclusively say when phases are present, though kesterite 





Figure 6.16. X-ray diffraction patterns of particles synthesized by dropwise addition of S-OLA to CZT-
OLA. Particles were drop cast onto Mo-coated glass. The small fraction seems to be dominated by kesterite, 
though the large fraction is a mixture of kesterite and wurtzite phases.  
 The syringe pump apparatus of Figure 6.15 has been used in one preliminary 
experiment in which precursors were continuously dosed to the reaction flask following 
an initial injection of S-OLA and CZT-OLA in an attempt to keep the growing particles 
in a focusing regime. All precursors, concentrations, and chemicals were the same as 
described in chapter 3. To begin the reaction, 4 mL of S-OLA were injected followed 15 
seconds later by 5.33 mL of the CZT-OLA solution. About ~45 seconds later, automated 
dosing of 7.5 mL of 1.0 M S-OLA and 10 mL of CZT-OLA was initiated. Dropwise 
addition continued over the course of one hour. After the addition of the last drop, the 
flask was removed from heat, cooled, and the particles were washed as described in 
chapter 3.  
 Figure 6.17 shows the grazing incidence x-ray diffraction (GIXRD) pattern of a 
film of drop cast particles. GIXRD allows for significantly improved signal from thin 
films, though some peak broadening is observed due to the technique. We see good 
agreement with the kesterite phase and a pattern quite similar to that observed in Figure 
3.1. The shoulder to the left of the main peak is still observed which has been attributed 




A3).14 Interestingly, in spite of the dropwise addition of precursors, no wurtzite phase is 
readily apparent as was observed when S was added dropwise (Figure 6.16). This 
suggests that following the initial burst nucleation, subsequent precursor that was added 
also nucleated in the kesterite phase or that the dosed precursor was kept at low enough 
concentration to prevent further nucleation and contributed to growth of the existing 
kesterite particles only (as was desired).  
 
Figure 6.17. GIXRD pattern of the synthesized CZTS nanoparticles using continuous dosing. The particles 
appear to be phase pure kesterite, though a shoulder to the left of the main peak suggests Cu/Sn disorder or 
potentially a wurtzite phase.14 
 The particles were further characterized using scanning transmission electron 
microscopy to determine their size and shape distribution to determine if continuous 
dosing was effective in narrowing the size distribution of the particles (Figure 6.18). The 
particles remained polydisperse in size and shape. This could be due to dosing of 
precursor at either too fast or too slow a rate. If dosed too quickly, additional nucleation 
will occur and Ostwald ripening will become a factor among particles of different size. If 
dosed too slowly, the concentration of monomer will not be maintained in the narrowing 
regime. It is also possible that at any concentration additional nucleation may occur. We 




was added to 12 mL of OLA at 250 °C the entire solution became clear. After 1 minute, 
however, the solution darkened indicative of nucleation. If growth is faster than 
nucleation, this may not be a problem. However, it does show that additional nucleation 
is possible under the concentrations used here. 
 
Figure 6.18. STEM micrograph of particles synthesized using continuous dosing.  
 In summary we have built a reaction set up capable of independently dosing up to 
four reactant streams independently at very low to very high rates. The goal is to control 
the kinetics of the reaction by controlling monomer concentration to provide for growth 
in the size focusing regime and ultimately a compositionally focusing regime as well. 
Preliminary results have shown that the dropwise addition of S to the reaction can result 
in different phase particles. Dropwise addition of all precursors after an initial burst 




 To be able to successfully use this technique requires a knowledge of nucleation 
thresholds, reaction constants, and solubility limits of all possible species to know at what 
concentration one should maintain the system to produce the desired species in the 
desired phase. Because the number of possible monomer, dimer, and other species 
increases drastically for multinary systems, this is a very challenging task. Each species 
can undergo several reactions each with their own rate constants. To appreciate the 
complexity of possible reactions, a summary of some of the possible reactions that must 
be considered are included in Appendix D (Figure D3)—which do not even take into 
account the effects of solvents, ligands, and different crystal facets. An additional level of 
difficulty is that many of the physical data one would like to have (e.g. nucleation 
thresholds, saturation concentrations, solubilities as functions of temperature and crystal 
facet, etc.) are difficult to measure and quantify. Ultimately, however, this is a scientific 
grand challenge of great import for understanding and further developing the theory of 
nucleation and growth of multinary nanocrystals. We believe reaction systems such as the 
one presented here, especially when coupled with techniques that can provide high 
resolution, in situ feedback of the growth at millisecond and shorter timescales (such as 
synchrotron techniques) will be an important part of solving these challenges.  
 
6.5 Lithium Incorporation during the Growth of Cu2ZnSnS4 Nanocrystals 
6.5.1 Background 
As shown in several studies, the compositional uniformity of Cu2ZnSnS4 (CZTS) 
nanocrystals has been difficult to obtain due to the close energies of formation of 
competing binary and ternary phases as well as possible substitution and disorder in the 
lattice. In section 6.4, we presented a proposed method for controlling binary and ternary 
phase formation by continuously adjusting the concentration of reactants and to control 
size by maintaining the reaction in the size narrowing regime. Another strategy is to 
decrease lattice disorder and the propensity for undesired phase formation through 
appropriate elemental substitution. Lattice disorder results when one atom in the lattice 




crystal to satisfy the demands of entropy, but we believe can be intensified by undesired 
valence states of the cations. In CZTS, for example, Cu should be in the +1 oxidation 
state, but can be in the +2 oxidation state and substitute at a Zn site. Similarly, Sn can 
take the +2 oxidation state instead of the desired +4 state and substitute at a Zn site. 
Many other defects and defect clusters are also possible.135,189,213 
We hypothesized that the number of defects in the lattice could be reduced by 
substitution with elements that take on a single, desired valence state. An additional level 
of strategy is to substitute with an element of significantly different ionic radius such that 
it will strongly prefer a given lattice position. However such a substitution may not be 
favorable due to lattice strain. To substitute Cu, for example, one could choose other 
metals that are limited to a +1 oxidation state. Immediately, this points to alkali metals as 
a possibility. When this study was completed, sodium was already known to assist in the 
favorable growth and improved device performance of CZTS, though the exact reasons 
were unknown. Though its role is still an area of investigation, it is now known to help in 
the liquid-assisted growth of the absorber through the formation of a Na2 Se liquid melt. 
However, the substitution of Na for Cu in the lattice is not expected to be favorable due 
to the much larger effective ionic radius of the Na+ ion (102 pm) compared with the Cu+ 
ion (77 pm).214 Lithium’s effective ionic radius of 76 pm makes it an excellent 
candidate.214 Furthermore, Li2ZnSnS4 is a known diamond-like semiconductor.215 
Replacing Cu with Li would eliminate multi-valency issues, though its similar size may 
not fully prevent substitutional defects with other cations of the lattice.  
Our group has also used this strategy to replace Sn with Ge.120,171 Germanium 
prefers the +4 state even more than tin, reducing +2 defects with this cation. The ionic 
radius of Ge is also dissimilar to Cu and Zn which may prevent defects. While Zn does 
not take on additional oxidation states other than +2, it still may be desirable to find a 
substitution of significantly different radii. Barium and strontium have been proposed as 
possible options,216 and barium is being actively pursued by Mark Koeper and Essam 
Alruqobah in our group. Note that when making cation substitutions there are additional 
considerations including band edges and band alignment with other layers in the device, 




significant theory, modeling, and computation are an important component of this work 
such that experiments are guided by the most promising possibilities.36,217–220  
A summary of the effective ionic radii of some elements of interest are shown in 
Table 6.1.214 We note that the ionic radii of Cu+, Cu2+, Zn2+, Sn4+ are all quite similar 
which will increase the likelihood of substitutional defects. Substitutions with Ba and Ge 
introduce cations of significantly different size to the lattice to assist in reducing the 
number of defects. In my research I focused on substitution of Cu with Li to reduce 
defects by limiting oxidation state defects. This choice was further made based on work 
done by Dr. Steven Gaik in which Li was shown to have a greater interaction with CZTS 
that Na or K, the other possible alkali metal candidates.221 
Table 6.1. Table of effective ionic radii (given in picometers) of selected elements as a function of charge. 
Data obtained from Shannon et al.214 with the exception of Sn2+,222 for which values were found elsewhere 
and there is some discrepancy. 
 
6.5.2 Materials and Methods  
In a typical synthesis, lithium acetylacetonate (Sigma-Aldrich, 97%), was used as 
the lithium source. Lithium chloride was also considered but the bonding is too ionic to 
be dissolved in the organic solvents being employed. All other methods and materials are 
as used in chapter 3. Three syntheses were considered to test if lithium could be 
incorporated into CZTS. In synthesis 1 (S1), a small amount of lithium was added to an 
otherwise identical reaction to the CZTS synthesis presented in chapter 3 to test if lithium 
would incorporate or if it would act as sodium in film densification and affect the particle 




acetylacetonate, 0.75 mmol of tin(IV) bis(acetylacetonate) dichloride, and 0.79 mmol of 
zinc acetylacetonate hydrate were dissolved in 6 mL of oleylamine (OLA) at ~60 °C. 
This is in then co-injected with 4.5 mL of 1.0 M S in OLA pre-heated to ~60 °C into 12 
mL of OLA pre-heated to 250 °C. This reaction was allowed to proceed for one hour. For 
synthesis 2, we attempted to make pure phase Li2ZnSnS4 as a control. In this synthesis, 
1.5 mmol lithium acetylacetonate, 0.75 mmol zinc acetylacetonate hydrate, and 0.75 
mmol tin(IV) bis(acetylacetonate) were suspended in 6 mL OLA at about 60-80 °C. We 
noted poor dissolution at this condition. This is in then co-injected with 4.5 mL of 1.0 M 
S in OLA at ~60 °C into 12 mL OLA pre-heated to 250 °C.  
In synthesis 3 (S3) we sought to improve the solubility of lithium acetylacetonate 
and form a substituted (Cu,Li)2ZnSnS4 phase. In preparation, we tested the solubility of 
100 mg (~0.75 mmol) lithium acetylacetonate in 3.75 mL OLA up to 125 °C and found it 
did not fully dissolve. The same was observed for a 3.75 mL OLA/2 mL hexadecanethiol 
mixture and when simply using 3.75 mL of octadecene. However, good dissolution was 
found when 3.75 mL of oleic acid was used as the solvent. Based on this result, 0.4 mmol 
lithium acetylacetonate, 0.93 mmol of copper(II) acetylacetonate, 0.75 mmol of tin(IV) 
bis(acetylacetonate) dichloride, and 0.79 mmol of zinc acetylacetonate hydrate were 
dissolved in 3 mL of OLA and 3 mL of oleic acid at ~130 °C. Initially, this mixture was 
deep blue, but after stirring for ~35 minutes the solution became browner in color and 
appeared well dissolved. This was then cooled to ~95 °C and co-injected with 4.5 mL of 
1.0 M S in OLA pre-heated to ~60 °C into 12 mL of a 1:1 volumetric mixture of OLA 
and oleic acid pre-heated to ~300 °C (actual injection was at 307 °C). The temperature 
dropped initially to 248 °C and then recovered to 300 °C. Vigorous bubbling was 
observed after injection. This reaction was allowed to proceed for 18.5 hours. The time 
and temperature were increased to promote the reactivity of the precursors and give 
sufficient opportunity to form the desired phase. Composition targets were similar to 
those targeted for CZTS: Li/(Cu+Li)=0.3, (Li+Cu)/(Zn+Sn)=0.86, and Zn/Sn=1.05. Put 
more succinctly, S3 targeted a nominal (Cu0.7Li0.3)ZnSnS4 phase. 
All precursors and solvents were handled in a glove box or on a Schlenk line to 




pump-thaw method by cycling between freeze and thaw under vacuum three times, after 
which it was stored in a nitrogen-filled glove box. The washing procedure for the 
particles was similar to that presented for our standard CZTS reaction in Appendix A in 
which the particles are washed in hexane, isopropanol, and methanol and centrifuged 
several times, followed by eventual drying under a stream of nitrogen. 
 
6.5.3 Results and Discussion 
Figure 6.19 shows the PXRD pattern of the particles for all three reactions. 
Additionally, we show a comparison against several potential phases: kesterite 
Cu2ZnSnS4, LiSnS2, Li1.944S, and Li2ZnSnS4 (ICSD coll. codes 262389, 23451, 409397, 
and 419595 respectively). S1, the standard CZTS reaction with some Li added, shows no 
notable change from a standard CZTS reaction (see Figure 3.1), suggesting Li has not 
incorporated or merely decorates the surface. Meanwhile the relatively weak crystalline 
peaks in S2, an attempt at synthesizing Li2ZnSnS4, are difficult to assign to any of the 
phases considered. S3 shows strong agreement with CZTS, in addition to some 
unassignable peaks. The relatively narrow peaks of S3 also suggest the particles to be 
much larger in size, which is expected from the high temperature and long reaction time 
as was found for CZTS particles synthesized without Li under similar conditions (Figure 
6.3). These results suggest poor incorporation of Li under the reaction conditions tried 
here. To confirm the presence of Li, SEM-EDS could not be done due to the low atomic 
weight of Li, which is below the detection limit in EDS. Preliminary energy filtered 
transmission electron microscopy was conducted by Wei-Chang Yang, yet was 
inconclusive on the presence of Li in the particles. Raman was also collected for S1, S2, 
and S3 (Figure 6.20). S1 and S3 shown spectra similar to the standard CZTS reaction 
given in Figure 3.2. S2 exhibits peaks in a similar region to CZTS, though its precise 





Figure 6.19. PXRD pattern of the 3 reactions considered for Li substitution and Li-assisted growth of CZTS 
nanoparticles. S1, a standard CZTS reaction with some Li added, shows no notable difference from the 
expected CZTS pattern. S2, an attempt at pure Li2ZnSnS4, shows poor agreement with any expected phase. 
S3, a high-temperature 18.5 hour reaction targeting a composition of Li/(Cu+Li) of 0.3, shows agreement 
with CZTS with some additional unidentified phases. Li does not seem to be incorporating under these 
conditions. 
 
Figure 6.20. Raman spectra of S1, S2, and S3. S1 and S3 exhibit a pattern similar to CZTS (see Figure 3.2). 




 In spite of the inconclusive presence of Li, films were prepared by coating 
nanoparticles suspended in 1-hexanethiol to a concentration of ~200-250 mg/mL. These 
films were annealed by placing them in an approximately 3-inch x 1-inch graphite box 
with ~260 mg of selenium shot, which was then introduced into an argon-filled tube 
furnace preheated to 500 °C. After 40 minutes, the films were allowed to cool naturally to 
room temperature under flowing argon. Figure 6.21 shows the PXRD patterns of the 
films following selenization. Again, S1 and S3 agree quite well with Cu2ZnSnSe4 
(CZTSe), though there is an additional peak in S1 at 31.7° that is difficult to identify. S2 
shows a number of peaks that we could not identify, though partial selenization of Mo 
substrate is observed. Peaks attributed to selenization of the Mo are indicated by an 
asterisk. Some of the possible compounds’ standards are shown including stannite CZTSe, 
Li2Se, wurtzite ZnSe, zinc blende ZnSe, SnSe, and SnSe2 (ICSD coll. codes 95117, 
168446, 43595, 77091, 186650, and 186651). Standards for LiSnSe2 and Li2ZnSnSe4 
were unavailable in the ICSD database. 
 
Figure 6.21. PXRD patterns of selenized films for S1, S2, and S3. Some of the possible phases are shown. 
For S1 and S3, CZTSe is clearly the dominant phase, but phase assignment for S2 has been more difficult. 




Raman spectra for selenized films of S1 and S2 are given in Figure 6.22. Raman 
was not collected for S3, but is expected to be similar to S1 based on the previous results 
shown. The Raman spectrum for S1 following selenization matches closely with CZTSe 
(Figure 3.2) as expected from the PXRD. No additional peaks are present that would help 
reveal the source of the unexpected PXRD peak for S1. S2 shows very clean peaks at 119 
cm-1 and 186 cm-1, but remains an unidentified phase. 
 
Figure 6.22. Raman spectra of selenized films of S1 and S2. S1 agrees closely with CZTSe (Figure 3.2), in 
spite of an unknown peak in the PXRD.  
While the interpretation of PXRD and Raman data have proven difficult, SEM 
cross section and plan view images reveal interesting microstructural characteristics of 
the selenized films (Figure 6.23). For S1 (Figure 6.23a,d), grain growth is relatively 
similar to that observed for standard CZTS with some regions of enhanced grain growth 
as seen in the upper right quadrant of Figure 6.23a. This suggests some Li may have been 
present in the washed particles and may have served to enhance liquid phase formation 
and growth in these regions. In contrast, the growth observed for S2 when no Cu is 
present (Figure 6.23b,e) shows the formation of large disc-like grains. For S3 (Figure 
6.23d,f), grain growth was again similar to CZTS films but there were significant voids in 
between grains. The void space is likely due to a lack of Li incorporation such that the 




interesting that in all cases an unsintered layer is observed on top of the Mo layer. This 
suggests the fine grain layer to be composed of non-volatile material (likely residual 
carbon) as the significant void space in between would provide ample opportunity for 
volatilization.  
 
Figure 6.23. (a-c) Plan view of selenized films of syntheses S1-S3, respectively. (d-f) Cross section SEM 
images of selenized films of syntheses S1-S3, respectively. S1 is similar to standard CZTS films, with some 
regions of enhanced grain growth. S2 produces large plates when selenized and S3 shows standard CZTS 
grains with significant void space in between. 
Devices were processed from the selenized films by deposition of standard layers 
including chemical bath deposited CdS (~50 nm), RF sputtered i-ZnO (~80 nm), RF 
sputtered ITO (~220 nm), and e-beam evaporated Ni/Al grids. Devices prepared from S1 
were reasonably efficient and roughly on par with standard CZTS devices prepared in the 
same time frame. Reasonable efficiencies could be achieved on either borosilicate glass 
or soda lime glass (SLG), which also suggests some Li to be present as typically device 
efficiency on borosilicate glass (no Na) would be significantly inferior. The highest 




is present, it does not seem to be able to replace the role of Na or a better control on Li 
concentration is needed. A summary of the average performance parameters obtained 
from S1 devices on both glass types is shown in Table 6.2. Devices prepared from S2 
yielded no efficiency and showed essentially no diode behavior. This is expected due to 
the lack of pure phase material and the significant void space in between the discs. 
Devices prepared from S3 also showed poor performance. The devices showed 
significant shunting and poor diode behavior with efficiencies no higher than 1.1%. J-V 
plots of top performing devices prepared from S1 and S3 are shown in Figure 6.24. Note 
that signification hysteresis is also observed for S3 cells, though this is not shown in the 
figure. Highest efficiencies are obtained when the voltage is swept from -0.8 V to +0.8 V. 
When the voltage is swept from positive to negative voltage, hysteresis effects result in a 
reduction of all performance parameters with the most significant effect on VOC which is 
reduced from 0.14 V to 0.09 V. The efficiency decreased from 1.06% to 0.55%. This 
hysteresis effect is observed generally for CZTS based solar cells, but the effects are 
usually quite small. For example, for the cell in Figure 6.24a, the efficiency reduced from 
7.85% to 7.81%. Cell areas were ~0.47 cm2. All measurements were performed using 
simulated AM 1.5 G illumination at 25 °C and no anti-reflection layer (e.g MgF2) was 
applied to the solar cells. 
Table 6.2. Summary of device performance for solar cells made from S1 on both soda lime glass (SLG) and 
borosilicate glass (BS). Statistics are based on 24 solar cells across 5 different 1-inch x 1-inch glass pieces 






Figure 6.24. J-V plots of top performing solar cells from (a) S1 and (b) S3. 
6.5.4 Conclusions 
In this section I have demonstrated an attempt to use Li both as a substitute for Cu 
and to assist in growth of the CZTS/Se phase. Our ability to quantify and characterize the 
amount of Li, if any, incorporating into the film has been limited to this point due to our 
inability to detect it using the methods immediately available to us. Our initial results in 
which Li is added to a standard CZTS reaction (S1) have shown that Li does not seem to 
change the growth of the CZTS particles appreciably in solution. However, when films of 
these particles are selenized there are regions throughout the film that show improved 
grain growth which may be a result of Li contributing to liquid phase sintering much like 
Na is known to do. However, the amount of Li in the film cannot replace the role of Na 
as devices prepared from these particles continue to show superior performance when 
coated on soda lime glass as opposed to borosilicate glass. When attempting to form the 
fully substituted Li2ZnSnS4 phase, we have so far been unsuccessful and are unable to 
identify the phases formed. We also attempted the formation of a 30% substituted phase 
(S3)—nominally (Cu0.7Li0.3)ZnSnS4—but found that selenized films were full of void 
space, indicative of poor phase formation under the targeted composition and Li 




computational studies to determine the stability of Li-substituted phases and the defect 
formation expected. This will help guide the compositions targeted and will determine 
whether substitution at high levels is possible or desirable. Additionally, advanced 
characterization techniques such as STEM-EELS will be required in future studies to 
quantify the location and concentration of Li in the films and particles. As a recent study 
incorporating Li into CZTS using a DMSO-based molecular solution approach yielded 
dramatic improvements in device efficiency,102 further pursuit of Li incorporation into 
CZTS nanoparticles may be warranted. 
 
6.6 The Baking of Cu2ZnSnS4 Nanoparticle Films in Air and Inert and its Effect on 
the Selenization Process 
6.6.1 Background 
This chapter has primarily focused on the nucleation and growth of Cu2ZnSnS4 
(CZTS) nanocrystals and related alloys in solution. Here, we depart from that to 
understand the effect of baking nanocrystal thin films prior to baking—an often 
overlooked and unappreciated processing step. After a nanocrystal film is cast by either 
doctor blading, spin coating, or spray coating, the film is typically baked on a hot plate 
prior to selenization to remove residual solvent from the coating medium. The 
environment and temperature at which this done can have a significant effect on the 
nanoparticles and the subsequent selenization step. The selenization step has been studied 
in far greater detail by our group and others and a detailed study by Charles Hages et al. 
will be published soon. However, the nanoparticle film baking step has received less 
attention by our group. Here, I will present a study in which CZTS nanoparticle films 
from particles synthesized similar to the recipe of chapter 3 undergo a series of baking 
treatments prior to the typical selenization treatment described in section 6.5.3. The effect 






The materials used for this study are the same as those described in chapter 3. To 
prepare the nanoparticle films, CZTS nanoparticles were suspended in 1-hexanethiol. 
Fifteen microliters of this suspension was applied to a 1-inch x 2-inch Mo-coated soda 
lime glass substrate by doctor blading with a glass rod. This coating was allowed to dry 
visibly before undergoing a specified baking treatment. An additional coating and the 
same baking treatment was performed prior to selenization. Table 6.3 lists the various 
baking treatments performed. Note that all coating were done in air and those baked in 
nitrogen were then transferred to a nitrogen-filled glove box for the baking treatment. 
Table 6.3. Summary of baking treatments performed on a hot plate prior to selenization in this study. 
Baking Environment Temperature (°C) Time (mins) 
Air Ambient (~20) until dry (~30) 
Air 150 1 
Air 300 1 
Air 500 1 
Air 500 5 
Nitrogen Ambient (~20) until dry (~30) 
Nitrogen 150 1 
Nitrogen 300 1 
Nitrogen 500 1 
Nitrogen 500 5 
 
6.6.3 Results and Discussion 
Figure 6.25 shows the XRD patterns of the films baked in air before and after 
selenization. At 500 °C (1 min) we see reduced intensity of the main CZTS peak and by 5 
minutes complete breakdown of the CZTS phase has occurred (Figure 6.25a). Under the 
standard baking conditions of 300 °C for 1 min the film does not seem to be significantly 
affected. After selenization, the kesterite CZTSe phase is formed in all cases, though for 
the film baked at 500 °C for 5 minutes we see additional phases as well. One interesting 
finding is that baking in air at 300 °C and higher helps to suppress the formation of 
MoSex (Figure 6.25b). We have found that the addition of some oxygen while sputtering 





Figure 6.25. XRD patterns of films baked in air (a) before and (b) after selenization. XRD of the Mo-coated 
soda lime glass substrate is also shown. Peaks attributed to Mo and MoSex are indicated.  
 
Figure 6.26. XRD patterns of films baked in N2 (a) before and (b) after selenization. XRD of the Mo-




Figure 6.26 shows the XRD patterns of the films baked in N2 before and after 
selenization. For films baked in N2 we see significant narrowing of the full width half 
maximum of the CZTS peaks at 500 °C. This was not observed when the films were 
baked in air and indicated the phase is stable in N2 and that some coarsening is taking 
place in the baking step increasing the size of the crystallite domains. After selenization, 
the films baked in N2 all form nominally CZTSe. Some residual sulfur remains in these 
films as evidenced by the slight offset of the peaks observed compared to the standard at 
high 2θ as previously reported.14 Decreased resilience to MoSex formation is indicated by 
the higher intensity of the MoSex peaks when compared to films baked in air at 300 °C 
and 500 °C. 
Figure 6.27 shows the Raman spectra of the films baked in air before and after 
selenization. Before selenization, the films dried at ambient and baked at 150 °C are very 
similar. The film baked at 300 °C shows increased intensity, which may just be due to the 
location interrogated on the film. At times we have seen reduced intensity on films baked 
at 300 °C. The important conclusion is that there is little change baking in air up to 
300 °C, similar to the XRD data. Films baked at 500 °C for 1 minute in air show 
considerable change in the spectrum indicating phase breakdown. By 5 mins at 500 °C, 
almost none of the main CZTS A1 peak128 (338 cm-1) remains and several additional 
small peaks have appeared likely due to oxides. These films are quite heterogeneous and 
other locations interrogated showed no CZTS peaks and had some additional small peaks.  
After selenization, all spectra are similar, expect for the film baked at 500 °C for 5 mins. 
In this case, the CZTSe phase forms as in the other cases, but we observe a strong 
additional peak at 242 cm-1. This is believed to be ZnSe.223 The expected CZTSe peaks 
are at 78, 173, 196, 231, and 245 cm-1, ±2 cm-1 of these values.223,224 
Figure 6.28 shows the Raman spectra of the films baked in N2 before and after 
selenization. Prior to selenization, we see little change for baking up to 300 °C. At 500 °C, 
we see both a strengthening of CZTS A1 mode at 338 cm-1 and the appearance of peaks 
attributed to SnS.128,198 After selenization, these films are all driven to CZTSe with no 





Figure 6.27. Raman of films baked in air (a) before and (b) after selenization. 
 





SEM imaging was performed on these samples to understand their morphology 
and composition. Figure 6.29 shows cross sections of the films baked in air. We note that 
these films are about ~200 nm thinner than we would typically work with, but we can 
still draw some important observations. For the baking at 500 °C, we distinctly see the 
formation of two layers. This may be due to reaction in air at this temperature or may be 
an artifact of the fracture procedure. It is believed to be due to reaction as the morphology 
is distinct in this layer. For the films baked in N2 (Figure 6.30), coarsening is observed at 
500 °C as was indicated by the XRD patterns and material loss seems evident by the 
thinness of these films. This is supported by the increasing thinness after baking at 
500 °C for 5 mins.  
After selenization (Figure 6.31), the films baked in air all exhibit grain growth, 
though it is quite irregular for the films baked at 500°C for 5 mins. We also observe 
decreased MoSe2 formation as was indicated by the XRD. In plan view (Figure 6.33), the 
films at 300 °C show the best grain density without voids and pin holes. All others show 
holes in the film, with the most irregular growth for the films baked at 500 °C for 5 mins. 
The increased voids may be due to beginning with thinner films, though our standard 
procedure (300 °C, 1 min, air) seems to be robust to the variation in initial film thickness 
as it still showed dense grains.  
After selenizing the films baked in N2 (Figure 6.32), we see significant grain 
growth in all cases except the films baked at 500 °C for 5 mins. As these films showed 
significant coarsening prior to selenization—as was confirmed by XRD—full 
recrystallization to form large grains was inhibited. This could be due to the inability of 
liquid Se to penetrate the film as pores were shut off in coarsening. In plan view (Figure 
6.34), we observe that the films baked at 150 °C show the best grain density. We also 
observe that the films baked at 500 °C for 5 mins are quite dense but large grain growth 
did not occur, in spite of the film being converted to the selenide phase (Figure 6.26b, 
Figure 6.28b). This indicates that large, micron-sized grain growth requires films that are 
initially quite porous to allow liquid Se penetration and to provide sufficient space for 
recrystallization and growth. It may also indicate that the dissolution of nanocrystals into 





Figure 6.29. SEM cross sections of films baked in air at (a) ambient, (b) 150 °C for 1 min, (c) 300 °C for 1 
min, (d) 500 °C for 1 min, and (e) 500° for 5 min. 
 
Figure 6.30. SEM cross sections of films baked in N2 at (a) ambient, (b) 150 °C for 1 min, (c) 300 °C for 1 





Figure 6.31. SEM cross sections of selenized films previously baked in air at (a) ambient, (b) 150 °C for 1 
min, (c) 300 °C for 1 min, (d) 500 °C for 1 min, and (e) 500° for 5 min. 
 
Figure 6.32. SEM cross sections of selenized films previously baked in N2 at (a) ambient, (b) 150 °C for 1 
min, (c) 300 °C for 1 min, and (d) 500° for 5 min. Imaging was not performed on the film baked at 500 °C 





Figure 6.33. Plan view SEM images of selenized films previously baked in air at (a) ambient, (b) 150 °C 
for 1 min, (c) 300 °C for 1 min, (d) 500 °C for 1 min, and (e) 500° for 5 min. 
 
Figure 6.34. Plan view SEM images of selenized films previously baked in N2 at (a) ambient, (b) 150 °C 
for 1 min, (c) 300 °C for 1 min, and (d) 500° for 5 min. Imaging was not performed on the film baked at 




 SEM-EDS was performed on the samples after baking and again after selenization 
to gain an understanding of how the composition of the films is affected by the baking 
treatments. Several locations were probed for each sample. The first observation is that 
the particles used in this study are somewhat more Cu poor and potentially more Zn-poor 
than are usually used. For the films baked in air prior to selenization (Figure 6.35a), the 
data at 150 °C for 1 min is somewhat concerning as we don’t expect much variability by 
baking at 150 °C, especially since the composition at 300 °C is the same as the ambient 
value. As CZTS nanoparticles are inherently inhomogeneous (chapters 3, 5), this may 
result from inks of particles that are not well-mixed or poor sampling of the nanoparticle 
batch. We do see that the film breakdown at 500 °C for 5 mins has resulted in significant 
compositional inhomogeneity in the film as indicated by the large error bars. After 
selenization (Figure 6.35b), the films baked in air are more similar in composition. 
Selenization has been shown to have this homogenizing effect previously (Figure 5.5).16  
For the films baked in N2 prior to selenization, decreased variability is observed 
than in air, but still we expect no change between ambient and 150 °C (Figure 6.36a). 
Baking at 500 °C in N2 for 5 mins resulted in thinner films (Figure 6.30), but we do not 
see major compositional changes. This suggests that either elements are lost uniformly or 
the thinness is the result of pre-sintering and densification only. Detailed 
thermogravimetric analysis of these films in air and N2 prior to selenization would help 
elucidate whether mass loss is occurring at these steps and to what extent. After 
selenization (Figure 6.36b), there is more variation than expected, but the compositions 
are not that dissimilar when compared with the composition prior to selenization. To gain 
further confidence in these results, comparing with secondary ion mass spectrometry 
(SIMS), inductively coupled plasma mass spectrometry (ICP-MS), and other techniques 





Figure 6.35. SEM-EDS results of films baked in air (a) before and (b) after selenization. Significant 
variability has been caused by the film breakdown by baking at 500 °C for 5 min. The difference in 
composition between ambient and baking at 150 °C leads us to question this data point. Error bars indicate 
one standard deviation. 
 
Figure 6.36. SEM-EDS results of films baked in N2 (a) before and (b) after selenization. Reduced variation 
compared to films baked in air is observed, though the difference in composition between ambient and 
baking at 150 °C is unexpected. Error bars indicate one standard deviation. 
6.7 Conclusions 
We have studied the effect of baking nanoparticle films in air and N2 at varying 
temperatures and times. Both the phases present (determined by XRD and Raman) and 
morphology (determined by SEM imaging) can be significantly affected by these 
variables. In short, baking in air at 500 °C can result in significant film breakdown and 
poor sintering following selenization. Baking in N2 at 500 °C can result in SnS formation, 
pre-sintering (when baked for 5 mins at this temperature), and potentially material loss. 




grains after selenization, though it did not inhibit the formation of the selenide phase. 
Baking in air at or above 300 °C also reduced the formation of MoSex at the back contact 
compared to baking in N2. Full coverage of dense, micron-sized grains with minimal 
voids was only observed for baking in air at 300 °C or baking in N2 at 150 °C. However, 
there are many additional variables such as the initial film composition and film thickness 
that will need to be better controlled in future studies for increased understanding of the 
many variables at play in the densification of CZTS nanoparticles. Our current practice of 
baking nanoparticle films in air at 300 °C for 1 minute appears to be fairly optimum in 




CHAPTER 7. A PURE SOLUTION APPROACH TO CADMIUM TELLURIDE 
SOLAR CELLS 
7.1 Introduction 
Cadmium telluride solar cells have attained efficiencies as high as 21.5% and 
open circuit voltages above 1V.225 Industrially, CdTe is deposited via a high-rate vapor 
transport method, similar to lab-based close space sublimation routes. However, there has 
also been a strong effort to develop solution-based routes to CdTe photovoltaics to take 
advantage of low-cost, high-throughput, roll-to-roll technologies and flexible, lightweight 
substrates. One of the more successful solution-based routes to photovoltaic-quality CdTe 
thin films has been via nanocrystals.226–231 In recent work, efficiencies have reached over 
12% for CdTe nanocrystals sintered in air at 350 °C.227 Spray pyrolysis techniques have 
also been investigated, though there is little information on the success of using this 
technique for high efficiency devices.232–235 Electrodeposition of CdTe has also been 
investigated.236–238  
 In this study, we present an alternative solution-based approach through 
successive coatings of a thiol-diamine solution of Cd and Te precursors followed by 
annealing. The attractiveness of developing a molecular solution route is the prospect of 
directly applying a film of dissolved precursors in a simple one-step process. Such 
techniques have recently been successful for Cu(InxGa1-x)(SySe1-y)2 , Cu2ZnSn(SxSe1-x)4, 
and other metal chalcogenide (MC) films.54,55,100–103,105,107,239–241 However, the only CdTe 
molecular solution approach of which we are aware was reported as unsuccessful and 
used hydrazine as the solvent.242  
The molecular solution approach to MCs has typically been limited by the ability 
to dissolve the chalcogen. For metal sulfides this is less of an issue as thiols, thiourea, and 




thiol-amine mixtures have recently been used to overcome this.243,244 Additionally, many 
metal sulfides can be easily converted to selenides by annealing in Se vapor, resulting in 
decreased need to dissolve Se.64,112 Solvents that dissolve Te are even less common. 
Trioctylphosphine and ionic liquids have been used, but are difficult to remove from the 
final film due to low volatility.245,246 Tellurium has also been dissolved in hydrazine-
based mixtures,232–235,247 using anodic dissolution in acidic solutions,248 and to low 
concentrations in basic solutions.249 Reduction of Te with NaBH4 has also been reported 
but necessarily introduces significant Na to the solution.250 Te has recently been reported 
to dissolve in ethylenediamine (en)-thiol mixtures.243 As this solution offers tunable 
volatility based on thiol choice, we selected the en-thiol system for this study.  
 
7.2 Experimental  
7.2.1 Materials 
Te powder (30 mesh, 99.997%), ethylenediamine (≥99.5%), 1-propanethiol (99%), 
ethanethiol (97%), 1-hexanethiol (95%), and FTO-coated glass (Pilkington TEC 15, ~13 
Ω/sq) were obtained from Sigma Aldrich and used without purification. Handling of all 
chemicals was done in a nitrogen filled glove box. CdCl2, (ultra dry, 99.996%) was 
obtained from Alfa Aesar and handled in a nitrogen filled glove box. Copper pellets 
(99.999%) and gold shot (99.99%) were obtained from Kurt J. Lesker Company. ITO-
coated glass is prepared in house using RF sputtering onto soda lime glass (Howard 
Glass). 
 
7.2.2 Solution Formulation 
Successful molecular solutions methods typically require a solvent system in 
which the precursors are soluble, but the desired semiconducting material is not or 
subsequent coatings can dissolve already deposited material. To test the suitability of en-
thiol for CdTe, we added 0.4 mmol of CdTe to 4 mL of a 4:1 volumetric mixture of en 




solution became slightly red-purple in color, but most of the CdTe remained undissolved, 
suggesting that if Te and Cd sources could be co-dissolved it could be used to prepare 
CdTe films of tailored thicknesses through successive coatings. 
 For the films demonstrated here, 1-propanethiol (pt) was paired with en, though 
other thiols and diamines can be used. The smallest diamine and a low-boiling thiol was 
chosen to enhance volatility of the solvent. A typical precursor solution is formed by 
dissolving 0.2 M Te and 0.2 M CdCl2 in a 3:1 volumetric mixture of en and pt, resulting 
in a dark red, opaque solution nearing saturation. It is desirable to use as concentrated a 
solution as possible to reduce the number of coatings needed and promote film density. 
CuCl may also be added in trace amounts as a dopant to this solution, as Cu is 
known to have beneficial doping properties for CdTe.251 When this method was used, we 
initially targeted 5 ppm CuCl in the solution compared with the concentration of CdCl2. 
As CdCl2 is dissolved most often at 0.2 M, this requires a solution that is 1E-6 M CuCl. 
This is accomplished by successive dilution. First, 0.4 mmol (39.6 mg) of CuCl is 
dissolved in 4 mL of a 3:1 en-pt volumetric mixture, resulting in a 0.1 M solution. Thirty 
µL of this solution is then diluted in 5.970 mL of 3:1 en-pt resulting in a 0.0005 M 
solution. One can then calculate how much of this solution to add to the CdCl2-Te 
precursor solution to achieve the 5 ppm target. For a 13 mL 0.2 M CdCl2-Te precursor 
solution, this requires adding 26 µL of the CuCl solution. Note that the addition of 26 µL 
changes the final concentration of the solution slightly and could be adjusted by initially 
using 12.974 mL of en-pt in formulating the CdCl2-Te solution, though the difference in 
final concentration is not large.  
CuCl inclusion was used for the films shown in Figure 7.2, but has not been 
shown to have any beneficial or detrimental effects to this point. A more common 
alternative to this method is to evaporate Cu or include Cu in the back contact and then 
diffuse it into the CdTe absorber. This second method has been found to be more 





7.2.3 CdS Deposition 
FTO-coated glass is cleaned by rinsing with ultrapure water, then sonicating in an 
ultrapure water for at least 30 minutes and rinsing again. CdS is deposited via a water-
based chemical bath deposition. Briefly, 22 mL of 0.015 M CdSO4, 28 mL of 30% 
NH4OH, and 150 mL of ultrapure water are added to a beaker while the cleaned FTO-
glass is briefly soaked in ultrapure water. The precursor mixture is poured into a 500 mL 
jacketed beaker (previously heated to 65 °C) and the FTO-coated glass is then immersed 
by suspending above a gently turning stir bar (~60 rpm) using a hemostat. After one 
minute, 5.5 mL of a 0.75 M thiourea solution are poured into the beaker and the reaction 
proceeds for ~40 more minutes (about 41 mins total). However, at the 11, 21, and 31 
minute marks an additional 5.5 mL of 0.75 M thiourea are added.  
After ~41 minutes, the sample is removed and rinsed with ultrapure water, 
resulting in a CdS thickness of ~200 nm. After CdS deposition, the films are dried under 
a stream of nitrogen and then baked in air in a convection oven at 120 °C for 5 minutes to 
remove trace water. The films are brought into the glove box and typically are annealed 
on a hot plate for 10 minutes at 400 °C prior to applying the CdTe coatings. As a result of 
this baking the CdS films typically transition from yellow-orange to more orange in color 
and show some increased resistance to dissolution in the thiol-diamine mixture. 
 
7.2.4 Spin Coating   
Formulated precursor solutions are spin coated onto a 1-inch x 1-inch piece of 
FTO- or ITO-coated glass (usually previously coated with CdS) and then baked on a hot 
plate at 500 °C for 90 s. The coating-baking process is repeated 35-40 times to achieve 
films approx. 1.5 µm in thickness. If coating directly on FTO-coated glass, it is necessary 
to clean the glass several times with ethylenediamine and lint-free, clean room wipes to 
modify the surface properties to enable uniform wetting of the surface with the precursor 
solution. This may also help when CdS has been previously deposited. To achieve 
uniform coatings, it is important to apply enough precursor solution to cover the entire 




which the glass spins at 500 rpm for 5 s, followed by rapid ramping to 1100 rpm for 40 
seconds. At this point the film is mostly dry and is directly placed on a pre-heated hot 
plate at 500 °C. After 90 s it is removed from heat and allowed to cool on thin Al foil fins 
to avoid thermal stress to the glass and film. After about 2 minutes the glass can be 
placed on an Al block for final cooling to room temperature. Adequate cooling between 
coatings is important for reproducible coatings. 
 
7.2.5 Annealing 
The as-coated films are then sealed in an evacuated glass ampoule by collapsing 
and sealing the walls of the ampoule by heating with a butane torch while under vacuum. 
The ampoule is introduced into a pre-heated tube furnace for 30-90 mins at temperatures 
between 550-620 °C. This study will emphasize 550 °C for 30 minutes, which has 
provided the best results. Only limited discussion of other temperatures will be given. 
Note that in contrast to metal sulfide and selenide films which are often annealed in the 
presence of chalcogen vapor,14,112 this is not done here. Additionally, we do not add a 
CdCl2 or other chloride source at part of the annealing as is often done for CdTe solar 
cells.252–256  
 
7.3 Results and Discussion 
The as-coated films are predominantly CdTe as determined by PXRD (Figure 7.1), 
though we see the evidence of some unincorporated trigonal Te by the minor peaks at 
27.6, 38.3, and 40.5 degrees 2θ. Additionally, there are three minor peaks below 15 
degrees 2θ, though the precise phase has not been identified. Once annealed, the films 
show excellent phase purity. Peaks due to the FTO-coated glass substrate are indicated by 
an asterisk and an artifact peak due to a small amount of Cu-Kβ radiation from the 






Figure 7.1. PXRD of as-coated and annealed films. As-coated films exhibit a small amount of Te and other 
unknown peaks below 15° 2θ. The annealed films appear to be phase pure. Trigonal Te (ICSD collection 
code 96502) and CdTe (ICSD collection code 161692) standards are shown for comparison.                                   
*Substrate FTO peaks, ^Cu-Kβ peak—an artifact of the diffractometer. 
Remarkably, the as-coated films already exhibit significant grain growth, though 
the presence of precursor residues is also evident around the grains (Figure 7.2a). The 
small grains on the surface of the as-coated films, have been characterized to be Te-rich 
and give rise to the small Te signal in the PXRD (Figure 7.3). The precursor residues and 
Te-rich phases are largely consumed or volatilized during annealing to yield dense, 
micron-sized grains (Figure 7.2b). In some films, more of these small grains may remain, 
though no Te rich phases are present. The annealed films show excellent packing over 
much of the film. Remarkably, this grain growth and microstructure is achieved without 
annealing in chalcogen vapor as is required for metal sulfide and selenide films.103,105,107 
Our initial efforts to anneal these films in the presence of Te vapor have resulted in 





Figure 7.2. Plan view SEM micrographs of (a) as-coated and (b) annealed films after annealing for 30 
minutes at 550 °C in a glass ampoule. Fracture cross sections of (c) as-coated and (d) annealed films. The 
precursor material and small grains on the surface of the as-coated films are largely consumed or 
volatilized by annealing. Dense, micron-sized grains are achieved without annealing in chalcogen vapor. 
Films are approximately 1.5 µm thick. 
 
Figure 7.3. (a) Plan view SEM image of an as-coated film with characteristic small grains on surface of 
film. (b) SEM-EDS line scan results. The at% of Te and Cd track each other well in the large grains as 
expected for the CdTe phase. In contrast, the small grains are observed to be unincorporated Te or highly 




The choice in baking temperature during coating has an important effect on phase 
purity. A baking temperature of 500 °C was used as this resulted in the best incorporation 
of Te into the film. The PXRD of a film whose coatings were baked at 350 °C is shown 
in Figure 7.4, as well as the result after a post-coatings bake at 500 °C for 5 minutes.  We 
observe increased Te compared with the film shown in Figure 7.1 when coatings were 
baked at 500 °C and notice that the post-bake eliminates the Te signal (Figure 7.4). We 
believe this to be due to improved Te incorporation, but can also be due to volatilization 
of residual Te, which melts ca. 451 °C and begins to have an appreciable vapor pressure 
thereafter.257 
 
Figure 7.4. PXRD of a film coated at 350 °C showing increased Te content compared to films baked at 
500 °C (Figure 7.1).  Note that when a post-bake is done for 5 minutes at 500 °C the Te signal disappears. 
 The annealing temperature in the tube furnace is another important process 
sensitivity. For temperatures in the range of 550-600 °C, the films have quite similar 
microstructure. A significant observation is that by 620 °C, CdTe begins to have an 
appreciable vapor pressure such that on cooling, we see the condensation of large CdTe 
grains scattered on the surface of the original film. This can be seen both in plan view 




nearing temperatures used for close space sublimation and vapor pressure correlations 
confirm the significant vapor pressure of CdTe at 620 °C.254,258 The phase of these grains 
has been confirmed to be CdTe from XRD and SEM-EDS, and are not Te-rich phases as 
in the case of the small grains observed in Figure 7.3. The microstructure of these films 
are otherwise quite similar to the ones processed at 550 °C (Figure 7.2). 
 
Figure 7.5. SEM image of (a) plan view and (b) cross section of a film annealed at 620 °C in an ampoule 
for 30 mins. Large grains of CdTe condense on cooling as a result of the appreciable vapor pressure of 
CdTe at 620 °C. 
SEM-EDS was performed over an area of at least 20 × 20 μm2 to obtain a 
representative bulk elemental composition of the films. Table 7.1 shows the ratios—
based on their atomic percentages—of the major elemental constituents. Te/Cd is nearly 
one for both the as-coated and annealed films as expected.  Both films contain a small 
amount of S, which arises from both the CdS layer and reaction of some of the thiol 
before evaporating. Annealing seems to marginally reduce the remaining S in the film. A 
significant amount of Cl remains in the as-coated films, as well. After annealing, the Cl 
concentration is reduced by about an order of magnitude. The removal of Cl is desirable 
as it can function as an n-type dopant or deep level trap in large quantities.259,260 Carbon 
also remains in large quantity, even after annealing, though we do not observe the 




Table 7.1. Elemental ratios based on the at% composition as determined by SEM-EDS of the as-coated and 
annealed films. 
 
The S signal observed is unlikely to be from the CdS layer as we do not observe 
any Sn signal from the FTO and the CdS layer is a thin layer (~200 nm) deposited 
directly on the FTO. Rather, S indicates that either the CdS layer has been incorporated 
into the film and/or reaction of the thiol occurs before it evaporates. Both are likely 
sources as we have observed CdS to have appreciable solubility in en-pt and thiols are 
often used as S sources for other MCs.107,241 Additionally, when a CdS layer is omitted, 
we still see S in the film in EDS. As CdS is an n-type semiconductor, S impurity is likely 
to lead to inferior electronic properties.  
While the PXRD shown in Figure 7.1, does not immediately indicate CdS, a close 
look at the peaks at large 2θ, reveals that they are shifted to higher 2θ with respect to the 
pure CdTe standard (Figure 7.6). This suggests the uniform incorporation of small 
amounts of S throughout the film. The peak positions of the (422) peak are estimated to 
be 71.48° and 71.40° 2θ for the as-coated and annealed films, respectively. For the 
(511)/(333) peak they are estimated to be 76.57° and 76.45° 2θ. Using the published peak 
positions for zinc-blende CdS and CdTe (ICSD coll. codes 81925 and 161692) and 
assuming linear shifting with S incorporation as expected by Vegard’s Law,262 the 
shifting observed in these peaks corresponds to an average S/Te ratio of 0.02 (as-coated) 






Figure 7.6. Detailed view of PXRD showing shifting of the (422) and (511)/(333) peaks, indicative of S 
incorporation in the film. Using the published peak positions for zinc-blende CdS and CdTe (ICSD coll. 
codes 81925 and 161692) and assuming linear shifting with S incorporation, the shifting observed in these 
peaks corresponds to an average S/Te of 0.02 (as-coated) and 0.01 (annealed), in good agreement with the 
EDS data reported in Table 7.1. 
 A more precise determination of the S distribution within the film was made by 
analysing a focused ion beam (FIB) lift-out cross section of a film coated on ITO-coated 
glass without a CdS layer. Figure 7.7 shows a scanning transmission electron microscopy 
high angle annular dark field (STEM-HAADF) image and a STEM-EDS line scan across 
the cross section. In accordance with the PXRD results, we observed a small amount of S 
throughout the film. Additionally, we observed a small CdS grain at the CdTe-ITO 
interface. While we did not observe the CdS grains in great abundance throughout the 
film, whenever we observed them in the FIB sample they were located at this interface. 





Figure 7.7. (a) STEM-HAADF image of a FIB specimen prepared from a completed device, indicating the 
location of a STEM-EDS line scan. (b) STEM-EDS profile of the film revealing a small CdS grain at the 
CdTe-ITO interface, indicating some reaction of the thiol used in formulating the precursor solution. A 
rotated slice of the HAADF image is reproduced for clarity. 
 The distribution of chlorine in the film was also investigated. Figure 7.8 shows a 
low magnification SEM image of an as-coated film, which shows regions of lighter (R1) 
and darker (R2) contrast. When SEM-EDS is performed on each region, we find that R1 




0.035 (as obtained from the atomic percentages). For R2, it is 0.19. The Cl/Cd ratio for 
the entire region combined is 0.12, consistent with the film characterized in Table 7.1.  
 
Figure 7.8. SEM image of an as-coated film showing regions of light (R1) and dark (R2) contrast that 
correlate with Cl concentration. When EDS is performed on each region, we find that R1 has a Cl/Cd ratio 
of 0.035 (as obtained from the atomic percentages). For R2, it is 0.19. The Cl/Cd ratio for the entire region 
combined is 0.12. 
We also zoomed in to the boundary between the two regions to map the elemental 
distribution and see how the Cl was distributed at the grains (Figure 7.9). We find that Cl 
indeed correlates well with the darker regions of the film and is highest in concentration 
in regions around and between grains rather than inside the grains. This is consistent with 
other reports that have found that Cl congregates at the grain boundaries when doped into 
CdTe and even substitutes for Te a few unit cells into the grain.263 In our case, however, 
the Cl is at levels much greater than dopant levels. Where Cl is high, Te is lower, 
indicating a likely Cd-Cl or Cd-Cl-Te phase in those regions, resulting from partially 




may be preferentially diffused from the glass toward the Cl. Elements C, S, and In appear 
to be fairly well distributed throughout the film. Annealing reduces the Cl concentration 
by an order of magnitude and appears to be more uniformly distributed as there are no 
longer regions of light and dark contrast. 
 
Figure 7.9. SEM-EDS map at boundary of light and dark regions of an as-coated film on ITO-coated glass 
without a CdS layer. Where Cl is high, Te is lower, indicating a likely Cd-Cl or Cd-Cl-Te phase in those 
regions. Na is also slightly higher where Cl is high, suggesting Na may be preferentially diffused from the 
glass toward the Cl. Elements C, S, and In appear to be fairly well distributed throughout the film. 
Preliminary efforts to fabricate solar cells have emphasized a superstrate 
configuration of FTO-CdS-CdTe-Cu/Au. For our highest performing device, we chemical 
bath deposited CdS (~200 nm) on FTO (Tec 15), which we then annealed in the glove 
box at 400 °C for 10 minutes. We then deposited 35 coatings of the CdTe layer as 
previously described. Additionally, every 5 coatings we removed the sample from the 
glove box and baked it for 2 mins at 350 °C in air to incorporate oxygen in the growth 
process, as is usually beneficial for CdTe devices.254 After all the coatings were applied, 
the sample was annealed in a tube furnace at 550 °C for 30 mins. We then performed an 
NP etch as described by Rose et al.254 The bottom contact is applied by thermally 
evaporated 4 nm of Cu, followed by 150 nm of Au. The sample was then annealed in air 




Power conversion efficiencies under AM 1.5 G illumination have been modest, 
reaching up to 0.5% (Figure 7.10), with VOC of 0.46V, JSC of 3.89 mA/cm2 and FF of 
30%. We observe poor rectifying behavior and significant shunting which is further 
evidence of the consumption of the CdS layer.  
 
Figure 7.10. J-V response of a finished CdTe cell based on a standard FTO-CdS-CdTe-Cu/Au architecture. 
The device area was estimated by image analysis at ~0.065 cm2. Significant performance variability can 
exist across a sample.   
In addition to the CdS layer consumption, additional limitations may also be the 
presence of C, Cl, and S impurities previously discussed. In principle, Cl should be the 
easiest to remove by simply changing the Cd salt. We have attempted to replace CdCl2 
with elemental cadmium, cadmium oxide, and cadmium acetate with limited success. To 
dissolve elemental Cd in appreciable concentrations, we have found that dithiol-amine 
mixture must be used. As Te requires a diamine, we are limited to a lowest boiling 
solvent combination of 1,2-ethanedithiol and ethylenediamine. This mixture is known to 
crystallize at room temperature,265 making its use quite difficult. Cadmium oxide 
dissolves more easily, but we have had difficulty obtaining uniform coatings from this 
solution. Cadmium acetate has been the most promising as it results in uniform coatings. 
Unfortunately, by replacing CdCl2 we can no longer achieve the desired grain growth 
(Figure 7.11) and have not achieved functioning devices. We have also tried partially 




there would be enough Cl to promote grain growth, but not so much that it would remain 
in detectable quantities in the film. However, the films prepared by this method 
demonstrate morphologies similar to those seen in Figure 7.11. 
 
Figure 7.11. CdTe films prepared with Cd(CH3CO2)2 in place of CdCl2 to eliminate the Cl contamination 
present in final films. As seen from the (a) SEM cross section and (b) plan view image, using this precursor 
we are no longer able to achieve the large, dense grain growth.  
 To further understand the electronic effects of Cl and S contamination in the film, 
we performed hot point probe measurements at many locations across the surface of the 
film. In a hot point probe measurement, two electrodes from a simple multimeter or 
Keithley are placed on the film. The positive lead is heated, often by touching it some 
distance from the film with the tip of a soldering iron. The heated positive lead will excite 
carriers and cause them to diffuse toward the negative lead. If the material is p-type, the 
carriers are holes. As the holes diffuse away, the positive lead becomes negatively 
charged with respect to the negative lead and a negative voltage is read. When the 
material is n-type, electrons are the majority carrier. As they diffuse away from the 
positive lead, the lead becomes positively charged resulting in a positive voltage on the 
meter. This effect is summarized in Figure 7.12. Ideally, these measurements should be 
done on a bulk semiconductor or on thin films coated directly on glass to avoid any 
possible interference with transparent conducting oxides and contact materials. For our 




positive voltage is read, indicating non-uniform semiconducting properties. This is 
indicative of the effects of the contaminant elements in the films. 
 
Figure 7.12. Diagram showing set up of a hot-point probe measurement in which a negative and positive 
electrode connected to a multimeter are placed on a semiconducting film. The positive electrode is then 
heated and a voltage is read. As carriers diffuse away from the heated probe, this results in a voltage 
difference. For a p-type material, holes (the majority carrier for p-type materials) diffuse away leaving a 
negatively charge probe and a negative voltage is read. For n-type materials, electrons diffuse away leaving 
a positively charged probe and a positive voltage is read.  
To further characterize the film, time resolved photoluminescence measurements 
were conducted on the films. In this measurement carriers in the film are briefly excited 
by an exquisitely short laser pulse. Excited carriers that relax back to their original state 
radiatively (band-to-band recombination), emit a photon in the process and this photon is 
read at a detector. The decay in intensity of the photons provides information about the 
lifetime of excited carriers in the film. Longer lifetimes result in longer diffusion lengths 
and are an indication of fewer defects. This means you can extract current further from 
the junction into the film and often results in both increased JSC and VOC. CdTe is known 
to have relatively short lifetimes (often less than 1 ns), but this is strongly influenced by 
the sample preparation. For our films, we measured TRPL on completed devices as well 
as bare absorbers. However, due to the high expected surface recombination of a bare 
absorber, we have not trusted that data. TRPL data is shown in for our champion device. 
Immediately we notice that poor signal is obtained from the sample, indicative of poor 
radiative recombination, as expected by the low JSC’s observed for the films. A double 




fitting function is described elsewhere.120 The lowest response that can be measured by 
our instrument is 200 ps, which causes some concern due to the close proximity of our 
data to this limit. Note that the τ1 lifetimes we observe are not unreasonable for other 
high efficiency devices in the literature, but τ2 is significantly different.266 Overall, 
however, the low intensity we observe is the biggest flag that many carriers are 
combining too rapidly to be detected and likely by non-radiative means.   
 
Figure 7.13. Time-resolved photoluminescence on the champion device obtained. Note the poor signal 
obtained from the sample resulting in long collections times and high background counts. τ1 is estimated at 
465 ps and τ2 at 75.7 ns.    
7.4 Conclusions 
In summary, we have presented the first successful pure solution route to CdTe 
thin films using a CdCl2 and Te dissolved in ethylenediamine and 1-propanethiol. Best 
conditions for producing solar cells to this point are by spin coating layers of the solution 
onto FTO-coated, CdS-coated glass, followed by baking at 500 °C on a hotplate for 90 s 
after each coating. When the resulting films are sealed in an ampoule under vacuum and 
annealed in a pre-heated tube furnace at 550 °C, dense, micron-sized grains can be 
obtained. Film thicknesses are around 1.5 µm for 35 coatings. These films can be 
processed into solar cells by performing an NP etch and by applying a Cu/Au contact. 
Ultimately, efficiencies up to 0.5% have been achieved. The devices are limited by 
residual S and Cl contamination that remains in the film. Hot point probe measurements 




contamination.  Additionally, the poor rectifying behavior from J-V analysis may be a 
result of this contamination and/or is a result of the consumption of the CdS layer. The 
consumption of the CdS layer seems to be driven by its observed solubility in the 
precursor solution used, as well as incorporation due to thermal diffusion in the many 
baking and annealing steps.  
Further work is needed to develop strategies that overcome these limitations. 
Among the possible options are the development of precursor solutions that are sulfur-
free, leave reduced Cl in the film (or are Cl free), and leave less carbon in the film. As 
annealing is currently done in a closed system, a flow system may be advantageous in 
volatilizing residual contaminants. The controlled introduction of oxygen in the growth 
process should also improve performance. To avoid the consumption of CdS, alternative 
architectures that place CdS after CdTe deposition may also lead to greater performance.   
Ultimately, this is a promising first step toward the development of pure solution 
deposited CdTe solar cells exhibiting remarkable grain growth which has the potential for 







CHAPTER 8. ROOM TEMPERATURE SYNTHESIS OF LEAD CHALCOGENIDE 
NANOPARTICLES AND NANOSTRUCTURED MICROPARTICLES IN THIOL-
AMINE MIXTURES AND THEIR USE IN THERMOELECTRICS 
8.1 Introduction 
Lead chalcogenides have emerged as excellent materials for quantum dot (QD) 
photovoltaics as well as thermoelectric devices. Solar cells made from PbS quantum dots 
are the most efficient of QD solar cells, reaching an efficiency of 8.6%.267 In addition, 
lead chalcogenides (PbTe, PbSe, PbS, and their alloys) are among the top performing 
thermoelectric materials.268–274 However, widespread terrestrial deployment of solar cells 
and thermoelectrics based on lead chalcogenides requires their production at industrial 
scale in a cost-effective manner.275 Thermal activation at temperatures up to a few 
hundreds of degrees is typically required to react the raw materials and produce lead 
chalcogenides. This makes their production expensive.276 Therefore, altering the raw 
material chemistry for the room temperature formation of lead chalcogenides is an ideal 
path for their economical production at commercial scale. Such room temperature 
production of lead chalcogenides also facilitates the use of printing, slot-die coating, and 
other scalable roll-to-roll techniques. Room temperature production further enables 
compatibility with cost-effective, lightweight, and flexible substrates for deposition of 
nanoparticle films. Whereas high temperature depositions and syntheses often require 
quartz, ceramics, or metal foil substrates, low-temperature processes enable the use of 
polymer films, which are more flexible, cost effective, lightweight, and conserve high 
value metals. The technique also offers potential as a one-step synthesis and deposition 
medium due to the relative volatility of the solvents used. In this context, we present the 




microparticles in a thiol-amine solvent mixture. In addition, we present for the first time 
the synthesis of highly compositionally controlled PbSxSe1-x nanoparticle alloys at room 
temperature using this technique—a task which has typically required high temperature 
annealing.    
 Recently, thiol-amine mixtures have shown great promise for molecular-
precursor-based, solution-processed thin films due to the mixtures’ ability to dissolve a 
host of salts, chalcogens, and even pure metals.103,104,106,107,244,265 Interestingly, while 
thiol-amine mixtures are able to dissolve many metal and metalloid chalcogenides,103,265 
and form stable solutions of metal salts and dissolved chalcogens, lead salts and 
chalcogens tend not to form stable solutions when combined. When a chalcogen solution 
in thiol-amine is added to a solution of a lead salt in thiol-amine, the lead chalcogenide 
species nucleates immediately at room temperature for most thiol-amine pairs. When 
many other metal salts are dissolved in this manner and combined with a chalcogen 
solution, no precipitation is observed or the precipitate is not the phase pure metal 
chalcogenide (see Tables E1/E2 and Figure E1, Appendix E). Similar findings for the 
dissolution of metal oxides and their combination with chalcogen solutions were recently 
reported.241 While the precipitation of phase-pure PbTe was reported (as well as impure 
PbSe), our ability to synthesize other phase-pure lead chalcogenides results from tailoring 




The following were purchased and used without further purification from Sigma 
Aldrich: lead(II) iodide (PbI2, 99.999%), lead(II) bromide (PbBr2, 99.99%), sulfur 
powder (S, 99.98%), n-butylamine (99.5%), 1-propanethiol (99%), 1,2-ethylenediamine 
(≥99%), 1,2-ethanedithiol (≥98%), and tellurium powder (99.997%).  
Selenium powder (99.999%), lead(II) chloride (PbCl2, 99.999%),  1,3-




obtained from Alfa Aesar. Note that Se is supplied in the monoclinic allotrope: Se8, space 
group P1 21/n 1(14). 
 
8.2.2 Chalcogen Solution Preparation 
 Chalcogen solutions were prepared by dissolving them in various thiol-amine 
solutions. Sulfur is found to dissolve readily in short chain amines (e.g. n-butylamine), 
but dissolution is slower in larger amines (e.g. oleylamine). When a monoamine is used 
to dissolve sulfur, a clear red-orange solution results whereas the solution is green for 
diamines. When dissolved in a thiol-amine mixture, the sulfur solution is clear and 
colorless except at concentrations exceeding 1 M, where a yellow solution is obtained 
(monoamines). Selenium will not dissolve in an amine or thiol alone at room temperature, 
but will dissolve rapidly in any thiol-amine pair we tested244 to form an opaque, dark red 
solution, though when dissolved in diamines and dithiols the solution may be more 
transparent.243 Te is the most difficult to dissolve of the chalcogens and will dissolve only 
in a diamine-thiol, though either a mono or dithiol may be used. Diamines tested for Te 
dissolution include 1,2-ethylenediamine (en), 1,3-diaminopropane, 1,4-diaminobutane, 
and 1,6-diaminohexane. All of these work for dissolution to at least 0.1 M at room 
temperature with the exception of 1,6-diaminohexane which requires heating to 
approximately 60 °C as it is solid at room temperature. 
 
8.2.3 Lead Solution Preparation 
 Lead precursor solutions were prepared by dissolving PbX2 (X = chlorine, 
bromine, or iodine) in various thiol-amine pairs. When dissolved in a thiol-amine, a clear 
solution with a light yellow color is obtained (colorless for PbCl2). In general, it is 
observed that dissolution is more rapid in the smaller chain thiols and amines and that 
short-chain dithiols and diamines exhibit the most rapid dissolution. As a safety 
consideration, thiols and amines are both moderately toxic as pure substances and both 




of studies concerning the toxicity of the mixture so caution is urged. The reader is 
referred to Appendix E for additional details on material compatibility. 
 
8.2.4 Lead Chalcogenide Synthesis 
 In a representative synthesis, a chalcogen solution is injected into a PbX2 solution 
of equal concentration at room temperature in a nitrogen-filled glove box. For the case of 
S and Se the solutions are prepared in a 1:1 volumetric mixture of n-butylamine (BA) and 
1-propanethiol (PT), whereas for Te 1:1 volumetric mixtures of en and PT are used. 
Figure 8.1 shows the resulting particles obtained by injecting 4 mL of 0.1 M chalcogen 
solution into 4 mL of 0.1 M PbI2. The corresponding lead chalcogenide immediately 
precipitates. Each reaction mixture is then poured into a 25 mL centrifuge tube, and 
washed as described in Appendix E. Similar results were obtained when PbBr2 and PbCl2 
were used.  
8.3 Results and Discussion 
The particles prepared by these methods are characterized to determine their 
material properties. From the PXRD in Figure 8.1, we do not observe impurity peaks in 
any of the three instances. The additional small peak between the (111) and (200) peaks 
in the PbTe sample (Figure 8.1f), is due to incomplete filtering of the Cu Kβ signal from 
the x-ray source. This peak is not observed when operating the diffractometer in parallel 
beam mode, which confirms this interpretation.  While the synthesis of pure PbTe and 
impure PbSe has been reported from the dissolution of metal oxides,241 no report of room 
temperature synthesis of pure phase PbSe in thiol-amine is previously available. This is 
also the first report of a room temperature monoamine-thiol route to PbS, though a 





Figure 8.1. SEM micrographs of PbS (a), PbSe (b), PbTe (c) and corresponding PXRD patterns shown 
below each (d-f). The insets to (a) and (c) show a detailed view of the surface morphology. ICSD collection 
code numbers 38293, 62196, 96500, and 96502 were used for the PbS, PbSe, PbTe, and Te standards, 
respectively. 
Interestingly, the PbS nanoparticles (Scherrer size ~13 nm) self-assemble into 
spheres as shown in Figure 8.1a. The inset to Figure 8.1a shows the surface morphology 
of the spheres. At first glance, it appears to indicate that the spheres are made up of self-
assembled particles. The fact that the spheres fracture into nanoparticles under high 
electron beam currents and alternative washing procedures confirms that this is in fact the 
case. The density of particle packing also may vary and in particular may be less dense as 
the number of washes is increased. It is remarkable that in spite of the irregularity in the 
primary particle size, the particles assemble so well. While more work is needed to 
understand this self-assembly process, washing in alcohols or DMSO seems to promote 
the self-assembly, though some self-assembly is observed prior to washing. However, the 
PbSe particles (Scherrer size ~8 nm) do not self-assemble under the reaction conditions 
used here. The formation of disulfide bonds may be responsible for the assembly of the 
nanoparticles.  It is well-known that thiols react to form disulfides, an oxidation 




nanoparticles react or when thiols decorating nanoparticles react. In contrast to PbS, the 
PbTe seems to form large nanostructured microparticles rather than nanoparticles. A 
range of microparticle morphologies are obtained ranging from highly spherical with 
sharp faceting at the surface to cuboidal with sharp faceting occurring mainly at the 
corners. Though a Scherrer size of ~23 nm is calculated from the data, we have not 
observed the fracturing of the PbTe spheres under the electron beam or by varying the 
washing procedure which suggests that the PbTe microparticles are polycrystalline with 
much smaller crystallite domains. Though the particle sizes obtained here are too large 
and polydisperse to be used for PV and quantum dot applications, there is an opportunity 
to refine the technique, increase size control, and develop its future use. 
 We find that other amines and thiols can also be used to perform the synthesis, 
with a noted effect on size and assembly to be explored in future work. One important 
exception is the use of dithiol-amine mixtures for PbS. For these mixtures, PbS 
nucleation is suppressed, though as the amine:dithiol ratio is varied away from 1:1 it is 
possible to find conditions where nucleation occurs. Varying the ratio and amine used 
provides for easy tailoring of the nucleation threshold (PbS solubility). We also note that 
the use of dithiol-amine mixtures can result in crystallization of the solvent mixture. This 
was reported for 1,2-ethanedithiol (edt)-en mixtures and a crystal structure is provided in 
the report’s ESI.265 We hypothesize that similar structures would be observed for other 
amine-dithiol combinations. This crystallization phenomenon can be suppressed to some 
extent by high solute loading, gentle heating,265 or by using either the dithiol or amine in 
large excess relative to the other. We find that the crystals formed by the mixed solvent 
will also liquefy if exposed to typical lab atmospheres for a period of time. We 
hypothesize that water vapor in the air interrupts the hydrogen bonding of the crystal and 
reacts with the en, which is known to react with moist air. 
 Highly compositionally-controlled nanoparticle alloys of the form PbSxSe1-x were 
obtained by co-dissolving S and Se at various ratios and injecting this into the Pb solution. 
Mixed chalcogen lead alloys have also been shown to have excellent thermoelectric 
properties.270,273,274 In our study we targeted the synthesis of PbSxSe1-x with x = 0, 0.25, 




each mixed chalcogen solution are injected into 5 mL of 0.1 M PbI2 solution in BA-PT. 
All solutions are 1:1 volumetric mixtures of BA and PT. In this table, we also include the 
measured SEM-EDS S:Se, which very closely matches the intended composition. A plot 
of the average lattice parameter as calculated from each peak in the PXRD pattern shows 
a linear trend indicating the system follows Vegard’s law (Figure 8.2). One standard 
deviation is given as the error bar, which results from the small discrepancies in the 
parameter calculation depending on the peak used. Note that the increased noise in the 
PbSe sample, which can be attributed in part to the smaller particle size, results in the 
larger uncertainty in the lattice parameter. SEM imaging found that the alloy 
nanoparticles do not self-assemble. To obtain the desired ratios, 33% excess sulfur was 
needed in the solution. One possible reason for this is that S is more soluble than Se in 
BA-PT and may be less likely to react, preferring to stay in solution at a higher 
concentration. We have also observed that when dissolving S a gas is evolved, which we 
believe is removing sulfur from the system. This is supported by the fact that when lead 
acetate paper is suspended in the headspace above the dissolving sulfur, it is observed to 
discolor and turn light brown. This is not observed when suspended over either PT or the 
PT-BA mixture. H2S is believed to be the species leaving the system as this would result 
in PbS formation on the lead acetate paper. H2S is also known to be produced when 
sulfur is dissolved in amines.187 The rate at which this gas is evolved may have 









Figure 8.2. PXRD of PbSxSe1-x alloy nanoparticles synthesized using a co-dissolved S/Se precursor (a); 
plot of the average lattice parameter versus measured composition (SEM-EDS) as calculated from the 
peaks in the PXRD pattern (b). The error bars represent one standard deviation from the mean, as the 
calculated parameter differs slightly depending on the peak used. 
Alloys of the form PbSexTe1-x and PbSxTe1-x were also targeted by injecting a co-
dissolved Se-Te solution and S-Te solution. Interestingly, in these cases compositionally 
uniform particles are not obtained. Instead, a range of compositions is obtained. We 
hypothesize that the difficulty in synthesizing the alloy tellurium compounds results from 




reactivity resulting in non-uniform incorporation. More work is underway to understand 
these systems and control the chemistry. 
To determine the suitability of the material synthesized using this technique for 
thermoelectric applications, the synthesized powders were pelletized and characterized 
for their thermoelectric properties. Our initial measurement has focused on PbSe. Gram 
quantities of PbSe were obtained by scaling the reaction to 43.4 mL solutions of 0.2 M 
PbI2 and 0.2 M Se, each in 1:1 molar mixtures of BA and PT. The washed particles were 
pressed into pellets of 12.5 mm diameter and 1-2 mm thickness using hot uniaxial 
pressing for 1 hour in nitrogen via a boron nitride (BN) coated steel die at 300 MPa and 
700 K. The pellets were further annealed in an atmosphere of hydrogen at a temperature 
of 900 K for 2 hours. While this is a high annealing temperature, it is more than 500 K 
less than the conditions under which Bridgman growth is performed279 and avoids the 
additional hassle and cost of the typical ball milling step. 
To characterize the thermoelectric performance of the annealed pellets, the 
variation of their Seebeck coefficient, electrical conductivity, and thermal conductivity as 
a function of temperature was measured. The analogue subtraction method and 4-point 
probe measurement were respectively employed for measuring the Seebeck coefficients 
and electrical conductivities of the pellets.280 For the determination of the pellet thermal 
conductivity (κ), the following were measured experimentally: pellet density (ρ) using 
Archimedes principle, heat capacity (Cp) using differential scanning calorimetry (DSC), 
and thermal diffusivity (α) using laser flash measurement. Using the measurements, κ 
was determined using the relationship, 𝜅𝜅 = 𝛼𝛼𝛼𝛼𝐶𝐶𝑝𝑝. 281–283 All measurements were 
performed in a vacuum of 1 mTorr or lower. The thermoelectric figure of merit (zT) of 
the pellets was calculated using the well-known relationship, 𝑧𝑧𝑧𝑧 =  𝑆𝑆2𝜎𝜎𝑧𝑧 𝜅𝜅⁄ .281–284 These 





Figure 8.3. Thermoelectric performance parameters of PbSe pellet including Seebeck coefficient (a), 
conductivity (b), thermal conductivity (c), and zT (d). The open, blue points correspond to extrapolated 
values obtained by using the thermal conductivity at 550 °C for all points thereafter to give a conservative 
estimate of zT at higher temperatures. 
The measured Seebeck coefficients of PbSe pellets in the temperature range of 
300-700 K were found to be negative, indicating n-type semiconductivity (Figure 8.3a). 
The magnitude of the Seebeck coefficients increased with temperature from 300 to 625 K, 
followed by a slight decrease from 625 to 700 K. A maximum Seebeck coefficient of -
147 µV/K was observed at 625 K. Both the n-type behavior of PbSe and the measured 
values of Seebeck coefficients were as expected, especially at low temperatures. 
However, the high temperature Seebeck coefficients are found to be lower than 
expected.279 The electrical conductivity of the pellet also increased with temperature 
(Figure 8.3b). A peak electrical conductivity of 44 S/cm was observed at 675 K. The 
measured electrical conductivities were observed to be on par with those reported in 




those observed in doped PbSe samples.279 From these observations, it could be concluded 
that the PbSe synthesized is not degenerately doped. In non-degenerately doped 
semiconductors, increase in temperature leads to an increase in electrical conductivity 
due to increase in number of charge carriers. Furthermore, classical semiconductor theory 
dictates that the Seebeck coefficient and electrical conductivity are inversely related to 
each other, i.e. as the Seebeck coefficient increases the electrical conductivity of the 
material should decrease.284 However, in our PbSe samples, both the Seebeck coefficient 
and electrical conductivity simultaneously increase with temperature in the 300-625 K 
interval. This behavior may be indicative of unique interface properties in the PbSe 
samples fabricated. As the nanoparticles were synthesized using organic molecules 
containing amines and thiols, these ligands decorate the nanoparticle surfaces. Upon 
assembly of the nanoparticles into pellets, these organic molecules likely reside at the 
interfaces between the coarsened particles and alter the interfacial properties, specifically 
the barrier height for electronic transport. In turn, the altered barrier height allows for 
scattering low energy charge carriers and allows for the simultaneous increase of the 
Seebeck coefficient and the electrical conductivity. This phenomenon was recently 
observed in conjugated organic molecule functionalized Zn3P2 nanowires by the 
Vaddiraju group.281,284 
The thermal conductivity of the pellets ranged from 2.2 W/(m∙K) to 1.8 W/(m∙K) 
in the 300-600 K temperature regime (Figure 8.3c). Thermal conductivities of the pellets 
decreased with increased temperature. A minimum thermal conductivity of 1.8 W/(m∙K) 
is achieved in this pellet at 573 K. Due to instrument limitation, the thermal conductivity 
was measured only until 573 K. For predicting the zT of the samples at higher 
temperatures, the thermal conductivity value of 1.8 W/(m∙K) was employed for all 
temperatures above 573 K. As the thermal conductivity is expected to decrease with 
increase in temperature this extrapolation is considered conservative and within error. 
The zT values of the pellets increased with temperature in the 300-700 K 
temperature regime. A maximum zT value of 0.26 is estimated for the PbSe pellets. The 




no annealing or doping optimization was performed for this report, significant 
opportunity exists to increase the zT values further. 
 
8.4 Conclusions 
In summary we have demonstrated the simple, scalable, room temperature 
synthesis of lead chalcogenide nanoparticles (PbS, PbSe, and PbTe) and their alloys 
(PbSxSe1-x) by mixing of lead halide solutions and chalcogen solutions in thiol-amine 
mixtures. The remarkable self-assembly of irregularly shaped PbS nanoparticles is 
observed. Preliminary efforts to use the undoped PbSe nanoparticles synthesized in this 
manner have resulted in thermoelectric performance comparable to literature results. We 
anticipate a substantial increase in thermoelectric performance can be achieved via 





CHAPTER 9. UNDERSTANDING THE CHEMISTRY OF THE THIOL-AMINE 
SOLVENT SYSTEM 
The data in this chapter were produced in collaboration with Professor Hilkka 
Kenttämaa’s research group. The collection and analysis of the ESI-MS data was 
performed primarily by Priya Murria.  
 
9.1 Introduction 
Solution processing of electronic materials is an attractive alternative to vacuum 
based methods due to its promise of high-throughput, roll-to-roll fabrication at low cost. 
Solution processing of inorganic materials is of particular interest as a means to combine 
the superior electronic properties of inorganic materials and the facile processing of 
organic solutions. Recently, significant work has been done to advance the so-called 
molecular precursor (also molecular solution or pure solution) route to inorganic thin 
films. This route involves the dissolution of appropriate precursors to form a homogenous 
solution, followed by an appropriate coating method, and (usually) subsequent heat 
treatments to promote grain growth of the desired final phase. This method has been 
applied with particular success for Cu(In,Ga)Se2 (CIGS), Cu2ZnSn(S,Se)4 (CZTSSe), 
and other metal chalcogendies.54,55,100–103,105,107,239–241 As we presented in chapter 7, this 
can also now be done with CdTe.  
Solvents with a polar or ionic nature have been used with the greatest success. 
Those of particular interest have been hydrazine/hydrazinium,58,59,242,247,286,287 dimethyl 
sulfoxide (DMSO),55,102 water/alcohols,101,288–290 and solvents containing an 
amino/ammonium group and a thiol group.100,103–107,239,243,244,261,265 It is important to note 




Hydrazine has produced the highest efficiencies up to 15.2%287 for CIGS and 12.7%54,109 
for CZTSSe.  
In this chapter we focus in particular on the solvent systems containing both an 
amino or ammonium group and a thiol group—the “thiol-amine” system. This solvent 
system takes the form as pure amine-thiol mixtures as well as mixtures such as 
thioglycolic acid-ethanolamine107 and ammonium thioglycolate/ammonium hydroxide 
solutions105 in water. Also, thiol-amine components may be added as minor components 
to assist dissolution. For example, in one study ethanolamine and thioacetamide were 
added to ethanol solutions to achieve the desired dissolution.58 Recent work has 
demonstrated the incredible flexibility of the amine-thiol solvent system in dissolving a 
host of salts and precursors that are insoluble in either solvent by itself.243,244,265 An 
advantage of the amine-thiol system is the ability to dissolve many metals, metal 
chalcogenides, and chalcogens directly, whereas most other systems can dissolve only 
salts and chalcogen containing species like thiourea.100,104,243,244,261,265 This has the 
potential to reduce contamination in films by eliminating counterions of salts that may 
leave residues or defects in the film.  
However, little is known about the solution chemistry enabling this powerful 
solvent. This fundamental understanding is essential to further development of the 
technique. Preliminary work on Se solutions in ethanethiol and oleylamine by Walker et 
al.244 indicated that the dissolution of Se resulted in the formation of disulfides, 
suggesting that the thiols were oxidized in the process of reducing elemental Se to Se2-. 
The study also found that the thiol and disulfides could be removed by evaporation 
leaving what was believed to be a solution of alkylammonium ions (R-NH3+) coordinated 
with Sen2-. However, Sen2- seems to be bound weakly as GC-MS did not detect organo-
selenium species.244 Webber et al. reported that a mixture of 1,2-ethylenediamine (en) 
and 1,2-ethanedithiol (edt) results in a ~15,000x increase in electrolytic conductivity, 
indicative of significant ion formation.265 This is supported by the loss of the sulfhydryl 
proton in 1H NMR spectra of a mixture of ethanethiol and ethylenediamine and the 





Based on these observations, the mechanism we believe to be operative is one in 
which the sulfhydryl proton is transferred to the amine resulting in the creation of alkyl 
ammonium and thiolate ions. For the sake of discussion, we will consider a primary 
amine and a primary thiol, which when mixed give rise to the proposed reaction shown in 
Figure 9.1. This mechanism is supported by the previously cited findings, though 
previous studies of the reaction chemistry have focused on dithiols and diamines, 
whereas we are often able to accomplish similar dissolution properties in monoamines 
and monothiols. In this study, we investigated the reaction mechanism further and for the 
first time studied the species formed when a thiol-amine is used to dissolve a metal salt. 
We present electrospray ionization mass spectrometry (ESI-MS) data of these mixtures 
and also present conductivity experiments on a wide range of thiol-amine mixtures to 
understand how general the mechanism proposed in Figure 9.1 is. 
 
Figure 9.1. Proposed acid-base reaction in which the sulfhydryl proton is transferred to the amine to create 
alkyl ammonium and thiolate ions that can then react with and dissolve a variety of species. 
9.2 Experimental 
CuCl2 (anhydrous, ≥99.995%), CuCl (≥99.995%) n-butylamine (99.5%), 1-
propanethiol (99%), ethylenediamine (≥99.5%), 1,2-ethanedithiol (≥98%), n-hexylamine 
(99%), 1,3-diaminopropane (≥99%), oleylamine (≥98% primary amine), 1-hexanethiol 
(95%), 1-dodecanethiol (≥98%) were purchased from Sigma Aldrich and used without 
further purification. 
Conductivity measurements were performed using an Oakton CON 150 portable 
meter fitted with an Oakton glass/platinum cell conductivity probe (cell constant K=1.0). 
This probe was chosen as the most chemically inert option available. Prior to use, NIST 
traceable calibration was performed on the meter and probe by InnoCal. All solvents 
were handled in a nitrogen filled glove box. All measurements were performed in a 




ESI-MS measurements were performed on 10 mM solutions of CuCl2 in 1:1 
molar mixtures of the selected amine and thiol, most often n-butylamine and 1-
propanethiol. Samples were prepared and introduced into the mass spectrometer using 
air-free techniques to avoid any reaction with moisture or oxygen in the air. All fittings, 
valves, tubing, and syringes used in the experiments provided a fluid path in which the 
solvents contacted only glass, PTFE, PFA, and other fluoropolymers. Thiol-amines are 
not compatible with many other materials. As thiol-amines easily dissolve many metals, 
contact with stainless steel was also avoided. Amine-thiols will also dissolve many 
otherwise chemically resistant materials such as silicone, nitrile, and PEEK so care must 
be taken when handling and analyzing these mixtures both from a safety and research 
standpoint. 
Solutions were analyzed using a Thermo Scientific (Waltham, MA) Orbitrap XL 
hybrid ion trap-orbitrap mass spectrometer. The instrument was operated using the LTQ 
Tune Plus interface. Mass spectra were collected in the positive and negative ion mode 
and electrospray ionization (ESI) source was used for ionization of species in solution. 
The solution was pumped in the ESI source using a syringe pump at a rate of 5 μL min-1. 
The ESI source conditions were set to the following: 2.2 kV spray voltage, flow of 40 
arbitrary units sheath gas (N2), flow of 10 arbitrary units auxillary gas (N2), flow of 0 
arbitrary units of sweep gas flow (N2), 275°C capillary temperature. All ion optic 
voltages were set using the LTQ Tune Plus interfaces tuning features. For collisionally 
activated dissociation experiments, it was ensured that only ions of a particular m/z value 
were isolated and ions were fragmented using a q value of 0.25 with activation time of 30 
ms. Data processing was performed using Xcalibur 2.1 software. 
 
9.3 Results and Discussion 
To determine the extent to which the proton transfer from the thiol to amine 
occurs for this class of mixtures, we measured the conductivity of several amines and 
thiols and their mixtures (Table 9.1). We found that thiols and amines by themselves 




showed little if any conductivity suggesting that the formation of ions in these solutions is 
minimal or not ionized enough to conduct charge. Since dissolution of many species can 
still proceed in monoamine-monothiol mixtures, thiolate formation is likely facilitated 
when a metal or metal salt is introduced. Indeed, an increase in conductivity is observed 
when CuCl or CuCl2 is dissolved, though the increase is small suggesting the ions 
formed are quite large and immobilized or not well dissociated. Dithiol-diamine mixtures 
gave rise to the largest increases in conductivity indicating that ion formation occurred to 
a much larger extent. The dithiol-diamine mixtures are also known to crystallize and a 
structure of the crystal has been presented.265 In this study, the ethylenediamine:1,2-
ethanedithiol mixture in a molar ratio of 2:1 began crystallizing instantly. We also 
observed that the ethylenediamine:1-propanethiol mixture in a 10:1 molar ratio showed 
much higher conductivity that the n-butylamine:1-propanethiol mixture at the same molar 
ratio (582 µS vs. 0 µS). This is surprising considering the basicity of ethylenediamine 
(pKa=10.71) and n-butylamine (pKa=10.77) are similar so their ability to deprotonate 1-
propanethiol would be expected to be similar. This suggests that the dissociation may be 




Table 9.1. Conductivity measurements of select amines, thiols, amine-thiol mixtures, and Cu-containing 
solutions. Diamine-dithiol mixtures exhibit the highest conductivity increase.  
 
 
As mass spectrometry techniques were proven useful in detecting the species formed 
in the dissolution of Se, we employ them in this study to understand the dissolution of 
CuCl and CuCl2 – salts useful for the synthesis of many Cu-containing chalcogenides. 
Specifically, we examine the solutions using electrospray ionization mass spectrometry 
(ESI-MS) in positive and negative mode to determine the species formed in solution. 




preserves the chemistry of the liquid phase into the gas phase for analysis in the mass 
spectrometer. In ESI-MS, ions are created by applying a high bias (voltage) to a solution 
as it is injected into the spectrometer. A fine aerosol is created which evaporates, leaving 
behind ions in the vapor phase as they were present in the solution as depicted in Figure 
9.2. It is especially useful in avoiding fragmentation of species that were in solution. 
Because of this, one drawback is that ESI-MS does not provide for the detection of 
neutral molecules that may have been formed in solution such as disulfides which have 
been found to form for the dissolution of Se in thiol-amine.  
 
Figure 9.2. Basic operation of electrospray ionization mass spectrometry (ESI-MS). A bias is applied to a 
solvent containing analyte as it is injected to create a fine aerosol. These droplets evaporate transferring the 
ions in solution to the vapor phase prior to entering the spectrometer for analysis. Figure by Evan Mason, 
reproduced under the CC BY-SA 4.0 license.291 
Figure 9.3 shows the results obtained from negative mode (-) ESI-MS of 10 mM 
CuCl2 in a 1:1 molar mixture of n-butylamine and 1-propanethiol. Table 3.1 lists the 
determined elemental composition and some of the proposed structures based on high 
resolution mass spectra and collisionally activated dissociation experiments. Beginning 




The peak at 144 is butylammonium chloride salt with an additional chloride ion to give it 
an overall negative charge. The subsequent peaks at 253, 364, 473, 581, 691, and 801 
simply have different numbers of the butylammonium chloride unit added on. Most of the 
other peaks in the spectrum contain Cu either bound to chloride ions, thiolate ions, or 
mixtures thereof. We note that in all cases, Cu2+ has been reduced to Cu+. The peak at 
135 corresponds to CuCl2- whereas 173 corresponds to replacing one of the chloride ions 
with a thiolate ion. For the species corresponding to 213, both chloride ions have been 
replaced by thiolate ions. Subsequent peaks are higher order molecules of mixed copper 
chlorides and copper thiolates (e.g. m/z 271 and 409) or simply higher order copper 
thiolates (e.g. m/z 351, 765). We can conclude that the thiolate ion is an excellent 
nucleophile, though many species still contain chlorine. These results help explain many 
of the findings in chapter 7 in which S, Cl, and C were major impurities in the CdTe films. 
As these are all bound with the metal cations, they will be difficult to remove from metal 
chalcogenide films prepared from these solutions. In particular, we have found it not 
possible to remove thiol from Cu-containing solutions as was done when only Se was 
dissolved.  
 





Table 9.2. Identification of elemental composition of monoisotopic peaks shown in Figure 9.3 at a 






The spectrum for positive mode (+) ESI data for the 10 mM CuCl2 in a 1:1 molar 
mixture of n-butylamine and 1-propanethiol is shown in Figure 9.4. The elemental 
composition corresponding to these peaks along with select proposed structures 
determined from high resolution spectra and collisionally activated dissociation 
experiments are listed in Table 9.3. In negative mode we again see the butylammonium 
chloride salt adducts, this time adding to the butylammonium ion. This ion corresponds to 
m/z 74, which is not shown in Figure 9.4, but is listed in Table 9.3. The peaks at 401, 621, 
730, 838, and 947 all share some multiple of 109 Da added to butylammonium ion. Some 
of the other species in the spectrum are quite unexpected. The species of 114, is a NH 
group with a butyl and propyl group, indicating alkyl chain transfer. The possibility of 
propylamine impurities is a possibility though the solutions appear pure from NMR 
studies. This suggests either the chain has been transferred from propanethiol or C-C 
bond cleavage has occurred. More work is needed to confirm. The 157 peak is also quite 
surprising as N-N bonds are proposed along with a 5 member carbon chain. The peaks for 
199 and 270 show similar possibility for N-N bonding and alkyl chain scrabbling. These 
results indicate a complex chemistry, the mechanism of which is not fully understood at 
this time. In summary, positive mode ESI contains most of the amine containing species 
and contains little, if any, Cu and S species though not all peaks could be identified. This 
indicates that nitrogen containing species may be less likely to remain in the film as they 
are not bound to the metal and chalcogen species that are typically the desired in films 
prepared from these solutions. This is supported by the SEM-EDS data of chapter 7 that 
showed no nitrogen in the films. 
 




Table 9.3. Identification of elemental composition of monoisotopic peaks shown in Figure 9.4 at a 
resolving power of 60k for m/z 74-283 and 100k for all others. Proposed structures of select species are 
shown. 
 
 These studies were repeated on multiple days for similarly prepared solutions of 
CuCl2 and found to be highly reproducible. ESI-MS was also performed on solutions of 
CuCl in 1:1 molar mixtures of n-butylamine and 1-propanethiol. In general, the mass 
spectra obtained in both positive and negative mode ESI are quite similar for CuCl and 
CuCl2. We have also performed studies using other amine-thiol mixtures such as 
butylamine-ethanethiol and propylamine-ethanethiol for CuCl2 and find many analogous 
species to be present just with different carbon chains. A detailed study will be published 






We have presented positive and negative mode ESI-MS of 10 mM solutions of 
CuCl2 in 1:1 molar mixtures of n-butylamine and 1-propanethiol and have identified the 
elemental composition of many of the ions in solution. For several of the species 
identified we have proposed their structures. Negative mode ESI-MS revealed the 
solutions to be comprised of metal chlorides, metal thiolates, and metal chloride thiolates 
of varying order (additional Cu, thiolate, and chloride groups). Additionally, 
butylammonium chloride salt adducts attached to chloride ions were observed. Positive 
mode ESI-MS revealed the presence of N-N bond formation, N-C bond formation, and 
possible alkyl chain transfer or C-C bond formation/cleavage. Butylammonium chloride 
salt adducts attached to the butylammonium ion were also observed. These results 
indicate the potential difficulty of fully removing S, halides, and carbon from metal 
chalcogenide films cast from these solutions. This may present a particular challenge for 
selenide and telluride films where residual S may affect electronic properties. This study 
is a first of its kind for thiol-amine mixtures and will help researchers using the solvent 
for metal chalcogenide thin films and other applications understand how to tailor the 







CHAPTER 10. FUTURE DIRECTIONS AND CONCLUSIONS 
Chapters 3-6 detailed work my colleagues and I conducted toward understanding 
the synthesis and processing of Cu2ZnSn(S,Se)4 absorbers. Our work suggests that the 
material system may be fundamentally flawed due to the difficulty of controlling the 
compositional uniformity of this material. This is due in large part to the number of stable 
phases that can be formed from Cu, Zn, Sn, and S/Se under the conditions employed in 
solar cell fabrication. Additionally, there has been no improvement in record device 
efficiency for this system since 2013. Meanwhile, the cost of silicon, CIGS, and CdTe 
solar cells has decreased dramatically. The material cost is no longer a significant driver 
for solar panels as soft costs are now the most significant portion of the overall cost. 
While scientifically interesting, it is my opinion that the further development of 
Cu2ZnSnS4-based solar cells will likely have less impact than would development of 
other more promising systems. Hence, I do not focus on future work for this system in 
this chapter. Unless conditions can be developed that will enable the precise control of 
Cu2ZnSn(S,Se)4 composition and defect formation, future improvement in efficiency is 
unlikely.   
Solution-processed solar cells continue to present an exciting opportunity to 
decrease processing costs and energy payback time. In the short run, the development of 
high efficiency solution processed routes to CIGS and CdTe, the two most important thin 
film market players, may have the most impact. As a next step, the development of next 
generation solar technologies such as quantum dot solar cells, organic solar cells, and 
inorganic-organic hybrid solar cells (e.g. perovskites) may provide the next step change 
in cost. To this end, I will present preliminary work aimed at overcoming the challenges 
observed in chapters 7 and 8 for molecular solution CdTe and room-temperature lead 




10.1 Sulfur-Free Solvent Systems for Cd-Te Molecular Solutions 
As discussed in chapter 7, the use of the diamine-thiol solvent system was 
instrumental in enabling the co-dissolution of CdCl2 and Te. However, this also brought 
two negative effects in that the CdS n-layer was soluble in the solvent mixture and some 
of the thiol reacted to form CdS impurity phases in the film as well as low levels of S 
throughout the film. It is therefore of great interest to develop S-free solutions for CdTe. 
 
10.1.1 Te Dissolution via Borohydride-Assisted Reduction  
We have explored a number of possibilities for developing S-free solutions in 
which Te and Cd precursors could be co-dissolved. As the Cd salts are relatively easier to 
dissolve than Te, we focused on finding ways of dissolving Te. Building on the literature 
using NaBH4 to dissolved Te, we found that NaBH4 would dissolved Te in many 
solutions including water, dimethylsulfoxide (DMSO), and dimethylformamide (DMF). 
However, it is likely that significant Na would be deposited using solution prepared in 
this manner, so we have investigated tetramethylammonium borohydride (TMAB) as a 
reducing agent. In this manner, our major source of contamination would be carbon and 
nitrogen—which are expected to be more benign to the film. We found that TMAB was 
not as strong a reducing agent as NaBH4, but that it would still dissolve Te at room 
temperature in water to about 0.15 M.  When the mixture is heated and vaccum is pulled, 
there is significant bubbling suggesting the release of H2 gas and B2H6. When the 
solution is evaporated and the residue is examined in SEM-EDS, little or no B is 
observed. As B could potentially act as a donor in CdTe, this could also interfere with 
obtaining high quality p-type material. However, due to the high volatility of the boron 
species it is considered lower risk than S-containing species. 
In a typical dissolution, TMAB and Te are added to a flask in a 2:1 molar ratio, 
respectively to ensure sufficient TMAB for the reduction. These powders are handled in a 
nitrogen filled glove box. The reaction is extremely oxygen sensitive—any exposure to 
oxygen will result in the immediate oxidation of the dissolved Te and its precipitation. 




pulling vacuum and backfilling with argon. This is repeated three times to ensure all 
dissolved oxygen has been removed from the water. This is then transferred to the glove 
box and the oxygen-free water is added to the Te and TMAB. This is allowed to stir 
overnight during which time an opaque, dark purple solution is obtained.   
CdCl2 is easily soluble to high concentration in water at room temperature. Using 
the same oxygen-free water prepared for Te dissolution, CdCl2 is also dissolved to 0.15 
M and then mixed with the Te solution. When this is done, precipitation occurs. The 
resulting precipitate appears to be amorphous or extremely fine CdTe quantum dots as 
little signal is observed in PXRD, yet the composition of the particles agrees with a 1:1 
Cd:Te ratio. This may provide an interesting room-temperature synthesis of CdTe 
quantum dots via an aqueous system, but is undesired for a molecular precursor solution 
for thin film deposition. The particles may also find utility in nanocrystal film formation. 
We have also tried to co-dissolve CdCl2 and Te in the presence of borohydrides, but this 
has also been unsuccessful. 
This borohydride-assisted dissolution route still has merit in that solutions of Cd 
and Te could be applied alternately to the film followed by annealing. This would 
provide an aqueous-based solution approach to CdTe thin films and is significantly easier 
to handle than the malodorous thiol-amine system. Future work will focus on casting 
films from these solutions and identifying uses for the CdTe precipitation product. Also, 
this system could be used with S and Se and applied to a variety of materials such as 
Cu(In,Ga)Se2, Cu2ZnSnS4, and other metal chalcogenides.  
 
10.1.2 Removal of Residual Sulfur in Ethylenediamine-Thiol Solutions via Evaporation 
A precursor solution in which both the Cd and Te species are co-dissolved is 
preferred over one in which alternate coatings must be made, as it simplifies the coating 
process, provides for molecular homogeneity of Cd and Te, and ensures the deposition of 
equal amounts of Cd and Te in each coating. As the co-dissolution of Te and Cd 
precursors in a pure aqueous environment has not yet been achieved, we applied the 
technique developed by Walker et al. for removing thiol from thiol-amine mixtures used 




connected to a Schlenk line. The mixture was heated mildly and then vacuum was pulled 
to evaporate thiol and disulfides that were presumed to form in the dissolution 
mechanism. Walker found that the thiol could be removed without Se being released 
from solution. For our purposes, we dissolve Te in ethylenediamine and ethanethiol and 
remove the thiol by a similar method.  
In a typical dissolution, 0.2 M Te is dissolved in ethylenediamine (en) and 
ethanethiol (et) in a 5:1 (en:et) volumetric mixture. In contrast to our work in chapter 7 
where 1-propanethiol (pt) is used (bp 67-68 °C), here we use ethanethiol (bp 35 °C) to 
facilitate its removal from the system. Ethanethiol is also a superior solvent to 1-
propanethiol as a 0.2 M Te solution could not be obtained with a 5:1 (en:pt) volumetric 
mixture. This solution is connected to a Schlenk line and heated to 50 °C under vacuum. 
A liquid nitrogen cooled trap is used to collect the evaporated solvent. The mixture 
initially boils violently and then slows down as the thiol is removed. The mixture is 
cycled between vacuum and argon at least 3 times until little bubbling is observed. Some 
ethylenediamine is also expected to evaporate as its boiling point is also somewhat low 
(118 °C). 
An EDS sample was made from the solution after thiol removal by pipetting a 
small amount onto a piece of silicon and allowing it to dry. By averaging three locations 
on the sample, we found the S/Te ratio to be 4.6 x 10-3. This indicates little residual thiol. 
However, the presence of S at even low levels could have a drastic effect on electronic 
properties. One reason for the residual sulfur could be the formation of diethyldisulfide 
during the dissolution process, which was believed to form when Se was dissolved in this 
manner.244 The boiling point of diethyldisulfide is 151-153 °C, which would make its 
removal more difficult. It could still be accomplished by continually evaporating off 
solvent and supplying additional en to make up the difference in solvent lost.  
Unfortunately, when Te and CdCl2 are co-dissolved in en-et, the evaporation of 
thiol results in the precipitation of CdCl2. CdCl2 is insoluble in ethylenediamine. 
Interestingly, CdCl2 is soluble in monoamines (e.g. n-butylamine), but when mixed with 
the en-Te solution, precipitation occurs. A solvent is needed that will dissolve CdCl2, but 




To this end, we have developed a novel water-amine in which we first dissolve Te 
and evaporate the thiol to form the en-Te solution. Next, we prepare a Cd precursor by 
dissolving CdCl2 in a 1:1 volumetric mixture of en and oxygen-free, ultrapure water. 
CdCl2 is highly soluble in water so the determination of how much water is actually 
needed is left for future work. This novel aqueous-amine system is believed to be 
generally applicable to other chalcogens and metal salts, enabling an entirely new water-
amine solvent system for molecular solutions and nanocrystal synthesis.  
 
10.2 Toward Controlled Nucleation and Growth of Room-Temperature Synthesized 
Pb-Chalcogenide Quantum Dots for Photovoltaics 
10.2.1 Variation of Thiol-Amine Choice, Reactant Concentration, and Reaction Time 
The results presented in chapter 8 focused on the use of n-butylamine and 1-
propanethiol. Here we present preliminary results of using other thiol-amine mixtures and 
analogous systems such as aqueous mixtures of ammonium thioglycolate and ammonium 
hydroxide. We will also present preliminary results of changing reactant concentrations 
and times. The use of other amine-thiol mixtures is motivated by a desire to find amines 
and thiols that will cap the particles well enough to allow for controlled, uniform growth 
and for their suspension in stable colloids after synthesis and washing. 
Figure 10.1 shows the results of synthesizing PbS by addition of 0.1 M sulfur 
dissolved in varying 1:1 volumetric thiol-amine mixtures into 0.1 M PbI2 dissolved in the 
same 1:1 volumetric thiol-amine mixture. The mixtures used were (a) 1-propanethiol and 
ethylenediamine, (b) 1-propanethiol and oleylamine, and (c) oleylamine and 1,2-
ethanedithiol. It is evident that a range of sizes are attainable from greater than 15 µm 
(Figure 10.1a) to about 5 nm (Figure 10.1c). We also do not observe the assembly into 
spheres as was observed for Figure 8.1a. The underlying mechanisms for this are not 
fully understood, but may have to do with very different nucleation thresholds and 
monomer solubility in the various mixtures. Further tailoring of the thiol-amine pair and 
ratios other than 1:1 will likely allow the room temperature synthesis of a wide range of 




varying size for tailoring the bandgap of the particles for use in photovoltaics and other 
optoelectronic devices. These preliminary results are encouraging as simple changing of 
the thiol-amine allows a knob to tune the size without changing the temperature of 
reaction. 
 
Figure 10.1. SEM micrographs of PbS particles synthesized using (a) 1-propanethiol and ethylenediamine, 
(b) 1-propanethiol and oleylamine, and (c) 1,2-ethanedithiol and oleylamine. 
We have varied the concentration of the PbI2 and S precursors in many thiol-
amine reactions as well. Further systematic studies must be completed to truly understand 
the effect of concentration on our ability to control particle size and shape, though initial 
results suggest that controlling size and shape by simply changing the concentration will 
be difficult. In all cases, the particles remained fairly polydisperse. A better control such 
as that provided by strong surfactants is likely to be more successful as discussed in 
section 10.2.2. However, one interesting result was obtained for the case when 0.01 M S 
in a 1:1 volumetric mixture of n-butylamine and 1-propanethiol was added to 0.01 M 
PbI2 in the same solvent mixture. Particle washing was similar to that used in chapter 8. 
In this case, we also observed the particle agglomeration into highly uniform spheres 
such as was observed in Figure 8.1a, but instead of producing ~3 µm spheres, these 
spheres were less than 1 µm. These results suggest that conditions can be found to control 
the size of these spheres, though more work is needed to understand the underlying 





Figure 10.2. SEM micrograph of PbS particles synthesized by adding 0.01 M S in a 1:1 volumetric mixture 
of n-butylamine and 1-propanethiol to 0.01 M PbI2 in the same solvent mixture. 
 As the reactions we have presented for room temperature lead chalcogenide 
synthesis are being conducted at room temperature, it is difficult to control reaction time. 
We assume that the reaction has been stopped by the time the first wash has been 
completed which takes about 5-10 minutes from the time the reaction is initiated. To 
understand the sensitivity of particle growth to reaction time, we have looked at the effect 
of allowing the reaction to proceed several days before washing. To do this we ran two 
reactions under the same conditions used for the particles in Figure 8.1a. One reaction 
was washed immediately (Figure 10.3a) and the other was allowed to sit ~6 days before 
washing (Figure 10.3b). The reaction that was allowed to sit has particles that are much 
larger with a broader size distribution, which indicates the dynamic nature of these 





Figure 10.3. Particles synthesized in a 1:1 volumetric mixture of n-butylamine and 1-propanethiol at room 
temperature when the reaction time is (a) about 10 minutes, and (b) about 6 days. The particle population is 
observed to grow larger and become more polydisperse.  
For the particles shown in Figure 10.3a (short reaction) we have suppressed the 
assembly of micron-sized spheres by performing two washes in a 1:1 volumetric mixture 
of n-butylamine and 1-propanethiol prior to performing three washes in isopropanol. In 
general, we find that performing a few thiol-amine washes will suppress the formation of 
the agglomerate spheres that were observed in Figure 8.1a. The question arises as to 
whether these spheres are formed in solution or during the washing process. We find that 
the presence of spheres does depend on the washing procedure and that washing in 
alcohols and DMSO has particularly resulted in the more uniform and more complete 
assembly of almost all particles into spheres. However, if the reaction mixture is taken 
and dried directly, some spheres are already formed. We conclude that the thiol-amine 
washes both break up the spheres that may have already formed and prevent any further 
formation. Spheres are also not formed for the particles shown in Figure 10.3b which 
have undergone the same washing procedure. However, earlier studies have shown that 
self-assembly does not take place even when the thiol-amine washes are omitted. This is 
probably because the particles are too large and polydisperse to form nice assemblies. 
Note that when syntheses are performed in long chain amines or thiols (e.g. oleylamine or 





10.2.2 Use of Surfactants and Micellar Systems 
As discussed in chapter 8, the simple mixing of lead salts dissolved in thiol-amine 
with chalcogens dissolved in thiol-amines provides for the room-temperature synthesis of 
PbS, PbSe, PbTe, and PbSxSe1-x nanoparticles. The reaction is too rapid to be well 
controlled resulting in polydisperse particles that are strongly agglomerated. It is 
interesting that they may agglomerate in highly uniform spheres, but when agglomerated 
the nanoparticles cannot be used to form colloidal inks for use in quantum dot solar cells. 
We have attempted to solve this problem by using a wide variety of amines and thiols in 
various ratios. We have also varied the ratio of Pb:chalcogen and tried a host of 
concentrations. The general trend observed is that larger chain thiols and amines tend to 
produce smaller particles, but they are still agglomerated in a manner that makes them 
difficult to disperse. The assembly into uniform spheres, however, is only observed with 
shorter chain amines and thiols and such as butylamine and 1-propanethiol. When long 
chain thiols and amines are used (e.g. 1-dodocanethiol and oleylamine) this assembly is 
not observed. 
 It is hypothesized that the use of surfactants to stabilize the particles or to create 
micelles in which the reaction takes place, thereby isolating adjacent nanoparticles, will 
overcome the propensity of the particles to agglomerate. We have found the addition of 
surfactants to the thiol-amine mixtures to have no effect. It is presumed the thiol-amine 
solvent reacts with the surfactant molecule. Chemically inert surfactants may overcome 
this such as the use of fluorosurfactants.292 Additionally, we have performed reactions 
with extremely small amounts of thiol and in the absence of thiol (though much less PbI2 
can be dissolved), but still find the reaction to be too rapid and strong agglomeration to 
result.  
One other possibility is to take advantage of recent advances using reverse 
micelles to synthesize nanoparticles.293,294 Initial work should focus on PbS, which has 
been used most successfully for quantum dot solar cells.267,295–297 Sulfur is also soluble in 
a wider range of solvents than other chalcogens which will increase the tunability and 
adaptability of the system. In one configuration, it should be possible to create reverse 




acetate) is surrounded by a nonpolar phase in which sulfur has been dissolved (e.g. 
octadecene or an amine-octadecene mixture). The reaction can then take place in a more 
controlled manner by diffusion of sulfur to the reverse micelle. Of course, an appropriate 
surfactant will need to be selected for this purpose. For this reason, choosing an aqueous 
system is desired over the thiol-amine system as there exists a ready toolbox of many 
surfactants used for aqueous systems.298,299 However, by moving away from the thiol-
amine system, the novelty begins to be lost as the use of reverse micelles to make PbS 
quantum dots is not new.300 
The attractiveness of the amine-thiol synthesis route lies in its simplicity and 
ability to form highly crystalline material and uniform alloys at room temperature and its 
ability to easily dissolve Se and Te. However, novelty is lost when moving toward 
micellar systems. If the surfactants cannot be found that will directly stabilize the 
nanoparticles in the thiol-amine system, the utility and impact of the system is diminished 
and continued investment in this area may not be worthwhile. 
 
10.3 Use of Aqueous Thiol-Amine Analogues 
Thiol-amine mixtures are incredible solvents for a range of compounds. This is 
both a blessing and a curse. They have been touted as benign, non-toxic alternatives to 
solvents such as hydrazine, but both amines and thiols are moderately toxic and present a 
number of challenges. Amines and thiols both have very strong odors that make their use 
difficult without extremely good ventilation. While this is easy to achieve on laboratory 
scale, their use in a manufacturing environment would be significantly more challenging. 
The handling of vapors could pose a serious health and safety hazard to both workers and 
the surrounding community. Furthermore, the mixtures are strong enough solvents that 
they dissolve many metals and polymers, so they would need to be handled using 
specialized equipment. 
It is therefore desirable to develop solvent systems that retain some of the potency 
of thiol-amine mixtures but are more benign and amenable to large scale manufacturing. 




hydroxide (AH). Because these are aqueous solutions, one can tailor the solutions to 
contain only the necessary concentrations of ATG and AH to perform the dissolution and 
the balance can be water. ATG is commonly used in perming hair and is relatively benign. 
Furthermore, since the thiol group is attached to the glycolate ion, it is rendered non-
volatile removing much of the odor of the molecule. The addition of AH allows for the 
deprotonation of the thiol group and its use to do much of the same chemistry that can be 
done for thiol-amine mixtures. This system has been shown to be useful for molecular 
solution processed Cu2ZnSn(S,Se)4 films,105 though the system is certainly underutilized 
and should be pursued for a variety of other metal chalcogenides, especially 
Cu(In,Ga)Se2. However, its use for tellurides will be more difficult as we have found Te 
to be insoluble.  
Here, we show the preliminary results of applying it to the room temperature 
synthesis of lead chalcogenides. In this initial work, ~0.05 M solutions of PbI2 were 
prepared in an approximately 4.5:1 volumetric mixture of ATG (Sigma Aldrich, ~60% in 
H2O) and AH (30%, J.T. Baker). Sulfur and selenium solutions are prepared to 0.05 M 
using the same solvent mixture. Figure 10.4 shows the resulting particles after washing in 
ultrapure water. When the PbI2 solution is allowed to stand for any length of time, PbS 
nanoparticles of about 20-60 nm form without the injection of a S solution by using the 
thioglycolate as the sulfur source (Figure 10.4a). This reaction is slow and the yield is 
quite low. Over several hours or days of stirring, the yield is increased, though it is still 
minimal. In contrast, when dissolved S is injected, ~2.25 µm PbS spheres are obtained 
which appear to be polycrystalline and not agglomerates of nanoparticles (Figure 10.4b). 
When a Se solution is injected into the PbI2 solution, the result is 20-90 nm sized 
nanocrystals. XRD analysis of all three reactions confirmed their phase purity. However, 
EDS suggests that a small amount of S contamination may be present in the selenide 
nanoparticles with a Se/(S+Se) ratio of ~0.97. This is not unexpected as the PbI2 
solutions could form PbS without the addition of S. The use of excess Se may help 






Figure 10.4. Synthesis of (a) PbS using thioglycolate as the S source, (b) PbS by injecting dissolved S, and 
(c) PbSe by injecting dissolved Se. In all cases, aqueous mixtures of ammonium thioglycolate and 
ammonium hydroxide are used as the solvent. 
 Additional thiol-amine analogues also exist that may be promising. One that is 
particularly interesting is the use of the water soluble amino acid cysteine. This molecule 
is non-toxic (edible) and contains an amine and thiol group. When AH is added, it should 
be possible to deprotonate the thiol thereby making available much of the thiol-amine 
chemistry with an incredibly benign compound. While it has been used in a few 
nanocrystal systems (though only as S source or capping agent),301–303 it is certainly 
underutilized and has not been applied to molecular solutions to my knowledge. 
 
10.4 Conclusions 
This chapter has attempted to outline a few of the future directions being pursued 
by the Rakesh Agrawal research group that will enable high efficiency, inorganic 
solution-processed devices. This work will be continued in the immediate future by 
myself, as well as Ryan Ellis and Swapnil Deshmukh. The reader is encouraged to follow 
the literature from our group and others on this dynamic field of research. 
This dissertation has outlined exciting progress toward solution-processed, high 
efficiency, ultra-low-cost photovoltaics. The future is bright for solution processing and 
its success will be fueled by the investigation of novel solvent systems and fundamental 
understanding of the solution chemistry taking place in those systems. As this knowledge 
is combined with fundamental understanding of the reactions occurring during the growth 
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Appendix A Chapter 3 Supplemental Information  
Materials 
Copper(II) acetylacetonate (Cu(AcAc)2, Aldrich, 99.99%), zinc acetylacetonate 
hydrate (Zn(AcAc)2, Aldrich, 99.995%), tin(IV) bis(acetylacetonate) dichloride 
(Sn(AcAc)2, Aldrich, 98%), selenium pellets (Se, Aldrich, 99.999%), sulfur (S, Aldrich, 
99.99%), oleylamine (OLA, Acros, 80-90%), 1-hexanethiol (Aldrich, 95%), hexanes, 
isopropanol, methanol (MeOH),  were purchased and used without further purification.  
 
Particle Washing 
After disconnecting the cooled reaction flask from the Schlenk line, the contents 
are poured into a 30 mL centrifuge tube. A few milliliters of hexane are used to rinse the 
residual contents from the reaction flask into the centrifuge tube and the centrifuge tube is 
agitated to ensure good mixing of the solvent and contents. Half the contents of this tube 
are then poured into another and both are topped up with isopropanol (IPA). After 
centrifuging at 14000 rpm for 5 minutes, the supernatants are opaque due to unreacted 
material and fine nanoparticles still dispersed in the supernatant. These first supernatants 
(S1) are saved in a vial for further washing. The nanoparticles that are contained in S1 are 
designated as the first fraction. The settled nanoparticles in the two centrifuge tubes are 
what we designate as the second fraction.   
At this point, six additional washes are completed on each fraction. For the 
second fraction, each wash consists of the following steps: first, the nanoparticles are 
redispersed by adding a few milliliters of hexane to each tube and vortexing; second, the 
tubes are filled with solvent and vortexed; and third, the tubes are centrifuged at 14000 
rpm for 5 minutes. The supernatants of these last six washes are transparent (though 
potentially a faint yellow-brown) and are discarded. In the first 3 washes, IPA is the 
solvent used. In the next three washes, 80% MeOH/20% IPA is used. Note that using 
some methanol in the first 3 washes of the large particles can be helpful if difficulty 





much hexane also will make extraction of the particles difficult. Following these washes, 
the nanoparticles are dried under a gentle stream of nitrogen.  
The particles from the first fraction are now collected by filling a centrifuge tube 
1/3 full with S1 and then topping off each with 80% MeOH/20% IPA. The tube is 
vortexed and then centrifuged at 14000 rpm for 5 minutes. The supernatant from this 
wash is discarded.  Six additional washes are performed as described for the large 
particles except that the tube is filled 1/3 full with S1 each time to redisperse the 
nanoparticles until S1 is used (after which hexane is used) and each wash is done with 80% 
MeOH/20% IPA.  The increased methanol assists in the complete collection of the 
smaller particles.  The small particles are also dried under a gentle stream of nitrogen.  If 
the particles are tar-like, this can be an indication that the particles still contain heavier 
carbonaceous species and additional washing is required. 
Care should be taken during the washing steps as discarding supernatants 
containing particles will make it difficult to obtain reproducible film compositions and 
device performance.  
 
Powder X-Ray Diffraction (PXRD) 
PXRD samples were prepared by drop casting a concentrated dispersion of 
nanoparticles in hexane on a Mo-coated soda lime glass (SLG) substrate and allowing to 
air dry. Baking should not be used to dry the film. Spectra were acquired using a Bruker 
D8 diffractometer with a Cu Kα (λ = 1.5406 Å) source operating at 40 kV/40 mA. Figure 
A1 shows a unit cell of kesterite that was drawn based on published atomic positions.1-4 
This was used to perform the Rietveld refinement described in the main paper for the as-






Figure A1. A unit cell of kesterite Cu2ZnSnS4.  
PXRD Pattern Simulation 
To resolve the forbidden reflections observed in the fast Fourier transform pattern 
and PXRD pattern, a PXRD pattern simulation was performed in the DIFFaX program. 
An infinite-size CZTS crystal is constructed by stacking (110) planes as shown in Figure 
A2. In a kesterite structure, CuSn layer and CuZn layer stack along the [110] direction in 
a sequence of ABCD. Assuming that Cu/Sn intermixing occurs at layer C extensively, Cu 
atoms occupy Sn sites as Cu Sn point defects and Sn atoms occupy Cu sites as SnCu  point 
defects. This substitutes layer A to layer C and leads to an ABAB stacking. The 
simulated pattern obtained using DIFFaX is shown in Figure A3. The introduction of 
stacking faults gives rise to a set of forbidden reflections at 27.2°, 36°, 43.2°, and 49.6°. 
The reflection at 27.2° is the most intense one among the forbidden reflections and is 
frequently observed as a left shoulder of (112) reflection in a measured PXRD pattern 
obtained from the CZTS (R2) nanoparticles. The forbidden reflection has a d-spacing of 
3.3 Å, based on Bragg’s law. This explains the observed reflections in the fast Fourier 
transform patterns derived from the HRTEM images of CZTS (R2) nanoparticles, which 






Figure A2. An illustration of stacking sequences utilized in the PXRD simulation to represent stacking 
faults in a kesterite structure. The layers of a kesterite structure along the [110] direction are labeled A, B, 






Figure A3. Simulated PXRD patterns derived using the DIFFaX program. The forbidden reflections due to 
the stacking faults in a CZTS crystal are labeled with a star sign (*) at 27.2°, 36°, 43.2°, and 49.6°. 
Scanning Electron Microscopy (SEM) 
SEM cross sections were prepared by fracturing a completed device from the back 
of the substrate to minimize impact to the cross-section. Images were taken on a field-
emission SEM (FEI Quanta) using 7 kV accelerating voltage at a working distance of 
~3.9 mm. A conductive coating was not necessary to obtain the images. EDS samples 
were prepared by drop casting a 200 mg/mL suspension of nanoparticles in hexanethiol 
on a silicon substrate and drying on a hot plate. EDS spectra were obtained using an 
Oxford INCA Xstream-2 silicon drift detector with Xmax80 window and analyzed using 
Inca software. The compositions we have reported are an average of 3 locations of each 
sample. Note that the sulfur composition may be influenced in sample preparation due to 









Samples were prepared by drop casting a 200 mg/mL suspension of nanoparticles 
in hexanethiol on a Mo-coated SLG substrate and air-drying. Baking the samples on a hot 
plate should be avoided to obtain an accurate spectrum. Spectra were generated using a 
Horiba LabRAM HR800 with a 632.81 nm excitation source. The acquired data was 
deconvoluted using peaks of Gaussian distribution to identify the peak locations as shown 
in Figure A4. A linear background was used to fit the data.  The broad peak at 401 cm-1 is 
attributed to background. Other fitted peaks match closely with peaks of CZTS and CTS 
peaks reported in the literature,5 as discussed in the main body of the paper. A ZnS peak 
exists in the region of interest shown (352 cm-1), but is not anticipated to be observed 
using the 633 nm excitation source employed in this study. The peak at 322 cm-1 used to 
fit the left shoulder of the peak at 338 cm-1 may be from orthorhombic Cu3SnS4 (318 cm-
1),5 but is not a convincing case for the presence of this phase. 
 





Transmission Electron Microscopy (TEM) 
TEM was performed using an FEI Tecnai and FEI Titan. For TEM specimen 
preparation, the nanoparticle ink is diluted in toluene to a ratio of 1:100. An amorphous 
carbon coated copper grid was then dipped into the diluted ink to cast a monolayer of 
CZTS nanoparticles on the supporting film. The histogram of nanoparticle size 
distribution was obtained based on the large-area bright-field images. The images were 
first converted into binary images by adjusting the threshold in the ImageJ program. The 
size of individual nanoparticles was determined by measuring the Feret diameter - the 
greatest distance between two parallel tangential lines of a nanoparticle. The measured 
results were then used to generate the histogram (Figure A5). 
Figure A5. A histogram of nanoparticle size distribution determined from the large-area 
bright-filed images of CZTS nanoparticles. 
 
Current-Voltage Measurements 
Solar cell device performance (J-V) curves were obtained using an Oriel Sol3A 
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Appendix B Chapter 4 Supplemental Information 
Energy-Filtered Transmission Electron Microscopy (EFTEM) 
Figure B1 presents EFTEM images of wurtzite-derived CZTS nanoparticles 
obtained in a FEI-Titan equipped with a Gatan Tridiem Image Filter. The specimen was 
prepared by drop-casting a drop of nanoparticle ink that has been diluted with toluene on 
a Ni grid coated with an ultrathin holey carbon film. The elemental mapping of Cu, Zn, 
and S was performed using the three-window method, where the intensity collected by 
the two pre-edge windows were extrapolated to determine the background intensity 
underlying the ionization edge signal collected by the post-edge window.1 The post-edge 
window was placed at electron energy loss 936-976 eV for Cu L2,3 edge, 1020-1060 eV 
for Zn L2,3 edge, and 175-195 eV for S L2,3 edge. The Cu, Zn, S maps were derived by 
subtracting the extrapolated background from the electron energy loss (EEL) spectra 
collected by the post-edge window. 
Although the Cu-L3 edge and -L2 edge are only 89 eV and 69 eV in front of Zn-
L3 edge, the 40 eV energy selecting window was utilized for the Zn map to gain 
sufficient signal to-noise ratio. The Sn jump-ratio image was obtained using one post-
edge window and one pre-edge window. The image is formed based on a ratio of the EEL 
spectrum collected by the post-edge window at 495-525 eV to the background 






Figure B1. Bright-field image of wurtzite-derived CZTS nanocrystals showing consistency with the Cu, Zn, 
and S elemental maps derived based on Cu-L2,3, Zn-L2,3, and S-L2,3 edges, and with the Sn jump-ratio 
image obtained using Sn-M4,5 edge. 
Powder X-ray Diffraction and Simulated Patterns of Wurtzite-derived Structures 
The experimental powder X-ray diffraction (PXRD) patterns in the work were 
obtained using a Bruker D8 Focus X-Ray Diffractometer equipped with a Cu Kα source 
and a high-speed 1D Lynxeye detector. Wurtzite-derived structure with cation-disorder, 
wurtzite-kesterite, and wurtzite-stannite along with their corresponding powder X-ray 
diffraction (PXRD) patterns were simulated using CrystalMaker software. To simulate a 
wurtzite-derived structure with cation-disorder, Cu, Zn, and Sn atoms with an occupancy 
ratio of 2:1:1 are substituted for the Zn site of a wurtzite ZnS structure (JCPDF no. 01- 
079-2204). The hexagonal unit cell of wurtzite ZnS is then transformed to the 






where 𝑎𝑎′���⃑ , 𝑏𝑏′���⃑ , and  𝑐𝑐′��⃑ , are the transformed, orthorhombic axes, and ?⃑?𝑎, 𝑏𝑏�⃑ , and  𝑐𝑐  are the 
original hexagonal axes.  
The lattice parameters of a = 7.611 Å, b= 6.592 Å, and c = 6.303 Å were 
calculated based on the experimental PXRD patterns. The resulting unit cell of the 
wurtzite-derived structure with cation-disorder is presented using a ball and stick model 
in Figure B2 and its simulated PXRD pattern is shown in Figure B3. In contrast, wurtzite-
kesterite and wurtzite-stannite are accounted for cation-ordered phases since Cu, Zn, and 
Sn atoms are located at specific positions in the unit cells that were described in the 
literature.2,3 The simulated PXRD patterns of wurtzite-kesterite and wurtzite-stannite are 
plotted with the experimental patterns collected from the as-synthesized nanoparticles in 
Figure B3. The lack of minor reflections in the experimental result suggests that the 
nanoparticles have wurtzite-derived CZTS structure with cation-disorder. In order to 
further verify this quantitatively, Rietveld refinement was utilized as described in the 
following paragraph. 
 
Figure B2. Orthorhombic unit cell of wurtzite-derived structure with cation-disorder. The lattice parameters 






Figure B3. Experimental PXRD patterns of the as-synthesized wurtzite-derived CZTS nanoparticles in 
comparison to the simulated PXRD patterns of wurtzite-kesterite and wurtzite-stannite phases.2,3 
Rietveld refinement using MAUD program 
Rietveld refinement was performed using MAUD program to examine the phase 
purity of the as-synthesized nanoparticles. Quantitative analysis was conducted using the 
crystallographic information files (CIF) corresponding to CZTS: wurtzite-derived phase 
with cation-disorder, wurtzite-kesterite, wurtzite-stannite, and kesterite. Each CIF was 
prepared in CrystalMaker based on either our simulation result or the published 
crystallographic information.2-4 Figure B4 shows a typical fit curve with the experimental 





CIF of a wurtzite-derived phase with cation-disorder and a kesterite phase. The 
refinement results with respect to the various possible combinations of coexisting phases 
are listed in Table B1. The refinements indicate that the wurtzite-derived phase with 
cation-disorder is the dominant phase in the as-synthesized CZTS nanoparticles in every 
refinement result where it was included. The cation-ordered phases—wurtzite-kesterite 
and wurtzite-stannite—were found less probable to be the majority phase compared to the 
cation-disordered phase since the weight percentage of wurtzite-kesterite or wurtzite-
stannite never exceeded 1.5% when the refinement was done with the cation-disordered 
wurtzite-derived phase. In addition, the small amount of kesterite phase (~ 4%) suggested 
by the refinement results appeared to primarily be accounted for the overlapping of the 
wurtzite-derived (002) peak and the kesterite (112) peak. Overall, the PXRD pattern of 
the as-synthesized nanoparticles was clean and agreed to have high purity of wurtzite-
derived CZTS phase with cation-disorder when compared to other PXRD patterns 
reported in recent literature.5-8 
 
Figure B4. Rietveld refinement performed in the Maud program with respect to two phases – wurtzite-






Table B1. The summary of refinement results showing the weight fraction for each possible combination of 
co-existing phases. “-” denotes that the phase is not included during the refinement. 
 
 
Summary of Solar Cell Performance of CZTSSe thin-film solar cells using wurtzite-
derived CZTS nanoparticles 
Six solar cells were built on a 1 sq. inch substrate. Each of the cells has a total 
area of 0.47 cm2, and delivered an average power conversion efficiency of 4.05±0.18%. 
The best efficiency of the six solar cells was measured 4.3%. Illumination was produced 
by a Newport Oriel solar simulator with an AM 1.5 G filter set and was calibrated to 1-
sun intensity (1000 W/m2) using a Si reference cell certified by NIST. Power conversion 
efficiency (PCE), open-circuit voltage (VOC), short-circuit current density (JSC), and fill 
factor (FF) in Figure B5 were derived based on the current density-voltage 






Figure B5. Solar cell performance of the six solar cells on the same 1 sq. inch substrate including (a) PCE, 
(b) VOC, (c) JSC, and (d) FF. 
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Appendix C Chapter 5 Supplemental Information 
Synthesis of Cu2ZnSnS4 Nanoparticles Using Various Recipes 
In synthesizing the particles of recipes A, B, and C effort was taken to reproduce 
the synthesis procedures including purging techniques and particle washing procedures.1-3 
Like any publication, there are some steps not explicit in these publications which we 
attempted to reproduce based on our best judgment. In the case of recipes B and C, the 
authors note that the product is washed to remove undesired byproducts. Details of our 
interpretation of their synthesis and washing procedures are included below. 
Recipe B 
To reproduce the synthesis recipe reported by Steinhagen et al., 1.97 mmol copper 
(II) acetylacetonate, 1.58 mmol zinc (II) acetate, 0.80 mmol tin (II) chloride, and 4.05 
mmol elemental S flakes were added to 40 mL oleylamine in a 100-mL, three-neck flask 
connected to a Schlenk line.  Stirred at 400 rpm, the solution was degassed under vacuum 
at room temperature for two hours, then heated to and held at 110 °C for 30 minutes 
while being purged with argon (instead of N2).  Next, the solution was heated to 280 °C, 
held at that temperature for one hour, then removed from the heating mantle and allowed 
to cool to room temperature naturally. 
To wash and size-separate the particles, the reaction product solution was split 
evenly across four, 30-mL centrifuge tubes. Each tube was then filled with ethanol and 
centrifuged at 14 krpm for five minutes, yielding a translucent yellow supernatant.  After 
decanting the supernatants, the settled particles in each tube were dispersed in chloroform 
and combined into a single centrifuge tube, which was then filled with chloroform and 
centrifuged at 8 krpm for two minutes.  This step yielded a black supernatant containing 
the desired particles and settled particles believed to be the “solid reaction byproducts 
and poorly-capped nanocrystals” described by Steinhagen et al. The collected particles in 
the precipitate had a composition similar to the final particles from the black supernatant 
as determined by standard-less quantitative analysis using SEM-EDS: Cu/(Zn+Sn) = 
0.91±0.02, Zn/Sn = 1.18±0.04. The black supernatant was split into three centrifuge tubes, 





a clear supernatant that was discarded. The settled particles in each tube were dispersed 
in equal amounts of chloroform and then consolidated into a single tube and washed two 
more times using chloroform/ethanol as the solvent/antisolvent pair and centrifugation at 
14 krpm for five minutes.  The clear supernatant was discarded after each step, and after 
the final step the settled particles were dried under nitrogen. 
Based on the washing procedure it is not surprising that we did not isolate 
particles of the exact same bulk composition as Steinhagen. We have found the ratio of 
ethanol to mother liqueur to be an important parameter in controlling the flocculation of 
particles and we were unable to deduce this from the publication. Furthermore, the 
geometry of various centrifuges (rotor size, etc.) will result in different acceleration 
forces on the particles affecting the separation. Hence, differences in the two isolated 
pellets are to be expected and elucidate some of the typical difficulties in reproducible 
nanoscale synthesis.  
Recipe C 
In the case of recipe C, the authors present data for aliquots at 15 minute intervals 
up to 75 minutes. For our analysis we used the particles at the end of the 75 minute 
period without taking any aliquots. 
For the washing of the nanoparticles, we followed the steps in the Figure 
information supplied by Riha et al. We observed that after the first methanol wash, a 
small amount of a second immiscible liquid phase was present with all particles settled at 
the bottom. The supernatant was clear and colorless to perhaps a faint yellow. This was 
true of each subsequent wash including the final hexanes wash. We discarded the 
supernatant in all cases. While Riha et al. used the final hexanes wash to remove 
“agglomerated or bulk constituents” this proved ineffective in our hands as all particles 
settled to the bottom of the centrifuge tube. This again may have been a result of 
differences in centrifuges and the ratio of methanol to mother liqueur, inducing stronger 
flocculation.  
While Riha et al. do not report a quantitative composition of the nanoparticles, 
they state that the “the relative elemental ratios for Cu:Zn:Sn:S were consistent with the 





characterized the final particles at 75 minutes. Riha et al. report that DTA of the particles 
suggested the particles to be phase pure, but it is not clear on which aliquot the DTA was 
performed, though we believe it was the 45 minute aliquot. The presence of ZnS we 
identified in STEM-EDS may be because when performed by Riha et al. this was 
removed in the washing separations or that a different aliquot was analyzed than the 75-
minute product we have used here. 
Notwithstanding the differences, the message of the paper remains unchanged that 
compositionally uniform nanoparticles of Cu2ZnSnS4 are a challenge to synthesize. 
 
Materials Characterization 
Quantitative Analysis using Scanning Electron Microscopy and Energy-Dispersive 
Spectroscopy 
We obtained the overall compositions of the CZTS nanoparticles for recipes A, B, 
and C (in Table 5.2) using energy-dispersive spectroscopy (EDS) in a 20 kV field-
emission scanning electron microscope (SEM, FEI Quanta). The spectra in Figure C1 
were collected using an Oxford EDS silicon drift detector (SDD, X-MaxN 80 mm2) and 
then processed with a standard-less quantitative analysis based on the Cliff-Lorimer 
method in the Aztec software. The nanoparticle films were drop-casted on Si substrates 
for the EDS analysis; therefore, Si emission lines can be observed in the spectra. The 
labeled lines (except Si) were used for the standard-less quantitative analysis. 
 
Figure C1. EDS spectra of the CZTS nanoparticles prepared using recipes (a) A, (b) B, and (c) C. 
Annular Dark-Field (ADF) Imaging and Particle Size Distribution Measurement 
The nanoparticle ink prepared using recipes A, B, and C were diluted with toluene 





Pella) to make the specimens. The particles were then imaged in the 200 kV probe-
corrected dedicated scanning transmission electron microscope (STEM, Hitachi HD 
2700C). The particle size measurements were completed using multiple STEM ADF 
images for each recipe in the ImageJ software. 
Spatial Resolution of Scanning Transmission Electron Microscopy and Energy-
Dispersive X-ray Spectroscopy 
In this work, we used EDS intensively in a 200 kV dedicated STEM equipped 
with a CEOS probe corrector that corrected spherical aberration (Cs) in the condenser 
lens system. In the interest of chemical fluctuations within the nanoparticles, we need to 
estimate the spatial resolution of the STEM-EDS technique so that we are able to 
determine the minimum distance between two points that the difference in the 
characteristic X-ray photon intensity can be resolved. The spatial resolution of STEM-
EDS analysis is influenced by both beam size and beam spread. One can define the value 
of spatial resolution (R) by adding the beam diameter (d) and the amount of beam spread 
(b) in quadrature:4  
           𝑅𝑅 = (𝑏𝑏2 + 𝑑𝑑2)
1
2  (Eq. C1) 
By lowering Cs, the probe size is reduced to ~1 Å using the probe corrector in the 200 kV 
dedicated STEM (Hitachi HD 27000C).5 The effect of beam spreading creates a cone-
shaped interaction volume as the electron beam passes through the thin specimen. The 
amount of beam spread depends on the specimen and the electron source and can be 
defined by:6  






2 (Eq. C2) 
where Z is the atomic number of the specimen material, Nv is the density of atoms per 
meter cube, t is the specimen thickness, and E0 is electron energy in keV. To define the 
spatial resolution that reflects the overall effect in the middle of the specimen thickness 
using the diameter of the exit-probe Rmax given by Equation C1, the modified spatial 
resolution can be expressed as:4  
                                                                      𝑅𝑅 = 𝑏𝑏+𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚
2






The estimated spatial resolution of EDS using the 200 kV probe-corrected STEM with 
respect to the CZTS nanoparticles (Z ~25 and Nv ~5×1028 m-3) with a thickness (diameter) 
of ~20 nm is derived accordingly as 0.38 nm. That being said, while we do not claim 
atomic-resolution STEM-EDS, it is clear that any compositional fluctuation at the 
nanoscale can be easily detected. 
Powder X-ray Diffraction Patterns of CZTS Nanoparticles 
To show the details of the powder X-ray diffraction (PXRD) patterns, the three 
patterns collected from the nanoparticles prepared using recipes A, B and C are presented 
in Figure C2, respectively. The references of kesterite Cu2ZnSnS4 (CZTS),1 wurtzite-
derived CZTS,7 zinc blende ZnS (JCPDS 01-080-0020) and cubic Cu2SnS3 (CTS, 
JCPDS 01-089-2877) below exhibit the similarity of these phases in PXRD patterns. The 
blue arrows indicate the unknown reflections located at the left shoulder of the (112) peak 
of kesterite CZTS phase. Despite the fact that shoulder at 26.8° can be considered as one 
of the reflections belonging to the wurtzite-derived CZTS phase, other reflections (such 
as the ones at 30.3° and 51.2°) were hardly identified.7 Therefore, we conclude that the 
shoulder peak is the forbidden reflection caused by the CuSn and SnCu antisite defects in a 






Figure C2. Powder X-ray diffraction patterns of recipes A, B, and C plotted in square-root of intensity as a 
function of 2θ and compared with the references of kesterite Cu2ZnSnS4,1 wurtzite-derived Cu2ZnSnS4,7 
zinc blend ZnS (JCPDS 01-089-2877), and cubic Cu2SnS3 (JCPDS 01-089-2877). 
Device Fabrication and Performance from Other Recipes 
Devices from recipes B and C were prepared using the same methods used for 
recipe A. No optimization of the process around these particles was performed and we 
used whatever conditions were found to be optimum for recipe A particles. Devices 
prepared from recipe B significantly underperformed recipe A, perhaps Devices prepared 
from recipe C showed no performance or diode behavior. We attribute this to the larger 
size of the particles. Larger particles have often shown poor sintering and grain growth, 
presumably due to reduced selenium condensation throughout the film due to the larger 
pore size and reduced capillary condensation as predicted by the Kelvin equation. 
However, another possibility was that TOPO, used only in the synthesis of recipe C, was 
interfering with grain growth or device performance. To test the effect of TOPO, we 
synthesized particles using the conditions and precursors of recipe A, with the exception 





mL of 1.0 M S-OLA was injected when the bath was at 250 °C, followed 15 seconds later 
by the injection of CZT-OLA precursor. The reaction proceeded for 1 hour. When these 
particles are used for device fabrication, they underperformed recipe A, though not by a 
tremendous margin considering no optimization for these particles was done and no 
antireflective MgF2 coating was used. There has been some thought that TOPO would 
significantly damage device performance due to phosphorus contamination in the film. 
This seems to not be the case and with further optimization TOPO could be a viable route. 
Table C1 shows the average and champion performance parameters of 16 cells produced 
by this method taken from four distinct 1-inch by 1-inch substrates. 
Table C1. Performance parameters for devices prepared under the same reaction conditions as recipe A, 
except that TOPO was used as the 12 mL solvent bath in the flask. The same fabrication conditions were 
used as recipe A and were not optimized for the TOPO recipe. Reasonable efficiencies are achieved 
suggesting TOPO is a viable solvent and the presence of phosphorus containing ligands may not be as 











recipe A-TOPO champion 7.25 0.37 32.00 60.7 
average 6.38 0.37 30.94 56.3 
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Appendix D Chapter 6 Supplemental Information 
Tadao Sugimoto’s Particle Growth Model 
Here I will paraphrase the model and derivation Sugimoto proposed.1 In this 
model, a particle grows by diffusion of monomer to the surface, followed by reaction at 
the surface. Nucleation is considered to have already taken place. Let CB be the bulk 
concentration of monomers in solution, CE be the solubility of a particle as a function of 
its radius, CI be the monomer concentration at the interface, D be the diffusion 
coefficient, and δ be the thickness of the diffusion boundary layer as a function of the 
hydrodynamic shear resulting from the particle’s Brownian motion.2 Figure D1 shows a 
diagram of the system of interest, where R is the radius of the particle at a given time, x is 
the distance from the center of the particle, and C is the monomer concentration at x. The 
molar flow rate of monomers J through a spherical surface of radius x within the 
diffusion layer is given by Fick’s law: 





Figure D1. Model of a spherical particle’s surrounding concentration profile and boundary conditions. 
Adapted from Advances in Colloid and Interface Science, Vol. 28, T. Sugimoto, Preparation of 
Monodispersed Colloidal Particles, pp 65-108, Copyright 1987, with permission from Elsevier. 
An examination of the continuity equation reveals that J is constant with respect to x if 





within the region of interest. We can integrate D1 from R + δ to R using the bounding 
concentrations previously specified to obtain: 
  𝐽𝐽 =
4𝜋𝜋𝐷𝐷𝑅𝑅(𝑅𝑅 + δ)
δ (𝐶𝐶𝐵𝐵 − 𝐶𝐶𝐼𝐼) 
(Eq. D2) 
 Sugimoto assumes simple first-order kinetics for the subsequent surface reaction: 
 𝐽𝐽 = 4𝜋𝜋𝑅𝑅2𝑘𝑘(𝐶𝐶𝐼𝐼 − 𝐶𝐶𝐸𝐸) (Eq. D3) 
where k is the rate constant. At steady state, the surface reaction must be equal to the 
diffusion flux to the surface. Combing equations D2 and D3 reveals the design equation 










Additional insight is gained by assuming various growth modes. For the case of 
diffusion-controlled growth D << kR. Hence, it must follow that CI ≈ CE. Making this 
substitution in equation D2 yields   
 𝐽𝐽 =
4𝜋𝜋𝐷𝐷𝑅𝑅(𝑅𝑅 + δ)
δ (𝐶𝐶𝐵𝐵 − 𝐶𝐶𝐸𝐸) 
(Eq. D5) 
Sugimoto next relates J to the rate at which the radius of the particle is changing by 
recognizing that the flux to the surface results in the growth of the particle radius at a rate 
proportional to the density of the solid divided by its molecular weight. In doing so, he 
has applied the quasi steady state approximation commonly taught in undergraduate 
chemical engineering mass transfer courses, though he does not explicitly state this. Note 







Combining D5 and D6 allows us to write dR/dt as: 
 
𝑑𝑑𝑅𝑅





(𝐶𝐶𝐵𝐵 − 𝐶𝐶𝐸𝐸) (Eq. D7) 
The implications of this statement are powerful. As the particle radius R grows, the rate at 
which the particle grows will be reduced. Hence, as long as (CB – CE) can be regarded as 





Reiss.3 This observation has been a subject of discussion even in relatively recent 
literature on the subject.4,5210,211  
For reaction controlled growth D >> kR such that CI ≈ CB . Thus we can combine 
equations D3 and D6 to obtain: 
 𝑑𝑑𝑅𝑅
𝑑𝑑𝑑𝑑 = 𝑘𝑘𝑉𝑉𝑚𝑚
(𝐶𝐶𝐵𝐵 − 𝐶𝐶𝐸𝐸) (Eq. D8) 
This implies that the growth rate has no dependence on R, so there will be no change in a 
given size distribution as particles grow. 
 Sugimoto acknowledges several failings in the above theory. In particular, the fact 
that CE is a function of particle size is not accounted for. This can be done with the 
Gibbs-Thomson equation: 
 𝐶𝐶𝐸𝐸 = 𝐶𝐶∞𝑒𝑒𝑥𝑥𝑒𝑒�
2𝜎𝜎𝑉𝑉𝑚𝑚
𝑅𝑅𝑅𝑅𝑔𝑔𝑧𝑧
� (Eq. D9) 
where C∞ is the solubility of the material of infinite dimensions, σ is the specific surface 
energy, Rg is the gas constant, and T is the absolute temperature. If �2𝜎𝜎𝑉𝑉𝑚𝑚𝑅𝑅𝑅𝑅𝑔𝑔𝑘𝑘� ≪ 1 then we 
can use the first two terms of the Taylor series expansion to approximate CE and CB as: 
 𝐶𝐶𝐸𝐸 ≅ 𝐶𝐶∞ �1 +
2𝜎𝜎𝑉𝑉𝑚𝑚
𝑅𝑅𝑅𝑅𝑔𝑔𝑧𝑧
� (Eq. D10) 
 
𝐶𝐶𝐵𝐵 ≅ 𝐶𝐶∞ �1 +
2𝜎𝜎𝑉𝑉𝑚𝑚
𝑅𝑅∗𝑅𝑅𝑔𝑔𝑧𝑧
� (Eq. D11) 
Note that for equation D11 to be valid, the radius in this equation must be the radius that 
is in equilibrium with the bulk concentration, denoted as R* (the critical radius). For 
diffusion controlled growth and infinite diffusion layer, we can combine equations D7, 















. If we multiply D12 through by KD we obtain Eq. 6.1. If we plot 
the right hand side of Eq. 6.1 vs. R for three R* (three saturation conditions) we obtain 






Figure D2. Predicted behavior of growth rate as a function of particle radius for diffusion controlled growth 
as obtained by Sugimoto. The narrowing and broadening regions of growth are shown for curve A. For an 
assembly of particles of average radius of R1 the supersaturation conditions of curves A, B, and C would 
result in size distribution narrowing, both narrowing and broadening, and broadening, respectively. 
By varying R* (the critical size) we are changing the size of the particle that is in 
equilibrium with the bulk concentration. This is equivalent to changing the bulk 
concentration or the supersaturation condition of the system. This could be done by 
addition of another solvent or by changing the temperature. If we increase the 
supersaturation (e.g. by adding more precursor), the critical size becomes smaller. This is 
expected as particles of small size have higher surface energies and hence increased 
solubility. If more monomer is available in solution, particles of smaller size will be 
stable. To ensure the particle distribution remains in the focusing regime, it is desirable to 
keep the saturation high (or equivalently the critical size small) by either adding 
additional precursor or changing the temperature of the system as monomer is consumed. 
 For further understanding, let us consider an assembly of particles with some 
reasonable size distribution about some mean radius R1 as shown in Figure D2. For the 
supersaturation conditions of curve A, the particle size distribution will focus and become 
smaller. For the conditions of curve C, the particle size distribution will broaden. For the 





condition will result in narrowing of the tail of particles with R > R1, and broadening of 
the tail of particles with R < R1. We also observe that in all cases there is some critical 
radius for which the growth rate is zero at the prevailing supersaturation conditions. 
Particles with R < R* will undergo dissolution releasing monomers for subsequent 









1. Precursor forms monomer 
P1 → M1  
P2 → M2  
P1 + P2 → MT 
M1 + M2 → MT 
 
2. Monomer aggregation to  
form nuclei* 
nM1 → N1 
nM2 → N2 
nMT → NT 
 
*The formation of non-uniform nuclei (e.g. N21) is also possible, but not listed 
here. 
 
3. Monomer addition to nuclei** 
M1 + N1 → G1 
M2 + N2 → G2 
MT + NT → GT  
**Monomer and nuclei may also be dissimilar (e.g. M1 + N2), but not shown 
here. 
 
4. Monomer addition to growing particles† 
M1 + G1 → G1 MT + G1 → G1T 
M2 + G2 → G2 MT + G2 → G2T 
MT + GT → GT M1 + GT → GT1 
M2 + G1 → G12  M2 + GT → GT2  
M1 + G2 → G21  
†Further higher order reactions are also possible (e.g. M1 + G12, M2 + GT1, etc.), 
as well as the simultaneous attachment of two monomers to a particle (e.g. M1 + 
M2 + GT). 
 
5. Particle Attachment††  6. Dissolution of particles†† 
G1 + G2 → G1G2 G1 → G1 + M1 
G1 + GT → G1GT G2 → G2 + M2 
G2 + GT → G2GT GT → GT + MT 
††Particles rich in x, Gxy, are also candidates for attachment and dissolution.  
Figure D3. Some of the possible reactions and growth mechanisms for a ternary nanoparticle. Owing to the 
many possibilities and number of rate constants and physical data (e.g. solubility, nucleation thresholds, 
etc.) which are not known a priori, a great challenge exists for synthesizing compositionally uniform 




Px = precursor of element x (e.g. a Zn 
complex) 
Mx = monomer of element x (e.g. ZnS) 
Nx = nucleus containing only x  
Gx = growing particle of x 
Gxy = growing particle rich in x and contains y  
NOTE: Subscript T denotes the desired 
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Appendix E Chapter 8 Supplemental Information 
Material compatibility of thiol-amine mixtures 
We have observed that PEEK tubing and common elastomers such as 
Viton®/FKM, latex, and silicone are degraded by this mixture. Nitrile seems to be more 
resistive, which we tested by placing a piece of a nitrile glove overnight in the mixture, 
though some discoloration is observed. Caution is urged and double gloving with nitrile 
is recommended, such that the outer gloves can be easily removed if the solvent mixture 
gets on the gloves, as the true level of protection provided by the gloves is not known. 
We have found that the hydrophobic coating of certain low-retention pipette tips appears 
to be incompatible with the mixture (and likely many amines by themselves) and may 
lead to sample contamination.  
Materials that have been shown to be reasonably robust to the solvent mixture are 
PTFE/PFA, borosilicate glass, and pure polypropylene with no additives and coatings.  
 
Dissolution of metal salts in thiol-amine and their mixture with chalcogen solutions 
In the following two tables we detail a number of metal salts we have investigated 
in our lab for room temperature nanoparticle synthesis and molecular precursor solution 
formation. In Table E1, we list whether they are soluble in n-butylamine (BA) at 0.2 M, 
1-propanethiol (PT) at 0.2 M, and in a 1:1 volumetric mixture of the two (0.1 M) along 
with the solution appearance. In Table E2, we detail the precipitates formed when 
stoichiometric amounts of S or Se solution (also dissolved in BA-PT) are added, along 
with the resulting supernatant color. The stoichiometric amount was based on the 
oxidation state of the metal cation in the precursor salt. If the oxidation state changes, 
then it is possible to have excess or deficient chalcogen. Note that we have not observed 
any difference between adding the amine or thiol first; the order does not seem to be 
important in performing the dissolution, though it is possible the species formed may be 
different. One interesting observation is that the CuCl2 and CuCl salts have the same 





Table E1. List of salts investigated for dissolution in n-butylamine (BA), 1-propanethiol (PT), and a BA/PT 








Solution appearance  
(PT+BA) 
CuCl Y N Y clear, faint yellow 
CuCl2∙2H2O N N Y clear, faint yellow 
SnCl2 N N Y clear, colorless 
ZnCl2 Y Y Y clear, colorless 
InCl3 N N Y clear, colorless 
GeI4  Y Y Y clear, colorless 
PbBr2 N N Y clear, faint yellow 
SbCl3 Y N Y clear, yellow  
Ga(C5H7O2)3 N N Y clear, colorless 
BA = n-butylamine, PT = 1-propanethiol 
Table E2. Result of injecting S and Se dissolved in n-butylamine and 1-propanethiol into metal salt 





Se Injection  
CuCl clear, faint yellow black PC with clear, colorless SN 
CuCl2∙2H2O clear, faint yellow black PC with clear, red SN 
SnCl2 clear, colorless clear, faint yellow 
ZnCl2 clear, colorless white PC with yellow SN 
InCl3 clear, colorless clear, faint yellow 
GeI4  clear, colorless clear, red 
PbBr2 black PC with clear, colorless SN black PC with clear, colorless SN 
SbCl3 clear, yellow  clear, yellow 
Ga(C5H7O2)3 clear, faint yellow clear, dark red-brown 
PC = precipitate, SN = supernatant 
 
For the case of the selenium injection, CuCl, CuCl2 dihydrate, and ZnCl2 also 
form precipitates in addition to the lead halide. However, only for the case of lead is a 
phase pure precipitate obtained, which is what makes the lead chalcogenides of such 
interest to study. In Figure E1 we show the PXRD of the other precipitates. Note that the 





(in addition to other peaks), suggesting that the dissolved form of the Cu in both cases is 
Cu1+. This is further supported by the red supernatant remaining after Se injection into 
CuCl2∙2H2O which would indicate Se left in solution since the amount of Se added was 
based on Cu2+. This has implications for further understanding the dissolution of thiol-
amine mixtures. 
 
Figure E1. PXRD patterns of precipitates obtained from injecting Se in n-butylamine and 1-propanethiol 
into similarly dissolved solutions of CuCl (a), CuCl2∙H2O (b), and ZnCl2 (c). Several standards are shown 








Powder X-ray Diffraction 
X-ray diffractograms were obtained using a Rigaku SmartLab in Bragg-Brentano 
mode, using a Cu Kα (λ = 1.5406 Å) source operating at 40kV/44mA. Data was collected 
over 15-80 degrees 2θ, using a step size of 0.05 degrees at a scan speed of ~1.4 
degrees/min. Samples were prepared by drop-casting particles dispersed in methanol onto 
a glass substrate. 
Scanning Electron Microscopy (SEM) and Energy Dispersive Spectroscopy (EDS) 
SEM images were collected using an FEI Nova NanoSEM at an accelerating 
voltage of 5 kV, 3.0 spot size, and working distance of ~2-3 mm using the TLD (through-
the-lens detector). EDS measurements were performed using an FEI Quanta 3D. EDS 
samples were prepared by drop casting a suspension of nanoparticles on a silicon 
substrate. EDS spectra were obtained using an Oxford INCA Xstream-2 silicon drift 
detector with Xmax80 window and analyzed using Aztec software.  
 
Particle Washing 
For the particles shown in Figure 8.1, a slightly different washing procedure was 
used in each case in order to obtain particles free of any contaminants or impurity phases. 
For the PbS, the reaction mixture was poured into a 25 mL centrifuge tube and then 
topped off with ~16 mL of 1:1 BA-PT solvent mixture. This is done to avoid the 
precipitation of any unreacted precursors or byproducts that may only be soluble in the 
thiol-amine mixture. This is then centrifuged for 3 mins at 14000 rpm and the supernatant 
is discarded. Six additional washes are then performed by adding ~2 mL of hexane and 
vortexing until the particles are well dispersed. Following this, ~23 mL of methanol are 
added and the centrifuge tube is vortexed again. Centrifugation is then performed and the 
supernatant is discarded. We have noted that extensive washing may alter the surface 
morphology of the PbS nanoparticle assemblies, in that sometimes we observe less 
densely packed spheres than those shown in Figure 8.1. The spheres in Figure 8.1 were 





phase pure product. For the PbSe, the washing procedure was the same, except that no 
hexane is used. We have found that the use of hexane is unimportant for the washing of 
either PbS or PbSe and may be omitted without any observable effect on self-assembly or 
phase purity. 
For PbTe, the washing procedure is modified to avoid any tellurium impurity. The 
Te solution is the least stable of the chalcogen solutions. We have found that exposure to 
air or alcohols results in the precipitation of the dissolved, unreacted Te. For this reason, 
after the initial top off of the centrifuge tube with 1:1 En-PT solvent, the first wash is 
again performed using 1:1 En-PT in the glove box. Unless this is done, it is possible to 
observe very small peaks/shoulders that correspond to Te in the XRD pattern. Following 
this, six washes are performed using methanol. 
The PbSxSe1-x alloy nanoparticles were washed in a manner similar to the PbTe. 
The centrifuge tube is topped off with 1:1 BA-PT solvent and centrifuged, and then 
another wash with 1:1 BA-PT is performed. This is followed by three isopropanol washes. 
The reason for the additional wash in BA-PT is to avoid any possibility of impurity 
precipitates. However, it has been found that this additional wash in BA-PT does not 
seem to be necessary. Only telluride reactions seem to benefit from the additional thiol-
amine wash.  
For gram scale syntheses, the 43.4 mL solutions of 0.2 M PbI2 and 0.2 M Se were 
mixed and then distributed between five centrifuge tubes. Each was topped off with BA 
and then centrifuged for three minutes at 14000 rpm. Three additional BA washes were 
completed followed by four washes with isopropyl alcohol. This washing procedure was 
used to provide greater confidence that any unreacted precursor was removed. The 
particles were then dried under nitrogen prior to pressing. 
 
Avoiding impurities in PbS particles 
For the PbS particles we occasionally see shoulders/small peaks in the data, particularly a 
small peak around a 2θ of 34o. In extreme cases, we also see two small peaks at 24.6 and 
27.2 degrees 2θ. We have determined this to result from impure solvents. As the solvents 





particles begin to exhibit these impurity peaks. When fresh solvents are used and 
contamination sources are avoided, the peaks are not observed. An extreme case of the 
impurity phase is show in Figure E2, as typically the impurity peaks are much less 
intense and often only a small peak at 2θ of 34o is observed. 
 
Figure E2. X-ray diffraction pattern exhibiting an impurity phase in addition to the dominant PbS phase. 
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