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A discrete time stochastic process {X,, n = 0, 1, 2,...} is said to be temporally convex (concave) 
if E~b(X,,) is a nondecreasing convex (concave) function of n whenever ~k is a nondecreasing 
convex (concave) function. Similarly one can define temporal convexity and concavity for con- 
tinuous time stochastic processes. In this paper we find conditions which imply that a given 
Markov process is temporally convex or concave. Some illustrative xamples of stochastic temporal 
convexity and concavity in reliability theory, queueing theory, branching processes and record 
values are given. Finally an application of temporal stochastic concavity to a problem in computa- 
tional probability is described. 
AMS Subject Classifications: 60K20, 60G17. 
sample-path convexity and concavity * weak majorization * preservation of stochastic onvexity 
• Markov processes * shock models and wear processes * GI/G/1, MB/M(n)/1 and M/G/1 
queues * record values * computational probability * birth and death processes * branching 
processes 
1. Introduction 
In this paper we consider convexity and concavity properties of stochastic pro- 
cesses {X(t), t ~ S} in discrete time (then S = {0, 1, 2,...}) or in continuous time 
(then S = [0, oo)). There are various ways to define "stochastic onvexity" (or 
concavity) for such processes. In the present study we seek conditions on the process 
{X(t), t ~ S} which imply that E~(X(t)) is a monotone convex (concave) function 
of t whenever ~b is a monotone convex (concave) function. Applications in the areas 
of queueing theory, reliability theory, branching processes, record values and compu- 
tational probability are given. 
Shaked and Shanthikumar (1988) have introduced a basic notion of parametric 
stochastic onvexity of a family of random variables {X(0), 0 e O} and studied its 
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basic properties. In Section 2 of the present paper we state some of their definitions 
and results to be used later in the paper. Two fundamental preservation properties 
of stochastic convexity are proven in Section 3. These results are stochastic analogs 
of the well known nonstochastic fact: an increasing convex (concave) function of 
an increasing convex (concave) function is an increasing convex (concave) function. 
Let Po denote the distribution of X(O), 0 ~ O. It should be emphasized that the 
definitions and results of Sections 2 and 3 really relate to the sequence Po, 0 ~ O, of 
distributions and are not concerned with any dependence properties among the 
x(0)'s. 
Whereas Shaked and Shanthikumar (1988) allowed 0 in {X(0), 0 ~ O} to be any 
general parameter of a parametric family of distributions (the distributions of X(0), 
0 ~ O), in the present paper (after Section 3) 0 is a (discrete or continuous) time 
parameter and {X(0), 0 ~ O} is a stochastic process. To emphasize this point we 
thus replace the notation "0" by "n" or "t"  and we refer to the convexity as 
"temporal convexity". In Section 4 we give some sets of conditions (which can be 
easily checked in various applications) which imply temporal convexity or concavity 
of Markov processes or chains. A sample of illustrations of how the results of 
Section 4 yield temporal convexity and concavity in various areas of probability, is 
given in Section 5. It should be commented that the Markov property is not required 
in the definitions and results of Sections 2 and 3. It is used only in Sections 4, 5 
and 6. 
Establishing convexity or concavity of various functions is of great importance 
in optimization theory. Specifically, in the design of stochastic systems, establishing 
stochastic onvexity or concavity of associated stochastic processes is very useful 
in devising efficient algorithms to obtain optimal designs (see Shanthikumar (1987) 
and Yao and Shanthikumar (1986, 1987)). It is also useful for the numerical 
approximation ofvarious probabilistic quantities of interest. In Section 6 we consider 
one such instance in which we show how establishment of stochastic onvexity or 
concavity can drastically reduce the computational effort needed to numerically 
approximate various expectations of monotone convex and concave functions of 
Markov processes and chains. 
Throughout his paper "increasing" ("decreasing") means "nondecreasing" 
("nonincreasing'). Whenever an integral ~ ~b(x) dF(x) (or expected value Ed~(X)) 
is written, it is tacitly assumed that ¢k is such that the integral (or Eck(X)) exists. 
Also, it is tacitly assumed that all real functions mentioned in this paper are Borel 
measurable. Given a random variable X and an event A, we denote by (X[A) any 
random variable whose distribution is the conditional distribution of X given A. 
2. Background 
Let {Po, 0 e O} be a family of univariate distributions. Throughout this paper O 
is a convex set (that is, an interval) of the real line ~ or of the set M+---- {0, 1, 2,...}. 
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Let X(O) denote a random variable with distribution Po. Somewhat abusing notation 
we will often replace the notation {Po, 0 ~ O} by {X(O), 0 ~ 0}. Note that when we 
write {X(O), 0 ~ O} we do not assume (and are not concerned with) any dependence 
(or independence) properties among the X(O)'s. We are only interested in the 
'marginal distributions' {Po, 0 ~ O} of {X(0), 0 ~ O}, even when {X(0), 0 ~ O} is 
a well defined stochastic process. Note also that the notation X(O) does not mean 
that X is a function of 0; it only indicates that the distribution of X(O) is Po. Thus, 
for example, for ~b :R-~R, the notation E4,(X(O)) stands for J d~ dPo. 
Let c¢ be a class of real functions on R and let c¢o be a class of real functions 
on O. We will be interested in families of random variables {X(0), 0 ~ O} for which 
Ed~(X(" )) ~ c£~9 whenever qb ~ c¢ (2.1) 
for various choices of c£ and c¢o. 
In the following definition the abbreviations SI, SICX, SICV, SDCX, etc. stand 
for stochastically increasing, stochastically increasing and convex, stochastically 
increasing and concave, stochastically decreasing and convex etc. 
Definition 2.1. Let {X(0), 0 ~ O} be a family of random variables. Denote 
(a) {X(0), 0~O}~SI  (SD) if (2.1) holds with c¢ the class of the increasing 
functions on R and ~¢o the class of the increasing (decreasing) functions on O, 
(b) {X(0), 0~ O}~ SICX (SICV)if {X(0), 0~ O}~SI and if (2.1)holds with 
the class of the increasing convex (concave) functions on R and c¢ o the class of the 
increasing convex (concave) functions on O, 
(c) {X(0), 0~ O}~ SDCX [SDCV] if {X(0), 0~ O}eSD and if (2.1) holds with 
the class of the increasing convex [concave] functions on R and c¢ 0 the class of 
the decreasing convex [concave] functions on O. 
Establishing the property {X (0), 0 e O} ~ SICX (SICV etc.) may be of importance 
in some applications because one can derive then various useful inequalities from 
the fact that Eck(X(. ))~ ~o (see Shaked and Shanthikumar (1988) and Section 6 
of the present paper). However, in many applications it is not easy to show that 
{X(0), 0 ~ O} ~ SICX (SICV etc.). Therefore Shaked and Shanthikumar (1988) have 
considered conditions which are stronger than the conditions of Definition 2.1 but 
which may be proven quite easily in some applications. These conditions are given 
in Definition 2.2 below. The idea of Shaked and Shanthikumar (1988) is to "put" 
four of the random variables {X(0), 0 ~ O} on a common probability space and 
then obtain "almost sure" results which carry back to the whole process {X(0), 
0~O}. 
For any four real numbers x,, x2, x3, x4 we abbreviate the conditions 
xl <~ min(x2, x3) ~< max(x2, x3) ~< X4 
by 
xl <~ [x2, x3] <~ x4. 
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denotes x~ <~ rain(x2, x3, x4) and [x~, x2, x3] <~ x~ denotes Also xl <~ [x2, x3, x4] 
max(x1, x2, x3) <~ x4. 
Definition 2.2. (a) The family {X(0), 0 E O} is said to be SIC)( in samplepath sense 
if for any 0i E O, i = 1, 2, 3, 4, such that 01 <~ 02 <~ 03 <~ 04 and 01 + 04 = 02+ 03, there 
exist four random variables )Ci, / = 1, 2, 3, 4, defined on a common probability space 
such that 
(st) ~, st X(0,), i=1 ,2 ,3 ,4 ,  
(cx) ~2+ ~3 ~ ~1 + ~, a.s. (convexity condition), 
(i-cx) [)C1, )(2, )~3] <~ X4 a.s. (monotonicity condition). 
Denote conditions (st), (cx), (i-cs) by {X(0), 0 E O}E SICX(sp). 
(b) If (st) holds and also (cv) and (i-cv), where 
(ov) a.s., 
(i-cv) a.s., 
then denote {X(0), 0 E O) E SICV(sp). 
(c) If (st), (cx) hold and also (d-cx), where 
(d-ox) a.s., 
then denote {X(0), 0 E O} E SDCX(sp). 
(d) If (st), (cv) hold and also (d-cv), where 
(d-cv) a.s., 
then denote {X(0), 0 E O} E SDCV(sp). 
It is not hard to see that if {X(0), 0E O}ESICX(sp) (respectively SICV(sp), 
SDCX(sp), SDCV(sp)) then {X(0), 0E O}ESICX (respectively SICV, SDCX, 
SDCV) (see Shaked and Shanthikumar (1988)). For example, to see it for the SICX 
case suppose {X(0), 0 E O}E SICX(sp). Let 0i, i= 1, 2, 3, 4, be such that 01~ < 02 <~ 
03 <~ 04 and 01 + 04 = 02+ 0s. Thus there exist four random variables )Ci, i = 1, 2, 3, 4, 
which satisfy (st), (cx) and (i-cx). From (st) and (i-cx) it follows that for every 
increasing function d>, 
E4,(x(o l ) )  = E,~ (.,~,) <~ E4,(~,)  = E4,(x(o~)). 
Thus {X(0), 0E O}ESI. 
Condition (cx) can be written as 
~.~2 - X1 ~ ~'4 - X3 a.s. 
Thus if 4, is an increasing convex function then (using the fact that ~'4 >i [~'1, ~'2, 3C3] 
a.s.) 
d, (~2) - d~ (~1) <~ d~ ()C4) - 4~ (?~s) a.s. 
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Taking expectations on both sides and using (st) one has 
- E4,(X(O,))= E - 
A A 
E[O(X,)-6(X3)] 
= Ef lp (X(O4) ) -E~p(X(03) ) ,  
that is, {X(0), 0e O}e SICX. 
Apart from the fact that sample path convexity and concavity are easy to establish, 
they have some nice closure properties. One such property is (see Shaked and 
Shanthikumar (19 8 8)): 
Theorem 2.1. If {X(0), 0e O} and {Y(0), 0cO} belong to the class C where 
C e {SICX(sp), SICV(sp), SDCX(sp), SDCV(sp)} and X(O) and Y(O) are indepen- 
dent for each 0 ~ O, then 
{X(0)+ Y(0), 0e O}e C. 
It is not clear whether such a property holds for SICX, SICV, SDCX or SDCV. 
Consequently, whenever possible, it is advantageous to establish the sample path 
properties. 
3. A preservation result 
In this section we first prove an important preservation result for sample path 
convexity which will be used in later sections. This result is a stochastic analog of 
the well known fact that compositions of increasing convex (concave) functions are 
increasing convex (concave). 
Theorem 3.1. Let {X(0), 0 e O} be a family of X-valued random variables, where 
X c R, and let { Y(x), x e X) be another family of random variables. 
(a) I f  
(i) {X(0), 0e O}eSICX(sp) (SICV(sp)) and 
(ii) {Y(x), xeX}eSICX(sp)  (SICV(sp)) 
then 
(iii) {Y(X(O)), Oe O)cSICX(sp) (SICV(sp)). 
(b) I f  
(i') 
(ii') 
then 
(iii') 
{X(0), 0e O}e SDCX(sp) (SDCV(sp)) and 
{Y(x), xeX}e SICX(sp) (SICV(sp)) 
{ Y(X(O)), Oe O}~ SDCX(sp) (SDCV(sp)). 
Proof. We prove (a) only. The proof of (b) is similar. First consider the convex 
case and suppose that, for each x e X, the distribution of Y(x) has no atoms. 
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Let Oi ~ O, i = 1, 2, 3, 4, be such that O~ ~ 02 <~ 03 <~ 04 and 01 "-[" 04 "-'- 02+ 03 • We will 
construct four random variables ZI, Z2, Z3, Z4 on a common probability space 
such that 
Zi ~ Y(X(O,)), i=1,2,3,4,  (3.1) 
[Z1,Z2, Za]<~Z4 a.s. (3.2) 
and 
Z2+Z3<~Z~+Z4 a.s., (3.3) 
and the result for the convex case is then complete. 
From (i) it follows that there exist four random variables 2~, i -- 1, 2, 3, 4, such that 
f¢i st X(Oi), i = 1, 2, 3, 4, 
[2,, 22, X3] <~ 2, a.s., 
and 
~2+.~3<~ ~1+ 24 a.s. 
That is, 
<w (2,, 2,) 
where this notation means that, with probability one, every realization (xl, x2, x3, x4) 
of (21 ,22 ,23 ,24)  satisfies (XE, X3)<w(Xl,X4). (The ordering <w is the weak 
submajorization ordering, see, e.g., Marshall and Olkin (1979, p. 10). In the present 
setting, (x2, x3) <w (x,, x4) means, by definition, that max(x2, x3) <~ max(x1, x4) and 
that x2 + x3<~ x~ + x4.) • 
Applying Result 5.A.9 in Marshall and Olkin (1979, p. 123) to almost each 
realization of (21,22,  23, L )  it follows that there exist random variables X*, X* 
such that 
(22, 23) ~ (X, ,  X3~) < (21, X4) a.s., 
where here "<"  is the majorization ordering given, e.g., in Marshall and Olkin 
(1979). (In the present setting, (x*,x3*)<(x~,x4) means, by definition, that 
max(x*, x3*) ~ max(x1, x4) and that x* + x3* = xl + x4.) Since X1 ~< X4 a.s., the rela- 
tion (X*, X*) < (XI, 24) can be written as 
21<~ [X*, X*] <~ 24 and X l+24=X*+X3 * a.s. 
Since { Y(x), x E X} ~ SICX(sp) it follows that there exist four random variables 
Z1, Z*, Z3*, Z4 such that 
Z~ ~- Y(f(~) ~t Y(X(O )) 
Y(X*), i=2,3, 
[ Z~, Z*, Z*3 ] ~ Z4 a.s., 
i=1,4,  (3.4) 
(3.5) 
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and 
Z*+Z*<~Zi+Z4 a.s. 
For each x ~ X denote Fx(t) - P{ Y(x) > y} and 
P~l(u)=inf{y: Px(y)~u}, u~[0, 1]. 
Define 
Z~ = P~I(Px.(Z*)) , i=2,3.  
(3.6) 
(3.7) 
Z2+Z3<~ZI+Z4 a.s. (3.11) 
Now just notice that (3.4), (3.8), (3.10) and (3.11) are the same as (3.1)-(3.3) and 
the proof of the convex case (when the distribution of Y(x) has no atoms) is 
complete. 
If the distribution of Y(x) have atoms then an additional argument is needed 
because in this case Fx.(Z*) does not have a uniform [0, 1] distribution. Define 
then, for x ~ X, 
Fx(y, v)= P{Y(x)> y}+vP{Y(x)=y} 
where v ~ [0, 1]. In Ferguson (1967, p. 216) it is essentially shown that if V is a 
uniform [0, 1] random variable independent of Y(x) then Fx(Y(x), V) is uniformly 
distributed on [0, 1]. Observe also that for each x ~ X and v ~ [0, 1] one has 
v)) =y. 
Now define (instead of (3.7)) 
Z~ = ff"--I ( px,~( Z*~ , V) ), i=2,3 ,  Xi 
where V is a uniform [0, 1] independent of Z*. Then, from the result in Ferguson 
(1967) it follows that (3.8) is still true and (since { Y(x), x e X} ~ SI) we also obtain, 
using (3.12), the following analog of (3.9): 
Zi  ~ - -1  - , F~,(F~,(Z,, V) )=Z* ,  i=2,3.  
(3.12) 
and 
Then (using the fact that the distributions of Z* and Z3* have no atoms) 
A 
Z~ st Y(Xi)st  Y(X(O,)), i=2,3 ,  (3.8) 
and (using { Y(x), x ~ X} ~ SI) 
Z~=P~I(Px~(Z*))<~P~I(P~,(Z*))=Z* a.s., i--2, 3. (3.9) 
Combining (3.5), (3.6) and (3.9) we have 
[Z1,ZE,Za]<~Za a.s. (3.10) 
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Combining (3.5), (3.6) and (3.13) we obtain the desired result as in the case of 
no atoms. 
The proof of the concave case is similar. The main differences are that weak 
supermajorization rdering <w (see Marshall and Olkin (1979)) is used instead of 
the ordering <w, and Result 5.A.9.a of Marshall and Olkin (1979) is used instead 
of 5.A.9. [] 
Theorem 3.1 extends results of Shaked and Shanthikumar (1988) in which deter- 
ministic convex (concave) reparametrizations or deterministic convex (concave) 
transformations of {X(0), 0 e 19} were considered. It also can be used to obtain 
alternative proofs of some results in Shaked and Shanthikumar (1988). In the present 
paper, Theorem 3.1 is used in the proof of Theorem 4.4. 
In some situations (see, e.g., proof of Theorem 4.5 below) it is not known 
that {Y(x), x ~ X}~ SICX(sp), as in Theorem 3.1(a)(ii), but it is only known that 
{ Y(x), x ~ X} ~ SICX. Then the following result is useful. 
Theorem 3.2. Let {X(0), 0~ 19} be a family of X-valued random variables, where 
X c R, and let { Y(x), x ~ X} be another family of random variables. 
(a) / f  
(i) 
(ii) 
then 
(iii) 
(b) I f  
(i') 
(ii') 
then 
(iii') 
{X(O), 0 ~ 19}~ SICX (SlCV) and 
{ Y(x), x ~ X} ~ SICX (SICV) 
{Y(X(O)), O~ O}~SICX (SICV). 
{X(0), 0 e 19} e SDCX (SDCV) and 
{ Y(x), x ~ X} ~ SICX (SICV) 
{Y(X(O)), O~ O}~SDCX (SDCV). 
ProoL We prove (a) only for the convex case. The rest of the theorem is proven 
similarly. 
Let ~b be an increasing convex function and consider 
Eck(Y(X(O)))= E{E[cb(Y(X(O)))IX(O)]} 
=Eg(X(O)), 
where g(x) =- Edp(Y(x)). Since { Y(x), x ~ X} ~ SICX it follows that g is increasing 
and convex. Thus, since {X(0), 0eO}eS ICX it follows that Eg(X(O)) 
(=E~b(Y(X(0)))) is increasing and convex in 0. [] 
Theorem 3.2 is used in the proof of Theorem 4.5 and in Section 5. 
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4. Temporal convexity and concavity 
Let {X,, n = 0, 1, 2, . . .} be a Markov chain with state space S (S = R÷ = [0, 0o) 
or N+) and transition kernel determined by 
O(x,y)=P{X~>ylXn_~=x},  (x ,y )sSxS .  
Let Y(x) and Z(x) denote generic random variables representing [X,+IIX, = x] 
and [X~+I-x]X~ = x] respectively. Then, of course, Z(x) ~ Y (x ) -x .  
Intuitively, if {Z(x), x ~ S} ~ SI (SD) one would expect hat {X,, n = 0, 1, 2,. . .} 
be convex (concave) in some sense. Theorems 4.1-4.3 are possible formulations of 
this idea. 
The following two lemmas will be needed below. 
Lemma 4.1. Suppose Xo = 0 a.s. I f  either 
(i) Z(x) >I 0 a.s. for each x ~ S, or 
(ii) {Y(x) ,x~S}sS I ,  
then {X,, n ~ N+} ~ SI. 
Proof. It is well known that if { Y(x), x ~ S} ~ SI then {X~, n ~ N+} ~ SI provided 
X0--: 0 (see, e.g., Stoyan (1983, p. 64)). If Z(x) >i 0 a.s. for each x ~ S then X~+~/> Xn 
a.s. []  
Other simple conditions, on the initial distribution and on the transition matrix, 
which imply that {Xn, n ~ N+} ~ SI can be found in Keilson and Kester (1977, 1978). 
In the following lemma Z(")(x) is a generic random variable such that 
z m>(x) xlXo= x], 
In particular, Z(~)(x) ~ Z(x). 
m= 1,2 ,3 , . . . ,  xeS.  
Lemma 4.2. / f  {Z(x), x e S} e SI then {z(m)(x), X E S} e SI for m = 1, 2, 3, . . . .  
Proof. For each x ~ S, define Y(1)(x)= Y~(x) where Yl(x) ~ Y(x) and Y(")(x)= 
Yn(Y("-~)(x)) where, conditioned on Y(n-~)(x)=u, the random variable Y,(u) 
satisfies Y,(u) ~ Y(u), n = 2, 3, . . . .  Then 
Y(")(x) ~ [X, IXo=x ] and Z(")(x)= Y(")(x)-x. 
Therefore it suffices for us to show that 
{ Y(")(x) -x ,  x ~ S} ~ SI (4.1) 
for n = 1, 2, 3, . . . .  By assumption, (4.1) is true for n = 1. Suppose (4.1) is true for 
n = 1, 2, 3 , . . . ,  k -  1. Consider 
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Let x, y ~ S be such that x <~ y. By the induction hypothesis it is possible to construct 
on a common probability space two random variables W1 and W2 such that 
st W1 = Y(k-1)(X), 
W2 ~t y(k-~)(y), (4.2) 
Then 
W~-x  <~ W2-y  a.s. 
y(k) (x)_x  st Yk (W1) -x  
= Yk(W~)-- W~+ WI-X.  (4.3) 
Observe that, since x <~ y, the inequality (4.2) implies W1 ~ WE a.s. Hence, the fact 
that {Z(x), x c S} c SI implies 
st 
Yk ( Wa ) - WI <~ Yk ( W2)- W2. (4.4) 
Now (4.2), (4.3) and (4.4) yield 
st 
Yk( w:+ w2- y 
st = y(k)(y)_ y. [] 
Theorem 4.1. Suppose Xo = 0 a.s. I f  {Z(x) ,  x c S} c SI (that is, Q(x, x + y) increases 
in x ~ S for every fixed y) then 
{X,,, n ~ N+} c SICX(sp). 
Proof. Since {Z(x), x e S} ~ SI it follows that { Y(x), x ~ S} ~ SI. Hence, since Xo = 0, 
a.s., it follows by Lemma 4.1 that {X,, n ~ N+} c SI. In particular, for fixed n~ and 
st 
n2 (n~ ~< n2) we have X,, <~ X,:. Thus it is possible to construct X~, -~'2 on a common 
probability space such that 
and 
A ~'2 st 
X1 ~ X,,, = Xn~ (4.5) 
A 
l~X2 a.s. 
Let n 3 and n4 be such that 
n, In2, n3] n4 
Define 
and nl+n4=n2+n3.  
m --- n3 - n 1 "-- n4  ~/ '12 ,  
O, , (x ,y )=P{X~> y lXo=x} 
(4.6) 
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and 
[x,.-xlXo=x]. 
By Lemma 4.2, 
{Z<")(x), x ~ S} ~ SI. 
Let U be a uniform [0, 1] random variable defined on the same probability space 
as X1 and J~'2 and independent of them. Set 
2, = (~m'(X,, U ) -  X,, i= 1, 2, 
where (~,l(x, u)- inf{y: t~,,(x, y)<~ u}. Then 
2, st Z~,,,)(~,), i= 1,2. 
Set 
Then 
(4.7) 
X3 st X4 st = Xn3 , =Xn4. 
The stochastic monotonicity of Z~')(x) implies 
2, <~ 22 a.s. (4.8) 
Thus, from (4.7) and (4.8) it follows that 
 t2+ + a.s. 
Since S c R+ it follows that Z~m)(O)I> 0 with probability 1, hence the stochastic 
monotonicity of z~m)(x) implies that Z°")(x)>I 0 a.s. Therefore, from (4.6), (4.7) 
and (4.8) one has 
That is, {X,, n 6 N+} ~ SICX(sp). [] 
The assumption X0 ~ 0 in Theorem 4.1 together with the stochastic monotonicity 
of Z(x) and the nonnegativity of {X,, n = 1, 2, 3,...} imply that, for every x, 
P{Z(x) >~ 0} = 1. In the next theorem we do not assume Xo=0 but we impose 
nonnegativity on Z(x)  in order to obtain the same conclusion as in Theorem 4.1. 
Theorem 4.2. Let the initial value Xo be any fixed Xo. If 
(i) Z(x) >>- 0 for each x ~ S, and 
(ii) {Z(x), x~S}~SI ,  
then {X,, n ~ N+} ~ SICX(sp). 
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The proof is similar to the proof of Theorem 4.1 and we omit it. 
Remark. Under the assumptions of Theorem 4.1 or of Theorem 4.2, the process 
{X,, n = 0, 1, 2,. . .} is stochastically monotone (in the sense of Barlow and Proschan 
(1976) or of Daley (1968)) with monotone sample paths. Hence it is IFRA (= increas- 
ing failure rate average). See, e.g., Brown and Chaganty (1983) or Shaked and 
Shanthikumar (1987). It should be noted that the notion of stochastic monotonicity 
in the sense of Daley is different han the notion of SI. The former is a condition 
on the transition matrix; the latter is a condition on the sequence of distributions 
o fX , ,  n =1,2,  . . . .  
We will consider now a concave analog of Theorem 4.1. Intuitively, if 
{Z(x), x ~ S} ~ SD then {X,, n = 0, 1, 2,.. .} should have some concavity properties. 
However, in this case, one problem, that did not exist in the convex case, is 
encountered. The problem is that even if X0=0 a.s., it is not necessary 
that {X,, n ~N+} ~ SI as it was in the case when {Z(x), x ~ S} ~ SI. Therefore in 
Theorem 4.3 below we postulate ither the nonnegativity of Z(x) or the stochastic 
monotonicity of Y(x) in order to obtain the monotonicity of {X,, n = 0, 1, 2,...}. 
We end up with a conclusion that is weaker than its analog in Theorem 4.1, that 
is, we only show that {X,, n ~+}~ SICV and not the stronger esult that {X,, 
n ~ N+} ~ SICV(sp). 
Theorem 4.3. Suppose Xo = 0 a.s. Assume 
(i) {Z(x), xeS}eSD,  
and that either one of the following conditions hold: 
(ii) P{Z(x) >- 0} = 1 for each x ~ S, or 
(iii) { Y(x), x ~ S} ~ SI. 
Then {X,, n e N+} e SICV. 
Proof. Let ck be an increasing concave function. By assumption (i), for x <~y one 
has Z(x) ~ Z(y). Thus 
Ec/)( Z(x) + x) - ok(x) >I Eck(Z(y) + x) - ok(x) 
=Egl(Z(y)), 
where gl(" ) -= ~b(. + x) - ~b(x). Let g2(" ) - ~b(. + y) - ~b(y). Since ~b is concave it is 
clear that gl >t g2. Thus 
Eg,(Z(y))~ EgE(Z(y)) 
= Edp(Z(y)+ y)-q~(y). 
That is, f(x)=-Ed~(Z(x)+x)-d~(x) is decreasing in x. 
When either (ii) or (iii) hold then {Xn, n e N+} ~ SI (see Lemma 4.1). So 
Ef(X...), 
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or equivalently (since Z(X , )+ X,, ~ X,,+I), 
Eq,(x.+,)- E6(X.+2)- E6(X.+,). 
Thus {X,, n ~ N+} ~ SICV. [] 
Remark 4.1. From the proof of Theorem 4.3 it is clear that one can replace the 
assumption X0= 0 and the conditions (i) and (ii) by {X,, n ~ ~+} ~ SI. A similar 
proof can be used to show that if {X,, n ~ N+} ~ SD and {Z(x), x s S} ~ SD then 
{X,, n ~ N+} ~ SDCX. 
Let {X(t), t t> 0} be a continuous time Markov process with state space ~+ such 
that P{X(0)=0} = 1. Denote the entries of the infinitesimal generator of {X(t), 
t t> 0} by {r(x, Y)}~,~N÷.y~N+- Using uniformization we establish the following result. 
Theorem 4.4. Suppose that {X(t), t i> 0} is uniformizable (that is, ~t =- sup{-r(x, x)} < 
00). I f  ~k~y r(x, x + k) is increasing in x for every fixed y then {X(t), t ~ [0, oo)} 
SICX(sp). 
Proof. Fix a A > A. Let {N(t), t ~ 0} be a Poisson process with rate h. Then there 
exists a Markov chain { Y,, n = 0, 1, 2,. . .} such that 
{X(t), t~>0} s=t {YN(,), t>~0} 
(see, e.g., Keilson (1979, p. 23) or Cinlar (1975, p. 260) or Brown and Chaganty 
(1983, p. 1002)) and the assumption of the present heorem on the transition rates 
implies that { Y,, n = 0, 1, 2, . . .} satisfies the conditions of Theorem 4.1. Thus { Y,, 
n ~ N+} ~ SICX(sp). 
Shaked and ShanthiktLmar (1988) showed that 
{N(t), t~[0, oo)} ~ SICX(sp). 
Thus, by Theorem 3.1, one obtains the desired result. [] 
Remark 4.2. A continuous time estension of Theorem 4.2 (parallel to the way 
Theorem 4.4 extends Theorem 4.1 to the continuous time) is now easy to state and 
prove. We omit the details. 
The next result is a continuous time analog of Theorem 4.3. Its proof is similar 
to the proof of Theorem 4.4 and is omitted. However, here we apply Theorem 3.2 
instead of Theorem 3.1. 
Theorem 4.5. Suppose that {X(t), t i> 0} is uniformizable as in Theorem 4.4. Assume 
(i) Y~k~y r(x, x + k) decreases in x for every y > 0 and Y k<-y r(x, x + k) increases 
in x for every y < 0 
and that either one of the following conditions hold: 
(ii) r(x, x') = 0 whenever x' < x, or 
(iii) for each y, Y~k~,y r(x, k) increases in x < y and ~k<-y r(x, k) decreases in x> y. 
Then {X(t), t e [0, ~)} e SICV. 
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5. Illustrative examples of temporal convexity and concavity 
5.1. Waiting times in GI/G/1 queues 
Suppose customers arrive at a queueing system with interarrival times A~, A2 , . . . ,  
which are independent and identically distributed. The service times form a sequence 
{B,, n = 0, 1, 2,. . .} of independent and identically distributed random variables 
that are independent of the A,'s. The waiting time of the n-th customer then is 
Wn = max{ W,-1 + B,_I - An, 0}. 
Theorem 5.1. I f  Wo = 0 then { Wn, n ~ I~1+} ~SICV. 
Proof. We apply Theorem 4.3. Clearly { W., n = 0, 1, 2,...} is a Markov chain. Let 
Y(x)  and Z(x)  denote generic random variables representing [ W.+IIW. = x] and 
[ Wn+~ - x[ Wn = x] respectively. Then 
Y(x)  s__t max{Bn_l - A, + x, 0} and Z(x)  st max{B,_1 - An, -x}. 
Clearly { Y(x), x ~> 0} and {Z(x), x/> 0} satisfy conditions (i) and (iii) of Theorem 
4.3. [] 
Denote by K the distribution function of B, -A ,+I  and assume that there exists 
a y>0 for which ~_~CXdK(x)<oo. Let 0 be a positive number such that 
S_~e °x dK(x)<~ 1. The existence of y implies that such a O exists. Define a~ 
sup,>of(t) where 
f ( t )  =- (1-K(t))/f 
t 
If 
e °~y-') dK(y). 
P{Wo>t}=ae -°t, t>-O 
(so that Wo = 0 with probability of 1 -  a) then one has { W,, n ~ N+} ~ SD. (See the 
proof of Proposition 5.3.2 of Stoyan (1983). Also see Kleinrock (1976, p. 44.)) 
Therefore, from the Proof of Theorem 5.1 and Remark 4.1 one has 
Corollary 5.1. I f  P{Wo> t} = a e -°t, t>~O, then {Wn, n ehl+}~ SDCX. 
5.2. MaIM(n)/1 and M/G/1  queues 
Consider a single stage queueing system at which customers arrive according to 
a Poisson process with rate ~t > 0. Customer n brings a random number B. of tasks, 
n = 1, 2, . . . .  The B.'s are independent and identically distributed. Denote ()(b) = 
P{B. t> b}, b = 1, 2, . . . .  The service requirements of these tasks form a sequence of 
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independent and identically distributed mean ~-1 exponential random variables 
independent of {B~, n = 1, 2,...}. The service rate is 3,(n) when there are n tasks 
in the system: 3,(0) = 0 and 3,(n) > 0 for n ~> 1. Let X(t) denote the number of tasks 
in the system at time t. 
Theorem 5.2. If3,(n) is increasing in n and X(0) = 0 a.s. then {X(t), t ~ R+} e SICV. 
Proof. Let {r(x, Y)}x.y~N+ be the infinitesimal generator of the Markov process {X(t), 
t t> 0}. Then 
r(x,x+k)=AQ(y), y>0,  
k~y 
r(x, x + k) = { oY(X) 
k<~y 
i fy = -1, 
i f y<- l ,  
r(x,k)=AO~(y-x), y>x, 
k>~y 
and 
r(x, k)= { tzY(x) 
k<~y 0 
i f y=x-1 ,  
i f y<x-1 .  
Thus conditions (i) and (iii) of Theorem 4.5 are satisfied. [] 
Remark 5.1. Among other results Abate and Whitt (1987) have shown that, for an 
M/M/1 queue, the mean number of tasks EX(t) in the system is completely 
monotone in t. This, for the special case of M/M/1 queue, is stronger than just 
concavity. However, it is not clear whether Eqb(X(t)) is completely monotone for 
all completely monotone functions ~b even in the M/M/1 case. 
Remark 5.2. The virtual waiting time W(t) in an M/G/1 queue can be arbitrarily 
closely approximated by the work load in an MB/M/1 queue with appropriately 
defined t~ (see Shanthikumar (1985, p. 133)). The work load in the MB/M/1 queue 
at time t is ~X~o) Ei where Eo= 0 and En, n = 1, 2, 3, . . .  are independent identically 
distributed mean/z -1 exponential random variables. From Theorems 3.2 and 5.2 it 
follows that if W(0) = 0 a.s. then { W(t), t ~ R÷} ~ SICV. 
5.3. Cumulative damage shock processes 
Suppose an item is subject o shocks occurring randomly in time according to a 
Poisson process {N(t), t~>0} with rate h. The n-th shock inflicts a nonnegative 
random damage/9,; the distribution of D, does not depend on n but may depend 
on X,_l--the cumulative damage just before the time of the n-th shock. The damage 
accumulates additively, that is, 
Xn=X,_~+D,, n= 1 ,2 ,3 , . . . ,  Xo=0. 
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Then the cumulative damage at time t is W(t) =- XN~t). Such models are considered 
in Esary, Marshall and Proschan (1973). The following result strengthens a part of 
Result 5.12 of Shaked and Shanthikumar (1988). 
Theorem 5.3. I f  [ Dn [ Xn-I = x] stochastically increases in x then { W( t), t ~ [0, oo])} 
SlCX(sp). 
Proof. Clearly {X,, n = 0, 1, 2,...} is a Markov chain with (using the notation from 
the beginning of Section 4) 
Z(x)~[D,,IX._,=x]. 
By assumption, 
{Z(x),  x~[O, oo)}eSI, 
hence, by Theorem 4.1, 
{X,, n ~ N+} ~ SICX(sp). 
The proof is completed using Theorem 3.1 as in the proof of Theorem 4.4. [] 
5.4. Branching processes 
Consider a Galton-Watson branching process in discrete time {X,, n = 0, 1, 2,...}. 
That is, if D denotes a generic random variables which corresponds to the number 
of offsprings of an ancestor, then [X,,+~IX,, = x] ~ D1 +" • • + Dx where Di, i = 
1, 2, 3 , . . . ,  are independent and identically distributed and Di ~ D. The branching 
process explodes with probability 1 if and only if P{D >t 1} = 1 and P{D > 1} > 0. 
Theorem 5.4. Suppose the branching process { X, ,  n = O, 1, 2 , . . .}  explodes with proba- 
bility one and that P{Xo >- 1}= 1. Then {Xn, n ~N+}~ SICX(sp). 
Proof. We will show that, conditioned on the initial value of Xo, the process 
{Xn, n = 0, 1, 2, . . .} is SICX(sp). 
To prove the stochastic onvexity of {X,, n s N+} when Xo = Xo we apply Theorem 
4.2. Let Z(x)  denote the generic random variable representing [Xn+l -x  IX,  = x]. 
Then 
st  Z(x)  st D I+ ' "  .+D, , -x  = E l+. .  "+Ex 
where Ei, i = 1, 2 , . . . ,  are independent and identically distributed having the distri- 
bution of D - 1. Since D >I 1 a.s. it follows that Ei I> 0 a.s. Hence {Z(x), x ~ N+} e SI 
and Z(x)>I 0 a.s. The result now follows from Theorem 4.2. [] 
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5.5. Birth and death processes 
First consider a pure birth process in discrete time {X,, n = 0, 1, 2,...}. That is, 
for every x ~ N+ suppose 
P{X, ,+,=xlX, ,=x}=rx 
and 
P{X.+l=x+l lX .=x}=qx,  
where {(rx, q~), x = 0, 1, 2, . . .} is a sequence ofnonnegative pairs such that rx + qx = 1. 
Theorem 5.4. Fix an Xo s N+. Suppose Xo = Xo a.s. I f  qx <~ qx+l for each x ~ N+, then 
{X,, n e N+} ~ SICX(sp). 
Proof. We apply Theorem 4.2. Let 
Z(x) [x.÷,-xlX.=x]. 
Then 
P{Z(x)  =0}= rx and P{Z(x)= 1}= q~. 
The assumptions of the present heorem imply that 
{Z(x), xe[O, oo)}eSI. [] 
Consider now a continuous time pure birth process {X(t), t >I 0}. Let the transition 
intensities be denoted by 
ax, x+l = Ax, x E[~+, 
ax.x = -Ax, x ~ N+, 
ax.y = 0, otherwise. 
From Remark 4.2 we obtain 
Theorem 5.5. Suppose A-  SUpx~n÷_~o~{Ax}<oo. Fix an XoCN+. I f  Xo=xo a.s. and if 
A~, <~ Ax+l, x ~ N+, then {X(t), t c [0, oo)} c SICX(sp). 
Parametric onvexity and concavity of birth processes are analysed in Yao and 
Shanthikumar (1986). 
Using a proof similar to that of Theorem 5.2 it can be shown that if {X(t), t >i 0} 
is a birth and death process with state dependent birth and death rates ;tx and/zx, 
respectively, then one has 
Theorem 5.6. I f  X(O) = 0 a.s. and if Ax is decreasing in x ~ ~+ and Izx is increasing in 
x~N+ then {X(t), t~R+}~SICV. 
5.6. Record values 
Let X. be the n-th record value of a sequence of independent and identically 
distributed random variables {D,, n = 1, 2,. . .}. That is, X. = max{X._l,  D,}. 
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Theorem 5.7. IfXo = 0 a.s. then {X,, n ~ [~+} ~ SICV. 
Proof. We apply Theorem 4.3. Clearly {X,, n = 0, 1, 2,. . .} is a Markov chain. Let 
Y(x) and Z(x) denote generic random variables representing [X,+~IX, = x] and 
[X,+I - x]X,, = x] respectively. Then 
Y(x) st max{D,, x} and Z(x) st max{D, -x ,  0}. 
Clearly { Y(x), x >t 0} and {Z(x), x >i 0} satisfy the conditions (i), (ii) and (iii) of 
Theorem 4.3. [] 
6. An application in computational probability 
Let {W(t), t~>0} be a continuous time uniformizable Markov process (see 
definition in Theorem 4.4). That is 
(6.1) {W(t), t~>O} st {XNo), t~>O} 
where {N(t), t I>0} is a Poisson process with rate A, say, and {X,, n = 0, 1, 2,. . .} 
is a Markov chain. 
Representation (6.1) is often used to compute time dependent measures of { W(t), 
t~  > 0} (see Gross and Miller (1984), Keilson (1979) and Sumita and Shanthikumar 
(1986)). In particular, for a function 4, of interest, one can use the identity 
e-X,(At) - 
Eda(W(t))= ~" Ec~(X.) 
,=0 n! 
Since this involves an infinite summation, it is customary to truncate it such that 
Edp(W(t))~ E Edp(X,) 
,1=o n!  
where K (e) satisfies 
e-a,(at)- 
E E4,(X.) 
n=K(~)+l  n ! 
for a suitable error limit e > 0 (see Gross and Miller (1984, Eq. (8)) for a special 
ease of this). 
Suppose one wishes to obtain upper (U) and lower (L) bounds on Ed~(W(t)) 
such that 
(6.2) U - L<~ e 
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for some fixed e > 0. If ~ is nonnegative and it is known that E~b(X.)<~ a for each 
n, where a is a finite constant, then bounds which satisfy (6.2) are given by 
K(,) e-at(At) -
Z Edp(X.) ~E6(W(t)) 
n=0 17! 
K~) e-at(At),, ~ e-a,(At), 
.=o  n ! . =K(~)+1 n ! 
(6.3) 
where here K(e) is chosen such that 
e-at(At)- Z <~/~-  
m=K(e)+l ~1 !
This approach is very useful in cases where ~ is an indicator function (that is, when 
one is interested in probabilities such as P{W(t)> x} or P{W(t)~ x} for some x: 
see Foley and Suresh (1984)); then a = 1. 
If Edp(X.) increases in n then (6.3) can be improved as follows (by "improving 
(6.3)" we mean reducing the "computational effort" K (e) without violating (6.2)): 
k¢,) e-at(At). ~ e-at(At). 
E Eqb(X.) + Ec~(XK(~)) E 
,=0 n! ,=K(e)+l n! 
<~ Eqb( W(t)) 
K~) e-a,(at).  ~ e-at(At). 
<~ Y~ E,I ,(X.) v,~ E , 
,~=o n ! .=K(~)+I  n ! 
(6.4) 
here K (e) is selected such that 
e-a'(At)" e 
Z < 
.=K~e)+l  n ! a - E4~(X.)" 
In order to implement (6.3) or (6.4) a must be finite and one needs to know a. 
In many instances (such as in subsections 5.2 and 5.3) E4~(X,)-* 0o. Consequently 
(6.3) or (6.4) are not useful in such eases. Also, sometimes, even if E~(X,) is 
bounded away from ~,  obtaining an a may not be computationally convenient. 
Suppose that E~(X,) is increasing and concave and it is known that /3,-- 
E4,(X.) - Eck(X._I) >--/3 for some/3 I> O. Note that one may trivially set/3 -- O. Then 
one can choose K(e) such that 
oo e -a ' (x t ) "  E 
Z (n-  K(e)) < 
.=K(e)+l  n !  /3K(e) - - /3  
and set 
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r(~) e-X,(At),, oo 
E E4 (X.) E 
n=0 /'1! n=K( t )+ l  
K(~) e -X , (At )  n 
<~ EO(W(t)) <~ X E6(X~) 
n=o /1! 
oo e-Xt(ht)n 
+ ~, [Eck(XK(,))+(n-K(e))~r(~)] 
n=K(e)+l H! 
Similar bounds can be constructed for the convex case as well. 
e-a ' (At ) "  
n! 
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