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An important consideration for variable selection in interaction models is to design an appro-
priate penalty that respects hierarchy of the importance of the variables. A common theme is to
include an interaction term only after the corresponding main effects are present. In this paper,
we study several recently proposed approaches and present a unified analysis on the convergence
rate for a class of estimators, when the design satisfies the restricted eigenvalue condition. In
particular, we show that with probability tending to one, the resulting estimates have a rate of
convergence s
√
log p1/n in the ℓ1 error, where p1 is the ambient dimension, s is the true dimen-
sion and n is the sample size. We give a new proof that the restricted eigenvalue condition holds
with high probability, when the variables in the main effects and the errors follow sub-Gaussian
distributions. Under this setup, the interactions no longer follow Gaussian or sub-Gaussian dis-
tributions even if the main effects follow Gaussian, and thus existing works are not applicable.
This result is of independent interest.
Keywords: convergence rate; hierarchical variable selection; high-dimensionality; interaction
models; Lasso; restricted eigenvalue condition
1. Introduction
High-dimensional datasets are predominantly characterized by a large ambient dimension
of the covariates p and a small number of the observations n. An important assumption
in analyzing such datasets is that the true dimension of the relevant covariates s is often
smaller than n. Let (Xi, Yi), i= 1, . . . , n be i.i.d. observations where Xi = (Xi1, . . . ,Xip)
T
is a p-dimensional regressor and Yi is a scalar response. Denote X = (X1, . . . ,Xn)
T ∈
Rn×p,Y= (Y1, . . . , Yn)T ∈Rn. Consider the usual linear model
Y=Xα+ ε, (1.1)
where α ∈ Rp is a sparse vector, ε = (ε1, . . . , εn)T and εi are i.i.d. errors. There are a
number of important approaches for recovering the sparse vector α from this model, such
as Lasso (Tibshirani [23]), the SCAD (Fan and Li [7]), the Dantzig selector (Candes and
Tao [5]) and many others. The main idea is to make use of a sparsity-encouraging penalty
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that gives coefficient estimation and variable selection at the same time. In particular,
the popular Lasso method aims to estimate α as
αˆ= argmin
α
‖Y−Xα‖22 + λn‖α‖1,
where λn is a penalty parameter suitably chosen and ‖ · ‖q is the ℓq norm of a vector.
A fundamental problem in analyzing such approaches is to derive sufficient conditions
such that the resulting estimates are consistent with appropriate rate of convergence.
Zhang and Huang [31] analyzed the sparsity and bias of this formulation. Meinshausen
and Yu [15] showed that with high probability, all important variables are selected by
the Lasso. In an important work, Bickel, Ritov and Tsybakov [2] proposed the restricted
eigenvalue (RE) condition. van de Geer and Bu¨hlmann [25] considered a weaker compati-
bility condition to guarantee the consistency of Lasso in the ℓ1 or ℓ2 sense. Subsequently,
many authors studied sufficient conditions under which the restricted eigenvalue condi-
tion holds. Raskutti, Wainwright and Yu [19] proved that the RE condition holds with
large probability for Gaussian designs, and Rudelson and Zhou [21] showed that the RE
condition holds for sub-Gaussian distributions with large probability.
In practice, it is often necessary, sometimes even mandatory, to consider interactions
of the main variables and to select the variables in a hierarchical fashion. For example,
in genetic studies, the main effects of genetic and environmental factors often fail to
explain enough phenotypical variation. Gene-environment interactions are considered
pivotal in this context. In analysis of variance models, interactions are often analyzed
only when the corresponding main effects are present. In these settings, we consider not
only the main effects of Xi1, . . . ,Xip but also the effects of their interactions Xik1Xik2 , for
any k1, k2 = 1, . . . , p with k1 < k2. Let Zi = (X
T
i ,X
∗T
i )
T with Xi = (Xi1, . . . ,Xip)
T ∈Rp
and X∗i = (Xi1Xi2, . . . ,Xik1Xik2 , . . . ,Xi(p−1)Xip)
T , i= 1, . . . , n and Z= (Z1, . . . , Zn)
T ∈
Rn×p1 with p1 = p(p+1)/2. Similar to the model that only contains the main effects, we
write an interaction model as
Y= Zβ + ε,
where β ∈Rp1 and Z ∈Rn×p1 with columns consisting of the main effects and interaction
terms. In this paper, we only consider two-way interaction models. It is unclear if the
main results can be extended to higher-order interaction models.
It is generally desirable to select an interaction effect only after the corresponding
main effects are selected. As Bien, Taylor and Tibshirani [4] and the references therein
argued, an interaction should be allowed into the model only if the corresponding main
effects are present. A version of this statement can be found in Assumption (A1) in
Section 2. To achieve this goal, several methods have been developed. Yuan, Joseph and
Zou [29] proposed to use a two-step procedure after obtaining a first-step estimate that
is consistent. The theoretical properties are studied when p is fixed. Radchenko and
James [18] used a nonconvex penalty for enforcing this strong heredity constraint. A few
approaches formulated as convex optimization were also studied. Zhao, Rocha and Yu [32]
proposed to use the CAP approach and Radchenko and James [18] proposed the VANISH
method for hierarchical selection of variables. Bach et al. [1] suggested a framework for
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structured penalty. Bien, Taylor and Tibshirani [4] studied a constrained optimization
model for the same purpose. These three papers (Zhao, Rocha and Yu [32], Choi, Li and
Zhu [6], Bach et al. [1]) consider convex optimization problems of the following type:
βˆ = argmin
θ
‖Y−Zθ‖22 + λnPe(θ),
where Pe(θ) is a convex penalty usually consisting of norms on groups of variables Yuan
and Lin [30], Lin and Zhang [13]. A detailed discussion of this penalty is given in Section 2.
A desirable property of this one-step formulation is that convex optimization techniques
can be exploited to yield a global optimal solution. Among these convex formulations,
only Radchenko and James [18] studied theoretical properties of their estimate in terms
of model selection consistency when the design matrix satisfies strong conditions, similar
to the irrepresentable conditions in Zhao and Yu [33]. It is thus of great interest to explore
other theoretical aspects of a selected interaction model.
Although the convex optimization methods are attractive conceptually, the consistency
of the estimates for large p in terms of the convergence rate is largely unknown, especially
under weaker conditions than those in Radchenko and James [18]. The main goal of this
paper is to consider this important issue for a class of penalties. Our results give a general
method for proving consistency when interactions are present. In particular, two major
contributions are made in this paper.
First, assuming sub-Gaussian distributions on the error and the variables in the main
effects, we establish the consistency of penalized estimators in interaction models pro-
posed by Zhao, Rocha and Yu [32], Radchenko and James [18], Bach et al. [1] and
Bien, Taylor and Tibshirani [4]. In particular, we show that under appropriate condi-
tions and a modified restricted eigenvalue (RE) condition Bickel, Ritov and Tsybakov
[2], these penalized estimates achieve the rate of convergence in the order s
√
logp1/n,
which matches the optimal rate of the Lasso when no interaction is considered. These
results also motivate us to develop a unified analysis of a general class of methods for
penalized variable selection in interaction models. The main results are nonasymptotic
and presented in Theorem 2.1. We note that Negahban et al. [17] put forward a unified
theory for high-dimensional M -estimation when the penalty satisfies a notion of decom-
posability. However, as will become clear later, the penalties we investigate in this paper
are not necessarily decomposable, and thus the theory developed in Negahban et al. [17]
is not directly applicable to the interaction models under consideration.
Second, we generalize the RE condition to the case where both the main and the
interaction terms are presented in covariate Zi. We remark that the presence of the
interactions poses significant theoretical difficulties. For example, when the main effect
covariates follow a multivariate Gaussian distribution, the joint distribution of the main
effects and the interactions are no longer Gaussian, or even sub-Gaussian. Thus, the
regularity conditions of some existing results are violated, for example, in Raskutti,
Wainwright and Yu [19] and Rudelson and Zhou [21]. A new analysis in Theorem 3.1 is
provided to address this issue. This result can be of independent interest.
There is a large literature more recently devoted to selecting variables in interaction
models. One particular class is based on identifying a superset of the variables that
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includes the true model as a subset. Hao and Zhang [10–12] utilized an interesting al-
gorithm to build a hierarchical model using the forward selection (Wang [27]). Another
class is to exploit algorithms for interaction selection. Shah [22] exploited a backtracking
iterative algorithm to identify a true model. Hall and Xue [9] adopted a simple recursive
approach to allow identifications. Bickel, Ritov and Tsybakov [3] studied a procedure
with a sequential Lasso fit.
The main content of this paper is arranged as follows. In Section 2, we establish the
consistency of the estimators with penalty functions defined in Zhao, Rocha and Yu [32],
Radchenko and James [18], and Bien, Taylor and Tibshirani [4]. We show that our result
is applicable to a wider class of penalties appropriately defined. In Section 3, we generalize
the RE condition to the interaction model setting. We develop sufficient conditions to
guarantee the RE condition to hold. The proofs are delayed to Appendix A and some
auxiliary results are presented in Appendices B and C.
2. A theory for penalized estimation in interaction
models
Recall that p1 = p(p+ 1)/2 is the number of the variables in an interaction model with
p main effect covariates. Consider the model
Y= Zβ + ε,
where E(ε) = 0 and Z = (Z1, . . . , Zn)
T is an n by p1 matrix. The columns of Z con-
sist of the main effects and the second-order interactions as Xik1Xik2 , k1 < k2, and
Zi is independent of εi. Without loss of generality, we assume that E(Xi) = 0 and
E(Xik1Xik2) = 0 for k1 < k2. Otherwise, we can replace Xi and Xik1Xik2 by Xi−E(Xi)
and Xik1Xik2 − E(Xik1Xik2), respectively. Let cov(Xi) = Σx and λmax,x, λmin,x be
the corresponding largest and smallest eigenvalues, respectively. Similarly, we denote
cov(Zi) = Σz and define λmax,z, λmin,z. Denote the true parameter as β = (β
(1)T , β(2)T )T
with β(1) = (β1, . . . , βp)
T ∈ Rp and β(2) = (β12, . . . , β(p−1)p)T ∈ Rp1−p. Denote support
sets of β(1), β(2) and β as S(1), S(2) and S, respectively. Then it is clear that S =
S(1) ∪ S(2). Let s= |S| be the cardinality of S. To simplify the description, we also de-
note β = (β1, . . . , βp, . . . , βp1)
T and use a single index j to denote either a main effect or
an interaction. We focus on the strong hierarchy principle Yuan, Joseph and Zou [29],
Choi, Li and Zhu [6] as stated in the following assumption.
(A1) If (i, j) ∈ S(2) then both i ∈ S(1) and j ∈ S(1).
Assumption (A1) means that if an interaction is selected, that is, if βij 6= 0, then the
corresponding main effects should also be selected, that is, βi 6= 0 and βj 6= 0, for any
1 ≤ i, j ≤ p. This assumption is very natural to achieve hierarchical selection and is a
well-accepted practice in statistics. See, for example, Section 1.2 of Bien, Taylor and
Tibshirani [4]. However, this qualitative constraint also makes variable selection for in-
teraction models extremely difficult. From a computational point of view, if one is content
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with selecting variables via the Lasso penalty as Pe(β) =
∑
j |βj |, enforcing Assumption
(A1) in this Lasso formulation would give a combinatorial problem that is challenging to
solve. This is why a convex relaxation of (A1) such as that in Zhao, Rocha and Yu [32]
is attractive and tractable. From a theoretical viewpoint, having a hierarchical structure
also complicates the theoretical analysis. As will be seen later, the convex relaxations of
Assumption (A1) in the literature eventually lead to overlapping group Lasso penalties,
for which the familiar techniques such as those in Bickel, Ritov and Tsybakov [2] and Ne-
gahban et al. [17] fail to work. Finally, the main idea and analysis in this paper may also
be generalized to the so-called weak hierarchy where (i, j) ∈ S(2) leads to either i ∈ S(1)
or j ∈ S(1). Since the majority of the works in the literature deal with strong hierarchy,
we focus on this case in the following.
For hierarchical selection of variables that respects the strong heredity principle, many
authors Zhao, Rocha and Yu [32], Radchenko and James [4] considered the penalized
least squares problem
βˆ = argmin
θ
{
1
2n
‖Y−Zθ‖22 + λnPe(θ)
}
,
where Pe(θ) is a convex penalty. Let θ= (θ1, . . . , θp, θ12, . . . , θ(p−1)p)T . The general penalty
used by the composite absolute penalty method (Zhao, Rocha and Yu [32], CAP) enter-
tains
Pe(θ) =
p∑
j=1
‖(θj , θjk: j<k, θkj: k<j)‖q +
∑
j<k
|θjk|, (2.1)
where q > 1. The same penalty is studied in the framework of structured sparsity by
Bach et al. [1]. A special case is thoroughly investigated by Radchenko and James [18]
for q = 2. Bien, Taylor and Tibshirani [4] proposed a constrained Lasso formulation for
hierarchical selection, which is equivalent to using the penalty
Pe(θ) =
p∑
j=1
max{|θj |,‖(θjk: j<k, θkj: k<j)‖1}+
∑
j<k
|θjk|, (2.2)
which is similar in nature to but different in form from (2.1).
As will be shown later, Pe(θ) is upper and lower bounded by c‖θ‖1 for some constant
c > 0. However, different amounts of penalty are applied on the terms in (2.1) or (2.2)
to achieve the effect of hierarchical selection. Thus, the penalties in (2.1) and (2.2) are
useful for selecting variables hierarchically, while the Lasso penalty ‖θ‖1 ignores the
relative importance of the main effects and interactions.
We note that Negahban et al. [17] developed a unified framework for M -estimator
in high-dimensional setting if the regularizer is decomposable in the sense that Pe(θ) =
Pe(θA) + Pe(θAc) for some index set A, where θA and θAc are subvectors of θ. Decom-
posable regularizers encompass many useful penalties such as the ℓ1 penalty of Lasso as
special cases. As general as the decomposable assumption is, the penalties in (2.1) and
(2.2) are not decomposable expect for some trivial cases. Indeed, it was pointed out by
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Negahban et al. [17] that their framework does not apply to the group Lasso with over-
lapping groups, a special case of which corresponds to the interaction model we study.
Therefore, the conclusion of Negahban et al. [17] is not applicable here and new theory
needs to be developed.
To study the consistency of the penalty functions defined in (2.1), and (2.2), we make
the following assumption.
(A2) There exists fixed constants a1, a2 such that the eigenvalues of cov(Zi) satisfies
0< a1 < λmin,z ≤ λmax,z < a2 <∞.
Assumption (A2) is made on the population covariance of Z, and is generally made in
the literature Wang [27], Raskutti, Wainwright and Yu [19]. In particular, (A2) implies
that the eigenvalues of cov(Xi) satisfies 0< λmin,x ≤ λmax,x <∞ and that the diagonal
elements of Σz , denoted by {h2j ,1 ≤ j ≤ p1} are finite, that is, maxj hj ≤ h0 <∞ for
some h0. From the proof of the theoretical results, Assumption (A2) can be relaxed to
allow λmin,z to tend to zero and λmax,z to ∞, respectively, at the expense of slower
convergence rates for the estimates. The following Proposition 2.1 shows that (A2) holds
if Xi is normal.
Proposition 2.1. If Xi follows a multivariate normal distribution with 0 < a˜1 <
λmin,x ≤ λmax,x < a˜2 <∞, for some fixed a˜1, a˜2, then (A2) holds.
For simplicity, let v = βˆ − β be the difference between the true β vector and the
estimate obtained with penalty in (2.2) or (2.1). We are interested in the convergence
rate of v when both p and n go to infinity. Denote ‖a‖Σ = (aTΣza)1/2 for any a ∈Rp1 .
Let Sp1−1 = {a ∈ Rp1 : ‖a‖2 = 1} be the p1-dimensional sphere. For any vector u ∈Rp1
and any set A⊆ {1,2, . . . , p1}, we denote uA ∈Rp1 as the vector with the jth element as
uj if j ∈A, and 0 otherwise.
We develop the theory under the assumption that Xi and εi, i = 1, . . . , n are i.i.d.
observations from sub-Gaussian distributions. Let
Kx = ‖Xi‖ψ2 = sup
‖u‖=1
‖uTXi‖ψ2 = sup‖u‖=1
sup
q≥1
q−1/2(E|uTXi|q)1/q
be the ψ2 norm of vector Xi, and similarly denote Ke = ‖εi‖ψ2 and Kxj = ‖Xij‖ψ2 ,1≤
j ≤ p. This definition of a ψ2 norm comes from Vershynin [26]. By the basic property
of sub-Gaussian distribution Vershynin [26], we have Kxj ≤ Kx for any 1 ≤ j ≤ p. A
summary of useful results for sub-Gaussian distributions are listed in the Appendix.
For any 0< δ ≤ 1, define the event
A0 = {‖ZT ε/n‖∞ <Ce,δ
√
logp1/n},
where Ce,δ = [(1+ η0)/c]
1/2Keh0(1+ δ) for some positive constant c and η0, is a constant
depending only on Kx,Ke and δ. Now we show that event A0 holds with a probability
close to one.
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Proposition 2.2. Suppose that Xi and εi, i = 1, . . . , n, respectively, are i.i.d. sub-
Gaussian. When logp1 = o(n
1/3), for any δ ∈ (0,1), as n > C1/δ for some constant
C1 > 0, it holds that P (A0) ≥ q1n · q2n, where q1n and q2n defined in (A.2) and (A.3),
tend to one as n→∞.
The requirement logp1 = o(n
1/3) is due to the fact that, generally, an interaction term
is not sub-Gaussian any more and is heavy tailed. Therefore, a larger n is required,
compared with existing results for high-dimensional linear models where only the main
effects are considered and the order is typically n > s logp. The requirement logp1 =
o(n1/3) here may not be optimal. However, in this paper, we only assume that Xi is a
general sub-Gaussian variable without further assumption on the distribution of Xi. The
requirement on p and n can be seen as the price paid on the rate in exchange for the
generality of our result.
We now provide a sufficient condition that guarantees the consistency of the penalized
estimate. Specially, we consider the restricted eigenvalue (RE) condition introduced by
Bickel, Ritov and Tsybakov [2].
RE condition. Assume
min
J⊆{1,...,p1}
|J|≤s
min
‖αJc‖1≤k0‖αJ‖1
‖Zα‖2√
n‖αJ‖2 =M(k0, s)> 0.
This version of RE condition was introduced by Bickel, Ritov and Tsybakov [2] to prove
the consistency of the Lasso and the Dantzig selector in absence of the interactions.
There are many different conditions of this type in the literature, imposing different
constraints on the design matrix X = (X1, . . . ,Xn)
T for establish convergence results.
Noticeably, Candes and Tao [5] introduced the uniform uncertainty principle condition
on sparse eigenvalues. Zhang and Huang [31] introduced the sparse Reisz condition.
The RE condition defined by Bickel, Ritov and Tsybakov [2] is weaker than the that of
Candes and Tao [5]. It should also be pointed out that for both the ℓ1 and ℓ2 losses,
strictly weaker conditions than the RE were given in van de Geer [24] and Ye and Zhang
[28]. With proper parameters, the conditions in Ye and Zhang [28] include that of Bickel,
Ritov and Tsybakov [2] and that of van de Geer [24] as the special case. In addition,
Raskutti, Wainwright and Yu [20] also defined a similar restrictive eigenvalue condition
to obtain the minimax rate high-dimensional linear regression over ℓq ball.
Our RE assumption can be seen as an extension of RE condition of Bickel, Ritov and
Tsybakov [2] to the interaction model. For the main effects model, Raskutti, Wainwright
and Yu [19] proved that the RE condition holds under the Gaussian assumption, and
Rudelson and Zhou [21] showed that the RE condition still holds under the sub-Gaussian
assumption. Here, we need the RE condition for variable Z, which contains both the
main effects and interaction terms and is clearly not sub-Gaussian. We give sufficient
conditions for the RE condition to hold for the general case Section 3. Based on the
results of Proposition 2.2 and the RE condition, we have the following on the consistency
of the penalized estimators.
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Theorem 2.1. Consider the penalty defined in (2.1) and (2.2) for hierarchical selection.
Suppose that (A1), (A2) and the conditions of Proposition 2.2 holds and that the RE
condition holds with k0 = 7. If λn ≥ Ce,δ
√
logp1/n, then with probability q1nq2n, which
tends to 1 as n→∞, we have
‖v‖1 ≤ λnD(s) and Pe(v)≤ 3λnD(s),
where D(s) = 16s/M2(7, s).
Theorem 2.1 shows that the penalty in Zhao, Rocha and Yu [32], Radchenko and James
[18] and Bien, Taylor and Tibshirani [4] designed for hierarchical variable selection all
lead to consistent estimate in the ℓ1 norm and the norm defined by Pe(·) under suitable
conditions. In particular, the ℓ1 norm v = βˆ−β is of the order s
√
logp1/n, which matches
the rate of convergence for the Lasso when no interaction is considered. Assumption (A1)
is very important for the convergence rate of the estimate; otherwise, the estimate may
get lower convergence order. To better understand the behavior of penalty functions
introduced by Zhao, Rocha and Yu [32], Radchenko and James [18] and Bien, Taylor and
Tibshirani [4], we consider a more general class of penalty functions. In fact it can be
verified that under assumption (A1), the penalty functions defined in Zhao, Rocha and
Yu [32], Radchenko and James [18] and Bien, Taylor and Tibshirani [4] are special cases
of a general class of penalty functions with L1 = 1 and L2 = 3 satisfying the following
assumption.
(A3) Suppose that Pe(0) = 0. For any θ1, θ2 ∈ Rp1 , we have Pe(θ1 + θ2) ≤ Pe(θ1) +
Pe(θ2). For any θ ∈Rp1 , Pe(θ)≥ Pe(θS)+L1‖θSc‖1 with L1 > 1/2 and Pe(θS)≤ L2‖θS‖1.
Assumption Pe(0) = 0 holds for all penalties designed for variable selection in the liter-
ature. By triangular inequality, the requirement Pe(θ1 + θ2)≤ Pe(θ1) + Pe(θ2) holds for
properly defined norms or seminorms. We can see (A3) as a weakened form of the de-
composable assumption in Negahban et al. [17]. We now give a theorem for any penalty
function that satisfies (A3).
Proposition 2.3. Assume that (A2), the conditions of Proposition 2.2 and the RE con-
dition hold with k0 =
2L2+1
2L1−1 . Suppose the penalty Pe(θ) satisfies (A3). For the estimator
βˆ associated with penalty Pe(θ), we have ‖v‖1 ≤ λnD(s) with probability at least q1nq2n,
where D(s) = (L2+L1)
2s
(2L1−1)M2(k0,s) .
Following the proof of this proposition, it is not difficult to show that the rate of
convergence is the same when the ℓ1 penalty is used without enforcing the hierarchical
structure in (A1). From this perspective, Assumption (A3) connects interaction selection
with the ℓ1 penalty and various hierarchical penalty functions Pe(θ). The hierarchical
penalty functions typically differentiate the main and interaction terms by penalizing
the main effects θj less and the interactions θij more. At the same time, Pe(θ) should
behave similarly to ℓq, q ≤ 1, that is used for variable selection. In fact, letting θ = θSc
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and θS = 0 in (A3), we have Pe(θSc)≥ L1‖θcS‖1. That is, although the penalty in Pe(θ)
on θj , j /∈ S(1) are different from that on θij , (i, j) /∈ S(2), both behave similarly to the ℓ1
penalty. On the other hand, Pe(θS)≤ L2‖θS‖1, indicating that the penalty in Pe(θ) on θS
is less than or equal to that in the ℓ1 penalty. Recall that S = S(1) ∪S(2) and that (A3)
does not assume any specific relationship between S(1) and S(2). As S(1) and S(2) satisfy
(A1), the penalty functions defined by Zhao, Rocha and Yu [32], Radchenko and James
[18] and Bien, Taylor and Tibshirani [4] are members of the penalty functions satisfying
(A3) with L1 = 1 and L2 = 3. Consequently, it is expected that the convergence rates
using these methods are similar to that with the ℓ1 penalty. However, a key advantage of
the hierarchical penalties is that the chosen model is more likely to have a hierarchical
structure, a parsimony principle often desirable in practice. We note, however, that the
rate may not be improvable. To see this, consider a special scenario where the true model
is sparse and only contains s≪ p main effects. Even one is able to fix all the coefficients
of the interactions as zero, the optimal rate of fitting a main effects model via the Lasso
penalty is s
√
logp/n (Bickel, Ritov and Tsybakov [2]), the same as the rate s
√
logp1/n
obtained in this paper as p1 =O(p
2) in an interaction model. Whether the rate is optimal
is a direction for future research.
Motivated by Proposition 2.3, we can define new penalties such that the rate of conver-
gence result in Theorem 2.1 is achieved. We now discuss a few concrete examples when
the true model obeys the strong hierarchical property (A1).
Example 1. For q > 1, define Pe(θ) as
(p− 1)−1
∑
1≤j<k≤p
{‖(θj , θjk)‖q + ‖(θk, θjk)‖q}+
∑
1≤j<k≤p
|θjk|.
This penalty follows the strong hierarchical principle and satisfies (A3) with L1 = 1, L2 =
1+ (p− 1)−1 ≤ 2. Thus, Proposition 2.3 is applicable.
This penalty can be seen as an alternative to (2.1) and (2.2) for hierarchical variable
selection, where the factor p− 1 reflects the fact that every main effect appears p− 1
times in the penalty. In particular, we construct groups (θj , θjk) and (θk, θjk) and impose
ℓq, q > 1 penalty to encourage sparsity in these groups. An additional penalty is imposed
on the interaction as in |θjk| to encourage greater sparsity of θjk .
Example 2. Due to the connection between variables, for example, in times series anal-
ysis, we want to select variables and their interactions in a contiguous pattern. The
idea of a block convex structure (Bach et al. [1]) is useful for such a setting. To se-
lect main effects and their interactions in the contiguous pattern of order d0, we can
consider the groups as follows. Let Tk = (θkm: m>k, θmk: m<k) and construct groups as
Gj = (θj−d0+1, . . . , θj,Hj) with Hj = (Tj−d0+1, . . . , Tj) for j ≥ d0. Then for q > 1, we
define the penalty
Pe(θ) =
p∑
j≥d0
(‖Gj‖q + 2−1‖Hj‖1).
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Clearly, if d0 = 1, we have the penalty defined in (2.1). For a fixed d0, it is easy to verify
that L1 = 1 and L2 = 3d0.
The consideration of using this penalty comes from time series data analysis. Let X =
(x1, . . . ,xp)
T ∈Rp be the population version of Xi. A variable xj is considered important
variable if both xj and the variables close to xj have large main effects and interaction
effects. Therefore, we construct groups, which involve the main effects and interaction
effects of d0 variables that are contiguous, that is, xj−d0+1, . . . ,xj . Note that Tk consists
of the interaction effect of xk with all the other variables. The group Gj is the collection
d0 contiguous main effect θj−d0+1, . . . , θj and their interactions Tj−d0+1, . . . , Tj with all
the other variable in the study. If the tuning parameter is chosen appropriately, this
penalty is more likely to give a model with either contiguous sequences of variables with
main effects, or contiguous sequences of variables with their main effects and interactions
among those nonzero variables.
Example 3. Suppose that we want to consider the interactions of the main effects in a
nested manner, that is, we want to consider the interaction of the jth variable xj and
the k-variable xk with k < j in a contiguous setting. We can define G˜j = (θj , H˜j), where
H˜j = (θkj: k<j) for 1≤ j ≤ p. For q > 1, we can define
Pe(θ) =
p∑
j=1
(‖G˜j‖q + ‖H˜j‖1).
For this penalty satisfying the strong hierarchical principle, it is easy to verify that
(A3) holds with L1 = 1 and L2 = 2. Thus, the conclusion of Proposition 2.3 and that of
Theorem 2.1 hold.
If the tuning parameter is chosen appropriately, this penalty would give a model con-
sisting of θj and all (or some) of its interactions with variables xk as θkj for k < j. More
precisely, this penalty would give models with main effects and its interactions with vari-
ables that have smaller indices. This is interesting when variables are organized along
time. When a variable has no effect, all its interactions with preceding variables have
zero effect but its interactions with later variables may be nonzero.
3. The RE condition
In our setting, variable Zi, containing both the main and interaction terms of Xi, is
not sub-Gaussian if Xi follows multivariate normal. Thus, we need to develop sufficient
conditions for the RE condition to hold. The previous results in the literature assuming
sub-Gaussianity are not applicable here.
To simplify our proof, we first introduce a lemma. Let X,X∗, Z be the population
version of Xi,X
∗
i , Zi. We denote Z − E(Z) = (X˜T , Z˜T )T , where X˜ = X − E(X) and
Z˜ =X∗ − E(X∗) and for any u ∈ Sp1−1, u = (u(1)T , u(2)T )T with u(1) ∈ Rp and u(2) =
(w12, . . . ,w1p, w23, . . . ,w2p, . . . ,w(p−1)p)T ∈ Rp1−p. Define wji = wij for i < j and wii =
0, i = 1, . . . , p and construct the symmetric matrix W = (wij). It is easy to see that
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ZTu =XTu(1) + 2−1XTWX . For any u ∈ Sp1−1, we distinguish three cases: (i) u(1) =
0, u(2) 6= 0, (ii) u(1) 6= 0, u(2) = 0 and (iii) u(1) 6= 0, u(2) 6= 0. For u in case (iii), we define
the correlation coefficient as ρu = corr(X
Tu(1),XTWX), and for that in (i) and (ii),
ρu = 0. Let X
∗
W = [var(X
TWX)]−1/2XTWX for case (i) and (iii), and X∗W = 0 for case
(ii). We make the following assumptions.
(A4) We assume supu∈Sp1−1 |ρu| ≤ ρ¯ < 1 for some ρ¯.
(A5) The random vector X∗W is subexponential with ψ1 norm Ku and there exists K0,
such that supu∈Sp1−1 Ku ≤K0 <∞.
It can be verified that (A4) and (A5) hold when X is multivariate normal. In this case,
for any u ∈ Sp1−1, XTu(1) is normal and XTWX follows a weighted χ2 distribution;
thus the correlation ρu is strictly less than 1. Due to the closeness of the set S
p1−1,
we have supu∈Sp1−1 |ρu| ≤ ρ¯ < 1. Particularly, as X ∼N(0,Σx), we have ρu = 0 for any
u ∈ Sp1−1 due to the symmetry. In fact, we have shown in the proof of Proposition 2.1
that (A4) holds when X is continuous with λmin,x > 0. Since X is normal, by Magnus
and Neudecker [14], we have var(XTWX) = tr(WΣx)
2 = ‖WΣx‖2F , where ‖ · ‖F denotes
the Frobenius norm. Let WΣx = Σ
1/2
x WΣ
1/2
x with associated eigenvalue decomposition
WΣx = UΥU
T where Υ = diag(τ1, . . . , τp) are the eigenvalues and the columns of U are
eigenvectors. Then Y =UTΣ
−1/2
x X ∼N(0, Ip). Then we have
X∗W = ‖WΣx‖−1F XTWX = ‖WΣx‖−1F Y TΥY = ‖WΣx‖−1F
p∑
i=1
τiY
2
i .
Note that, for i = 1, . . . , n, Y 2i ’s are independent χ
2
1 that is subexponential with the
ψ1 norm ‖Y 2i ‖ψ1 ≤ 2‖Yi‖ψ2 ≤ 2Kx, and that
∑
τ2i /‖WΣx‖2F = 1 for any u ∈ Sp1−1. By
Vershynin [26] (see Proposition C.1 in Appendix C), for any u ∈ Sp1−1, X∗W is subexpo-
nential with Ku = ‖Y 2i ‖ψ1 . Therefore, it is sufficient to take K0 = ‖Y 2i ‖ψ1 . We have the
following tail bounds.
Lemma 3.1. Let Zu,Σ = [Z − E(Z)]Tu‖u‖−1Σ . Suppose that (A4)–(A5) hold. Then for
any t > 0,
sup
u∈Sp1−1
P (|Zu,Σ|> t)≤C exp[−min(t2/K˜0, t/K0)],
where K0, K˜0 are constant depend only on Kx. Furthermore, it holds that
sup
u∈Sp1−1
var[(ZTu)
2
]<∞.
Theorem 3.1. Suppose that X is sub-Gaussian and the assumptions of Lemma 3.1 hold.
For any 0< ǫ < λ
1/2
min,z(8λ
1/2
max,z + λ
1/2
min,z)
−1, if
n > ǫ−1max{C1, (c1m1C˜−1K log(c1m1p1))3, (4−1C˜−1K c1m1 log(4c1m1p1))3},
12 J. Zhao and C. Leng
where m1 = 16s(1 + k0)
2 and c1,C1, C˜K are positive constants with C˜K <CK , then the
RE condition holds with a high probability that is at least p˜0n where p˜0n defined in (A.15)
tends to 1, as n goes to infinity.
When there is no interaction and X is sub-Gaussian, we can show that the order on
the right-hand side of the inequality in Lemma B.4 can be improved to exp(−CKnδ).
As a result, the lower bound of the sample size n in Theorem 3.1 can be improved
to a smaller order ǫ−1max{C1, c1m1C˜−1K log(c1m1p), 4−1C˜−1K c1m1 log(4c1m1p)}. This
observation again reflects that selecting variables in interaction models is more difficult.
Appendix A: Proofs of the main results
We provide the proofs for the theorems. A few additional lemmas that are needed are
given in Appendix B.
A.1. Proof of Proposition 2.1
We use the notation defined in Section 3. Recall that Z = (XT ,X∗T )T . For any u ∈ Sp1−1,
u= (u(1)T , u(2)T )T with u(1) ∈Rp and u(2) = (w12, . . . ,w1p, w23, . . . ,w2p, . . . ,w(p−1)p)T ∈
Rp1−p. Define the symmetric matrix W = (wij) based on u(2) as in Section 3. It is
easy to see that ZTu=XTu(1) + 2−1XTWX . Then λmax,z = supu∈Sp1−1 cov(Z
Tu) and
λmin,z = infu∈Sp1−1 cov(ZTu).
First, we consider λmax,z . It holds that
λmax,z ≤ sup
u∈Sp1−1
2[var(XTu(1)) + var(2−1XTWX)].
SinceX is normal, fromMagnus and Neudecker [14], we have var(XTWX) = tr(WΣx)
2 =
‖WΣx‖2F , where ‖ · ‖F denotes the Frobenius norm. For symmetric positive semidefinite
matrices A and B, by Fang, Loparo and Feng [8], we have that λmin,A tr(B)≤ tr(AB)≤
λmax,A tr(B). Since W and Σx are symmetric matrices, we have
tr(W 2)λ2min,x ≤ var(XTWX) = tr(W 2Σ2x)≤ tr(W 2)λ2max,x. (A.1)
Moreover, we have var(ZTu(1)) ≤ λmax,x‖u(1)‖22. Also, note that tr(W 2) + ‖u(1)‖22 =
‖u‖22 = 1. Then we have
λmax,z ≤ 2 sup
u∈Sp1−1
[λmax,x‖u(1)‖22 + 4−1 tr(W 2)λ2max,x]
≤ 2max{λmax,x, λ2max,x} ≤ 2max{a˜2, a˜22}.
Second, we consider λmin,z . Note that λmin,x > a˜1 > 0. Then X is nondegenerate in
any direction. For any u(1) 6= 0, u(2) 6= 0, we have var(XTu(1))> 0 and var(XTWX)> 0.
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Recall the notation ρu = corr(X
Tu(1),XTWX) in Section 3 which is defined as 0 when
u(1) = 0 or u(2) = 0. For any u ∈ Sp1−1 with u(1) 6= 0 and u(2) 6= 0, we have given a simple
argument in Section 3 that, when X is normal, supu∈Sp1−1 ρu ≤ ρ¯ < 1, for some ρ¯. Here,
we show a more general result that if X is continuous with λmin,x > 0, this conclusion
still holds.
Suppose that on the contrary we have supu∈Sp1−1 ρu = 1. Then due to the closeness
of Sp1−1, we have for some u0 = (u
(1)T
0 , u
(2)T
0 )
T with u
(i)
0 6= 0, i= 1,2, such that ρu0 = 1.
Let W0 = (wij) be the matrix constructed from u
(2)
0 . Then there are some constants
a0 and a1 in R such that X
Tu
(1)
0 = a1(X
TW0X) + a0 holds with probability 1. Since
u
(1)
0 6= 0 and λmin,x > 0, we have a1 6= 0. Since W0 is a symmetric matrix, its eigenvalue
decomposition is denoted asW0 = UΛU
T , where λ=diag(λ1, . . . , λp) is a diagonal matrix
of eigenvalues and U consists of the eigenvectors. Let u
(1)
0 = Ub for some b ∈Rp. Then
V = UTX := (v1, . . . ,vp)
T is a nondegenerate variable in Rp, since cov(V ) = cov(X) and
λmin,x > 0. Therefore, we have with probability one,
a−11 (V
T b− a0) = V TΛV =
p∑
j=1
λjv
2
j .
Due to u(2) 6= 0, we haveW0 6= 0, and consequently at least one of λi,1≤ i≤ p, is nonzero.
Therefore, the right-hand side is a hyperquadric and the left-hand side is a hyperplane.
Since the set of intersection of hyperquadric and hyperplane has Lebesgue measure 0 and
V is a continuous and nondegenerate variable in Rp, the equation holds with probability
0. This leads to contradiction.
Furthermore, by the inequality
√
ab≤ 2−1(a+ b) for any a > 0, b > 0 and definition of
correlation, we have
cov(ZTu)≥ var(XTu(1)) + var(2−1XTWX)− 2|cov(ZTu(1),2−1XTWX)|
≥ (1− ρ¯)[var(ZTu(1)) + var(2−1XTWX)]
≥ (1− ρ¯)[λmin,x‖u(1)‖22 + 4−1 tr(W 2)λ2min,x],
where we use (A.1) in the third inequality. Consequently, it holds that
λmin,z = inf
u∈Sp1−1
cov(ZTu)≥ 4−1(1− ρ¯)min(λmin,x, λ2min,x)≥ 4−1(1− ρ¯)min(a˜1, a˜21),
where we use the fact ‖u(1)‖22 + tr(W 2) = ‖u‖22 = 1. This completes the proof.
A.2. Proof of Proposition 2.2
Recall that E(Zij) = 0 and h
2
j = var(Zij)≤ h20 <∞, for 1≤ j ≤ p1. Define T = {Z: |(
√
n×
hj)
−1‖Zj‖2 − 1| < δ, for all j = 1, . . . , p1}. We now consider the probability of event T .
In fact, let ej, j = 1, . . . , p1 be the vector with the jth element 1 and 0 elsewhere. Note
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that for any 1≤ j1 < j2 ≤ p, Xij1 and Xij2 are sub-Gaussian with ψ2 norm less than Kx.
By Vershynin [26], Xij1Xij2 is subexponential with ψ1 norm no more than 2K
2
x (see also
Appendix C). By the results of Lemma B.4, as n > C1/δ, we have
P (T ) = 1− P (T c)
≥ 1−
p1∑
j=1
P (|n−1h−2j ‖Zej‖22 − 1| ≥ δ)
(A.2)
≥ 1− 2p1 exp(−CK(nδ)1/3)
= 1− 2 exp[−CK(nδ)1/3 + logp1] := q1n,
where CK depends only on Kx and h0. It is clear that q1n→ 1, when n→∞ due to the
assumption logp1 = o(n
1/3). On the other hand, letting Vj = Z
T
j ε, j = 1, . . . , p1, we have
P (‖ZT ε/n‖∞ > t|T ) = P
(
max
j
|Vj |> nt|T
)
≤ p1max
j
P (|Vj |> nt|T ).
By the independence of Zi and εi, we have that Z
T
j ε|Zj is also sub-Gaussian with ψ2
norm K˜j,e =C‖Zj‖Ke for some constant C > 0. Then we have
max
j
P (|Vj |> nt|Zj)≤max
j
e exp
(
− cn
2t2
K2e‖Zj‖22
)
,
where c > 0 is constant. Moreover, we have
max
j
P (|Vj |>nt|T )≤ e exp
(
− ct
2n
K2e (1 + δ)
2h20
)
.
Consequently, we have
P (‖ZT ε/n‖∞ > t|T )≤ p1e exp
(
− ct
2n
K2e (1 + δ)
2h20
)
.
Taking t=Ce,δ
√
logp1/n, with Ce,δ = [(1+ η0)/c]
1/2Keh0(1+ δ) for any η0 > 0, we have
P (‖ZT ε/n‖∞ <Ce,δ
√
logp1/n|T )≥ 1− p−η01 := q2n, (A.3)
where q2n→ 1 with n→∞. Therefore, it holds that
P (‖ZT ε/n‖∞ ≤Ce,δ
√
logp1/n)> q1nq2n.
The proof is completed.
An analysis of penalized interaction models 15
A.3. Proof of Theorem 2.1
Step 1. For the penalty function defined in (2.1) and (2.2), we show that under (A1),
assumption (A3) holds with L1 = 1 and L2 = 3. We take the penalty in (2.1) as example
for illustration. The proof for penalty in (2.2) can be checked similarly.
For any j /∈ S(1), by Assumption (A1), pair (j, k) /∈ S(2) for all j 6= k. Consequently,
[
|θj |q +
∑
k: j<k
|θjk|q +
∑
k: k<j
|θkj |q
]1/q
+
∑
k: j<k
|θjk| ≥ |θj |+
∑
k: j<k
|θjk|. (A.4)
And for any j ∈ S(1),
[
|θj |q +
∑
k: j<k
|θjk|q +
∑
k: k<j
|θkj |q
]1/q
+
∑
k: j<k
|θij |
≥
[
|θj |q +
∑
k: (j,k)∈S(2)
j<k
|θjk|q +
∑
k: (j,k)∈S(2)
k<j
|θkj |q
]1/q
(A.5)
+
∑
k: (j,k)∈S(2)
j<k
|θjk|+
∑
k: (j,k)/∈S(2)
j<k
|θjk|.
It is easy to see that sum of the left-hand side in (A.4) and (A.5) equals Pe(θ) and that
of the right-hand sides equals Pe(θS) + ‖θSc‖1. Therefore, Pe(θ)≥ Pe(θS) + ‖θSc‖1, that
is L1 = 1. Noting the fact that for q > 1, ‖α‖q ≤ ‖α‖1 for any vector α, we can see
Pe(θ) =
∑
j
[
|θj |q +
∑
j<k
|θjk|q +
∑
k<j
|θkj |q
]1/q
+
∑
j<k
|θjk|
≤
∑
j
[
|θj |+
∑
j<k
|θjk|+
∑
k<j
|θkj |
]
+
∑
j<k
|θjk|
=
∑
j
|θj |+3
∑
j<k
|θjk| ≤ 3‖θ‖1.
Therefore, L2 = 3.
Step 2. Note that the penalty function defined in (2.1) and (2.2) are special cases of
the function class satisfying (A3). Consequently, under (A1), (A2) and the RE condition
with k0 = (2L2 + 1)/(2L1 − 1) = 7, by Proposition 2.3, we have ‖v‖1 ≤ λnD(s) with
probability pnqn, tending to 1 as n→∞. In addition, due to Pe(θ)≤ 3‖θ‖1 in Step 1, we
have Pe(v)≤ 3λnD(s). This completes the proof.
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A.4. Proof of Proposition 2.3
Step 1. By the definition of βˆ and convexity of Pe(θ), we have
1
2n
‖Y−Zβˆ‖22+ λnPe(βˆ)≤
1
2n
‖Y−Zβ‖22 + λnPe(β).
Conditioning on the set A0, taking λn > 2Ce,δ
√
logp1/n, and noting that βˆ = βˆS + vSc ,
we have
1
n
‖Zv‖22 ≤ 2λnPe(β)− 2λnPe(βˆ) + 2
vTZT ε
n
≤ 2λnPe(β)− 2λnPe(βˆ) + 2
∥∥∥∥ZT εn
∥∥∥∥
∞
‖v‖1
≤ 2λn[Pe(β)−Pe(βˆ)] + λn‖v‖1.
And consequently,
1
n
‖Zv‖22 ≤ 2λn[Pe(β)− Pe(βˆS)−L1‖vSc‖1] + λn‖v‖1
≤ 2λn[Pe(−vS)−L1‖vSc‖1] + λn‖v‖1
(A.6)
≤ 2λn[L2‖vS‖1 −L1‖vSc‖1] + λn(‖vS‖1 + ‖vSc‖1)
= λn[(2L2 +1)‖vS‖1 − (2L1 − 1)‖vSc‖1].
Thus, we have
‖vSc‖1 ≤ 2L2+ 1
2L1− 1‖vS‖1 := k0‖vS‖1.
Recall that the RE condition holds with M(k0, s) > 0. Conditioning on A0 and this
condition, by (A.6), we have
‖Zv‖22/n+ λn(2L1− 1)‖v‖1 ≤ 2λn(L2 +L1)‖vS‖1
≤ 2λn(L2 +L1)
√
s‖vS‖2
≤ 2λn(L2 +L1)
√
s
‖Zv‖2/
√
n
M(k0, s)
≤ λ
2
n(L2 +L1)
2s
M2(k0, s)
+
(‖Zv‖2√
n
)2
.
Therefore, we have
λn(2L1 − 1)‖v‖1 ≤ λ
2
n(L2 +L1)
2s
M2(k0, s)
,
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and
‖v‖1 ≤ λn (L2 +L1)
2s
(2L1 − 1)M2(k0, s) := λnD(s).
A.5. Proof of Lemma 3.1
The result supu∈Sp1−1 var[(Z
T
i u)
2]<∞ follows easily from the inequality in Lemma 3.1
and assumption λmax,z <∞ in (A2). We only need to prove the main inequality in the
lemma.
Step 1. We have [Z −E(Z)]Tu= X˜Tu(1) + Z˜Tu(2). Then by the definition of W , it is
easy to see Z˜Tu(2) = 2−1[XTWX −E(XTWX)]. Then
Du := P (|Zu,Σ|> t)
= P (‖u‖−1Σ |X˜Tu(1) + Z˜Tu(2)|> t)
≤ P (|X˜Tu(1)|> t · 2−1‖u‖Σ) +P (|Z˜Tu(2)|> t · 2−1‖u‖Σ)
:=D1,u +D2,u.
If u(1) = 0, it is clear that D1,u = 0. If u
(1) 6= 0, due to ‖u(1)‖2 ≤ ‖u‖2, it follows that
D1,u = P (|X˜Tu(1)|‖u(1)‖−12 > t · 2−1‖u‖Σ‖u(1)‖−12 )
≤ P (|X˜Tu(1)|‖u(1)‖−12 > t · 2−1‖u‖Σ‖u‖−12 )
≤ P (|X˜Tu(1)|‖u(1)‖−12 > t · 2−1λ1/2min,z).
Note that X˜ is sub-Gaussian with ψ2 norm Kx < ∞. Then for any u(1) 6= 0,
|XTu(1)|‖u(1)‖−12 is sub-Gaussian with ψ2 norm less than Kx. Therefore, since λmin,z
is finite, we have
sup
u∈Sp1−1
D1,u ≤ exp(−t2/K˜2x),
where K˜x is a constant depending only on Kx.
Step 2. We show the exponential rate of supu∈Sp1−1 D2,u and the final conclusion.
Step 2.1. We first show that supu∈Sp1−1 DW ≤ L0 <∞, whereDW = [var(XTWX)]1/2.
If u(2) = 0, var(XTWX) = 0. We only need to consider u satisfying u(2) 6= 0. Recall
that ‖u‖Σ = (uTΣzu)1/2. It follows that ‖u‖2Σ = uTΣzu = var(XTu(1) + 2−1XTWX)≤
λmax,z <∞. That is,
λmax,z ≥ var(XTu(1) +2−1XTWX) =A2u +B2u + 2ρuAuBu,
where A2u = var(X
Tu(1)) and B2u = var(2
−1XTWX). It is sufficient to show that
supu∈Sp1−1 Bu is bounded. Suppose that, on the contrary, there exists series {un, n≥ 1},
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such that Bun →∞; for simplicity we denote Bun as Bn, similarly we define An, ρn. It
is easy to see
λmax,z ≥A2n +B2n + 2ρnAnBn ≥ 2(1+ ρn)AnBn ≥ 2(1− ρ¯)AnBn. (A.7)
Consequently, An→ 0 and supn |ρnAnBn| ≤ λmax,zρ¯/[2(1− ρ¯)] due to (A4). Taking n→
∞, we have A2n+B2n+2ρnAnBn→∞. This contradicts with the first inequality in (A.7).
Consequently, supu∈Sp1−1 Bu is bounded.
Step 2.2. First, for any u ∈ Sp1−1, we have ‖u‖Σ ≥ λ1/2min,z > 0. Noting that Z˜Tu(2) =
2−1(XTWX −E(XTWX)), we have
D2,u = P (D
−1
W |Z˜Tu(2)|> t · 2−1‖u‖ΣD−1W )
= P (|X∗W −E(X∗W )|> t‖u‖ΣD−1W ) (A.8)
≤ P (|X∗W −E(X∗W )|> t · λ1/2min,zL−10 ).
Since X∗W is subexponential with Ku ≤K0, by Vershynin [26], we have
sup
u∈Sp1−1
D2,u ≤ 2 exp[−cmin(t2/K20 , t/K0)],
where c is an absolute constant depending on L0 and λmin,z. We now prove the final
conclusion. From Steps 1 and 2, we easily have
sup
u∈Sp1−1
Du ≤ exp(−t2/K˜2x) + 2 exp[−cmin(t2/K20 , t/K0)]
≤ C exp[−min(t2/K˜0, t/K0)],
where K˜0 =max(K˜x,K0).
A.6. Proof of Theorem 3.1
Step 1. We first prove that the RE condition holds under the event A1 ∩ A2, where
A1 and A2 are defined below. Define the event
B1 = {x: x ∈Rp1 ,∃T, with |T | ≤ s, such that ‖xT c‖1 ≤ k0‖xT ‖1} ∩ Sp1−1,
where p1 = p(p+1)/2 and S
p1−1 is the p1-dimensional unit sphere.
Due to the fact that ‖Zx‖2√
n‖xS‖2 ≥
‖Zx‖2√
n‖x‖2 , for any S ⊆ {1, . . . , p}, we only need to show
that
min
|J|≤s
min
‖xJc‖1≤k0‖xJ‖1
‖Zx‖2√
n‖x‖2 > 0.
This is equivalent to show
min
x∈B1
‖Zx‖2√
n
> 0.
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Based on the results of Lemma B.3 and Λ1,Λ2 defined there, we have B1 ⊆ 4 convΛ1,
where 4 convΛ1 = {4x: x ∈ convΛ1} and convΛ1 for the finite set Λ1 denotes the convex
hull of set Λ1. Consider the events
A1 =
{∣∣∣∣ ‖Zx0‖2√n‖x0‖Σ − 1
∣∣∣∣≤ ǫ for all x0 ∈ Λ1
}
,
and
A2 =
{∣∣∣∣ ‖Zx‖2√n‖x‖Σ − 1
∣∣∣∣≤ ǫ for all x ∈ Λ2
}
,
where ‖x0‖Σ = (xT0 Σx0)1/2 and Λ1 ⊆ Sp1−1,Λ2 ⊆Bp12 are defined in Lemma B.3. Condi-
tioning on A2, we have
‖Zx‖2√
n‖x‖2 ≤
‖x‖Σ
‖x‖2 (1 + ǫ)≤ λ
1/2
max,z(1 + ǫ) for any x ∈ Λ2.
Consequently,
‖Zx‖2/
√
n≤ λ1/2max,z(1 + ǫ)‖x‖2 for any x ∈Λ2. (A.9)
By the results of Lemma B.3, for any x ∈ B1, there exists x0 ∈ Λ1 such that ‖x−x0‖2 < ǫ.
Therefore, we have
‖Zx0‖2/
√
n−‖Z(x− x0)‖2/
√
n≤ ‖Zx‖2/
√
n≤ ‖Zx0‖2/
√
n+ ‖Z(x− x0)‖2/
√
n. (A.10)
Note that x− x0 ∈ (B1−B1)∩ ǫBp12 and recall from Lemma B.3 that (B1−B1)∩ ǫBp12 ⊆
4 conv(Λ2). Combining with the definition of Λ2 and (A.9), we have
‖Z(x− x0)‖2/
√
n≤ 4 sup
z∈Λ2
‖Zz‖2/
√
n≤ 4λ1/2max,z(1 + ǫ)‖z‖2 ≤ 4λ1/2max,z(1 + ǫ)ǫ. (A.11)
In addition, conditioning on A1, we have
‖x0‖Σ(1− ǫ)< ‖Zx0‖2/
√
n≤ ‖x0‖Σ(1 + ǫ). (A.12)
There, conditioning on A1∩A2 and combining (A.10)–(A.12), as 0< ǫ < λ1/2min,z(8λ1/2max,z+
λ
1/2
min,z)
−1, we have, for any x ∈ B1,
‖Zx‖2/
√
n≥ ‖x0‖Σ(1− ǫ)− 4λ1/2max,z(1 + ǫ)ǫ≥ λ1/2min,z(1− ǫ)− 4λ1/2max,z(1 + ǫ)ǫ > 0.
That is, with probability p˜0n := P (A1 ∩A2), the RE condition holds with M(k0, s)> 0.
Step 2. Finally, we show the bound of p˜0n. In fact, for any x0 ∈ Sp1−1, it holds that∣∣∣∣ ‖Zx0‖2√n‖x0‖Σ − 1
∣∣∣∣≤
∣∣∣∣ ‖Zx0‖22n‖x0‖2Σ − 1
∣∣∣∣.
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In addition, it is easy to see that
P (A1 ∩A2)≥ 1−
∑
x0∈Λ1
P
(∣∣∣∣ ‖Zx0‖22n‖x0‖2Σ − 1
∣∣∣∣> ǫ
)
−
∑
x∈Λ2
P
(∣∣∣∣ ‖Zx‖22n‖x‖2Σ − 1
∣∣∣∣≥ ǫ
)
. (A.13)
Recall the assumption E(Z) = 0 and Λ1 ⊂ Sp1−1. For any x0 ∈ Λ1, by Lemma 3.1 and
consequently by Lemma B.4, for any n > C1ǫ
−1 for some constant C1 > 0 defined in
Lemma B.4, we have
P
(∣∣∣∣ ‖Zx0‖22n‖x0‖2Σ − 1
∣∣∣∣> ǫ
)
≤C0 exp(−CK(nǫ)1/3).
Furthermore, recall that Λ2 ⊂ Bp12 . For any x ∈ Λ2, by letting x˜ = x‖x‖−12 ∈ Sp1−1, we
note that
‖Zx‖22
n‖x‖2Σ
=
‖Zx‖x‖−12 ‖22
n‖x‖x‖−12 ‖2Σ
=
‖Zx˜‖22
n‖x˜‖2Σ
.
By the same argument, for any x ∈ Λ2, as n > C1ǫ−1 where constant C1 is defined in
Lemma B.4, we have
P
(∣∣∣∣ ‖Zx‖22n‖x‖2Σ − 1
∣∣∣∣> ǫ
)
≤C0 exp(−CK(nǫ)1/3). (A.14)
Combining (A.13)–(A.14), (B.2) and (B.3), we have
P (A1 ∩A2) ≥ 1− (|Λ1|+ |Λ2|)C0 exp(−CK(nǫ)1/3)
≥ 1− 2C0max{|Λ1|, |Λ2|} exp(−CK(nǫ)1/3)
= 1− 2C0max
{(
c1p1
m1
)c1m1
,
(
4c1p1
m1
)c1m1/4}
exp(−CK(nǫ)1/3).
Therefore, as n > ǫ−1max{C1, (c1m1C˜−1K log(c1m1p1))3, (4−1C˜−1K c1m1 log(4c1m1p1))3}
where C˜K =CK − δ0 for some δ0 > 0 being small, we have
P (A1 ∩A2)> 1− 2C0 exp(−n1/3ǫ1/3δ0) := p˜0n→ 1. (A.15)
Appendix B: Some auxiliary results
B.1. On the coverage of B1
In this section, we consider the coverage of the set B1 used in the proof of Proposition 3.1.
For simplicity, for any finite set A, let convA stand for the convex hull of A and for any
constant C, C conv(A) = {C · x: x ∈ convA}. For q = 1,2 and any positive integer m,
define Bmq = {x: ‖x‖q ≤ 1, x ∈Rm}.
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Lemma B.1 (Mendelson, Pajor and Tomczak-Jaegermann [16]). Let m≥ 1 and
ε > 0. There exists an ε cover Λ⊂Bm2 of Bm2 with respect to the Euclidean metric such
that Bm2 ⊂ (1− ε)−1 convΛ and |Λ| ≤ (1 + 2/ε)m. Similarly there exists Λ′ ⊂ Sp−1 which
is an ε cover of the sphere Sm−1 and |Λ′| ≤ (1 + 2/ε)m.
Define U˜m = {x ∈Bp2 : | suppx| ≤m} and Um = {x ∈ Sp−1: | suppx| ≤m}. The follow-
ing result holds.
Lemma B.2 (Mendelson, Pajor and Tomczak-Jaegermann [16]). There exists
an absolute constant c for which the following holds. For every 0 < ε ≤ 1/2 and every
1≤m≤ p, there is a set Λ⊂Bp2 which is an ε cover of U˜m, such that U˜m ⊂ 2 convΛ and
|Λ| is at most
exp
(
cm log
(
cp
mε
))
. (B.1)
Moreover, there exists an ε cover Λ′ ⊂ Sp−1 of Um with cardinality at most (B.1) Fur-
thermore, for any 0≤ r ≤ 1 there exists Λ¯⊂ rBp2 such that (Um −Um) ∩ rBp2 ⊂ 2 conv Λ¯
and |Λ¯| is at most (B.1).
For any x ∈Rp1 , let T0,x with |T0,x|= s be the index of the largest s elements of |x|=
(|x1|, . . . , |xp1 |)T . Based on the results of Mendelson, Pajor and Tomczak-Jaegermann
[16], we consider the ǫ-cover of the set
B1 = {x ∈Rp1 : ∃T with |T | ≤ s, such that ‖xT c‖1 ≤ k0‖xT ‖1} ∩ Sp1−1
= {x ∈Rp1 : ∃T with |T | ≤ s, such that ‖xT c‖1 ≤ k0‖xT ‖1} ∩ {x: ‖x‖2 ≤ 1} ∩ Sp1−1
:= A0 ∩ {x: ‖x‖2 ≤ 1} ∩ Sp1−1.
By the result of Rudelson and Zhou [21], it is easy to see
A0 = {x: x ∈Rp1 ,∃T with |T | ≤ s, such that ‖xT c‖1 ≤ k0‖xT ‖1}
= {x: x ∈Rp1 ,‖xT c0,x‖1 ≤ k0‖xT0,x‖1}.
Therefore, we consider the coverage of
B1 = {x ∈Rp1 : ‖xT c0,x‖1 ≤ k0‖xTx,0‖1,‖x‖2 ≤ 1} ∩ Sp1−1
:= A˜0 ∩ Sp1−1.
For 1≤m≤ p1, let
Um = {u ∈ Sp1−1: supp(u)≤m}.
Lemma B.3. The following two conclusions hold. (1) There exists Um1 of B1, such that
B1 ⊆ 2 conv(Um1) with m1 = 16s[(1+ k0)]2; in addition there exists Λ1 ⊂ Sp1−1 such that
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Um1 ⊂ 2 convΛ1 and the cardinality of Λ1 is given in (B.2). (2) There exists Λ2 ⊆ ǫBp12 ,
such that (B1 − B1) ∩ ǫBp12 ⊆ 4 convΛ2, for any 0 ≤ ǫ ≤ 1. And the cardinality of Λ2 is
given in (B.3).
Proof. Step 1. The proof of conclusion (1). For x ∈ A˜0, we have
‖x‖1 ≤ (1 + k0)‖xT0‖1 ≤ s1/2(1 + k0)‖xT0‖2 ≤ s1/2(1 + k0) := q(s).
That is, x ∈ q(s)Bp11 . Therefore, we have
B1 ⊂ q(s)Bp11 ∩ Sp1−1 := B˜1.
Therefore by Lemma 3.8 of Mendelson, Pajor and Tomczak-Jaegermann [16], it follows
that Um1 with m1 = 4s[(1 + k0)/ǫ]
2 is a ǫ-cover of B˜1, for any 0 < ǫ ≤ 1/2. Taking ǫ =
1/2 leads to m1 = 16s[(1 + k0)]
2. By Lemma B.2, there is a set Λ1 ⊂ Sp1−1, such that
Um1 ⊂ 2 convΛ1 and
|Λ1| ≤ exp(c1m1 log[c1p1/m1]) (B.2)
for some constant c1 > 0. Therefore, we have B1 ⊂ 4 convΛ1.
Step 2. The proof of the second conclusion.
Since B1 ⊂ B˜1 and B˜1 is convex and star shaped, for any 0< ǫ≤ 1, it holds that
(B1 −B1)∩ ǫBp12 ⊆ (B˜1 − B˜1)∩ ǫBp12 ⊆ [2q(s)Bp11 ∩ 2Bp12 ]∩ ǫBp12 ⊆ 2q(s)Bp11 ∩Bp12 .
By Lemma 3.7 of Mendelson, Pajor and Tomczak-Jaegermann [16], for m2 = 4q
2(s) =
4s(1 + k0)
2, we have
(B1 −B1) ∩Bp12 ⊆ 2 conv(U˜m2).
By Lemma B.2, there is a set Λ′2 ⊂Bp12 such that U˜m2 ⊂ 2 convΛ′2 and
|Λ′2| ≤ exp(c1m2 log(c1p1/m2)).
Therefore, letting Λ2 = ǫΛ
′
2 yields (B1 − B1) ∩ ǫBp12 ⊂ 4 convΛ2 and |Λ2| = |Λ′2| ≤
exp(c1m2 log[c1p1/m2]). Recalling the definition of m1 and m2, we have m2 = m1/4
and
|Λ2|= |Λ′2| ≤ exp(4−1c1m1 log[4c1p1/m1]). (B.3)

B.2. Concentration inequality of the squares of subexponential
type variables
Lemma B.4. Let Z ∈ R be a subexponential type variable that satisfies P (|Z| > t) <
C exp(−t/K) as t > C0 for some positive constants C, K and C0. Assume that E(Z) = 0
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and that both var(Z) and var(Z2) are finite. Let Zi, i= 1, . . . , n be the i.i.d. realizations
of Z. Then, for any δ > 0, as nδ > C1 for some C1 > 0, we have
P
(∣∣∣∣∣ 1n
n∑
i=1
Z2i − var(Z)
∣∣∣∣∣> δ
)
≤C2 exp(−CK(nδ)1/3),
where C2 > 0 and CK is a constant depending only on K.
Remark B.1. Similar to the subexponential distribution, we still denote ‖Z‖ψ1 =K .
From Lemma B.4, we see that, for any fixed δ > 0, as n > C1/δ, the inequality in
Lemma B.4 holds. Equivalently, for fixed n, if δ >C1/n, the above inequality holds.
Proof of Lemma B.4. Without loss of generality, we assume var(Z) = 1 in the following
argument. Let An = n
−1∑n
i=1Z
2
i − 1. For any fixed large constant M >max(C0,1), let
YMi = (Z
2
i − 1)I{|Zi|<M} and XMi = (Z2i − 1)I{|Zi|>M}. Then we have
An = n
−1
n∑
i=1
YMi + n
−1
n∑
i=1
XMi :=A1n +A2n.
Note that E(An) =E(A1n) +E(A2n) = 0. It holds that
An =A1n −E(A1n) +A2n −E(A2n).
By the Bernstein inequality, due to the fact that |YMi | ≤M2− 1, we have, for any δ > 0
P (|A1n −E(A1n)|> δ/2) = P
(∣∣∣∣∣n−1
n∑
i=1
YMi −E(YMi )
∣∣∣∣∣> δ/2
)
≤ 2 exp
(
− (nδ/2)
2/2
nE(YM1 )
2 + (M2 − 1)nδ/6
)
(B.4)
≤ 2 exp
(
− nδ
2
8E(YM1 )
2 + 4(M2 − 1)δ/3
)
≤ 2 exp
(
− nδ
2
8c0+ 4(M2 − 1)δ/3
)
,
where c0 = var(Z
2)<∞. In addition,
P (|A2n −E(A2n)|> δ/2)≤ 4
nδ2
var(XM1 )≤
4
nδ2
E(Z41I{|Z1|>M}).
Let V = |Z1| and note that V is subexponential. By integration by parts, it is easy to see
E(V 4I{V >M}) = P (V >M)M4 +
∫
x>M
4P (V > x)x3 dx.
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Because V is subexponential, it follows that P (V > s) ≤ C exp(−s/K) for any s >M .
Inserting this inequality into the above equation and applying integration by part to the
second term repeatedly, for large M , we have
E(V 4I{V >M})≤ c1M4 exp(−CKM),
for some c1 > 0 where CK is a constant depending only on K . Therefore, we have
P (|A2n −E(A2n)|> δ/2)≤ c1M
4
nδ2
exp(−CKM). (B.5)
For M = c2(nδ)
1/3 for some constant c2, the right-hand side of (B.4) has the same
order as that of (B.5). Also, we remind that we need M > max(C0,1). Therefore, we
have nδ > [c−12 max(C0,1)]
3 := C1, that is δ cannot be too small. Consequently, for any
δ > C1/n, we have
P (|An|> δ)≤ P (|A1n−E(A1n)|> δ/2)+P (|A2n−E(A2n)|> δ/2)≤C2 exp[−CK(nδ)1/3]
for some constant C2 > 0 and CK , where CK depends only on K . The proof is com-
pleted. 
Appendix C: Some properties of sub-Gaussian and
subexponential distributions
The following two propositions on sub-Gaussian and subexponential distributions are
from Vershynin [26]. They are listed here for completeness.
Proposition C.1 (Bernstein-type inequality). Let X1, . . . ,Xn be independent cen-
tered subexponential random variables, and K = maxi ‖Xi‖ψ1 . Then for every a =
(a1, . . . , an) ∈Rn and every t≥ 0, we have
P
(∣∣∣∣∣
n∑
i=1
aiXi
∣∣∣∣∣≥ t
)
≤ 2 exp
(
−cmin
{
t2
K2‖a‖22
,
t
K‖a‖∞
})
,
where c > 0 is an absolute constant.
Proposition C.2. A random variable X is sub-Gaussian if and only if X2 is sub-
exponential. Moreover, ‖X‖2ψ2 ≤ ‖X2‖ψ1 ≤ 2‖X‖2ψ2.
Corollary 1. If X,Y are centered sub-Gaussian with max{‖X‖ψ2,‖Y ‖ψ2} <K. Then
XY is subexponential with ‖XY ‖ψ1 ≤ 2K2.
Proof. For any t > 0, P (|XY | > t) ≤ P (X2 + Y 2 > 2t) ≤ P (X2 > t) + P (Y 2 > t). By
Proposition C.2, we have that X2 and Y 2 are both subexponential with ψ1 norm less
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than 2K2; that is, P (X2 > t) ≤ c exp(−t/2K2) for some constant c > 0 and the same
is true for Y 2. Consequently, we have P (|XY | > t) ≤ 2c exp(−t/2K2). The conclusion
holds. 
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