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Abstract 
In the Poznan University of Technology Chair of Production Engineering and Management, a Virtual Reality –Rapid Prototyping 
team has been active for many years and one of the studied activities is possibility of VR use in classes for higher education. As a 
result of cooperation with one of the medical universities in the region, an educational application has been developed, as a 
didactic aid during anatomy, physiology and pathology courses. During the test use, the application has been found quite 
interesting for both the lecturers and the students. It allowed, among other things, to freely slice the virtual human body and 
showing and hiding selected groups of organs, in order to allow detailed inspection of human anatomy by the user. This work 
continues in the study presented in this paper –they are aimed at expanding the simulation functionalities and allowing to conduct 
a training for the ultrasound examination. In many previous studies, it was proven that possibility of tracking the user’s 
movements allows the simulation realism to be improved. It is a result of the phenomenon of immersion of the user in the virtual 
world. The immersion improves quality of the conducted virtual training and allows to better use the abilities learned during the 
course. In case of the ultrasound scanner, it is necessary to track both the position and the orientation of the device head, for 
proper generation of the virtual image of the insides of the human body. The paper discusses a process of adaptation of a head 
used in the ultrasound scan to application in the training simulation. Process of preparation and adaptation of the head geometry 
was described, along with a process of preparation of virtual and then physical prototypes using the 3D Printing technology. The 
prepared prototypes were covered with markers of the optical tracking system. Proper arrangement of the markers was 
implemented in the database and scenarios of work were prepared, to check correctness of gathering information about the 
ultrasound scanner head orientation and position in the three-dimensional space. Developed solutions were verified on a test 
group of users. Obtained results were presented in a form allowing their easy interpretation.  
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1. Introduction 
Modern computer science tools enable creation of logically and graphically complex Virtual Reality 
environments. However, to make sure that a virtual environment is a faithful imitation of a selected piece of reality, 
it is necessary to engage as much human senses as possible. Thanks to a proper link between various Virtual Reality 
devices, such as position and orientation tracking systems, with appropriately programmed virtual worlds, it is 
possible to obtain a deep sensation of presence in an artificial environment. This sensation is known as the 
immersion1. This feeling is very important in case of using Virtual Reality as a training tool, which requires interest 
and engagement on the trainee’s side. Virtual environments allow creation of proper learning conditions, engaging 
students in solving complex problems2 and direct experience of physical properties of various objects, such as shape 
and size3, which can be achieved, among other things, by use of haptic devices4. To make a user more immersed in 
the Virtual Reality it is necessary to ensure that all his actions will be directly transferred to an image generated by 
the VR system. It is possible thanks to tracking systems for recognizing user’s movement, as well as use of physical 
objects taking part in a simulation (e.g. physical model of a wrench used to mount a virtual bolt). There are many 
tracking systems available in the market, which can be divided by their principle of operation5: 
• mechanical tracking systems, 
• acoustic tracking systems, 
• electromagnetic tracking systems, 
• optical tracking systems, 
• hybrid tracking systems. 
The most popular systems in terms of number of available solutions and their popularity are the optical systems. 
The magnetic systems are also frequently used, as well as the mechanical systems, especially for applications where 
an optical solution is not always possible (usually because of movements requiring blocking of line of sight between 
camera and the user, e.g. in multi-user simulations). 
The optical tracking systems usually make use of special objects – markers – which are used to determine 
position (translation regarding a beginning of a defined coordinate system) of an object to which they are fixed in 
case of a single marker or position and orientation (rotation around axes of a local coordinate system) using more 
complex algorithms in case of three or more markers fixed together. The markers can be active (emitting light), 
passive or retroactive (reflecting light emitted by a stationary device) There are markerless solutions, such as 
Microsoft Kinect. It uses both visible light, recorded by a standard camera and infrared light, emitted by the device, 
which reflects from the tracked object. The standard digital camera recognizes a human silhouette, while the 
infrared detector helps determining a distance from the device6. The optical systems using single markers can track 
only position in 3 degrees of freedom (DOF). Orientation tracking is usually possible when using 3 or more markers 
(redundancy is advised for robustness of object detection), but they must not change their mutual positions during 
the whole recognition process – they must form a rigid body. Such an approach allows 6-DOF tracking without 
using the other types of tracking systems (such as mechanical systems). 
Virtual Reality simulation using devices enabling certain level of immersion (such as Head-Mounted Displays 
and tracking systems) is more and more often used in training of students of medicine and similar study programs. It 
allows trainees to develop required skills to a certain degree, even before first contact with a real patient. Using 
Virtual Reality in trainings is an innovative education method, which is used, among other things, in surgery 
training7. VR simulators are able not only to supplement, but at some conditions even replace certain part of 
traditional teaching methods. In a virtual world, it is possible to faithfully simulate certain operations, such as 
palpation examination, punctures or laparoscopic operations8, without putting human life and health at risk. Virtual 
Reality also allows to quickly reconfigure virtual training environments, making it possible to create individualized 
solutions. Tracking systems also help contribute to personalization of the training environment, because they allow 
to take individual anatomic features of an operator into account, especially if many markers are used to track 
different limbs – the training conditions differ from user to user depending on their body and movement, just like in 
the real world. It is thus possible to test if a specific person is able to perform a specific set of activities and how 
difficult it would be. 
The presented paper shows a part of attempts of the authors at realization of a topic resulting out of cooperation 
with a local medical university. There is a need for a flexible low-cost ultrasound examination training workplace – 
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the available solutions have good performance but are too costly. The cooperation between the authors and 
representatives of the medical university is therefore aimed at obtaining a cost effective solution with acceptable 
level of filling certain requirements of a professional training system. In the paper, the hardware part of the whole 
studies is described – namely, an attempt at using a low-cost tracking system for manipulation of an ultrasound head 
and results of accuracy, robustness and general user experience tests. 
2. Materials and methods 
2.1. Case and problem definition – medical VR application  
A basis for conducting the work presented in the paper is the virtual 3D human body atlas, which was described 
in previous work by the authors7. During consultations with the medical university representatives, the application 
was decided to become a base for a virtual ultrasound examination procedure, while maintaining a low-cost 
approach to the whole system. It forced the authors to look for a specific solution, namely possibility of 
incorporation of an additional interaction device – the ultrasound device head model – which is manipulated by a 
person who operates the simulation. In scope of the research, such a model was designed and built using Rapid 
Prototyping (3D printing) technologies. 
Simultaneously, many functions of the base application were disabled, and some new functions were added for 
the sake of the hardware testing process. For example, a 3D image from inside the human body is visible only when 
the device touches a phantom and special image conversion algorithms are added to alter the visible image. 
The main problem faced by the authors was a question if a low-cost device for optical tracking may be 
successfully used at this level of medical training. Various grip techniques can have an influence on recognition and 
real-time tracking of the manipulation device, which as a consequence may lower the performance of the whole 
application and decrease its educational value. That is why measurement tests were required to see if the object is 
recognized and tracked in a way enabling smooth work with the training system.  
2.2. Selected tracking system PST – 55 and its capabilities 
On the basis of the previously conducted work and a comparative analysis in a group of VR experts, optical 
tracking system PST 55 was decided to be used in the studies. The PST devices can be used for tracking of objects 
at a distance from 40 cm to several meters. Shape and size of tracking area is dependent on type of lens mounted in 
the device. The system is equipped in infrared cameras and diodes for additional infrared light generation. Thanks to 
this, tracking is possible even at conditions with absolutely no light. The PST uses retroactive markers, which reflect 
light emitted by the main device and thus allow it to calculate distance from the base point of the coordinate system. 
Size and shape of markers influence the PST device ability to discover an object. Markers have a form of sticky, 
circular pieces of reflective paper (Fig. 1). It is also possible to use active markers, generating their own IR light. 
 
 
Fig. 1. Markers of the PST device arranged on various objects and their recognition in the PST client software. 
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The system is able to recognize single markers and determine their position (3 DOF), but its main function is 
recognition of whole objects (6 DOF) by definition of specific marker patterns. The tracking system is connected to 
a base PC with dedicated software with an RJ 45 network cable. In the PST client software, there is a possibility to 
introduce a certain marker pattern into the database as named objects, which will be tracked in 6 DOF if the marker 
pattern is recognized (Fig. 1). It is necessary for the device to see simultaneously at least 4 markers of a given 
pattern at the same time, if this condition is not fulfilled, it is impossible to define a relation between markers and in 
consequence tracking of an object is not possible. This is one of the most important problems to overcome, when 
there is a need of tracking of a small handheld device, such as a head for ultrasound examination, where there is a 
possibility of covering the markers by user’s hand or other body parts in scope of operation. 
Table 1. Parameters of PST – 55 system 
Product specification  
Accuracy Position: < 1 mm RMSE 
Orientation: < 1 deg RMSE 
Refresh rate 55 Hz 
Operating temperature 15 – 35 °C 
Latency Approx. 18 ms 
Illumination Infrared (IR) with adjustable shutter speed 
Weight Approx. 2 kg 
Size 17.5cm(d) x 5.5cm(h) x 25.0cm(w) 
Mounting 1/4”-20 TPI mount hole (tripod mount) 
Power supply 12V, external power supply 110-240V, 50-60Hz 
Power consumption Max. 65W 
Hardware interface Ethernet 
 
2.3. Ultrasound head model preparation 
For the ultrasound examination training workplace, a model of a head used for the examination was decided to be 
manufactured, on the basis of a real ultrasound device head. An existing shape was taken as a basis, with an 
assumption of modifying it by adding extra elements outside the handheld part of the head. The extra elements are 
necessary because of the optical tracking limitations mentioned above – a user can cover most of the markers 
arranged on the head of a standard shape. To include a possibility of testing various geometry of the extra elements, 
a threaded joint was designed at the top of the head. 
To improve realism during simulation, as a result of consultations with the medical university experts, it was 
decided to generate image only when the head is in direct contact with a human phantom (manikin) used in the 
examination procedure. The authors have decided to achieve this effect using a low-cost approach. A contact sensor 
was designed at the bottom of the head, with cable connection with the base PC via the serial port. The sensor is 
mouse-based, so it is recognized in the system as a mouse click. Presence of the sensor along with cables for the 
communication interface required certain design changes. 
An original ultrasound examination head was measured using an optical 3D scanner (GOM ATOS I). Such a 
method of obtaining data is precise enough from the viewpoint of maintaining a required shape and dimensional 
accuracy8. As a result of the measurement, a triangular mesh model was obtained, which was used as a basis for the 
training device model. On the basis of the mesh, a solid 3D model was created in a CAD system, with consideration 
of design changes mentioned above – space for a threaded joint (based on a nut joined with the head by gluing) in 
the upper part of the head and appropriate pockets and holes for the contact sensor were included in the model. 
Figure 2 presents the modified model of the head. 
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Fig. 2. A CAD model of the modified training ultrasound head 
A canal for a cable ensuring communication of a contact sensor with the application was shaped in such a way, to 
not cause discomfort for an operator and not obscure markers placed on the additional element. The final 3D model 
was again converted to a triangular mesh and manufactured additively using the 3D Printing technology (3DP), with 
use of a ceramic powder as a base material, joined by a liquid binder. This method of additive manufacturing was 
decided to be used because of the internal canal in the model – in the 3D Printing method there is no need for 
additional support structures during the layer deposition process, unlike in the popular technology of Fused 
Deposition Modelling, where the support material is present and is removed mechanically or chemically, by 
dissolving in a special solution. In the 3D Printing powder-based technology, the unbound powder is a natural 
support, which is removed by compressed air shortly after removing the product from the 3D printer. After layer 
deposition, the head model was subjected to post-processing, consisting of two operations: saturation of the model 
surface with a chemically hardening polyurethane resin for greater strength, hardness and wear resistance and 
manual sanding for better surface quality. Besides the head, two additional elements were prepared, in form of a 
sphere (larger) and a cube (smaller). They were manufactured in an identical way as the head, in one manufacturing 
process. 
The 3D printed and post-processed body was then assembled with the contact sensor with a hole plug which will 
directly contact the phantom during the training ultrasound examination. The hole plug was made out of 
polyethylene and was hung on two springs with a properly adjusted length, to ensure sensor travel distance shorter 
than 3 mm. Such a distance allows precise operation of the head and prevents turning the application on during 
accidental contact of the head with other objects. The last operation was gluing in a bolt for assembling the 
additional elements. The elements (sphere and cube) were assembled with nuts, to allow easy assembly and 
disassembly in the course of the test procedure. A complete prototype of the ultrasound head for the virtual training 
is presented in Figure 3. 
 
   
Fig. 3. Prototype of the ultrasound head 
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Markers of the tracking system were arranged both on a main part of the head and the additional elements. The 
authors know no efficient methodology of placing such markers on a free surface object, in a way to ensure the 
possibly best, fluent recognition of a tracked object in any position with as small number of markers of possible. 
That is why the marker arrangement was a result of authors’ experience with the tracking systems, partly resulting 
out of the consultations with the medical experts, who indicated possible gripping methods of the ultrasound head 
and movements which will most likely be performed by a trained student. By default, the PST software does not 
allow adding extra markers to an already recognized and named set, it also cannot give any suggestions of how the 
markers should be placed to improve an object recognizability. That is why it was necessary to introduce the two 
variants of the head (with two additional elements) separately in the system. 
 
3. Test procedure 
Tests of the tracking system were performed using a manikin representing a body of a patient, subjected to an 
ultrasound examination. The manikin is also equipped with a set of tracking system markers, to ensure proper 
generation of 3D image. Figure 4 presents the test stand. 
 
 
Fig. 4. The test stand for ultrasound examination training. 
The tests were performed by a group of 8 persons. Each person had a task to move the head along a specified 
path, using the most natural and comfortable grip of the ultrasound device. Five points were selected as base 
positions, lines between them were defined as movement paths (Figure 5). 
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Fig. 5. Positions of the ultrasound head and suggested movement paths in the conducted tests. 
The first test consisted in checking if the head is visible for the tracking system in all defined points with the 
suggested orientation. Then, each person repeated the movement along the manikin five times, with continuous 
recording of the head positions read by the tracking system. An average value was taken as a result for one person. 
On the basis of the gathered measurement data, it was determined how frequently the tracking system lost visibility 
of the ultrasound head, meaning that its position and orientation was not recognized. The tests were repeated for 
each of the two additional elements of the head. 
4. Results 
The diagram in Figure 6 presents results of tests with use of a cubic additional element in form of average 
numbers of breaks in the tracking (noticeable moments when the device was not recognized by the system). Number 
of breaks differs greatly for particular persons. It means that even use of an additional element, which theoretically 
should not be obscured by user’s hand, does not eliminate an influence of the head grip on its recognizability. 
 
  
Fig.6. Average number of breaks in recognition of the ultrasound head with the cubical additional element by the PST 55 system. 
The biggest number of breaks occurred for the person 8. For this tester, the measured time was the longest of the 
all measured times, which may have had an influence on the number of breaks. 
After changing the additional element to the sphere, the results were much better (Fig. 7). Number of breaks is 
definitely smaller for all persons. The person 5 achieved complete recognizability in all positions and orientations 
through the whole operation. 
 
  
Fig. 7. Average number of breaks in recognition of the ultrasound head with the spherical additional element by the PST 55 system.  
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Figure 8 presents results of the test in a general manner, showing all paths by all users with successful marker set 
recognition marked by white and breaks in tracking (unsuccessful recognition) by red lines. Analysis of this data for 
the particular persons allows concluding, that these places are more or less the same for all the repetitions by a given 
person. It means that the breaks are not caused by random reasons, but rather by individual features of the testers, 
which must be considered in the final version of the application. 
 
   
Fig. 8. Paths of the ultrasound head model along the manikin. Successful recognition – white line, unsuccessful recognition – red line. 
Besides total number of breaks during the recorded movements, amount of points recognized by the tracking 
system was counted, in relation to total points (positions) recorded during the tests. The diagram with percentage 
recognizability is shown in Figure 9. 
 
 
Fig. 9. Percentage of recognized points during the whole test procedure. 
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5. Summary 
The study results indicate that the spherical additional element assembled with the ultrasound head allows to 
arrange the optical system markers in a way to ensure recognition in most cases. According to the authors and most 
testers, it is a level which does not negatively influence immersion in the medical application. The authors want to 
continue studies with the proposed design of the head in a final version of the ultrasound test application. The tests 
performed so far did not include observation of the generated 3D image and the movement paths were arbitrarily 
defined. The next stage of tests will be conducted with preview of 3D image, on freely selected paths, with the head 
tracked continuously. The gathered data will be used for further analyses. 
It must be said that the current shape of the ultrasound head is not the same as the real head due to the additional 
element. Still, it is not a problem from the educational point of view. In the final prototype, mass of the head with 
the additional element must be as balanced as possible, to allow teaching of certain movements and reflexes as 
closely to the real test as possible. 
Generally, it can be said that the tracking systems using passive or retroactive markers may be successfully used 
in immersive applications, if the markers are properly arranged. The individual features and behaviors of the 
application users must be taken into account in future work, to ensure better overall performance. The work on the 
hardware aspect of the ultrasound examination simulator will be a base for formulation of a methodology of placing 
the markers on objects in a way that would guarantee the best recognizability possible with an optimal number of 
markers used. The authors consider using a pair of the same devices in further tests, to test if it can dramatically 
improve the tracking quality. It is also planned to determine accuracy of the selected PST 55 tracking system and its 
possible influence on the educational effects of studied applications. 
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