An example of bias due to missing outcomes
We illustrate with a simple example how missing outcome data can result in biased estimates of treatment effects ( Table 1 ). Suppose that a placebo-controlled randomized trial involving 2000 participants was conducted to evaluate the effect of an active treatment on a certain outcome. Because of randomization, there was an equal number of men and women in each treatment group. Sex is a risk factor for the outcome: the risk is three times higher in men than in women (30% v. 10%, respectively, in the placebo group). If outcome data are available for all patients (scenario 1), a protective treatment effect is observed (risk ratio [RR] 0.80).
Scenario 2 in Table 1 shows an extreme example of missing outcome data, in which all women in the active treatment group are lost to follow-up (e.g., because they are more prone to adverse drug reactions). As a result, the risk of an event in the treatment group is overestimated (24% instead of 16%), because only individuals at high risk of the outcome remain. Consequently, the observed treatment effect is biased (RR 1.20), indicating a harmful effect of treatment, even though the treatment is actually protective. If the opposite situation occurred (i.e., all men in the treatment group were lost to followup), the observed treatment effect would be severely biased (RR 0.40).
This example shows that the bias due to missing outcome data may lead to an overestimation or underestimation of the treatment effect. Instead of removing from the analysis all women in the active treatment group for whom no outcome was observed, we could easily implement the (unrealistic) assumption that either all or none of the women in this group experienced the outcome. This would result in biased estimates of the treatment effect as well (RR 3.10 and RR 0.60, respectively). However, it is unlikely that anyone would consider this assumption to be reasonable.
Scenario 3 presents a more realistic situation that may nevertheless be more puzzling. In this scenario, we assume that 25% of people in each group have missing outcome data. At first glance, such a finding would make most readers think that there would be no problem, because missingness is the same in both groups. However, in the treatment group, the losses are among the women, and in the placebo group the losses are among the men. Because the baseline risk of the outcome is different for men and women, the risk of the outcome (as estimated using the available data) in the treatment and placebo groups will be biased. The observed treatment effect will also be biased (RR 1.12).
Even though sex was perfectly balanced between groups at baseline, for scenarios 1 and 2, including only participants in the analysis for whom the outcome was observed resulted in an imbalance in sex between the groups. In other words, even though an intention-to-treat analysis was performed, the estimated treatment effect was biased because of an imbalance in a prognostic variable (sex, in this example), which was the result of missing outcome data.
When does missing outcome data lead to biased effect estimates in an intention-to-treat analysis?
If outcome data are missing, they are typically expected to be selectively missing because prognosis often determines if patients will react to treatment (or placebo) or experience adverse effects. In scenarios 2 and 3 in Table 1 , missingness of the outcome data was related to sex and to treatment group. If missingness of the outcome data is somehow related, directly or indirectly, to prognostic characteristics at baseline as well as treatment group, this will create a baseline imbalance in prognosis among those with observed outcomes. Note that this bias is not necessarily conservative and is not remedied by intention-to-treat analysis.
Missing outcome data due to nonprognostic factors are inconsequential (i.e., this will not bias the estimate of the treatment effect). 9 If missingness of the outcome depends on treatment status but is independent of prognostic factors (e.g., a random 50% of participants in the treatment group are lost to follow-up), this will also not bias the estimate of the treatment effect.
What to report
The report by the National Research Council clearly states that researchers should describe the reason why patients were lost to follow-up and, hence, why outcomes were missing (e.g., participants moved away, which may signify a good prognosis). 1 We would like to add that, to make the process transparent to readers, a second table should be included, showing the distribution of baseline characteristics among the treatment groups for patients for whom outcomes were observed and who were included in the analysis.
The usual guidelines on the reporting of randomized trials clearly indicate that a "baseline table" of prognostic characteristics should be presented, to permit the reader to judge whether these characteristics were indeed balanced between the treatment groups immediately after randomization. 10 For example, this would mean including a table showing that the percentage of women among the treatment groups was indeed balanced at baseline (50% v. 50%). To identify imbalances in prognostic characteristics due to missing outcomes, authors should also present a "second baseline table"; that is, a comparison of prognostic baseline characteristics between the participants in the study groups who were actually included in the analysis (i.e., those with observed outcomes) .
In scenario 2 presented in Table 1 , this second table would indicate that the percentage of women is no longer balanced between groups (treatment: 0%; placebo: 50%). In scenario 3, this table would show that the percentage of women is imbalanced between groups (treatment: 33%; placebo: 67%).
A frequently used method to identify the potential for bias due to missing data is to compare participants with and without missing values. In scenario 2, such a table would indeed show that the percentages of women and participants in the treatment group are imbalanced between those with and without missing outcome data (of those with missing outcomes, 100% are women and 100% are in the treatment group; of those without missing outcomes, 33% are women and 33% are in the treatment group), indicating a potential for bias because of missing outcome data. In scenario 3, however, this • Consider performing sensitivity analysis to quantify the effect of missing outcome data (e.g. using multiple imputation, regression adjustment or inverse probability weighting) on study results
• Baseline characteristics of the participants who were randomized to each study group • Proportion of missing outcomes per group • Characteristics of participants for whom no outcomes were observed • (Possible) reasons for missing outcome data • Emphasis on results of the main analysis; results of sensitivity analyses can be discussed in an appendix Extensive • Main analysis might rely on analytical methods that handle missing outcome data (e.g., multiple imputation, regression adjustment or inverse probability weighting), extending an intention-to-treat analysis
• Baseline characteristics of participants who were assigned to each study group • Proportion of missing outcomes per group • Characteristics of participants for whom no outcomes were observed • (Possible) reasons for missing outcome data • Characteristics of participants who were assigned to each study group and who were included in the analysis; this might replace the usual table of baseline characteristics • Emphasis on the results of the main intention-to-treat analysis, in which analytical methods to handle missing outcome data were used *One of the drivers of bias due to missing outcome data is the proportion of missing outcome data in relation to the number of events. However, any cut-off is arbitrary. Even less than 5% (notably in the case of rare events) missing outcome data may result in considerable bias if missingness of the outcome is related to prognostic characteristics as well as to treatment. One way to assess the effect of missing outcome data is to use analytical methods that handle missing data and discuss any differences.
would incorrectly reassure researchers and readers that the missing outcomes did not potentially result in bias, even though it did. If space is limited, a supplement on the journal's website might be a suitable place to report the proposed second baseline table.
Other issues concerning missing data that are important to report include what efforts were made in the design of the study to prevent missing data, the extent of missing data, how missing data were handled in the analysis, and an explicit statement about the potential for bias due to missing data. These issue have been put forward by others. 2, 3, 5, [11] [12] [13] Guidance on the reporting and analysis of trials with missing outcomes is summarized in Table 2 . We refer readers to the literature for further information on these topics. 5, 9, 11, 14, 15 
How to analyze
One way of dealing with missing data in medical research is to impute (i.e., fill in) the missing values. 5 There is essentially no difference between imputing a missing baseline covariate or a missing outcome value. 5 Nevertheless, researchers may feel uncomfortable when it comes to imputation of the outcome.
The most straightforward way to deal with imbalances due to selective missingness of the outcome in a randomized trial is to control for the imbalanced prognostic characteristics just as one would do in an observational study. 8, 16, 17 One might hold the view that, in the presence of missing outcomes, a randomized trial becomes an observational therapeutic study, in which treatment groups typically differ in baseline prognosis because of confounding. In observational epidemiologic studies, differences in prognostic characteristics between treatment groups are also usually adjusted for in the analysis (confounding adjustment). 18 The advantage of this approach is its simplicity and familiarity. Moreover, it becomes immediately clear to readers what happens: the authors performed an adjustment for prognostic imbalances, which were not due to randomization but occurred after randomization and probably not by chance. In all scenarios presented in Table 1 , adjustment (e.g., stratification) for sex would indeed yield an unbiased treatment effect estimates (RR 0.8).
In the report by the National Research Council, 1 more intricate statistical methods (multiple imputation and inverse probability weighting) are discussed to control for the bias due to missing outcome data. 5, 7, 19 These methods have theoretical advantages above the simple adjustment method, because they do not rely on a model for adjustment but instead "recreate" in some sense the original study population. They may even use observed post-randomization variables or secondary outcomes to impute missing data for the primary outcome. 8 Hence, multiple imputation and inverse probability weighting are more flexible than conventional adjustment methods to address bias due to missing outcomes in randomized trials. 5, 7, 8, 19 Multiple imputation can even be used in cases with both missing baseline and outcome data.
If the adjustment model, the multiple imputation model and the inverse probability weighting model are correctly specified and the same variables are included in each model, all will yield the same results in terms of bias and precision. 8 Even if multiple imputation or inverse probability weighting is preferred, it remains useful, as a first step, to assess the impact of missing outcomes by the more simple adjustment analysis using complete cases; in this situation, the same variables used for multiple imputation or inverse probability weighting should be used for adjustment.
Regardless of the method chosen, however, one should be aware that even after adjustment, multiple imputations or inverse probability weighting, the situation of the missing outcomes is only remedied to the extent that their missingness can be accounted for by the observed prognostic variables. This is clearly spelled out in the report by the National Research Council, 1 and leads the authors of the report to state that all such analytic solutions should only be seen as forms of sensitivity analysis. 2 Missing outcomes may still result in a bias, if missingness depends on unobserved prognostic variables or on the unobserved value of the outcome itself. 19 However, given that such bias only came into existence after randomization and reasonable comparability may have existed at baseline, bias may be less severe than in an observational study of the same treatment, and such bias may be largely remedied by adjustment or imputation based on the known prognostic baseline characteristics.
Conclusion
The key strength of randomized trials is that random allocation of participants implies that the treatment groups are expected to be comparable with respect to all (observed and unobserved) prognostic characteristics at baseline. To maintain this expectation of baseline comparability of groups, randomized trials are routinely analyzed according to the intention-to-treat principle. Despite all precautions, missing outcome data will inevitably be an issue in all randomized trials, and analyzing data for only participants for whom outcomes were observed may imbalance prognostic variables if the missingness of the outcome data is related to prognostic characteristics Analysis as well as to treatment. In such cases, the baseline balance that randomization strives for will be distorted, and the analysis and inferences will actually approach that of an observational study. A trial with very large, even infinite, sample size will not help. Nor will an intention-to-treat analysis; instead, it may actually give false reassurance if there was indeed no imbalance at baseline.
Because the most important known prognostic characteristics are usually observed in a trial, researchers can easily check whether missing outcomes have led to bias by comparing prognostic baseline characteristics between the study groups, and limiting this comparison to patients with observed outcomes and who were thus included in the analysis. Any imbalance in prognostic characteristics identified using this "second baseline table" can be controlled for in the analysis, as one would do in an observational study, or by use of more flexible methods such as multiple imputation or inverse probability weighting.
Given that missing outcome data are inevitable in any randomized trial, researchers should be prepared to deal with this situation. Contingency plans to deal with missing outcome data should be prespecified in the trial protocol, because standard intention-to-treat analyses may be biased in the event of missing outcomes.
