Durand JB, Girard P, Barone P, Bullier J, Nowak LG. Effects of contrast and contrast adaptation on static receptive field features in macaque area V1. J Neurophysiol 108: 2033-2050, 2012. First published July 18, 2012 doi:10.1152/jn.00936.2011.-The spatiotemporal features of the "static" receptive field (RF), as revealed with flashing bars or spots, determine other RF properties. We examined how some of these static RF features vary with contrast and contrast adaptation in area V1 of the anesthetized macaque monkey. RFs were mapped with light and dark flashing bars presented at three different contrasts, with the low and medium contrasts eliciting approximately 1/3 and 2/3 of the high-contrast response amplitude. The main results are as follows: 1) RF widths decreased when contrast decreased; however, the amount of decrease was less than that expected from an iceberg model and closer to the expectation of a contrast invariance of the RF width. 2) Area tuning experiments with drifting gratings showed an opposite effect of contrast: an increase in preferred stimulus diameter when contrast decreased. This implies that the effect of contrast on preferred stimulus size is not predictable from the static RF. 3) Contrast adaptation attenuated the effect of contrast on RF amplitude but did not significantly modify RF width. 4) RF subregion overlap was only marginally affected by changes in contrast and contrast adaptation; the classification of cells as simple and complex, when established from subregion overlap, appears to be robust with respect to changes in contrast and adaptation state. Previous studies have shown that the spatiotemporal features of the RF depend largely on the stimuli used to map the RF. This study shows that contrast is one elemental feature that contributes to the dynamics of the RF. adaptation; contrast; static receptive field; V1; vision THE RECEPTIVE FIELDS (RFs) of primary visual cortex neurons have been extensively characterized with static flashing bars or spots (DeAngelis et al.
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In simple cells, the static RF contains the seeds for other RF properties. For instance, the optimal orientation of the RF is determined by the shape and spatial organization of the constituent subregions (Gardner et al. 1999; Heggelund and Moors 1983; Jones and Palmer 1987b; Niell and Stryker 2008; Sharpee et al. 2008; Usrey et al. 2003) , while the optimal spatial frequency can be predicted from the number and width of the subregions (DeAngelis et al. 1993b; Field and Tolhurst 1986; Jones and Palmer 1987b; Movshon et al. 1978a; Smyth et al. 2003) . In complex cells, the static RF is composed of subunits, which show spatiotemporal features resembling simple RFs (Baker and Cynader 1986; Chen et al. 2007; Conway and Livingstone 2003; Emerson et al. 1987; Movshon et al. 1978b; Pack et al. 2006; Rust et al. 2005; Sasaki and Ohzawa 2007; Szulborski and Palmer 1990; Touryan et al. 2005) . Stimulus preference in complex cells might also be specified by the spatiotemporal organization of these subunits (Chen et al. 2007; Movshon et al. 1978b; Rust et al. 2005; Szulborski and Palmer 1990; Touryan et al. 2005) .
In addition to the optimal stimuli, the tuning for orientation and spatial frequency can also be predicted from the spatiotemporal organization of the static RF (Andrews and Pollen 1979; DeAngelis et al. 1993b; Field and Tolhurst 1986; Gardner et al. 1999; Heggelund and Moors 1983; Movshon et al. 1978a Movshon et al. , 1978b Touryan et al. 2005; Usrey et al. 2003) . The prediction quality is often fairly good, but it may be improved by examining the synaptic RF (Lampl et al. 2001; Nowak et al. 2010 ) and by taking input-output nonlinearities into account (Albrecht and Geisler 1991; DeAngelis et al. 1993b; Gardner et al. 1999; Priebe and Ferster 2005; Reid et al. 1991) .
Studies have shown that in rodents and carnivores the tuning for orientation and spatial frequency, when assessed with drifting bars or gratings, does not change when the contrast is modified (Albrecht and Hamilton 1982; Alitto and Usrey 2004; Anderson et al. 2000; Carandini and Sengpiel 2004; Finn et al. 2007; Li and Creutzfeldt 1984; Niell and Stryker 2008; Sclar and Freeman 1982; Skottun et al. 1987; Van Hooser et al. 2005) . If the static RF is the seed for these contrast-invariant RF properties, then one would expect that the spatiotemporal features of the static RF are also contrast-invariant. Whether the static RF is indeed contrast-invariant constitutes one of the main questions of the present investigation.
However, other RF properties predict that the static RF features should not be contrast-invariant. In particular, sizetuning experiments using drifting gratings consistently showed that the apparent preferred stimulus size increases when stimulus contrast decreases (Cavanaugh et al. 2002; Kapadia et al. 1999; Sceniak et al. 1999; Sengpiel et al. 1997; Shushruth et al. 2009; Song and Li 2008; Tailby et al. 2007) . This expansion at low contrast potentially results from an expansion of the static RF (Kapadia et al. 1999; Sceniak et al. 1999 )-hence, lack of contrast invariance (but see Cavanaugh et al. 2002; Song and Li 2008) . Sceniak et al. (2002) also showed that the spatial frequency tuning in primates is not contrast-invariant, and this further substantiates the possibility of an expansion of the static RF at low contrast.
Another issue examined in this study was the susceptibility of static RF features to contrast adaptation. Contrast adaptation refers here to the slow adjustment of the firing rate that is observed during prolonged exposure to a stimulus of constant contrast (see, e.g., Albrecht et al. 1984; Maffei et al. 1973; Sanchez-Vives et al. 2000; Sclar et al. 1989) . We recently showed that, in primate area V1, contrast adaptation does contribute to contrast invariance of orientation tuning (Nowak and Barone 2009) . Size tuning also has been shown to vary depending on the adaptation state of the neurons (Cavanaugh et al. 2002) . Altogether, these results suggest that the static RF features may also depend on the adaptation state of the neurons under study.
Another property that may not show contrast invariance is the linearity of spatial summation. This linearity is typically characterized by the "relative modulation" (RM), the ratio of the first harmonic to the mean of the Fourier transform of the responses to sine-wave drifting gratings (Skottun et al. 1991) . The RM allows partitioning between linear, simplelike RFs (RM Ͼ 1) and nonlinear, complexlike RFs (RM Ͻ 1). In simple cells, RM does not vary much with contrast (Tolhurst and Dean 1990) , but a recent study (Crowder et al. 2007) showed that complex cells become more simplelike when the contrast is decreased. The same study also reported that RM and related simple/complex cell partitioning are affected by contrast adaptation. These results predict that, in the static RF of complex cells, subregions should overlap less after adaptation or when the contrast is lowered.
To determine whether they are contrast-invariant, we mapped the static RFs of neurons in area V1 of the macaque, using light and dark bars presented at three different contrasts. We found that the width of the static RF was reduced when the contrast was decreased. This effect of contrast was opposite to that observed on preferred stimulus diameter determined from size-tuning measurements in the same cells. Finally, we found that the RF categories, as identified by high-frequency flashing stimuli, remain steady with respect to changes in contrast and contrast adaptation.
Altogether, our results provide further evidence that the spatiotemporal features of the RFs largely depend on the stimulus features-here the contrast and its temporal variance. A strong implication of these results is that the static RF does not allow prediction of all RF tuning properties and their contrast dependence, and that both functional connectivity and nonlinearities need to be taken into account.
METHODS

Surgical Protocol
The surgical procedures were similar to those described in previous publications (Girard et al. 1992; Nowak et al. 1995) . Experiments were performed on three male cynomolgus macaques (Macaca fascicularis) weighting 8 -10 kg. Anesthesia was induced with ketamine hydrochloride (16 mg/kg). Atropine (0.05 mg/kg) was injected subcutaneously to reduce secretions and to prevent bradycardia. The saphenous or the ulnar vein was catheterized, and anesthesia was maintained throughout the surgery by intravenous Alphadalone/Alphaxalone acetate (Saffan, Essex Pharma) injection (0.25-0.5 ml every 10 -15 min). Synthetic corticoid, Dexamethasone (Merck) or Solu-Medrol (Pfizer), was given to prevent brain edema (1 mg/kg im). The animal's body temperature was maintained at 37°C with a heating pad controlled by a rectal thermistor (Harvard Apparatus). The ECG was continuously monitored. Blood pressure was recorded through an arterial catheter inserted in the femoral artery. A tracheotomy was performed, and a tracheal tube was inserted to allow artificial ventilation. The monkey was then set in a stereotaxic frame. Holes were drilled over the frontal cortex to allow for epidural EEG recording, and a craniotomy was made to gain access to area V1. A head post was sealed with screws and dental acrylic to the skull and fixed to the stereotaxic apparatus. Ear, eye, and mouth bars were then removed. All incision sites were infiltrated with lidocaine.
After surgery and during recording, the animal was artificially ventilated with N 2 O-O 2 (70%-30%). Anesthesia and analgesia were supplemented by a continuous infusion of sufentanil citrate (Sufenta, Janssen; 4 -6 g·kg Ϫ1 ·h Ϫ1 ) in 5% glucose solution, after a loading dose of 1 g/kg. Paralysis was maintained by continuous injection of pancuronium bromide (Pavulon, Organon, 0.076 g·kg Ϫ1 ·h Ϫ1 ) in lactated Ringer solution ϩ glucose 5%, after a loading dose of 0.1 mg/kg. Broadband antibiotics were injected (im) every day.
Mydriasis and cycloplegia were induced with ophthalmic atropine sulfate (1%, Alcon). Neutral contact lenses were used to protect the eyes. The lenses were cleaned every day, and neomycin sulfate (0.25 mg/ml, Sanofi-Aventis) eye drops were applied to prevent infection. Optic disks were located with a reversible ophthalmoscope. Correcting lenses were added to focus the eyes on a screen placed at 114 cm.
Heart rate, EEG, blood pressure, and end-tidal CO 2 were continuously monitored to ensure a proper degree of analgesia. This protocol was in accordance with the guidelines from the European Community (directive 86/609) and from the French Ministry of Agriculture (décret 87/848) and was approved by the local ethical committee (MP/02/02/ 01/05, Comité régional d'éthique pour l'expérimentation animale, Midi-Pyrénées).
Recording Procedure and Spike Sorting
Action potentials were recorded extracellularly through tungstenin-glass microelectrodes (Merrill and Ainsworth 1972) . After amplification and band-pass filtering, action potentials were acquired with a Power1401 interface and Spike2 software (CED, Cambridge, UK) with a digitization rate of 40 -50 kHz. The collected signal usually contained spikes from multiple units. Spike sorting was performed off-line with the algorithm of Fee et al. (1996) implemented in MATLAB. Spikes were considered to be issued from one single neuron if the interspike interval histogram demonstrated an absolute refractory period Ͼ1 ms.
Visual Stimulation
The approximate location of the RF was first determined with a handheld projector. Eye preference was then determined, and all subsequent visual stimuli were delivered through the dominant eye. Computer-controlled stimuli were generated with a VSG2/2F board (CRS, Cambridge, UK) and were presented on a Daewoo CMC-2100 ME 21-in. color monitor (100 Hz noninterlaced refresh, 640 ϫ 487 resolution) in the first two experiments. In the third experiment, stimuli were generated with a VSG Visage system and were presented on a 22-in. Mitsubishi Diamond Pro 2070 SB color monitor (100 Hz noninterlaced refresh, 800 ϫ 600 resolution). Proper luminance and contrast production were ensured after gamma correction. The contrast corresponds to Michelson's contrast, defined relative to the maximal and minimal luminance (L max and L min , respectively) of the gratings and bars as
The background luminance was 14 cd/m 2 in the first two experiments and 30 cd/m 2 in the last experiment. Optimal stimuli were quantitatively evaluated from peristimulus time histograms (PSTHs) calculated online. The preferred orientation and preferred spatial frequency of the cells or cell clusters and the contrast-response function were determined as previously described (Nowak and Barone 2009 ). For refining the estimate of RF location, square-wave gratings were presented within a square window of 1°w idth in a grid of 4 ϫ 4 positions. From the contrast-response function, three contrast values were extracted: one causing ϳ80 -90% of the maximal response ("high contrast"), one causing 20 -25% of the maximal response ("low contrast"), and one causing ϳ50% of the maximal response ("medium contrast").
Quantitative analysis of the static RFs relied on a forward correlation method. The stimulation paradigm consisted of flashing a single bar that was either darker or brighter than the background ("sparse noise"; adapted from DeAngelis et al. 1993a; Jones and Palmer 1987a) . For each presentation, the bar occupied 1 randomly chosen position among 16 available. The bar presentation lasted 50 ms in some recordings and 100 ms in the others. The orientation of the bar corresponded to the orientation that was optimal for the recording site, 1 and the bar positions varied along the axis perpendicular to this orientation. The mapping was restricted to this single dimension. The bar width was initially chosen to be one-fifth of the spatial period corresponding to the cell's preferred spatial frequency and was further adjusted by running preliminary tests checking the cell's response as a function of the bar positions. Centering of the stimulus array was also checked and modified if required. Adjacent positions were spaced apart by a distance equal to the bar width. The bar width was 0.25 Ϯ 0.17°(mean Ϯ SD; range: 0.05-0.80°). The bar length was 7-30 times the bar width (mean Ϯ SD: 16.46 Ϯ 4.91). The stimulated area represented 4.08 Ϯ 2.80°of visual angle (range: 0.80 -12.80°).
Three pairs of light and dark luminance values were used, with small, intermediate, and large departures relative to the background luminance (see Fig. 2A ). The mean luminance for each pair was equal to the background luminance. The three pairs of luminance values define the three contrast levels used for mapping the RF. Bar contrast was initially set to the low, medium, and high values determined from the contrast-response function. However, only a few cells displayed significant responses with the flashing bars at the lowest contrast thus defined, possibly as a consequence of a difference in stimulus energy between the (small) flashing bars and the (larger) drifting gratings used to establish the contrast-response function, and also possibly because of differences in gain control for flashing versus drifting stimuli (Cardin et al. 2008) . Therefore, in subsequent experiments the response to the bars at low and medium contrasts was checked by running preliminary RF mappings, and the contrasts were increased if necessary. On average, the low and medium contrasts finally chosen elicited approximately one-third and two-thirds of the response at high contrast (see Fig. 4 ).
Our first aim was to determine whether, and how, contrast modified the features of the static RF. Our second aim was to determine the consequences of contrast adaptation on these features. We adapted the protocol of Nowak and Barone (2009) to fulfill these aims; it is depicted in Fig. 2A . In the first block of stimulus presentation ( Fig. 2A , left, "mixed contrasts"), the contrast of the bar could take, randomly, one of the three preset values (low, medium, and high). Thus in this first block, which lasted 34 -82 s, both bar position and contrast varied randomly every 50 or 100 ms. The randomization protocol was "blockwise," with no repeats of a given stimulus until all 96 individual stimuli (2 polarities ϫ 3 contrasts ϫ 16 positions) have been presented. Contrast adaptation being a relatively slow phenomenon (Ͼ100 ms; Albrecht et al. 1984; McLean and Palmer 1996; Müller et al. 1999; Nelson 1991; Nowak and Barone 2009; Ohzawa et al. 1985; Sanchez-Vives et al. 2000; Sclar et al. 1989 ), it could not occur for each contrast during this first block. However, adaptation possibly occurred for a contrast value representing the mean of the three contrasts in use. The slow time course of contrast adaptation therefore led to a mismatch between the contrast presented at one particular moment and the contrast to which the cell was adapted.
In the second, third, and fourth stimulus presentation blocks, the contrast within each block was fixed: in the second block to the low contrast only, in the third block to the medium contrast only, and in the fourth block to the high contrast only. These blocks correspond to the "constant-contrast" conditions ( Fig. 2A, right) . Each block lasted 16 -30 s, such that neurons had enough time to adapt to the unique contrast used in each block. The contrast presented at any time and the adapting contrast did match in this condition.
The four stimulation blocks were separated by blank periods lasting 5 s with only the background present. The complete stimulation sequence (mixed ϩ constant contrast blocks) was repeated at least 10 times.
In the third monkey, we also performed size-tuning experiments using sinusoidal drifting gratings. This allowed comparison of the effect of contrast on the preferred grating size with those on the static RF size in the same cells. The three contrast values used for the RF mapping were also used for the size-tuning experiments. Nine different diameters were presented, from 0.20°up to 9.70°in power of 2 steps (2 0.7 ). Each stimulus was presented for 3 s. Both contrasts and diameters were randomly interleaved.
Histology and Electrode Tract Reconstruction
After completion of an electrode track, two or three electrolytic lesions (10 mA, 10 s) were made at different depths through the recording microelectrode. The animals were killed with a lethal intravenous injection of pentobarbital sodium. They were perfused transcardially with 0.9% saline followed by 4% paraformaldehyde in phosphate buffer. Cryoprotection was insured by overnight immersion in 30% sucrose solution. Parasagittal sections, 40 m thick, were cut on a freezing microtome. Cortical layers were revealed with cresyl violet stain. Recording site positions were reconstructed relative to the electrolytic lesion positions.
Data Analysis
All analyzes were performed off-line after single-unit isolation. Adaptation during presentation of constant contrast. The presence or lack of significant firing rate adaptation during the presentation of high-, medium-, or low-contrast stimuli was determined by Abeles' method (1982) , based on confidence intervals calculated on spike counts. For this purpose, we calculated a PSTH for each contrast with a bin width of 4 s, with time 0 corresponding to the beginning of a block. The number of spikes in the first bin, x, was used to calculate the 95% confidence limits, L 95% :
Adaptation was considered significant when the spike count in the fourth bin (12-16 s) was less than the lower 95% confidence limit. Neurons were considered "nonadapting" if the number of spikes in the fourth bin was within the confidence interval. The proportion of neurons demonstrating a significant adaptation is represented in Fig. 1A . This proportion decreased when contrast decreased, from 50% with highcontrast stimuli, to 24% with medium-contrast stimuli, to 11% with low-contrast stimuli.
Time course of adaptation. The time constant of adaptation, , was determined in the cells that showed a significant adaptation. PSTHs were calculated for each contrast with a bin width of 1 s. The firing rate decay was fit with a single exponential. Time constants were not considered if the r 2 of fit was Ͻ0.6. Figure 1B presents one example. The adaptation time constants were 0.65 s and 0.50 s for the high and medium contrasts, respectively. At the population level (Fig. 1C) , the median time constants were 1.55 (n ϭ 34), 1.93 (n ϭ 8), and 2.39 (n ϭ 1) s for high, medium, and low contrasts, respectively. This is considerably less than the values reported when the stimulus is a drifting grating (several seconds on average; Albrecht et al. 1984; McLean and Palmer 1996; Ohzawa et al. 1985; Sanchez-Vives et al. 2000; Sclar et al. 1989 ), but this is comparable to the values obtained with flashing stimuli (Fournier et al. 2011; Müller et al. 1999; Nelson 1991; Nowak and Barone 2009) . Similar values of adaptation time constant were obtained when the analysis was performed on a population average of the PSTHs ( Fig. 1D ): 1.44 s for the high contrast and 1.22 s for the medium contrast.
Adaptation was considered to have reached a steady state at a time corresponding to 3. The static RF analysis in the constant-contrast conditions was restricted to this steady-state period. As adaptation time constant could depend on contrast, the longest value was used for the analysis period restriction. There was no restriction for cells that did not display significant contrast adaptation. The first 6 s of each block were excluded from analysis in cells that displayed a significant adaptation but for which the exponential fit returned an r 2 Ͻ 0.6. Static receptive field analysis. The static RF features quantitatively analyzed in the present study were the amplitude and width of the RF, the subregion width, and the bright-dark subregion overlap. First, PSTHs ( Fig. 2B) were computed for each bar polarity, contrast, and position between Ϫ100 and ϩ250 ms relative to the bar presentation onset. The bin width was 10 ms. The data were interpolated at 1-ms resolution with a cubic spline. This interpolation was applied in the time dimension only, and therefore did not affect the data in the spatial dimension. Only the responses associated with stimulus appearance ("on" responses) were quantitatively analyzed in this study. Responses associated with stimulus withdrawal ("off" responses) were not examined. The data were also represented as space-time maps (DeAngelis et al. 1993a; McLean and Palmer 1989), which allow the decomposition of the response as functions of both space (x-axis) and time (y-axis); the response strength (z-axis) is represented by gray levels (Fig. 2C, Fig. 6B ).
For determining response significance, we calculated the baseline variance across bar positions between Ϫ100 and 0 ms. A bright or dark bar subregion was considered significant if the response variance was larger than the mean baseline variance ϩ 3 SD.
Three groups of cells were distinguished. The first corresponds to cells that displayed only one significant subregion, to either the dark or bright bar stimuli (Fig. 2) , as reported in previous primate V1 studies (Bullier and Henry 1980; Conway and Livingstone 2003; Kagan et al. 2003; Schiller et al. 1976; Williams and Shapley 2007) . This group corresponds to the "monocontrast" cells (Kagan et al. 2003) . In monocontrast cells, the width and amplitude of the RF were directly obtained by fitting a Gaussian function 2 to the single significant subregion. The subregion profile (response amplitude R as a function of space x) was taken at the time of maximal variance in the maps (dotted lines in Fig. 2C ). The Gaussian function was
where R SA corresponds to the spontaneous firing rate (in sp/s), R max to the maximal amplitude of the response (in sp/s), x c to the center of the subregion (in°), and to the standard deviation (in°). The width Sample size discrepancies between A and C result from the fact that some cells showed a significant adaptation but their firing rate decay could not be fit satisfactorily. C: example of peristimulus time histograms (PSTHs) calculated for each contrast and contrast condition in a single cell. This cell showed significant adaptation during the high and medium constant-contrast stimulations. The firing rate decay was fit with an exponential (dark line) for these 2 conditions. D: population PSTH (all cells included) constructed after normalization of the response to the highest firing rate across conditions. The maximal value differs from unity because individual cells may not have reached their maximal firing rate with the high contrast and/or during the first second of the response. Thick black line, exponential fit to the population average for constant high and medium contrasts.
of the subregion was taken at 5% of the maximal amplitude and was calculated as w 5% ϭ 4.896 ϫ .
The second and third groups correspond to simple and complex cells. Both displayed significant "on" responses to both bright and bark bars. The subregion associated with the largest response variance across bar positions was designed as the "dominant" (dom) subregion, and the second subregion was termed "secondary" (sec). Both subregions were fitted with Gaussian functions. The time at which the secondary subregion profile was taken was constrained relative to that of the dominant subregion and corresponded to the time at which the variance was the highest, within Ϯ5 ms, relative to the maximal variance of the dominant subregion.
We then computed the subregion overlap, using the overlap index (OI) of Schiller et al. (1976) , modified to take the difference of subregion response amplitudes into account (Nowak et al. 2010) . In a first step, the width of the secondary subregion was recalculated (w re ), such that it was taken at a height corresponding to 5% of the maximal amplitude in the dominant subregion:
The overlap index was then calculated as
Cells were considered as simple when the OI was Ͻ0.5 and complex otherwise. The contrasts are labeled "low", "medium," and "high," and the actual values used for this cell are indicated on right of the arrows pointing toward the PSTHs (B). In the mixed-contrast block (left), the luminance (contrast) of the bar varied randomly from one presentation to the next. In the 3 constant-contrast blocks (right), the contrast was maintained constant for the whole duration of a block to low, medium, or high values, so that neurons had enough time to adapt to the contrast used for mapping the RF. B: PSTHs for each contrast and for each adaptation state. As this monocontrast cell showed no significant response to the bright bar, only the dark bar responses are shown. Each panel shows the spiking response for each position of the dark bar. Panels from left to right display the response to the low-, medium-, and high-contrast bars in the mixed-contrast condition (left) and in the constant-contrast condition (right). Increasing contrast evidently increased response amplitude. C: 3-dimensional representation of the spiking response amplitude (z-axis) as a function of both space (x-axis) and time (y-axis) (space-time maps). The isodensity lines represent increments of 20% in response amplitude, relative to the maximal response amplitude in each map. The horizontal dashed line in the maps indicates the time at which the response reached its peak (maximal variance). D: RF profile (response amplitude vs. space) taken at the time of maximal firing (dashed line in C). Circles (left) or squares (right) represent experimental data, and the continuous lines correspond to the Gaussian fitted to the data. E: Gaussian curves in D have been centered and normalized to the same height. Curves for low, medium, and high contrast are shown in the same plots (left: mixed contrast; right: constant contrast). The width taken at 5% of the maximal amplitude of the Gaussian was 2.45°, 1.91°, and 1.03°for the high, medium, and low contrasts, respectively, in the mixed-contrast condition and 1.91°, 1.76°, and 1.18°in the constant-contrast condition.
In complex cells, we calculated the full RF width by combining the two subregions (w C ), as
with w re as defined above. The full RF width of complex cells corresponds to w C provided w C Ͼ w 5%(dom) and w C Ͼ w re . When this was not verified, that is, when one of the two subregions was larger and completely included the other, then the full RF width corresponded to that of this subregion. The amplitude of the complex RF was taken as the R max of the dominant subregion.
Simple cells may possess more than two subregions in their RFs. To include these putative additional subregions in the RF width calculation, the dark bar response map was subtracted from the bright bar response map, and the difference response profile at the time of maximal variance was fitted with a Gabor function (Field and Tolhurst 1986; Jones and Palmer 1987b) :
, and correspond to the Gaussian envelope of the Gabor, F opt is the frequency of the RF (in cycles/°), and is its phase (in rad). The amplitude of the simple cell RF is R max , and the width of the RF corresponds to the width of the Gaussian envelope taken at 5% of R max (w 5% ).
Data were considered for further analysis only when the r 2 of fit was Ͼ0.7. This criterion was reached in 97% of the cases with a significant response. Median r 2 were 0.79, 0.84, and 0.90 for the low, medium, and high contrasts in the mixed-contrast condition and 0.86, 0.89, and 0.92 for the low, medium, and high contrasts in the constant-contrast condition (medians calculated from r 2 for Gabor fits in simple cell and single Gauss fits in monocontrast cells and mean r 2 of the pair of Gaussian fits in complex cells).
Area summation experiments. The mean firing rate was calculated for each stimulus diameter and contrast. For each contrast, the data were fitted to a difference of Gaussian integrals (Sceniak et al. 1999) :
R SA represents the spontaneous activity level, a the excitatory and b the inhibitory space constants, and K e and K i the excitatory and inhibitory gains, respectively. The fit parameters were used to derive the value of the preferred grating diameter, corresponding to the peak of the fit to the size tuning data (see Fig. 6A ). Data for which the r 2 of fit was Ͻ0.7 were not considered for further analysis. Statistics. Unless otherwise stated, the statistical significance of differences between paired groups was determined at the population level by the nonparametric Wilcoxon rank test. Sample size (n) given with statistics results does not correspond to a number of cells but to the number of pairs of cells for which a given comparison was carried out. Correlations were tested with the nonparametric Spearman rank correlation test.
RESULTS
Protocol and Examples
The present study is based on extracellular recordings that have been performed in areas V1 and V2 of three macaque monkeys. The sample consisted of 87 cells that responded to at least one of the six contrast conditions of our RF mapping protocol. Table 1 gives the sample size for each contrast and each stimulation protocol. Recordings were obtained both in the opercular and in the calcarine region of V1, such that RF eccentricity spanned Ϸ1°up to 16°. Seven cells were recorded in V2. As the effect of contrast on their RFs did not differ from that observed in V1, the corresponding data have been pooled with those of the V1 RFs.
The stimulation protocol was designed to examine the effect of contrast and contrast adaptation on the amplitude and width of the static RF revealed by the mapping procedure and on the overlap of the RF subregions ( Fig. 2A) . The mapping procedure consisted in flashing optimally oriented static bright and dark bars in 16 adjacent positions and with 3 different contrast values, referred to as "low," "medium," and "high" (see METHODS) .
In a first block of stimulation, the contrast varied randomly from one bar presentation to the next. This corresponds to the "mixed-contrast" condition ( Fig. 2A, left) . In this condition, the contrast changed faster than the time required for contrast adaptation to take place. If adaptation occurred, it would have been for a contrast corresponding to the mean of the three contrasts in use. In this situation, the average contrast to which the neuron was adapted did not match with the contrast presented at a particular time. It was then possible to examine to effect of the contrast proper on the static RF features, independently of the effect of contrast adaptation.
In the second, third, and fourth stimulation blocks, the contrast was fixed to one value at a time for each block: low, medium, or high. These conditions are referred to as "constantcontrast" conditions ( Fig. 2A, right) . The effects of contrast adaptation on the static RF features were included in this situation, because each block of constant contrast lasted 16 -30 s, in excess of the time required to achieve an adapted firing rate (see METHODS). It was then possible to examine the effect of contrast, including the effect of contrast adaptation, on the static RFs. Numbers correspond to the number of cells with a significant response in at least 1 of the 6 conditions (3 contrasts ϫ 2 stimulation protocols), grouped in 4 categories: 3 receptive field (RF) categories (see METHODS) and 1 for the nonclassified (NC) cells. Cells in the NC category displayed a significant secondary subregion, like simple and complex cells, but the r 2 of the Gaussian fit to this secondary subregion was Ͻ0.7, such that the fit parameters were not taken into account and the overlap index could not be calculated. Percentages are calculated for each contrast.
Results for a "monocontrast" cell are presented in Fig. 2 , B-E. Figure 2B shows the PSTHs representing the response for each bar position and for each condition. This cell showed a strong response to the dark bar (traces in Fig. 2B ) but no significant response to the bright bar (not shown). The response was monophasic, with no evidence of an "off" response. The maps shown in Fig. 2C summarize the dark bar response as a function of both space (x-axis) and time (y-axis). Response strength (z-axis) is indicated by gray levels, with an increase in darkening representing an increase in firing rate.
Examination of the PSTHs and the maps reveals decreased response amplitude when the contrast is decreased, both without (Fig. 2, left) and with (Fig. 2, right) matched adaptation. The RF profiles in Fig. 2D represent the response as a function of space, taken at the time of maximal variance in the maps (dotted line in maps). Time points of maximal variance were calculated individually for each contrast level and each adaptation condition. Each RF profile has been fitted with a Gaussian function. Decrease in response strength when contrast decreased is reflected by the decrease of the fitted Gaussian amplitude.
Not only the response amplitude but also the RF width decreased when contrast decreased. This is highlighted in Fig.  2E , where the Gaussian fits obtained for each contrast have been aligned to the same center and normalized to the same height. Decrease in width occurred both for the mixed-contrast (Fig. 2E, left) and constant-contrast (Fig. 2E, right) conditions. In this cell, however, the decrease in width was less marked when the cell was given enough time to adapt to the contrast of the stimuli (Fig. 2E, right) . The effect of contrast on the width and amplitude of a complex RF is presented in Fig. 6 , B and C.
RF Width Decreases When Contrast Decreases
We first examined, at the population level, the effect of contrast adaptation on RF width by comparing, for a given contrast, the RF width obtained in the mixed-and constant-contrast conditions (Table 2) , but no significant effect of contrast adaptation was apparent, whatever the contrast considered (high contrast: P ϭ 0.2; medium contrast: P ϭ 0.09; low contrast: P ϭ 0.4).
We then examined the effect of contrast proper on RF width. The results are summarized in Fig. 3 and Table 3 . The scatterplots in Fig. 3 , A and D, represent the width of the RF obtained with the medium contrast as a function of the width obtained at high contrast, whereas those in Fig. 3 , B and E, show the width obtained with the low contrast as a function of that obtained at medium contrast. Data obtained in the mixedcontrast condition appear in Fig. 3, A and B, and those obtained in the constant-contrast conditions in Fig. 3, D and E. The diagonal in the scatterplots represents the equality line.
A large proportion of data points fall below the diagonal when the widths obtained at high and medium contrasts are compared (Fig. 3, A and D) . This indicates a reduction of the RF width when the contrast is reduced from high to medium. This effect of contrast was very significant for both mixed (P Ͻ 0.0001, n ϭ 53; Fig. 3A )-and constant (P ϭ 0.0007, n ϭ 56; Fig. 3D )-contrast conditions.
Width ratios for the different contrast comparisons are represented as box plots and cumulative histograms in Fig. 3 , C and F, and Table 3. In the mixed-contrast condition, the median width ratio (medium/high; Fig. 3C ) was 0.84 and in the constant-contrast condition (Fig. 3F ) the median width ratio was 0.91. The 95% confidence intervals for the median (CI) are listed in Table 3 .
The majority of data points also fall below the equality line when the widths obtained at low and medium contrasts are compared (Fig. 3, B and E) , reflecting a decrease of the RF width when contrast was decreased from medium to low. At the population level, this effect was also significant (mixedcontrast condition: P ϭ 0.01, n ϭ 20; constant-contrast condition: P ϭ 0.002, n ϭ 27). In the mixed-contrast condition, the median width ratio (low/medium; Fig. 3C ) was 0.77. In the constant-contrast condition, the median width ratio was 0.77, too (Fig. 3F) . Reducing contrast significantly reduced RF width at the population level, and these changes were consistent across monkeys. However, heterogeneity is visible at the single-cell level (Fig. 3) . We examined whether this heterogeneity could be ascribed to a different effect of contrast on RF width 3 The effect of contrast on RF width was not significantly influenced by the sampling density of the RF. This was determined by examining whether changes in RF width with contrast depended on the number of bars that effectively entered in the RF. This number corresponds to the ratio RF width/bar width. For the medium contrast, the median was 6 bars/RF (range: 2-16). We compared the effects of contrast on RF width in 4 groups of cell pairs: those for which the RF was sampled by Ͻ4 bars at medium contrast (n ϭ 40), those for which this number was 4 -6 (n ϭ 43), then 6 -8.5 (n ϭ 36), and those for which this number was Ͼ8.5 (n ϭ 37). Mixed-and constantcontrast conditions were mixed in this analysis. We then tested whether the width ratios (low-to-medium or medium-to-high contrast ratios pooled) differed significantly between these groups, but we found no significant difference (ANOVA, P ϭ 0.9). The median width ratios for the 4 groups were 0.81, 0.84, 0.82, and 0.92. P ϭ 0.6 (n ϭ 10) P ϭ 0.9 (n ϭ 28) P ϭ 0.03 (n ϭ 50)
Amplitude and width ratios are calculated from the value in the constant-contrast condition (matched adaptation) divided by the value in the mixed-contrast condition (non-matched adaptation). Overlap index (OI) difference is calculated as the value in the constant-contrast condition minus the value in the mixed-contrast condition. For each parameter comparison, the first line gives the median and the 95% confidence interval on the median in brackets. The second line gives the P value by paired Wilcoxon rank test, and n corresponds to the number of cell pairs for which the comparison has been carried out. The n is lower for the OI difference because the OI was calculated for cells that showed significant and well-fitted responses to both bright and dark bar stimuli.
depending on where the neurons were recorded in the cortical layers. Recording sites have been localized for 63 neurons in V1 (see METHODS) and have been assigned to 4 groups of layers: infragranular layers (n ϭ 27), layer 4C (n ϭ 5), layer 4B (n ϭ 16), and supragranular layers (n ϭ 15). Width ratios, however, did not differ significantly between layers (Kruskal-Wallis test, P ϭ 0.8).
Changes in RF width were sometimes accompanied by slight changes of the center position of the RF. We analyzed this issue by first calculating the difference in center position between two contrast conditions. These differences were then compared with the mean RF width obtained in the same conditions (not illustrated). Changes in center position were quite mild compared with the mean RF width: Ͻ10% of the mean width for ϳ80% of the cells and Ͻ20% for all the cells except for one cell in one contrast comparison.
Altogether these results indicate that the width of a cortical neuron RF decreases by 9 -16% on average when contrast is decreased from high to medium and by an additional 23% when contrast is decreased from medium to low. When the width at low contrast is compared with the width at high contrast in the same cells (not illustrated), the width decrease was 51% in the mixed-contrast condition and 32% in the constant-contrast condition [width ratio 0.49, CI 0.42-0.78 (n ϭ 20) and width ratio 0.68, CI 0.56 -0.78 (n ϭ 28)].
RF Amplitude Depends on Contrast and Contrast Adaptation
As expected, response amplitude depended strongly on stimulus contrast. This is summarized in Fig. 4 and Table 3 . Most cells showed a decrease in response amplitude when the contrast was reduced from high to medium (Fig. 4, A and D) or 
. RF width decreases when contrast decreases. Population data: mixed contrast condition (circles, A-C) and constant-contrast condition (squares, D-F).
In A and D the width of the RF at medium contrast is represented as a function of the width obtained at high contrast, and in B and E the width of the RF at low contrast is represented as a function of the width obtained at medium contrast. C and F: cumulative distributions and box plots of width ratios: the RF width obtained at medium contrast has been divided by the width obtained at high contrast (dark gray), and the width obtained at low contrast has been divided by the width obtained at medium contrast (light gray). A value of 1 (unity line) would indicate that contrast had no effect on RF width. Both boxes and cumulative distributions appear shifted to left of the unity line, indicating a decrease of subregion width when contrast decreased. Box plot convention: the central vertical line indicates the median; the left and right borders of the box represent the 1st and 3rd quartiles, respectively; the intersections of the oblique lines starting at the median with the horizontal borders of the box correspond to the lower (left) and upper (right) 95% confidence interval of the median. .01] P ϭ 0.6 (n ϭ 10) P ϭ 0.048 (n ϭ 29) P ϭ 0.9 (n ϭ 17) P ϭ 0.001 (n ϭ 34)
Amplitude and width ratios are calculated as low-to-medium and medium-to-high contrast ratios. Overlap index (OI) difference corresponds to the value at low contrast minus the value at medium contrast, or to the value at medium contrast minus the value at high contrast. For each parameter comparison, the first line gives the median, and the 95% confidence interval on the median in brackets. The second line gives the P value by paired Wilcoxon rank test, except for the distance index, where it corresponds to the P value of the median test; n corresponds to the number of cell pairs for which the comparison has been carried out. This number is lower for the OI difference because the OI calculation was restricted to cells that showed significant and well-fitted RF profiles for both bright and dark bars. from medium to low (Fig. 4 , B and E) (P Յ 0.0001 for the 4 comparisons).
In contrast to its lack of effect on RF width, contrast adaptation significantly modified response amplitude. The amplitude of the RF mapped with the high-contrast stimuli was significantly (P Ͻ 0.0001) lower in the constant-contrast condition compared with the mixed-contrast condition (Table 2 ). An opposite trend was observed with the medium contrast (P ϭ 0.02, Table 2 ). There was no significant difference for the data obtained at low contrast (P ϭ 0.9).
Closer to an Invariance of RF Width than to an Iceberg Effect
The results presented thus far indicate that both the width and the amplitude of the RF decreased when contrast decreased. One may argue that the effect of contrast on RF width is simply the consequence of an "iceberg effect," in which case the change in width should be proportional to the change in response amplitude. On the other hand, there are also a large number of cells for which the RF width did not appear to change much (data points on and near the diagonal in Fig. 3,  A-D) , even when their response amplitude was dramatically altered by contrast (see below). One may argue that such data imply that the RF width is contrast-invariant to a large extent. To determine whether the data were more consistent with an iceberg effect or with a contrast-invariant RF width, we compared the ratios of the widths obtained at two different contrasts with the values predicted from either an iceberg model or an invariance model.
The method we used is depicted with an example in Fig. 5A . The RF profiles obtained at medium and high contrast are presented with their fitted Gaussian curves. The Gaussian curves are replotted in Fig. 5B , but rearranged such that their tops are aligned. W H corresponds to the width obtained at high contrast and W L to the width obtained with the lowest contrast. W L can be compared with the width predicted from the iceberg model, W IC , which is the width taken from the Gaussian fitted to the high-contrast response, at the height corresponding to the amplitude of the low contrast RF profile, A L (Fig. 5B) . From visual inspection it is clear that, for this cell, the width predicted from the iceberg model, W IC , is somewhat less than the one actually measured, W L . This implies that the iceberg model overestimates the width decrease at low contrast in that particular case.
Mathematically, W IC can be calculated using the sigma and amplitude of the Gaussian obtained at high contrast, H and A H , and the amplitude of the Gaussian obtained at low contrast, A L , as
If an iceberg effect was responsible for the change in width, then the width measured at low contrast should be identical to that predicted by the iceberg model,
The invariance model, on the other hand, simply posits that the width obtained with the low contrast is equal to the width obtained with the high contrast, W L ϭ W H . In the example of Fig. 5, A and B, W L Ͻ W H , implying that the RF width is not contrast-invariant either, strictly speaking. Figure 5C compares the predictions of both models to the data actually obtained. Mixed-and constant-contrast conditions have been pooled. Each data point represents the amplitude ratio for two different contrasts as a function of the width ratio for the same contrasts. W H /W L and A H /A L refer here either to the high-to-medium contrast ratios or to the medium-to-low contrast ratios. The first noticeable result is that the width and amplitude ratios are not significantly correlated, in contrast to what would be expected from an iceberg model (P ϭ 0.16 for high/medium contrast in the mixed condition and P ϭ 0.76 in the constant-contrast condition; P ϭ 0.37 for medium/low contrast in the mixed condition and P ϭ 0.51 in the constantcontrast condition). Cells showing large changes in response amplitude may thus exhibit small changes in RF width, and the other way around.
The black vertical line labeled "invariance" in Fig. 5C corresponds to the prediction of the invariance model (W H /W L ϭ 1 whatever A H /A L ), while the gray line labeled "iceberg" represents the prediction for the iceberg model, calculated as A H /A L as a function of W H /W IC . It can be seen that the majority of data points fall between these two lines. In other words, the changes of RF width as a function of contrast are compatible neither with a pure iceberg model nor with a strict contrast invariance of the RF width.
To determine how far from each model the data fall on average, we reduced the width ratio shown in the scatterplot (Fig. 5C ) to a distance index, DI, expressing the "distances" of each data point relative to the invariance and iceberg models.
where D 1 is the distance between a data point and the invariance line along an axis parallel to the x-axis (width ratio) and D 2 the distance along the same axis to the iceberg model line. DI takes a value of Ϫ1 when the data conform to the invariance model and a value of ϩ1 when the data conform to the iceberg model. The distribution of DI values is presented in Fig. 5D (see also Table 3 ). For the mixed-contrast condition, the median DI values were Ϫ0.52 for the high vs. medium contrast comparison and Ϫ0.20 for the medium vs. low contrast comparison. For the constant-contrast conditions, the median DI values were Ϫ0.58 and Ϫ0.24 for the same contrast comparisons. A majority of value appears negative (Fig. 5D) , and therefore closer to the invariance model. This trend is confirmed by a median test demonstrating that the median is significantly less than 0 for three of the four distributions (constant contrast: P Ͻ 0.0001 for high/medium, P ϭ 0.03 for medium/low; mixed contrast: P Ͻ 0.0001 for high/medium but P ϭ 0.2 for medium/low). The DI, therefore, are on average closer to the invariance model than to the iceberg model.
Comparing mixed-and constant-contrast conditions in Fig.  5D shows that DI did not depend on the adaptation state of the neurons (P ϭ 0.45 for medium vs. high contrast DI and 0.44 for low vs. medium DI). This implies that adaptation did not lead to more invariance of the static RF width.
Altogether these results show that, although contrast significantly modifies RF width, the width changes do not genuinely depend on response strength and are overall closer to the expectation of a contrast-invariant RF width.
Effect of Contrast on Preferred Grating Diameter Is Opposite to That on Static RF Width
We have shown that the static RF width decreases when contrast decreases. This result is opposite to that obtained when the RF extent is deduced from size-tuning experiments. Indeed, numerous studies have shown that the apparent preferred stimulus diameter increases when the contrast is lowered (Cavanaugh et al. 2002; Kapadia et al. 1999; Sceniak et al. 1999; Sengpiel et al. 1997; Shushruth et al. 2009; Song and Li 2008; Tailby et al. 2007 ).
We therefore verified whether size-tuning experiments performed in our experimental conditions would provide results that conform to those previously reported. Our results were indeed comparable to those of the previous studies in all respects. This is illustrated with one example in Fig. 6A . When stimulus diameter increased, the response first grew up to a peak beyond which the response amplitude decreased because of surround suppression. The peak response (arrowheads in Fig. 6A ), as determined from the fitted function (see METHODS) , was reached for a larger diameter when the contrast was lower. When flashing bars were used as stimuli in the same cell and with the same contrasts, it was found that reducing contrast reduced the width of the static RF instead (Fig. 6, B and C) . Interestingly, the RF size estimates appeared quite similar at high contrast: the preferred stimulus diameter was 3.85°, and the width of the static RF was 3.90°. Discrepancies between the two RF size estimates therefore occurred at medium and low contrast: at medium contrast the values were 4.61°and 3.38°, respectively; at low contrast the divergence was even more pronounced (5.09°and 2.86°).
Size tuning was examined in a subsample of 29 cells. Figure 7A shows the preferred grating diameter at medium contrast compared with that at high contrast (Fig. 7A, left) and the preferred grating diameter at low contrast compared with that at medium contrast (Fig. 7A, right) . Figure 7B presents the distribution of the ratios of preferred stimulus diameter for the different contrasts (medium/high and low/medium). At the population level, we also observed a significant increase of the preferred stimulus diameter when contrast decreased (medium vs. high: P ϭ 0.007, median of the medium-to-high ratio 1.29, n ϭ 24; low vs. medium: P ϭ 0.001, median low-to-medium ratio ϭ 1.27, n ϭ 18).
Within this subsample of 29 cells, 26 cells also showed a significant response to the flashing bars for at least one contrast. The data presented in Fig. 7 , C and D, correspond to those obtained in the constant-contrast condition. In this subsample, the RF width tended to decrease when contrast decreased. This decrease was significant for the medium vs. high contrast comparison (P ϭ 0.01, n ϭ 17) but not quite so for the low vs. medium comparison (P ϭ 0.08), possibly as a result of the small number of pairs of data for this comparison (n ϭ 8). The median of the medium-to-high RF width ratio was 0.84, and the median low-to-medium RF width ratio was 0.79 (Fig. 7D) .
These experiments further allowed us to directly compare, in the same neurons, the width of the static RF and the preferred grating diameter at different contrasts (Fig. 8) . Previous studies have shown that these two estimates of the RF size are roughly similar at high contrast (Cavanaugh et al. 2002; Kapadia et al. 1999; Levitt and Lund 2002; Song and Li 2008; Walker et al. 2000; Yao and Li 2002) . However, comparisons have not been made, to our knowledge, for low-contrast stimuli. At high contrast, we also found that the preferred stimulus size, as determined from size-tuning experiments, is close to, although significantly (P ϭ 0.0005) larger than, the width of the static RF (Fig. 8B) : the preferred grating diameter represents 1.55 times the width of the static RF (CI 1.21-2.10, n ϭ 26). However, the difference becomes much larger when contrast decreases. For the medium contrast, the ratio reaches a value of 2.64 (CI 2.02-3.40, n ϭ 20; Fig. 8B ) and the difference between the preferred grating diameter and the static RF width is largely significant (P ϭ 0.0004). At low contrast, the ratio reaches an even larger value of 4.97 (CI 1.83- Fig. 6 . Example of the opposite effect of contrast on preferred stimulus diameter, as determined from size-tuning measurements using drifting gratings, and static RF width, as determined with flashing bars. The same contrasts were used in the two protocols (64%, 40%, and 30%). A: response amplitude as a function of grating diameter. Squares represent experimental data, and continuous lines correspond to the difference of Gaussian integrals fitted to the data. Arrowheads indicate preferred stimulus diameter. Preferred grating diameter increased when contrast decreased. B: space-time map of the RF for the same cell. Bright bar responses are presented at top and dark bar responses at bottom. C: RF profiles taken at the time of maximal variance in the space-time maps (horizontal dashed lines in B). Symbols represent experimental data points, and lines correspond to the Gaussian fit to these data. Light, medium, and dark gray correspond to low, medium, and high contrast, respectively. Dark bar response and Gaussian fit scaled negatively for clarity. Static RF width decreased when contrast decreased.
7.70, n ϭ 10; Fig. 8B ) and the preferred grating diameter differs significantly from the static RF width (P ϭ 0.002). In other words, at low contrast the static RF represents only ϳ20% of the preferred grating diameter, as a consequence of both a decrease in static RF width and an increase of preferred grating diameter when the contrast is decreased.
Another indication of a differential effect of contrast on preferred stimulus size and static RF extent appears when the correlations between the two measures are examined (Fig. 8A) . At high contrast, preferred stimulus size and static RF extent were relatively well correlated ( ϭ 0.59, P ϭ 0.002). This correlation was less and only close to significance at medium contrast ( ϭ 0.42, P ϭ 0.07), and it was definitively lost at low contrast ( ϭ 0.16, P ϭ 0.7). This implies that the preferred grating diameter can be relatively well predicted from the static RF dimension at high contrast, but this predictive power seems to be lost at low contrast. These results suggest that different sets of connections are recruited by different stimuli and that this differential recruitment is gated by contrast (see DISCUSSION) .
Contrast and Contrast Adaptation Weakly Affect RF Categorization
We classified the RFs in three different categories on the basis of the response to flashing light and dark bars: simple, complex, and monocontrast (see METHODS). Depending on con- Fig. 7 . Opposite effects of contrast on preferred grating diameter and static RF width: population data. Scatterplots in A represent the preferred grating size at medium contrast as a function of that obtained at high contrast (left) and at low contrast as a function of that obtained at medium contrast (right). The diagonals represent equality line. Squares correspond to the cells for which RF width has also been successfully estimated from bar mapping experiments. B: cumulative distribution and box plot summarizing the effect of contrast on preferred grating diameter. Preferred diameter ratios for low/medium (light gray) and medium/high (dark gray) contrasts appear shifted on the right of the unity line on average, indicating an increase in preferred grating diameter when contrast decreases. C: width of the static RF at medium contrast as a function of that obtained at high contrast (left) and at low contrast as a function of that at medium contrast (right). The sample is restricted to the cells for which size-tuning measurements have also been performed (A, B) . This restricted sample shows the same trend as the whole sample (Fig. 3) . D: cumulative distribution and box plot summarizing the effect of contrast on static RF width. Ratios for low/medium (light gray) and medium/high (dark gray) contrasts appear shifted on the left of the unity line on average, indicating a decrease of the static RF width when contrast decreases. Note opposite patterns in B and D. A: scatterplot shows that the preferred grating diameter is larger than the static RF width. The difference is larger for lower contrasts. B: box plot and cumulative distribution of the ratio of preferred grating diameter to static RF width. For the population as a whole, the preferred grating diameter is larger than the static RF width, but the difference is much stronger at low contrast. trast and adaptation state, monocontrast RFs represented between 21% and 36% of the RFs (Table 1) . We first examined whether cells identified as monocontrast at low contrast were still monocontrast at a higher contrast, i.e., whether the absence of a significant secondary subregion was the consequence of a suboptimal activation of the cell at low contrast or whether monocontrast RFs genuinely correspond to a specific RF category, independently of stimulus intensity. Our results (not illustrated) provide support for the second possibility. In the constant-contrast condition, 4 of 5 (80%) monocontrast cells at low contrast remained monocontrast at medium contrast (the 5th cell became simple) and 15 of 20 (75%) monocontrast cells at medium contrast were still monocontrast at high contrast (among the 5 cells in which a significant secondary subregion appeared at high contrast, 4 were complex and 1 was simple).
In static RFs, simple and complex cells can be distinguished by the amount of subregion overlap (see, e.g., Heggelund 1986; Hubel and Wiesel 1962; Schiller et al. 1976) . Subregion overlap was quantified with an overlap index (OI) 4 (see METHODS) that takes a value close to 0 when the subregions are well segregated (simple cells, example in Fig. 9A ) and a value close to 1 when the subregions overlap substantially (complex cells, example in Fig.  9B ). An OI value of 0.5 was used to separate simple and complex RFs.
As is typical of primate V1 (see, e.g., Conway and Livingstone 2003; Hubel and Wiesel 1968; Kagan et al. 2003) , most RFs were complex (40 -55%, depending on contrast and adaptation conditions; Table 1 ) whereas only 5-10% of the RFs were simple.
Decreasing contrast slightly decreased subregion overlap. This is summarized in Table 3 and in Fig. 9 , C and E, which represent the difference of OI between two different contrasts (medium Ϫ high or low Ϫ medium). This decrease in overlap was moderate but significant when medium and high contrast were compared, both in mixed-contrast (median ϭ Ϫ0.03, P ϭ 0.048) and constant-contrast (median ϭ Ϫ0.04, P ϭ 0.001) conditions. Comparison between low and medium contrasts did not reveal significant changes in overlap (P ϭ 0.6 and 0.9 for mixed-and constant-contrast conditions, respectively).
However, although contrast slightly modified the OI, in almost no case did we observe a cell that was complex to revert to simple when contrast was decreased, or the other way around. Assuming a simple/complex partitioning at an OI value of 0.5, it is easy to see that no cell switched categories for high vs. medium contrast in either the mixed (Fig. 9D )-or constant (Fig. 9F) -contrast condition. For low vs. medium contrast, 1 cell out of 10 in the mixed-contrast condition (Fig.  9D ) and 1 out of 17 in the constant-contrast condition (Fig. 9F) switched categories, in both cases from complex at medium contrast to simple at low contrast.
Finally, we examined whether contrast adaptation affected simple/complex cell classification when this classification is derived from the OI calculated from the spatial profile of the static RF. At the population level, highcontrast adaptation resulted in a moderate decrease of subregion overlap (P ϭ 0.03; Table 2 ). On the other hand, constant-contrast conditions did not significantly modify the OI for RFs mapped at medium (P ϭ 0.9) and low (P ϭ 0.6) contrasts compared with the mixed-contrast condition ( Table 2 ). The simple/complex cell partitioning also remained essentially unaffected when matched and nonmatched adaptation were compared: category shifts occurred for 2 of 10 cells at low contrast, for 1 of 50 cells at high contrast, and for no cell at medium contrast (Fig. 9, G-I) .
These data show that the partitioning between simple and complex cells, when based on the static RFs, remains quite robust with respect to changes in contrast and adaptation state. This is in contrast to the results obtained with drifting gratings (Crowder et al. 2007 ). The most likely explanation for this discrepancy is that RF generation and modulation depend on different sets of connections whose activation in turn depends on the features of the stimuli (see DISCUSSION) .
DISCUSSION
Shrinkage of Static RF at Low Contrast
The first result of this study is that the width of the static RF, as revealed with a sparse noise stimulation protocol, decreases when contrast decreases. The median decrease amounts to 9% or 16% when contrast decreases from high to medium with or without matched adaptation, ϳ23% from medium to low, and 32% or 51% comparing high and low contrasts (Fig. 3) .
The changes in RF width we obtained are incompletely explained by those observed in the retina. One study that can be directly compared to ours is that of Lee et al. (1985) , who used flashing edges to probe the spatial resolution of retinal ganglion cells in the macaque as a function of contrast. They observed an enlargement of the center diameter of magnocellular-projecting ganglion cells at low contrast, a result opposite to ours; however, the center diameter of parvocellular-projecting cells showed a decreased diameter when contrast decreased.
At first sight, our results could have been explained by a synaptic RF whose amplitude is scaled by contrast, combined with a hard threshold and a linear input-output relationship. However, our analysis (Fig. 5) shows that the decrease in RF width is less than that expected from such an iceberg effect. Instead, changes in RF width appear to be closer to an invariance model than to an iceberg model. Mechanisms proposed to explain contrast invariance of orientation tuning may also apply here, that is, the presence of synaptic noise that leads to an expansive input-output relationship (see, e.g., Finn et al. 2007; Hansel and van Vreeswijk 2002; Miller and Troyer 2002; Persi et al. 2011 ). Yet these mechanisms may not be fully operative when high-frequency flashing stimuli are used, so as to lead to a completely contrast-invariant RF width (see also Nowak and Barone 2009 for contrast invariance of orientation tuning). Departure from invariance may have two explanations: in the first explanation, the subthreshold RF displays a width that is invariant with contrast but whose amplitude decreases when contrast decreases: a "true" iceberg effect would apply in this case. Alternatively, the subthreshold RF width may also decrease when contrast decreases, in which case the spiking RF would decrease as well, independently of the presence or absence of an expansive nonlinearity. Intracellular recording would be required to determine which mecha-nism is responsible (see Nowak et al. 2005 for the case of contrast adaptation). Sceniak et al. (2002) examined the effect of contrast on spatial frequency tuning in macaque V1. They showed that reducing contrast does not change the preferred spatial fre- , as is typical of complex cells. C-F: effect of contrast on subregion OI and on simple/complex cell distribution. C and E: cumulative distribution and box plot representation summarizing the changes in overlap induced by changes in contrast in the mixed (C)-and constant (E)-contrast conditions. The change in overlap is quantified as the difference of OI between 2 different contrasts (medium minus high in dark gray or low minus medium in light gray). D: OI at medium contrast compared with OI at high contrast (dark gray) and OI at low contrast compared with OI at medium contrast (light gray) in the mixed-contrast protocols. F: same as D but in the constant-contrast protocols. Horizontal and vertical dashed lines at OI ϭ 0.5 mark the frontier between simple and complex cells. G-I: effect of contrast adaptation on subregion OI and on simple/complex cell distribution. OI is compared for the 2 adaptation conditions: nonmatched adaptation (mixed-contrast protocol, x-axis) and matched adaptation (constant-contrast protocol, y-axis). Sceniak et al. (2002) therefore predict that the optimal frequency of the static RF should not change when contrast decreases, whereas the number of subregions should increase. Unfortunately, our sample of simple cells was too small to perform relevant statistical comparisons, and the sparse noise stimulation technique we used does not allow the reconstruction of the subunits that constitute complex cell RFs. Furthermore, intracellular recording would be necessary to precisely assess the number of subthreshold subregions that also contribute to spatial frequency tuning (see Nowak et al. 2010) . Consequently, we cannot state whether our results would lead to the same conclusion as those of Sceniak et al. (2002) .
Relative Modulation and Subregion Overlap Show Different Contrast Sensitivity
Simple and complex RFs have traditionally been differentiated by the amount of subregion overlap revealed by flashing or drifting bars (Dean and Tolhurst 1983; Heggelund 1986; Hubel and Wiesel 1962; Mata and Ringach 2005; Schiller et al. 1976 ). An alternative metric to classify simple and complex cells is the "relative modulation" assessed with drifting gratings (e.g., Skottun et al. 1991) . When examined with highcontrast stimuli the two methods provide reasonably similar classifications (Dean and Tolhurst 1983; Mata and Ringach 2005; Movshon et al. 1978a Movshon et al. , 1978b . Recently, however, it has been shown that some of the cells that behave as complex cells with high contrast gratings display RM values typical of simple cells at low contrast (Crowder et al. 2007 ). Here we examined whether cells defined as complex by subregion overlap at high contrast showed a similar "simplification" at low contrast. Decreasing contrast significantly decreased subregion overlap (Fig. 9) , thus indicating increased "simpleness" with decreased contrast. However, this decrease was relatively weak, and it was not sufficient to lead to RF category shifts, except for two cells (Fig. 9) . The effect of contrast on RF classification therefore appears to depend on whether the stimuli are drifting gratings or flashing bars.
No Strong Effect of Contrast Adaptation on Static RF
In cat area 17, contrast adaptation can lead to a reduction of the amplitude of the static RF together with a moderate reduction of its width (Nowak et al. 2005) . In the present study we have been able to replicate this effect on response amplitude but not on RF width (Table 2) . However, here we used the mapping stimuli (flashing bars) to induce adaptation, and the relatively low energy of this stimulus may not have adapted the responses as strongly as the large drifting grating used to induce adaptation by Nowak et al. (2005) . In addition, the Nowak et al. (2005) study was performed in cats, in which contrast adaptation may be more profound than in diurnal primates (see Allison et al. 1993; Sclar et al. 1989) .
We recently showed that contrast invariance of orientation tuning is significantly improved by contrast adaptation (Nowak and Barone 2009) . The static RF width, on the other hand, did not appear to be more invariant after adaptation (Fig. 5) . If the same result applied to the RF length, then the implication would be that the (lack of) effect of contrast adaptation on the static RF does not predict the improvement of contrast invariance of orientation tuning by contrast adaptation.
As for the effect of contrast per se, we have not been able to demonstrate any strong effect of contrast adaptation on RF classification (Table 2 , Fig. 9 ). In this respect, the results obtained with drifting gratings (Crowder et al. 2007 ) again are distinct from those presently obtained with flashing bars.
Opposite Effects of Contrast on RF Size Defined by Static Flashing Bars and Drifting Gratings
The results we obtained with flashing bars were opposite to those obtained with drifting gratings in size-tuning experiments, which consistently showed an increase in preferred grating diameter when contrast decreased (Cavanaugh et al. 2002; Kapadia et al. 1999; Sceniak et al. 1999; Sengpiel et al. 1997; Shushruth et al. 2009; Song and Li 2008; Tailby et al. 2007) . We also performed size-tuning experiments in a subsample of cells, using the same contrasts as used for mapping the RFs. Our own results (Figs. 6 and 7) largely compare with those of these previous studies.
This further allowed us to directly compare (in the same neurons) the size of the RF with these two different methods. In accordance with previous studies (Cavanaugh et al. 2002; Kapadia et al. 1999; Levitt and Lund 2002; Song and Li 2008; Walker et al. 2000; Yao and Li 2002) , the static RF and the preferred grating diameter were relatively similar at high contrast (Fig. 8 ) and the two measures of RF size were significantly correlated. The RF size estimate was nevertheless ϳ50% wider with drifting gratings. This could be explained by the presence of subthreshold regions that do not contribute to the static RF for the spiking response but may participate in the spiking response with gratings of appropriate dimension. The sample in the present study was dominated by complex cells, and, interestingly, it has been shown that in cat area 17 the subthreshold RF in complex cells is on average 60% wider than the spiking RF (Nowak et al. 2010) .
At medium and low contrast, however, the two RF size estimates dramatically diverged. The static RF width decreased while the preferred grating diameter increased, and the two measurements were weakly (medium contrast) or not significantly (low contrast) correlated.
These comparisons indicate that the increase in preferred grating diameter at low contrast is not simply determined by contrast-dependent changes in the static RF extent. This rather suggests that the static RFs, as revealed by high-frequency flashing stimuli, and preferred stimulus size, as revealed by slowly drifting gratings, involve different sets of connections characterized by different gain mechanisms (see below). This also suggests that, in contrast to their preferred orientation, spatial frequency, and direction, neurons' preferred stimulus length, width, and area cannot be predicted directly from the static RF, especially at low and medium contrasts.
Connections and RF Generation
Our study reveals a number of discrepancies concerning the effect of contrast on RF extent and categorization, depending on whether the stimuli are slowly drifting gratings or highfrequency flashing bars: when contrast decreases the RF extent increases with the former but shrinks with the latter, and cells may change RF category with the former but less so with the latter. These discrepancies may reflect differences in terms of functional connectivity.
Indeed, the static RF revealed by high-contrast flashing bars in sparse noise protocols is quite likely to correspond to that generated by thalamocortical and short-range intracortical inputs (short range in the sense of connecting neurons with largely overlapping RFs). This is supported by extracellular recording studies (Alonso et al. 2001; Bullier et al. 1982; Tanaka et al. 1983 ) and anatomical tracing experiments (Angelucci and Sainsbury 2006; Salin et al. 1989) . Calculations indicate that even the subthreshold static RF width in simple cells is comparable to that of the aggregate RF of afferent thalamic inputs (Nowak et al. 2010) . This implies that longrange intracortical inputs do not contribute significantly to the subthreshold (Bringuier et al. 1999; Nowak et al. 2010 ) and suprathreshold RF revealed in sparse noise protocols. In this framework, decreasing contrast would decrease RF width simply by reducing input strength, although by an amount less than that expected from a simple iceberg effect (see above).
In contrast to high-frequency flashing bars, extended gratings can induce subthreshold responses away from the RF center. These responses are obtained over distances and with propagation speeds compatible with those expected from intrinsic horizontal connections (Benucci et al. 2007; Bringuier et al. 1999; Chavane et al. 2011; Girard et al. 2001; Grinvald et al. 1994 ). Horizontal connections also show an extent comparable to the low-contrast summation field observed in size-tuning experiments with gratings (Angelucci et al. 2002; Shushruth et al. 2009 ). When contrast increases, the apparent contribution of horizontal connections seems to be reduced (Nauhaus et al. 2009 ; but see Chavane et al. 2011) , resulting in a reduction of the summation field diameter. Either this could be the result of a direct suppression of their participation when contrast increases, or their contribution may be masked by the recruitment of suppressive mechanisms. Whatever the underlying mechanism, this restores a high-contrast summation field whose dimension corresponds well with that of the highcontrast static RF.
Differential recruitment of intracortical connections may also explain the different effects of contrast and contrast adaptation on simple/complex cell classification, depending on whether the stimuli are high-frequency flashing bars or slowly drifting gratings. Intracortical connections apparently lack phase selectivity (DeAngelis et al. 1999 ). Grating stimuli therefore should induce an F0 component in the subthreshold response of cortical cells, including simple cells (Priebe et al. 2004 ). The F1 component may represent mostly the thalamocortical input to cortical cells, whereas the F0 component is likely to be mostly of intracortical origin, such that the contrast gain control of the two components is likely to be different (see, e.g., Sclar et al. 1990 ). Thus the contribution of the F1 component may be more prominent at low contrast, resulting in an increase of the relative modulation when contrast decreases (Crowder et al. 2007 ). On the other hand, bars flashed in a sparse noise protocol necessarily recruit less of the intracortical network, given their restricted spatial nature. Contrast gain control and contrast adaptation of the inputs may be less heterogeneous in these conditions, such that overlap index and related simple/complex cell classification may be less sensitive to contrast and contrast adaptation.
In short, the functional connectivity underlying the static RFs, as revealed by sparse flashing stimuli, may be dominated by thalamocortical and short-range intracortical connections, whereas the RFs revealed through size-tuning experiments with drifting gratings may be determined by thalamocortical inputs and short-range intracortical connections, and additionally by long-range intracortical connections and surround suppression. In this framework, center and/or surround mechanisms may be characterized by different gain and gain control mechanisms (Cavanaugh et al. 2002; Sceniak et al. 1999) .
Our results show that contrast is one elemental feature of the stimuli, which profoundly affects the static RF features. This adds to the numerous studies that have shown that the spatiotemporal features of the static RF depend largely on the features of the stimuli that are used to reveal it (Bringuier et al. 1999; David et al. 2004; Fournier et al. 2011; Sharpee et al. 2008; Smyth et al. 2003; Victor et al. 2009; Williams and Shapley 2007; Yeh et al. 2009 ).
