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Real stable matrices A and B with rank of A − B equal to one have
a common Lyapunov solution if and only if their product AB has no
real negative eigenvalue. This was proved by Shorten and Narendra
[R.N. Shorten, K.S. Narendra, On common quadratic Lyapunov func-
tions for pairs of stable LTI systems whose system matrices are in
companion form, IEEE Trans. Automat. Control 48 (4) (2003) 618–
621], whose proof is based on the fundamental results of Kalman
on Lure’s problem. In this paper we give an alternative proof of this
result and its generalization to the general regular inertia case, and
to the case when the matrices A and B are complex.
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1. Introduction
We will use standard notation throughout. We will denote by R the set of real numbers and by C
the set of complex numbers. ByMn(R)wewill denote the set of n × n real matrices and byMn(C) the
set of n × n complex matrices. We will write A∗ for the complex conjugate transpose of the matrix A.
The identity matrix will be denoted by I or In. We will denote the (i, j)th element of the matrix A by
Aij. For a matrix P = P∗ ∈ Mn(C) the notation P > 0 means that the matrix P is positive definite and
P  0 means that it is positive semidefinite. For P,Q ∈ Mn(C), notation P Q means P − Q  0.
A matrix A ∈ Mn(C) is called stable if all its eigenvalues lie in the open left half of the complex
plane. A classical result of Lyapunov states that a matrix A is stable if and only if there exists a solution
P > 0 to the Lyapunov equation
AP + PA∗ = −Q < 0. (1)
We say that P is a solution to the Lyapunov equation for the matrix A.
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The inertia of a matrix A ∈ Mn(C) is the ordered triple
In(A) = (i+(A), i−(A), i0(A)),
where i+(A)denotes thenumber of eigenvalues ofAwithpositive real parts, i−(A)denotes thenumber
of eigenvalues of A with negative real parts and i0(A) denotes the number of eigenvalues of A on the
imaginary axis. We say that A has regular inertia if i0(A) = 0. The extension of Lyapunov’s theorem to
matrices with general regular inertia was found independently by Ostrowski and Schneider [21] and
Taussky [27].
Theorem 1 (General inertia theorem [21,27]). Let F ∈ {R,C} and let A ∈ Mn(F) be given. Then there
exists a Hermitian matrix P = P∗ in Mn(F) such that
A∗P + PA < 0 (2)
if and only if A has regular inertia. In this case, In(P) = In(−A). Furthermore, if λi + λj /= 0 for all
eigenvaluesλi,λj of A, then for everyQ = Q∗ < 0 inMn(F), there is auniqueP = P∗ with In(P) = In(−A)
such that (2) holds.
For a given matrix A, we will denote the set of all solutions to the Lyapunov inclusion for A by:
P(A) = {P = P∗ : AP + PA∗ < 0}
and the set of all real solutions by:
Pr(A) = P(A) ∩ Mn(R).
If P is a solution to the Lyapunov equation for A ∈ Mn(C), then it is also a solution for A−1 and
A + iαIn for every α ∈ R. Loewy [17] showed that if the sets of solutions to the Lyapunov equa-
tion for stable matrices A and B are equal, then either B = μ(A + iαI) for some α,μ ∈ R, μ > 0, or
B = μ((A + iα1I)−1 + iα2I) for some α1,α2,μ ∈ R, μ > 0.
LetAj , j = 1, 2, . . . , k, begivenmatrices.Weconsider theproblemofﬁndingnecessaryandsufﬁcient
conditions for the existence of a matrix P = P∗, that satisﬁes:
AjP + PA∗j = −Qj < 0 for j = 1, 2, . . . , k.
Then thematrix P is said to be a common Lyapunov solution formatrices Aj , j = 1, 2, . . . , k. Theorem 1
tells us that a necessary condition formatrices Aj , j = 1, 2, . . . , k, to have a common Lyapunov solution
is, that they have the same, regular, inertia.
The problem of ﬁnding a common Lyapunov solution was ﬁrst studied for stable matrices. The
problem has many important applications in the stability of switched systems and robust control,
since the existence of a common Lyapunov solution for stable matrices A1, A2, . . . , Ak is sufﬁcient (but
not necessary) to ensure the stability of the switched system:
x˙ = A(t)x, A(t) ∈ {A1, A2, . . . , Ak}.
While switched systems and robust stability historically motivated the study of the problem of a
common Lyapunov solution, the authors are grateful to the referee for pointing out that the problem
is of interest outside the scope of stability. For example, Nevanlinna–Pick interpolation problem in the
matrix framework, see Theorem 2.5 in [2] and Section 10.2 in [9].
For a source of literature on the problemwe refer the reader to the followingworks and the citations
that appear in them: [5,7,8,3,4,15,14,16,18,23,24,19]. Finding conditions for the existence of a common
Lyapunov solution for two or more stable matrices is a difﬁcult problem. In practise the problem is
solved by a numerical approach, that is implemented in an efﬁcient way in the LMI toolbox in Matlab.
The background to the toolbox is given in [3].
Let conv(A1, . . . , Ak) denote the convex cone that is generated by the matrices A1, A2, . . . , Ak and
let cic(A1, . . . , Ak) denote the convex invertible cone generated by the matrices A1, A2, . . . , Ak , in other
words, the smallest convex cone that contains thematrices A1, A2, . . . , Ak and it is closed undermatrix
inversion. Cohen and Lewkowicz [7,6] introduced convex invertible cones and established their impor-
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tance to the study of the Lyapunov equation. Shorten and Mason [22] investigated convex cones asso-
ciated with the Lyapunov equation. Claim below is a citation of Proposition 4.4 in [7], and it lists some
necessary conditions for the existence of a common Lyapunov solution of two matrices.
Claim 2. Consider the following statements for a pair of matrices A, B ∈ Mn(C):
(1) Pr(A) ∩ Pr(B) /= ∅.
(2) P(A) ∩ P(B) /= ∅.
(3) All matrices in cic(A, B) have the same, regular, inertia.
(4) All matrices in conv(A, A−1, B, B−1) have the same, regular, inertia.
(5) All matrices in conv(A, B) and in conv(A−1, B) have the same, regular, inertia.
(6) All matrices in conv(A, B) have the same, regular, inertia and all matrices in conv(A−1, B) are
nonsingular.
Then (1) ⇒ (2) ⇒ (3) ⇒ (4) ⇒ (5) ⇒ (6).
In general, converse implications in Claim 2 are not true. This was shown, for example, in Section 3
in [13] and in Section 6.2 in [7]. In the case of A and B inMn(R) some special cases have been identiﬁed,
when in Claim 2 (6) ⇒ (1) [26,23,25]. One such special case is when the rank of A − B is one. If all
matrices in conv(A, B) have the same, regular, inertia, then A−1B has no negative real eigenvalues. If
all matrices in conv(A−1, B) have the same, regular, inertia, then AB has no negative real eigenvalues.
Theorem 3 [26]. Let A and B be real stable matrices and suppose that A − B has rank one. Then the
necessary and sufﬁcient condition that A and B have a common Lyapunov solution is that the matrix AB
does not have a real negative eigenvalue.
The ﬁrst proof of this result by Shorten and Narendra uses the work of Narendra and Goldwyn
[20] and Willems [28]. This work shows that a condition, known as the circle criterion, is equivalent
to the problem of ﬁnding conditions for the existence of a common Lyapunov solution. Their work
is based on fundamental results of Kalman [10], who showed that the circle criterion gives a neces-
sary and sufﬁcient condition for the existence of a solution of the Luré problem. In [12] a direct and
independent proof which does not use the equivalence between having a common Lyapunov solution
and the Luré problem is given. The proof is based on the methods of convex analysis and the theory
of moments. The extension of the result to the regular inertia case, under additional assumption that
A and B are both non-derogatory, was given in [19]. In this paper we give an alternative proof of this
result.
When A and B are complexmatrices, conditions that AB and A−1B have no negative real eigenvalues
are no longer sufﬁcient for the existence of a common Lyapunov solution, even in the special case,
for example, when A and B are in M2(C). We need to work with the following necessary condi-
tions: The matrix (A + iαI)(B + iβI) has no negative real eigenvalues for all α,β ∈ R, and the matrix
(A + iαI)−1(B + iβI) has no negative real eigenvalues for allα,β ∈ R. Those conditions are sufﬁcient
when A and B are inM2(C) and are stable [13,14].
Since Theorem3 gives us a complete solution to the problem of a common Lyapunov solutionwhen
A, B ∈ Mn(R), with rank(A − B) = 1, it is natural to ask whether a complete solution can be found
for complex matrices A and B with rank(A − B) = 1. In this paper we extend Theorem 3, in terms of
A and B, to the case when A and B are complex, A and B have regular inertia and are not necessarily
non-derogatory.
2. Reduction of matrices
Existence of a common Lyapunov solution is invariant under similarity. Hence to establish existence
of a common Lyapunov solution for A and B, wemay study TAT−1 and TBT−1 for some invertiblematrix
T .
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Proposition 4. Let A ∈ Mn(C) have regular inertia and let T ∈ Mn(C) be invertible. Then P is a solution
to the Lyapunov equation for A if and only if T∗PT is a solution to the Lyapunov equation for T−1AT .
In particular, the matrices Aj , j = 1, . . . , k, have a common Lyapunov solution if and only if the matrices
T−1AjT , j = 1, . . . , k, do so as well.
The problem of ﬁnding a common Lyapunov solution for matrices {A1, A2, . . . , Ak} can be reformu-
lated as a semidefinite programming problem. Convex duality then gives us the result in the theorem
below. For a nice treatment of these ideas see the expository paper of Balakrishnan and Vandenberghe
[1]. The proof of the theorem can also be found in [11].
Theorem 5. Matrices Aj ∈ Mn(C), j = 1, . . . , k, do not have a common Lyapunov solution if and only if
there are positive semidefinite matrices Hj , j = 1, . . . , k, not all zero, such that
k∑
j=1
(AjHj + HjA∗j ) = 0. (3)
LetA, B ∈ Mn(C),with rank(A − B) = 1, bematriceswith the same, regular, inertia thatdonothave
a common Lyapunov solution. Using Theorem 5, we show that such matrices are similar to matrices
of a special form.
Theorem 6. Let F ∈ {R,C}. Let A and B be matrices in Mn(F)with the same, regular, inertia,with rank of
R = A − B equal to one, that do not have a common Lyapunov solution.
Then there exists a positive integer r  n and an invertible matrix T ∈ Mn(F) such that either
(1) T−1AT =
(
S + g1h∗1K A12
0 A22
)
and T−1BT =
(
S + g1h∗1(K − Ir) B12
0 B22
)
, or
(2) T−1AT =
(
S A12
g2h
∗
1K A22
)
and T−1BT =
(
S B12
g2h
∗
1(K − Ir) B22
)
,
where S ∈ Mr(F) is a skew Hermitian matrix, g1 ∈ Fr , g2 ∈ Fn−r , h1 ∈ Fr , A22, B22 ∈ Mn−r(F), and K ∈
Mr(F) is s positive semidefinite rank one matrix with K  Ir .
Proof. The matrices A and B do not have a common Lyapunov solution, so, by Theorem 5, there exist
positive semidefinite matrices H1 and H2, not both zero, such that:
AH1 + H1A∗ + BH2 + H2B∗ = 0
or equivalently:
AH1 + BH2 = A(H1 + H2) − (A − B)H2 = A(H1 + H2) − RH2 = S0
for some skew Hermitian matrix S0. (In the case when F = R, S0 is a real skew symmetric matrix.)
Let r be the rank of H1 + H2 and let T1 be an invertible matrix over F, such that:
T1(H1 + H2)T∗1 =
(
Ir 0
0 0
)
.
We have 0H2 H1 + H2 and Ker(H1 + H2) ⊆ Ker H2. This implies that:
T1H2T
∗
1 =
(
K1 0
0 0
)
,
whereK1 is an r × r positive semidefinitematrixwithK1  Ir . Let the followingmatrices bepartitioned
conformly with TH1T
∗ and TH2T∗ :
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A1 = T1AT−11 =
(
A′11 A′12
A′21 A′22
)
,
R1 = T1RT−11 =
(
R11 R12
R21 R22
)
,
S1 = T1S0T∗1 =
(
S11 S12
S21 S22
)
.
Then (
A′11 A′12
A′21 A′22
)(
Ir 0
0 0
)
−
(
R11 R12
R21 R22
)(
K1 0
0 0
)
=
(
S11 S12
S21 S22
)
. (4)
Considering each block of (4) separately, and using skewness of S0, we get: S12 = 0, S21 = 0, S22 = 0,
A′11 = S11 + R11K1 and A′21 = R21K1.
Let
R1 =
(
g
g′
) (
h∗ h′∗
)
for g, h ∈ Fr and g′, h′ ∈ Fn−r . If h = 0, then
A1 =
(
S11 A
′
12
0 A′22
)
does not have regular inertia. Hence we may assume that ‖h‖ = 1. If g′ = 0, then
A1 =
(
S11 + R11K1 A′12
0 A′22
)
and R1 =
(
gh∗ gh′∗
0 0
)
and the matrices A1 and B1 = A1 − R1 are of the form (1) in the theorem. From now on we assume
that g′ /= 0.
Let V ∈ Mn−r(F) be a unitary matrix such that:
Vg′ =
∥∥∥g′∥∥∥ e1,
where e1 = (1, 0, . . . , 0)T , and let T2 =
(
Ir 0
0 V
)
. Then
A2 = T2A1T−12 =
(
S11 A
′
12V
∗
0 VA′22V∗
)
+
(
g∥∥g′∥∥ e1
) (
h∗K1 0
)
(5)
R2 = T2R1T−12 =
(
g∥∥g′∥∥ e1
) (
h∗ h′∗V∗
)
. (6)
Let D ∈ Fr×(n−r) have ﬁrst column equal to g/∥∥g′∥∥ and all other columns equal to zero, and let
T3 =
(
Ir −D
0 In−r
)
.
Then
A3 = T3A2T−13 =
(
S11 A˜12
0 A˜22
)
+
(
0∥∥g′∥∥ e1
) (
h∗K1 0
)
, (7)
R3 = T3R2T−13 =
(
0∥∥g′∥∥ e1
) (
h∗ h˜∗
)
(8)
for some A˜12 ∈ Fr×(n−r), A˜22 ∈ Mn−r(F) and h˜ ∈ Fn−r . Let U ∈ Mr(F) be a unitary matrix such that
h∗U∗ = (1, 0, . . . , 0) and h∗K1U∗ = (a, b, 0, . . . , 0), for some a, b ∈ F. Take
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T4 =
(
U 0
0 In−r
)
.
Then
A4 = T4A3T−14 =
(
US11U
∗ UA˜12
0 A˜22
)
+
(
0∥∥g′∥∥ e1
) (
h∗U∗UK1U∗ 0
)
, (9)
R4 = T4R3T−14 =
(
0∥∥g′∥∥ e1
) (
h∗U∗ h˜
)
. (10)
Let us analyze the role ofK1 in the expression for A4. (Note thatK1 does not appear in the expression
for R4.) K1 appears in the expression for the (2,1)-block of A4 which is equal to:
∥∥∥g′∥∥∥ e1h∗U∗UK1U∗ = ∥∥∥g′∥∥∥
⎛⎜⎜⎜⎝
a b 0 · · · 0
0 0 0 · · · 0
...
...
...
. . .
...
0 0 0 · · · 0
⎞⎟⎟⎟⎠ .
Hence we would not change the expression for A4 if we replace K1 by any matrix K2, for which UK2U
∗
has the ﬁrst row equal to
(
a b 0 · · · 0) and satisﬁes 0 K2  Ir . We choose:
UK2U
∗ =
⎛⎜⎜⎜⎜⎜⎜⎝
a b 0 · · · 0
b¯ c0 0 · · · 0
0 0 0 · · · 0
...
...
...
. . .
...
0 0 0 · · · 0
⎞⎟⎟⎟⎟⎟⎟⎠ ,
where c0a = |b|2. This implies that K0 =
(
a b
b¯ c0
)
has rank one. Clearly, K0  0, but we still need to
prove that K0  I2. Since K1  Ir , there exists a positive number c for which
0
(
a b
b c
)
 I2.
Since ac > |b|2 we have c0  c. Then 1 − c0  1 − c  0 and (1 − c0)(1 − a)(1 − c)(1 − a) |b|2,
which proves that 0 K0  I2.
Put S = US11U∗, A12 = UA˜12, A22 = A˜22, K =
(
K0 0
0 0
)
, h1 = h∗U, g2 = ∥∥g′∥∥ e1. Then
A4 =
(
S A12
g2h
∗
1K A22
)
and B4 =
(
S B12
g2h
∗
1(K − I) B22
)
as we wanted to show. 
For given matrices A and B we deﬁne:
At = (1 − t)A + tB, t ∈ [0, 1).
In the sequel we will frequently use to the following known observations.
Lemma 7. Assuming B is nonsingular, matrices At , t ∈ [0, 1] are nonsingular, if and only if, AB−1 has no
real non-positive eigenvalues.
Lemma 8. Matrices At , t ∈ [0, 1] have the same inertia, if and only if, matrices A + αB, α  0 have the
same inertia.
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3. Real case
Here we give an alternative proof of Theorem 3 and its extension to the general inertia case. Our
proof is based on thework of Balakrishnan and Vandenberghe [1]. The theoremwas previously proved
for stable matrices in [26,12]. The general inertia case was given in [19].
Theorem 9. Let A and B be n × n real matrices with the same, regular, inertia and with rank of R = A − B
equal to one. Then A and B have no common Lyapunov solution if and only if AB has a negative real
eigenvalue.
Proof. If AB has a negative real eigenvalue, then A and B do not have a common Lyapunov solution.
See Section 1 for explanation.
Assume that A and B have no common Lyapunov solution. As above, we denote
At = A − tR = (1 − t)A + tB.
Wemay assume that A and B have one of the forms in Theorem 6. This implies that either
AAt =
(
S2 + g1h∗1KS + (Sg1 + g1h∗1Kg1)h∗1(K − tIr) C12
0 C22
)
(11)
or
AAt =
(
S2 + A12g2h∗1(K − tIr) C12
g2h
∗
1KS + A22g2h∗1(K − tIr) C22
)
(12)
for some C12 ∈ Rr×(n−r) and C22 ∈ Mn−r(R).
We want to show that matrices (11) and (12) have an eigenvector of the form
(
q
0
)
, q ∈ Rr , that
corresponds to a negative real eigenvalue. Assume that there exists a nonzero q ∈ Rr , that satisﬁes:
S2q = λq for some λ 0, (13)
h∗1(K − tI)q = 0 for some t ∈ [0, 1], (14)
h∗1KSq = 0. (15)
Then
(
q
0
)
is an eigenvector of the matrix A(A − tR) for eigenvalue λ if A(A − tR) has form (11) or form
(12). We will now prove that such a vector q exists.
Let S have 2s1 nonzero eigenvalues:
Suk = ωkvk and Svk = −ωkuk for k = 1, 2, . . . , s1
and s2 zero eigenvalues:
Swk = 0 for k = 1, 2, . . . , s2,
where
s1∑
k=1
(
uku
∗
k + vkv∗k
)+ s2∑
k=1
wkw
∗
k = Ir .
Consider the following function:
F(t) = h∗1K(K − tI)h1 = h∗1K
⎛⎝ s1∑
k=1
(uku
∗
k + vkv∗k ) +
s2∑
k=1
wkw
∗
k
⎞⎠ (K − tIr)h1.
If F(0) = 0, then A does not have regular inertia, and if F(1) = 0, then B does not have regular inertia.
Condition 0 K  Ir implies that F(0) > 0 and F(1) < 0. Since F(t) changes sign as t goes form 0 to
1, either there exists a k0 ∈ {1, 2, . . . , s1} such that
h∗1K
(
uk0u
∗
k0
+ vk0v∗k0
)
(K − t0I)h1 = 0 (16)
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for some t0 ∈ [0, 1] or there exists a k0 ∈ {1, 2, . . . , s2} such that
h∗1K
(
wk0w
∗
k0
)
(K − t0I)h1 = 0 (17)
for some t0 ∈ [0, 1].
First assume that (16) holds for some k0 ∈ {1, 2, . . . , s1} and t0 ∈ [0, 1], and let
q = (h∗1Kuk0) uk0 + (h∗1Kvk0) vk0 . (18)
Then S2q = −ω2k0q, and (16) implies h∗1(K − t0I)q = 0. It is not difﬁcult to check that for q in (18) Eq.
(15) holds. Hence
(
q
0
)
is an eigenvector of AAt for −ω2k0 .
Nowassumethat (17)holds for somek0 ∈ {1, 2, . . . , s2}and t0 ∈ [0, 1].Takeq = wk0 .ThenS2wk0 =
0, h∗1KSq = 0 and (17) implies
h∗1(K − t0I)q = 0.
This shows that AAt is singular, and we can take λ = 0.
We have shown that AAt has an eigenvalue λ 0 for some t0 ∈ [0, 1]. If t0 = 1, we have ﬁnished
the proof. If t0 = 0, then either A or B is singular. So we may assume that t0 ∈ (0, 1). In other words,
det(A(A − t0R) + ω2) = 0
for some t0 ∈ (0, 1) and λ = −ω2. Therefore
det(I − t0(A2 + ω2)−1AR) = 0.
Because R is rank one, this implies
trace((A2 + ω2)−1AR) = 1
t0
> 1.
Let
G(γ ) = trace((A2 + γ )−1AR)
for γ  0. We already know that G(ω2) > 1, now we want to show that G(0) < 1. Assume that
G(0) 1. Then
det(A(A − R)) = det(A)2 det(I − A−1R)
= det(A)2(1 − trace(A−1R))
= det(A)2(1 − G(0)) 0.
Since A and A − R are realmatrices that have the same, regular, inertia, det(A) and det(A − R) have the
same sign,which implies det(A(A − R)) > 0. This gives us a contradiction to the assumptionG(0) 1.
Since G(0) < 1 and G(ω2) > 1, there exists ω20 ∈ (0,ω2), so that G(ω20) = 1. This gives us
det(A(A − R) + ω20) = det(A2 + ω20) det(I − (A2 + ω20)−1AR)
= det(A2 + ω20)(1 − trace(A2 + ω20)−1AR))
= det(A2 + ω20)(1 − G(ω20)) = 0,
which proves that AB has a negative real eigenvalue −ω20. 
4. Complex case
In this section we present an extension of Theorem 9 to the complex case.
Theorem 10. Let A, B ∈ Mn(C) with R = A − B having rank one, and let matrices At = (1 − t)A + tB
have the same, regular, inertia for all t ∈ [0, 1]. Then A and B have no common Lyapunov solution if and
only if
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(A + iαI)(At + iβI)
has a negative real eigenvalue for some t ∈ [0, 1], α ∈ R and β ∈ R.
Proof. If (A + iαI)(At + iβI) has a negative real eigenvalue for some t ∈ [0, 1], α ∈ R and β ∈ R,
then it is clear from our arguments in Section 1, thatmatrices A and B do not have a common Lyapunov
solution.
Now assume that A and B do not have a common Lyapunov solution; hence we may assume that
they have one of the forms in Theorem 6. It follows that either
(A + iα)(At + iβ) =
(
(S + iα)(S + iβ) + Ch∗1(K − tIr) + g1h∗1K(S + iβ) C12
0 C22
)
, (19)
where C = ((S + iα)g1 + g1h∗1g1), or
(A + iα)(At + iβ) =
(
(S + iα)(S + iβ) + A12gh∗1(K − tIr) C12
gh∗1K(S + iβ) + (A22 + iα)(gh∗1(K − tI)) C22
)
(20)
for some C12 ∈ Cr×(n−r) and C22 ∈ Mn−r(C).
We will modify the method used in proving Theorem 9. We will ﬁnd an eigenvector of the form(
q
0
)
, q ∈ Cr for matrices of the form (19) and (20) that corresponds to a negative real eigenvalue. For
any nonzero q ∈ Cr that satisﬁes the following:
(S + iα)(S + iβ)q = λq for some λ 0, (21)
h∗1(K − tI)q = 0 for some t ∈ [0, 1], (22)
h∗1K(S + iβ)q = 0, (23)(
q
0
)
will be an eigenvector ofmatrices of the form (19) and of thematrices of the form (20) correspond-
ing to the eigenvalue λ.
Let Pj , j = 1, 2, . . . , s, be the projectors on the eigenspaces of S, SPj = iωjPj , ωi /= ωj for i /= j, such
that
∑s
j=1 Pj = Ir . We will try to ﬁnd a vector q that satisﬁes (21)–(23), and is of the form
q = (γi0Pi0 + γj0Pj0)Kh1
for some i0, j0 ∈ {1, 2, . . . , s}, and γi0 , γj0  0, γi0 , γj0 not both zero.
First let us satisfy Eq. (22). Let U be a unitary matrix such that
U∗KU =
(
k 0
0 0
)
for some 0 k 1, then using unitary similarity on (19) and (20) by the matrix(
U 0
0 In−r
)
,
we may assume that
K =
(
k 0
0 0
)
.
Let h1 = (h˜1, h˜2, . . . , h˜r). If h˜1 = 0, then Eq. (22) holds for any q ∈ Cr , so wemay assume that h˜1 = 1.
Let V0 be a unitary matrix such that:
(h˜2, h˜3, . . . , h˜r)V0 = (α, 0, . . . , 0),
where α =
∥∥∥(h˜2, h˜3, . . . , h˜r)∥∥∥ , and put
V =
(
1 0
0 V0
)
.
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Eq. (22) can be written as:
h∗1VV∗(K − tIr)VV∗(γi0Pi0 + γj0Pj0)VV∗KVV∗h1 = 0. (24)
Denote by p = (γi0Pi0 + γj0Pj0)11 and x + iy = (γi0Pi0 + γj0Pj0)21. Since k /= 0, Eq. (24) is equivalent
to:
(k − t)p − αt(x + iy) = 0 (25)
or, if we separate real and imaginary parts, to:
(k − t)p − αtx = 0, (26)
αty = 0. (27)
Put pk = (Pk)11 and xk + iyk = (Pk)21, xk , yk real, for k = 1, 2, . . . , s. Then pk  0, ∑sk=1 pk = 1,∑s
k=1 xk = 0 and
∑s
k=1 yk = 0.
To satisfy (26) and (27) we need to ﬁnd i0, j0 ∈ {1, 2, . . . , s}, γi0  0, γj0  0, γi0 and γj0 not both
zero, and t ∈ [0, 1] that satisfy
(k − t)(γi0pi0 + γj0pj0) − αt(γi0xi0 + γj0xj0) = 0, (28)
γi0yi0 + γj0yj0 = 0. (29)
Since γi0 , γj0 , pi0 , pj0  0, Eq. (28) implies t ∈ [0, 1] if
γi0xi0 + γj0xj0  0.
Hence it is sufﬁcient to show that we can satisfy:
γi0xi0 + γj0xj0  0, (30)
γi0yi0 + γj0yj0 = 0 (31)
for some γi0  0, γj0  0, γi0 and γj0 not both zero, i0, j0 ∈ {1, 2, . . . , s}.
Observe that if there exists i0 ∈ {1, 2, . . . , s} such that xi0 = yi0 = 0, then we can take any γi0 > 0
and γj0 = 0 to satisfy (30) and (31). Hence we may assume that no such i0 exists. Similarly, it is not
difﬁcult to see that Eqs. (30) and (31) can be satisﬁed if xi = 0 for all i ∈ {1, 2, . . . , s} or if yj = 0 for
all j ∈ {1, 2, . . . , s}. Hence we may assume that xi /= 0 for at least one i ∈ {1, 2, . . . , s} and yj /= 0 for
at least one j ∈ {1, 2, . . . , s}.
Deﬁne the following subsets of S = {1, 2, . . . , s}:
S++ = {i ∈ S|xi > 0, yi > 0},
S+− = {i ∈ S|xi  0, yi  0},
S−+ = {i ∈ S|xi  0, yi  0},
S−− = {i ∈ S|xi < 0, yi < 0}.
First assume that there exist i0 ∈ S++ /= ∅ and j0 ∈ S+− /= ∅. Then (30) will be satisﬁed for every
γi0  0 and γj0  0. Clearly we can choose γi0  0 and γj0  0, γi0 and γj0 not both zero, that satisfy (31).
Now assume that S+− = ∅. Then we know that S++ /= ∅ and S−− /= ∅. Furthermore:∑
i∈S++
|xi|
∑
i∈S−−
|xi|, (32)
∑
i∈S++
|yi|
∑
i∈S−−
|yi|. (33)
We claim that there exist i0 ∈ S++ and j0 ∈ S−− such that
|xj0yi0 | |xi0yj0 |. (34)
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If this is not true then |xjyi| > |xiyj| for every i ∈ S++ and j ∈ S−−. Then:∑
i∈S++
∑
j∈S−−
|xjyi| >
∑
i∈S++
∑
j∈S−−
|xiyj|.
The above sum can be rewritten as∑
j∈S−−
|xj|
∑
i∈S++
|yi| >
∑
i∈S++
|xi|
∑
j∈S−−
|yj|
and this contradicts (32) and (33). Hence we have proved that (34) holds for some i0 ∈ S++ and
j0 ∈ S−−. Now take γi0 = |yj0 | and γj0 = |yi0 | to satisfy (30) and (31).
The case that is left to consider is the case when S++ = ∅. Then S+− /= ∅ and S−+ /= ∅. Further-
more ∑
i∈S+−
|xi|
∑
j∈S−+
|xj|, (35)
∑
i∈S+−
|yi|
∑
j∈S−+
|yj|. (36)
As in the previous case we can prove that there exists i0 ∈ S+− and j0 ∈ S−+ so that:
|xj0yi0 | |xi0yj0 |.
Nowγi0 = |yj0 | andγj0 = |yi0 | satisfy (30) and (31). Thuswehave shown that q = (γi0Pi0 + γj0Pj0)Kh1
satisﬁes (22) for some i0, j0 ∈ {1, 2, . . . , s}, and γi0 , γj0  0.Without loss of generality we may assume
that ωi0 < ωj0 .
Ifwe takeα = −β − ωi0 − ωj0 , then thevectorq is aneigenvectorof (S + iα)(S + iβ) correspond-
ing to the eigenvalue λ = (ωi0 + β)(ωj0 + β). Since we want λ 0, we need β ∈ [−ωj0 ,−ωi0 ].
It remains to show that we can ﬁnd β ∈ [−ωj0 ,−ωi0 ] so that (23) will hold. Using a unitary simi-
larity we may assume that
S =
⎛⎝iωi0 0 00 iωj0 0
0 0 S22
⎞⎠ ,
K = uu∗ and q = PKh1 for P =
(
γi0 0 0
0 γj0 0
0 0 0
)
. Let u∗ = (u1, u2, . . . , ur). Then
h∗1KSq = i(h∗1u)(γi0ωi0 |u1|2 + γj0ωj0 |u2|2)(u∗h1)
and
h∗1Kq = (h∗u)(|u1|2γi0 + |u2|2γj0)(u∗h).
Let
F(β) = (γi0ωi0 |u1|2 + γj0ωj0 |u2|2) + β(|u1|2γi0 + |u2|2γj0).
To ﬁnish our proof, we need to show that F(β) = 0 for some β ∈ [−ωj0 ,−ωi0 ]. Since F(−ωi0) 0
and F(−ωj0) 0, there must exist a β ∈ [−ωj0 ,−ωi0 ], so that F(β) = 0. 
Remark 11. In the original version of this paperwe have posed the question, if Theorem10, by analogy
with Theorem 9, holds with t replaced by 1. In the real case the key observation needed to replace t
by 1 was that the determinants of all real n × nmatrices that have the same, regular, inertia have the
same sign. Clearly, the analogous statement cannot be made in the complex case. We are grateful to
the referee for the following example, which resolves the question. Let
At =
(−1 − 2(2t − 1)i −1
−1 −1
)
for t ∈ [0, 1].
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Then At is stable for all t, but t = 12 . This can be checked by computing the eigenvalues of At , which are
−1 + 2
√
t(1 − t) − (2t − 1)i,−1 − 2
√
t(1 − t) − (2t − 1)i.
Remark 12. The condition A − tR stable for t ∈ [0, 1] is equivalent to the condition A + sB stable for
all s ∈ [0,∞). Note that A − tR stable for all t ∈ [0,∞) fails in general. (For example, if trace of R is
negative, A − tR has trace with positive real part for sufﬁciently large t > 0.)
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