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1. Introduction
In 1935 P.S. Alexandroff raized the question about the relationships between three main dimensions dim, ind, and Ind
in the class of compacta and later showed that dim X  ind X for any compactum X . First examples of compacta with
noncoinciding dimensions dim and ind were constructed by A. Lunc and V. Lokucievskiı˘ in 1949. Then more examples of
compacta with additional besides dimensional properties appeared.
In [8] B. Pasynkov introduced the notion of a tailing of a space and proposed methods for constructing compacta with
noncoinciding dimensions dim and ind which were developed in [4,5]. It turned out that a lot of compacta with noncoin-
ciding dimensions dim and ind are realized as tailings. Besides, compacta constructed by A. Lunc, S. Mardes˘ic´, B. Pasynkov,
P. Vope˘nka are subsets of the topological products of simple spaces. Thus the following problem was stated by B. Pasynkov:
Characterize compact subsets of topological products with noncoinciding dimensions. It is also worth noting that closely
connected questions about dimensions of subsets of products were considered in [6,7]. In this work a partial answer on this
question is given.
Below a space means a topological space. A compactum is a Hausdorff compact space. A map—a continuous mapping
between spaces. The abbreviation for neighbourhood(s) is nbd(s), cf. for ordinal denotes it coﬁnality, I = [0,1]. By clX , intX ,
bdX we denote closure, interior, and boundary of the set in the space X respectively.
All information about, dimensions may be found in [1] or [3] and we follow the notations from [2].
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Pair of nonempty open in X disjoint (brieﬂy odp) sets O i , i = 1,2, deﬁnes a partition F = X \ (O 1∪ O 2) in X . The odp O i ,
i = 1,2, is essential if clX O 1 ∩ clX O 2 = ∅. If O 1 ∪ O 2 is dense in X then O i , i = 1,2, is called oddp in X [5]. For an odp O i ,
i = 1,2, in X clX O 1 ∩ clX O 2 = bdX O 1 ∩ bdX O 2,
Lemma 2.1. Let O i , i = 1,2, be an unessential odp in a normal space X, and for partition F deﬁned by it Ind F  n, n ∈ {−1,0} ∪N.
Then there exists odp Ui , i = 1,2, with partition F ′ deﬁned by it, such that clX O i ⊂ Ui , i = 1,2, and Ind F ′ max{−1,n − 1}.
Proof. The sets clX O i ∩ F , i = 1,2, are closed disjoint subsets of F . If both of them are not empty then since Ind F  n,
there exists odp O ′i , i = 1,2, in F with partition F ′ deﬁned by it such that clX O i ∩ F ⊂ O ′i , i = 1,2, and Ind F ′  n − 1. It is
easy to check that the sets Ui = clX O i ∪ O ′i , i = 1,2, are an odp in X which deﬁnes partition F ′ .
If, for example, clX O 1 ∩ F = ∅ then the sets U1 = clX O 1 and U2 = F ∪ clX O 2 are the required disjoint clopen pair in X
and the partition deﬁned by it is empty. 
Corollary 2.2. Let X be a normal space connected between points x1 and x2 . Then any odp O i , i = 1,2, such that xi ∈ O i , i = 1,2, and
the partition deﬁned by it is strongly zero-dimensional is essential.
Lemma 2.3. Let X be a hereditarily normal space, O i , i = 1,2—odp in X and F—a partition in X deﬁned by it. If Ind(clX O 1 ∩
clX O 2)m and Ind(F \ (clX O 1 ∩ clX O 2)) n, n,m ∈ {−1,0} ∪N, then there exists odp Ui , i = 1,2, with partition F ′ deﬁned by
it such that O i ⊂ Ui , i = 1,2, and Ind F ′ max{m,n− 1}.
Proof. Put X ′ = X \(clX O 1∩clX O 2) and O ′i = X ′ ∩O i , i = 1,2. Since the odp O ′i , i = 1,2, is unessential in a normal space X ′
and for the partition T = X ′ ∩ F deﬁned by it Ind T  n there exists by Lemma 2.1 odp Ui , i = 1,2, and a partition T ′
in X ′ deﬁned by it, such that clX O i ∩ X ′ ⊂ Ui , i = 1,2, and Ind T ′  n − 1. Since Ui , i = 1,2, is also an odp in X so
X \ (U1 ∪ U2) = F ′ = (clX O 1 ∩ clX O 2) ∪ T ′ . The set clX O 1 ∩ clX O 2 is closed in F ′ , Ind(clX O 1 ∩ clX O 2)m, F ′ \ (clX O 1 ∩
clX O 2) = T ′ and Ind T ′  n − 1. From Dowker’s theorem (see, for example, [1, Chapter 7, §2, Theorem 2]) it follows that
Ind F ′ max{m,n− 1}. 
Lemma 2.4. Let X = X1 ∪ X2 , where Xi are closed in X, i = 1,2, and X2 is hereditarily normal. Then
(i) ind X max{ind X1, Ind(X2 \ X1)} if X is regular;
(ii) Ind X max{Ind X1, Ind(X2 \ X1)} if X is normal (this is an obvious generalization of Dowker’s theorem).
Proof. (i) Set max{ind X1, Ind(X2 \ X1)} = n and apply induction on n  −1. If n = −1 then X = ∅ and the statement is
evident.
Let n  0. If x ∈ X2 \ X1 or x ∈ X1 \ X2 then evidently indx X  n. Put X1 ∩ X2 = Y . Consider x ∈ Y and a closed set B
such that x /∈ B . If Y = {x} then there is clearly a partition C between x and B in X such that indC < n.
If |Y | > 1 then we can assume that B ∩ Y = ∅. Choose now a partition C1 between x and B ∩ X1 in X1 such that
indC1 < n. Let also Ui , i = 1,2, be open disjoint subsets of X1 such that X1 \ C1 = U1 ∪ U2, x ∈ U1 and B ∩ X1 ⊂ U2.
Put X2 \ C1 = Z . Observe that U1 ∩ Y and (U2 ∩ Y ) ∪ (B ∩ X2) are closed disjoint subsets of the normal space Z . Choose
open subsets Vi , i = 1,2, of Z such that U1 ∩ Y ⊂ V1, (U2 ∪ Y ) ∪ (B ∩ X2) ⊂ V2 and clZ (V1) ∩ clZ (V2) = ∅.
Note that the sets Ai = clZ (Vi) ∩ (X2 \ X1), i = 1,2, are closed and disjoint in X2 \ X1. Thus there is a partition C2
between A1 and A2 in X2 \ X1 such that IndC2 < n. Let also O i , i = 1,2, be open disjoint subsets of X2 \ X1 such that
(X2 \ X1) \ C2 = O 1 ∪ O 2 and Ai ⊂ O i , i = 1,2.
Observe that the sets Wi = Vi ∪ O i are open and disjoint in Z , x ∈ W1 and B ∩ X2 ⊂ W2. Put C2 = X2 \ (W1 ∪ W2). It is
evident that C2 = (C1 ∩ X2)∪ C2 is a closed subset of X2, C2 \ C1 = C2 and the set C = C1 ∪ C2 is a partition between x and
B in X . By inductive assumption we have indC < n. The point (i) is proved.
In a similar manner we can prove the point (ii). 
Lemma 2.5. Let K be a perfectly normal retract of the normal space Y and Gi , i ∈N, be the nbd base of K in Y such that clY Gi+1 ⊂ Gi ,
i ∈N, and G1 = Y . If Fi = clY Gi \ Gi+1 is perfectly normal for i = 2 j, j ∈N, and X is a closed subset of Y then Ind X  sup{Ind(X ∩
K ), Ind(X ∩ Fi): i ∈N}.
Proof. Put Xi = X ∩ Fi , i ∈N, and XK = X ∩ K . Set sup{Ind XK , Ind Xi: i ∈N} = n, n ∈N∪ {−1}. Note that the case n = ∞ is
evident. Apply induction. If n = −1 the inequality is obviously true. Let n 0.
Let A and B be disjoint closed sets in X and put AK = K ∩ A, BK = K ∩ B . If either AK = ∅ or BK = ∅ then (suppose
AK = ∅) there exists j ∈ N such that A ⊂ X \ clY G j . The set X \ G j is a union of closed subsets ⋃{Xi: i < j, i is odd} and⋃{Xi: i < j, i is even}, and the second one is a perfectly normal space where both subsets are in fact ﬁnite free sums. By
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easy to see that F is a required partition between A and B in X .
Let AK = ∅ and BK = ∅. Then, since Ind XK  n, there exists a partition T between AK and BK in XK such that Ind T 
n−1. Partition T can be extended to the partition T ′ between AK and BK in K , that is XK ∩ T ′ = T . Thus K \ T ′ = WA ∪WB ,
where AK ⊂ WA , BK ⊂ WB . Since K is perfectly normal T ′ =⋂{O j: j ∈ N} where O j is open in K , j ∈ N. We may also
consider that clK (O j+1) ⊂ O j , j ∈N, and clK (O 1) ∩ AK = ∅, clK (O 1) ∩ BK = ∅.
By Lemma 2.3 from [4] there exists i0 ∈ N (let it be even) such that (r−1(WA \ O 1) ∩ Xi) ∩ B = ∅ and (r−1(WB \ O 1) ∩
Xi) ∩ A = ∅ for all i  i0, where r : X → K is the restriction on X of the retraction of Y onto K . By the same considerations
as in the previous case there exists a partition Ti0−1 between A ∩ (X \ Gi0 ) and B ∩ (X \ Gi0 ) with Ind Ti0−1  n − 1. Put
X \ Gi0 = Ui0−1 ∪ Vi0−1, where A ∩ (X \ Gi0 ) ⊂ Ui0−1, B ∩ (X \ Gi0 ) ⊂ Vi0−1.
For every X2 j−1, j ∈ N, 2 j − 1 > i0, let T2 j−1 be the partition between (A ∪ r−1(WA \ O j)) ∩ X2 j−1 and (B ∪ r−1(WB \
O j)) ∩ X2 j−1. Since Ind X2 j−1  n we may consider that Ind T2 j−1  n− 1, j ∈N. Put X2 j−1 \ T2 j−1 = U2 j−1 ∪ V2 j−1, where
A ∩ X2 j−1 ⊂ U2 j−1, B ∩ X2 j−1 ⊂ V2 j−1, j ∈N.
For every X2 j , j ∈ N, 2 j  i0, put X ′2 j = X2 j \ (T2 j−1 ∪ T2 j+1). Let T ′2 j be the partition between X2 j ∩ (A ∪ r−1(WA \
O j) ∪ U2 j−1 ∪ U2 j+1) and X2 j ∩ (B ∪ r−1(WB \ O j) ∪ V2 j−1 ∪ V2 j+1). Since X2 j is perfectly normal we may consider that
Ind T ′2 j  n−1, j ∈N. See, for example, [1, Chapter 7, §3]. It is also easy to check that T2 j = T ′2 j ∪(X2 j ∩T2 j−1)∪(X2 j ∩T2 j+1)
is a partition in X2 j between X2 j ∩ A and X2 j ∩ B , j ∈ N. Moreover from Dowker’s theorem it follows that Ind T2 j  n − 1,
j ∈N.
The direct checking allows us to show that T =⋃{T j: j ∈N} ∪ T is a partition between A and B in X and satisﬁes the
conditions of lemma. Hence Ind T  n − 1. 
Remark 2.6. A standard modiﬁcation in the proof of Lemma 2.5 allows to obtain even a more general result.
Let K be a perfectly normal retract of the normal space Y and Gi , i ∈ N, be the nbd base of K in Y such that
clY Gi+1 ⊂ Gi , i ∈ N, and G1 = Y . If Fi = clY Gi \ Gi+1 is hereditarily normal for i = 2 j, j ∈ N, and X is a closed subset
of Y then Ind X  sup{Ind(X ∩ K ), Ind(X ∩ F2i−1), Ind((X ∩ F2i) \ (F2i−1 ∪ F2i+1)): i ∈N}.
3. Two-sided points of a map
For a map f : Y → X , an odp O i , i = 1,2, in X and the partition F in X deﬁned by it a point y ∈ Y is called (O 1, O 2, f )-
two-sided if f (O y) ∩ O i = ∅, i = 1,2, for any nbd O y of y. The notion of two-sidedness is introduced by B. Pasynkov in [5]
for oddp. Denote by T (O 1, O 2, f ) the set of all (O 1, O 2, f )-two-sided points.
Lemma 3.1. For a map f : Y → X, an odp O i , i = 1,2, in X and the partition F in X deﬁned by it the set T (O 1, O 2, f ) is closed in Y
and T (O 1, O 2, f ) = clY f −1O 1 ∩ clY f −1O 2 ⊂ f −1(clX O 1 ∩ clX O 2) ⊂ f −1(F ).
Proof. If y = T (O 1, O 2, f ) then there exists its nbd O y such that either f (O y) ∩ O 1 = ∅ or f (O y) ∩ O 2 = ∅. Hence each
point from O y does not belong to T (O 1, O 2, f ) and Y \ T (O 1, O 2, f ) is open.
The inclusion clY f −1O 1 ∩ clY f −1O 2 ⊂ T (O 1, O 2, f ) is evident. If y /∈ clY f −1O 1 ∩ clY f −1O 2 then there exists its nbd
O y such that either O y ∩ clY f −1O 1 = ∅ or O y ∩ clY f −1O 2 = ∅. Thus either f (O y) ∩ O 1 = ∅ or f (O y) ∩ O 2 = ∅ and
y /∈ T (O 1, O 2, f ). Hence the equality T (O 1, O 2, f ) = clY f −1O 1 ∩ clY f −1O 2 is true.
Since T (O 1, O 2, f ) = clY f −1O 1 ∩ clY f −1O 2 it is easy to see that T (O 1, O 2, f ) ⊂ f −1(clX O 1) ∩ f −1(clX O 2) =
f −1(clX O 1 ∩ clX O 2) ⊂ f −1(F ) 
Remark 3.2. If an odp O i , i = 1,2, in X is unessential then T (O 1, O 2, f ) = ∅.
Lemma 3.3. Let r : Y → X be a retraction of the normal space Y , Ui , i = 1,2—odp in Y such that Ui ∩ X = ∅, i = 1,2, and F—the
partition deﬁned by it. Then for odp O i = X ∩ Ui , i = 1,2, in X there exists a system ν of nbds of X in Y such that ν  w(X) and
T (O 1, O 2, r|⋂ν) ⊂ F .
Proof. By Lemma 2.5 from [4] there exists a system ν of nbds of X in Y such that |ν|  w(X) and r−1O i ∩ (⋂ν) ⊂ Ui ,
i = 1,2.
Let y ∈ T (O 1, O 2, r|⋂ν). Then by Lemma 3.1 y ∈ cl⋂ν r|−1⋂νO 1 ∩ cl⋂ν r|−1⋂νO 2. Hence y ∈ clY U1 ∩ clY U2 ⊂ F . 
Proposition 3.4. Let r : Y → X be a retraction of a normal space Y , x1, x2 ∈ X, x1 = x2 , and for every partition F ′ between x1 and x2
in X (i.e. there exists odp O i , i = 1,2, in X such that F ′ = X \ (O 1 ∪ O 2) and xi ∈ O i , i = 1,2) with ind F ′ < n and any system ν of
nbds of X in Y such that |ν| w(X) one has ind T (O 1, O 2, r|⋂ν) n, n ∈ {−1.0} ∪N. Then for every partition F in Y between x1
and x2 the equality ind F  n holds and hence ind Y  n+ 1.
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that xi ∈ Ui , i = 1,2. If ind(X ∩ F )  n then ind F  n. Otherwise by Lemma 3.3 for nbds O i = X ∩ Ui , i = 1,2, of x1 and
x2 in X respectively there exists a system ν of nbds of X in Y such that |ν|  w(X), and T (O 1, O 2, r|⋂ν) ⊂ F . Since
ind T (O 1, O 2, r|⋂ν) n by assumption of the proposition it follows that ind F  n. Hence ind Y  n + 1. 
Lemma 3.5. Let X ⊂ I × K where K is a nonempty metrizable compactum, ind X = ind K , p : X → K be the restriction on X of the
natural projection in the product on the second factor, and O i , i = 1,2, be an odp in K such that ind(K \ (O 1 ∪ O 2))  ind K − 1,
p−1O i = ∅, i = 1,2, and ind T (O 1, O 2, p) 0.
Then there exists an oddp Ui , i = 1,2, in X such that p−1O i ⊂ Ui , i = −1,2, bdU1 ∩ bdU2 ⊂ p−1(K \ (O 1 ∪ O 2)) and
ind(bdU1 ∩ bdU2) = max{ind K − 1, ind T (O 1, O 2, p)}.
Proof. The set F = p−1(K \ (O 1 ∪ O 2)) is a partition in X , because X \ F = p−1O 1 ∪ p−1O 2, p−1O i = ∅, i = 1,2, and O i ,
i = 1,2, is an odp in K .
If ind K = ∞ then it is enough to take any thin partition T (int T = ∅) such that T ⊂ F .
Let ind K < ∞. From the monotonicity of dimension ind, Uryson identity indM = dimM = IndM for any separable
metrizable space M and the product theorem it follows that ind F  ind K . Since ind T (O 1, O 2, p)  0 and taking into
account Lemma 3.1 it is easy to see that we are in assumptions of Lemma 2.3. Hence there exists a partition T such that
T ⊂ F and ind T max{ind K − 1, ind T (O 1, O 2, p)}. Of course one can suppose that intX T = ∅. 
Lemma 3.6. Let X be a closed subset of I × K where K is one-dimensional metrizable compactum, p : X → K be the restriction on X
of the natural projection in the product on the second factor, and O i , i = 1,2, be an odp in K such that dim(K \ (O 1 ∪ O 2) 0 and
ind T (O 1, O 2, p) = 1.
Then there exist x ∈ clK O 1∩clK O 2 , segment Ix and countable sets Ci , i = 1,2, such that Ix×{x} ⊂ T (O 1, O 2, p), clX Ci = Ix×{x}
and p(Ci) ⊂ O i , i = 1,2.
Proof. From Lemma 3.1 it follows that clK O 1 ∩ clK O 2 = ∅. For any x ∈ clK O 1 ∩ clK O 2 its preimage p−1x does not
contain a segment if and only if ind p−1x = 0 (see, for example, [1]). If ind p−1x = 0 for any x ∈ clK O 1 ∩ clK O 2 then
ind T (O 1, O 2, p) 0 due to Hurewicz’s formula. See, for example, [1, Chapter 9, §2]. Hence there exists x ∈ clK O 1 ∩ clK O 2
and a segment Ix ⊂ I such that Ix×{x} ⊂ T (O 1, O 2, p). Now the existence of countable subsets Ci , i = 1,2, with the required
properties follows from the separability of Ix and X being ﬁrst countable. 
4. Characterization theorem
For an ordinal α  c let T (α) be the set of all ordinals less than α. On the product T (α) × [0,1) take the lexicographic
order and add the point {α} as the maximal element. This set with the topology induced by the introduced order is
denoted by P (α) [2, Problem 3.12.18]. For β < α let [β,β + 1] ⊂ P (α) ([β,β + 1] ⊂ P (α), (β,β + 1) ⊂ P (α)) denote the
space homeomorphic to the segment (half-interval, interval) between ordinals β and β + 1.
Let K be a metrizable compactum, Π = P (α) × K . For a closed subset X of Π the restriction on X of the natural
projection in the product on the second factor is denoted by pr : X → K . The following is fulﬁlled for any closed subset X
of Π : dim X  ind X  Ind X < dim K + 1, if dim X  0 then dim X = ind X = Ind X  0. See, for example, [1], and [8] for the
inequality Ind X  dim K + 1.
Put Kβ = ({β} × K ) ∩ X , Xβ = (P (β) × K ) ∩ X , Xβ− = X \ ((P (β) \ {β}) × K ), Xβ+ = [β,β + 1] × K ∩ X .
Proposition 4.1. For any closed subset X of Π ,
Ind X  dim X + 1.
Proof. The case dim X = ∞ is evident. Let dim X < ∞. Suppose that Ind X > dim X + 1 and put β = min{β ′  α: Ind Xβ ′ >
dim X + 1}. Hence Ind Xβ > dim X + 1. From Lemma 2.5 it follows that cf. β > ℵ0. Otherwise, the existence of an increasing
sequence βi , i ∈N, of ordinals, converging to β such that β2i+1 = β2i + 1, i ∈N, and β1 = 0 shows that Ind Xβ  dim X + 1.
Since cf. β > ℵ0 and w(K )  ω0 from the deﬁnition of topology on X it follows that there exists γ < β such that
Xβ ∩ Xγ− ⊂ pr−1(Kβ). Here the ﬁber {β} × K and K are identiﬁed.
Let A and B be disjoint closed sets in Xβ and put Aβ = Kβ ∩ A, Bβ = Kβ ∩ B . If either Aβ = ∅ or Bβ = ∅ then (suppose
Aβ = ∅) there exists γ < β such that A ⊂ Xγ and A ∩ Kγ = ∅. Since Ind Xγ  dim X + 1 there exists a partition F between
A and (B ∩ Xγ ) ∪ Kγ such that Ind F  dim X . Evidently F is also a partition between A and B in Xβ . Hence for such sets
it is possible to ﬁnd a partition between them with Ind F  dim X .
Let Aβ = ∅ and Bβ = ∅. Then since Ind Kβ = dim Kβ  dim X , there exists a partition T between Aβ and Bβ in Kβ such
that Ind T  dim X − 1. From Xβ ∩ Xγ− ⊂ pr−1(Kβ) and Lemma 2.3 from [4], it follows that there exists γ < γ < β and a
partition Tγ = pr−1(T ) ∩ X(γ+1)− in X(γ+i)− between X(γ+i)− ∩ A and X(γ+i)− ∩ B . Since the ﬁnite sum theorem for Ind
holds in P (β) and K and Ind is monotone on closed subsets, from [8] it follows that Ind Tγ  dim X . Put X(γ+1)− \ Tγ =
Uγ+1 ∪ Vγ+1, where Uγ+1 ∩ Vγ+1 = ∅ and A ∩ X(γ+1)− ⊂ Uγ+1, B ∩ X(γ+1)− ⊂ Vγ+1.
K.L. Kozlov / Topology and its Applications 155 (2008) 2009–2016 2013Since Ind Xγ  dim X + 1 there exists a partition Fγ in Xγ between A ∩ Xγ and B ∩ Xγ such that Ind Fγ  dim X . Put
Xγ \ Fγ = Uγ ∪ Vγ where Uγ ∩ Vγ = ∅ and A ∩ Xγ ⊂ Uγ , B ∩ Xγ ⊂ Vγ .
Since Ind(Xγ+ \ (Fγ ∪ Tγ )) dim X + 1 and the sets (A ∩ Xγ+) ∪ Uγ+ ∪ Uγ , (B ∩ Xγ+) ∪ Vγ+ ∪ Vγ are closed disjoint
in (Xγ+ \ (Fγ ∪ Tγ )), there exists a partition Fγ+ in Xγ+ \ (Fγ ∪ Tγ ) between them such that Ind Fγ+  dim X . Remember
that Xγ+ is separable metrizable and closed in Xγ+1.
It is easy to check that F = Fγ ∪ Fγ+ ∪ Tγ is a partition in Xβ between A and B . From [6, Proposition 3.5] or Lemma 2.4,
it follows that Ind F  dim X . Hence a partition F with Ind F  dim X can be found between any disjoint closed subsets
of Xβ . The obtained contradiction proves proposition. 
Corollary 4.2. For any closed subset X of Π ,
dim X  ind X  Ind X  dim X + 1.
If ind X > dim X then ind X = Ind X.
Question 4.3. Does Urysohn identity hold for compact X ⊂ Π if dim X = ind X?
Lemma 4.4. If x /∈ R = T (α) × K then indx X  dim X.
Proof. For any x /∈ R there exists its nbd which closure is a separable metrizable space. The rest follows from the mono-
tonicity of dimension dim on this subsets and coincidence of dimensions ind and dim [1]. 
Remark 4.5. In Lemma 4.4 one can take, the product of uncountable limit ordinals on K as R .
Lemma 4.6. For any β < α and any nbd O of Kβ in X there exists nbd Wof Kβ in X such that clX W ⊂ O and IndbdX W  dim X−1.
Proof. Without loss of generality we may assume that O ∩ X(β+1)− = ∅.
From the deﬁnition of topology in Π and compactness of K it follows that there exists γ < β such that either Xγ− ∩
Xβ ⊂ O or β = γ + 1. Since Ind Xγ+  dim X (Ind Xβ+  dim X ) there exists (dim X − 1)-dimensional partition Fγ (Fβ ) in
Xγ+ (Xβ+) between Kγ and Kγ+1 in the ﬁrst case or Xγ+ \ O and Kβ in the second one (Kβ and Xβ+ \ O ). Then Fγ ∪ Fβ is
a partition in X between Kβ and X \ O . Evidently Ind(Fγ ∪ Fβ) dim X − 1. Hence the required set W is the set “between
this partitions”. 
Corollary 4.7. For open set V in X, any β < α and any nbd O of Kβ in X there exists an open nbd W of Kβ in X such that clX W ⊂ O
and indbdX (V ∩ W )max{indbdX V ,dim X − 1}.
Proof. By Lemma 4.6 there exists nbd W of Kβ in X such that clX W ⊂ O and IndbdX W  dim X − 1. Then W ∩ V is the
required nbd (remind the sum theorem for closed subsets in separable metrizable spaces). 
For any closed subset X of Π with ind X = dim X + 1 let D = {x ∈ X: indX X = ind X} be its dimensional kernel (see, for
example, [1, Chapter 2, §4]).
Proposition 4.8. For any closed subset X of Π with ind X = dim X + 1 put β = min{β ′  α: Kβ ′ ∩ D = ∅}. Then
dim X = dim Xβ < ind Xβ = ind X .
Proof. Inequalities dim Xβ  dim X and ind Xβ  ind X are evident. From Corollary 4.2 it follows that the equality ind Xβ =
ind X imply dim Xβ = dim X .
Evidently ind(Xβ ∪(([β,β+1)×K )∩ X)) = ind X since it is an open subset of X which intersects D . Also ind(([β,β+1)×
K )∩ X) dim X and the subsets Xβ and ([β,β +1)× K )∩ X satisfy the conditions of Lemma 2.4. Hence ind Xβ = ind X . 
If dim X = 1 then either ind X = Ind X = 2 or dim X = ind X = Ind X = 1 (see, for example, [1]). From Lemma 2.5 it
follows that
Proposition 4.9. Let X be any closed subset of Π with ind X = 2, dim X = 1, and β = min{β ′  α: Kβ ′ ∩ D = ∅}. Then cf. β  ℵ1 .
Proposition 4.10. Let X be any closed subset of Π with ind X = 2, dim X = 1. Then for any β < α such that Dβ = D ∩ Kβ = ∅ the
equality
dim Dβ = dim Kβ = dim X
holds.
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of Dβ and the deﬁnition of topology on Π it follows. If Dβ = ∅ and dim Dβ = 0 then for any point x ∈ Dβ and its nbd O in
X there is its nbd V in X such that clX V ⊂ O and bdX V ∩ Dβ = ∅ (see, for example, [1]). The set bdX V ∩ Kβ is compact.
Thus there exists a ﬁnite cover of bdX V ∩ Kβ by open in X sets Ok , k = 1, . . . ,n, such that indbdX Ok = 0 and x /∈ clX Ok ,
k = 1, . . . ,n. Evidently U = V \⋃{clX Ok :k = 1, . . . ,n} is a nbd of x. Since Ok , k = 1, . . . ,n, is a cover of bdX V ∩ Kβ there
exists nbd W of Kβ in X such that bdX U ∩ W ⊂⋃{bdX Ok: k = 1, . . . ,n}. Taking into consideration Lemma 4.6 we may
consider that indbdX U = 0. Hence indx X = 1. But this is a contradiction with x ∈ D . 
Question 4.11. Are Propositions 4.9 and 4.10 true for any closed subset X of Π with ind X = dim X + 1?
Theorem 4.12. Let X be a closed subset of Π and dim X = 1. Then the following conditions are equivalent
(a) ind X = 2;
(b) there exist β  α, cf. β  ℵ1 , and distinct points x1, x2 ∈ Kβ such that any partition between them in Xβ is one-dimensional;
(c) there exist β  α, cf. β  ℵ1 , and distinct points x1, x2 ∈ Kβ such that for any nbd O of Kβ in Xβ and any odp O i , i = 1,2,
in Kβ where xi ∈ O i , i = 1,2, with zero-dimensional partition F deﬁned by it ind T (O 1, O 2, rO ) = 1, where r—the restriction on
Xβ ∩ pr−1 Kβ of the map pr and further natural identiﬁcation of K and {β} × K ⊂ Π ;
(d) there exist β  α, cf. β  ℵ1 , and distinct points x1, x2 ∈ Kβ such that for any δ < β and any odp O i , i = 1,2, in Kβ where
xi ∈ O i , i = 1,2, with zero-dimensional partition F deﬁned by it the following condition is fulﬁlled
(	) there exist γ , δ < γ < β , x ∈ clKβ O 1 ∩ clKβ O 2 segment Iγ ⊂ [γ ,γ + 1] and countable sets Ci ⊂ Xγ+ , i = 1,2, such that
Iγ × {x} ⊂ Xγ+ , clXγ+ Ci = Iγ × {x} and r|Xγ+(Ci) ⊂ O i , i = 1,2.
Proof. Implication (d) ⇒ (c) is evident. From cf. β  ℵ1 it follows that any Gδ , nbd of Kβ contains an open nbd. Now
the implication (c) ⇒ (b) follows from Proposition 3.4. From the monotonicity of dimensions ind and dim the implication
(b) ⇒ (a) follows.
Let us show the implication (a) ⇒ (b). From Propositions 4.8 and 4.9 it follows that for β = min{β ′  α: Kβ ′ ∩ D = ∅}
the following relations dim Xβ = 1, ind Xβ = 2 and cf. β  ℵ1 hold.
It remains to prove that there exists points x and y in Kβ such that any partition in Xβ between them is one-
dimensional.
Suppose the opposite. Let x ∈ Kβ be such that indx Xβ = 2. Then there exists the nbd O of x in Xβ such that for any
nbd U of x with clXβ U ⊂ O the equality indbdXβ U = 1 holds. Let U be any of such nbds. For any point y ∈ bdXβ U ∩ Kβ
according to our supposition there exists its nbd U y in Xβ such that indbdXβ U y = 0 and x /∈ clXβ U y . The set bdXβ U ∩ Kβ
is compact. Thus it is possible to choose ﬁnite number of the sets U yk , k = 1, . . . ,n, covering bdXβ U ∩ Kβ . The set U ′ =
U \⋃{clXβ U yk : k = 1, . . . ,n} is an nbd of x, U ′ ⊂ O . Taking into consideration Lemma 4.6 we may consider that bdXβ U ′ ⊂⋃{bdXβ U yk : k = 1, . . . ,n}∪ F , where dim F = 0. Thus indbdXβ U ′ = 0. The contradiction with indx Xβ = 2 is obtained. Hence
the implication (a) ⇒ (b) is proved.
Let x and y be those points in Kβ that every partition between them is one-dimensional.
Let us show that for any nbd O of Kβ and any odp O i , i = 1,2, in Kβ such that x ∈ O 1, y ∈ O 2 and the partition
Kβ \ (O 1 ∪ O 2) deﬁned by it is zero-dimensional there exists γ < α such that Xγ+ ⊂ O and ind T (O 1, O 2, r|Xγ+) = 1.
Suppose that there exists an nbd O of Kβ such ind T (O 1, O 2, r|Xγ+) = 0 for any Xγ+ ⊂ O . Without loss of generality
nbd O may be considered of the form Xδ− and since cf. β  ℵ1 we may assume that O ⊂ r−1Kβ . Put Γ = {γ : δ 
γ < β}. By Lemma 3.5 for every γ ∈ Γ there exists an oddp Uγ , Vγ , in Xγ+ such that r|−1Xγ+ O 1 ⊂ Uγ , r|−1Xγ+ O 2 ⊂ Vγ ,
bdXγ+ Uγ ∩ bdXγ+ Vγ ⊂ r|−1Xγ+(Kβ \ (O 1 ∪ O 2)) and ind(bdXγ + Uγ ∩ bdXγ+ Vγ ) = 0.
Put U1 = intO (⋃{Uγ : γ ∈ Γ }), U2 = intO (⋃{Vγ : γ ∈ Γ }). Evidently the sets ⋃{Uγ : γ ∈ Γ } \ U1 and ⋃{Vγ : γ ∈
Γ } \ U2 belong to O ∩ R . R is deﬁned in Lemma 4.4. Then r|−1O O 1 ⊂ U1, r|−1O O 2 ⊂ U2 and thus F = O \ (U1 ∪ U2) ⊂
r|−1O (Kβ \ (O 1 ∪ O 2)).
Using the Dowker’s theorem for O \ R and O ∩ R and taking into consideration the monotonicity of dimension, the sum
theorem, the product theorem, and that F ∩ Kγ+ ⊂ r−1Xγ+(Kβ \ (O 1 ∪ O 2)) for every γ ∈ O ∩ R , it follows that ind F = 0.
Hence taking into consideration Corollary 4.7 there is a zero-dimensional partition between x and y. The contradiction
is obtained. Hence the implication (b) ⇒ (c) is proved.
From Lemma 3.6 the implication (c) ⇒ (d) follows. 
Remark 4.13. From the proof of Theorem 4.12 it follows that for any point x ∈ Kβ with indx Xβ = 2 there exists point y ∈ Kβ
such that any partition in Xβ between them is one-dimensional.
Corollary 4.14. Any two points in Kβ such that arbitrary partition in Xβ between them is one-dimensional belong to one connected
component.
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the points. Hence taking into consideration Corollary 4.7 and Proposition 4.9 there is a zero-dimensional partition between
these points. The contradiction with the condition of the corollary is obtained. 
5. Discussions
It is natural to consider the subspaces of the products of the long segment on the compactum as transﬁnite case (see [4]).
Remark 5.1. In the transﬁnite case instead of the space P (α) one can take its subspace Y such that the set {β < α:
dim([β,β + 1] ∩ Y ) = 1} is coﬁnal α.
Question 5.2. Can compact subsets in Π with noncoinciding dimensions dim and ind be characterized in the same manner
as in Theorem 4.12 for larger dimensions?
In [4] the notion of a tailing introduced by B. Pasynkov was formulated [Deﬁnition 2.1] and in [5] it was noted that
this concept may be generalized [Remark 8.14]. Let us give the simpliﬁed version (point 3) is weaker of a (generalized)
tailing—two-sided tailing.
Deﬁnition 5.3. For a nonempty space Φ a space X is called a two-sided tailing of Φ if Φ ⊂ X and
(1) there exists a retraction r : X → Φ;
(2) for any oddp O i , i = 1,2, in Φ there exists a system Xα , α ∈ A(O 1,O 2) of closed subsets of X such that for any α ∈
A(O 1,O 2) , ind T (O 1, O 2, rα) 1, where rα = r|Xα ;
(3) for any oddp O i , i = 1,2, in Φ and any system ν of nbds of Φ in X of cardinality |ν|  ω(X), {α ∈ A(O 1,O 2): Xα ⊂⋂
ν} = ∅.
In the characterization Theorem 4.12 we managed to ﬁnd two distinct points such that any partition between them is
one-dimensional. If metrizable compactum K is a one-dimensional polyhedron, the union of ﬁnite number of segments,
then it is possible to show that there exists a segment such that a partition between any two points of this segment is
one-dimensional. And we can prove even more.
Theorem 5.4. Let X be a closed subset of Π with K—one-dimensional polyhedron, and dim X = 1. Then ind X = 2 iff X contains a
two-sided tailing of some segment in K.
In connection with Theorems 4.12 and 5.4 the following question may be posed.
Question 5.5. Let X be a closed subset of Π with dim X = 1, ind X = 2. Can we ﬁnd the Cantor manifold C such that for
any two distinct points from C any partition between them is one-dimensional?
In connection with Theorem 5.4 it is worth noting that for X ⊂ Π where K is an arbitrary one-dimensional compactum
with dim X = 1, ind X = 2 it is not always possible to ﬁnd a two-sided tailing in X . Also odps in Theorem 4.12 cannot be
changed on oddps. The example revealing both these facts can be constructed, it is not complicated, for K = I ∪ N , where
N is dense in K countable set of isolated points and I is the segment.
By discrete case we understand (see [4]) compact subspaces of the product of the compact hedgehog and metrizable
compactum.
Remark 5.6. A slight modiﬁcation of the techniques used above allows to prove statements analogous to Proposition 4.1 and
Theorems 4.12, 5.4 in the discrete case. The questions analogous to 4.3, 4.11, 5.2 and 5.5 are also open.
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