One of the central functions of categories is property induction (Anderson, 1991) . Induction is relatively straightforward when an object's category is known with certainty. If we know that an object is a dog, we can be confident that it will bark, wag its tail, chase cats, and so on. However, induction becomes more complex when we are uncertain about category membership. If we glimpse an animal running through the bush, we may not be sure whether it is a dog or a dingo, and subsequent inductions (e.g., How likely is it to befriend me?) will depend on how we handle this uncertainty.
According to rational models of reasoning (e.g., Anderson, 1991), we should make inductive predictions using a multiple-category approach, whereby predictions are conditionalized on all possible categorizations of an object. Thus, if one is 70% certain that the animal is a dog and 30% certain that it is a dingo, one's induction about the chances of friendship should be lower than if one is 90% certain that it is a dog.
However, a large body of empirical work suggests that people do not incorporate information from multiple categories in induction under uncertainty. Instead, people tend to rely only on the most dominant or likely category. This leads people to rate the probability of unknown features to be equal even when they acknowledge different amounts of uncertainty in the initial categorization of an object. That is, both 70% and 90% certainties that an object was a dog lead to the same probability rating about the chance of friendship. This single-category approach to induction has been demonstrated in a variety of artificial and real-world categories (Hayes & Newell, 2009; Murphy & Ross, 1994 Ross & Murphy, 1996) .
Speeded Induction
A notable exception to the dominance of the singlecategory approach was reported by Verde, Murphy, and Ross (2005; hereafter, VMR) . VMR speculated that a single-category approach is often attractive because it can be implemented without recourse to the complex Bayesian computations necessitated by the multiple-category approach (e.g., Anderson, 1991) . Moreover, they pointed out that in many situations, the inclusion of information from other categories has a relatively small impact on the specific probability of an unknown feature; thus, a small improvement in the accuracy of a numerical prediction might be insufficient to promote the more complex multiple-category strategy (Verde et al., 2005) .
However, VMR argued that changing the nature of the required prediction might boost multiple-category use. They made two changes to the standard paradigm. First, they asked for speeded judgments, rather than self-paced judgments. Second, they elicited binary feature predictions (e.g., Is the object likely to befriend you: yes or no?), rather than precise numerical probabilities. They argued that speeded judgments have been shown to rely on intuitive and automatic forms of reasoning and that binary judgments can be made more quickly and intuitively than the Bayesian analysis required to justify numerical predictions. According to VMR, both of these manipulations should lead participants to draw on information from multiple categories. Two experiments supported this interpretation: Speeded, binary feature inductions appeared to be based on information drawn from all possible categorizations of a given object, not just the dominant one. feature word, which was a color if the given feature was a shape and a shape if the given feature was a color. The participants had to respond yes or no as quickly and accurately as possible.
The key finding was that participants responded faster to critical conjunctions that had occurred in more than one category (e.g., green triangles) than to the conjunctions that had appeared in only one (e.g., red squares). This faster responding could not, according to VMR, be attributed to single-category responding, because the distribution of conjunctions within the dominant category was identical. Thus, the speeded inductions were deemed to have been influenced by information from "unconsciously" considered multiple categories (Murphy & Ross, 2007; Verde et al., 2005) .
A Role for Feature Conjunctions
Although this explanation is consistent with VMR's data, an alternative account can be advanced. Crucially, the number of feature co-occurrences and the number of categories in which objects appeared were confounded in VMR's design. Green triangles did appear in more categories than did red squares but they also appeared more often across all training items. Thus, as VMR acknowledged, it is impossible to determine whether the decreased response times (RTs) were due simply to greater frequency of occurrence or to the integration of information across categories. The former interpretation is perhaps more likely, given that a simple extrapolation of the VMR result leads to the counterintuitive prediction that responding should be further facilitated by increasing the number of categories in which an object occurs.
Determining what is responsible for the VMR result is crucial, because it speaks directly to whether participants use any kind of categorical representation when making inductions or simply rely on the presence of conjunctions in individual exemplars. This issue is especially pertinent given several recent findings implicating the use of feature conjunction reasoning in the standard inductionunder-uncertainty paradigm (Hayes, Ruthven, & Newell, 2007; Murphy & Ross, 2010; Papadopoulos, Hayes, & Newell, in press ). These studies showed that when people are uncertain about an object's category membership, they default to inductive predictions based on feature correlations, often eschewing category boundaries. So, in our earlier example, people could make a prediction about the friendliness of the unknown animal by simply retrieving associations between known features (e.g., animal of a certain size and shape) and likelihood of friendliness, without a preliminary stage of categorization.
The aim of the present experiments was to distinguish between the role played by category membership and the role played by feature conjunctions, by manipulating these factors orthogonally. In order to examine the possible influence of implicit and explicit consideration of categories, in Experiment 1, categories were not mentioned prior to feature induction (as per VMR), but in Experiment 2, an explicit category membership judgment was required immediately before the feature induction was made.
These results are important for two reasons. First, they stand in stark contrast to the dominance of single-category reasoning across a wide variety of experimental studies, and second, they suggest a differential influence of "consciously" and "unconsciously" considered categories. In the standard paradigm, participants are encouraged to reflect consciously on category membership prior to feature induction, and this appears to lead to a focus on the dominant category. In contrast, the speeded judgment, in which categories may be considered in some automatic or "unconscious" manner, appears to lead to integration of information from multiple categories (Murphy & Ross, 2007; Verde et al., 2005) .
Given the important implications of these results, we sought in the present study to reexamine the VMR paradigm. Our primary goal was not simple replication (although we did replicate VMR's basic effect) but the examination of an alternative explanation, precipitated by recent findings in related studies of category-based induction under uncertainty. Next, we describe the VMR study in detail and then present our alternative explanation, which was tested in the experiments that follow.
The Verde et al. (2005) Study
VMR used a version of the children's geometric drawings task developed by Murphy and Ross (1994) . In the task, there were four categories labeled with children's names: Bob, John, Ed, and Sam. Each child was said to have drawn 16 exemplars of geometric shapes, and some children were said to have preferences for different colors and shapes.
For example, Bob liked to draw triangles and color his shapes green; thus, he was the dominant category for the features green and triangle, because they were most likely (60% of the time) to have been drawn by him. John preferred red and squares, and objects with these features were most likely (60% of the time) to be drawn by him. For each critical feature pair (green-triangle and red-square), the distribution within the respective dominant (most likely) category (Bob, John) was equal: The probability that a green drawing would be a triangle (and vice versa) was 75%, and the probability that a red drawing would be square (and vice versa) was 75%. Thus, an induction about the missing feature (e.g., shape) of a green or red object should not differ if predictions are based solely on the dominant categories.
However, the distribution of critical features differed outside the dominant categories. Specifically, two children other than Bob drew green triangles, but no child other than John drew red squares. Thus, if information from outside the dominant category was used in induction, a green drawing should be rated as more likely to be a triangle than that a red drawing is likely to be square.
VMR trained participants to learn the category structures in a trial-by-trial paradigm (see the present Method section for details). In the induction test, participants were shown the phrase, "A picture that is:" followed by a feature word (e.g., triangle), and then, after a delay, were shown the phrase "is most likely to be:" followed by a second times in Sam), in two categories for a total of 13 presentations (e.g., green-triangle: 9 times in Bob and 4 in Sam), or in one category for a total of 9 presentations (e.g., blue-circle: 9 times in Ed ).
The key VMR comparison was preserved by ensuring that distributions of the critical pairs were the same within the two dominant categories Bob and Ed: In both categories, a drawing was 60% likely to have each critical feature (e.g., green or triangle in Bob's case, blue or circle in Ed's), and a drawing with one critical feature was 75% likely to have the other. Crucially, the conditions differed in the distribution of critical feature pairs in the nondominant categories, because green triangles were also drawn by Sam, but only Ed drew blue circles.
Procedure. The participants were given a study booklet containing the 20 drawings of each child on four separate pages. They were told to familiarize themselves with each child's drawings. After 10 min, the booklets were removed, and the learning phase was conducted on a computer. In the learning phase, all 80 exemplars from the four categories were presented in random order. On each test trial, the question "Who drew this picture?" was displayed at the top of the screen. After 1 sec, 1 exemplar and the four response options (Bob, John, Sam, Ed ) were displayed. The participants were asked to respond as quickly and accurately as possible by pressing an assigned key. If a picture could have been drawn by more than one person, they were told to give the best answer. Feedback was displayed and remained on screen for 2 sec for correct and 4 sec for incorrect responses (to encourage accurate responding). After the first learning phase, the participants were allowed to consult the study booklet for a further 5 min before completing a second, identical learning phase.
The final speeded induction test consisted of 8 practice trials followed by 72 test trials. Each trial started with a blank screen (for 1,500 msec); then "A picture that is" appeared on the left-hand side of the screen. After a 500-msec delay, a feature word (e.g., green) appeared in the middle of the screen, along with "is most likely to be." After a further 500-msec delay, a second feature word (e.g., triangle) appeared below the first, and a yes or no response was elicited. Each of the four critical feature pairs was presented 8 times, for a total of 32 trials. The remaining 40 trials comprised 16 in which a critical feature was paired with a filler feature (e.g., green-oval ) and 24 in which each filler was presented with all
ExPERImENT 1 multiple Categories Versus Feature Conjunctions
The simplest way to examine the effects of category membership and feature conjunction is to use a factorial design with two levels of each factor-for example, membership (few vs. many categories) and feature conjunction presentations (few vs. many). The feature conjunction account predicts a main effect of number of presentations on RT (many faster than few) but no effect of category membership; the simple extrapolation of VMR's result leads to the prediction that responding will be faster to items in more categories.
Following VMR, we operationalized many feature conjunction presentations as 13 and few as 9. For category membership, we compared items that were members of one or two categories with those that were members of four categories. We chose one or two categories (rather than a simple comparison of two vs. four categories) in order to preserve the VMR stimulus construction in which the critical evidence came from finding shorter RTs for items presented 13 times in two categories than for items presented 9 times in one category. method Participants. Thirty-two first-year psychology students from the University of New South Wales participated for course credit. materials and Design. The structure of the training categories is displayed in Table 1 . Four categories (Bob, John, Ed, and Sam) were created with 20 exemplars, each consisting of two features: shape and color. Critical conjunction pairs appeared in four categories for a total of 13 presentations (e.g., red-square: three times each in the categories Bob, Ed, and Sam and four times in the category John), in four categories for a total of 9 presentations (e.g., yellow-diamond: twice each in Bob, John, and Ed and three Note-Critical conjunction items are in bold. In Experiment 2, the assignment of features (shapes, colors) was counterbalanced across categories.
Discussion
Experiment 1 replicated VMR's main finding, showing that feature conjunctions that were equated in their dominant categories (e.g., green triangles and blue circles) were responded to differently in speeded induction judgments. However, the faster responding to green triangles appeared to be due to frequency of exposure of the conjunction of features, rather than to the number of categories these exemplars were shown in. This is because at the overall level, the frequency of exemplar presentation significantly affected RT, but the number of categories in which an exemplar was shown did not. In fact, contrary to the simple extrapolation of the VMR result, increasing the number of categories with a given feature tended to slow induction (see Figure 1) .
ExPERImENT 2 Explicit Consideration of Categories
VMR speculated that the multiple-category responding they observed was due to automatic or implicit consideration of information from multiple categories (see also Murphy & Ross, 2007) . Experiment 1 challenged the multiple-category account of VMR's results by demonstrating that frequency of feature co-occurrence, and not category membership, drives the facilitation in inductive responding. Experiment 2 examined whether this pattern would hold when categories were explicitly considered (or where consideration was at least encouraged) immediately before feature induction. This was done by preceding the feature induction question with a binary category membership judgment.
According to VMR's characterization, the explicit consideration of categories should push responding toward single-category reasoning. This would result in no RT differences for critical feature conjunctions that are equated in their dominant categories. In contrast, the feature conjunction account, in which category membership is ignored, predicts no effect of making categories more salient and, thus, a data pattern similar to that in Experiment 1. method Participants. Sixty-four first-year psychology students from the University of New South Wales participated for course credit. materials and Design. The category structure was the same as that in Experiment 1, but we added a counterbalanced version of the stimuli. Thirty-one participants completed a version with the assignment of features shown in Table 1 , and 33 completed a counterbalanced version in which colors and shapes were randomly paired and then exchanged across the category structure (e.g., all red shapes in the original version became green shapes in the counterbalanced version, and vice versa).
Procedure. The procedure was identical to that in Experiment 1, with the addition of a category membership question in the speeded induction test. On each test trial, the participants were shown a "picture that is," and then, after a 500-msec delay, a feature word was shown and they were asked "was most likely drawn by," followed by two children's names. For each trial, the two names consisted of one from the most likely category and one from an unlikely category. Immediately following a response to the category question, the feature prediction question was asked. There was a 1-sec intertrial interval.
other possible features (e.g., orange-diamond ). Yes and no were the correct responses on an equal number of trials.
Results
Learning phase data. Accuracy in the second learning phase was 61.45%, significantly above chance (25%) [t(31) 5 32.10, p , .001], indicating that the participants were able to learn this relatively complex categorization task.
Speeded induction test data. The participants were very accurate, with 88% to 94% correct inductions about the features of the four critical pairs. Accuracy did not vary as a function of category membership or number of presentations (largest F , 1.5). 1 The RT data for correct feature inductions are shown in Figure 1 . 2 For the primary analyses, we collapsed across the one versus two category membership items, so that we could examine the main effect of few (one or two) versus many (four) categories. There was a main effect of number of presentations, with items presented 13 times (1,098 msec) responded to faster than those presented 9 times (1,309 msec) [F(1,31) 5 5.50, p 5 .026]. In contrast, there was no significant main effect of category membership [F(1,31) 5 1.63, p 5 .21], although the trend was opposite to that predicted by the extrapolation of the VMR result, with faster responses for items presented in one or two categories (1,160 msec) than for those presented in four categories (1,247 msec). The interaction between number of presentations and category membership was not significant (F , 1).
Simple effects analyses were conducted to explore the specific VMR finding. 3 These revealed that items presented 13 times in two categories were responded to faster than those presented 9 times in one [F(1,31) 5 7.37, p 5 .031], despite their having identical distributions within their dominant categories. The difference in RTs to items presented 13 times in four categories and 9 times in four did not reach significance [F(1,31) 5 1.88, p 5 .18 ], but Figure 1 shows a trend for faster responding to the more frequently exposed items. These data seem most readily explained by the noncategorical feature conjunction account. Furthermore, rather than leading participants toward single-category reasoning, explicit categorization of test items appeared to interfere with subsequent induction. Items that appeared in four categories were responded to less accurately and more slowly than were those appearing in one or two categories.
GENERAL DISCUSSIoN
The present experiments show that membership in multiple uncertain categories does not facilitate inductive judgments but that additional pairings of given and predicted features do. That is, the frequent presentation of exemplars that consist of a conjunction of two features facilitates subsequent prediction of one feature from the other.
These data challenge the claim that VMR's basic effect was due to the use of multiple-category reasoning in feature induction. Our data are consistent with a feature conjunction approach to uncertain induction, whereby people make feature predictions on the basis of what they know about other exemplar features, rather than on the basis of category membership. This is an important result, because most previous work on induction has assumed that categories are central to induction. Our data suggest, however, that when category membership is uncertain, people often favor predictions based on feature conjunction (cf. Murphy & Ross, 2010) . The processing mechanisms involved in feature conjunction have yet to be fully specified, but the present data are consistent with exemplar-based accounts (e.g., Nosofsky & Palmeri, 1997) , in which the given feature (e.g., triangle) acts as a retrieval cue for exemplars in memory with this feature. Critical features that have occurred together more often in training (e.g., green and triangle) are then more readily and accurately recalled at test, due to stronger associations in memory between those features.
The data do not support the claim that categories considered implicitly (Experiment 1) or explicitly (Experiment 2) result in different patterns of performance in induction under uncertainty. The principal difference between the experiments-the shift toward even slower responding to items spaced across multiple categories in Experiment 2-suggests that when feature conjunction information is used as the default, membership in multiple categories has a deleterious effect on responding. One caveat to this conclusion is that in Experiment 2, participants responded slightly more accurately (84.5% vs. 80.1%) and significantly faster to items seen 13 times in two categories than to those seen 9 times in one. However, the overall pattern in the data of both experiments suggests that the improved performance in induction was due to the increase in exposures to conjunctions, and not to multiple-category membership.
Taken together, these data suggest a convergence between speeded induction tasks (the present experiments) and more "deliberative" feature prediction studies (Hayes et Speeded induction test data. Accuracy of feature inductions was high overall and was affected by category membership, but not by number of presentations. Predictions about items that appeared in one or two categories (82%) were more accurate than those for items presented in four categories (64%) [F(1,62) 5 64.28, p , .001].
For the primary RT analyses (Figure 2) , we again collapsed across the one versus two category membership items so that we could examine the main effect of few (one or two) versus many (four) categories. In addition, we examined RTs only for judgments on which both feature induction and category membership judgments were correct. 4 Consistent with Experiment 1, conjunctions presented 13 times were responded to faster (1,089 msec) than those presented only 9 times (1,250 msec) [F(1,63) 5 10.62, p 5 .002]. In addition, responses to items appearing in one or two categories (1,087 msec) were significantly faster than responses to those appearing in four categories (1,252 msec) [F(1,63) 5 9.52, p 5 .003]. The interaction between the factors was not significant [F(1,63) 5 2.46, p 5 .12], although a trend is apparent suggesting a larger difference between exposure frequencies in the one-or two-category conditions.
Simple-effects analyses (see note 3) revealed that items presented 13 times in two categories were responded to faster than those presented 9 times in one category [F(1,63) 5 12.09, p , .001], again replicating VMR. The other simple effect was not significant, but the trend was for faster responding to the more frequently presented item [F(1,63) 5 1.68, p 5 .200].
Discussion
Consistent with Experiment 1, critical conjunctions presented more frequently during training were responded to faster at test, independently of category membership. 
