Abstract. We introduce a technique for establishing pure discrete spectrum for substitution tiling systems of Pisot family type and illustrate with several examples.
Introduction
The study of Aperiodic Order received impetus in 1985 with the discovery of physical quasicrystals. These materials have enough long range order to produce a pure point X-ray diffraction spectrum yet they lack the strict periodicity of traditional crystals. Quasicrystals are modeled by self-affine tilings of Euclidean space and these tilings are effectively studied by means of an associated topological dynamical system, the tiling space. It has been established, through a beautiful circle of ideas and in considerable generality, that a pattern of points (atoms) produces pure point X-ray diffraction if and only if the associated tiling space has pure discrete dynamical spectrum ( [15] , [23] ).
We introduce in this article techniques for determining whether (or not) a tiling dynamical system has pure discrete spectrum. These techniques apply to tiling systems that arise from substitutions. In dimension one, a necessary condition for a substitution tiling system to have pure discrete spectrum is that the expansion factor of the substitution be a Pisot number ( [32] ). Recent results ( [25] ) show that if a substitution tiling system in any dimension has pure discrete spectrum, then the linear expansion associated with the substitution must be generally 'Pisot' in nature and our technique is, correspondingly, restricted to socalled Pisot family substitutions (see the next section for definitions).
Our approach has its origins in the balanced pair algorithm for symbolic substitutive systems initiated by Dekking ([14] ). A geometric version of balanced pairs (overlap coincidences) was introduced by Solomyak ([32] ) and considered for one-dimensional substitution tiling systems in [18] , [3] , [10] , [29] , [28] , and [16] , and for higher dimensions in [21] , [22] , [23] , and [17] . Akiyama and Lee ([1] ) have implemented overlap coincidence in computer language with an algorithm that will decide whether or not a particular substitution tiling system (with the Meyer property) has pure discrete spectrum.
Proposition 17.4 of [10] (with a generalization to the 'reducible' case following from Theorem 6.1 of [6] ) states that it suffices to check the convergence of the balanced pair algorithm on a single balanced pair in order to determine pure discrete spectrum for a one-dimensional Pisot substitution tiling system. The main result of this article extends that result to Pisot family tiling spaces in all dimensions. (The proof of Theorem 16.3 of [10] , from which the one-dimensional result follows, contains a gap that is not easily plugged by the techniques of that paper. We recover the one-dimensional case here as Corollary 2.)
In the next section we briefly review the relevant definitions and background for substitution tiling spaces. Two subsequent sections establish sufficient and necessary conditions for pure discrete spectrum and a final section provides examples in which pure discrete spectrum is established.
Definitions and background
The basic ingredients for an n-dimensional substitution are a collec- 
Under the assumption that Φ is primitive, aperiodic, and has finite local complexity, the following facts are by now well known ( [2] , [30] ):
• Ω Φ is a continuum (i.e., a compact and connected metrizable space),
• Φ : Ω Φ → Ω Φ is a homeomorphism, and
• The R n -action on Ω Φ is strictly ergodic (i.e., minimal and uniquely ergodic).
All substitutions Φ in this article will be assumed to be primitive, aperiodic, and to have finite local complexity. We will denote by µ the unique translation invariant Borel probability measure on
, and almost all T ∈ Ω Φ . The R n -action on Ω Φ is said to have pure discrete spectrum if the linear span of the eigenfunctions is dense in L
2
(Ω Φ , µ). Solomyak proves in [31] that every eigenfunction is almost everywhere equal to a continuous eigenfunction. It is then a consequence of the Halmosvon Neumann theory that the R n -action on Ω Φ has pure discrete spectrum if and only if there is a compact abelian group X, an R n -action on X by translation, and a continuous semi-conjugacy g : Ω Φ → X of R n -actions that is a.e. one-to-one (with respect to Haar measure).
There are certain necessary conditions on the linear expansion Λ for the substitution Φ in order for the R n -action on Ω Φ to have pure discrete spectrum (pds). For there to even be a substitution associated with Λ, it's necessary that the eigenvalues of Λ be algebraic integers ( [19] , [24] ). For pds, the eigenvalues of Λ must constitute a Pisot family
Definition 2.1. The set spec(Λ) of eigenvalues of Λ is a Pisot family if, whenever λ ∈ spec(Λ) and λ is an algebraic conjugate of λ with |λ | ≥ 1, then λ ∈ spec(Λ) and is of the same multiplicity as λ.
Under the additional assumptions that Λ is diagonalizable over C and all eigenvalues of Λ are algebraic conjugates -say, of degree dand of the same multiplicity -say m -Lee and Solomyak prove ( [25] ) that the R n -action on Ω Φ has a generous compliment of eigenfunctions. Tilings T, T ∈ Ω are regionally proximal, T ∼ rp T , provided there
It is proved in [8] that if Ω is a Pisot family tiling space, then T and T in Ω are regionally proximal if and only if T and T are strongly regionally proximal, T ∼ srp T : for
The notion of regional proximality extends in an obvious way to arbitrary group actions and Auslander proves in [4] that, in the case of minimal abelian actions on compact metric spaces, regional proximality is the equicontinuous structure relation. 
Sufficient conditions for pure discrete spectrum
Given patches Q, Q (not necessarily allowed for Φ) and x ∈ int(spt(Q)∩ spt(Q )), we'll say that Q and Q are coincident at
We'll say that Q and Q are densely eventually coincident on overlap if Q and Q are eventually coincident at a set of x that is dense in int(spt(Q) ∩ spt(Q )), and, if this happens for tilings Q, Q , we'll say that Q and Q are densely eventually coincident. If Q is a finite patch and there is a basis {v 1 
, we'll denote this tiling by
is completely rationally independent of the basis {v 1 , . . . , v n } if the numbers a 1 , . . . , a n and 1 are independent over Q. This is the same thing as saying that the map 
Thus, given R, we may assume (by replacing Q with Q k for sufficiently large k) that Q contains every allowed patch of diameter less than R. From this, we see that if S and S are any two allowed finite patches that share a tile, then S and S are densely eventually coincident on overlap. Indeed, we may assume that Q contains translated copies of both S and S . Let S − u ⊂ Q and let w be
There is then x ∈ spt(Q) so that Q and Q − w are coincident at x (since Q and Q − w agree on the overlap of S − u and S − u). From the above,Q andQ − w are densely eventually coincident; in particular, S − u and S − u, hence S and S , are densely eventually coincident on overlap. Now, if the R n -action on Ω does not have pure discrete spectrum, then for each T ∈ Ω there are finitely many, and at least two, T ∈ Ω so that T and T are regionally proximal and T and T don't share a tile (see [8] ). Pick T ∈ Ω that is Φ-periodic (such T always exist -in fact, for primitive Φ, they are dense in Ω Φ ). There is then T ∈ Ω that is also Φ-periodic, that is strongly regionally proximal with T (Corollary
S and S be the finite patches in T 0 and T 0 :
Then S and S are densely eventually coincident on overlap. In particular, there is x at which T and T are eventually coincident. But T and T are periodic, so eventual coincidence means that T and T share a tile, contrary to assumption.
Thus, the R n -action on Ω must have pure discrete spectrum. (2) if (x, y) is an irreducible factor of (φ
) has a coincidence as a factor. This terminology is due to [29] . It is a result of Livshits ( [26] ) that if w is right-infinite word fixed by φ, u is a prefix of w, w = uv 1 uv 2 u · · · , and the balanced pair algorithm terminates with coincidence for all (uv i , v i u), then the Z-action on the substitutive system associated with φ has pure discrete spectrum. The idea goes back to Michel ([27] ) -see [29] for an actual algorithm based on the above, and a proof that termination with coincidence for all such (uv i , v i u) implies that the R-action on Ω Φ also has pure discrete spectrum. The following theorem, which is an application of Theorem 3.1 to the usual Pisot substitutive case, asserts that it suffices to check only one (well chosen) (uv, vu). Proof. Let Q be a patch with underlying word uv. The length of the
The hypotheses imply that l u is completely rationally independent of {l} and thatQ andQ − l u are densely eventually coincident. Indeed, given t ∈ R and > 0, "termination" of the balanced pair algorithm guarantees that there is an n ∈ N so that the patches of Φ n (Q) and Φ n ((Q − l u )) lying over λ n (t − , t + ) contain patches P xy and P yx , resp., with support(P xy ) = support(P yx ), with P xy and P yx patches corresponding to words xy and yx and with (xy, yx) an irreducible factor of (φ n (uv), φ n (vu)). The "coincidence" part of the balanced pair algorithm then gives an m ∈ N so that Φ m (P xy ) and Φ m (P yx ) share a tile. Thus there is t ∈ (t− , t+ )
The result follows from Theorem 3.1.
The following corollary appears in [10] . The proof given there has a gap that is not easily fixed using the techniques of that paper. 
v is a return vector, of which there are only countably many by FLC. We will see below (Proposition 1) that for the class of all tilings in Ω, the answer to the above question is precisely ∪ k∈Z Λ k R. Under additional conditions this collection is a group and we will give it a homological interpretation.
For ease of exposition, we assume that the prototiles ρ i of Φ are polytopes and that the tiles in tilings in Ω meet full face to full face in all dimensions (so each ρ i has finitely many faces in each dimension, and if τ, σ ∈ T ∈ Ω meet in a point x that is in the relative interior of a face of τ or σ, then they meet in that entire face). We may assume that the prototiles 'force the border' (i.e., if T, T ∈ Ω share a tile τ with
replace the prototiles by the collared prototiles (see [2] ). Let X be the We say that a patch Q is admissible if whenever tiles τ, σ ∈ Q meet along k-faces, those k-faces are gluable. Certainly every patch that is allowed for Φ is also admissible and if Q is an admissible patch, then so is Φ(Q). For each admissible patch Q there is then a continuous map
• Λ on spt(Q) for all admissible patches Q. By lifting homotopies, one sees that l induces a homomorphism from the fundamental group of X to the additive group R n . We will see that l also passes to homology. Proof. By the above remark on concatenations, we may assume that γ(0) is a vertex in X. Suppose first that n = 1. We may then homotope γ to a loop that doesn't turn in the interior of any edge and this can be done without affecting l. We may assume that γ itself has this property. 
)e i . Since ∂Σ = Γ, we see that
for all i. Now, from the displayed equation above, we have the 'formal' statementγ
But this is also valid as a statement of equality between elements in the additive group R n and, as group elements , ∂e i,k = ∂e i for each i, k. Thus the right hand side of the last displayed equation is, as a group
Thus, since each element of H is the homology class of a loop, l : 
Let us call a vector v ∈ R
Let GR = GR(Φ) be collection of generalized return vectors. It is a consequence of the next lemma that GR(Φ) is a subgroup of R n .
Lemma 4.3. Let X be the collared Anderson-Putnam complex for Φ and let H = H 1 (X; Z). Then l(H) = GR(Φ).
Proof. If γ is a loop in X. Then γ is homotopic to a loop that factors 
, and
. Since the R n -action on Ω has pure discrete spectrum, S and S are proximal. Thus, given 
with |w| < . We may also take i large enough so that
. Thus , we may further increase i so that Proof. We have already observed that
Pick x in the interior of the support of τ . Then Φ −k 
. Now let T be any element of Ω and let T 1 and v be as above. Let w ∈ R n be so that
That is, T − v ∼ dc T for all T ∈ Ω and all v ∈ GR(Φ).

Now suppose that S is admissible for Φ and let v ∈ GR(Φ). Let
Since S is admissible, there are
by T ∼ U T we mean T − x is eventually coincident with T − x for a dense set of x ∈ U ) we have: 
Proof. Suppose that u ∈ GR(Φ). If T ∈ Ω then T and T −u are densely eventually coincident by Proposition 2. By Proposition
Conversely, if the product of the nonzero eigenvalues of f * : H 1 (X; Q) → H 1 (X; Q) is ±1, there is j ∈ N and a subgroup H ER of the free part 
GR(Φ), by Lemmas 4.2 and 4.3.
Even when the R n action on an n-dimensional Pisot family tiling space has pure discrete spectrum, it is not necessarily the case that
For example, the Period Doubling substitution with tiles of unit length and inflation factor 2 (presented symbolically
. To obtain equality, it is necessary that the eigenvalues of Λ be algebraic units.
Substitutions satisfying the first set of hypotheses in the following corollary are called unimodular, homological Pisot and it is conjectured (a version of the 'Pisot Conjecture') that their associated R n -actions always have pure discrete spectrum (see [7] ). But for no such v = a1 are a and 1 independent over Q. That is, the hypotheses of the theorem are never satisfied.
Applications
Given a substitution Φ and tilings S and S by prototiles for Φ, an overlap for S and S is a pair of tiles {τ, τ } with τ ∈ S, τ ∈ S , andτ ∩τ = ∅. The overlap {τ, τ } leads to coincidence if there is x ∈τ ∩τ so that S and S are eventually coincident at x. It is clear that if all pairs {τ, τ } that occur as overlaps for Φ k (S) and Φ k (S ), k ∈ N, lead to coincidence, then S and S are densely eventually coincident. Pisot family substitution tilings have the Meyer property (the set R of return vectors is relatively dense and uniformly discrete, and R − R is uniformly discrete; see [25] ) from which it follows that if Q is an admissible patch for Φ that tiles periodically and More typically in the literature, an overlap is (a translation equivalence class of) a pair of tiles (τ, τ + v) with τ, τ ∈ T ∈ Ω, v ∈ R, so that τ ∩ (τ + v) = ∅. In the algorithm of [1] , it must be checked that all overlaps lead to coincidence. In particular, all overlaps must first be located. The (potentially) significant advantage offered by Theorem 3.1 is that it allows one to avoid altogether the task of finding all overlaps. 
Proof. Let k ∈ {2, . . . , d}, j ∈ {1, . . . , k} and l ∈ {k + 1, . . . , d}. Then 
are cyclically equivalent, and hence v 
. Then P i and P j are cylically equivalent for i = j. 
Proof. Suppose that T and T have a common vertex at t 0 . Then Φ(T ) and Φ(T ) share a tile (of type w 1 ) with right vertex at λt 0 . Then, for t slightly bigger than t 0 , T − t is in the Φ-stable mani-
Let cr = cr(φ) be the coincidence rank of the Pisot substitution φ:
The coincidence rank is finite and g is a.e. cr-to-1 (see [10] or [8] ). Proof. Otherwise, there is L > 0 so that C n and C n+L have the same type for all n ∈ Z. For n ∈ Z let i(n) ∈ {1, . . . .cr} be (uniquely) defined by: v n is a vertex of a tile in T i(n) . There are then n ∈ Z and k ∈ N so that i(n) = i(n + kL). But then i(n + jkL) = i(n) for all j ∈ Z and the tiling T i(n) is periodic. to any pair in the list below results in a pair that can be factored as a product of pairs in the list below (or of the duals (v, u) of pairs (u, v) in the list) and coincidences.
List of irreducible pairs: (12, 21) , (13, 31) 
