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W stęp
Pod koniec dwudziestego wieku wzrosło zainteresowanie matematycznymi prob­
lemami związanymi z ochroną, lub wręcz z militarną obroną, wyróżnionych rejonów. 
Rozważane są problemy statyczne, które w języku potocznym można sprowadzić 
do pytania o minimalną liczbę kamer potrzebnych do obserwacji całego danego 
obszaru o skomplikowanym kształcie i problemy dynamiczne, w których chodzi 
(na przykład) o nieustanną obserwację intruza przy pomocy przemieszczającej się
0 własnych siłach, ruchomej kamery. Wymienionym wyżej zagadnieniom poświę­
cone są, między innymi, prace [16], [1], [8], [13]. Podobne problemy, będące często 
fragmentem bardziej złożonego problemu obrony obszaru, były już rozważane w 
pierwszej monografii z teorii gier różniczkowych, patrz [7], przykład 1.9.2, s 19, 
przykłady 9.6.3 i 9.6.4, s 266 i w pracy [14].
Obrona odcinka pojawia się zwykle w zagadnieniach obrony obszaru jako prob­
lem częściowy lub pomocniczy, patrz cytowany wyżej przykład 9.6.4. Poza tym od­
cinek jest broniony przed atakiem z pewnego kierunku. W tej pracy zajmujemy się 
wyłącznie zagadnieniem obrony odcinka położonego na płaszczyźnie R2. Zakładamy 
przy tym przewagę prędkości po stronie napastnika. Dając napastnikowi możliwość 
krążenia wokół bronionego odcinka zmieniamy istotnie charakter rozważanej gry, a 
w konsekwencji również sposób jej rozwiązania. W przypadku rozważanej w pracy 
gry obrony odcinka, w której gracze poruszają się tak zwanym ruchem prostym, 
rozwiązanie gry otrzymujemy konstruując stosowną parę zbiorów wypukłych. Nie­
jako przy okazji otrzymujemy też jawny wzór wyznaczający maksymalną długość 
możliwego do obrony odcinka. Ponieważ w pracach [10] i [18] użyto z powodzeniem 
podobnych metod, to można zaryzykować przypuszczenie, że rozwiązanie każdego 
(analogicznego) problemu obrony obszaru o pewnych ekstremalnych własnościach 
będzie wyznaczone przez odpowiednią parę zbiorów wypukłych.
Pracę można podzielić na trzy części. Część pierwszą stanowią rozdziały pier­
wszy, drugi i trzeci. W części pierwszej podajemy potrzebne dalej własności zbiorów
1 funkcji wypukłych (wklęsłych) oraz wybrane elementy teorii miary i całki. Niek­
tórych własności dowodzimy, chociaż wydają się znane lub oczywiste. Powodem 
takiego postępowania są trudności ze wskazaniem stosownej bibliografii. Wprowadza­
my również kilka podstawowych konstrukcji używanych w następnych rozdziałach. 
Głównym celem konstrukcji jest przybliżenie wspomnianej wyżej pary zbiorów wy­
pukłych odpowiednią parą wielokątów wypukłych. W końcowej części rozdziału trze­
ciego zajmujemy się kluczowym dla tej pracy pojęciem układu obronnego.
Główną część pracy stanowią rozdziały czwarty, piąty i szósty. W rozdziale 
czwartym opisujemy rozważaną w pracy grę obrony odcinka. Definiujemy tam  zbiory 
trajektorii i strategii dopuszczalnych oraz cenę gry. Celem rozdziałów piątego i 
szóstego jest wyznaczenie ceny gry. W rozdziale piątym, korzystając z odpowied­
nich własności układów obronnych, otrzymujemy dolne oszacowanie ceny gry. Na 
początku rozdziału szóstego dowodzimy lematu umożliwiającego w dalszej części 
rozdziału ustalenie wzajemnych relacji pomiędzy prędkościami kątowymi wektorów 
y (t) oraz y (t) — x (t) , gdzie y (t) , x  (t) są położeniami napastnika i obrońcy w 
chwili t >  0. W wyniku otrzymujemy górne oszacowanie ceny gry, pokrywające się 
z oszacowaniem dolnym.
Uzyskany w rozdziałach piątym i szóstym wynik dotyczy obrony odcinka położone­
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go na osi odciętych, symetrycznie względem osi rzędnych. W ostatnim, siódmym 
rozdziale, korzystając z faktu, że przesunięcie i obrót są izometriami, przenosimy 
ten wynik standardowym sposobem na przypadek dowolnie położonego odcinka.
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1. Płaskie zbiory wypukłe
1.1. D zia łan ia  M inkow skiego. Szerokość zbioru  
O znaczenia
Jeżeli f  : X  ^  Y  jest dowolną funkcją i A C X ,  to symbolem f\A oznaczymy 
obcięcie funkcji f  do zbioru A, czyli
f\A (x) =  f  (x ) , x  e  A.
Dla dowolnych x  =  (x i,x 2) , y =  (yi ,y2) e  R2 i każdego a e  R definiujemy
(x , v)
Lx
0 ax
xiyi  +  x 2y2, ||x|| =  yj (x,x)  =  yj x 2 +  x2,
(—x2,x 1) , Rx  =  (x2, —x 1) , u  (a) =  (cos a, sin a ) ,
cos a — sin a x i x i cos a — x 2 sin a
sin a  cos a x 2 x2 cos a  +  x i sin a
x A y 
Oczywiście
det x i y i 
x 2 y2 xi y2 — x2yi.
Lx  
u  (a) 
(w ( a ) , w (P)) 
w (a) A w (P)
0 n x  =  — 0_ n x  =  — Rx,2 2 ’
(— sin a, cos a) =  Lu  ( a ) , a e  R, 
cos (a — P) , 
sin (P — a ) .
oraz
x A y =  (Lx, y) =  (x, R y ) .
Dla dowolnych a,b e  R2 i każdego r >  0 definiujemy dalej
[a,b] =  \ c  e  R2 : y  c =  a +  A (b — a ) =  {a +  A (b — a ) : A e  [0,1]}
{ Ae[0,i]
(a,b) =  [a,b] \  {a,b} , [a,b) =  [a,b] \  {b} , (a, b] =  [a, b] \  {a} ,
B [a, r] 
S i [a, r]
Oczywiście
|x  e R2 : ||x — al <  r} , B  (a, r) =  |x  e  R2 : lx  — al < r |
x e  R2 : | x  — a| =  r , S i =  x e  R2 : | x| =  1 .
[a, a] =  B  [a, 0] =  {a} ,
(a, a) =  [a, a) =  (a, a] =  B (a, 0) =  0 .
Jeżeli zbiór Z  C Rm zawiera co najmniej dwa elementy, to dla każdej funkcji 
F  : Z  ^  Rn przyjmiemy (patrz [4], definicja 3.1.1, s 79-80) oznaczenie:
Lip F  =  sup
x,y<EZ, x=y
F  (x ) — F
x
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gdzie symbol |||| oznacza normę euklidesową. Powiemy, że F  jest funkcją lipschit- 
zowską (w zbiorze Z ), gdy
Lip F < x>.
Dla każdego Z  C Rm symbole Z,  int Z, bd Z  będą oznaczać odpowiednio: 
domknięcie, wnętrze i brzeg zbioru Z .
Otoczką wypukłą niepustego zbioru Z  C R2 nazwiemy najmniejszy (w sensie 
inkluzji) zbiór wypukły zawierający zbiór Z . Otoczkę wypukłą niepustego zbioru Z  
oznaczymy przez
conv Z.
D zia łan ia  M inkow skiego
Dla dowolnych niepustych zbiorów A, B  C Rm i dowolnego A £ R definiujemy
A  ±  B = {a ±  b : a £ A, b £ B} , AA = {Aa : a £ A} .
Jeżeli jeden ze zbiorów A  lub B  zawiera tylko jeden element, powiedzmy A = {a} , 
to piszemy
a ±  B
zamiast
{a} ±  B.
Niepusty i wypukły zbiór Z  C R2 nazwiemy stożkiem wypukłym, gdy spełnia 
warunek
A > 0 ^  AZ C Z.
Szerokość zb ioru
Defin ic ja  1.1. Dla niepustego i zwartego zbioru Z  C R2 i dla każdego q £ S 1 
definiujemy
Xz (q) =  max (q, z) , Z  (q) =  {(  £ Z  :. (q, () = Xz (q)} .zEZ
Zbiór Z  (q) nazwiemy strefą podparcia wektorem q, a liczbę
kz (±q) = Xz (q) + Xz (-q)  
nazwiemy szerokością zbioru Z  w kierunku ±q.
Oczywiście, jeżeli a £ R2 i r >  0, to dla każdego q £ S 1 mamy 
XB[a,r] (q) = (a, q) + r, (B [a,r])(q) = {a +  rq} ,
kB[a,r] (± q ) = 2r.
Natomiast, jeżeli a £ R2 i a = b, to dla
b -  a 
q = Ib -  all
mamy
k[a,6] (±q) = Ib -  al oraz kpy] (±Lq) = 0 .
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1.2. R zut na zbiór w ypukły. Stożki prostopad łe  
R zu t p u n k tu  n a  zb iór
Defin ic ja  1.2. Niech Z  C R2 będzie zbiorem niepustym i niech x  E R2. Powiemy, 
że X E Z  jest rzutem punktu x  na zbiór Z, jeżeli
||x — ¿cli =  min |X — zll ,zez
a dla każdego z E Z \  {x} ma miejsce nierówność
-y* _ "-> -y*__ c
kKj  Aj  kKj  kKj  •
Rzut punktu x  na zbiór Z  będziemy oznaczać symbolem Pz  (x) .
W łasności rz u tu  n a  dom kn ię ty  zbiór w ypuk ły
Niech Z  C R2 będzie zbiorem niepustym, domkniętym i wypukłym.
Wtedy (patrz [20], twierdzenie 1, s 189 i twierdzenie 2, s 190):
1. dla każdego x E R2 istnieje Pz ( x ) ;
2. jeżeli x E Z, to x  = Pz  (x) wtedy i tylko wtedy, gdy
(x — x, z — x) <  0, z E Z ;
3. dla dowolnych x , y  E R2
\\Pz (x) — Pz (y)\\ < ||x — y|| .
P rz y k ła d  1.1. Jeżeli a E R2 i r > 0, to (patrz [20], przykład 1, s 190) dla 
każdego x /  B  (a, r) mamy
r
PB[a,r] (x) = a +  J TT (x — a ) .\ x — a\
L em at  1.1. Załóżmy, że r > 0 i dla każdego x E R2 spełniającego warunek
||x|| >  2r
zdefiniujmy r
Pr (x) = Pb[0,t] (x) = W—U-x.
I|x||
Przy tych założeniach ma miejsce nierówność
Lip Pr <  1 .
Dowód.  Dla dowolnych x , y  E R2\ B  (0, r) mamy 
II Pr (y ) — Pr (x)W2 = r ¡y — TTr 7x
r 2
2 2x
x| y — | y| x| 2
| y| | x
„2 
(2 lly f  llx |2  — 2 llyll llx | (y ,x ) )2 2| y| 2 | x
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oraz
więc
2 (y,x) =  ||y||2 +  ||x ||2 -  \\y -  x\
\Pr (y) -  Pr (x) 12 MM 2 (2
2 2x x ( lly f  +  llx l|2 -  \\y -  x f ) )
x
x
(2 \\y\\ INI -  (\\y\\2 +  llx f  -  \\y -  x l|2))  
(lly -  x ll2 - x
r 2 r2 1
^  M M  l|y “  *"2 <  M  ^  -  *»2 =  4 lly -  * “2 •
S tożki p ro sto p ad łe
Symbolem 2X oznaczymy rodzinę wszystkich podzbiorów zbioru X • Niech 
Z  C Rm będzie zbiorem niepustym i domkniętym. Multifunkcję F  : Z  ^  2R 
nazwiemy górnie półciągłą, jeżeli
{(x,y) G Z  x  Rra : y G F (x)}
jest zbiorem domkniętym.
Defin ic ja  1.3. Niech Z  C R2 będzie zbiorem niepustym, domkniętym i wy­
pukłym. Dla każdego z G Z  zbiór
N z (z ) =  \ q  G R2 : A  «  -  z ,q ) <  0 
{ X_z
nazwiemy stożkiem prostopadłym do zbioru Z  w punkcie z •
Łatwo sprawdzić, że dla każdego z G Z  zbiór N Z (z) jest domkniętym stożkiem 
wypukłym, a multifunkcja
Z  3 z ^  N Z (z)
jest górnie półciągła.
P rzy k ła d  1.2. Niech r ~  1, 798 682 będzie rozwiązaniem równania
n f  2
2r arc sin — =  
2r
1 +  sin xdx.
Zdefiniujmy
f  (x) =  cos x, g (x) =  J r 2 — -—  V r2 -  x2, x G
2
2r2
2
2
Z  =  | (x,y ) G g (x) <  y <  f  (x)
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Mamy
Przyjmując
otrzymamy
z0 E bd Z,
n
q-  = f R
+ def Tqr  =  L
7T
2
r 2 -  4 -
1, 792 586, f ' [ -  
2 > > J \ 2
L
N z (zo) =  |^ q  +  vq+ : i ,  v >  oj 
~  i (qi,q2) E [0, to) x R :
- 1.
g ' (  i )  1 ' 1, 792 586 '
- 1 - 1
1 1
l 1 i 1
qi
1, 792 586 < q2 <  qi
2
Rys. 1.1. Zbiór Z  i suma z0 +  N ^ (z0) .
1.3. P aram etryzacja brzegu p łask iego zbioru w ypuk łego
W tej części rozdziału wykorzystamy §3 rodziału II książki [9]. 
Funkcjonał M inkow skiego
Zakładamy, że D C R2 jest zbiorem zwartym, wypukłym i spełnia warunek
0 E int D.
Dla każdego x E R2 definiujemy
M D (x) =  { i  >  0 : x E i D }  oraz m D (x) =  min M D (x ) .
8
W łasności
1. Dla każdego x E R2 zbiór M D (x) jest niepusty i domknięty.
2. Funkcjonał m D jest dodatnio jednorodny i subaddytywny. To znaczy dla 
dowolnych x , y  E R2 i każdego A > 0 mamy
m D (Ax) =  Amfl (x) oraz m D (x +  y) <  m D (x) +  m D ( y ) .
3. Funkcjonał m D jest wypukły i lipschitzowski.
4. Jeżeli C E R2 jest zbiorem zwartym, wypukłym i spełnia warunki:
0 E int C, C E D,
to m D ^  m c .
5. Dla każdego x E R2\  {0} mamy
1
m D (x)
a poza tym
x  bd D,
bd D =  |x  E R2 : m D (x) =  l |  .
6 . Dla każdego r > 0 i każdego x E R2 mamy
c \ llx |l
m U0,r] (x) =  — .
Dowód własności  1. Obierzmy dowolnie x E R2. Ponieważ 0 E int D, to 
istnieje takie r > 0, że
B  [0, r] E D.
Istnieje też takie A > 0, że A ||x|| <  r. Mamy
rl|x|| <  y ,A
więc
1 B  [0, r] E 1 D,x E B
co dowodzi relacji
0’A. A A
A E M D (x) .
Dla każdego x E R2 mamy zatem
M D (x) =  0 .
Obierzmy ponownie dowolne x E R2. Niech {yk}*= będzie ciągiem elementów 
zbioru M D (x) zbieżnym do pewnej liczby y. Oczywiście y  >  0 i dla każdego k E N 
istnieje takie dk E D, że
x y k dk.
Zbiór D jest zwarty, więc istnieje podciąg j dk^  ciągu {dk}£= zbieżny do pewnego
d E D. Skoro
y  >  0, x  =  lim y k.dk. =  yd E yD,
9
to
y  £ M D ( x ) .
Dowód własności  2. (Patrz [9], rozdział II, §3, s 79-82). Dla każdego x £ R2 
(patrz własność 1 )
M D (x) C [0, x>) 
jest zbiorem niepustym i domkniętym, więc
inf M D (x) = min M D (x) ,
co dowodzi poprawności definicji funkcjonału m D.
Obierzmy dowolnie A > 0 oraz x , y  £ R2. Jeżeli A =  0, to
Ax =  0 £ AD,
więc
0 =  m D (Ax) =  AmD (x ) .
Jeżeli A > 0, to
M D (Ax) = {v >  0 : Ax £ vD} = | v  >  0 : x £ ^ d |
=  A {y  >  0 : x £ yD }  = AMD (x) ,
więc
m D (Ax) =  min AMD (x) =  A min M D (x) =  Amfl (x ) .
Dowodzi to dodatniej jednorodności funkcjonału m ^ . Jeżeli
m_o (x) = 0 lub m_o (y) = 0 ,
to
więc
lub
x £ m D (x) D = {0} lub y £ m D (y) D = {0} 
m D (x +  y) = m D (y) = m D (x) +  m D (y)
m D (x +  y) = mD (x) = mD (x) +  mD (y) 
Niech zatem będzie
m D (x) > 0 oraz m D (y) > 0 .
Ponieważ
x £ D oraz ----- —  y £ D,
mD (x) mD (y)
a D jest zbiorem wypukłym, to
1 (x +  y)mD (x) + mD (y)
mD (x) (  1 A  +  ^ D (y) ,  ^ ( - D - y )  £ D .
mD (x) + mD (y) V mD (x) ) mD (x) + mD (y) U d  (y) '
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Stąd, wobec dodatniej jednorodności funkcjonału m D, otrzymujemy 
1 (  1
m D (x) +  m D (y)
m D (x +  y) =  m D
m D (x) +  m D (y) (x +  y) < 1.
Zatem
mD (x +  y) <  mD (x) +  mD (y) .
Dowód własności  3. Dla dowolnych x , y  £ R2 i każdego A £ [0,1] mamy (patrz 
własność 2 )
mD ((1 — A) x  +  Ay) <  mD ((1 — A) x) +  mD (Ay) =  (1 — A) mD (x) +  AmD (y) ,
więc m D jest funkcjonałem wypukłym. Wobec tego (patrz [20], twierdzenie 6 , 
s 2 1 2 ) istnieje taka stała K  >  0, że
|mD (x) — mD (y)| <  K  \\x — y\\ , x , y  £ B  [0,1].
Jeżeli
to
więc
A = f max {||x\| , ||y||} > 1,
1 1  
-Ax, j y  £ B  [0,1]
|mD (x) — mD (y)| =  A m ^  A /  — m ^ \ y AK
1 1  
Ax — Ay
=  K  ||x — y\
i w rezultacie
Lip mD =  Lip (mD)\B[o,i] ^  K  < w .
U w aga 1.1. W wypowiedzi cytowanego wyżej twierdzenia 6 brakuje założenia 
zwartości zbioru G (zawartego w wypukłej i otwartej dziedzinie W  C Rn rozważanego 
tam  funkcjonału wypukłego J ). Natomiast w dowodzie nierówności
Lip J\ < oo^ |conv G
zwartość zbioru G została wykorzystana.
Dowód własności  4. Niech C C R2 będzie zbiorem zwartym, wypukłym, speł­
niającym warunki:
0 £ int C, C C D.
Dla każdego x £ R2 mamy
M c (x) =  {y  >  0 : x £ y C } C {y  >  0 : x £ yD }  =  M D (x) ,
więc
m D (x) =  min M D (x) <  min M c (x) =  m c  (x) , x £ R2.
Dowód własności  5. Ustalmy dowolne x £ R2\  {0} . Ponieważ
1
mD (x) 
11
x D,
1 1
0 < v < m D (x) ^  — x £ D
oraz
lim — —
v] mD (x) V m D (x)
to
-x £ bd D.
m D (x)‘
Wynika stąd natychmiast inkluzja
|x  £ R2 : m D (x) =  l |  C bd D.
Jeżeli x £ bd D, to x £ D =  lD , więc m D (x) < l. Wiemy już, że
—
mD (x)
x  bd D.
Nie może być zatem m D (x) < l, bo byłoby wówczas (patrz [20], twierdzenie 3, 
s 155)
x  =  (l — m D (x)) 0 +  m D ( x ) -----   x £ bd D.
\m D  (x) J
Dowód własności  6 . Dla każdego r > 0 i każdego x £ R2 mamy
M£[0)r] (x) =  [ i  >  0 : x £ p B  [0, r]} =  [p >  0 : x £ B  [0,ir]}
x
[ i  >  0 : ||x|| <  pr}  = -, to
więc
x| 2 m B[o,r] (x) =  — , x £ R .
P a ram e try z ac ja  b rzegu  płask iego zb io ru  w ypukłego
Defin ic ja  1.Ą. Niech D C R2 będzie zbiorem zwartym, wypukłym i spełniającym 
warunek
0 £ int D.
Dla każdego a £ R definiujemy
ZD (a) =  ------- , , »  V (a) .mD (v  (a))
Funkcję (D : R ^  bd D nazwiemy parametryzacją brzegu zbioru D.
L em at  1.2. Niech D C R2 będzie zbiorem zwartym, wypukłym i spełniającym 
warunek
0 £ int D.
(a) Dla każdego a * £ R funkcja ZD : [a*, a * +  2n) ^  bd D jest różnowartościowa, 
a poza tym
Zd ([a*, a* +  2n)) =  bd D.
r
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(b) Istnieje takie k  > 1, że
Lip Zd <  k 2 (k  +  Lip m D) , 
a dla każdego u >  1 i dowolnych a, ¡3 £ R prawdziwa jest implikacja
2n
\a — I3 \ <  ^  ||Cd (a) — Zdu
> (  —  sin ^  \a — 3 \ 
\K I  u )
Dowód p u n k tu  (a). Dla każdego a £ R mamy
1
mD (Zd (a)) mD (w (a)) =  1,mD (w (a)) 
więc z własności 5 wynika, że
Zd (R) C bd D.
Ustalmy dowolnie a * £ R. Różnowartościowość funkcji
Zd : [a*, a* +  2n) ^  bd D
jest oczywista. Obierzmy dowolnie z £ bd D. Skoro z =  0, to istnieje dokładnie 
jedno takie a £ [a*, a* +  2n) , że
H y" =  w ( a ) .
Korzystając ponownie z własności 5, otrzymujemy
1 z 1
Zd (a)
m d i i )  llzII mD (z)
z =  z,
więc
bd D C Zd ([a*,a* +  2 n )) .
Kończy to dowód punktu (a).
Dowód p u n k tu  (b). Ponieważ 0 £ int D, a D jest zbiorem ograniczonym, to 
istnieje takie k  >  1 , że
B o, -  k
C D C B  [0, k] .
Korzystając z własności 4 i 6, dla każdego x £ R2 otrzymujemy
x
k
< m D (x) < k  ||x|| .
Dla każdego a £ R będzie zatem
1 / / ^  1 1— < mD (w (a)) < k  oraz — < --------------- —— -
k  k  m D (w (a))
k .
W takim razie, dla dowolnych a, 3 £ R ,
IKd (a) -  Zd
1
mD (w (a))
w (a) —
mD (w (3 )) w (3 )
|m D (w (3)) w (a) — m D (w (a)) w
||mD (w (a))|| ||mD (w 
< k 2 ||m D (w (3)) w (a) — m D (w (a)) w
1
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Natomiast
||m D (u (P)) u  (a) — m D (u (a)) u  
= ||m D (u (P)) (u (a) — u  (P)) — (m D (u (a)) — m D (u (P))) u
< mD (u (P)) ||(u (a) — u  (p))|| +  |mD (u (a)) — mD (u (p))| ||u
< mD (u (P)) la — PI + |mD (u (a)) — mD (u (P))|
<  k  la — PI + (Lip m D) la — P | .
W rezultacie, dla dowolnych a, P R ,
\\(d (a) — Zd (P) || <  k 2 (k  + Lip mD) |a  — P |
czyli
Lip (d <  k 2 (k  + Lip mD).
Weźmy teraz dowolne u >  1, dowolne a, P E R spełniające warunek
^  — P | <  —  
u
i przyjmijmy
Ponieważ
to
i ,
i
mD (u (a)) ’ mD (u (P))
1
> — oraz v
v.
m D (u (a)) k mD (u (P)) k
IICd (a) — Zd l liu (a) — vu (P)||2 =  i 2 +  v2 — 2*vcos (a — P)
2 2 
( i  — v ) +  2*v  (1 — cos (a — P)) >  —  (1 — cos (a — P))
k 2
4 . 2 a — P
sin
w rezultacie
Przyjmijmy
IKd (a) — Zd
Y
2 . ^  — P|> — s in ----------.
k  2
i zauważmy, że
u \  / u \ n u
Y = 1  Y 0 ^  — y  — oraz 0 <  — y  K 1 .n J \ n  J u n
W przedziale 0, -  funkcja śinus"jest wklęsła, więc
^  — P| (  u \  ( u  \  n
s in ---------  =  sin y  ^  1 ------Y sin 0 +  —y  sin —
2 \  n )  \ n  )  u
u . n ( u . n
~Y sin
n u \'2n u{ Z n sin ) | a —P  ■
1 1
1 1
2
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Zatem
\\(d (a) -  Cd (p) || >  — sin ^  0 3 1 > (  —  sin - )  |a  -  3 | .
k  2 V Kn v J
1.4. P ogoń stożka za kierunkiem
W rozdziale szóstym będziemy potrzebować pewnej własności multifunkcji
bd D 3 z ^  N d (z) ,
będącej odpowiednikiem własności Darboux funkcji ciągłej. Korzystając z wprowadzo­
nej parametryzacji brzegu płaskiego i zwartego zbioru wypukłego opiszemy najpierw 
stożki prostopadłe w każdym punkcie tego brzegu.
P a ram e try z ac ja  stożka p ro sto p ad łeg o
Załóżmy, że D C R2 jest zwartym zbiorem wypukłym spełniającym warunek
0 E int D.
Dla każdego a E R definiujemy
Td (a) =  [a -  n ,a  +  n] fi u -1 (Nd (Cd (a))) ,
YD (a) =  min r D ( a ) , y— (a) =  max r D ( a ) .
W łasności
1 . r D ^  2r  jest funkcją górnie półciągłą.
2. a -  2 +  6 < Y-  (a) < Yd (a) < a  +  |  -  6, gdzie
r
6 =  min arc tg 77-—7—77, r =  m a ^ lp >  0 : B  [0, p] C D} .
IKd (3)11
3. r D (a) =  [yd (a) , Yd (a )  .
4. Jeżeli k E Z i /3 E 2kn +  r D (a) , to u  (3) E N d ((d (a)) .
Dowód własności  1. Załóżmy, że Yk E r D (ak), k E N,
a  =  lim a k oraz y  =  lim Yk.k^(^ k^(^
Dla każdego k E N mamy
ak -  n <  Yk <  ak +  n oraz u  (Yk) E N -  (Cd (ak)) .
Zatem
a -  n <  y  ^  a  +  n, 
a z uwagi na górną półciągłość multifunkcji
N d : bd D ^  2r2
i ciągłość funkcji u, również
u  (Y) E N d (Cd (a)) .
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W rezultacie 7  £ r D (a) , co kończy dowód własności 1.
Dowód własności  2. Obierzmy dowolne 7  £ r D (a) i przyjmijmy q = u  (7 ) 
Ponieważ q £ N D (ZD (a)) i mamy
rR u  (a) £ B  [0, r] C D oraz rLu  (a) £ B  [0, r] C D,
to
(q, rR u  (a) — (D (a)) <  0 oraz (q, rLu  (a) — (D (a)) <  0.
Stąd otrzymujemy
(q,(D (a)) > r (q, R u  (a)) oraz (q,ZD (a)) > r (q,Lu (a)) .
Musi być zatem
(q,ZD (a)) > 0 ,
bo
2 (q, ZD (a)) >  r (q, R u  (a)) + r (q, L u  (a)) = r (q, Ru  (a) +  Lu  (a)) = r (q, 0) =  0. 
Wobec powyższego, skoro 7  £ [a — n , a  + n] i
0 <  (q, (d (a)) = ||Cd (a) 1 (u (7 ) , u  (a)) = IKd (a) 1 cos (7  — a) ,
to
Przyjmijmy teraz
r
p = arc tg ■
IICd (a)I
i zauważmy, że
t- n r sin p
0 < d < p < arc tg1 = — oraz = ------- .
4 IKd (a ) | cos p
W takim razie, skoro
0 < (q, ( D (a) — r Ru  (o)} = H& (a )1 ^ — ^ a f (q, R u (a))')
= II Cd (a)l f cos(7 — a) — cos ( 7  — a + n ) ]cos p 2
|Cd (a ) | ( ( . . ( )) IKd (a ) | ( )=  ----------- (cos p cos (7 — a) + sin p  sin (7 — a)) = ------------- cos (7 — a — p)
cos p cos p
to n n
— ^  ^  7 — a — p < 2 .
Podobnym sposobem, korzystając z nierówności
0 <  (q,ZD (a) — rLu  (a)) ,
otrzymamy warunek
n n
— 2  ^  7  — a + p < 2 .
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W rezultacie otrzymujemy
n n n n
a -  2  +  o <  a -  2  +  ¥  <  7  <  a  +  2  -  ¥  <  a +  2  -  O
co kończy dowód własności 2.
Dowód własności  3. Dowodu wymaga tylko przypadek, w którym 
7 — (a) < Yd (a) • Obierzmy dowolnie 7  G 7 — (a) , Yd (a) i przyjmijmy
Y-  =  Yd (a) oraz 7+ =  Yd (a) •
Ponieważ (patrz własność 2)
u  ( j - ) A u  (7 ) =  sin (7  -  y — >  0 , u  (7 ) A u  (7 +) =  sin (7 + -  7 ) > 0 ,
u (7  j  A u  (y+) =  sin (7 + -  y  j > 0,
to
f  ^ u  (7 ) A u  (7+) f -A , u  (7 -)  a  u  (7 ) f +\ AT f \
u  (7 > =  u  (7 -)  A u  (7 +)u  n  ) + u  (7 -)  A u  (7 +)u  i 7  ) G N d (a) •
Zatem 7  G r D (a) , a wobec dowolności 7  G 7— (a) , 7— (a) ,
r D (a) =  [y-  (a) , 7+ (a )  •
Dowód własności  4 . Jeżeli k G Z i ¡3 G 2kn +  r — ( a ) , to istnieje takie
7  G r — (a) , że
3  =  2kn +  y •
Zatem
u  (3) =  u  (7 ) G u  ( r — (a)) C N — (Z— (a)) •
Pogoń
Lemat, którego teraz dowiedziemy, będzie użyty w rozdziale szóstym w dowodzie 
stosownej własności strategii ataku.
L em at  1.3. Jeżeli a , 3  : [t*, w ) ^  R są funkcjami ciągłymi i spełniają warunek
sup {a (t) -  3  (t)} =  w ,
tąt*
to istnieje takie t* >  t*, że
u  (3 (t*)) G N — (Z— (a (t*))) •
Dowód.  Ustalmy takie k G Z, że
3 (t*) > Yd (a (t*)) +  2kn
i zdefiniujmy
( 1
t* =  sup  ^t >  t* : A  3  (s) > 7 — (a (s)) +  2kn
se[t*,t]
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Wobec przyjętego założenia o liczbie k £ Z definicja wielkości t* jest poprawna, a 
z przyjętego warunku na funkcje a i 3 wynika nierówność t* < w .  Zauważmy, że 
jeżeli t* < t' i ma miejsce nierówność
3  (t' ) > (a (t')) +  2kn,
to
lim sup \ y d  (a (s )) +  2kn) < y+ (a (t')) +  2 kn < 3  (t') =  lim inf ¡3 (s)
W  se(t',t] L J W  se(f t
bo r D jest multifunkcją górnie półciągłą, a 3  jest funkcją ciągłą. W takim wypadku 
istnieć będzie takie t'' > t ' , że
3  (t) > Y+ (a (t)) +  2kn, t £ [t', t"].
Stąd i z definicji liczby t * wynika nierówność
3  (t*) < Y+ (a (t*)) +  2kn.
Mamy zatem t * < t * oraz
Y+ (a (t*)) +  2kn > 3 (t*) =  lim sup 3  (s) ^  lim sup \ y+ (a (s)) +  2knj
W* se[t,*) t t^* ) L J
> lim sup ¡Yd (a (s)) +  2kn) > Yd (a (t*)) +  2kn,
W* se[t,t*p  J
więc
3  (t*) £ 2kn +  r D (a (t*)).
Żądana relacja
w (t*) £ N d (Cd (a (t*)))
wynika teraz z własności 4.
Rys. 1.2. Zbiór
D =  | (x , y ) £ [-4,4] x R : \y| <  max (o, min ( V3 (4 +  x ) , V 3 (4 — x)j , V l6 — x2) |  
stożki postaci z +  N p (z) i wykres multifunkcji r #  w przedziale [—n, n ].
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2. Funkcje wklęsłe i wypukłe
2.1. O peracje na funkcjach
Liczby p, o spełniające warunek
0 < p < o
będą ustalone w całej pracy. Wyjątkiem od tej reguły będą tylko przykłady.
Celem uproszczenia niektórych definicji i rachunków wprowadzamy następujące 
konwencje. Jeżeli m , n  E Z i m  > n, to dla dowolnego ciągu liczb lub wektorów {pk} 
przyjmiemy
n
E  ^  = f o.
k=m
Podobnie, jeżeli {Zk} jest ciągiem zbiorów, a m , n  E Z i m  > n, to
n
U  Zk = f 0 .
k=m
W większości przypadków rozważać będziemy funkcje o wartościach w przestrzeni 
Rm, gdzie m  = 1  lub m  =  2. Oczywiście
R =  R 1 oraz \t\ =  ||t|| , gdy t E R.
W tym i następnych rozdziałach wiele miejsca zajmą rozważania związane z
funkcjami postaci f  : [-£,£] ^  Rm, gdzie £ > 0 . W wielu przypadkach f  będzie przy 
tym funkcją wypukłą lub wklęsłą.
U w aga 2.1. Jeżeli f  : (-£ ,£) ^  R jest funkcją wypukłą lub wklęsłą, to (patrz 
np. [2 0 ], twierdzenie 6 , s 2 1 2 ) f  jest funkcją lipschitzowską w każdym przedziale
[t ', t"} E (-£,£) , gdzie t ' < t". Oczywiście stała Lipschitza
T. t  \f  (s) -  f  (t)\ <Lip f\[T',r"] =  sup -----:---------    < TO
S,tET' ,t"], s=t \s t \
może zależeć od przedziału [t ', t ''] .
Defin ic ja  2.1
(a) Powiemy, że n =  { t0, t 1 , ...,Tn} jest podziałem przedziału [-£,£] , jeżeli
- £  =  To < Ti < ... <Tn =  £.
Zbiór wszystkich podziałów przedziału [-£, £] oznaczymy przez n  [£] .
(b) Dla każdego podziału n =  {t0, t 1 , ..., Tn} E n  [£] przyjmiemy oznaczenia:
4  (n) =  Tk+i -  Tk, k =  0 , 1, .. .,n  -  1, 
hmin (n) =  min ók (n) , hmax (n) =  max ók (n) ,k=0,1,...,n-1 k=0,1,...,n—1
a dla każdego k  > 0 przyjmiemy jeszcze
Kn =  {KT0, KT1, ..., KTn} .
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(c) Jeżeli
n  =  {t 0 , t 1 , ...,Tn  } t  n  [C] oraz n  =  { t^  Tm ...,rH" } t  n[C] ,
to będziemy pisać n' C n" lub n" D n ' , gdy
r / / / t _  r // // // -i
{t 0 , T1, ...,Tn' } C {t0 , T1 ,..., Tra" } .
Symbolem n' U n'' oznaczymy podział n =  {t0, Tp ..., Tn} t  n  [C] spełniający warunek
{T0, Ti, ..., Tu } =  {t 0 , t 1 , ...,T'n'} U {T0' ,Ti , ...,Tn//} .
Oczywiście dla każdego K > 0 prawdziwa jest implikacja
n t  n  [C] ^  Kn t  n  [kC] .
W następnej definicji (i nie tylko w niej) zostanie użyta, wspomniana na wstępie, 
konwencja dotycząca znaku sumy.
Defin ic ja  2.2.
(a) Dla każdej funkcji f  : [—C,C] ^  R m i każdego podziału n =  {t0, t 1 , ..., Tn} 
t  n  [C] przyjmujemy
£k ( f , n)  = f  (Tfc+1) — f  (Tk), vk ( f , n)  = £k ( f , n ) , k =  0 , l , ..., n — 1.
Ok (n)
Następnie, dla każdego k =  0 ,1, ...,n — 1 i każdego t t  [Tk, Tk+1] definiujemy
k 1
(Lnf ) (t) =  f  (—C) +  ^  vj (f \  n) °j (n) +  vk (f \ n) (t — Tk)
j=o
k 1
=  f  (—C) +  £j (f ,n )  +  Vk ( f , n) (T — Tk)
j=o
=  f  (Tk) + f  (Tt+1> — f  (Tk> ( t  — Tk) .
Tk+1 — Tk
(b) Powiemy, że f  : [—C, C] ^  R m jest funkcją kawałkami liniową, jeżeli istnieje 
taki podział n t  n  [C], dla którego L n f  =  f.
U w aga 2.2. Występująca w definicji 2.2 funkcja L n f  jest ciągła. Tym sposobem, 
w przyjętym tu  sensie, każda funkcja kawałkami liniowa jest funkcją ciągłą. Ciąg 
{vk (f, n)}nZ0 stanowi dyskretną namiastkę pochodnej funkcji f ,  bo jeżeli przyjmiemy
(Dnf ) ( t ) =  Vk ( f , n ) , t  t  (Tk, Tfc+1) , k =  0 , 1, ...,n — 1 ,
to otrzymamy
( L  f ) ( t ) =  f  (—C) +  i T (D nf) (t) dt, t t  [—C,C].
J-£
Poza tym
{vk (Lnf,  n)}n-0 =  {vk ^ , n)}n=0 .
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Sformułujemy w tym podrozdziale jeszcze cztery definicje. Dwie z nich ochrzcimy 
mianem "konstrukcja", bo bardzej przypominają typowe konstrukcje z teorii całki 
niż, na przykład, definicję wypukłości funkcji. W końcowym etapie tego rodzaju 
definicji będziemy też czasem dowodzić niektórych własności konstruowanych obiek­
tów. Podobnie czynić będziemy w następnych rozdziałach.
Oprócz wspomnianych definicji sformułujemy w tym podrozdziale pięć lematów, 
których można dowieść korzystając z elementarnych własności, patrz np. [2 0 ], twierdze­
nie 1, s 39, funkcji wypukłych oraz z tego, że f  jest funkcją wklęsłą wtedy i tylko 
wtedy, gdy —f  jest funkcją wypukłą. W przypadku lematów 2. 2  i 2.4 korzystamy w 
dowodach z warunku koniecznego i wystarczającego na to, by dana dystrybucja była 
funkcją wypukłą, patrz [6 ], twierdzenie 4.1.6, s 90, skracając długość dowodów. 
Krótki, elementarny dowód lematu 2. 1  pomijamy. Zamiast dowodu umieszczamy 
rysunek, który (jak się nam wydaje) prezentuje ideę dowodu.
L em a t  2 . 1 . Jeżeli f  : [—i, i] ^  R, to:
(a) f  jest funkcją wypukłą wtedy i tylko wtedy, gdy dla każdego podziału n E n  [i] 
ma miejsce nierówność f  > f ;
(b) f  jest funkcją wklęsłą wtedy i tylko wtedy, gdy dla każdego podziału n E n  [i] 
ma miejsce nierówność f  < f.
R ys. 2.1. i  =  5, f  ( t ) =  i  ( t  +  2)2 +  1, n =  {—5, —2,2,5} , n =  3,
(Ln f ) (t ) =  maxfc=0,i,2 {f  (Tk) +  ( f  (Tk+i) — f  ))} •
L em a t  2.2. Jeżeli f  : [—i, i] ^  R, n E n  [i] i f  =  f ,  to:
(a) f  jest funkcją wypukłą wtedy i tylko wtedy, gdy {vk ( f , n )}^=0 jest ciągiem
niemalejącym;
(b) f  jest funkcją wklęsłą wtedy i tylko wtedy, gdy {vk ( f , n )}J!Z0 jest ciągiem 
nierosnącym.
Dowód.  Wystarczy dowieść punktu (a). Oczywiście, gdy n =  { —i, i} , dowód 
jest niepotrzebny. Załóżmy zatem, że n > 2. Dla każdego 
k =  1, 2, ...,n — 1 i każdego t E (Tk, Tk+1) mamy (patrz uwaga 2.2)
f  (T) =  (Ln f  i  (T) =  vk (f ,  n ) ,
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więc, por. [19], przykład 2, s 23,
f " = Y h  (Vk ^ , n) — ^ , n)) 6iTk},
gdzie 5{t } jest tak zwaną deltą Diraca, czyli dla dowolnej funkcji próbnej 
ty E 60’° ((—£,£) , R) ma miejsce równość
5{t}ty = ty (t ) .
Korzystając teraz z twierdzenia 4.1.6, patrz [6 ], s 90, uzyskujemy natychmiast 
żądany rezultat.
Bezpośrednią konsekwencją uwagi 2.2 i lematu 2.2 jest
Wniosek 2.1. Załóżmy, że f  : [—£,£] R i n E n  [£ż\.
(a) Jeżeli f  jest funkcją wypukłą, to f  jest funkcją wypukłą.
(b) Jeżeli f  jest funkcją wklęsłą, to f  jest funkcją wklęsłą.
Wprowadzimy jeszcze operację, która z geometrycznego punktu widzenia jest 
przekształceniem wykresu danej funkcji przez jednokładność względem początku 
układu współrzędnych.
Defin ic ja  2.3. Niech będzie dane £ > 0. Dla każdej funkcji f  : [—£,£\ — R 
i każdej liczby k  > 0 definiujemy
P rz y k ła d  2.1. Dla £ = 1 oraz f  (t ) =  1 +  \J1 — t 2 mamy
(32 f )  {T) = \  +
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U w aga 2.3. Łatwo sprawdzić, choć bez użycia twierdzenia Talesa wymaga to nieco 
rachunków, że dla każdej funkcji f  : [ - i ,  i] ^  R, każdego podziału n G n  [i] i 
każdego — > 0 ma miejsce równość
L kk (Jk f ) =  Jk ( L  f ) •
Łatwo też sprawdzić, że jeżeli f  : [ - i ,  i] ^  R jest funkcją lipschitzowską, to dla 
każdego — > 0
Lip Jk f  =  Lip f  •
Lem at  2.3. Załóżmy, że f  : [ - i ,  i] ^  R jest funkcją ciągłą i k  > 1 .
(a) Jeżeli f  jest funkcją wklęsłą i f  (0) > 0, to:
(a1) dla każdego podziału n G n  [i]
(L in (J -1f ) )  ( t ) < f  (t ) -  - — 1 f  (°) < f  ( t ) , t G\ K \ K / / -  -  i , -  i  k  k  .
(a2) istnieje takie 5 > 0, że dla każdego podziału n G n  [i] spełniającego warunek
5max (n) ^  5
K — 1
(Lxn (JKf )) (t) > f  (t ) +  +Wf  (0) > f  (t ) , t G [-i ,  i] •K + 1
(b) Jeżeli g jest funkcją wypukłą i g (0) < 0, to:
(b1) dla każdego podziału n G n  [i]
fL 1 n fJ i g)) (t ) > g (t ) -  - — 1 g (0) > g (t ), t g -  i, -  iK K
(b2) istnieje takie 5 > 0, że dla każdego podziału n G n  [ - i ,  i] spełniającego 
warunek 5max (n) < 5
K — 1
(LKn (JKg)) (T) < g (t ) +  ——  g (0) < g (t ), t g [-i ,  i] •K + 1
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Dowód.  Dowiedziemy punktu (a). Dowód punktu (b) jest podobny.
PonieważDowód p u n k tu  (a1). Weźmy dowolne t £ — Ki , 1 i
k t  £ [—i, i] , 0 < — < 1 oraz t  = ( l  ^ 0 +----- ( k t )
k  \  k ) k
1 (  1 \  11 -----0+—
V /  
a f  jest funkcją wklęsłą, to
- )  f  (0) +  ' k  — 1
k ) kf  (t) > i 1 — - )  f  (0) +  - f  ( k t )  = — 1 f  (0) +  (J -1 f ) ( t ) .V k )  k  v - /
Stąd, wobec punktu (b) lematu 2.1, dla każdego t £ — Ki, Ki  otrzymujemy
(L - n (J - f ) )  (t ) < (J - f ) (t ) < f  (t ) — ~ — ~ f  (0) < f  (t ) .
Dowód p u n k tu  (a2). Weźmy dowolne t £ [—i, i] . Ponieważ f  jest funkcją 
wklęsłą i mamy
1
—t £ 
k
— -  i, , -  i  
k  k
C [—i, i] , 0 < — < 1 oraz — =  ( l  ^ 0 + t ,
k  k  \  k J k
to
(JKf )  (t ) = K f  ( ^ )  > k  — ^ )  f  (0) + —f  (t ))  =  f  (t ) + (k  — -) f  (0) .
Mamy zatem
(JKf )  (t ) > f  (t ) + (k  — -) f  (0) , t £ \—i , i \ . (2.1)
Przedział [—i, i] jest zwarty, a funkcja f  : [—i, i] ^  R jest ciągła i mamy
f  (0) > 0 , więc istnieje takie S > 0 , że dla wszystkich s , t  £ [—i,i]  prawdziwa jest 
implikacja
K — 1
\s — t \ <  S ^ \ f  (s) — f  ( t ) \< —  f  (0).k  + 1
Ustalmy teraz dowolny podział n = {—o,—!, ...,Tn} £ n  [i£] spełniający warunek
Smax (n) ^  S
i weźmy dowolne — £ [—i, i\ . Oszacujemy (od dołu) różnicę
(L^f )  (t ) — f  (t ) .
Dla pewnego j  £ {0 ,1, ...,n — 1} mamy — £ — , —j+1 ]. Skoro
\—j+ 1 — t \ ^  S oraz — — t \ <  S,
to
K — 1 K — 1
— \f  (—j ) — f  ( t ) \ > ----- + ^ f  (0) oraz — \f  (—j+1) — f  ( t ) \ > ----- + ^ f  (0)K + 1  K + 1
i w rezultacie
K — 1
( Ln f ) ( —) — f  (—) >  —  f  (0) , (2 .2)k  + 1
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bo
T — Tj(Lnf  ) ( t )  — f  (t) = f  (Tj ) +  ------—  ( f  (Tj+1) — f  (Tj )) — f  (t)
Tj+1 T j
= Tj+1 ^  T f  (Tj ^  T Tj f  (Tj +1) — f  (t)
Tj+1 Tj Tj+1 Tj
= U+ 1 ^  T ( f  (Tj ) — f  (t)) + T ( f  (Tj+ 1) — f  (t))
j+1 — j j +1 — j
> — f  (Tj) — f  W  — f  (Tj+1) — f  ( t ) |Tj + 1 Tj Tj + 1 Tj
> — ^ ^  (0)
VTj+ 1 — t— t—+1 — Tj J  k  +  1
k  — 1 f  (0).k  +  1 '
W szczególności
k — 1 2 
L  f ) (0) > f  (0) — — —  f  (0) = — —  f  (0) > 0. (2.3)k  + 1  k  + 1
Ponieważ (patrz wniosek 2.1) L n f  jest funkcją wklęsłą, to spełnia założenia punktu
(a). W takim razie (patrz wzór (2.1))
(Jk ( Ln f )) (T) — ( Ln f ) (T) > (k  — 1) ( Ln f ) (0).  (2.4)
Korzystając teraz z uwagi 2.3 oraz ze wzorów (2.4), (2.3) i (2.2), otrzymujemy
(Lxn (JKf  ) ) ( t )  — f  (t) = (Lxn (JKf  ) ) ( t )  — (Lnf )  (t) + (Ln f  ) ( t )  — f  (t)
= (JK (Lnf ))  (t) — (Lnf )  (t) + (Lnf )  (t) — f  (t)
> (k  — 1) (Lnf )  (0) +  (Lnf )  (t) — f  (t)
2 k  — 1
> ( k —1) _ f  « » — z — 1 f  m  
= f  (0).k  + 1
Dowolnemu podziałowi n E n[£] i dowolnej funkcji f  : [—£,£} — R przyporząd­
kujemy dwie nowe funkcje S° f  oraz S ^ f , których użyjemy w następnym rozdziale
do konstrukcji układu obronnego. Definicje będą długie, więc zmienimy ich formę, 
zamieniając przy okazji słowo "definicjaśłowem "konstrukcja". Użyte w oznaczeni­
ach litery "O"i "N"pochodzą od słów óbrońca"i ńapastnik".
K o n stru k c ja  2.1. Ustalmy liczbę £ > 0, podział n = {t 0, T1 ,..., Tn} E n  [£] oraz 
funkcję f  : [—£, £] — R.
E ta p  1. Dziedziny funkcji S ° f, S^f. Skracając oznaczenia wprowadzone w 
definicjach 2.1 i 2.2, przyjmiemy
4  = h  (n) , £k = £k ( f , n)  , Vk = Vk ( f , n)  , k =  0 , 1 , . . . ,n — 1 .
Dziedziną funkcji S ° f  będzie przedział —£O (f , n)  ,£O ( f , n)  , gdzie
£O ( f ,n ) = _ 2  2 + 2  ¡j2 P P2 (—£)  + (£) + "n- 1  \ ,a — p 2 j  — p \  k=o )
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a dziedziną funkcji SN/  będzie przedział —£N ( f , n)  ,£N ( f , n)  , gdzie
2 r> -i / n 1
( / , n)  =  “ 2 2 +  2  2~ 2 ( !f (—^ )\ +  lf  (^) l +  Z  aA2 +  £ka 2 — p2 2 a 2 — p2 \  k=o
E ta p  2. Odpowiedniki ciągów [8k}n=0 , [£k}n=l , [vk}n=0 , [rk}
Ciągi 2 2  n+0 • №  1=0 *
«0°  =  - ^ - 2 f  (—0 i . C .  =  lf  (01 .a 2 — p2 a 2 — p2
«° =  a2 p  2 (^ pSk=1 +  a ^  Sfc=1 +  4 =1)  , k =  l, 2 , ..., n ,l
«N =  - / - i  !f (—4! ,«N+1 =  - ^ - 2 !f (4 !,a 2 — p2 a 2 — p2
«N =  a 2 — p2 ( aSk=1 +  p ^ Si=1 +  4 =1)  , k =  l, 2 , ..., n
n+1 r TVT^n+1
Ciągi {£°}n+0 ■ {£N}n+0 :
p2 p2
£°  =  2 p2 f  (— ) , £°+1 =  2 p2 f  (4a2 — p2 a2 — p2
p2
£k 2 2£k=1 , k l, 2 , ...,n,a 2 — p2
2 2  
£N =  - 2 ^ - 2  f  (—^ ) , £N+1 =  — - 2 ^ 1  f  ^  ,a 2 — p2 a 2 — p2
2a
£N = ------- ----2£k=1 , k =  l, 2 ,...,n .a 2 — p2
f 0 1 n+1 f n'| n+1 Ciągi |v °  j  , \V fc^ . Dla każdego k =  0, l, ...,n +  l definiujemy
0, gdy S°  =  0 , N i 0 , gdy SkN =  0,V °  =  / O VN =  < N
k ’ fO, gdy S° > 0 , k | %,  gdy «N > 0 .¿  , L-k ^  u> ¿N , k^k \ k
{° >l n+2 f n ! n+2, \ TN \  k 0 . Dla każdego k =  0, l, ...,n +  2 definiujemy
k 1 k 1
r °  =  - 1°  (f, n) + £  « 0  oraz rN =  — N (f, n) + £  SN
j = 0 j=0
E ta p  3. Definicje funkcji S ° f  i §Nf.
Funkcja S°  f .  Dla każdego k =  0, l , ..., n + l  i każdego r  £ r °  r °rk , rk+1 przyjmujemy
k 1
(S° f ) (r) =  Z  Vj°S°  +  (r  — rk°) V° .
j=0
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Funkcja f .  Dla każdego k =  0 ,1,..., n+1 i każdego — £ TN — NTk , Tk+1 przyjmujemy
k 1
s N f )  (—) = y ; ^NsN + — —
N N
—k vk
j=0
Inną (równoważną) formą definicji funkcji SO f  i SNf są wzory: 
(SOf) (—) = f  O ( DOf ) (s) ds, — £Jt0
[SNf) (—) = i  1 ( DNf )  (s) ds, T £
o o
T0 , Tn+2
N N
T0 , Tn+2
gdzie
D O f) (s)
DNf )  (s)
v° ,  gdy s £ {т°,т°+l 
gdy s £ (r^.TjN —Nk , Tk+1
*O.E ta p  4. Dziedziny i niektóre własności funkcji SOf i SNf. Bezpośrednio z 
definicji funkcji S ° f  i S j f  wynika, że obie te funkcje są ciągłe, kawałkami liniowe i 
spełniają warunki: ( ) ( ) ( ) ( )
(SOf) (—O) =  (SN f) (—N) =  0 .
Oczywiście
—O =  —i O ( f , n)  oraz —N =  — iN ( f , n ) .O N N
Ponieważ
to
n+1
E  sO
k=0
n n- 1
E  Sk-1 =  E  Sk = 2i,
k=1 k=0
dO +  dO+1 ^  E  dO
k=1
P (\f  (—i ) \ + \ f  ( i ) \) + _2 P „2 E  (pSk- 1  + a ^ Sk- 1  + fck-1
k=1 Va2 — p2 (j2 -  P2 a p 
n
2 2 ^ - Sk—1 + 
a — p k=1
pa
a2 — p2
' n ________
\f  (—i) \ + \f  (i) \ + E  \JSfc-1 +  £k-
k=1
2i O ( f , n ) .
Stąd otrzymujemy
n+1
—O+2 =  —i O ( M  + H  SO =  iO (f,n )
k=0
więc dziedziną funkcji SO f  jest przedział —i O (f, n) , i O (f,  n) . Podobnym sposobem 
można sprawdzić, że dziedziną funkcji S j f  jest przedział —i N ( f , n)  , i N ( f , n)  . 
Zauważmy jeszcze, że może być
—i °  (f,  n) = —O = —O lub —O+1 =  Tn+2 =  iO (f,  n) ,
2
1
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więc { r °  , r ° ,..., t ° +2} może nie być podziałem przedziału —£o ,£o w sensie definicji 
2.1, ale spełniony jest warunek
—£O ( f , n)  = T0O <  tO < tO < ... < tO < T°+1 < tO+2 = ( M  .
Podobnym sposobem dowodzimy poprawności definicji funkcji
SNf : p N ( f , n)  ,£n  (f ,n)] ^  R
i warunku
- £ n  ( f , n)  = t N < t N < T2N < ... < t N < tN+1 < tN+2 = £N ( f , n ) .
E ta p  5. Własności funkcji §Of i §Nf
1. Obie funkcje S ° f  i §N f  są ciągłe i zerują się na końcach przedziału, w którym 
zostały określone.
2. SOf =  SOLnf oraz SNf =  S N L f.
3. Mają miejsce nierówności
n+1 ,------------------ n i  n- 1  ______ \
2£N ( f , n ) <  E V  (^N) +  (eN) < -------  [\ f  {—£)\ +  \f  {£)\ +  E  \ /  $k +  £k) .
k=0 n -  P \  k=0 )
Dowód własności  1. Ciągłość obu funkcji wynika bezpośrednio z ich definicji. 
Równości
( S f )  ( - 1 °  ( f , n )  = (SNf) ( -£ n  ( f , n) )  = 0
stwierdziliśmy w poprzednim etapie. W przypadku funkcji S<O f  mamy
n
(STT f ) (£ ( f , n )) =  £0 +  E  £j +  £n+1
j=1
-2 O2 n O2
f  (-£) + 2------2 E  £k- 1 ----- 2------2 f (£)
n2 — P2 j=1 n2 — P2
n O2
E  ( f  (Tk) — f  (Tk-1)) 2 2 ( f  (£) — f  (—£ )
j=1 n2 — P2
( f  (Tn) — f  (to)) yO 2 ( f  (£) — f  (—£))n2 — P2
( f  (£) — f  (—£)) — - / - 2 ( f  (£) — f  (—£))n2 — P2 
= 0.
Podobnie dowodzimy równości
(SSNf) ( £ n  (f , n )  = 0
Dowód własności  2. W definicjach funkcji SO f  i S j f  uwględnione są wartości 
funkcji f  tylko w punktach podziału n, a te pokrywają się z wartościami funkcji 
L n f.  Stąd wynikają napisane w punkcie 2 obie równości.
n 2 —P2
P2
n 2 —P2
P2
n 2 —P2
P2
n 2 —P2
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Dowód własności  3. Pierwsza nierówność jest konsekwencją równości
n+1
Mamy
2fN ( / ,* )  =  £  i i
k=0
,,2 _2 4 2 1 2 , 2^1
(ioN) 2 +  (4*) =  f 2 ( -O  +  T T ^ f 2 ( - 0  =  g( (2g + 2^  f 2 ( - ( )v y v y (a2 — p2) (a2 — p2) (a2 — p2)
2 ^2 , „2 a 2
f 2 M )  < 7 " ^ 2  f 2 M )
a a  +  P (2 / r,\ ^  a f 2
(a — P)2 (a +  P)2 (a — P)2
więc
o )2 +  (eN)2 <  — \f  M ) \a — p
Podobnie dowodzimy nierówności
ć ( 0 2 +  C-N+i)2 < —  f  (i>i •a — p
Natomiast dla k = 1 , 2 , ..., n mamy 
(^N) +  (-N) =  (-2  _  2)2 ^_^k-i  +  p^ l - i  +  - 2- i )  +  772---- TN2 - k-1(a2 — p2)2 V ' v k-1 k-1J (a2 — p2)
(^ (a i fc-i +  p^
a 2 n  ,-------------- x 2
(a2 — p2)
2 \ \ ók- 1 ^ ók- 1  +  Ą - l )  +  - 2£/c-1
2
a 2 ( (a 2 +  p2) (¿2- 1 +  4 - 0  +  2pa8k- 1 \Jó—  +
(a2 — p2) 
oraz _________
2ók- 1 \ l ót - 1 +  4 -1  <  4 -1  +  4 -1  +  4 -1  <  2 (4 -1  +  4 - 1) ,
więc
(4*) +  (4*) ^  (a 2 — p2)2 { (a2 +  p2) {ók- 1  +  4 m )  +  2pa (4 -1  +  4 -1
^ + 4  (ó'2- 1 + 7 - 9  =  ( a —p)2  (ó'2- 1 + 7 7
W rezultacie
n+110^  ± /  / /</ ___________
£ V  (ÓN) +  (eN) ^  ~  ( \f  (—4 \ +  \f  (4 \ +  ^  \ /4 -1  +  4 -1
k=0 a  p V k=1
1
\f  (—4 \ +  \f  (4 \ +  XI v 4  +  4
a
a — p \  k=0 /
;OOprócz trzech wyżej wymienionych bardzo ważną własnością obu operacji S" i 
§N jest zachowywanie (przy pewnych dodatkowych założeniach) wypukłości i wklęs­
łości funkcji.
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L em at  2.Ą. Załóżmy, że i  > 0, n £ n  [i] i f  : [—i, i] ^  R. Przy tych założeniach, 
jeżeli f  jest niedodatnią funkcją wypukłą, to obie funkcje S° i są niedodatnie 
i wypukłe, a jeżeli f  jest nieujemną funkcją wklęsłą, to obie funkcje S° i S^ są 
nieujemne i wklęsłe.
Dowód.  Przypuśćmy, że f  jest niedodatnią funkcją wypukłą. Jeżeli f  jest nieu­
jemną funkcją wklęsłą, to rozumowanie jest podobne. Z analogicznych powodów 
jak wyżej dowiedziemy tylko niedodatniości i wypukłości funkcji S °f. W dowodzie 
wykorzystamy warunek konieczny i wystarczający na to, by dana funkcja była wy­
pukła (patrz [6], twierdzenie 4.1.6, s 90) oraz to, że funkcja
v
£ ( -1 .1 )K +  V l +  V2
gdzie k  >  0 , jest ściśle rosnąca i spełnia warunki:
lim ó (v) =  —1 oraz lim ó (v ) =  1.
Przyjmijmy
V — > — C O
n =  {to.Ti, ...,Tn}
f o l n+1 f O 1 n+2Niech (patrz konstrukcja 2.1, etapy 2 i 4) |Vo j  i {bo j fc 0 , gdzie
2
—i O ( f , n)  =  ToO < TiO < T2O < ... < tO < tO+1 <  tO+2 =  i O ( f , n)  ,o O _o on
_o _o dO
będą odpowiednikami ciągu {vk}n=0 i podziału n. Dla k =  1, 2, ...,n mamy
o _o
°o°k
p
p^k=1 P £k-1
P°k=1 +  O \ /  °k- 1 +  £.
£fe-1
¿k-1 p
k 1
Vk 1
O p °k=1 + J ° k -  1 +  £k- 1
U p 
aP +  J 1  + ¿2- 1 O P W 1 +  v2_1
Natomiast
o 0 , gdy f  (—i) =  0 ,
a $ = § , gdy f  (—i ) < o.
Von+1 p f  h)
0 , gdy f  (i) =  0 ,
0 , gdy f  ( — i ) =  0 ,
P
a gdy f  ( — i ) < 0 ,
0, gdy f  ( i ) =  0 ,
P a ) gdy f  ( i ) < 0 ,, a \ m \ , gdy f  (i) < 0  -
więc z uwagi na lemat 2.2 i wspomniane wyżej własności funkcji ó, otrzymujemy
p , o ^  ^  o , p
< V1 <  ... <  Vn < ~.O o
k
2
2k 1
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Zatem [S° f  > 0, bo (zależnie od możliwego przypadku)
s ° f )
n— 1
^  (v°+1 -  vk )  5{To+1} , gdy f  ( - i )  =  f  (i) =  0
fc=1
( D ) n—1
(^ 1°  +  ^W } +  ^  (v°+i -  v° )  ^ tO +J, gdy f  ( - i )  < 0, f  (i) =  0,
( P ) n—1
( “  -  V° )  5{t°+J +  .E  (V°+1 -  V° )  ^ r f + J ,  gdy f  ( - i )  =  0, f  (i) < 0,
( V°  +  O )  ^ f }  +  ( O -  V° )  5{t,?+,} +  |  f V°+ 1 -  V° )  W }
gdy f  (-« ) < 0 , f  ((.) < 0 .
Kończy to dowód wypukłości funkcji S° f .  Ponieważ (patrz konstrukcja 2.1, etap 5)
f s ° f ) f - i °  ( f , n) )  =  f s ° f ) f t °  ( f , n) )  =  0 ,
a funkcja wypukła, określona w przedziale zwartym, zawsze osiąga maksimum glob­
alne co najmniej w jednym z końców tego przedziału, to
S ° f  « 0 .
Wyznaczenie funkcji S ° f ,  S? f  nie jest trudne, ale jest dość uciążliwe nawet w 
bardzo prostych przypadkach. Podamy jeden przykład.
P rzy k ła d  2.2. Obierzmy dowolnie i  > 0, dwie liczby p 1 , p2 G R i dla każdego 
t  G [-i ,  i] zdefiniujmy
f  ( t ) =  ^1 +  fJ,2T.
Przyjmijmy
n =  { - i , i }  ,
2
iO =  _ 2i  + 2 ~ 2 0 ^ 1 1+ i V1+ ^ 2) ,o 2 -  p2 o2 -  p2 V v /
2 2i  +-----2P ---2 fl^11 +  i V 1 +  ^ 2)  =  iO +  i .o 2 -  p2 o2 -  p2 V /
Korzystając ze wzorów podanych w konstrukcji 2.1 łatwo sprawdzić, że jeżeli
f  (- i ) > 0 oraz f  (i ) > 0,
to
' ' ' ' ' " ' ^  ~ - i ° , i °S° f ) (t) =  min { p  ( /°  +  T) , e °  +  v°  (t  -  t ° )  , Op ( /°  -  T) ^  T G
S f  (t) =  min |  - { i N +  t) , s? +  vN (t -  t ?  ,~p ( iN -  t) 1 , t G _ i N i N
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gdzie
£0O j 2 — p2 f  (—£), "O
O PP2 , tO = —£O + - ? ^ 2  f  (—£)
j
2 _  2 f  — £) • vN =  ------ JJPLa  — p j  + Py 1 + P2
j  2 — p2
T f =  — N + ^ a - 2 f  (—£)a2 — p2
a jeżeli
to
f  (—£) < 0 oraz f  (£) < 0 ,
sO f) ( T  
sN f) ( T
gdzie
m a x | — P (£O + t) ,£°° + »O (t — t ° )  ,P  (t — £ 
max |  — j  (£n  + t ) + vN ( t  — tN) , j  (t — £N) J
T G - £ O,£O
t e  —£N, £N N
2O
£N
£o
f  (—£ ) , vO
PP2
t °  = —£O +Oj  — p
a2 
a2 — p2 f  (—£), "N =
p + j \ ! 1 + p 2
N a p 2
pa
a 2 — p2 f  (—^
a + p y 1 + P2
TN = —£n  + -2p L - 1 f  — Ea2 — p2
W przypadkach
f  (—£) = 0 oraz f  (£) > 0 ,
f  (—£) = 0 oraz f  (£) < 0 ,
f  (—£) > 0 oraz f  (£) = 0,
f  (—£) < 0 oraz f  (£) = 0
podane wyżej wzory ulegną stosownym modyfikacjom. Na przykład, jeżeli
f  (—£) = 0 oraz f  (£) > 0 ,
to
s ° f ) (t) = min {vO (£°  + T) , p ( £O — T) } , T E 
SNf )  (t ) = min j  vN (£N +  t) , a  (£N — t ) }  , TE
—£O,£O 
-_£N £N
gdzie
O pP2 VN ap2
p + a y  1 +  p 2 a + p y  1 +  p 2
Rozważmy teraz trzy przypadki szczególne. Przyjmijmy
£ = 2 , n = {—2 , 2 } , p = 1 , a = 2
2p
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i dla każdego t E [—2, 2] zdefiniujmy
5 3
f  (t ) =  2 +  4 т, # ( t ) =  —3, h (t ) 
Ponadto (dla dalszych celów) zdefiniujmy
do
d2
3 3  
2 +  4 T
l  ■ —2
, di —
—l —2
0 0 . f  (—1) . 1
l 2
, d3 —
l 2
f  (l) , 4 0 0
Przypadek funkcji f . Mamy
więc
(S? f )  ( t  ) 
SNf )  (t )
f  (—2) — 1 > 0, f  (2) =  4 > 0,
5 3
2 , ^2 — 4 ,
l O = 4, l N — 6 ,
1 O 3 O 10_ , Vr  1 = 14, Ti = —Y
4 N 6 N 16
3 , =  13 ’ Ti = —Y
T  +  2,
3 22 1
14 T + 2 1 , '” 2 T
_O
_N
1 
2
m in) 2 t +  12, — t  +  1 4 8 , 12 — 2 t L  t  E [—6 , 6]
13 39
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Przypadek funkcji g . Mamy
więc
g ( -2)  = g (2) = - 3  < 0, 
Mi =  -3,  M2 =  0 ,
O = 4, £N := 6,
1 , vO = 0, tO = - 2 ,
4, vN =  0, tN = -4 ,
S° g) (t) = m a x { - 2 T -  2 - 1 , 2 T -  2 ] , T  E [ - 4, 4],
§Ng) (t ) =  max { - 2 t -  12, -4 ,  2t -  12} , t E [ - 6 , 6]
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Przypadek funkcji h. Mamy
więc
h (—2) -  0, h (2) = 3 > 0,
3 3
^ 1 =  2 , ^ ,
£° - 1 0 , £n  -  i 6 ,
3 ’ 3 ’
0 3 N 6V =  — , — — ,
1 1 13
(sOh) (T) =  mm { - T + 7,  -  — 2
SNh) (T) =  ,nm { I T + §  , f —2T}
R ys. 2.6. Wykresy funkcji SOh i SNh wraz z wektorami d0, d1, d2.
Następną konstrukcję poprzedzimy obserwacją pewnej istotnej własności jaką 
posiadają wszystkie trzy pary (S° f ,  SNf )  , (S °g, SNg) , (S °h, SNh) . Weźmy pod
uwagę parę (sO f ,  SN f )  i przyjmijmy (patrz rysunki 2.3 i 2.4)
d? =
d° -
dN =d0 =
dN =
T°  1 T0
. (S°  f )  (T0O) -
r ^ °  1T
. (S°  f )  ( t? )  -
--
T N -
. (SN f ) (ton ) . 
N -
=
. (SNf ) ( t2n ) ,
=
4
3 J
d° =
O
, dO
(so d  k i
T °
(S°  f )  (T3°3) J
—6
0
10
136
, dN =
Ti
d3N
S N f  (tN)
T N
(SN f ) (t  3
4
0
N
10
31
3
16
34
3 J
6
0
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3
Zauważmy, że
dN — d? =  dk, k =  0,1, 2, 3
oraz
do dodk+1 dk dN -  dNdk+1 dk
p
O
dN -  dNdk+1 dk . k =  0 , 1, 2 .
Zdefiniujemy odwzorowanie związane z wprowadzonymi operacjami S° i S^. 
Definicja nie będzie aż tak długa jak w przypadku tych operacji, ale ochrzcimy ją 
również mianem "konstrukcja".
K o n stru k c ja  2.2. Ustalmy liczbę i  > 0, podział n =  {to, t 1 ,..., Tn} £ n  [i] oraz 
funkcję f  : [—i,  i] ^  R.
E ta p  1. Dodatkowe i pomocnicze oznaczenia. Przyjmujemy
do ( f , n)  =  (—i, 0 ), dn+2 ( f , n)  = (i, 0) ,
dk ( f , n)  =  (Tk=1 , f  (to=1 )) , k  =  1, 2 , ...,n +  1,
i korzystając z oznaczeń użytych w konstrukcji 2.1, przyjmiemy dalej
dO (f,n )  =  ( t? ,  (sO f) ( t ? ))  , dkN (f ,n )  =  (tN , (sN f) (tN )) , k  =  0 , 1, ,„,n +  2 ,
n+1 n+1
£ ? n] =  U  [d°  ( f ,n) ,  d ?+1 ( f ,n ) ] , £N [f, n] =  U  [dN ( f ,n) ,  dN+1 ( f ,n)
k=0 k=0
E ta p  2. Definicja odwzorowania F(f,n) : £ N [f, n] ^  £ o [f, n] . Poprzedzimy 
definicję odwzorowania F(f,n) kilkoma obserwacjami. Z definicji punktów d? (f, n) 
i dN ( f , n) wynika, że jedynym punktem wspólnym dwóch przedziałów
d?  (f, n) , d?+1 (f, n )] , [d?  (f, n) , d?+1 (f, n) 
lub dwóch przedziałów
dN (f, n) , dN+1 (f, n )] , [dN (f,  n) , dN+1 (f,  n)
może być co najwyżej ich wspólny koniec. Obie łamane £ o [f, n] i £ N [f, n] dają się 
zatem przedstawić w postaci sum rozłącznych:
n+1
£ °  [f,n] =  {d0+2 (f,* )}  U U  [d? ( f ,n )  +0+. +  + )  ,
k=0 
n+1
£ N [f,n] =  { C -2 U n ) }  u  U  [dN (f,n )  +N+1 ( f ,n ))  .
k=0
Z drugiej strony wiemy, że możliwe są przypadki:
[d0 (f, n) , d 1 (f, n)) =  [d?  (f, n) , d?  (f, n )) =  [dN (f,  n) , dN (f, n )) =  0
lub
[dn+1 (f,  n) , dn=2 (f,  n)) =  [d°+1 (f, n) , d?+2 (f,  n)) =  [dN+1 (f, n) , dN+2 (f,  n)) =  0 .
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W związku z powyższym wybierzemy następującą formę definicji odwzorowania 
F ( f»  • Przyjmujemy
F (fn) fd?  (f, n)) =  d°  n) , F (fn) fd?+2 (f, n)) =  d°+2 n) •
Następnie, dla każdego
n+1
n G £N [f, n] \  {d?+2 (f, n) } =  U  [dN (f, n) , dN+1 (f, n))
k=0
wybieramy jedyne k o tej własności, że
n G [dN (f, n) ,  dN+1 (f, n ))
i przyjmujemy
F (fn) (n) =  dk ( f , n)  +
n -  dN ( f , n)
dN+1(f, n) -  dN (f, n)
4 + 1 ( f , n)  -  dk ( f , n)
E ta p  3. Własności odwzorowania F(f,n) : £ N [f, n] — £ °  [f, n] . Łatwo sprawdzić, 
że F(f,n) jest odwzorowaniem ciągłym i spełnia warunki
F (.f,n){ dN ^ , n) , 4+1 ^ , n)N dk ( f , n)  ,dk+1 ( f , n)  , k =  0 ,1 , ...,n  +  1,
nF (f,n) (dN ( f , n) ) =  d°  ( f , n)  , k  =  0, 1 ,...,n  +  2.
Dwie inne własności odwzorowania F(f,n) zawiera
L em at  2.5. Ustalmy liczbę i >  0, podział n =  { to ,t1, ...,Tn} G n  [i] oraz funkcję
f  : [ - i , i ]  -  R.
(a) Dla każdego k =  0 ,1, ...,n +  2 mamy
dN ^ , n) -  d°  ^ , n) =  dk ^ , n) ,
a dla każdego k =  0 ,1, ...,n +  1 i każdego n G d? (f, n) , dkN+ 1 (f, n)
n -  F (f,n) (n) G [dk ^ , n) , dk+1 ^ , n)] .
(b) Dla każdego k =  0 ,1, ...,n + 1 , jeżeli n,n G d? (f, n) , dkN+1 (f,  n) to
F (f,n) (n) F (f,n) (n) < -  lin -o
Dowód p u n k tu  (a). Dla k =  0 mamy
dN ( f ,n )  -  d° ( f , n)  =  fT0N -  To°, fSNf )fT 0N) -  fS ° f  )fT 0° ))
=  f- i N ( f , n) +  i °  ( f , n) , 0 -  0) = ( - ( ,  0) =  do ( f , n ) .
Twierdzimy, że dla każdego k =  0 ,1, ...,n + 1  ma miejsce równość 
dN+1 ^ , n) -  dN ^ , n) -  fd°+1 ^ , n) -  d°  ^ , n )) =  dk+1 ^ , n) -  dk ^ , n ) . (2 .5)
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Istotnie, dla każdego k = 0, 1 , ... , n + 1 mamy
dN+1 ( f , n)  — , Ę  ( f , n)  = (tN+1 — tN, (sN f  )(tN+1) — (sN f ) ( t ,
= (tN+1 — tN ,vN (tN+! — t N) )  = (6N, t k )
i z analogicznych powodów
dO+1 ( f , n)  — dO ( f , n)  = (fi? , 4 )  .
Zatem
dN+1 ( f , n) — dN ( f , n) — (dk+1 ( f , n) — dk ( f , n)) = (fiN — fik , £N — £O) .
Jeżeli k = 0, to
(fiN — fik , ££N — £O)
=  f  ~2 ~ 2 f  (—£)I 2~ 2 f  (—£)I , 2 2 f  (—£) 2~~ 2 f  (—£)la 2 — p2 a2 — p2 a2 — p2 a 2 — p2
=  (0 , f  (—£)) = (—£, f  (—£)) — (—£,> 0) =  d1 ( f , n)  — d0 ( f , n ) .
Jeżeli 0 < k < n + 1 , to
N O
fik — fik
= j 2 _  p2 ( afik - 1 + p[ fik - 1 + £k - 1)  — j 2 — p2 (yPfik- 1 + a [ fik - 1 + £k - 1)
= fik--  1 -
oraz
N O  =  a 2 p2 =
£k — £k = 0— 2£k-1 — 0— 2£k-1 = £k-^
więc
(fiN — fiO,£N — £° )  =  (fik- 1 , £k - 1) = (Tk — Tk- 1 , f  (Tk) — f  (Tk - 1))
= dk+1 ( f , n)  — dk ( f , n ) .
Jeżeli k = n + 1 , to
f i k —fiO,£kk—£O)
= ( - t - ^  f  f  (£)l ■ (£) + - ¡ pp2 - J (£)a2 -  p2 a2 -  p2 a2 -  p2 a2 -  p2
= (0, —f  (£)) = 0) — (£^  f  (£)) = dn+2 (f,  n) — dn+1 (f,  n) .
W takim razie, skoro
dN (f,  n) — dO (f,  n) = d0 (f,  n) , 
to korzystając z warunku (2.5), dla każdego k = 1, 2, ...,n + 2 otrzymamy
k—1
dN ( f , n)  — dO ( f , n)  = dN ( f , n)  + (dN+ 1 ( f , n)  — j ( f , n) )
—dO ( f ,n) — 'Ź2  (d°+1 ( f , n) — d°  ( f , n i)
k - k o j+1 -  j
j=0
k- 1
O
j
j=0 
k 1
do (f\  n) + (dj+1 (f \ n) — dj (f \ n)) = dk (f \ n)
j=0
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Kończy to dowód pierwszej części punktu (a). Ustalmy dowolnie 
k e  {1 ,2 , ...,n}  oraz n e  [^ N ( f , n)  ,dN+i ( f , n)
Ponieważ
n — dN f , n )
n =  4  f , n )  +
dN+i (f,  n) — dN (f, n)
(dN+i ( f , n)  — dN ( f , n)
to
n — U(fn) (n)
dN (f,  n) +
n — dN f , n )
—dk ( f , n) —
dk f , n )  +
dN+ i (f,  n) — dN (f, n)
n — dN f , n )
dN+i f , n )  — dN f , n )
dN+i f , n )  — dN ( f ,n ) ) 
d°+ i(f,n )  — d°  ( f ,n ) )
n — dN (f,n )
dN+ i (f,  n) — dN (f, n)
(dk+i(f,n )  — dk ( f ,n))
e  [dk f , n )  ,dk+i(f,n )] ,
co kończy dowód punktu (a).
Dowód p u n k tu  (b). Łatwo sprawdzić, że
d°+ i(f,  n) — d"  (f, n)O
P
- dN+ i (f,n )  — dfc (f ,n )  , k  =  0 ,1 ,...,n  + 1
Zatem , jeżeli dN+i (f, n) =  dN (f, n) i n, n e  dN (f,  n) , dN+i (f, n) to
F(f,n) (n) — U(fn) (n) =  d"  (f, n) +
n — dN (f,n )
dN+i f , n )  — dN (f,n )
dO+ i (f,  n) — dO (f,  n))
— I dO (f,n )  +
n — dN f , n )
dN+ i (f, n) — dN (f,  n)
n —dN f , n ) — n -- dN (f,n )
dN+ i (f, n) —dkN (f,n )
dO+ i (f, n) — dO (f, n)
O
dO+ i f , n )  — dO ( f ,n ) )
więc
F (f,n) (n) U(f,n) (n)
dO+ i (f, n) — dO (f, n) £
-dN+ i ( f , n)  — dN (f,n )
2.2. W ariacja i d ługość krzywej
Celem dość skomplikowanych konstrukcji podrozdziału 2.1 jest aproksymacja 
układów obronnych rozważanych w następnym rozdziale. Potrzebna będzie przy 
tym (między innymi) kontrola wzajemnych relacji pomiędzy obwodami rozmaitych
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zbiorów wypukłych. Dlatego zaczniemy od prezentacji potrzebnych własności jed­
nowymiarowej miary Hausdoffa zaczerpniętych z książek [5] i [4].
Długością dowolnego zbioru Z  C Rm będziemy nazywać jednowymiarową miarę 
Hausdorffa tego zbioru, czyli (patrz [4], rozdział 2 lub [5], podrozdział 2.10.2) 
wielkość
H 1 ( Z) = sup H i ( Z) = lim H i ( Z) ,
¿>° ¿1°
gdzie
( to to "i
H i ( Z) = inf \ £  diam Zj : Z  C ^  Zj , diam Zj  <  5 
b = i j=i
a dla każdego niepustego zbioru A C Rm
diam A = sup ||a -  b\\ .
a,b^ A
U w aga 2.4. Zauważmy, że miara Hausdorffa jest definiowana dla każdego zbioru. 
Warunek
H 1 (k Z ) = k H 1 ( Z) , k  > 0,
i niezmienniczość miary H i względem izometrii wynikają niemal bezpośrednio z 
definicji tej miary. Oczywiście dla dowolnych a,b E R2 mamy
\\a -  b\\ = H 1 ([a, b]) = H 1 ((a, b)) = H 1 ((a, b]) = H 1 ([a, b)) .
Trzy ostatnie z wymienionych wyżej równości również wynikają niemal bezpośrednio 
z definicji miary H 1. Natomiast, jeżeli a = b, to pierwsza równość przestaje być 
oczywista dopiero wtedy, gdy zaczynamy jej dowodzić, por. dowód punktu (ii) 
twierdzenia 2 na stronie 63 w książce [4] lub dowód óczywistego"wniosku 2.10.12 
na stronie 176 w książce [5]. Wydaje się, że najkrótszym dowodem równości
||a -  b\\ = H 1 ([a, b])
jest użycie standardowej parametryzacji odcinka [a,b]: x  (t) = a + 1 (b -  a), t E [0,1] 
i skorzystanie ze wzoru
H 1 ([a,b]) = i  \\x' (t)|| dt,
°
patrz [4], s 101, lub skorzystanie z podanych nieco niżej uwag 2.8 i 2.9 (z których, 
między innymi, ten wzór też wynika).
Defin ic ja  2.4
(a) Dla każdego F  : [-i , i]  ^  Rm i każdego n = ( t ° , t 1 , ...,Tn) E n[iż] przyjmu­
jemy
n - 1
finF = £  IIF (Tfc+1) -  F  (Tk)|| , f i f  = sup F.
k=° nen[ą
(b) Dla każdego f  : [-i ,  i] ^  R przyjmujemy
(r f )  (t ) = (T, f  (t )) , T E [ - i , i \
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oraz
r1a ( / ) =  \ /  (—£)\ +  \ /  (£)\ +  H 1 ( ( r / )([—£,£]))
a2 £ i 1 p°
a 2 — p2 2 a 2 -  p2L ( /)  =  £ +  b A ( / )
Uwagi
2.5. Dla każdej funkcji f  : [—l,l]  ^  R i dla każdego k  > 0 ma miejsce równość
T (Jk  f ) — k /
będąca jednym z powodów wprowadzenia operacji J K.
2.6. Dla każdej funkcji f  : [—l, l] ^  R m i każdego k  > 0 mają miejsce równości
A (Jk f ) — k A ( / ), L (Jk f ) — kL  ( f ).
Łatwo tego dowieść korzystając z uwagi 2.5, definicji funkcjonału A i definicji miary 
H 1. Można też użyć punktu (iv) twierdzenia 2, patrz [4], s 63.
2.7. Dla każdej funkcji f  : [—l, l] ^  R i każdego podziału n E n  [l] mamy (patrz 
konstrukcja 2.1, etap 5, punkt 3)
n— 1 __________
2A ( L / ) =  \ / (—£)\ + \ / (£)\ + £ \ / ¿2 ( /,n )  +  4  ( / , n)
k=0
r2i
L (L . / )  =  £N ( /,n )  =  + 2  A (L , / )a 2 — p2 2 a2 — p2
n+1l'/ t ± /---------------------------------  _
2L (Ln/ )  < A (SN/) =  (¿N ( / ,n ) ) 2 + (eN ( / ,n ) )2 < A (L , / ).
k=0 a  p
2.8. Jeżeli funkcja F  : [—£,£] — Rm jest ciągła i różnowartościowa, to (patrz [5], 
twierdzenie 2.10.13, s 177)
H 1 (F  ([—£,£])) =  &F.
2.9. Jeżeli funkcja /  : [—£,£] — R jest absolutnie ciągła, to r /  jest funkcją abso­
lutnie ciągłą i różnowartościową, więc (patrz [5], wniosek 2.9.20, s 165 i podrozdział 
2.9.22, s 167)
H 1 ( ( r / ) ([—£,£])) =  & ( r / ) =  f  || ( r  / )  (r  ) | dr  =  f  sjl +  ( / ' (t j f d r .
J-£ J-£
L em at  2.6
(a) Jeżeli F  : [—£,£] — R2 jest funkcją ciągłą i różnowartościową, to dla każdego 
podziału n E n  [£] ma miejsce nierówność
H 1 ((LnF )([—£,£])) < H 1 (F  ([—£,£])).
(b) Jeżeli /  : [—£, £] — R jest funkcją ciągłą i wypukłą lub wklęsłą, to
H 1 ( r /  ([— £, £])) =  & ( r / ) =  £  | ( r / )' ( r ) | dr =  £  J l  +  ( / ' ( r ) )2dr (2.6)
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oraz
A ( f ) =  sup A ( L  f ). (2.7)
nen[£]
Dowód p u n k tu  (a). Przyjmijmy
n =  (to,T1, ..., Tn) £ n  [i] .
Mamy (patrz uwaga 2.4)
(n=1 \ n=1
U  ( L F ) ([Tk,7i+1]) =  y  H 1 ( ( L F ) ([Tk,ti+1]))
k=0 )  k=1
n= 1 n= 1
=  y  H 1 ([F (Tk) , F  (to+1)]) =  E  \\F (Tk) — F  (r-k+OII
k=1 k=0
oraz
(n=1 \ n=1
U  F  ([Tk,71+1]) =  y  H 1 (F  ([Tk, 71+1])) .
k=0 /  k=0
Wystarczy teraz wykazać, że
||F  (to ) — F  (to+1)|| <  H 1 (F  (Ti , Tk+1] ) ) , k =  0,1, . . . , n — 1.
Nierówności te wynikają ze wspomnianego w uwadze 2.4 wniosku 2.10.12. W 
rozważanym przypadku można też:
(1) zauważyć, że
[F 7 ) , F  ( t1+1)] c  P[F(Tk),F(Tk+1)] (F  ([t1 , Tk+1])) ,
gdzie P[F(tk),F(tk+ 1 )] oznacza rzut na odcinek [F (to) , F  (Tk+1)] ;
(2) użyć twierdzenia 1, patrz [4], s 75, wykorzystując nierówność
Lip P[F(Tk),F(Tk+1)] <  1.
Dowód p u n k tu  (b). Przypuśćmy, że f  jest funkcją ciągłą i wypukłą. Wtedy 
(patrz [20] , twierdzenie 7, s 43): albo f  jest funkcją monotoniczną, albo istnieje takie 
i 0 £ (—i, i) , że f  jest nierosnąca w przedziale [—i, i 0] i niemalejąca w przedziale 
[i0,i] . Poza tym (patrz uwaga 2.1) f  : ( i= ,i+ ) ^  R jest funkcją lokalnie lipschit- 
zowską. Wynika stąd, że f  : [i=,i+] ^  R jest funkcją absolutnie ciągłą. Korzystając 
z uwagi 2.9 stwierdzamy słuszność równości (2.6).
Jeżeli f  jest funkcją ciągłą i wklęsłą, to f  jest funkcją ciągłą i wypukłą i mamy
H 1 ( (r  (—f )) ([—i, i])) =  H 1 ( ( r f ) ([—i, i])) =  ■& ( r f ) =  ■& ( r  (—f )),
więc równości (2 .6) są prawdziwe również i w tym przypadku.
Dowiedziemy równości (2.7). Mamy
A ( f ) =  \ f  (—i)| +  \ f  (i)| +  H 1 ( ( r f )([—i,i]))  =  \ f  (—i)| +  \ f  (i)| +  # ( r f )
=  \f  (—i)| +  \ f  (i)| +  suP ( r f )  =  suP U f  (—i)| +  \f  (i)| +  dn ( r f )}  ,n^n[i] nęn[l]
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a dla każdego n =  (to, t 1 , ..., Tn) G n  [i]
\ f  ( - i ) l  +  \ f  (i)l +  4  ( r f )
n— 1
=  \f  ( - i ) \ +  \f  ( i) \ +  E  ll( r f )  (Tk+1) -  ( r f )  (Tk+1) ||
k=0
n— 1
=  K + f  ) ( - i ) i  + i(L ,f ) (i)\ +  E  ||( r (L n f )) (Tk+1) -  ( r (L n f )) (tm-1)||
k=0
=  \(Ln f ) ( - i ) \  +  \(Ln f ) (i)\ +  ( r  (Ln f ))
=  \(Lnf ) ( - i ) \  +  \(Lnf ) (i)\ +  H 1 ( r  ( Ln f ) ( [- i ,i] ) )
=  A(Ln f ),
więc
A ( f ) =  sup A (Ln f ).
nen[£]
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3. Układy obronne
3.1. Pary w ypu k łe przystosow ane do obrony odcinków
Wprowadzimy pojęcie pary wypukłej będącej odpowiednikiem płaskiego, zwartego 
zbioru wypukłego.
Defin ic ja  3.1. Niech będzie dana liczba £ > 0 i dwie funkcje f , g  : {—£,£} ^  R. 
Powiemy, że ( f ,g)  jest parą wypukłą, jeżeli:
(a) f  >  0 jest funkcją ciągłą i wklęsłą;
(b) g <  0 jest funkcją ciągłą i wypukłą;
(c) spełniony jest warunek
g (0) < 0 < f  (0).
Zbiór wszystkich opisanych wyżej par wypukłych oznaczymy przez W  [£] . Dla 
każdej pary wypukłej (f,  g) E W  [£] przyjmiemy
C ^ ,g) = { (т,i ) E [—£,£) x  R : g (t) < 1  < f  ( t )}.
Jeżeli (patrz definicja 2 .4 ) ^ ( f ) — ^ ( g)  , to parę wypukłą (f ,g)  nazwiemy
przystosowaną do obrony odcinków (równoległych do osi odciętych). Przyjmujemy 
wówczas
^ ( f , g) — ^ (f)  — ^ (g) oraz L ( f , g) — L (f )  — L (g) .
Zbiór wszystkich par wypukłych (f, g) E W  [£} przystosowanych do obrony odcinków 
oznaczymy przez W ° b r  [£f .
P rz y k ła d  3.1. Jeżeli para (f, g) E W  [£} spełnia warunki
f  (—£) — g (—£) — f  (£)— g (£) — 0,
J  e / 1 + (fl ( t  ))2 dT — J  e // 1 + (g1 ( t  ))2 dT,
to oczywiście (f ,g)  E W ° BR [£ż\ . W szczególności, jeżeli
£ > 0 , V2 <  V1 < 0 < P1 <  [12
oraz
to łatwo sprawdzić, że dla funkcji f  : [—£,£} ^  R, g :[—£,£} ^  R, danych wzorami
f  (t) — m n  j i 1, i 2 — 1  \T\} , g (t) — max j vl , v2 — ~£r \T\} ,
mamy (f,  g) E W ° b r  [£} .
44
R ys 3.1. Wykresy funkcji f  i g dla parametrów
21 35
i  = 14, j  =  3, j  , V1 = -5 , V2 = -  — .2 6
P rz y k ła d  3.2. Dla funkcji f  i g z przykładu 1 .2  mamy 
( f , g ) e W
f - D-  g - D- Ki ) -
oraz
H 1 ( r f ) 
H 1 ( rg)
n n 
2 ’ 2
n n 
2 ’ 2
1 +  sin2 rdr  — 2r arc sin — ,
2r
'1 + dr — 2r arc sin — , 
2r
więc ( f ,  g) jest parą wypukłą przystosowaną do obrony odcinków.
Definicja  3.2. Niech będzie i  > 0. Powiemy, że podział n E n[i] jest odpowiedni 
(adekwatny) dla pary ( f , g ) E W  [i], jeżeli
(Ln f ,  Lng) e W  [i].
Zbiór wszystkich podziałów odpowiednich dla pary (f, g) E W  [i] oznaczymy przez 
n AD [f ,g].
U w agi
3.1. Jeżeli ( f , g ) E W  [i], to (por. [20], twierdzenie 9, s 171) C ( f , g ) jest
zwartym zbiorem wypukłym i mamy
C ( f , g ) — conv ( ( r f ) ([-l , i ])  U ( rg) ( [ - i , l ] ) ) .
Poza tym
oraz
0 e  int C ( f , g ),  
bd C ( f , g ) — (r f  ) ( [- t , t ])  U ( rg ) ([- t , t ])
U{ - e }  x [s  (- t) , f  (- ć)] U (f} x [g (0  j
H 1 (bd C ( f , g )) — A ( f  ) + A ( g ).
3.2. Ponieważ każda z funkcji f , g  tworzących parę wypukłą może się zerować 
tylko na końcach przedziału, w którym jest określona (bo jest wklęsła lub wypukła,
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a przy tym niezerowa), to każdy podział n £ n  [d] zawierający co najmniej trzy 
punkty jest odpowiedni dla każdej pary (f,  g) £ W  [d] .
3.3. Z analogicznych powodów jak wyżej każdy podział n £ n  [d] jest odpowiedni 
dla pary ( f ,g)  £ W  [d] spełniającej warunek
min {g (—d) ,g (d)} < 0 < max { f  (—d) , f  (d)} .
3.4. Oczywiście dla każdego — > 0 mamy
(f,  g) £ W o b r  [d] ^  (Jkf ,  d„g) £ W o b r  [-d ].
Natomiast implikacja
( f  , g) £ w o b r  [d] ^  (Lnf ,  g) £ W OBR [d]
jest na ogół fałszywa. Jest to jedna z przyczyn komplikacji użytych w pracy konstrukcji. 
L em at  3.1.
(a) Jeżeli (f,  g) £ W  [d] , to dla każdego — > 0 ma miejsce równość
k C  ( f ,g)  = C (Jkf ,  Jkg ) .
(b) Jeżeli ( f ,g) £ W OBR [d] , to dla każdego k  > 1 istnieje taka para 
( f K, gK) £ W  [d] i taki podział n £ n  [d] , że
(Jk (Ln f K) , Jk (LngK)) £ W o b r  [Kd] , (3.1)
- - L  (f,  g) < L  (Jk ( Ln f K), Jk (L*gK)) <  - L  (f,  g) (3.2)
oraz
C (f,  g) C int C (Jk (Ln f K) , Jk (LngK)) C k C  (f, g ) .
Dowód.  Łatwy dowód punktu (a) pominiemy. Dość długi dowód punktu (b) 
podzielimy na dwie części. Obierzmy dowolnie K > 1.
Część 1. Para ( f K,gK) . Korzystając z punktów (a2) i (b2) lematu 2.3 i punktu
(b) lematu 2 .6  stwierdzamy istnienie takich podziałów
n =  {r 0 , T1 , ...,Tn } £ n  [d] , n" =  {т0 , T1/, ...,Tn"} £ n  [d] , 
że dla każdego t  £ [—d,d]
k  1 1
(LKn' (Jkf )) (t) >  f  (t ) +  t  f  (0) , A (Ln'f ) > -^=A ^ , g)k  + 1 k
oraz
k  1 1
(Ln  (JKg)) (t) <  g (t ) +  g (0), A (Ln"g) > A ^ , g) .k  + 1 k
Dla podziału n =  n' U n" mamy n' C n oraz n" C n, więc (patrz lemat 2.1 i wniosek
2 .1 )
L n f  =  L nL n  f  <  L nf  oraz L n»g =  L nL n»g >  L ng.
46
Stąd, dla każdego t G [ - i ,  i] , otrzymujemy
(L*n (Jk f  ))(T) =  (Jk (Ln f  ))(T) >  (Jk (Ln' f  ))(T) 
— — 1
=  ( L ^  (JKf ))(T) > f  ( t ) +  f  (0)— + 1
oraz
(LKn (JKg)) ( t ) =  (Jk (Lng)) (t ) <  (Jk (L^»g)) ( t ) 
— — 1 
=  (LKn" (JKg))(T) <  g (t) +  ——  g (0 ). — +  1
Z analogicznych powodów będzie również
A (Ln f ) >  - ^ A  (f, g) oraz A (Lng) > - ^ A  (f,  g ) . (3.3)'— \ —
Możliwe są przypadki:
A (Ln f ) =  A (Lng) , A (Ln f ) > A (Lng ) , A (Ln f ) < A (Lng ) .
W przypadkach drugim i trzecim konieczne będą wstępne modyfikacje: funkcji g w 
drugim przypadku, a funkcji f  w trzecim. W pierwszym przypadku żadne wstępne 
modyfikacje potrzebne nie będą.
Rozważmy przypadek A (Ln f ) > A (Lng ) . Dla każdego A > 0 zdefiniujmy 
0 (A) d=f A(LnAg) =  A( ALng) =  -A g  ( - i )  -  Ag (i) +  H 1 ((r(A L „g ))([- i,i]))
n— 1 ________________
=  -A g  ( - i )  -  Ag (i) +  E  Z^5! (n) +  £k (g, n) A2.
k=0
Funkcja 0 : [0, to) — R jest ciągła, ściśle rosnąca i spełnia warunki:
0 (0 ) =  2i  < A (Lng) =  0 (1) oraz lim 0 (A) =  oo.X——^o
Istnieje zatem takie A > 1, że
A (LnAg) =  A (Ln f ).
Przyjmujemy:
f K =  f  oraz gK =  Ag.
Ponieważ
A (JkL^f K) =  A (JkL^f ) =  -A  (Lnf ) =  -A  (L*Ag) =  A ( J ^ A g )  =  A ( J ^ gK), 
to
L  J k L  f  K) =  + 1 A (J kL ,  f K) =  -O - L  + 2 - p - j  A ( J k L  gK)o 2 -  p2 2 o 2 -  p2 o 2 -  p2 2 o 2 -  p2
L (JkLngK)
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oraz
L (3k Ln f  K)
j 2k£ 1 pa
+a 2 — p2 2 a2 — p2A (3kL w f ) = k
a2£ 1 pa
a2 — p2 2 a 2 — p2A (Ln f )
a2£ 1 pa
a2 — p2 2 a 2 — p2A ( f  n  =  kL  (f)  = kL  ( f , g) .
Biorąc pod uwagę pierwszą z nierówności (3.3), otrzymujemy dalej
L (3»L n f K) = k  T - - ^ .  + \ - p ^ r ,  A L  f )) > k  T -P - , + ^  - r - -* A ( f  )
> \ f —
a2 — p2 2 a 2 — p2
T a 2£ 1 pa
—2 — p2 2 \ [ k  a2 — p
a 2 — p2 2 a2 — p2A ( f  ) I =  V —L ( f , g)
Zgodnie z uwagami 2.4, 2.10 i punktem (a) lematu 2.5, dla każdego t E [—£,£] 
mamy
(3k (Ln f K)) (T) — f  (t ) = (L„n (3kf )) (t ) — f  (T) >
k  — 1 
k  + 1 f  (0) > 0. (3.4)
W szczególności
k  — 1
(3k (Ln f K)) (0) > f  (0) + f  (0) > 0.k  + 1
Z analogicznych powodów, dla każdego t E [—£, £\ ,
(JK (LngK)) (t) — g (t) = (JK (LnAg)) (t) — Xg (t) + (A — 1) g (t )
* — — 1 , s s / s * — — 1 / s
<  A -— -g (0) + (A — 1) g (t) < A - — r g (0) < 0,— + 1  — + 1
(3.5)
a w szczególności
— — 1 
(3k (LngK)) (0) < g (0) + - —  g (0) < 0. — + 1
Tym sposobem dowiedliśmy, że para ( f K,gK) spełnia warunki (3.1), (3.2), (3.4) i 
(3.5)
W przypadku A (Ln f ) < A (Lng) znajdujemy takie A > 1, że
Przyjmujemy
A (LnAf ) = A (Lng) .
f K = Af  oraz gK =  g
i tym samym sposobem jak w poprzednim przypadku stwierdzamy, że para ( f K, gK) 
też spełnia wymienione wyżej cztery warunki.
W przypadku A (Ln f ) =  A (Lng) przyjmujemy po prostu
f K = f  oraz gK =  g, 
otrzymując parę ( f K,gK) spełniającą warunki (3.1), (3.2), (3.4) i (3.5)
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Część 2. Dowód inkluzji
C (f,  g) c int C J  (Ln f K) , Jk (LngK)) c  k C  (f,  g ) .
Inkluzja
int C (Jk (Lnf K), Jk (LngK)) c  k C  (f,  g) 
jest oczywista. Inkluzja
C (f ,g)  c C (Jk (Lnf K), Jk (L*gK)) 
wynika z warunków (3.4) i (3.5). Wystarczy zatem wykazać, że 
C (f,  g) n bd C (Jk (Lnf K) , Jk (LngK)) =  0 .
Gdyby było
(t, fi) £ C (f,  g) n bd C (Jk (Lnf K), Jk (LngK)),
to byłoby również
(T,i ) £ C ( f , g),
a wobec tego mielibyśmy
—i  <  t <  i  oraz g ( t ) <  i  <  f  (t ).
Ponieważ ma też miejsce relacja
(T ,i) £ bd C (Jk (Lnf K), Jk (LngK)), 
to z warunków (3.4) i (3.5) wynika, że
i  =  Jk (Ln f K) ( t ) > f  (t ) lub i  =  Jk (L^gK) ( t ) < g (t ) . 
Otrzymana sprzeczność kończy dowód inkluzji
C (f,  g) c int C (Jk (Lnf K) , Jk (LngK)).
P rzy k ła d  3.3. Obierzmy dowolne i  > 0, dowolne k  > 1 i przyjmijmy 
f  ( t ) =  Vi 2 — t 2, g ( t ) =  —Vi 2 — t 2, t  £ [—i, i] . 
Następnie, dla każdego n £ N, zdefiniujmy
nn =  ( _ i  cos i i  }" .
I n J k=0
Jeżeli n 
n >
2 arc cos 1  ’ 
k
to (Ln„f -, L n„g) £ W OBR [xi] oraz
i C  ( f , g) c  int C (L c  f ,  Lnng) c  C  ( f , g) c  int C (Jk f ) , Jk (L „g )) c  k C  (f, g)K
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3.2. U kłady  obronne
Zaczniemy od wprowadzenia numeracji "wierzchołków"wielokąta wypukłego, postaci
C (Ln f ,  L ng) ,
zgodnej z dodatnią orientacją płaszczyzny R2. Numeracja ta  będzie szczególnie przy­
datna w szóstym rozdziale.
K o n stru k c ja  3.1. Niech będzie dana para ( f ,g)  E W  [£} i podział
n — {to,T1, ...,Tn} E nAD [f,g] .
E ta p  1. Wierzchołki. Zbiór C (Ln f ,  L ng) jest wielokątem wypukłym. W oz­
naczeniach z konstrukcji 2 .2  mamy
n+2
C (Lnf ,  Lng) — conv U  {dk (f, n ) , dk (g, n)}
k=0
oraz n+2
U  {dk (f, n ) , dk (g, n )} c  bd C (Lnf ,  L ng ) .
k=0
Symbolami k -  (g,n) , k+ ( f , n)  oznaczymy liczby elementów zbiorów, odpowiednio
n+2 fn+2 \
U  {dk (g , n )} oraz ( U  {dk ( f , n ) } ) \ {(£, 0)}
k=0 \ k=0 )
i przyjmiemy
n -  ( f , g, n)  — k -  (g,n) oraz n ( f , g, n)  — k -  (g,n) + k+ ( f , n)  — 1 .
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Zauważmy, że
k (g,n) —
Natomiast
k+ ( f , n)
n +  3, gdy g (—l) < 0 i g (l) < 0,
n +  2 , gdy g (—l) < 0 i g (l) — 0 ,
n +  2 , gdy g (—l) — 0 i g (l) < 0 ,
n + 1, gdy g (—l) — g (l) — 0 .
( n  +  2 , gdy f  (—l) > 0 i f  (l) > 0 , 
n + 1 , gdy f  (—l) > 0 i f  (l) — 0 , 
n + 1 , gdy f  (— l) — 0 i f  (l) > 0 , 
f  (—l) — f  (l) — 0 .n, gdy
E ta p  2. Numeracja wierzchołków. Ponumerujemy najpierw wierzchołki "dolne". 
Dla każdego k — 0 ,1, . .. ,k— (g,n) — 1 przyjmujemy
do ( f g n )  i dk (g ,n) gdy g (—l) < 0
k ) \  dfc+i (g, n) gdy g (—l) — 0.
f \ 1 k- (g,n) — iZauważmy, że jd^r (f, g ,n ) j  jest ciągiem różnowartościowym i mają miejsce
relacje
di? ^ , g , n) — (—l, 0), d<i-(g,n)—i (f, g , n) — (l, 0),
k- (g,n) — i n+2
U  {dfc ( f ,g ,n )} — U  H  (g , n ) } .
k=0 k=0
Teraz ponumerujemy wierzchołki "górne". Dla każdego k — 0 ,1,...,k+ (f,  n) — 1 
przyjmujemy najpierw (numeracja pomocnicza)
do ( f n )  — i  dk ( f , n)  gdy f  (—l) > 0
d  (/,7T) — \  dk+i ( f , n)  gdy f  (—l) —0,
a następnie, dla każdego k — k — (g, n) , k — (g,n) + 1 ,..., n ( f , g, n) przyjmujemy
dk ( f , g ,n)  — dn(f,g,n) — k ( f , n)  .
i n(f,g,n)
żmy, że {dk ( f , g , n )\
relacje
Zauważ y, że Id^ ( f , g , n) \  ' jest ciągiem różnowartościowym i mają miejscev j k^ k^ (g,n)
dn(f,g,n) (f, g, n) — d?  (f, n) — ( —l  0) ,
n(f,g,n) n^+2
U  {dfc ( f , g , n ) } — ( U  H ( f ,n )} ) \ I (1,0)}.
k=k- (g,n) Vk=0
Poza tym jdj? (f, g ,n) j fc(f,g, ) jest ciągiem różnowartościowym i mamy
dn(f ,g,n)(f, g , n) — d? (f, g , n) — (—l, 0), 
n(f,g,n)—i
U  {dfc ( f ,g ,n )} c  bd C (Lnf ,  g)
k=0
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n(f,g,n)—1
conv U  { dk ( f , g , n ) } = C (Lnf , L ng) .
k=0
E ta p  3. Orientacja brzegu wielokąta C (Ln f ,  L ng). Mówimy, że {ck}0=o jest 
ciągiem o okresie 9 G N, jeżeli spełnia warunek
Ck+e =  Ck, k G No.
Standardowym sposobem przedłużamy numerację z etapu 2 na cały zbiór N0 tak, 
by otrzymać nieskończony ciąg
dk ( f , g , n )}
co
k=0
o okresie n ( f , g , n ) . Ciąg |dj? (f , g , n )} nazwiemy orientacją brzegu wielokąta
C (Ln f ,  Lng) . k=0
E ta p  4. Własności. Nadużywamy znaczenia pojęcia "wierzchołek", bo nie każdy 
punkt d? (f,  g, n) musi być punktem ekstremalnym wielokąta wypukłego C (Lnf ,  L ng) 
Dla każdego j  G N0 mamy jednak
j+n(f,9,n) — 1
C (Lnf ,  Lng) =  conv U  {di? ( f , g, n) }
k=j
j+n(f,9,n) — 1
U  {d? ( f , g , n ) } c  bd C (Lnf ,  L ng),
k=j
oraz
a poza tym
| j+n(/,9,n)-1 
k=jd? ( f , g , n ) } k
jest ciągiem różnowartościowym. Zauważmy jeszcze, że
0 g int C (Ln f ,  Ln g ) ,
n — ( f , g,n)  > 3 oraz n ( f , g,n)  > 4.
P rzy k ła d  3.4. Dla funkcji f , g  z przykładu 2.2 i podziału n =  { -2 , 2} mamy
n — (f,  g, n) =  k— (g, n) =  4, k+ (f,  n) =  3, n (f,  g, n) =  6 ,
{d?  (g , n ) , d? (g ,n ) , d? (g , n) ,  d?  (g , n )} =  { ( - 2 ,0 ), ( - 2 , - 3 ) ,  (2 , - 3 ) ,  (2 ,0)},
{d$ ( f , n)  ,d$ ( f , n)  ,d$ ( f , n ) } =  { ( - 2 ,0 ), ( - 2 ,1 ), (2 ,4)},
{d?  ( f ,g,n) ,  d? ( f ,g, n ) , d ? ( f , g , n) ,  d? ( f ,g,n) ,  d?  ( f ,g,n) ,  d?  ( f ,g, n) ,  d?  ( f ,g, n )}
=  { (-2 , 0), ( -2 , - 3 ) ,  (2, -3 )  , (2, 0), (2, 4), ( -2 ,1 ) ,  ( -2 , 0)} .
U w aga 3.5. Śledząc konstrukcje odwzorowań S° i S? łatwo sprawdzić, że orien­
tację |d ?  (f , g , n )j^  można przenieść na analogiczne orientacje
dO ° ( f , g , n ) \ _ ,  { d № ( f , g , n
oo
k=0 7 { k * / j k=o
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brzegu wielokątów C (§° f, i C (§Nf, §N^  . Będzie przy tym
d<O°  f , g ,n) e  £O [g, n \ , dN°  f , g ,n) e  £N [g ,n ] , gdy k e  {o, ..., n -  f , g ,n) — 1} ,
dO°  f , g ,n) e  £O [f,n ], dN0 f , g ,n) e  £N  [f,n ], gdy k e  {n -  f , g ,n) ^ . ^  n f , g ,n
Rozważana w pracy obrona odcinka polega w gruncie rzeczy na obronie pewnego 
zbioru wypukłego zawierającego ten odcinek. W związku z tym wprowadzimy następną 
definicję.
Defin ic ja  3.3. Powiemy, że (n O, n N, F) jest układem obronnym ze strefą raże­
nia D, jeżeli:
(a) Qo , ^ n , D są zwartymi i wypukłymi podzbiorami płaszczyzny R2 oraz
0 6 int D;
b) F  : bd fiN ^  fiO i dla każdego t* >  0 i każdej lipschitzowskiej funkcji
n : [t*, to) ^  bd fiN
mamy
Lip (F  ◦ n) ^  P Lip n oraz n (t) e  (F  ◦ n) (t) +  D, t >  t*.a
P rz y k ła d  3.5. Ustalmy dowolnie r > 0 i przyjmijmy
Ar
a 2r
+
par n
a2 — p2 a2 — p2 2
Następnie, dla każdego a e  [0, 2n) , zdefiniujmy
n (a) 
£ (a)
n i (a) 
n2 (a) _
n (a) — r
—Ar
— cos a 
sin a
+
a 2r
a 2 — p2
1 — cos a 
sin a +
par 
a2 — p2
Przyjmując
n — \n — a\
n N conv n ([0, 2n)) , n O =  conv £ ([0, 2 n )) , F  =  £ ◦ n i
i korzystając z lematów 3.1 i 3.3 podanych w pracy [12] (gdzie 9 =  ^ ) stwierdzamy, 
że ( n O, n N, F) jest układem obronnym ze strefą rażenia
D =  B  [0, r]
0
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y :1.0-
/  05­
/  i i i i i i i i ■ i i i iN i i i ilV 1 1 1 1 VJ 1 1 1 1
\  -2.0 -1.5  ^ __ -0.5
1 I 1 i 1 1 1 1 1
0.5 1.5 2.0 /
N. -0 5 --
N . -10-
;
R ys. 3.3. Układ obronny (fiO, , F )
dla parametrów r =  p =  1, a =  2.
Definicja  3.Ą. Jeżeli ( f , g ) £ W  [i], n £ nAD [i] i L  f ,  L  g) £ W o b r  [i], to
(patrz konstrukcja 2 . 2 ) przyjmujemy
i N (f , g , n ) =  i N ( f , n ) =  i N (g, n )
i dla każdego n £ bd C (^ §N f , §Ng) definiujemy
F (n) =  i  F (f>) (n) , gdy n £ £N [f , n ],
(/,g’n) ( ) \  F(g,n) (n), gdy n £ £ N [g,n].
Poprawność definicji liczby i N (f, g, n ) jest konsekwencją uwagi 2.7.
L em a t  3.2. Jeżeli ( f , g ) £ W  [i], n £ n AD [—i, i] i (Lnf ,  g) £ W o b r  [i], to
iN ( f . n ) =  iN n )
i trójka
( c  (SO f ,  SO g) ,  C (SN f ,  sN g fi f ^ )
jest układem obronnym ze strefą rażenia C (Ln f ,  L ng).
Dowód.  Wszystkie trzy zbiory C (SO f ,  S°g) , C (SN f ,  SNg) , C ( L  f ,  L„g) są 
zwarte i wypukłe oraz
0 £ int C (Ln f ,  L g), 
więc pierwszy warunek definicji 3.3 jest spełniony.
Upraszczając oznaczenie, przyjmijmy
i N =  i N ( f , g , n ).
Ponieważ (patrz konstrukcja 2.2)
bd C (SNf ,  SNg) =  £ n  [f,n] U £ N [g ,n], £ N [f,n] n £ N [g,n] =  { (—i N, 0) , ( iN, 0)}
oraz
(SNf) (— N) =  (sNg) ( — N) , (SNf ) («N) =  (sNg) ( iN) ,
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to definicja odwzorowania F(f,g,n) jest poprawna i
F tf,a,n) : bd C (sN f, SNg) ^  £ °  [f, n\ U £ °  [g , n} c  C  (S ° f ,  S°g)
jest funkcją ciągłą.
Ustalmy teraz dowolne t * >  0 i dowolną lipschitzowską funkcję
n :[t . , ^  bd C (SNf, SN g).
Upraszczając kolejne oznaczenie, przyjmijmy
F(f,g,n) — F .
Wybierając dowolne s, t  >  t* dowiedziemy nierówności
II(F ◦ n) (s) — (F ◦ n) (t) I <  -  (Lip n) \s — t \ .a
Bez zmniejszenia ogólności rozważań możemy przyjąć, że s < t oraz (patrz uwaga 
3.5)
n (s) E [dN° (f,  g , n) ,  dN+1(f,  g , n )] , n (t) E [dN° (f,  g , n) ,  dN+1(f,  g , n)
gdzie
j  < k < j  + n ( f , g , n ) .
Jeżeli j  — k, to (patrz lemat 2.5)
II(F ◦ n) (s) — (F ◦ n) (t) II <  -  lin(s) — n (t) II <  -  (Lip n) \s — t \ .a a
Załóżmy zatem, że j  < k. Funkcja n jest ciągła, a każda z sum:
£ 1 — [n (s) ,dN+1 ( f , g ,n) \ U U  [dN( ( f , g ,n) ,di+(i ( f , g ,n)
u d f 0 ( f , g ,n) , n (t)
£ 2
i=j+l
n(f,gn)-(k-j+1)
n (t) ,dN+0i ( f , g ,n)  u U  dN+0 ( f , g ,n) ,dk+°i+i ( f , g ,n)
i=l
u df+0n(f,g,n) ( f , g , n) ,n (s)
jest zbiorem spójnym i spełnione są warunki:
Zatem
£ i u £ 2 =  bd c  (§N f, §N g), £ i n £ 2 =  {n(s) , n ( t ) } .
£ 1 C n ([s,t]) lub £ 2 c  n ([s ,t]).
Rozważmy pierwszą możliwość. W przypadku £ 2 c  n ([s,t}) rozumowanie jest podobne. 
Z tych samych powodów jak wyżej istnieją takie
s ^  tj+1 < tj+2 < ... < t k ^  t,
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ze
n (ti) =  ( f , 9 , n ) , * =  j  + l , j  + 2, ...,k.
Korzystając ponownie z lematu 2.5, otrzymujemy
||(F  o n)(s) — (F o n) COH
k- 1
< H(F o n) (s) — (F o n) (tj+1)H + Y 1 H(F o n) (ti) — (F o n) (ti+i)H
i=j+1
+ H(F o n) (tk) -  (F o n) (t)H
k 1
< P (Lip n) |s — tj+1\ +  P (Lip n) '22  \t i — ti+ 1 \ + P (Lip n) \tk — t \
a °  i=j+1 a
= P (Lip n) \s — t \ ■ a
U w aga 3.6. Przy założeniach lematu 3.2 odwzorowanie F  nie może spełniać 
warunku Lipschitza ze stałą - . Mamy bowiem
Lip F  >
F \ —r , 0 — F  t N, 0 (—i ° , 0) — ( t ° , o) oO
|| (—t N, 0) — (tN, 0)H
p 2pt + a A (L* f ) > p
t N, 0) — (tN, 0)|| t N
a 2at  + pA (Ln f ) a
P rz y k ła d  3.6. Dla funkcji f , g  z przykładu 2 .2  i podziału n = {—2 , 2} mamy
(f , g) e  W o b r  [2] oraz n e  nAD [2],
więc (C  (S° f ,  S ° ą  , C ^§N f ,  §Ng^ j , F{f,g,n jest układem obronnym ze strefą raże­
nia C (Lnf ,  Lng) = C (f,  g ) .
R ys. 3.4. Układ obronny dla pary ( f , g ) z przykładu 2 .2 .
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P rz y k ła d  3.7. Załóżmy, że funkcje 
f  ( t ) =  min j p i , p 2 U  — —  j g ( t ) =  m a ^  vi , v2 M — — t e  [—Ł,Ł]
spełniają warunki z przykładu 3.1 i przyjmijmy
łn  =  i O +  ł
p ł  +  pa
a 2 — p2 a 2 — p2
1 — Ai 
№.
-  Ł) + A
A
O
Mamy wówczas
a  -.Ł + pa
i O
a 2 — p2 a2 — p2
a i  +  pa
1 — Ai  
A2y - ł ) +  a2A
a 2 — p2 a2 — p2
1 — Vi
V2 V 2
— Ł) +  v2
L (f ,g)  =  ŁN.
Przyjmując następnie
+ —Ł, — 1 — ! * )  Ł, (1  — l , l \
A2 , A2 ,
gdy Ai < A2,
n+ =  {—Ł, 0,Ł} , gdy Ai =  A2, 
otrzymamy (patrz konstrukcja 2 .1 )
S°+ f ) (t) =  min j  AO, A° ( l  — Ło )  } t G
O O—ŁO, i
gdzie
oraz
gdzie
2 p t 2..o =  p .. ,.OAi =  2 2 . i ,  .2  =  /---------
a2 — p2 pi  +  a J i 2 +  a2
ŁO,
t)  =  mi^  aN ,AN ( 1 — GN )  ^ , t e
t
ŁN
- Ł N ,ŁN
a2 N aA2
AN =  a 2 — p2 A i A 2  a i  + pJt> +  a2
N
Podobnie, przyjmując
n { —Ł, — (1  — ^ i )  Ł, (1  — Vi) Ł, i} , gdy Vi < V2
n =  { —Ł, 0, Ł} , gdy vi =  V2,
otrzymamy
sO- g) (t ) =  max <!v0, v2O ( 1 — Ł o) } , t e - Ł O,ŁO
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2
2
gdzie
oraz
gdzie
Ponieważ
oraz
O p2 O
vl — 1 ----- 2 ^  V2a 2 — p2
PV2
pl +  a^j l2 +  v |
l O
g) (t) — max j  vN ^  — lN  j , t G N N—l N,l-
N a2 N av2—----- - Vi, V2 — — .---------
a2 — p a l  +  p J l 2 +  v2
n — n U n E nAD [f, g]
N
sO f — §O+ f ,  SNf — SN+ f ,  SOg — s?-g, §Ng — §N-gO N7T N O- N-J7T
to zgodnie z lematem 3.2 trójka
( c  (SOf, SOg) , C (SNf, SNg) , F(f,g,))
jest układen obronnym ze strefą rażenia C ( f , g ) . Przyjmijmy teraz (patrz rys. 3.1)
21 35
l  — 14, Hi — 3, /12 — TT, Vi — —5, V2 — — — .2 6
Zilustrujemy wpływ proporcji ^ na kształt układu obronnego i długość bronionego 
odcinka. Rozważymy dwa układy parametrów:
p — 1, a — 3 oraz p — 1, a — - .
4
Przypadek p — 1, a — 3. Mamy
l O — -9 l N — 171
8 ’ 8 ’
O _  3 O 177 N _  27 N _  1539
11 — 8 , 12  — 152, 11 — 8 , 12  — 136 ,
S? m  4 • ,3  177 3Sn / ( t ) — min —, --------------t1 w  \ 8 ’ 152 19 I I t E —l O, l O
SNf) (t) — min i 27 , 1539 — 9  \ t \) , t  G —l N, l N
O 5 O
V 8 ’ 136 17
45 N 295 N
8 408
2565 
—~392~,
- l O, l O„o ) ^  7 5 5 , ,  295 \M  (t) — max ( —8 , 5 1  \t \ — 4 0 8 J , "  E 
gN ) / X 7 45 4 ^  2565 \  N N
SN4  ( t > — max { - T ' 147 I t \ — W  ' T G —  l
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R ys. 3.5. Para zbiorów (C (S° f ,  S ° , C f ,  
dla p = 1 , a =  3.
Przypadek p = 1 , a =  | . Mamy
i °  =
524 N = 6 5 0  
9 , 9 ,
,o 16 ,o 2096
^  =  3 , = 1 2 3  ,
.N 25 N 325
= T  , » *  =  U
S° f ) (t ) 
SN f ) ( t )
16 2096 12
min — , --------------- ^  , t G
V 3 123 41 1
 y0 o n O
25 325 3
m ln ( ,T , 1 2  ■ 8 | t ^  , t e
- t N, t N
°  80 °  10480
Vi —------, Vo —-------------,
1 9 2 1017 vN =  - -
125 VN =  -■ , v2 =
8125
5 0 4 ,
S °g) ( t ) 
(SN g) ( t  )
80 20 . . 10 480m a ^ l----- , --- t -------------
9 ’ 113 11 1017
125 25 . . 8125\
max | ----—, ttttt \t I —
9 ’ 112 504
, t G 
, t G
—i ° , i °
- e N j N'
9
1c
y
-10 ■
R ys. 3.6. Para zbiorów (C (S° f ,  S° , C (SN f ,  SN g jj
5
dla p = 1 , a =  - .
4
W szóstym rozdziale, mówiąc bardzo nieprecyzyjnie, będziemy potrzebowali os­
zacowania czegoś w rodzaju stopnia zakrzywienia brzegu wielokąta.
Definicja  3.5. Załóżmy, że (f, g) G W  [i] oraz n G n AD [i]. Przyjmiemy
Co ( f , g , n ) =  ¿min (n) min { ( L n f ) (0), I (Lng) (0)1} ,
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a jeżeli spełniony jest warunek:
(W) max { f  (—£), \g (—£)\ , f  (£), \g (£)\} > 0, 
to przyjmiemy jeszcze
h ( f , g, n) =  € min { { f  ( -£) ,  \g (-£)  \ , f  (£), \g (£) \} \  {0}} . 
Następnie, jeżeli warunek (W) jest spełniony, to definiujemy
c (f,  g , n) =  min {co (f, g,n) ,  h (f, g, n )},
a w przeciwnym wypadku przyjmujemy
c ( f , g ,n)  =  co ( f , g , n ) .
U w aga 3.7. Liczba h( f , g , n)  jest najmniejszą spośród tych liczb
£f  ( -£) ,  £ \g ( - £ ) \ , £ f  (£), £ \g (£)\,
które są różne od zera (o ile takie są).
L em at  3.3. Jeżeli ( f ,g)  E W  [£] oraz
n =  {to,Ti, ...,Tn} E nAD [£] , 
to (patrz konstrukcja 3 .1 ) dla każdego k =  0 ,1,..., n ( f , g,n)  — 1 i każdego
z E d(k ( f , g ,n) ,d fc+i ( f , g ,n) mamy
(Lz,  d-k+i (f\  g , n) — (f\  g , n) ) > c ( f , g , n ) .
Dowód.  Obierzmy dowolnie k E {0,1,..., n ( f , g,n)  — 1}
oraz z E d<i  ( f , g ,n) ,d<i+i ( f , g ,n) i przyjmijmy
w =  (w1, w2) =  d?+1 ^ , g ,n) -  dk ( f , g , n ) .
Możliwe są dwa przypadki:
w 1 =  0 oraz w 1 =  0.
Przypadek w 1 =  0. W tym przypadku możliwe są kolejne dwa przypadki:
(a) W1 =  Tk'+1 -  Tk' > 0 , W2 =  g T ' +1) -  g T ' ),
(b) W1 =  Tk' -  Tk'+1 < 0, W2 =  f  (Tk') -  f  (Tk'+1) ,
gdzie k' G {0 ,1 ,...,n  -  1} . Rozważymy przypadek (a). W przypadku (b) rozu­
mowanie jest podobne. Dla pewnego t G [Tk' ,Tk'+1] mamy
z =  (t, (Lng) ( t) ) ,
więc
{Lz,d?+1  ( f , g,n)  -  d? (f , g , n )) =  (Lz,w)  =  -W 1 (Lwg) ( t ) +  W2T 
=  -  (Tk'+1 -  Tk' ) (Lng) ( t ) +  (g (Tk'+1) -  g (Tk' )) t.
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Dla każdego t E [—£, £\ zdefiniujmy
Ponieważ
t — Tk'
h (t) — g (Tk') +--------------- (g (Tk'+1) — g (Tk' ))
Tk'+1 — Tk'
(Lng)(t) — h ( t ) , gdy t E [Tk' ,Tk'+1} ,
(Lng)(t) > h ( t ) , gdy t E [—£,£} \  (Tk' ,Tk'+1)
to
{ L z , d(+ 1 (f,  g , n) — d(  (f,  g , n ) '/
— — (Tk'+1 — Tk) h ( t ) + (g (Tk'+1) — g (Tk')) t
— (Tk'+1 — Tk') ( —g (Tk') +  ( ) (g (Tk'+1) — g (Tk')) )
V \ Tk' + 1 — Tk' Tk' + 1 — Tk')  )
— (Tk'+1 — Tk') (—h (0)) >  (Tk'+1 — Tk') (— (Lng) (0))
— (Tk'+1 — Tk') \ (Lng) (0) \ >  co (f,  g,n) > c (f,  g, n ) .
Przypadek w 1 — 0. W tym przypadku druga współrzędna wektora w może mieć 
jedną z dwóch postaci:
w2 — g (—£) lub w2 — —g (£), 
a wektor z — (z1, z2) może być równy, odpowiednio:
z — (—£, n ) , gdzie g (—£) <  fi <  0 lub z — (£, f i ) , gdzie g (£) <  fi <  0. 
Ponieważ
Ihz ,  d(+1 (f, g, n) — d(  (f,  g, n) )  — (Lz, w) — —z2w 1 + z w  — z ^ 2,
to
( L z , n + 1 u , —d (  ( f , g, n >) — , gdy wi — ,
W rezultacie
( Lz,  d<k+ 1 ( f , g , n) — d<k ( f , g , n ) ) > h ( f , g ,n) > c ( f , g , n ) .
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4. Problem  obrony odcinka
4.1. Trajektorie dopuszczalne. Sterow ania
W rozważanej przez nas grze obrony odcinka biorą udział dwaj gracze: O (obrońca) 
i N  (napastnik). Opis takiej gry wymaga podania:
(1) zbiorów dopuszczalnych trajektorii;
(2) informacji jaką w danym momencie dysponują obaj gracze;
(3) celu gry.
W trzech krótkich podrozdziałach zajmiemy się wymienionymi wyżej zagadnieniami. 
Na początek zdefiniujemy zbiory dopuszczalnych trajektorii obu graczy.
Defin ic ja  Ą.1
(O) Dla każdego s >  0 i każdego a E R2 symbolem X s (a) oznaczamy zbiór wszys­
tkich funkcji lipschitzowskich x  : [s, to) ^  R2 spełniających warunek początkowy
x  (s) — a
i warunek Lip x  <  p. Każdy ze zbiorów X s (a) nazwiemy zbiorem trajektorii do­
puszczalnych gracza O. W przypadku s — 0 zamiast X0 (a) będziemy też pisać X  (a ) .
(N) Dla każdego s >  0 i każdego b E R2 symbolem Ys (b) oznaczamy zbiór wszys­
tkich funkcji lipschitzowskich y : [s, to) ^  R2 spełniających warunek początkowy
i warunek Lip y <  a. Każdy ze zbiorów Ys (b) nazwiemy zbiorem trajektorii do­
puszczalnych gracza N. W przypadku s — 0 zamiast Y0 (b) będziemy też pisać Y  (b).
Defin ic ja  Ą.2. Dla każdego s >  0 symbolem Us oznaczymy zbiór wszystkich 
funkcji mierzalnych
Elementy zbioru Us nazwiemy sterowaniami (gracza O). Elementy koła B  [0,p] 
będziemy utożsamiać ze sterowaniami stałymi. W przypadku s — 0 zamiast U0 
będziemy też pisać U.
4.1. Z twierdzenia Rademachera i twierdzenia Lebesgue’a o różniczkowaniu całki 
(patrz [4], twierdzenie 2, s 81 i twierdzenie 1, s 43) wynika, że x E X s (a) wtedy i 
tylko wtedy, gdy x  (s) — a i dla prawie wszystkich t >  s ma miejsce nierówność
czyli wtedy i tylko wtedy, gdy x  (s) — a i x' E Us. Analogiczną własność posiadają 
trajektorie y E Ys (b).
y (s) — b
u : [s, to) ^  B  [0, p] .
Uwagi
x ' ( t)ll <  P,
4.2. Jeżeli 0 < s <  s, a x E X s (a) i x E X j ( x  (s)) , to trajektoria x ^ x ,  dana 
wzorem i
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jest elementem zbioru X s (a) . Podobna uwaga dotyczy trajektorii gracza N i sterowań.
4.2. Funkcje n ieantycypujące. S trategie
Przypuśćmy, że w momencie t =  0 gracze O i N znajdują się w punktach, 
odpowiednio a e  R2 i b e  R2. Przyjmujemy, że w każdym następnym momencie 
t >  0 obaj gracze podejmują niezależne decyzje co do swych przyszłych działań 
biorąc pod uwagę dotychczasowy przebieg gry, czyli obie obcięte trajektorie x\[0,t] i 
V\[o,t]. W języku matematyki można to ująć następująco.
Defin ic ja  Ą.3. Ustalmy dowolnie s >  0 oraz a,b e  R2.
(O) Powiemy, że p  : Ys (b) ^  X s (a) jest funkcją nieantycypującą, jeżeli dla 
dowolnych y ,y  e  Ys (b) i dowolnego t >  s prawdziwa jest implikacja
y\[s,t] =  y\[s,t] ^  (p  (y))|[s,t] =  (p (y))\[s,t] .
Zbiór wszystkich nieantycypujących funkcji p  : Ys (b) ^  X s (a) oznaczymy symbolem 
$ s (a, b) i nazwiemy zbiorem strategii gracza O.
(N) Powiemy, że 0  : X s (a) ^  Ys (b) jest funkcją nieantycypującą, jeżeli dla 
dowolnych x , x  e  X s (a) i dowolnego t >  s prawdziwa jest implikacja
x \[s,t] =  x \[s,t] ^  (0  (x))|[s,t] =  (0 (x))|[s,t] .
Zbiór wszystkich nieantycypujących funkcji 0  : X s (a) ^  Ys (b) oznaczymy symbolem 
JO (a,b) i nazwiemy zbiorem strategii gracza N.
Odwzorowania nieantycypujące wprowadził (nie nazywając ich w ten sposób) 
do teorii gier pościgu-ucieczki Czesław Ryll-Nardzewski w pracy [15]. O ile nam 
wiadomo nazwę śtrategia nieantycypująca"(która nam się spodobała) wprowadził 
Leszek Zaremba pod koniec lat siedemdziesiątych ubiegłego wieku. Strategiami niean- 
tycypującymi w sensie Nardzewskiego są jednak nieantycypujące i górnie półciągłe 
multifunkcje, szczególnie przydatne w problemach istnienia ceny rozważanej gry, 
patrz [15] oraz [3].
Każda para strategii nieantycypujących w sensie Nardzewskiego (p, 0)  wyznacza 
co najmniej jedną parę trajektorii (x,y)  w ten sposób, że
x e  p  (y) oraz y e 0  (x ) .
Strategie o tej własności nazwijmy na moment "porządnymi". Używając języka po­
tocznego, jeżeli gracze wybrali już swe "porządneśtrategie, to w grze coś się naprawdę 
dzieje. Nasze strategie mogą nie wyznaczać żadnych trajektorii nawet wtedy, gdy 
założymy ich ciągłość (w topologii zbieżności jednostajnej w każdym ograniczonym 
przedziale), patrz [17]. Pojawia się zatem pytanie, czy rozważanie takich strategii 
ma sens.
Odpowiemy na to w ten sposób. Podążając śladami N. Krasowskiego, patrz 
[11], rozdział 2, §6, rozważamy grę z punktu widzenia każdego gracza z osobna. 
Jeżeli przy takim podejściu (mówiąc niezbyt precyzyjnie) obaj gracze, grając strate­
giami ńieporządnymi", mogą zapewnić sobie ten sam wynik, zwany wówczas ceną 
gry, to z dowolną dokładnością mogą uzyskać ten sam wynik grając strategiami 
"porządnymi". Metody dowodu, że tak jest w istocie (dla różnych rodzajów gier
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różniczkowych) bardzo przypominają metodę Eulera lub metodę Tonelliego dowodu 
istnienia rozwiązania równania różniczkowego zwyczajnego, patrz [1 1 ] lub [2 ].
Celem rozprawy było podanie konkretnego, jawnego wzoru wyznaczającego maksy­
malną długość możliwego do obrony odcinka. Techniczny problem uzyskania (z 
dowolną dokładnością) wyznaczonej ceny gry przy pomocy strategii "porządny- 
chźostał w pracy pominięty.
4.3. P roblem  obrony odcinka
W zasadzie rozważać będziemy grę obrony odcinka postaci [ - i , i ]  x {0} , gdzie 
/i > 0. Bardziej ogólny przypadek omówimy krótko w ostatnim rozdziale. Ponieważ 
zakładamy przewagę prędkości po stronie napastnika, to musimy wyposażyć obrońcę 
w broń o pewnym zasięgu. W przeciwnym razie obrońca nie byłby w stanie obronić 
żadnego odcinka o dodatniej długości. Można też myśleć, że wraz z obrońcą przemiesz­
cza się pewna, bardzo niebezpieczna dla napastnika strefa, której ten powinien 
unikać za wszelką cenę. Jeżeli ( f ,g) G W ° b r  [i] , to zbiór C ( f ,g)  jest bardzo do­
brym kandydatem do pełnienia roli strefy rażenia. Przyjmijmy wobec tego następną 
definicję.
Defin ic ja  Ą.Ą. Ustalmy dowolną parę ( f ,g) G W ° b r  [i] , dowolną liczbę i  > 0 
oraz parę takich pozycji początkowych a,b G R2, że
b G a +  int C (f, g) .
(a) Symbolem $  [f, g, i ,a,b] oznaczymy zbiór wszystkich strategii p G $  (a, b) 
spełniających następujący warunek. Dla każdego y G Y  (b) i każdego t > 0, jeżeli
y (t) G [ - i , i ] x  {0} ,
to istnieje takie s G [0, t ) , że
y (s) G P (y) (s) +  int C ( f , g) .
Każdy element zbioru $  [f ,g, i ,a,b] nazwiemy strategią skutecznej obrony odcinka 
[ - I , l ]  x  {0} w grze G (f ,g) .
(b) Symbolem L [f ,g, i ,a,b] oznaczymy zbiór wszystkich strategii 0  G L (a,b) o 
tej własności, że dla każdego x G X  (a) i każdego t > 0 ma miejsce relacja
0  (x) (t) G x  (t) +  int C ( f ,g)
i istnieje takie t* >  0, że
0  (x) (t*) G [ - l , l ] x {0} .
Każdy element zbioru L [f ,g, i ,a,b] nazwiemy strategią skutecznego ataku odcinka 
[ - I , l ]  x  {0} w grze G (f ,g) .
Zbiór $  [f, g, i ,  a, b] może być pusty wtedy, gdy liczba i  jest zbyt duża lub w przy­
padku (mówiąc bardzo nieprecyzyjnie) niewłaściwych proporcji pomiędzy odległoś­
ciami punktów a i b do bronionego odcinka. Trzymając (na razie) stronę obrońcy 
musimy dać mu szansę skutecznej obrony. W związku z tym pozycje początkowe a, b
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wybierzemy (mówiąc znów mało precyzyjnie) w taki sposób, by odległość punktu a 
do bronionego odcinka była mniejsza niż odległość punktu b. Dokładne wyznaczenie 
zbioru wszystkich trójek (g, a, b) , dla których $  [f, g, g, a, b] jest zbiorem niepustym 
wydaje się możliwe, ale wymagałoby włączenia do rozważań gier pościgu-ucieczki 
o zupełnie innym charakterze niż ta, z którą chcemy mieć do czynienia. Dlatego 
uprościmy sobie zadanie, przyjmując warunek, postaci
||b|| >  k + —  ||a|| .
P
Defin ic ja  Ą.5. Ustalmy dowolną parę ( f ,g)  G W o b r  [Ą , przyjmijmy
r (f, g) = L (f, g) + A (f, g), k (f, g) = 2P+ a r (f, g)2 a — p p
i zdefiniujmy
P  [f, g] = \ (a, b) e  R2 X R2 : \\b\\ > k (f , g)  + —  ||a| 
l P
Liczbę
val S ( f ,g)  = 2 sup I g  e  (0, rn) : A  $  [f, g, g,a,b] = 0
l (a,b)zP[f,g]
nazwiemy ceną gry S (f, g) , rozwiązaniem problemu obrony odcinka w grze S (f,  g) 
lub maksymalną długością możliwego do obrony odcinka w tej grze.
Dwa kolejne rozdziały będą poświęcone dowodom nierówności
val S (f, g) > 2L (f,  g) oraz val S (f,  g) < 2L (f,  g ) .
Mówiąc nieco dokładniej dowiedziemy, że
A  $[f , g,g,a,b]  = 0  oraz A  ^  [f,g,g,a,b] = 0 .
gZ(0,2£(f,g)) U>2L(f,g)
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5. Obrona
Wprowadzone w poprzednim rozdziale założenie o pozycjach początkowych a, b 
obu graczy daje obrońcy czas na zajęcie dogodnej pozycji obronnej. Wiemy (patrz 
lemat 3.2), że
(C  ( ¡? f ,  S?g) , C (¡N/ ,  ¡Ng) , F t u n t )
może być układem obronnym. Niech P  będzie rzutem na zbiór C [¡N/,  ¡Ng) ■ Jeżeli 
y e  Y  (b) oraz y (t) /  int C (SN/, SNg) ,
to ( )
i  (t) =  ,n) ◦ P  ◦ y) (t)
jest właśnie dogodną pozycją obronną. Dzięki wspomnianemu założeniu o pozycjach 
początkowych i dzięki lematowi 1.1 obrońca ma (przez pewien okres czasu) co najm­
niej dwukrotną przewagę prędkości nad "uciekającym"punktem i  (t) iw  związku z 
tym zdąży zająć dogodną pozycję obronną. Pogoń obrońcy za punktem i  (t) i dalszy 
przebieg gry opiszemy w dwóch kolejnych podrozdziałach.
5.1. P om ocnicza  stra teg ia  pościgu
W przypadku gier pościgu z tak zwanym ruchem prostym skuteczną strategię 
pościgu można konstruować kilkoma sposobami. Znany paradoks Zenona z Elei miał 
wpływ na podaną niżej konstrukcję pomocniczej strategii pościgu.
K o n stru k c ja  5.1. Pomocnicza strategia pościgu
p P (a*, ■) : X * (a*) ^  X  (a) ■
E ta p  1. Dziedzina. Dla każdego a* e  R2 symbolem X * (a*) oznaczymy zbiór 
wszystkich trajektorii
i  : [0, x>) ^  R2
spełniających warunek początkowy i  (0) =  a* i warunek Lipschitza ze stałą 2p■
E ta p  2. Wzór. Dla dowolnych a, a* e  R2 i dowolnego i  e  X * (a*) przyjmujemy
* / 2 Ha* — a llt (a, a ) = -
P
Jeżeli a * = a, to dla każdego i  e  X* (a *) definiujemy
PP (a, i) = i,
a jeżeli a = a, to dla każdego i  e  X  (a ) definiujemy
a +  \\J-a\\ (a* -  a ) , gdy 0 <  t <  1 t * (a, a *)
nP („ c\ (+\ — ) c („ „*w „ i~*P (a, i  )(t) = \ i  (2t -  t  * (a, a *)), gdy 1 t  * (a, a *) <  t <  t  * (a, a *) ,
i  ( t ) , gdy t  * (a, a *) <  t ■
E ta p  3. Własności
1. Poprawność definicji. Weźmy dowolne i  e  X* (a*) i przyjmijmy x = p P (a, i) 
Łatwo sprawdzić, że x  jest funkcją ciągłą. Poza tym, dla prawie wszystkich t >  0 :
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jeżeli a* — a, to
x  (t) — i ' (t)
a jeżeli a* — a, to
(a* — a ) , gdy 0 <  t <  1 t * (a, a*)||a* —a
x'  (t) —  ^ 2^  (2t — t* (a, a*)), gdy 1 t * (a, a*) <  t <  t * (a, a*) ,
i '  ( t ) , gdy t * (a, a*) < t.
W obu przypadkach mamy
I|x' (t)|| ^  p, p.w. w przedziale [0, to) ,
więc >^P (a, i)  E X  (a ) . Dowodzi to poprawności definicji odwzorowania >^P (a, •) .
2. Odwzorowanie
<^P (a*, •) : X * (a*) ^  X  (a)
jest funkcją nieantycypującą. Weźmy bowiem dowolne t >  0, dowolne trajektorie 
i ,  i  E X * (a*) spełniające warunek
i l[0,i] — £|[0,t]
i przyjmijmy
t * (a, a*) — t *, x  — ^ P (a, i)  oraz x  — ^ P (a,£^ .
Pominiemy trywialny przypadek a* — a. Jeżeli t <  | t*, to oczywiście
x|[0,*] — £|[0,t] .
Jeżeli 1 t* <  s <  t <  t*, to
2s — t* <  2t — t * <  t*,
więc
x (s) — i  (2s — T*) — i (2s — T*) — x (s) , 
a wobec tego również i w tym przypadku mamy
x l [0,i] x l [0,i] .
Łatwo sprawdzić, że podobnie jest w przypadku t * <  t.
3. Czas pościgu. Dla każdego i  E X * (a*) , w obu przypadkach a* — a i a* — a, 
mamy
^ P (a  i)  ( t * (a, a*)) — i  ( t * (a, a*)) ,
więc punkt ^ P (a, i)  (t) dogoni punkt i  (t) nie później niż po czasie
2 l a* — al
t (a, a ) — --------------.
p
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5.2. S trateg ia  czuw ania
Niech będzie dana para (f,  g) £ W o b r  [i]. Dla każdej pary pozycji początkowych 
a,b £ R2 spełniających warunek (patrz definicja 4.5)
m >  K (f,g ) +  -  Bal
p
i każdego A £ (0, L (f ,g))  zdefiniujemy strategię p (f ,g,X; a, •) £ &[f,g,A,a,b] 
broniącą odcinka
[—A, A] x {0}
w grze ze strefą rażenia C (f,  g ) . Strategię p (f,  g, A; a, •) nazwiemy strategią czuwania.
K o n stru k c ja  5.2. Ustalmy parę (f ,g) £ W o b r  [i] , pozycje początkowe 
a,b £ R2 spełniające warunek
\\b\\> K ( f ,g)  + —  ||aB
p
i liczbę A £ (0, L ( f , g ) ) .
E ta p  1. Pomocnicza para ( f K, gK) £ W  [i] . Przyjmijmy
L3 (f ,g)
A 3
Ponieważ k  > 1, to (patrz punkt (b) lematu 3.1) istnieje taki podział n £ n  [i] i 
taka para ( f K, gK) £ W  [i] że
(Jk (Ln f K) , Jk (LngK)) £ W o b r  [Ki] , 
C (f,  g) c  int C (Jk (Ln f K) , Jk (LngK)) c  k C  (f,  g)
oraz
VKL  (f,  g) < L  (Jk (Lnf K), Jk (L*gK)) <  kL  (f,  g ) .
Zgodnie z lematem 3.2 trójka
i C (SO,3 k f K, SO,3 k gK) , C (SN 31 f K, SN 3kgK) , F j t
jest układem obronnym ze strefą rażenia C ^Ln J i  f K, L n J a g K) . Poza tym mamy 
(patrz punkt (a) lematu 3.1)
C ( l n J 1 f K, L n J 1 gK) =  C (J 1 (Ln f  K), J 1 (LngK)) =  - C L  f  K, LngK)
oraz
K
c  —C ( f , g) c  int C ( f , g)K
L ( J i  (Lnf  K), J i  (LngK)) > A,
bo
L ( J i  (Lnf K), J i  (LngK)) =  -1 L (Jk (L*f K), Jk (L*gK)) L (f,  g) =  A.K ' K2 K2
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E ta p  2. Definicja strategii p (f ,g,  A; a, ■). Oznaczmy przez P  rzut na zbiór
nN d=f C (§Nn31  f  K, SNn31  gK)
i przyjmijmy (patrz definicja 4.5 i lemat 1.1)
F  =  F ( , ) , r =  L (f ,g) + 1 —a— A( f , g )31 f K,31 gK, 1 n ’ 2 a — p y ’
b* =  (P  o Pr) (b), a* =  F  (b*).
Dla każdego y e Y  (b) definiujemy
TN (y) =  {t > t* : y (t) e  nN} , t n  (y) =  sup TN (y ).
Następnie (patrz konstrukcja 5.1), jeżeli tn  (y) =  to, to przyjmujemy
P f ,  g, A; a, y) =  p P (a, F  ◦ P o Pr o y ) , 
a jeżeli tn  (y) < to, to przyjmujemy
PP (a, ( f  o p  o Pr 0 y) ( t) ) ,  gdy t* ^ t ^  —N (y),
p f , g , A; p  f , g , A ;  a , y ) ( TN (y)) , gdy t n  (y) < t.
Zauważmy, że w przypadku t n  (y) < to trajektoria p (f,  g, A; a, y) (■) jest funkcją 
stałą w przedziale t n  (y) , to ) . Deklarowane na początku tego podrozdziału włas­
ności odwzorowania p (f,  g, A; a, ■) zawiera
Twierdzenie 5.1. Załóżmy, że ( f ,g)  e  W oBr  [Ł] i obierzmy dowolne 
A e  (0, L ( f , g) ) . Jeżeli pozycje początkowe a,b e  R2 spełniają warunek
\ H >  K (f,g ) + 2a  ||a( ,
p
to p (f,  g, A; a, ■) e  $  (a, b) i strategia p (f,  g, A; a, ■) broni skutecznie odcinka
[—A, A] x {0}
w grze G f ,  g ) .
Dowód.  Przyjmijmy (patrz konstrukcja 5.2 i definicja 4.5)
K =  L 3 ( / ,g ) , Łk =  L (31 Ln f K, 31 LngK) ,
A 3 K K
r =  L ^  g) +  - A (f,  g), k (f, g) =  2 r
2 a — p p
i ustalmy dowolne pozycje początkowe a, b e  R2 spełniające warunek
\ H >  K ( f . ^  + P  | | a | .
p
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Część 1. Poprawność definicji. Zaczniemy od dowodu inkluzji 
On =  C ( S E J i  f  K, S E J i gK) c  B  [0, r ] .
Obierzmy dowolne t G [ - i K, i K] i przyjmijmy
9— =  ( - i K, 0) , Vt =  (T, (SNnJ K f  K) (T)) , n+ =  (iK, 0 ) .
Mamy (por. uwaga 2.4)
lin- -  nr II +  l k  -  n+ll < A (sNnJ K f  K) < 0 0 A ( l knJK f K) 
1 o -A ( f K) <  -1  — A (f, g ) ,
k  a — p k  a — p
więc
m i n { \\n-  — gT|| , \\nT — V+\\} < y  —  A ( f , g) < \ ~ a ~ A ( f ,g) .2k  a — p 2 a — p
Ponieważ
lln-ll =  lln+ll =  £k < L ( f , g),
to
\\Vt || < L ( f , g) +  1 A ( f ,g) =  r.2 a — p
Obierzmy dowolne y E Y  (b). Dla t >  0 mamy
\\y (t)\ =  \\b — y (t) — b\\ =  \\b — y (t) — y (0 ) ||> ||b || — \\y (t) — y (0)||
2a
> | |b|| — at  >  k  ( f ,g)+--------- ||a\| — at
p
p +  a 2 a . . . .
=  2 r +----- ||a|| — at.
p p
W takim razie, jeżeli
2
0 < t < -  (||a|| +  r) , 
p
to
u / \ u p +  a 2a ,, ,, 2a ... ,, .
\\y (t)\| > 2 r +----- ||a \ |------- (||a|| +  r) =  2r.
p p p
Zatem
9 (y) d=f max {t > 0 : \\y (t)|| >  2r} > -  (||a\| +  r) ,
p
a poza tym
9 (y) < t n  (y ).
Wobec lematu 1.1
Lip P o Pr o y\[o,o(y)\ < (Lip P ) x (Lip Pr) x (Lip y\[o,e(y)\) < 2>a,
więc (patrz lemat 3.2 i definicja 3.3)
Lip F  o P o Pr o y\[o,e(y)\ < 1  p.
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Ponieważ
||a* — a|| <  ||a*|| +  ||a|| <  r + ||a|| , 
to (patrz konstrukcja 5.1)
2 2
t* (a, a*) = -  ||a* — a|| <  -  (r + ||a||) <  9 (y) < t n  ( y ) .
P P
Dowodzi to poprawności definicji odwzorowania
p ( f , g ,M; a, ■): Y  (b) ^  X  (a) .
Część 2. Własności. Ponieważ pomocnicza strategia pościgu p P (a, ■) jest funkcją 
nieantycypującą, to p (f ,g,  M; a, ■) również jest funkcją nieantycypującą. Wybierzmy 
dowolnie y e Y  (b) i przyjmijmy
x = p ( f , g ,M; a, y ) .
Przypuśćmy, że dla pewnego t* > 0 ma miejsce relacja
y (t*) e  [—^ , M X i 0! .
Ponieważ
[—X,X] X {0} C (—t „ ) X {0} C Dn, 
to istnieje takie t* e  (0,t*] , że
y (t*) e  Dn.
Oczywiście
0 < t n  (y) <  t* oraz y (t) e  Dn , gdy 0 <  t < tn  ( y ) .
Natomiast (patrz lemat 3.2), dla wszystkich t e  9 (y) , tn  (y) ,
x  (t) — (f  ◦ P  ◦ Pr ◦ y) (t) e  C (l_l^J_l f K, L_lnJ1 gK) c  int C (f, g ) ,
co wobec nierówności
9 (y) < tn  (y) <  t* <  t*
kończy dowód twierdzenia.
Wniosek 5.1. Jeżeli ( f ,g)  e  W o b r  [£] , to
val S ( f ,g)  > 2L ( f , g ) .
Inaczej mówiąc, cena gry S (f, g) nie może być mniejsza niż
~2 -2k — 2 ( f  (—k) + f  (k) + /  V 1 +  (fl ( t ) )2 .a 2 — p2 a2 — p2 \  J-i  J
P rzy k ła d  5.1. Zgodnie z lematem 3.2 i wnioskiem 5.1, jeżeli ( f ,g)  e  W o b r  [2] 
jest parą z przykładu 2.2, to
val S (f ,g) > 2£n  = 1 2 , 
a jeżeli ( f ,g)  e  W o b r  [14] jest parą z przykładu 3.7, to
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val S (f,  g) > 2kN = —  = 42, 75, gdy p = 1, a = 3,
1 o o n  K
val S (f,  g) > 2kN =  w 144. 44, gdy p = 1 , a = - .
9 4
W następnym, znacznie dłuższym, rozdziale dowiedziemy nierówności
val S (f,  g) < 2L (f, g ) .
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6. Atak
Wraz z broniącym odcinka graczem O przemieszcza się zatoczona wokół niego 
strefa rażenia. Dysponujący przewagą prędkości napastnik N jest w stanie okrążyć 
tę ruchomą strefę dowolną liczbę razy poruszając się po jej brzegu z możliwie maksy­
malną prędkością. Obrońca nie może temu przeciwdziałać żadnym sposobem. Jeżeli 
broniony odcinek jest zbyt długi, to intuicyjnie jest oczywiste, że w końcu dojdzie 
do takiej pozycji (x (t) ,y  (t)) , w której napastnik będzie mógł ruszyć po linii prostej 
z maksymalną prędkością w kierunku bronionego odcinka, nie wpadając po drodze 
do wnętrza strefy rażenia. Taka jest idea strategii ataku, którą zajmiemy się w tym 
rozdziale.
Z matematycznego punktu widzenia najważniejszą będzie pewna ekstremalna 
własność owego krążenia napastnika po brzegu ruchomej strefy rażenia. Ponieważ 
strefę rażenia aproksymujemy wielokątem, to zaczniemy od zbadania pewnych włas­
ności ruchu napastnika wzdłuż przemieszczającego się odcinka.
6.1. Jazda w zd łu ż ruchom ego odcinka
Przypuśćmy, że obrońca porusza się po trajektorii x G X  (a*) i wraz z nim 
przemieszcza się strefa rażenia D. Suma
x  (t) +  D
jest wówczas położeniem tej strefy w chwili t. Jeżeli odcinek [d*, d**] leży na brzegu 
strefy D, to w chwili t odcinek [d*,d**] zajmie położenie
[d* (t) ,d** (t)] =  x  (t) +  [d*, d**].
Przypuśćmy dalej, że w chwili t obrońca znajduje się w punkcie a, a napastnik N 
znajduje się właśnie w punkcie
b =  d* (t) =  x  (t) +  d* =  a +  d*
i zamierza jak najszybciej dotrzeć do drugiego końca (ruchomego) odcinka, przemieszcza­
jąc się wzdłuż tegoż odcinka. W chwili t mamy
b — a =  d*,
więc w pewnej chwili t > t powinno być
y (t ) -  x (t ) =  d**,
a poza tym powinno być też
y (s) — x  (s) G [d*, d**] , t <  s <  t .
Aby zrealizować ten cel gracz N musi wybrać trajektorię y G Yt (b) tak, by przynaj­
mniej przez pewien czas miała miejsce relacja
y (s) — x  (s) =  b — a +  0 (s) w,
gdzie
w =  d** — d* oraz 0 < 0 (s) <  1,
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bo wtedy
y (s) — x  (s) +  b — a +  0 (s) w — x  (s) +  d* +  0 (s) (d** — d*) E x  (s) +  [d*, d**].
Oczywiście zarówno sama chwila t , jak też cała trajektoria y, zależą od poczynań 
obrońcy, czyli od trajektorii x|[*,TO) . Zauważmy dalej (zakładamy oczywiście relację 
d* — d**), że równość
y (t ) — x (t ) — d** 
będzie mieć miejsce wtedy i tylko wtedy, gdy
0 ( t ) — 1.
W tym rozdziale trzymamy stronę napastnika, więc dobierzemy funkcję 0 w taki 
sposób, by dla prawie wszystkich s >  t było
llx' (s) +  01 (s) w ll — h ' (s) | — a,
co umożliwi napastnikowi dotarcie do ruchomego punktu d** w możliwie najkrót­
szym czasie.
Celem tego podrozdziału jest zbadanie własności opisanej wyżej trajektorii y. 
Wprowadzimy funkcję dwóch zmiennych będącą odpowiednikiem pochodnej 0'.
Def in ic ja  6.1. Dla każdego w E R2\  {0} i każdego u E B  [0,p] definiujemy
(a 2 — ||u||2) ||w||2 +  {w, u)2 — (w, u)
X (w, u) 2w
R ys. 6.1. Wektor X (w, u) w dla u — (§, 0  , w — (—4,1) , 
gdzie p — 2, a — 5.
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Natomiast pochodzenie wzoru definiującego wielkość L ( f ,g)  wyjaśnia częściowo 
L em at  6.1
(a) Dla każdego w e  R2\  {0} i każdego u e  B  [0,p] mamy
a — p a + p
< A (w, u) <  ——— oraz \\u + A (w, u) w|| =  a■
w w
(b) Dla każdego w e  R2\  {0} , każdego a e  R2, każdego t >  0 i każdej trajektorii 
x e  X t (a) istnieje dokładnie jedno takie T (w,x, t )  , że
llwll || w \ f T(w ,x,t)
t +---------- < T (w, x, t )  <  t +------------oraz A (w, x  (s)) ds = 1^
a + p a — p Jt
(c) Dla każdego w e  R2\  {0} i każdego u e  B  [0,p] ma miejsce relacja
u + A (w, u) w e  A (w, u) B
a
w,
pa
a 2 — p2 V 2 — p2
w
Dowód p u n k tu  (a). Ustalmy dowolnie w e  R2\ {0} oraz u e B  [0,p] ■ Mamy
więc
A (w, u)
—p ||w\ < (w,u)  <  p ||w\
a 2 — | |u \^  ||w||2 +  (w,u)2 — (w,u)
w
a2 — P2) ||w||2 +  (w, u)2 — (w, u) 
l|w||2
_________ a 2 — p2____________
a2 — P2) ||w||2 +  (w, u)2 +  (w, u) 
a 2 — p2
a2 — P2) ||w|| +  p2 ||w|| +  p ||w| 
a — p 
w
co dowodzi pierwszej nierówności. Ponieważ
2 2 2 |u|| ||w|| >  (w,u)
to
A (w, u)
a 2 | w| 2 — | u| 2 | w| 2 — (w, u )2 — (w, u)2 2
| w|
a HwH — w,'!!) a ||w | +  p ||w|| a + p
^  ó =  ~7. 7T~ ,
| w| | w| | w|
co kończy dowód drugiej nierówności. Dla każdego p e  R mamy
Hu +  p w !  = WiĄ2 + 2 (w, u) p +  ||w||2 p 2
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i łatwo sprawdzić, że liczba p =  A (w, u) jest jednym z pierwiastków równania
w||2 j 2 +  2 (w, u) p +  ||u||2 — a2 =  0.2 2
Kończy to dowód punktu (a).
Dowód p u n k tu  (b). Ustalmy dowolnie w £ R2\  {0} , a £ R2, t >  0 
oraz x £ X t (a ) . Na mocy nierówności z punktu (a), dla każdego t >  t mamy
a — p
w
( t  — t) =  i  ^ —pds  <  i  X (w,x'  (s)) ds <
Jt w  Jt Jt II w
a + p  ds =  a + p  ( t  — t ) .
w
Istnieje zatem dokładnie jedno takie T (w,x, t )  , że
a — p CT(w ,x j t) a +  p
——— (T (w, u, t) — t) <  / A (w, X  (s)) ds =  1 < ——— (T (w, x, t) — t)
w Jt w
oraz
w w  
t + :—  < T (w, x, t )  <  t +-------
a +  p a — p
Dowód p u n k tu  (c). Ustalmy dowolnie w £ R2\  {0} oraz u £ B  [0,p] . Up­
raszczając oznaczenia, przyjmijmy
X (w, u) =  X.
Ponieważ
XB a2 -  p2w,
p
2 -  p2 w B
a
2 -  p2
pXw, —----- -X ||w|2 -  p2
to należy dowieść nierówności
a
a 2 — p2
Xw Xw u
p
2 -  p2X w
Mnożąc obie strony nierówności przez dodatnią liczbę a —p i uwzględniając równość
Xw — Xw = —JP— -Xw2 -  p2 2 -  p2
otrzymujemy jej równoważną postać:
p2Xw — (a 2 — p2) u <  paX ||w|| .
Po wstępnym podniesieniu obu stron otrzymanej nierówności do kwadratu otrzymu­
jemy kolejne, równoważne postaci wyjściowej nierówności:
p4 ||w||2 X2 — 2p2 (^ a2 — p2) (w,u) X +  (a 2 — p2) | |u |2 <  p2a 2 ||w||2 X2,
2 2
—2p2 (w, u) X +  (a2 — p2j u
2 2—2p2 (^ a2 — p2) (w, u) X +  (a 2 — p2) Hup <  p2 (a 2 — p2) ||w||2 X
„2 li ,||2 \2^  \\ A < p ||w|| X .
Ponieważ X jest pierwiastkiem równania
w ||2 X2 +  2 (w, u) X +  ||u||2 — a 2 =  02 2
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|| w ||2 A2 =  a 2 — 2 (w, u) A — ||u ||2 
i w związku z tym rozważana nierówność przybiera kolejne, równoważne postaci:
—2p2 (w, u) A +  (a2 — p2) ||u ||2 <  p2 (a2 — 2 (w, u) A — ||u ||2) ,
2 u II2 ^  2 2a ||u|| <  p a
l|u|| ^  p.
Kończy to dowód lematu 6.1.
6.2. M aksym alne rozciągnięcie
Rozważmy parę ( f , g) e  W  [Ł] i załóżmy, że w chwili t =  0 pozycje początkowe 
spełniają warunek
b — a = (Ł, 0).
Załóżmy dalej, że obrońca wybiera trajektorię x e  X  (a) , a napastnik postanawia 
krążyć z maksymalną prędkością po brzegu ruchomej strefy rażenia x  (t) +  C ( f , g) 
(zgodnie z dodatnią orientacją płaszczyzny). Nastąpią takie dwa kolejne momenty 
0 < ti < t 2, w których będzie
y (ti) — x  (ti) =  (—Ł, 0) oraz y (t2) — x  (t2) =  (Ł, 0).
Jeżeli obrońca wybrał trajektorię x e X  (a) w taki sposób, że
x t )  =  a, y (t2) =  b, 
a na dodatek trajektoria y zatoczyła łuk otaczający (bez przecięć) odcinek
[y (ti ) , b] ,
to (przynajmniej do momentu t2) odcinek [y (t1) , b] został obroniony. Zajmiemy się 
problemem wyznaczenia górnego ograniczenia długości takiego odcinka. Rozważać 
będziemy odcinki położone na osi odciętych i wielokątne strefy rażenia. Natomi­
ast wektor b — a będzie dowolnym elementem brzegu strefy rażenia, niekoniecznie 
punktem (Ł, 0).
Najpierw zajmiemy się opisem ruchu napastnika po brzegu ruchomego wielokąta. 
Ustalmy dowolną parę ( f , g) e  W  [Ł] i dowolny podział n e  n AD [f, g] . Niech (patrz 
konstrukcja 3.1) ( f , g, n ) } b ę d z i e  orientacją brzegu wielokąta C (Ln f ,  L ng ) .
Przypuśćmy, że w pewnym momencie t* >  0 napastnik znalazł się na brzegu wielokąta 
C (Ln f ,  L ng ) . Oznaczmy przez a* i b* pozycje obrońcy i napastnika w momencie t*. 
Mamy
Z* d=f b* — a* e  bd C (Ln f ,  Lng) .
Napastnik zamierza teraz krążyć po brzegu ruchomego wielokąta C (Ln f ,  L ng) zgod­
nie z jego orientacją i możliwie maksymalną prędkością. Opisując ruch napastnika 
(zależny oczywiście od poczynań obrońcy) włączymy punkt Z * do zbioru "wierz- 
chołków"wielokąta C (Ln f ,  L ng ) . Wymaga to pewnej modyfikacji ciągu
K  (f . i ' n )}U •
to
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K o n stru k c ja  6.1. Ustalamy dowolną parę (f, g) G W  [i] , dowolny podział
n =  { to ,ti, ...,Tn} G n AD [f,g] , 
dowolne t* >  0 i dowolne a*,b* G R2 spełniające warunek
c* =f b* — a* g bd C (Ln f ,  Lng) .
Niech (patrz konstrukcja 3.1) (d)? (f , g , n )} będzie orientacją brzegu wielokąta
C (Ln f ,  Lng) . k=°
E ta p  1. Modyfikacja numeracji. Istnieje dokładnie jedno takie
m  G {0,1,..., n ( f , g,n)  — 1} ,
że
Z* G [d<m ^ , g , n) ,  dm+i ^ , g , n)) .
Możliwe są dwa przypadki:
(a) C* =  dm ( f , g ,n) oraz (b) C* =  dm ( f , g , n ) .
Przypadek (a ) . Przyjmujemy
n ( f , g , n ; C *) =  n ( f , g ,n)
i definiujemy
d? ^ , g , n ; z *) =  d<m+k ( f , g ,n) ,  k g No.
Przypadek (b) . Przyjmujemy
n ( f , g , n ; ( *) =  n ( f , g ,n)  + 1
definiujemy
d?  ( f , g , n ; C *) =  C *, 
d? ( f , g , n ; O  =  dm+k ( f , g ,n) , k  = 1 2 , ..., n ( f , g , n ; ( 1  — C
i skończony ciąg |  d? ( f ,g,n;  Z *)} ^ } przedłużamy do ciągu { d? ( f ,g,n;  Z *)}
0 okresie n (f , g , n ; Z*).
E ta p  2. Ciąg kierujący {wk (f , g , n ; Z*)}fc=o . Dla każdego k G N0 definiujemy
wk ^ , g , n ; Z*) =  d?+i (f, g, n ;Z*) — d? ^ , g , n ; Z*) .
E ta p  3. Strategia 0  (f , g , n ; t*,a*,b*, •) kierowana ciągiem {wk ( f ,g,n;  Z*)}*= . 
Weźmy dowolne x G X tt (a*) . Przyjmujemy (patrz punkt (b) lematu 6.1)
to ( f ,g,n;  t*,Z*,x) =  t*, t i  ( f ,g,n;  t*,Z*,x) =  T (wo ( f ,g,n;  Z*) ,x,  to ( f ,g,n;  t*,Z*,x))
1 dla każdego t G [to ( f , g, n; t*,Z*,x) , t 1 ( f , g, n; t*,Z*, x)] definiujemy
0  (f, g, n; t*,a*,b*,x) (t)
=  b* — a*
rt
+x (t) +  ( i  A (wo ( f , g, n; Z *), x' (s)) d 4  wo ( f , g, n; Z *)
yto(.f,9,n;tt ,(*,x) J
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Następnie, dla każdego k E N0 przyjmujemy
tfc+i ( f , 9 ,n; t*,( *,x) — T (wk ( f ,g,n;  Z *) ,x,  t k ( f ,g,n;  t*,Z *,x)) 
i dla każdego t E [tk (f,  g, n; t*,Z*,x) , t k+1 (f,  g, n; t*, Z*, x)] definiujemy
0  (f,  g, n; t*,a*, b*,x) (t)
— 0  (f ,g,n;t*,a*,b*,x)  (tk ( f ,g,n;  t*,Z*,x)) — x  (tk ( f ,g,n;  t* ,Z*,x))
+ x (t) +  l i  X (wk (f,  g, n; Z *), x' (s)) ds] wk (f,  g, n; Z *).
\Jtk (f,g,n;tt ,z*,x) J
E ta p  4. Momenty powrotu. Dla każdego x E X t* (a*) definiujemy 
z (f, g, n; t*,Z*,x) — 0  ( f ,g,n;  t*,a*,b*,x) — x,
00 ( f ,g,n;  t*,Z*,x) — t*
i dla każdego k E N0
0k+i ( f ,g,n;  t*,Z*,x)
— sup \ t > 0k ( f  ,g, n; t*,Z *,x) : Ą  z ( f ,g,n;  t*,Z * ,x)(s) — Z *
1 se(0k(f,g,n;tt ,c*,x),t)
E ta p  5. Własności
1. 0  ( f  ,g, n; t *, a * ,b*, •) E ^t* (a *,b*).
2. Dla każdego x E X t* (a*) , każdego k E N0 i każdego
t E [tk (f ,g,  n; t*,Z*,x) , tk+i ( f  ,g, n; t*,Z*,x)]
mamy
;  ( f , g, n; t *, Z*,x) (t) — z ( f , g, n; t *,Z*,x) (tk ( f , g, n; t *, Z*,x))
E ( [  X (wk ( f ,g,n;  Z*) ,x'  (s)) d ^  [0, wk ( f ,g,n;  Z*)] ,
\dtk (f,g,n;t*,Z* ,x) J
a dla prawie wszystkich t E [tk (f, g, n; t*,Z*,x) , t k+1 ( f , g, n; t*, Z*, x)] mamy
a — p <
d 
-jt z ( f , g , n ; t*, C ,x ) (t) <  a +  p.
Poza tym dla każdego x E X t* (a*) i każdego k E N0 ma miejsce równość
z ( f ,g,n;  t*,Z*,
— wk ( f , g , n ; 0*) .
, *,x) (tk+1 ( f ,g,n;  t*,Z*,x)) — z ( f ,g,n;  t*,Z*,x) (tk ( f ,g,n;  t*,Z*,x))
3. Ciąg {0k ( f ,g,n;  t*, Z*, x)}0=0 jest ściśle rosnący i mamy
z ( f ,g,n;  t *,Z*,x) (0k ( f ,g,n;  t *,Z*,x)) — Z*, k E N0,
oraz
1:“~ 0k (J,g,n; tlim f   *,Z*,x) — to.k ^ ^
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ma miejsce relacja
4. Dla każdego x G X tt (a*) , każdego k G N0 i prawie wszystkich
t G [tk (f ,g,  n; t*,(*,x) , tk+1 (f ,g,  n; t*,C*,x)]
d
-jt0  ( f ,g,n;  t*,a*,b*,x) (t) 
G A (Wk ( f ,g,n;  (*) ,x'  (t)) B o Wk ( f , g , n ; Z*),  2po 2 |lWk ( f ,g ,n ; C*) |o 2 -  p2 o2 -  p2
Dowód własności  1. Dla każdego x G X tt (a*) trajektoria 0  ( f ,g,n;  t*,a*,b*,x) 
jest zdefiniowana poprawnie. Z punktu (a) lematu 6.1 i twierdzenia Lebesgue’a o 
różniczkowaniu całki wynika, że dla prawie wszystkich t >  t* mamy
d
dt 0  ( f ,g,n;  t*,a*,b*,x) (t) o,
więc
0  ( f ,g,n;  t*,a*,b*,x) G Ytt (b*).
Ponieważ 0  ( f ,g,n;  t*,a*,b*, •) jest funkcją nieantycypującą, to
0  ( f ,g,n;  t*,a*,b*, •) G Lt t (a*,b*).
Dowód własności  2. Ustalmy dowolnie x G X tt (a) oraz k G N0. Dla prawie 
wszystkich
t G [tk (f ,g,  n; t*,C *,x) , tk+1 (f ,g,  n; t*,C *,x)]
mamy
d z  ( f , g , n ; t*,C*,x)( t )  =  d  ( [  A (Wk ( f , g , n ;C*) , x ' (s)) d^  Wk ( f , g , n ;C*)dt dt y Jtk (f,g,n;tt ,(*,x) J
=  A (Wk ^ , g , n ;C*), x ' (t)) Wk ^ , g , n ;C*), 
więc (patrz punkt (a) lematu 6 .1 )
o -  p <
d 
d t z ( f , g , n ; t*,C*,x) (t) <  o +  p.
Dla każdego t G [tk (f, g, n; t*,C*,x) , t k-1 (f, g, n; t*, C*, x)] mamy
z (f,  g, n; t* ,C *,x) (t) -  z (f, g, n; t*,C *,x) (tk (f,  g, n; t*,C *,x))
=  0  ( f ,g,n;  t*,a*,b*,x) (t) -  0  (f ,g,  n; t*,a*,b*,x) (tk ( f ,g,n;  t*,C *,x)) 
-  (x (t) -  x  (tk (f,  g, n; t*, C*,x)))
A (Wk (f, g, n; C*), x'  (s)) d ^  Wk (f,  g, n; C*)
G
'tk(f,g,n;t* ,Z *,x)
f'tk(f,g,n)t*,Z *,x) A (Wk (f, g, n; C*), x'  (s)) d ^  [0, Wk (f,  g, n; C*)]
bo
0 < A (Wk ( f ,g,n;  C*) ,x'  (s)) ds <  1.
Jtk (f,g,n;tt ,Z* ,x)
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Ostatnia z własności 2 jest konsekwencją równości
r tk+i(f,g,n;t*,C *,x)
/  A (wk (f ,g,  n; Z*) , x (s)) ds = 1 ^
Jtk(f,g,n;t t ,Z *,x)
Dowód własności  3. Ustalmy dowolnie x e  X tt (a) oraz k e  No■ Ponieważ 
(patrz własność 2)
Lip z ( / ,g,n;  t*,Z*,x) <  a + p,
to
Wwk ( / , g , n ; C 1^ 
=  ||z (/,  g, n; t*, Z*,x) (tk+i (/,  g, n; t*, Z*,x)) — z (/, g, n; t*,Z*,x) (tk (/,  g, n; t*,Z*,x) 
<  (a + p) (tk+i (/, g, n; t*,Z*,x) — tk (/,  g, n; t*, Z*,x)) ■
Zatem
tk+i (/,  g, n; t*,Z*,x) — tk (/,  g, n; t*, Z*,x) 
> IIwk ( / , g , n ;Z* 1^ ^  min IK  ( / , g , n ;Z* 1^ > ^
a + p jzNo a + p
Wynika stąd własność 3.
Dowód własności  4. Ustalmy dowolnie x e  X tt (a) oraz k e  N0 i oznaczmy 
przez T  zbiór wszystkich
t e  (tk (/, g, n; t *,Z*,x) , tk+i (/, g, n; t *,Z*,x)) , 
dla których istnieje pochodna x' (t) i ma miejsce równość 
d r t
— A (wk (/, g , n ;Z*),  x  (s)) ds = A (wk (/, g , n ;Z*), x  (t)) ■
dt J*k(f,g,n;tt ,C*,x)
Z twierdzenia Rademachera i twierdzenia Lebesgue’a o różniczkowaniu całki wynika, 
że
[tk ( / ,g,n;  t *,Z*,x) , tk+i ( / ,g,n;  t *,Z*,x)] \ T
jest zbiorem miary zero. Korzystając ponownie z twierdzenia Lebesgue’a o różniczkowa­
niu całki, a następnie z punktu (c) lematu 6.1, dla każdego t e  T  otrzymujemy
d 
d t ^  ( / ,g,n;  t*, a*,b*,x) (t)
= x  (t) + A (wk (/, g, n; Z*) , x  (t)) wk (/,  g, n; Z*) 
e A (wk (/ ,g,n;  Z*) , x  (t)) B
2
a wk ( / , g , n ;Z*), 2pa 2 Wwk ( / , g , n ;Z*2 2 k w 5 5 '• 3 'b /5 2 2az — pz az — pz
co kończy dowód własności 4.
Teraz możemy dokładniej sformułować problem, o którym była mowa na początku 
tego podrozdziału. Przyjmując dla każdego x e  Xt  (a )
-0 (x) = 0  ( / ,g,n;  t*,a*,b*,x) = (^i (x) , fa  (x)) 
= (0i (/,  g, n; t *, a*,b*,x) , 02 (/,  g, n; t*, a*,b*,x)) ,
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rozważymy problem ograniczenia z góry wielkości
f  Sk+1 (f,g,n;t*,Z*,x)
sup sup sup \0 i (x) (t)\ dt.
Z*e bd c(Lnf,Lng) xexu (a*) keNo-JQk(f,g,n;t*,Z*,x)
Innymi słowy chcemy oszacować z góry długość drogi jaką pokona pierwsza współrzędna 
trajektorii napastnika w czasie, gdy ten wykona jedno pełne okrążenie (ruchomej) 
strefy rażenia.
Lemat 6.1 był pierwszym z dwóch kluczowych dla całej rozprawy lematów. 
Następnym będzie
L em at  6.2. Dla dowolnej pary ( f ,g) G W  [0 , dowolnego podziału n G n AD [f , g ] 
i dowolnych a*,b* G R2 spełniających warunek
Z * = f b* — a* G bd C (Ln f ,  Ln g)
ma miejsce merownosc
Dk+i(f,g,n;t*,Z*,x) , f
sup sup sup \0i (x) (t)\ dt <  4L (Ln f ,  L ng)
Z*e bd C(Lnf,Lng) xeXt* (a*) keN^Ok(f,g,n;t*,Z*,x)
gdzie
0  (x) = 0  ( f ,g,n;  t*,a*,b*,x) = (0i (x) ,02 (x))
= (01 (f,  g, n; t*, a* , b*, x) , 02 (f,  g, n; t*, a* ,b*,x) ) ,
a 0  (f, g, n; t*,a*,b*, •) G 'L (a*, b*) jest strategią kierowaną ciągiem {wk (f, g, n; Z*)}j(=0
Dowód.  Ustalmy dowolne t* >  0 i dowolne a*,b* G R2 spełniające warunek
Z * = f b* — a* G bd C (Ln f ,  Ln g ) .
Obierzmy dowolnie x G X t* (a*) i upraszczając oznaczenia, przyjmijmy
n ( f , g , n,Z*) = n,
0  ( f ,g,n;  t*,a*,b*,x) = 0  (x) = (0i (x) , 0 2 ( x ) ) , z = 0  (x) — x,
Wk (f ,g,  n; Z*) = Wk = (wk,i,wk,2) , Ok ( f ,g,n;  t*,Z*,x) = Ok, k G No.
Obierzmy dalej dowolne k G N0. Istnieją (patrz konstrukcja 6.1, własność 2) takie
Ok = to < t i < ... < tn =  Ok+ii
że
Z (tj+i) — z (tj) = Wj = (Wj,i, Wj2) , j  = 0,1,..., n — 1.
Korzystając z własności 4, dla każdego
j  = 0 , 1 ,..., n — 1
i prawie wszystkich t G [tj ,tj+i] otrzymujemy
d
— 0  (x) (t) G X (Wj,x'  (t)) B
2a pa
2----- 2 Wj, —----- 2 \\Wj \
a 2 — p2 a 2 — p2
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K  (x) (t)l <  A (wj , x ' ( t ) ) (  2a 2 \wj,i\ +  2pa 2 llwjl\ a — p a — p
Skoro j  e  {0,1,..., n — 1} było dowolne i
ptj+i
/ A (wj,x'  (t)) dt = 1 , j  =  0,1,..., n — 1,
Jtj
to
C ®k+1 r tj+1
Zatem, dla każdego j  =  0 ,1,..., n i prawie wszystkich t e  [tj, tj+1] ,
“ , p
Wi (x) ( t ) \ dt =  g  ty! ( x) ( t ) \ dt
tjj =0 tj
< %{C'A {w> ' x ' (t» d  ^{ 02— 7 2 |wjj | + 7 — 7 2 ^ |
=  g  ( a — 2  |wj,i| +  J —J2 w »)
a 2 n _ \ 1 pa 1 1
2^ \wj,i\ +  ^a2 p2 ^ j,i \ 1 a 2 p2 11^ j Na — p j=0 a — p j=0
2
- O - j 4 i  +  -1 f a - H 1 (bd C (Ln f ,  Lng))
a 2 — p2 a 2 — p2
4L (Ln f ,  Lng) .
6.3. S trateg ia  nękania
Zamierzamy wykazać, że jeżeli obrońca postanowi bronić zbyt długiego odcinka, 
to wektor
z (t) =  y (t) — x  (t)
będzie się obracał szybciej niż krążący wokół bronionego odcinka napastnik. Potrze­
bujemy do tego następnych dwóch lematów, z których pierwszy (pomocniczy) należy 
do gatunku óczywistych".
Przypominamy, że dla każdego a e  R
u  (a) =  (cos a,  sin a ) .
L em at  6.3. Załóżmy, że z : [t*, to) ^  R2\  {0} jest funkcją lipschitzowską i 
ustalmy jakiekolwiek a* e  R spełniające warunek
z (t*) =  ||z (t*)|| u  (a* ).
Przy tych założeniach zadanie Cauchy’ego
. . .  u  (a (t)) A z' (t) .
a  (t) =  ------ -— r , dla prawie wszystkich t >  t*
z '
a (t*) =  a* 
ma dokładnie jedno rozwiązanie i mamy
rt z (s) A z' (s)
z (t) =  ||z ( t) | u  (a (t)) oraz a  (t) =  a * + /  —-———2— ds, t >  t*.
Jt* \\z (s)||
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Dowód.  Funkcja F, dana wzorem
z' (t)
F (P, t) =  u  (P) A -—-—[7, (P, t) £ R x [t*, to) ,
jest ograniczona, mierzalna względem zmiennej t i lipschitzowska względem zmiennej 
P w każdym zbiorze postaci R x [t*,t*] , gdzie t* > t*. Ponieważ rozważamy problem
a' (t) =  F (a (t) , t) , dla prawie wszystkich t >  t*, 
a (t*) =  a*,
to z twierdzenia Caratheodory’ego wynika istnienie tylko jednej absolutnie ciągłej 
funkcji
a  : [t*, to) ^  R2 
spełniającej żądane warunki. Zdefiniujmy
Z (t) =  \\z (t)|| u  (a (t)) , t >  t*.
Twierdzimy, że Z =  z. Oczywiście Z (t*) =  z (t*) i dla prawie wszystkich t >  t* mamy
Z' (t) =  /  ,,Z ( t ) , ,z'  ( t ) \  u  (a (t)) +  ||z (t)„ a' (t) Lu  (a (t))
z ( t ) , 7]—T-^  / u  (a (t)) +  (u (a (t)) A z' (t)) Lu  (a (t))
z ( t ) , 7]—T-^  / u  (a (t)) +  {Lu (a ( t) ) , z' (t)) Lu  (a ( t) ) .
Z drugiej strony, dla prawie wszystkich t >  t*, rozwinięcie pochodnej z' (t) w ortonor- 
malnej bazie {u (a (t)) , Lu  (a (t))} przybiera postać
z' (t) =  {u (a (t)) ,z'  (t)) u  (a (t)) +  {Lu (a (t)) ,z'  (t)) L u  (a (t))
=  { ( <() , z  u  (a (*)>+{Lu (“  (*)>, z ' (t)) L u  (a (())
z (t) — Z ( t ) (t)
Dla prawie wszystkich t >  t* mamy zatem 
d
^  \|Z (i) — z (i)\| < \\Z' (i) — z
< \IZ (t) — z «11 rLip z
Stosując nierówność Gronwalla, dla każdego t >  t* otrzymujemy
i k ( t ) —z ( t ) \ <  ^exp j t „L;p s ) |,d^  i k (t*) —z (t*) \ = ° .
Sformułujemy teraz drugi z zapowiedzianych lematów. Ustalmy dowolną parę 
(f,  g) £ W  [i] , dowolny podział n £ n AD [f, g] , dowolne t* >  0 i dowolne a* ,b* £ R2 
spełniające warunek
Z * d=f b* — a* £ bd C (Ln f ,  Ln g ) .
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Weźmy dowolne x G X tt (a*) i przyjmijmy (patrz konstrukcja 6.1)
n =  n ( f , g , n ,Z*) ,
wk =  wk ( f ,g,n;  Z*) , tk =  tk ( f ,g,n;  t*,Z*,x) , k  G No, 
y =  0  ( f ,g,n;  t*,a*,b*,x), z  =  y — x.
Zgodnie z lematem 6.3, istnieje taka absolutnie ciągła funkcja a  : [t*, to) ^  R, że
Z* =  IK*\\ u  (a (t*))
i dla prawie wszystkich t >  t*,
a' (t) =  i  L u  (a (t)) ( )
z
z (t) =  llz ( t) \l u  (a (t))
Oszacujemy (od dołu) prędkość kąta a  (t) , czyli pochodną a' ( t ) . Przyjmijmy 
ro =  ^   ^ ^ \ \ , - + = k omax i \\wk \bd C(LXf,Lng) = ,1,...,n-1
oraz (patrz. definicja 3.5)
 ^ (a — p) c ( f , g ,n)k ( f , g , n) = -------- -+ -2 -------- .p ro
Oczywiście ma miejsce nierówność
k ( f , g,n)  > 0 .
L em at  6 .4 . Przy powyższych założeniach dla prawie wszystkich t >  t* mamy
a' (t) >  k ( f , g , n ) .
Dowód.  Wystarczy wykazać, że dla każdego k G No i prawie wszystkich 
t G [tk, tk+1] ma miejsce nierówność
a' (t) >  k ( f , g , n ) .
Ustalmy wobec tego dowolne k G No. Dla prawie wszystkich t G [tk, t k+1] mamy 
a ' (t) =  ( l w  (a (t)) . 0 ( 0 )  =  ( v  (t) X {wk -x ' (t)) wk \
}Z ( t) ||/  \ ||Z
X (Wk,x' (t))
\Z w  '|2
(Lz ( t ) , Wk) ,
a poza tym (patrz punkt (a) lematu 6 .1 )
X (wk,X (t)) a -  p a -  p
Hz (t)||2 "  Hwk\\\\z (t)||2 "  h +r2 •
Ponieważ (patrz lemat 3.3) dla t G [tk, t k+1] mamy
{Lz (t) ,wk) > c ( f , g,n)
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a ' (t) > '^ — prc ^ , g ,n) — k ^ , g , n ) . 
H+
K o n stru k c ja  6.2. Ustalamy dowolną parę (f, g) E W  [C] , dowolny podział 
n E n AD [f, g] i dowolne a,b E R2 spełniające warunki:
b — 0 oraz b — a E int C (Ln f ,  L ng ) .
Zdefiniujemy funkcję nieantycypującą
0  (f,  g, n; a, b, •) : X  (a) ^  Y  (b),
którą nazwiemy strategią nękania.
E ta p  1. Próba ataku bezpośredniego. Ustalmy dowolne x E X  (a) . Ponieważ 
b =  0, to możemy zdefiniować
yA (t) — b — n b, t ^  0,
(b) Hb||TA (b) —  ,a
A
to prawie wszystkich t E [tk, t k+1] będzie
T 0 (x) — \ t  >  0 : yA (t) — x  (t) e C  (Lw f ,  Lng)} , 
T0 (x) —
to, gdy T 0 (x) — 0 ,
[ min T 0 (x) , gdy T 0 (x) — 0 .
Bezpośredni atak może być skuteczny tylko w przypadku
TA (b) < T0 (x) , (6.1)
bo wtedy
yA (ta  (b)) — (0 ,0) E (—L (Ln f ,  Lng) , L (Ln f ,  L ng)) x {0}
oraz
Ay (t) E x  (t) +  int C (Ln f ,  Lng) , t E [0, t a  (b)).
Dlatego przypadek
TA (b) > T0 (x) (6.2)
rozważymy w następnym etapie konstrukcji, a teraz zajmiemy się przypadkiem (6.1). 
Niech
y (b) E x  ( ta  (b)) +  bd C (Ln f ,  Lng)
będzie rzutem punktu yA (ta  (b)) (czyli punktu 0) na zbiór x  ( ta  (b))+C (Ln f ,  L ng ) . 
Trajektorię 0  (f,  g, n; a, b, x) definiujemy wzorem:
0  ( f a n ;  a b x) (t) — { yA (t) , gdy t E  [0, TA0  ^ , g,n; a , b , x ) ( t  |  a  (t — ta  (b)) q, gdy tE  [ta (b) , to) ,
gdzie wektor
q E S 1 n Nx(rA(6))+C(LTf,LTg) (y/ (b)) (6.3)
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jest dobierany opisanym niżej sposobem. Jeżeli t a  (b) < t 0 (x), to y (b) = 0- Przyj­
mujemy wtedy
,  =  — y  (b)
Natomiast, jeżeli y (b) = 0, to wybieramy jakiekolwiek (patrz definicja 1.3)
q e S i n N x(ta(6))+C(Lxf,Lng) (y (b)) ■
E ta p  2. Krążenie po brzegu strefy rażenia wraz z ewentualnym wykorzystaniem 
nadarzającej się okazji. Mamy teraz do czynienia z przypadkiem (6.2). Niech (patrz 
konstrukcja 6 .1 )
0  (x |[to(x),to)
0  (y/ , g , n; T0 (x |[to(x),to) ) , x  (T0 (x |[to(x),to) , y (T0 (x |[to (x),^)^j ,x |[to(x),to)
będzie strategią kierowaną ciągiem
{'wk / , g , n; y (j~0 (x |[to(x),to) ) )  — x {j0 (x |[to(x),x>)^^ } k=0 ■
Przyjmujemy (patrz definicja 1.3)
T i (x) | t ^  T0 (x) : —0  (x |[to(x),to) ) (t) e  N C(Lnf,Lng) i0  (x |[to(x),to) ) (t) — x  (t))}
T (x) = I m , gdy T i (x) =  0 ,
|  min T i (x) , gdy T i (x) = 0 ^
Dalsza część definicji trajektorii 0  ( / ,g,n;  a,b,x)  zależy od dwóch możliwych przy­
padków.
Jeżeli Ti (x) = m,  to przyjmujemy
1 ( f  ł  \ u \ -  I  yA (t) , gdy t e  [0, T0 ( x)  ,
( ,g,n; a, , x ) ( ) |  0 K (x|[to(x),to) ) (t) , gdy t e  [T0 (x) , m)  ■
Jeżeli Ti (x) < m,  to przyjmujemy
i ( f  . u \ u \ - S  yA( t ) ,  gdy t e  [0,T0 ( x ) ,
( ,g,n; ^ , , x ) ( )  =  j  0 K (x |[to(x),to) ) (t) , gdy t e  [t0 (x) , Ti (x)]
oraz
0  ( / ,g,n;  a, b, x) (t)
0  (x |[to(x),to)K ( ) < < w u  i w 0K (x|[to(x),^ ) ) (Ti ( x )  r ^  ^^[t M ^  J ( t 1 (x)) — a (t — Ti (x)) K (^ ) ^  ^ ^  , t e  [Ti (x) , m)  ■
0 K (x I[to(x),m)) ( t 1 (x))
E ta p  3. Własności
1 . 0  (/,  g, n; a, b, ■) e  ^  (a, b) oraz
0  (/,  g, n; a, b, x) (t) / x  (t) + int C ( L / ,  Lng ) , t > 0^
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że
0  ( f ,g,n;  a, b, x) (t*) =  0.
Dowód własności  1. We wszystkich przypadkach dla każdego x £ X  (a) i dla 
prawie wszystkich t >  0 mamy
2. Jeżeli t a  (b) <  t 0 (x) lub t a  (b) > t 0 (x) i t\ (x) < to, to istnieje takie t* > 0,
d
d t ^  ( f , g , n '; a,b,x)  (t)
więc
0  (f,  g, n; a, b, •) : X  (a) ^  Y  (b).
Poza tym 0  ( f ,g,n;  a, b, •) jest funkcją nieantycypującą, więc 0  (f,  g, n; a, b, •) 
£ ^  (a,b) .
Warunek
0  (f,  g, n; a, b, x) (t) £ x  (t) +  int C (L^f ,  Lng ) , t > 0, 
wymaga dowodu w przypadkach:
(a) ta (b) <  to (x) ,
(b) ta (b) > t0 (x) i ti (x) < to.
Przypadek (a ) . Wystarczy dowieść warunku
0  (f, g, n; a, b, x) (t) £ x  (t) +  int C (L*- f ,  L wg ) , t > ta (b). 
Twierdzimy, że
{0  (f,  g, n; a, b, x) (ta (b)) — x  ( ta  (b)) ,q) > 0 .
Istotnie, jeżeli y (b) =  0, to (patrz warunek (6.3))
y (b)
więc
w rezultacie
£ Nx(rA(6))+C(Ln/,Lng) (y (b))
{y (b) — x (ta (b)) ,q) > 0
(0 (f, g, n; a, b, x) (ta (b)) -  x  ( ta  (b)), q)
(yA ( ta  (b)) — x  ( ta  (b)) , q) =  {0 — x  ( ta  (b)) , q)
{—y (b) +  y  (b) — x (t a  (b)) , q) =  „y (b) „ +  {y (b) — x  (t a  (b)) , q)
> „y(b)„ > 0.
Natomiast, jeżeli y (b) =  0, to yA (ta  (b)) =  y (b) , więc
(0 ( f , g, n; a, b, x) ( ta  (b)) — x ( ta  (b)) , q)
A(yA (ta (b)) — x (ta (b)) , ^  >  0.
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Ponieważ dla prawie wszystkich t >  t a  (b) mamy 
d
dt (0  (f, g, n; a, b, x) (t) -  x  (t) ,q) =  (oq -  x' (t) ,q) =  o -  (x' (t) , q ) > o -  p >  0 , 
to dla każdego t >  t a  (b) musi być
0  (f,  g, n; a, b, x) (t) G x  (t) +  int C (Lnf ,  Lng) .
Dowód własności  2. Jeżeli t a  (b) < t o (x) , to przyjmując
t* =  TA (b)
otrzymujemy
0  ^ , g , n ;a, b, x) (t*) =  yA (ta  (b)) =  0.
Jeżeli t a  (b) > t o (x) i T1 (x) < to, to przyjmując
0 K (x |[ro(x),TO)) ( t1 (x))
t* =  T1 (x) +
o
też otrzymujemy
0  ( f ,g,n;  a, b, x) (t*) =  0.
Twierdzenie 6.1. Załóżmy, że ( f ,g) G W  [i] , n G n AD [i] i L* > L (Lnf ,  L ng ) . 
Przy tych założeniach, jeżeli a,b G R2 spełniają warunki
b =  0 oraz b -  a G int C (Ln f ,  L ng ) ,
to (patrz punkt (b) definicji Ą.Ą) 0  ( f ,g,n;  a,b, •) jest strategią skutecznego ataku
odcinka
[ - L*, L*] x  {0} .
Dowód.  Dla każdego x G X  (a) (patrz etap 3 konstrukcji 6.2)
0  (f,  g, n; a, b, x) (t) G x  (t) +  int C (Lnf ,  Lng) , t > 0.
Należy zatem wykazać, że dla każdego x G X  (a) istnieje t* >  0 o tej własności, że
0  (f,  g, n; a, b, x) (t*) G [ - L*, L*] x {0} .
Przypuśćmy, że dla pewnego x G X  (a) mamy
0  (f,  g, n; a, b, x) (t) G [ - L*, L*] x {0} , t >  0. (6.4)
Wykażemy, że takie założenie prowadzi do sprzeczności. Upraszczając oznaczenia,
przyjmijmy
y =  (y1, y2) =  0  (f,  g, n; a, b, x ) , t a  =  t a  (b), T1 =  T1 (x ) , to =  to (x ) .
Przyjmijmy jeszcze
z =  y -  x.
Z warunku (6.4) wynika (patrz konstrukcja 6.2, własność 2), że
t a  > t o oraz t 1 =  to.
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Dla każdego t >  t 0 mamy zatem
y (t) — (x |[ni,ro)) (t)
oraz
U (t) e  N C(Lnf,Lng) (y (t) — x (t)) =  Nc(Lnf,Lng) (z (t)) . (6.5)
Ponieważ
z (t) =  0, y (t) =  0, t >  —0, 
to z lematu 6.3 wynika istnienie takich absolutnie ciągłych funkcji
a, f3 : [t0, to) ^  R,
że
z (t) =  llz (t) Wu  (a (t)), y (t) =  h  ( t)II u  (3 (t)) , t > t 0.
Z warunku (6.5) i lematu 1.3 wynika warunek
sup {a (t) — f3 (t)} < to.
t'Zr0
Z kolei z lematu 6.4 wynika równość
lim a  (t) =  to,t^ t t
więc musi być też
lim [3 (t) =  oo.t^ t t  v '
Warunek (6.4) i stwierdzone wyżej własności funkcji a, 3  umożliwiają zdefiniowanie 
trzech ciągów:
f j .  1  tt f  1  tt
{tk}k=0 , {tk}k=0 oraz {sk+i}fc=0 .
Przyjmujemy
t0 =  min {t >  —0 : yi (t) >  L *, y2 (t) =  0} ,
a dla każdego k e  N0,
tk =  min {t >  tk : yi (t) <  —L *, y2 (t) =  0} ,
tk+i =  min {t >  tk : yi (t) >  L*, y2 (t) =  0} ,
sk+i =  min {t >  tk : a  (t) =  a (tk) +  2n} .
Dla każdego k e  N mamy
a  (sk+i) — a (tk) =  3  (tk+i) — 3  (tk) =  2n
oraz
\yi (tk) — yi (tk) \ +  \yi (tk+i) — yi (tk) \ ^  2L* +  2L* =  4L* > 4L (Lnf ,  L ng) .
Przyjmijmy
A =  4L* — 4L (Ln f ,  Lng) .
Z lematu 6.2 wynika, że dla każdego k e  N ma miejsce nierówność
i sk+1
/  \yi (t)\ dt <  4L (Lnf ,  Lng) .
Jtk
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Ustalmy dowolnie k G N. Mamy
f tk+l fSk+1
/ \yi (t)\ dt — \y i (t)\ dt
tk tk
tk tk+1
, \yi (t)\ dt + /  + \yi (t)\ dt — i  + \yi (t)\ dttk t k tk
f sk + 1
\yi (t)\ dt/ yi (t) dttk
+
tk+1
/ yi (t) dt
tk tk
sk+1
= \yi (tk) — yi (tk) \ + \yi (tk+1) — yi (tk)) \ — \ y i (t)\dt
tk
> 4L* — 4L (Ln f ,  Lng) = A  > 0,
więc tk+1 ^  Sk+ 1 . Zatem
ftk+l ¡'sk+1 ftk+l ftk+l
a  < \yi (t)\ dt— \yi (t)\ dt = \yi (t)\ dt < /  adt = a (tk+1 — Sk+ 1)
tk tk sk+1 sk+1
i w rezultacie
A
tk+1 — Sk+1 ^  — > 0, k G N. a
ńk+l pk+l
a (tk+1) — a (sk+1) = a (t) dt > k ( f , g,n)  dt
J Sk+l J Sk + l
Stąd, na mocy lematu 6.4,
Л ft ft l
(t) t  /
sk+1 J sk+1
= k ( f , g,n)  (tk+1 — Sk+1) > A  k (f,  g, n) > 0 .a
Ponieważ k G N było dowolne, to dla każdego k G N otrzymujemy
k k  
a (tk+1) — a (ti ) =  ^  (a (tj +1) — a (tj )) =  ^  (a (tj+ 1) — a (sj+1) +  a (sj+1) — a (tj ))
j=i j=i
k
= ^  (a (tj +1) — a (sj+1) + 2n )
j= 
k
= ^  (a (tj +1) — a (sj+1) +  p (tj+1) — p (tj ))
j=
k k  
=  ^  (a (tj +1) — a (sj+1)) +  ^  (p (tj+ 1) — p (tj )) 
j= j=
k
= ^  (a (tj +1) — a (sj+1)) +  p (tk+1) — p (ti ) 
j=
> k A k ( f , g,n)  + p (tk+ 1) — P (ti).a
Mamy więc
lim (a (tk) — p (tk)) = to,k
co przeczy stwierdzonemu wcześniej warunkowi
sup {a (t) — p  (t)} < to.
tpro
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Wniosek 6.1. Jeżeli ( f , g)  £ W q b r  [i] , to
val s (f, g) =  2L (f , g)
2 ia2 pa
+a 2 -  p2 a 2 -  p2 f  ( - i )  +  f  (i) + l ‘t J Ż + J J e J d r
Dowód.  Wystarczy (patrz wniosek 5.1) dowieść nierówności
val s  (f,  g) < 2L (f, g ) .
Obierzmy dowolne L * > L ( f , g ) . Mamy (patrz definicje 2.4 i 4.5)
k (f , g) =  2 f L( f , g) +  1 ^ ^ A ( f , g)] 
p V 2 a -  p )
> 4L ( f ,g )+ A ( f ,g )
> 4i +  A (f, g)
oraz
max llzll <  i  +— A ( f , g ) , 
zec(f,g) 11 11 2 U ,y ; ’
bo dla każdego z £ C (f,  g)
||z\| <  i  +  min {\\z -  ( i  0)|| , ||z -  ( - ^  0) ||} <  i  + ^ A ( f , g) .
Zatem
C ( f ,g)  C B L  - 10 ,i + 2 A (f,g ) C B (0,K ( f , g) ) .
Korzystając z lematu 3.1 możemy teraz dobrać takie k  > 1, taki podział n E n  [C] 
i taką parę ( f K, gK) E W o b r  [C] , że
C (f, g) C int C (Jk (Ln f K), Jk (LngK)) C k C  (f,  g) C B  (0, k (f,  g ) ) .
oraz
L (f,  g) < VKL  (f,  g) < L  (Jk (L*f K), Jk (L*gK)) <  kL  (f,  g) < L*.
W takim razie, jeżeli pozycje początkowe a,b E R2 spełniają warunek
\ H >  k ( f ,g)  + —  | | a | ,
p
to
||b — a|| >  ||b|| — HaH >  k ( f ,g)  +  ( ę j  — l j  ||a|| > k ( f ,g)
i w rezultacie
b — 0 oraz b / a  +  int C (Jk (Ln f K) , Jk (Ln gK)) .
Z twierdzenia 6.1 wynika, że dla takich pozycji początkowych a, b R2 istnieje
strategia
0  ( f ,g,n;  a, b, •) E T [f,g, L*,a,b]
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będąca strategią skutecznego ataku odcinka
[-£*, £*] x {0} .
Stąd, wobec dowolności £* > L ( f ,g)  , otrzymujemy żądaną nierówność
val S ( f , g) < 2L ( f , g ) .
U w aga 6.1. Cena gry S (f ,g)  zależy od proporcji 9 =  ^ , bo
2a 2£ 1 pa
a2 — p2 +  2 a 2 — p22L ( f ,g)  =  w +  b H 1 (bd C (f ,g))  
292£ 1 9
92 — 1 +  2 9+—r H1 <bd C <f-g))-
Podsumowaniem rozważań z przykładów 2.2 i 3.7 jest (patrz przykład 5.1)
P rz y k ła d  6.1. Zgodnie z wnioskiem 6.1, jeżeli ( f ,g)  E W o b r  [2] jest parą z 
przykładu 2.2, to
val S ( f ,g)  =  12, 
a jeżeli ( f ,g)  E W o b r  [14] jest parą z przykładu 3.7, to
171 
val S ( f ,g)  =  —  =  42, 75, gdy p =  1, a =  3,
1 Qnn K
val S ( f ,g)  =  —g— «  144. 44, gdy p = 1 , a =  - .
U w aga 6.2. Twierdzenie 2.7, będące głównym wynikiem pracy [12], jest szczegól­
nym przypadkiem wniosku 6.1. Wystarczy przyjąć
£ =  r, 9 =  - ,  
p 
f  (t ) =  V£2 — t 2, g (t ) =  -V £ 2 — t 2, t E [—£, £] .
92
7. Obrona odcinka. Zakończenie
7.1. Zbiory przydatne do obrony odcinków
Rozważaliśmy problem obrony odcinków położonych na osi odciętych, postaci
[-L , L] x{0} •
Poza tym rozważaliśmy strefy rażenia o pewnych szczególnych, wymienionych nieco 
niżej, własnościach. Wyznaczenie ceny gry w przypadku dowolnie położonych od­
cinków i dowolnej strefy rażenia pozostaje problemem otwartym. Wyznaczenie ceny 
gry w rozważanym w rozprawie przypadku, ale z wieloma obrońcami mogącymi się 
poruszać swobodnie po całej płaszczyźnie, też pozostaje problemem otwartym. Ana­
logiczne problemy stają się znacznie trudniejsze kiedy trajektorie graczy są rozwiąza­
niami ogólnych równań różniczkowych ze sterowaniem. W tym rozdziale zajmiemy 
się (raczej oczywistym) uogólnieniem wniosku 6.1. Dalsze rozważania poprzedzimy 
trzema obserwacjami.
Załóżmy, że (f, g) e  W obr [t] i przyjmijmy
Z+ — z—
z + =  (t, 0) , z -  =  (_ t, 0) , q =  _  ^ •
O bserw acja  1. Punkty z+ i z-  dzielą obwód zbioru C ( f ,g)  na pół. 
O bserw acja  2. Mają miejsce relacje (patrz definicja 1.1)
z+ e  C ( f ,g)(q)  oraz z-  e  C ( f , g) (_q)  ,
a poza tym
k C(f,g) (± q ) =  2 t
O bserw acja  3. Formuła wyznaczająca cenę gry we wniosku 6.1 przybiera postać
val S ( f ,g)  =  -2^ ko(/,g) (±q) + 1  (bd C ( f ,g ) ) ,a 2 — p2 2 a 2 — p2
gdzie
Celem obserwacji 3 jest zwrócenie uwagi na geometryczną interpretację ceny gry. 
Z kolei dwie pierwsze obserwacje zawierają te własności strefy rażenia C (f,  g), które 
umożliwiły wyznaczenie ceny gry.
Przed definicją nieco ogólniejszej strefy rażenia wprowadzimy oznaczenie dla 
domkniętego łuku leżącego na brzegu zbioru wypukłego. Każde dwa różne punkty 
leżące na brzegu zwartego zbioru wypukłego D C R2 o niepustym wnętrzu dzielą 
brzeg zbioru D na dwa łuki o wspólnych końcach. Załóżmy, że D C R2 jest zwartym 
zbiorem wypukłym i
int D  =  0 .
Załóżmy dalej, że z1,z2 G bd D i z1 =  z2. Unikając parametryzacji brzegu zbioru 
D,  przyjmiemy (patrz oznaczenia w podrozdziale 1.1)
[zi, z2]D =  {z G bd D : (z — zi) A (z2 — z i) > 0} .
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Zauważmy, że
[z1, z2] d =  [z2, z1]d ,
[z1,z2]D U [z2,z 1]D =  bd D oraz [zb z2]D n  [z2,z 1]D =  {z1 ,z2} .
W związku z tym
H 1 ([z1, z2]D) +  H 1 ([z2, z ^ D) =  H 1 (bd D ) .
Poza tym, jeżeli [z1,z2] C bd D, to
[z1, z2]D =  [z1, z2] albo [z2, z1]D =  [z1, z2] .
Defin ic ja  7.1. Niech będzie dany zwarty i wypukły zbiór D C R2 spełniający
warunek
0 int D.
Powiemy, że D jest zbiorem przydatnym do obrony odcinków o kierunku ±q, gdzie 
q =  u  (3) G S 1, jeżeli istnieją takie punkty
z+ G D (q) oraz z -  G D ( - q) ,
że
—z+,
y+
y+ I =  q oraz H 1 z+, z D, = 2 H 1 (bd D)
P rzy k ła d y
7.1. Koło B  [0,r] , gdzie r > 0, jest przydatne do obrony odcinków o każdym 
kierunku ±q, q G S 1.
7.2. Jeżeli q G S 1 , D C R2 jest zbiorem zwartym, wypukłym, symetrycznym 
względem prostej
{Aq : A g R} ,
a odcinek
D n {Aq : A g R}
jest symetryczny względem punktu 0, to zbiór D jest przydatny do obrony odcinków 
o kierunku ±q.
7.3. Jeżeli a,b G R2\  {0} spełniają warunek ||a|| =  ||b| i nie są współliniowe, to 
romb
R (a, b) =  conv {a +  b, - a  -  b,a -  b,b -  a} 
jest zbiorem przydatnym do obrony odcinków o kierunkach:
a +  b a -  b a b
||a +  b ||, ||a -  b ||, M , ¥ \
W szczególności, dla
a = 43 , b
524
otrzymujemy
R (a, b) =  conv
" 27 ' " 27 ' " 13 ' " 13 "
5 5 5 539 , 39 , 9 , 9
5 5 5 5
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z
i romb R (a, b) jest zbiorem przydatnym do obrony odcinków o kierunkach:
r 9^^ ] r 13^^ ] r 3 ] r 24 ]
501^ v9^ , ± 50v^/10 ,  ±
54 , ± 257
L 50 L 50 L 5 J L 25 J
Rys. 7.1. Romb R (a,b) i wyróżnione kierunki.
Każdemu zbiorowi przydatnemu do obrony odcinków o kierunku ±q  przyporząd­
kujemy parę wypukłą ( f , g) przydatną do obrony odcinków o kierunku ±  (1, 0).
L em at  7.1. Załóżmy, że D jest zbiorem przydatnym do obrony odcinków o 
kierunku ±q, gdzie q =  u  (3 ) e S i , a punkty
spełniają warunki
z + e  D (q) , z e  D (—q)
z =  z +
+
+ q oraz H 1 ( z+ ,z =  - H 1 (bd D)
Przyjmijmy
t  =  ^kn  (±q)
i dla każdego t e [—t, t] zdefiniujmy
f  (t ) =  max {^  e  R : Tq +  fiLq e D}  
g (t ) =  min {^  e  R : Tq +  ¡iLq e D} .
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Przy tych założeniach
(/,  g) e  W o b r  [i] oraz D = (C (/, g))
Dowód.  Dla każdego t e [—i, i\ zdefiniujmy
M  (t ) = {p e  R : Tq + pLq e  D} ■ 
Ponieważ D jest zbiorem zwartym i
[rq : t e  [-£,£]} = z , z+ C D,
to dla każdego t e  [—i, i] zbiór M  (t ) jest zwarty i niepusty. Definicje obu funkcji /  
i g są zatem poprawne i mamy
g (t ) <  0 <  /  (t ),  T e [—i,i\  ■
Wypukłość funkcji g■ Załóżmy, że
—i  <  t < t" <  i  oraz A e [0,1] ■
Ponieważ
Tq + g (t ) Lq e  D, t" q + g (t ') Lq e  D,  
a D jest zbiorem wypukłym, to
((1 -  A) t ' + \ t") q +  ((1 -  A) g (t ') + \ g  (t")) Lq 
(1 -  A) (T'q + g (t ') Lq) + A (r"q + g (t '') Lq) e D.
Z definicji funkcji g wynika wobec tego nierówność
g ((1 — A) t ' + At '') <  (1 — A) g (t ) + Ag (t '') ■ 
Nierówność g (0) < 0^  Ponieważ g jest funkcją wypukłą, to
Tmaią  g (t ) = max {g (—i) ,g (i)} ^ a
Gdyby było g (0) =  0, to mielibyśmy g =  0^  Oznaczałoby to relację
C bd D ■z , z+
Mielibyśmy wówczas
z+ — z k D (±q) = 2£ = 1 H 1 (bd D) ,
co jest możliwe jedynie wtedy, gdy
D z , z+
Ciągłość funkcji g■ Wystarczy dowieść ciągłości funkcji g w punktach —i  i i,  bo 
w przedziale otwartym (—i, i) funkcja wypukła g jest ciągła. Ponieważ
[—i, i] 3 t ^  M  (t ) C R 
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jest multifunkcją górnie półciągłą, to
g (—i) =  min M  (—i) <  lim inf min M  (t ) =  lim inf g (t )Ti-i Ti-i
Zauważmy, że nie może być
g (—i) < limsup g (t )
T i - i
Istotnie, w przeciwnym razie istniałby taki ściśle malejący ciąg
Tk £ (—i, i ) , k £ N,
że
gD (—i) < lim g (Tk).k—^
Byłoby zatem (patrz [20], twierdzenie 1, s 39)
g (i) — g (—i ) _  g (i) — g (—i ) y  lim g T )  — g (—i) = OQ
2i i  — (—i) k- Tk +  i
W rezultacie
lim sup g (t ) < g (—i) <  lim inf g (t ) ,
Ti-i Ti-i
czyli
Podobnie dowodzimy równości
g (—i) = hm g (t)
t i - i
g (i) =  lim g (t ) .T \ i
Stosując podobne rozumowania dowodzimy wklęsłości i ciągłości funkcji f  oraz 
warunku f  (0) > 0. Zatem
(f ,g) £ W  [i].
Ponieważ (patrz definicja 2.4)
z+, z D z+, ( r f  )(i)  U ( r f ) [—i,i]  U ( r f ) ( —i) ,z
to
H 1 z +, z D f  (i) +  H 1 ( ( r f ) ([—i, i])) +  f  (—i) =  A ( f )
Z analogicznych powodów
H 1 z , z+ D A (g)
więc
( f , g) £ W o b r  [i]. 
Dla każdego t £ [—i, i] j każdego p £ R mamy
(t, p) £ C (f, g) &  Tq +  pLq £ D
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oraz
Op (t , i )
cos 3 -  sin 3 T T cos 3 -  i  sin 3
sin 3 cos 3
.  i . T sin 3  +  i  cos 3
więc
7.2. O brona odcinka
t u  (3 ) +  i L u  (3) =  Tq +  pLq, 
OpC (f,g) =  D.
Załóżmy, że D C R2 jest zbiorem przydatnym do obrony odcinków o kierunku 
±q,  gdzie q =  u  (3) , a punkty z - ,z+ G bd D spełniają warunki:
z G D ( - q) , z+ G D  (q) , z =  - z +
y +
y+ I
H 1
Przyjmijmy
z , z+ D H 1 ([z+ ,z—] J  =  1 H 1 (bd D)
L[D,qj 1  - r 2- *  kD (±q) +  4 - r o- 2 h 1 (bd D ) ,2 o2 -  p2 4 o 2 -  p2
1 o „ p +  o
r[D,gj =  L[D,qj +  4 o - p H  (bd D) , K[D,qj 
Dla każdego c G R2 i każdego i  >  0 zdefiniujmy
-r[D,qj.
2o
P  [D, q, c] =  |( a ,  b) G R x R : Hb -  c|| >  ^[D,qj +--- ||a -  c ^  ,
A [q, c, i]  =  [c -  iq,  c +  iq] .
Def in ic ja  7.2. Załóżmy, że (a,b) G P  [D ,q,c].
(a) Powiemy, że tp G $ (a ,b ) jest strategią skutecznej obrony odcinka A[q,c, i] 
w grze G [D, q, c, i ,  a, b] , jeżeli dla każdej trajektorii y G Y  (b) z warunku
y (t) G A [q,c , l] 
wynika istnienie takiego s G [0,t) , że
y (s) G p  (y) (s) +  int D.
Zbiór wszystkich strategii skutecznej obrony odcinka A [q, c, i]  w grze G [D, q, c, i ,  a, b] 
oznaczymy przez
$  [D, q, c, i ,  a, b].
(b) Powiemy, że 0  G ^  (a, b) jest strategią skutecznego ataku odcinka A [q, c, i]
w grze G [D, q, c , i ,  a, b] , jeżeli dla każdej trajektorii x  G X  (a) mamy
0  (x) (t) G x  (t) +  int D, t >  0,
i istnieje takie t* >  0, że
0  (x) (t*) G A [q, c, i]  .
q
p
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(c) Ceną gry S [D,q,c] nazwiemy liczbę
val S [D, q, c] =  sup < ¡a >  0 : A  <t\D,q,c,a,a,b] = 0 .
I (#,t)eP|P,i,(j
Twierdzenie 7.1. Jeżeli D C R2 jest zbiorem przystosowanym do obrony od­
cinków o kierunku ±q, to dla każdego c e  R2 ma miejsce równość
val S [D, q, c] = - f — ękD (±q) +  H 1 (bd D) .a 2 — p2 2 a 2 — p2
Dowód.  Istnieją takie punkty z- ,z+ e  bd D, że:
z+
z-  e  D (—q) , z+ e  D (q) , z-  =  —z+, =  q,
_ . i
v +H 1 ([z- ,z+]D) =  H 1 ([z+ ,z - ] J  =  1 H 1 (bd D ) .dJ 2
Przyjmijmy
q =  w (p) , i  =  1 kD (±q) 
i dla każdego t G [—i, i] zdefiniujmy
M  ( t ) =  {X G R : Tq +  XLq G D} ,
f  (t ) =  max M  ( t ) oraz g (t ) =  min M  ( t ).
Mamy (patrz lemat 7.1)
( f ,g)  G W o b r  [i] (7.1)
i łatwo sprawdzić, że:
L (f ,g) = L[Dq], (7.2)
r (f, g) =  r[D,q], K (f,  g) =  K[D,q] . (7.3)
Poza tym, dla każdego c G R2 i każdego ¡a >  0,
A [D ,q ,c ]=  c +  Og ([—a, a] x {0}). (7.4)
Ustalmy dowolne c G R2 i dowolną parę pozycji początkowych (a, b) G P  [D, q, c] .
Obierzmy teraz dowolne a G ^0, L[D,qj) i przyjmijmy
a* =  O_g (a — c) oraz b* =  O_g (b — c ) .
Ponieważ obrót O_g jest izometrią, to korzystając z równości (7.3) otrzymamy (patrz
definicja 4.5) relację (a*,b*) G P  [f, g] . Następnie, korzystając z równości (7.2) i
twierdzenia 5.1, stwierdzamy istnienie strategii p* G $(a*,b*) skutecznej obrony 
odcinka
[—a, a] x {0} .
Dla każdego y G Y  (b) i każdego t >  0 zdefiniujmy
P (y) (t) =  c +  (Og ◦ P* ◦ O-g ) (y (t) — c ) .
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Ponieważ
O-p (y (0) -  c) = O-p (b -  c) = b* 
Lip O-p o (y -  c) <  Lip (y -  c) <  a,
to
O-p o (y -  c) e Y  (b*).
Mamy zatem
p* o O-p o (y -  c) e  X  (a*) , 
a z analogicznych powodów jak wyżej p (y) (0) =  a oraz
Lip p (y) = Lip (c + Op o p* o O-p o (y -  c)) <  p.
Dowodzi to relacji p e  & (a,b) , bo p : Y  (b) ^  X  (a) jest odwzorowaniem nieanty-
cypującym.
Przypuśćmy, że dla pewnego y e  Y  (b) i pewnego t >  0 ma miejsce relacja
p (y ) (t) e  X[ q , c,y] .
Korzystając ze wzoru (7.4) otrzymamy
(Op o p* o O-p ) (y  (t) -  c) e  A[q,c,y] -  c,
(p* o O-p ) ( y (t) -  c) e  O-p (A [q,c,y] -  c) = [ - y , y] X | 0} .
Mamy wtedy t > 0 i istnieje takie s e (0,t) , że (patrz lemat 7.1)
O-p (y (s) -  c) e  (p* o O-p) ( y (s) -  c) + int C (f ,9) ,
y (s) e  c + (Op o p* o O-p)(y (s) -  c) + Op (int C (f ,g))
= p (y ) (s) + Op (int C (f,  g)) = p (y ) (s) + int D.
Zatem p  jest strategią skutecznej obrony odcinka A [q, c, y] . Stąd, wobec dowolności 
y  e  (0, L[D,ę]) , otrzymujemy nierówność
val G [D, q, c ] >  2L [D,q].
Rozumując podobnie i korzystając z twierdzenia 6.1 można dowieść nierówności
val G [D,q,c] <  2L[D,q\.
P rzy k ła d  7.4. Przyjmijmy (patrz przykład 7.3)
ao
27 
‘ 539
" 13 ' " 27 ' " _13 "
, ai =
iii
, a2 = 539 
. 5 .
, a3 = 59
. 5 .
oraz
Mamy
D = conv {a0, a\, a2, a3} 
q = u  (p),
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5
q
gdzie
3 =  n +  arc cos ^—3^ ~  5. 355 890,
Xd (q) =  (q,ai) =  3, D (q) =  [ao, a i], 
Xd (—q) =  {q, a3) =  — 3, D (—q) =  [a2, a3] 
kD (±q) =  6, £ =  3.
Łatwo sprawdzić, że punkty
" 9 " " 9 "
5 , 2 = 512
_ 5 _
12
_ 5 _
2 + =
spełniają założenia lematu 7.1. Dla każdego t E [—3, 3] otrzymujemy
4
f  (t ) =  max E R : Tq +  fiLq E D } =  5  t ,
3
4
g (t ) =  min {^  E R : Tq +  [iLq E D } = — 5 — - t
3
i ( f , g) E w o b r  [3] •
R ys. 7.2. Strefa rażenia C (f, g).
Przyjmując
P =  1, ^ =  2> n =  {—3> 3} 
i korzystając ze wzorów podanych w przykładzie 2 .2  wyznaczamy liczby
t O =  72 t N =  87
5 ’ 5
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i funkcje
S ? f)  (T) 
( sN f )  (t )
S? a ) (T) 
SNa) (T)
f 2 48 204 8 48 2
min s —t +  — , — -------- t , ——  - t
. 3
• . 3min < - T  +------, -----
1 2 10 ’ 95
} ■5 35 21 7 5 3
261 1143 12 261 3
i 0  — 2
48 8 204 2 48 }
— , -----t —----- , —t — —
5 ’ 21 35 ’ 3 5
261 12 1143 3 261}m a ^ i— t -------- ,  t  , , .
2 10 19 95 2 10 J
2
3
2 0  i
y
/  \  1 0  "  
I (  l r  I l i i i \  i
- 2 0 1 0 ^  /  2 0
/  X
\ i n
- 2 0
R ys. 7.3. Układ obronny C ( (S ? f ,  S?a) , (§Nf ,  §Na) , Ffg,*))  ■
Zgodnie z lematem 3.2, wnioskiem 6.1  i twierdzeniem 7.1, dla każdego c E R2, 
otrzymujemy
174
val G [D, q, c] =  2£N =  —— =  34, 8 .
5
W szczególności, dla c =  (10, 5) oraz ą  =  ^  mamy
11 473
25 25
/511 
V_25’,
223
~25~
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