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Abstract 
 
A framework (hereby named GA-SVM) for time 
series forecasting was formed by integration of the 
particular power of Genetic Algorithms (GAs) with the 
modeling power of the Support Vector Machine (SVM). 
The proposed system has potential to capture the 
benefits of both fascinating fields into a single 
framework. GAs offer high capability in choosing 
inputs that are relevant and necessary in predicting 
dependent variables. With these selected inputs, SVM 
becomes more accurate in modeling the estimation 
problems. Experiments demonstrated that the 
integrated GA-SVM approach is superior compared to 
conventional SVM applications.  
 
1. Introduction 
Time series forecasting is still receiving remarkable 
attention from the research community with 
considerable interest in using time series and data 
mining and/or computational intelligence techniques to 
analyze the extensive historical datasets for solving 
prediction problems. Such analysis is made possible by 
the rapid advances in computing power and 
information technologies. One of the machine learning 
techniques recently investigated for time series 
forecasting is the Support Vector Regression (SVR) or 
the so-called Support Vector Machine (SVM) [15, 18, 
25, 26, 32, 33]. 
Excellent performances of SVR applications have 
been obtained during the recent decade [05, 07, 22, 24, 
27]. These applications of the SVR for time series 
forecasting are based on indicators derived from 
relevant time series. In order to improve the prediction 
accuracy, one first needs to identify important 
indicators. However, in certain circumstances, e.g. 
stock price forecasting in the financial sector [04, 28, 
29, 30], more than 100 indicators have been developed 
to understand stock market behavior and thus the 
identification of the right indicators is a challenging 
problem [13]. In such a case, optimising computer 
algorithms (e.g. “evolution algorithms”) need to be 
investigated and applied for identifying really 
necessary indicators. 
Genetic algorithms [01, 02, 09, 10, 11, 19, 23] are 
so far generally the best and most robust kind of 
evolutionary algorithms, which were first suggested by 
John Holland, 1975 [12]. These genetic algorithms 
offer a heuristic, population-based, evolutionary 
optimization method whereby defined populations 
evolve over generations using the Darwinian principle 
of survival of the fittest. GAs have the capability to 
tackle objective functions that are non-differentiable, 
non-continuous, non-linear, multidimensional, noisy, 
flat, or have many local minima or constraints. If these 
characteristics are strongly present, it is GAs that offer 
the best approach to solve optimization problems. 
Consequently, in this paper, GAs are used to choose 
the best inputs for the forecasting SVM model from a 
given set of inputs. Optimization accrues from GA-
SVM application in realizing and removing the inputs 
that are not necessary for prediction and/or avoiding 
overfitting vulnerability that usually occurs in models 
with too many parameters. The number of independent 
inputs of the model is reduced. That leads to 
improvement of the speed of the SVM processing and 
enhances the prediction accuracy. 
 
2. Support vector regression: Background 
Suppose we are given n training data samples: 
   ^ `1 1, , , ,n nx y x y  &u , where X denotes the 
space of the input patterns (e.g. ). In İ-SV 
regression [31], our goal is to find a function f(x) that 
has at most İ deviation from the actually obtained 
targets y
d &
i for all the training data, and at the same time 
is as flat as possible. In other words, we do not care 
about errors as long as they are less than İ, but will not 
accept any deviation larger than this. The f(x) can be 
chosen as linear function, taking the form 
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 bw,xxf     (1) 
where  and ,w b&  ..,  denotes the dot product 
in X.  
Nevertheless, in some cases, we must cope with 
otherwise infeasible constraints of the optimization 
problem (i.e. some errors may be allowed). Vapnik 
(1995) [31] introduced the slack variables *,i i[ [ for 
dealing with these cases. Hence, the problem is 
formulated ¦  ni *iȟiȟCwinimizem 1221.  (2) 
°¯
°®
­
t
d
d
0*i,ȟiȟ
*
iȟİiybiw,x
iȟİbiw,xiy
tosubject  (3) 
where constant C > 0 determines the trade-off between 
the flatness of f(x) and the amount up to which 
deviations larger than İ are tolerated. 
 
 
Figure 1. Function approximation using SVH  
regression 
 
A standard dualization method utilizing Lagrange 
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Here L is the Lagrangian and * *, , ,i i i iK K D D  are 
Lagrange multipliers. The partial derivatives of L with 
respect to the primal variables  *i,ȟiw,b,ȟ  have to 
vanish for optimality 
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where  refer to  and  refer to  (*)iĮ
*
i,ĮiĮ
(*)
iȘ
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i,ȘiȘ
Therefore, we reach the result  ¦  ni ix*iĮiĮw 1        (6) 
The parameter b can be computed by exploiting the 
so-called Karush–Kuhn–Tucker (KKT) conditions [14, 
20]. Thus, b is chosen based on the inequalities [16]: ^ `
^ `C*iĮori|Įiw,xiyİ
b*iĮorCi|Įiw,xiyİ
!
dd!
0min
0max
(7) 
Finally, from the Equations (1) and (6) we find out 
   ¦  ni b,xix*iĮiĮxf 1       (8) 
 
3. GA-SVM based predictive framework 
A genetic algorithm is a computer model of an 
evolution of a population of artificial individuals. Each 
individual is characterized by its chromosome Sk, 
which determines the individual fitness f(Sk), k = 1, ..., 
n; n is a population size. The chromosome is a string of 
symbols, Sk = (Sk1, Sk2, ..., SkN), N is a string length. 
The symbols Sk1 are interpreted as genes of 
chromosome Sk. 
The evolution process consists of successive 
generations. At each generation, individuals with high 
fitness are selected and then the chromosomes of 
selected individuals are recombined and subjected to 
small mutations. 
Three basic genetic operators illustrated in Figure 2 
comprise selection, mutation and crossover. The 
crossover and mutation probability that were used 
herein are 0.5 and 0.01 respectively. 
    
(a)     (b) 
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(c) 
Figure 2. (a) Selection by wheel turning. (b) 
Mutation at two points. (c) Crossover at 1- and n-
point. 
The genetic algorithm integrated in this approach is 
depicted in Figure 3. The first generation has twenty 
individuals (chromosomes). Each indicator is 
presented as a gene within chromosomes. The first 
chromosome includes all initially available indicators 
while the remaining chromosomes are created 
randomly. 
 
No
Yes
Chromosomes creating 
Forecasting SVM models 
Selecting, crossovering + 
mutating 
Old population 
New population 
Converged? 
Evaluating accuracy 
Does one of the models 
satisfy the convergent 
condition? 
Each chromosome is used 
to build one model 
Twenty chromosomes. One 
contains all indicators. 
Remaining ones are 
created randomly 
Old population is replaced 
by new one 
All available indicators 
The final forecasting model 
The best model with 
selected indicators  
Figure 3. Using genetic algorithm to select indicators for building up the final forecasting SVM model 
 
Individuals are evaluated based on the following 
function:      mnMSEmF logln    (9) 
¦   ni ieianMSE 1 21    (10) 
¦   ni ieianMAE 1
1
  (11) 
where m is the number of inputs, n is the number of 
learning samples,  and  are the actual values and 
estimated values of the i
ia ie
th training sample. This 
function is established to meet the expectation that the 
number of inputs and error of the model are 
moderately small. The lower the value of the function, 
the higher the fitness of the individual. 
 
4. Deployments, Experiments, Evaluations 
The deployment of the proposed model is 
expanded from the Java package of the Library for 
SVM (LIBSVM) that has been developed by Chang 
and Lin [06]. 
The radial basic function (RBF) kernel formulated 
in Equation 12 is used in this study due to its 
efficiency compared with other kernel functions (linear, 
polynomial, and sigmoid). The linear kernel is 
outperformed by the remaining kernels because of its 
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linearly limited capability. Polynomial kernels are 
acceptable but if a high degree is used, numerical 
difficulties tend to happen [17]. The sigmoid kernel 
matrix may not be positive definite and in general its 
accuracy is not better than RBF [21]. 
  2, vuevuk  J    (12) 
where u is the feature vector, v is the support vector 
and J  is a tuning parameter of the model. 
Prediction of the economic indicators of a market is 
crucial. The financial forecasting problem is very 
complicated due to the number of factors that can 
influence the market. In addition to this, choosing the 
important factors is also difficult. Usually, one has to 
reduce the number of factors in his/her model in order 
to speed up processing and avoid unexpected 
phenomena such as overfitting. It is these reasons that 
motivate us to experiment the proposed approach in 
financial time series forecasting.  
The historical financial time series used for 
experiments are downloaded from the Yahoo Finance 
website: http://finance.yahoo.com. Three indicators 
chosen as output (dependent) variables are the IBM 
and MSFT daily stock prices, and the Standard and 
Poor’s 500 (S&P’s 500) daily index. S&P’s 500 is the 
composite index reflecting the stock prices of 500 
largest companies in the U.S. Thirty historical stock 
price and financial index series (Table 1) are processed 
as available indicators (inputs). There are therefore 30 
inputs for the conventional models. 
The daily closing prices of stocks or indices are 
utilized in the experiments; other values are omitted 
such as open, high, low and volume. Training dataset 
chosen spans from 3 January 2000 to 2 August 2001 
with 400 samples whereas the number of testing 
samples is 100, spanning from 3 August 2001 to 31 
December 2001. 
 
Table 1. Historical financial data series used for experiments. The bold cases are determined as output 
variables 
S&P 500 Index, RTH (^GSPC) AMEX Oil Index (^XOI) The Home Depot, Inc (HD) 
International Business 
Machines Corp. (IBM) 
PHLX Gold and Silver Sector Ind 
(^XAU) 
Exxon Mobil Corp. (XOM) 
Dow Jones Composite Average 
(^DJA) 
Bank of America Corporation 
(BAC) 
McDonald's Corp. (MCD) 
Dow Jones Industrial Average 
(^DJI) 
Citigroup Inc. (C) Alcoa, Inc. (AA) 
Dow Jones Transportation 
Average (^DJT) 
General Electric Co. (GE) American Express Company 
(AXP) 
Dow Jones Utility Average 
(^DJU) 
Intel Corporation (INTC) Boeing Co. (BA) 
CBOE Gold Index (^GOX) Johnson & Johnson (JNJ) American International Group, 
Inc. (AIG) 
CBOE Oil Index (^OIX) Microsoft Corporation (MSFT) 3M Co. (MMM) 
S&P 100 Index, RTH (^OEX) Pfizer Inc. (PFE) AT&T Inc. (T) 
NASDAQ Composite (^IXIC) Wal-Mart Stores Inc. (WMT) Chevron Corp. (CVX) 
 
The original data are scaled into the range of [0, 1]: 
* min
max min
i
i
x
x
     (13) 
where  and  are the scaled and original values at 
the i
*
ix ix
th sample, max and min the maximum and 
minimum values of the series. The goal of linear 
scaling is to independently normalize each feature 
component to the specified range to ensure the larger 
value input attributes do not overwhelm smaller value 
inputs, and thus reduce prediction errors [03]. 
The comparisons between models for IBM are stated 
in Tables 2 and 3. Comparisons between models for 
S&P 500 are stated in Tables 4 and 5. Tables 6 and 7 
show comparisons between models for MSFT. 
Evaluations are measured in terms of MSE and mean 
absolute error (MAE) that are formulated in Equation 
10 and 11 respectively. The higher the value of MSE 
or MAE, the lower the accuracy of the model. 
 
Table 2. Inputs selected (in bold font) by the GA-
SVM model for the IBM stock prediction 
^GSPC ^DJU ^XOI INTC HD BA 
IBM ^GOX ^XAU JNJ XOM AIG 
^DJA ^OIX BAC MSFT MCD MMM
^DJI ^OEX C PFE AA T 
^DJT ^IXIC GE WMT AXP CVX 
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Table 3. Error comparison between conventional 
SVM and GA-SVM for the IBM stock forecasting 
Conventional SVM 
Original input number MSE MAE 
30 0.0180 0.1125 
GA-SVM 
Selected input number MSE MAE 
14 (Table 2) 0.0037 0.0462 
 
Table 4. Inputs selected (in bold font) by the GA-
SVM model for the S&P 500 index prediction. 
^GSPC ^DJU ^XOI INTC HD BA 
IBM ^GOX ^XAU JNJ XOM AIG 
^DJA ^OIX BAC MSFT MCD MMM 
^DJI ^OEX C PFE AA T 
^DJT ^IXIC GE WMT AXP CVX 
 
Table 5. Error comparison between conventional 
SVM and GA-SVM for the S&P 500 index 
forecasting 
Conventional SVM 
Original input number MSE MAE 
30 0.0214 0.1370 
GA-SVM 
Selected input number MSE MAE 
19 (Table 4) 0.0035 0.0452 
 
Table 6. Inputs selected (in bold font) by the GA-
SVM model for the MSFT stock prediction 
^GSPC ^DJU ^XOI INTC HD BA 
IBM ^GOX ^XAU JNJ XOM AIG 
^DJA ^OIX BAC MSFT MCD MMM
^DJI ^OEX C PFE AA T 
^DJT ^IXIC GE WMT AXP CVX
 
Table 7. Error comparison between conventional 
SVM and GA-SVM for the MSFT stock forecasting 
Conventional SVM 
Original input number MSE MAE 
30 0.0151 0.0953 
GA-SVM 
Selected input number MSE MAE 
15 (Table 6) 0.0026 0.0367 
 
There is a considerable enhancement in terms of 
accuracy between the conventional SVM and the GA-
SVM models. With the IBM forecasting, there are 16 
inputs removed out of the original 30-input model 
(53.33% reduced). The error however decreased 
approximately 59%, in MAE and 79.44% in MSE. The 
same situation was found for the S&P 500 index 
prediction. By eliminating 11 among the 30 original 
inputs (36.67% reduced), the GA-SVM model attained 
the accurate improvement at 67% in MAE and 83.64% 
in MSE. Whereas 15 inputs were rejected from the 
original model regarding the MSFT stock forecasting 
(50.00% reduced), the error was lessened about 
61.49% in terms of MAE and 82.78% in terms of MSE. 
These results clearly show that the eliminated inputs 
are irrelevant for predicting the output variables and 
that they could risk overfitting in forecasting process. 
The experiments demonstrated that the GA-SVM 
approach is a promising solution. GA played a key role 
in finding inputs that are relevant to forecast variables. 
This led to significant improvement in performance of 
the conventional SVM prediction approach. 
 
5. Conclusions 
Instead of using the normal SVM approach for time 
series prediction, this research investigated a new 
solution aiming to improve the prediction capability: 
the integrated GA-SVM approach. The SVM 
incorporated GA model had remarkable improvement 
in forecast problems in terms of accuracy because it is 
able to find out necessary inputs and remove 
unnecessary inputs. Such an approach is dominant 
when applying in financial fields where the forecast 
factor is usually influenced by many independent 
variables. 
Generally, the method of integration between GA 
and prediction models like this study can also be 
applied for other machine learning techniques such as 
Artificial Neural Networks (GA-ANNs), Fuzzy 
Systems (GA-FSs). The efficiency gains should be 
reliably obtained in the GA-SVM model because its 
computational cost is not intensive and is much lower 
than for ANNs or FSs. The testing results showed the 
power of GAs in optimal solution searching. Further 
work therefore could be devoted to investigation of 
GA-ANNs and GA-FSs models and then compare 
performances of these techniques with that of the GA-
SVM. 
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