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ABSTRACT
In a recent paper by the authors, the associative and the Lie algebras of Weyl type
A[D] = A⊗F[D] were introduced, where A is a commutative associative algebra with
an identity element over a field F of any characteristic, and F[D] is the polynomial
algebra of a commutative derivation subalgebra D of A. In the present paper, a class
of the above associative and Lie algebras A[D] with F being a field of characteristic
0 and D consisting of locally finite derivations of A, is studied. The isomorphism
classes of these associative and Lie algebras are determined. The structure of these
algebras is described explicitly.
Key Words: Lie algebra of Weyl type, associative algebra of Weyl type, derivation,
isomorphism class.
1. INTRODUCTION
In a recent paper by Su and Zhao (2001), the associative and the Lie algebras of
Weyl type A[D] = A ⊗ F[D] are introduced, where A is a commutative associative
algebra with an identity element over a field F of any characteristic, and F[D] is the
polynomial algebra of a commutative derivation subalgebra D of A. The necessary
and sufficient conditions for them to be simple are also given. Precisely, the associative
algebra or Lie algebra A[D] (modulo its center, as a Lie algebra) is simple if and only
if A is D-simple (see also Zhao, 2002).
In the present paper, we study a class of associative and Lie algebras of the above
type A[D] with F being a field of characteristic 0 and D consisting of locally finite
1AMS Subject Classification - Primary: 17B20, 17B65, 17B67, 17B68.
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derivations of A. The isomorphism classes of these associative and Lie algebras are
determined. The structure of these algebras is described explicitly (the special case
whenD consists of locally finite but not locally nilpotent derivations ofA was solved in
Su and Zhao, 2002). The 2-cocycles and derivations of these algebras were determined
in Su (2002, 2003), and the derivations and automorphisms of these algebras in the
spacial case when A is the Laurent polynomial algebra, were determined in Zhao
(1993, 1994).
Throughout this paper we assume that F is a field of characteristic zero, all vector
spaces are over F. Denote by Z the ring of integers and by N the additive semigroup
of numbers {0, 1, 2, ...}. From Su et al (2000), we know that the pairs (A,D), where
A is a commutative associative algebra with an identity element 1 over F and D is
a nonzero finite dimensional F-vector space of locally finite commuting F-derivations
of A such that A is D-simple, are essentially those constructed as follows.
Let ℓ1, ℓ2, ℓ3 be three nonnegative integers such that ℓ = ℓ1 + ℓ2 + ℓ3 > 0. Take
any nondegenerate additive subgroup Γ of Fℓ2+ℓ3 , i.e., Γ contains an F-basis of Fℓ2+ℓ3 .
Elements in Γ will be written as
α = (αℓ1+1, · · · , αℓ) or sometimes α = (α1, · · · , αℓ) with α1 = ... = αℓ1 = 0. (1.1)
Set J = Nℓ, J1 = N
ℓ1+ℓ2 × {0}ℓ3. Elements in J will be written as
µ = (µ1, · · · , µℓ). (1.2)
Elements in J1 are also written as ~i = (i1, i2, · · · , iℓ) with iℓ1+ℓ2+1 = ... = iℓ = 0. For
i ∈ Z, we denote
i[p] = (0, ..., 0,
p
i , 0..., 0) for 1 ≤ p ≤ ℓ, (1.3)
where p over imeans that i appears in the p-th coordinate. Let (A, ·) be the semigroup
algebra F[Γ× J1] with the basis {xα,
~i | (α,~i) ∈ Γ× J1} and the product
xα,
~ixβ,
~j = xα+β,
~i+~j , ∀ (α,~i), (β,~j) ∈ Γ× J1. (1.4)
Denote the identity element x0,0 by 1. Define the derivations {∂p | 1 ≤ p ≤ ℓ} on A
by
∂p(x
α,~i) = αpx
α,~i + ipx
α,~i−1[p] for 1 ≤ p ≤ ℓ, (1.5)
where we adopt the convention that if a notion is not defined but technically appears
in an expression, we always treat it as zero; for instance, xα,−1[1] = 0 for any α ∈ Γ.
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For convenience, we denote
xα = xα,0, t
~i = x0,
~i, tp = t
1[p] for α ∈ Γ, ~i ∈ J1, 1 ≤ p ≤ ℓ. (1.6)
Set
D = span{∂p | 1 ≤ p ≤ ℓ}.
Then we obtain the pair (A,D) where D is a nonzero finite dimensional F-vector
space of locally finite commuting F-derivations of A such that A is D-simple. Clearly,
{a ∈ A |D(a) = 0} = F.
Denote by F[D] the polynomial algebra of D. Then F[D] has a basis {∂µ =
∏ℓ
i=1 ∂
µi
i |µ ∈ J}. The F-vector space
W(ℓ1, ℓ2, ℓ3,Γ)=A[D] =A⊗F[D] = span{x
α,~i∂µ | (α,~i, µ)∈Γ×J1×J}, (1.7)
forms an associative algebra with the following product,
u∂µ · v∂ν =
∑
λ∈J
(
µ
λ
)u∂λ(v)∂µ+ν−λ for all u, v ∈ A, µ, ν ∈ J, (1.8)
(when the context is clear, we shall omit the symbol “·” in the product), where,
(
µ
λ
) =
ℓ∏
p=1
(
µp
λp
), ∂λ(v) =
( ℓ∏
p=1
∂λpp
)
(v) for µ, λ ∈ J, v ∈ A. (1.9)
This algebra F[D] is called an algebra of Weyl type. The induced Lie algebra from
the above associative algebra is called a Lie algebra of Weyl type, the bracket is
[u∂µ, v∂ν ] = u∂µ · v∂ν − v∂ν · u∂µ for u, v ∈ A, µ, ν ∈ J. (1.10)
Obviously F is contained in the center of W. From Su and Zhao (2001) and Zhao
(2002), we know that the associative algebra W and the Lie algebra (W/F, [·, ·]) are
simple.
Denote byMm×n the set ofm×n matrices with entries in F and by GLm the group
of invertible m×m matrices. Let Gℓ2,ℓ3 = {(
A
B
0
C) |A ∈ GLℓ2 , B ∈Mℓ2×ℓ3 , C ∈ GLℓ3}
which is a subgroup of GLℓ2+ℓ3. Define an action of Gℓ2,ℓ3 on F
ℓ2+ℓ3 by g(α) = αg−1
for α ∈ Fℓ2+ℓ3 , g ∈ Gℓ2,ℓ3. For any nondegenerate additive subgroup Γ of F
ℓ2+ℓ3 and
g ∈ Gℓ2,ℓ3 , the set
g(Γ) = {g(α) |α ∈ Γ}, (1.11)
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is also a nondegenerate additive subgroup of Fℓ2+ℓ3 . Denote by Ωℓ2+ℓ3 the set of
nondegenerate additive subgroups of Fℓ2+ℓ3. We have an action of Gℓ2,ℓ3 on Ωℓ2+ℓ3 by
(1.11). Define the moduli space
Mℓ2,ℓ3 = Ωℓ2+ℓ3/Gℓ2,ℓ3 , (1.12)
which is the set of Gℓ2,ℓ3-orbits in Ωℓ2+ℓ3 . Then our main theorem of this paper is the
following.
Theorem 1.1. Let W = W(ℓ1, ℓ2, ℓ3,Γ), W
′ = W(ℓ′1, ℓ
′
2, ℓ
′
3,Γ
′). Then W ∼= W ′ (as
associative algebras or Lie algebras) if and only if (ℓ1, ℓ2, ℓ3) = (ℓ
′
1, ℓ
′
2, ℓ
′
3) and there
exists an element g ∈ Gℓ2,ℓ3 such that g(Γ) = Γ
′. In particular, there exists a one-to-
one correspondence between the set of isomorphic classes of the (associative or Lie)
algebras of the form (1.7) and the following set:
SW = {(ℓ1, ℓ2, ℓ3, X) | (0, 0, 0) 6= (ℓ1, ℓ2, ℓ3) ∈ N
3, X ∈Mℓ2,ℓ3}. (1.13)
In other words, the set SW is the structure space of the (associative or Lie) algebras
of Weyl type in (1.7).
Thus by Su et al (2000), we see that the structure space of the (associative or Lie)
algebras of Weyl type in (1.7) is the same as that of simple Lie algebras of generalized
Witt type constructed in Xu (2000).
2. ABOUT W(ℓ1, ℓ2, ℓ3,Γ)
We shall simply denote W(ℓ1, ℓ2, ℓ3,Γ) by W. Denote
D1 =
ℓ1∑
p=1
F∂p, D2 =
ℓ1+ℓ2∑
p=ℓ1+1
F∂p, D3 =
ℓ∑
p=ℓ1+ℓ2+1
F∂p. (2.1)
For any ∂ =
∑ℓ
p=1 ap∂p ∈ D and α ∈ Γ written as in (1.1), define
〈∂, α〉 = α(∂) =
ℓ∑
p=ℓ1+1
apαp. (2.2)
Since Γ is a nondegenerate subgroup of Fℓ2+ℓ3 , there exists an F-basis α(ℓ1+1), · · · , α(ℓ) ∈
Γ of Fℓ2+ℓ3, and the dual basis dℓ1+1, · · · , dℓ of D2+D3 with respect to (2.2) such that
〈α(p), dq〉 = δp,q for ℓ1 + 1 ≤ p, q ≤ ℓ. Set dp = ∂p if 1 ≤ p ≤ ℓ1. Then
B = {dµ =
ℓ∏
p=1
dµpp |µ ∈ J}, (2.3)
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is a basis of F[D]. We define a total order on J by
µ < ν ⇔ |µ| < |ν| or |µ| = |ν| but ∃ p such that
1 ≤ p ≤ ℓ and µp < νp and µq = νq when q < p,
(2.4)
where the value |µ| =
∑ℓ
p=1 µp is called the level of µ. For convenience, we denote
J11 = N
ℓ1 × {0}ℓ2+ℓ3 , J12 = {0}
ℓ1 × Nℓ2 × {0}ℓ3, J2 = {0}
ℓ1 × Nℓ2+ℓ3. (2.5)
Denote by F and N the sets of ad-locally finite and ad-locally nilpotent elements
in W respectively. Then we have
Lemma 2.1 (a) A + D ⊂ F ⊂ A[D1] + D, (b) A + D1 ⊂ N ⊂ A[D1], where
A[D1] = A⊗ F[D1] = span{xα,
~idµ |µ = (µ1, ..., µℓ1, 0, ..., 0) ∈ J11}.
Proof. For any u, v ∈ A, ∂, ∂′ ∈ D, i ∈ N, we have
(ad(u+ ∂))iv = (ad(∂))iv,
(ad(u+ ∂))i∂′ = −(ad(∂))i−1∂′(u).
Note that A[D], as an associative algebra, is generated by A and D, and that the
action of D on A is locally finite. Then it follows that
A+D ⊂ F , A+D1 ⊂ N . (2.6)
Claim 1. F ⊂ A[D1] +D.
Suppose u ∈ F\(A[D1] +D). Decompose u according to the “level” with respect
to D2 +D3:
u =
n∑
i=0
ui, ui =
∑
µ∈J2,|µ|=i
aµd
µ, aµ ∈ A[D1], (2.7)
where n > 0 is the maximal number such that un 6= 0. So, if n = 1, we must have
un /∈ D2 +D3, otherwise u ∈ A[D1] +D. Write
un =
∑
(α,~i,ν)∈M0
xα,
~i∂νu(α,
~i,ν)
n with u
(α,~i,ν)
n ∈ F[D2 +D3], (2.8)
where M0 = {(α,~i, ν) ∈ Γ × J1 × J11 | u
(α,~i,ν)
n 6= 0} is finite. Let Γ0 = {α | ∃~i ∈
J1, ν ∈ J11, (α,~i, ν) ∈ M0}. Choose a total ordering on Γ compatible with its group
structure. Let β be the maximal element in Γ0. If Γ0 6= {0}, by reversing the ordering
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if necessary, we can suppose β > 0. Set ~j = max{~i ∈ J1 | ∃ ν ∈ J11, (β,~i, ν) ∈ M0},
and set η = max{ν ∈ J11 | (β,~j, ν) ∈M0}.
Case 1. β = 0.
In this case we see that un ∈ span{t
~i∂νdµ | (~i, ν, µ) ∈ J1 × J11 × J2}. Write
u(β,
~j,η)
n =
∑
µ∈J2,|µ|=n
cµd
µ, cµ ∈ F. (2.9)
Let λ = max{µ ∈ J2 | |µ| = n, cµ 6= 0}. Suppose λk 6= 0 and λi = 0 for all i > k and
some ℓ1 + 1 ≤ k ≤ ℓ. By induction on s it is easy to see that the “highest” term
of (adu)sxα
(k)
is λskc
s
λx
α(k),s~j∂sηds(λ−1[k]) 6= 0, where, the “highest” term is the term
xα,
~i∂µdν with nonzero coefficient in (adu)sxα
(k)
such that (α,~i, µ, ν) is the maximal
quadruple with respect to the lexicographical order in Γ× J1 × J11 × J2. Thus
dim(span{(adu)sxα
(k)
| s ∈ N}) =∞. (2.10)
This contradicts the fact that u ∈ F . So Case 1 does not occur.
Case 2. β 6= 0.
Choose elements in Γ: β(ℓ1+1), · · · , β(ℓ) = β which form a basis of Fℓ2+ℓ3 , and
choose a basis of D2+D3: {∂′ℓ1+1, · · · , ∂
′
ℓ} which is a dual basis to β
(ℓ1+1), · · · , β(ℓ) = β.
Write u
(β,~j,η)
n =
∑
µ∈J2,|µ|=n
cµ∂
′µ, cµ ∈ F. If for all µ ∈ {µ ∈ J2 | |µ| = n, cµ 6= 0}, we
have µℓ = 0, then we use the arguments as in Case 1 to conclude also a contradiction.
So there is a µ ∈ {µ ∈ J2 | |µ| = n, cµ 6= 0} with µℓ 6= 0. Let λ = max{µ ∈ J2 | |µ| =
n, µℓ 6= 0, cµ 6= 0}. It is clear that the highest term of (adu)sx2β is
βsℓ c
s
λ(2λℓ)(2λℓ + 1) · · · (2λℓ + s− 1)x
(s+2)β,s~j∂sη∂′s(λ−1[ℓ]) 6= 0. (2.11)
Thus
dim(span{(adu)sx2β | s ∈ N}) =∞. (2.12)
This contradicts the fact that u ∈ F . So Case 2 does not occur either. Therefore
F ⊂ A[D1] +D. Thus Claim 1 and (a) follow.
Now we prove the second part of (b). From (a) we see that N ⊂ A[D1] +D. For
any u + ∂ ∈ A[D1] + D with 0 6= ∂ ∈ D2 + D3, choose α ∈ Γ such that α(∂) 6= 0.
From (ad(u+ ∂))sxα = α(∂)sxα 6= 0, we see that u+ ∂ /∈ N . Thus N ⊂ A[D1]. Thus
(b) follows. 
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For any subset V ⊂ A[D], we define the following two sets:
E(V ) = {u ∈ W | for any v ∈ V, ∃ cv ∈ F such that [v, u] = cvu},
N(V ) = {u ∈ W | [V, u] = 0}.
(2.13)
Then we have
Lemma 2.2. (a) E(F) = ∪α∈ΓFxα, (b) N(N ) = span{xα,
~i | (α,~i) ∈ Γ× J12}.
Proof. It is easy to verify that
E(A+D) =
⋃
α∈Γ
Fxα = E(A[D1] +D),
N(A +D1) = span{xα,
~i | (α,~i) ∈ Γ× J12} = N(A[D1]).
From Lemma 2.1 we deduce (a) and (b). 
3. PROOF OF THE MAIN THEOREM
Now we are ready to prove the isomorphism theorem.
Proof of Theorem 1.1. We shall use the same notation but with a prime to denote
elements associated with W ′.
“⇐”: By assumption, (ℓ1, ℓ2, ℓ3) = (ℓ′1, ℓ
′
2, ℓ
′
3) and there exists a nondegenerate (ℓ2 +
ℓ3) × (ℓ2 + ℓ3) matrix g = (
A 0
B C) ∈ Gℓ2,ℓ3 , where A ∈ GLℓ2 , B ∈ Mℓ3×ℓ2 , C ∈ GLℓ3 ,
such that
τ : Γ → Γ′,
α = (αℓ1+1, · · · , αℓ) 7→ α
′ = (α′ℓ1+1, · · · , α
′
ℓ) = (αℓ1+1, · · · , αℓ)g
−1 = αg−1,
(3.1)
is a group isomorphism. Set
(∂1, ..., ∂ℓ) = (∂
′
1, ..., ∂
′
ℓ)
(Iℓ1 0
0 g
)
, (3.2)
where Iℓ1 is the ℓ1 × ℓ1 identity matrix. Define a linear map:
σ : xα 7→ x′ τ(α), ∂p 7→ ∂p, ∀α ∈ Γ, 1 ≤ p ≤ ℓ,
(t1, · · · , tℓ1+ℓ2) 7→ (t
′
1, · · · , t
′
ℓ1+ℓ2
)
(Iℓ1 0
0 (A t)−1
)
,
(3.3)
(recall notations in (1.6)), where A t is the transpose of A. It is straightforward to
verify that
σ(∂p)(σ(tq)) = δp,q = ∂p(tq), σ(∂p)(σ(x
α)) = σ(∂p(x
α)), (3.4)
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for 1 ≤ p ≤ ℓ, 1 ≤ q ≤ ℓ1 + ℓ2, α ∈ Γ. We extend σ to a linear map σ :W →W
′ by
σ(xα,
~i∂µ) = σ(xα)
ℓ1+ℓ2∏
q=1
σ(tq)
iq
ℓ∏
p=1
σ(∂p)
µp for (α,~i, µ) ∈ Γ× J1 × J.
By (3.4), we see that σ is an associative isomorphism σ : W ∼= W ′. Thus they are
also isomorphic as Lie algebras.
“⇒”: IfW andW ′ are isomorphic as associative algebras, then they must be isomor-
phic as Lie algebras, so we suppose they are isomorphic as Lie algebras.
The isomorphism σ maps the ad-locally finite, ad-locally nilpotent elements to the
ad-locally finite, ad-locally nilpotent elements, thus σ(F) = F ′, σ(N ) = N ′. Thus
also σ(E(F))= E(F ′), σ(N(N )) = N(N ′). By Lemma 2.2(a), for a ∈ Γ, there exists
α′ ∈ Γ′ such that σ(xα) ∈ Fx′α
′
, i.e., there exists a bijection τ : α 7→ α′ from Γ → Γ′
such that
σ(xα) = cαx
′α′ , ∀ α ∈ Γ, (3.5)
where cα ∈ F\{0}. For any 0 6= ∂ ∈ D2 + D3 ⊂ F , by Lemma 2.1, we know that
σ(∂) ∈ F ′ ⊂ D′ +A′[D′1]. We can write
σ(∂) = ∂ + u′∂, where ∂ ∈ D
′
2 +D
′
3, u
′
∂ ∈ A
′[D′1]. (3.6)
Since ad∂|E(F) 6= 0, ad(∂ + u
′
∂)|E(F ′) = ad∂|E(F ′) 6= 0. This shows that θ : ∂ 7→ ∂
is an injection D2 + D3 → D
′
2 + D
′
3. Similarly if 0 6= ∂ ∈ D3, then ad∂|N(N ) 6= 0
is semi-simple (i.e., there exists a basis of N(N ) consisting of eigenvectors of ad∂),
thus ad(∂ + u′∂)|N(N ′) = ad∂|N(N ′) 6= 0 is also semi-simple. This shows that ∂ ∈ D
′
3,
i.e., θ|D3 : D3 → D
′
3. Thus we have ℓ2 + ℓ3 ≤ ℓ
′
2 + ℓ
′
3, ℓ3 ≤ ℓ
′
3. Exchanging positions
between W and W ′ shows that ℓ′2 + ℓ
′
3 ≤ ℓ2 + ℓ3, ℓ
′
3 ≤ ℓ3. Thus (ℓ2, ℓ3) = (ℓ
′
2, ℓ
′
3) and
θ : D2 + D3 → D
′
2 + D
′
3 is a linear isomorphism mapping D3 onto D
′
3. Thus there
exists g = (A 0B C) ∈ Gℓ2,ℓ3 such that
θ : (∂ℓ1+1, ..., ∂ℓ) 7→ (∂ℓ1+1, ..., ∂ℓ) = (∂
′
ℓ+1, ..., ∂
′
ℓ)g. (3.7)
For ∂ ∈ D2+D3, α ∈ Γ, applying σ to 〈∂, α〉x
α = [∂, xα], using (3.5), (3.6), we obtain
〈∂, α〉cαx
′α′ = [∂ + u′∂, cαx
′α′ ] = 〈∂, α′〉cαx
′α′ . Thus 〈∂, α〉 = 〈∂, α′〉, from this and
(3.7), we obtain α′ = αg−1.
Thus it remains to prove that ℓ1 = ℓ
′
1. Observe that the centralizer of E(F) in W
(which by definition and by Lemma 2.2(a) is {u ∈ W | [u, xα] = 0, ∀α ∈ Γ}) is equal
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to A[D1], thus σ(A[D1]) = A
′[D′1]. We prove by induction on |~j|+ |µ| that
σ(xα,
~i+~j∂µ) = σ(xα,
~i)
ℓ1∏
p=1
σ(tp)
jp
ℓ1∏
p=1
σ(∂p)
µp for (α,~i,~j, µ) ∈ Γ×J12×J11×J11, (3.8)
(recall notations in (2.5)). If |~j|+ |µ| = 0, there is nothing to prove since both sides of
(3.8) are σ(xα,
~i). Suppose inductively that (3.8) holds whenever |~j|+ |µ| < n, where
n ≥ 1. Now assume |~j|+ |µ| = n. Denote by A~j,µ the difference between the left-hand
side and the right-hand side of (3.8). Then for q ≤ ℓ1, we have,
[σ(∂q), A~j,µ] = σ([∂q, x
α,~i+~j∂µ])− σ(xα,
~i)
ℓ1∏
p=1
p 6=q
σ(tp)
jp[σ(∂q), σ(tq)
jq ]
ℓ1∏
p=1
σ(∂p)
µp
= jqσ(x
α,~i+~j−1[q]∂µ])− jqσ(x
α,~i)
ℓ1∏
p=1
p 6=q
σ(tp)
jpσ(tq)
jq−1
ℓ1∏
p=1
σ(∂p)
µp
= jqA~j−1[q],µ = 0,
(3.9)
where the first and second equalities follows from the Leibniz rule [u, u1u2] = [u, u1]u2+
u1[u, u2] for u, u1, u2 ∈ W (where the product u1u2 is given by (1.8)), and the last
equality follows from the inductive assumption. Similarly, [σ(tq), A~j,µ] = 0. Thus
A~j,µ ∈ σ({u ∈ A[D1] | [u, tq] = [u, ∂q] = 0 for 1 ≤ q ≤ ℓ1})
= σ({u ∈ A[D1] | [u, t2q] = [u, ∂
2
q ] = 0 for 1 ≤ q ≤ ℓ1})
= {u′ ∈ A′[D′1] | [u
′, σ(t2q)] = [u
′, σ(∂2q )] = 0 for 1 ≤ q ≤ ℓ1},
(3.10)
(note that {u ∈ A[D1] | [u, tq] = [u, ∂q] = 0 for 1 ≤ q ≤ ℓ1} is in fact equal to N(N ),
cf. Lemma 2.2(b)). Since |~j| + |µ| = n > 0, say µr > 0 for some r ≤ ℓ1 (the proof is
similar if jr > 0). Then A~j+1[r],µ−1[r] belongs to the right-hand side of (3.10), thus
0 = [σ(∂2r ), A~j+1[r],µ−1[r]] = 2(jr + 1)A~j,µ + (jr + 1)jrA~j−1[r],µ−1[r] = 2(jr + 1)A~j,µ,
where the second equality follows from an exactly similar argument to that in (3.9)
(and using (1.8) and (1.10)). Thus proves A~j,µ = 0, i.e., (3.8) holds.
Observe from Lemma 2.2(b) that N(N ) is the semigroup algebra F[Γ×J12], which
is a domain ring and which is also the center of the algebraA[D1]. Denote by F(Γ×J12)
the rational field of F[Γ× J12]. Regarding A[D1] as a Lie algebra over F[Γ× J12] and
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extending it as a Lie algebra over the field F(Γ×J12), then it is just the classical rank
ℓ1 Lie algebra of Weyl type over F(Γ×J12). Since σ(F[Γ×J12]) = F[Γ′×J ′12], we can
regard the rational field F(Γ′× J ′12) the same as F(Γ× J12). By (3.8), we obtain that
σ(au) = σ(a)σ(u) for a ∈ F[Γ× J12], u ∈ span{t
~j∂µ | (~j, µ) ∈ J11 × J11}, which shows
that the classical rank ℓ1 Lie algebra A[D1] of Weyl type over the field F(Γ× J12) is
isomorphic to the classical rank ℓ′1 Lie algebra A
′[D′1] of Weyl type. Thus ℓ1 = ℓ
′
1.
This completes the proof of Theorem 1.1. 
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