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Abstract - -Tr iangular  dynamical systems can be used to model neural networks of forward type 
(FNN). In this paper, we establish some convergence theorem for such systems, which indicate how 
FNN should be implemented to perform the task for which they are designed. 
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1. INTRODUCTION 
The interest in the theory and applications of Neural Networks (NN) has increased ramatical ly in 
recent years [1-3]. Structured like a human brain, with different levels of interconnected neurons, 
they have opened many new frontiers in different areas of science and technology. Forward 
networks, in which the layers of neurons are hierarchically arranged and the connections never go 
backward, can be modeled by discrete dynamical systems of the triangular type [4]. Therefore, the 
study of such systems is of significant help in understanding the behavior of this class of networks. 
The purpose of our paper is to show that a large family of systems of triangular type admits an 
equilibrium point which is a global attractor. Accordingly, a forward neural network, which can 
be modeled by a triangular system of this family, will converge to the equilibrium regardless of the 
state of the net at the beginning of the process (initial state). To be more specific, consider the 
discrete Hopfield [5] model of a neural network with N neurons. Its formulation as a dynamical 
system if R N takes the form 
x~+l = ( I -C )x~ + TF(x~)  + x j .  (1.1) 
The components of the vector x n represent the energy level of the various neurons of the network 
at time n. C is the leakage matrix, an N x N diagonal matrix accounting for the energy lost 
by the system at each iteration. T is the connectivity matrix, with its entry tij, 1 < i , j  < N, 
representing the excitatory (> 0) or inhibitory (< 0) action of neuron j on neuron i. F (x )  -- 
( f l (x l ) , . . . ,  fN(xg))  is the neuron response function, which provides a threshold level below 
which the neurons are inactive, xj  is an N-dimensional input vector. The neurons of the net- 
work are usually divided into input, hidden and output layers. Accordingly, the entries of the 
N-dimensional vector x representing the neurons are organized so that the input neurons come 
first, followed by the hidden and then by the output neurons. A network modeled by (1.1) is said 
to be forward if 
ti3 = 0 for 3 > Z. (1.2) 
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Consequently, the k th equation of (1.1) assumes the form 
Xk,n+l = (1 - Ck)Xk,n + tklfl(Xl,n) +' ' "  + tk (k -1 ) fk - l (Xk - l ,n )  ~- XkJ (1.3) 
and the dynamical system (1.1) is said to be triangular. This type of NN arises, for example, 
in those cases in which the entries of the connectivity matrix are selected using learning rules 
like back-propagation [6]. Our goal is to prove some global convergence theorems for this type of 
networks (see also [7,8]). 
The paper is organized as follows: Section 2 contains some notations and terminology used 
throughout; in Section 3 we establish our results; and Section 4 illustrates with some examples 
the sharpness of the assumptions under which our theorems are proved. 
2. NOTAT IONS AND DEF IN IT IONS 
Let X be a region of R q. A function F : X --~ X defines the discrete dynamical system 
Xn+l = F(xn), (2.1) 
from which the state of the system at time n + 1, xn+l, is derived, when its state at time 
n, xn, is known. The orbit of a point x0 E X is the sequence of states O(xo) = {x0,xl = 
F (x0) , . . . , xn+l  = F (x~) , . . .  }. A point x~ E X is a stationary (or equilibrium or fixed) point 
of the dynamical system governed by F if O(x~) = {x~}. A periodic orbit of prime period p, 
usually denoted by O(x0, p), is an orbit such that 
Xp = x0 and xk~x0 for a l l k<p.  (2.2) 
Notice that every state of O(x0,p) is a fixed point of the pth iterate F p of F. An equilibrium 
point Xs is said to be a global attractor if every orbit O(x0) converges to x~. A point z E X is 
a limit point of O(xo) if there is a subsequence of the orbit which converges to z. The set of 
limit points of O(x0) is denoted by L(x0). In the case when F is continuous and the orbit O(x0) 
is bounded it is easy to show that L(xo) is a nonempty, closed and bounded set, and has the 
important property 
F(L(x0))  = L(xo). (2.3) 
Let U and V be two open subsets of X and F : U --* U, G : V --* V be two continuous 
functions. Assume that there exists H : U --~ V, continuous, onto, and with continuous inverse 
such that 
H (F(x)) = G (H(x)) for every x e U. (2.4) 
Then F and G are said to be topologically conjugate (by H). Notice that two discrete dynamical 
systems which are topologically conjugate display the same behavior. In particular, topological 
conjugacy preserves global attractivity. A map F : R q --~ R q is said to be lower triangular if 
F(x )  = F (X l , . . . ,  Xq) ---- ( f l (X l ) ,  f2(Xl, X2) . . . ,  fq (x l , . . . ,  xq)). (2.5) 
Upper triangular maps are defined analogously. 
3. RESULTS 
In this section we shall obtain the following convergence theorems for discrete dynamical sys- 
tems governed by triangular functions. 
THEOREM 1. (See [4].) Let F be a continuous, lower triangular map and let x.9 = (xsl . . . . .  Xsq) 
5e a fixed point of F. Assume that 
(1) there exists k E (0, 1) such that If~(Xl)l _< k.. 
(2) thereex is ts r>Osuchthat ]x i -xs i l<r , i= l ,2 ,  . , j impl ies ofj+~ <k.  
_ • . O x d +  1 - -  
Then Xs is the only equilibrium point of F and every orbit converges to it. 
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THEOREM 2. Let F be a continuous, lower triangular map and let xs = (x~l,. . . ,X~q) be a fixed 
point of  F.  Assume that 
(1) If{(xl)] < 1 and there exists r > 0 such that ]f{(xl)l < 1 i f0  < Ix1 - xsll <_ r; 
(2) I (~) (0  . . . .  ,xdl _< 1, and I(0°@:)(0 . . . . .  xdl < 1 i~O < Ix~ - x , , l  <_ r ,  i = 2 . . . . .  q; 
(3) there exists M > 0 such that I°-~-f l < M,  for i < j and ]xi - xsil < r. 
~Xi  - -  
Then xs is the only equilibrium point of  F and every orbit converges to it. 
THEOREM 3. Let F be a continuous, lower triangular map and let xs = (Xsl,. . . ,X~q) be a fixed 
point of  F. Assume that 
(1) [f{(xl)] _~ 1 and there exists r > 0 such that [f~(xl)t < 1 i f0  < [xl - Xsll <_ r; 
(2) I x i -x~i [  < r , i  = 1, , j -  1 implies [°-L[ < 1 and [ °-L] < 1 if, in addition, 0 < 
- -  " " " Ox j  - -  OX j  
Ix¢ - z~j[  <_ r. 
Then xs is the only equilibrium point of  F and every orbit converges to it. 
We see that  Theorem 1 is a particular case of Theorem 3. However, we include it explicitly 
since its proof is significantly simpler. We begin with two lemmas which are used in the proofs 
of the three theorems. 
LEMMA 1. Let F : a q -~ R q and consider the dynamical system Xn+ 1 = F(xn) .  Assume that 
F(x~) = xs. Then F is topologically equivalent o a map C such that G(0) = 0. 
PROOF. Let H(x)  = x + x8 and let C(x) = F (x  + x~) - x~. Then F (H(x))  = F (x  + Xs) 
and H (G(x)) = H (F (x  + xs) - x~) = F (x  + x~). Hence F and C are topologically conjugate. 
Moreover G(0) = 0. | 
LEMMA 2. Let {an}, {bn} be two sequences of positive numbers. Assume that an -~ 0 and there 
exists k E (0, 1) such that bn+l <_ an q- kbn. Then b n - *  O. 
PROOF. The sequence {bn} is bounded. This follows from the inequality 
b~+l <_ an q- ka~- i  + .. .  + kn- lao q- knbo. 
Let L be the maximum limit of {bn} and denote by {b~,k+l} the subsequence of {bn} which 
converges to L. Since the maximum limit of {bn,k} cannot exceed L we have, from the inequality 
of the lemma, L < kL. Hence L = 0. | 
PROOF OF THEOREM 1. The (existence and) uniqueness of the equilibrium point follows from 
the fact that  each function f i (0 ,0 , . . . , x i )  is contraction. Using eonjugacy (see Lemma 1) we 
can assume that  the equilibrium point is 0. It remains to show that  every orbit converges to 0. 
Let x0 = (x01,.. .  ,xoq) be given. Obviously xnl -* 0 as n --* oo. Therefore, we may assume, 
without loss of generality, [xnll <_ r for every n. Using the Mean Value Theorem, we can now 
write f2(Xnl, Xn2) = f2(Xnl, O) -k ~ (Xnl, txn2)xn2. Consequently ]X(n+l)2 [ < an + klXn2], with 
OX2 
an = If2(Xnl,0)]. Since an --+ 0 we can use Lemma 2 to obtain that x~2 --* 0. This argument can 
be repeated for all components. Hence the orbit converges to 0. | 
Using the same argument as in Theorem 1, we can assume, without loss of generality, that  in 
Theorems 2 and 3 the fixed point xs is the origin. We now prove both theorems for the case when 
q = 1. Consider the function g(x) = x - f (x ) .  Since g'(x) > O, the function is nondecreasing, 
and it is strictly increasing in the interval [ - r ,  r]. Hence, g vanishes only at x = 0, which implies 
that  0 is the only fixed point of f .  From f (x )  = f ' (c)x,  we derive ]f(x)[ < Ix] if 0 < Ixl < r. 
Since [f'(x)[ < 1 we obtain, from the previous inequality, If(x)[ < IxL for very x e R,  x 4= 0. 
Consequently, given x0 ¢ 0, the sequence {IXnl} is strictly decreasing. Let XL be its limit. If 
XL > 0, then neither XL nor --XL can be fixed points of f .  From the equality f (L(xo)) = L(xo) 
we derive f (xL )  = --XL which contradicts the inequality i f (x) l  < Ix i for Ix! > 0. Hence XL = 0 
PROOF OF THEOREM 2. We first present the proof for the case q = 2. The variables will be 
denoted with x and y. We want to show that given d < r there exists ~(d) < d/2 and rl <_ r 
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such that [ f2(x,y)]  <_ lyl - ~(d) for every lY] -> d and Ix[ < r l .  We know that If2(0,±d)I < d. 
Let p(d) = min{d - [ f2 (0 ,  d)[, d - ] f2 (0 , -d ) [ ,  d/2} and assume that y _> d. From f2(0, y) = 
f2(0, y) - f2(0, d) + f2(0, d) we derive If2(0, y)[ < y - d+ d - p(d) = y - p(d). Similarly if y _< -d  
we obtain If2(0, -d)[  < ]y + d[ + d - p(d) = [y] - p(d). Now 
Of  2 (tz,  y )z .  f2 (x ,y )  = f2(0, y) + f2 (x ,y )  - f2(0, y) = f2(0, y) + ~x 
Choose rl _< r such that Mr1 < p(d) /2.  Then with Ix] _< rl  and [Yl -> d, we have 
] f2(x,y)]  <_ lY] - p(d) + p(d) /2  = lY] - p (d) /2  = ]Yl -~5(d) 
with 6(d) = p(d) /2 .  
Let x0 = (x0,Y0) be given. Since xn --* 0, we may assume that Ixr~[ _< rl .  As long as lY,~[ > d, 
we have lYn+l] -< lY~[ - $(d). Therefore the sequence {xn,yn}  is bounded. Since Xn --* 0, the 
limit points of { in ,  Yn} are of the form (0, y). From the equalities F (L(x0)) = L(x0), F(0, y) = 
(0, f2(0, y)) and from the inequality If2(0, y)] < lY], if lY] # 0, we derive y = 0. 
It is easy to see that the above reasoning can be extended to the case q > 2. | 
From the proof of Theorem 2 we understand that its assumptions can be slightly relaxed. For 
o&_a (O,y,z)]  < M.  example, in the case q = 3, we can replace o_~ (x ,y ,z ) i  < M with oy 0y - -  
PROOF OF THEOREM 3. Once again we shall first prove the result in the case q = 2 and denote 
the variables with x and y. Since x~ --* 0, we may assume that IxnI < r for all n. We also know, 
from the proof of Theorem 2, that  given d < r the exists 5(d) such that for every [y] > d, one has 
[f2(0, Y)l < ]Yl-/~(d). Let us show that a similar result holds for all x E [ - r , r ] .  Let xo E [--r,r]. 
First we show that there exists y(xo)  such that f2 (x0, y(xo))  = y(xo)  and y(xo)  -~ 0 as Xo --* O. 
We know that f2(0, r) < r and f2(0, - r )  > - r .  Let a = (1/2) min{r - f2(0, r), f2(0, - r )  + r}. 
By the uniform continuity of f2 in [ - r ,  r] x [ - r ,  r] we can find/3 such that 
I I (x,y) - (u,v) I  I < /3 implies ] f2(x ,y)  - f2 (u ,v ) l  <_ a. 
Let/3 < r be as above and consider x E [-/3,/3]. We have 
f2 (x , r )  = f2(0, r) + f2 (x , r )  - f2(0, r) < f2(0, r) + ] f2(x , r )  - f2(0, r)l 
1 
< f2(0, r) + ~ (r - f2(0, r)) < r. 
Similarly 
f2 (x , - r )  = f2(0 , - r )  + f2(x , - r )  - f2 (0 , - r )  > f2 (0 , - r )  - I f2 (x , - r )  - f2 (0 , - r ) [  
1 
> f2(0, - r )  - ~ (r + f2 (0 , - r ) )  > - r .  
Consequently, the function hz(y)  = y - f~(x,  y) changes ign in [ - r ,  r] and it must have a zero. 
This 0 is unique since hx is strictly increasing in [ - r ,  r]. Therefore, for every x E [-/3,/3] there is 
a unique y(x)  E ( - r ,  r) such that f2 (x, y(x) )  = y(x) .  
Now we prove that y(x)  --~ 0 as x --* 0. Let xn --* O. Assume that y(xn)  does not converge 
to 0. Since y(x,~) E I - r ,  r], it has a convergent subsequence, say y(xn,k)  --~ Yo, with Y0 ¢ 0. From 
f2 (xn,k, y(xn,k))  = y(x~.k) and from the continuity of f2 we derive f2(0, y0) = Yo, against the 
fact that  y = 0 is the only fixed point of f2(0, y). 
Let d < r be given. We can find b _</3 such that y(x)  E ( -d /3 ,  d/3)  for every Ixi < b. Thus, 
using the same reasoning of Theorem 2, we can determine ~(d) < d/2,  independent of x E ( -b ,  b) 
such that 
I f2 (x ,y)  - Is  (x ,y (x ) ) ]  < lY - y(x)l - ~i(d) 
for every l yl > d. 
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Let Xo = (x0, Y0). Since x~ -~ 0, we may assume, without loss of generality, that IXnl < b 
for all n. We may also assume that ly(xi) - y(xj)  I < ~(d)/2 for every xi, xj E ( -b ,b)  since 
y(x) --~ 0 as x --* O. Hence 
Im - y (xo) l  _< lyo - y (xo) l  - (5 (d )  
and, in general, 
as long as lY~I -> d. This implies 
< ly~ -u (x~- l ) l -  6(d) 
- 2 < ]u~ - y (x~-~) l .  
Therefore the sequence {Xn, Yn} is bounded. Since Xn ---* 0 the limit points of {x,~, Yn} are of 
the form (0, y). From the equalities F (L(x0)) = L(x0), F(0,y) = (0, f2(0,y)) and from the 
inequality If2(0, y)l < ]Yl if ]Yl ¢ 0, we derive y = 0. 
The result can be extended to Rq with q > 2 with a straightforward argument. | 
Forward neural networks modeled by (1.1) satisfy the conditions of Theorem 3 as long as 
ck E (0, 1) for all k = 1 , . . . ,  N. The only assumption which needs verification is the existence 
of a fixed point. The neuron response function F has the property I]F(x)ll < v~.  Hence, 
the function TF  is bounded. Moreover, with r = max{1 -ck  : k = 1 . . . .  ,N} < 1 we have 
]](I - C)x l l  _< rlixLI. Consequently there exists R > 0 such that 
11 (I  - C)x + TF(x)  + xj II -< R (3.1) 
for every Ilxll <_ R. Brower's fixed point theorem (see, for example, [9]) ensures the existence of 
a fixed point x~. According to Theorem 3, all orbits converge to xs. The fixed point changes 
with the input vector x j .  More precisely, if we denote with xK another input vector and with 
x.l~, XK~ the corresponding stationary states, we have (see [4]) 
f lxJ~ - ×~s l l  > II×J - x~LL (3 .2)  
- IIcI] -t-IITII" 
Therefore, different inputs will produce different equilibria, making it possible for the neural 
network to perform the tasks for which it was designed. 
4. EXAMPLES 
The following examples how that the properties assumed in Theorems 1-3 of the previous 
section are quite sharp. 
EXAMPLE 1. Let F(x ,y )  = ( f l (x) ,  f2(x,y))  = (0.hx, (xy)2). We see that the origin is the only 
fixed point of F and (d ) f l (x )  = 0.5 and (-~y)f2(O,y) = O. Hence, Properties (1) and (2) of 
Theorem 2 are verified. However, I ( ° ) f2 (x ,  Y)I is not bounded for x ¢ 0, no matter how close 
Ixl is to 0. Hence the third condition of Theorem 2 is not verified. The orbit of a point (x, y) 
with x ¢- 0 is of the form 
Xn = 2n, X2 
Therefore, the orbit goes to 0 if and only if [Y] < 4/x2 (see the following graph). 
82 l~i. MARTELL I  AND B, JOHNSTON 
- -  , 5 
- ~  -5 
-i0 
Exam ~le 1. 
EXAMPLE 2. Let F(x, y) = (0.5x, x - y). Notice that  (0, 0) is an equilibrium point and the first 
condition of Theorem 3 is verified. For the second condition we have I(-~y)f~(x, Y)I = 1. Therefore 
the property  " °-h ay < 1 if, in addition, 0 < lYl -< r," is not verified. The origin is the only fixed 
point of the system. Given an initial condition (x0, Y0), the orbit converges to the periodic orbit 
of period 2, (0, Y0 - (2/3)x0), (0, -Y0 + (2/3)x0). 
Example 2. 
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EXAMPLE 3. Let f(x) = -xs in  2 x. Then x = 0 is the only fixed point of f and f ' (0)  = 0. Hence 
for x0 sufficiently close to 0, the orbit O(xo) converges to 0. However, the condition If'(x)l < 1 
is violated and there is a periodic orbit of period 2 (see graph). 
O. 
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Example 3. 
In all three theorems we assumed the existence of a fixed point. Example  4 shows  what  can 
happen when this assumpt ion  is deleted. 
EXAMPLE 4~ Let f (x )  --- x - arc tanx  + 2. We have 0 < f r (x )  < 1 for all x ~ a.  There  are no  
fixed points of f and  every orbit goes to +oo.  
We conc lude this section and  the paper  wi th  the following remark.  G iven  a function f : R ~ R 
such that I f (x ) l  < i, there are only two  alternatives: 
• either f has a un ique fixed point and  every orbit converges to it (see Theorem i), or 
• every orbit goes to infinity. 
In fact, in the case when no  fixed point exists, the graph  of f is a lways  above  or be low the line 
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y = xo In the first case every orbit goes to +oo (see Example 4) and in the second case goes 
to -oc .  What  can we say in higher dimension? If IIF'(x)I ] < 1 and there is a unique equi l ibr ium 
point then every orbit converges to it. This is easy to see. But if there is no equi l ibr ium point? 
Is every orbit going to oo? The answer is affirmative and its proof is based on the equality 
F (L(xo)) = L(x0). In fact, assume that there is a bounded orbit O(x0). Then L(xo) is compact 
and there are two points z, w • L(x0) such that  
I I z -w l l  = max{ l lx -  yll : x ,y  • L(x0)}. 
The equality F (L(x0)) = L(x0) implies the existence of u ,v  E L(xo) such that F (u )  = z, 
F (v )  = w. Then I I z -w l l  < I lu -v l l ,  a contradiction. Therefore, under the assumption 
ItF'(x)ll < 1 we always have the alternative that either there is a unique fixed point and every 
orbit converges to it, or there is no fixed point and every orbit goes to infinity. 
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