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CHROMATIC POSETS
SAMANTHA DAHLBERG, ADRIAN SHE, AND STEPHANIE VAN WILLIGENBURG
Abstract. In 1995 Stanley introduced the chromatic symmetric function XG of a graph G, whose e-
positivity and Schur-positivity has been of large interest. In this paper we study the relative e-positivity
and Schur-positivity between connected graphs on n vertices. We define and investigate two families of posets
on distinct chromatic symmetric functions. The relations depend on the e-positivity or Schur-positivity of
a weighed subtraction between XG and XH . We find a biconditional condition between e-positivity or
Schur-positivity and the relation to the complete graph. We show many other interesting properties of these
posets including that trees form an independent set and are maximal elements. Additionally, we find that
stars are independent elements, the independence number increases as we increase in the poset and that the
family of lollipop graphs form a chain.
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1. Introduction
The chromatic symmetric function defined by Stanley [24] is a generalization of the chromatic polynomial
by Brikhoff [3] that has received a lot of attention lately. Many properties of the chromatic polynomial
are generalized by the chromatic symmetric function including number of acyclic orientations [24, Theorem
3.3], but not the property of deletion-contraction. The study of these symmetric functions has taken many
directions. One direction studies which graphs are distinguished by their chromatic symmetric function or
not [18]. Though all trees have the same chromatic polynomial Stanley [24, p 170] conjectures that non-
isomorphic trees are distinguished, which has been studied but not fully resolved [1, 2, 20, 18]. Due to
its connections with representation theory and algebraic geometry another direction has revolved around
the ability to write a chromatic symmetric function as a non-negative linear combination of elementary
symmetric functions or Schur symmetric functions, properties called e-positivity [5, 10, 12, 13, 15, 29] and
Schur-positivity [11, 22, 28] respectively. A conjecture by Stanley and Stembridge connected to immanants of
Jacobi-Trudi matrices [27] has brought attention to a particular family of graphs, unit interval graphs. In this
paper we particularly consider the family of lollipop graphs, which are unit interval graphs and encapsulate
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Figure 1. From left to right we have K4, P4, C4 and S4.
the families of path and complete graphs. Lollipop graphs have been proven to be e-positive [12, 24] and
have descriptive formulas [6, 29]. They are important in the study of random walks [4, 9, 16].
In this paper we consider Gn the set of equivalence classes of connected graph on n vertices determined
by distinct chromatic symmetric functions. We form two posets on Gn with cover relations determined by
the relative e-positivity and Schur-positivity between distinct chromatic symmetric functions. We find that
this poset has many interesting properties including that the complete graph is a minimal element of the
poset and that trees are maximal elements. We find that a graph is e-positive or Schur-positive, respectively
depending on the poset considered, if and only that graph is weakly greater than the complete graph. The
paper is organized as follows. In Section 2 we introduce chromatic symmetric functions and our posets of
interest. Also we prove a biconditional condition between e-positivity or Schur-positivity and a property
of our poset, that is its relation to the complete graph. Interestingly we find that a relation in one poset
doesn’t imply a relation in the another in general. Section 3 discusses the poset related to the elementary
basis and there we prove that the independence number increases as elements increase in the poset, trees
form an anti-chain, trees are maximal elements, stars are independent elements, the poset is not a lattice
and lollipops form a chain. In Section 4 we prove the same things for the poset related to the Schur basis,
however, the proof of lollipops being a chain is longer. It is instead presented in Section 5.
2. Background
In this section we cover a lot of the background material needed in the rest of the paper including graphs,
symmetric functions, posets and formulas for chromatic symmetric functions with sources provided for more
details. After this material we will define our objects of interest, two families of posets that investigate the
relative e-positivity or Schur-positivity between graphs as well as the motivation behind the relations we
define. We also prove a biconditional condition between e-positivity or Schur-positivity and a property of
the poset.
A graph is a collection of vertices V (G) and edges E(G) between pairs of vertices. All throughout this
paper when referring to a graph G we will be referring to simple graphs without multi-edges or loops. If
not specified otherwise G is assumed to be a connected graph. There are a few families of graphs that
we particularly refer to in this paper. The complete graph, Kn, will have n vertices and all possible edges
between all pairs of vertices. The path graph, Pn, will be a graph on n vertices labeled by [n] = {1, 2, . . . , n}
with edges between labels i and i+ 1. The cycle graph, Cn, will be the path graph with the additional edge
between 1 and n. The star graph, Sn, will have n vertices labeled by [n] with edges between n and j for all
j ∈ [n− 1]. The lollipop graph, Lm,n will be a graph on m+ n = N vertices labeled with [N ] and will have
a complete graph on [m] and edges between i and i + 1 for i ∈ [m,N − 1] = {m,m + 1, . . . , N − 1}. See
Figures 1 and 4 for examples.
When restricting G to a subset of vertices W ⊆ V (G) we are referring to the graph on vertices W with
all edges that G has between vertices in W . The independence number of a graph G, α(G), is the maximal
size of a subset W ⊆ V (G) where G restricted to W has no edges. The clique number of a graph G, ω(G),
is the maximal size of a subset W ⊆ V (G) where G restricted to W is a complete graph. When restricting
G to a subset of edges F ⊆ E(G) we are referring to the graph G, but with the smaller edge set F .
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In order to define the chromatic symmetric function we will need to define proper coloring. A proper
coloring of a graph G is a map from the vertices V (G) = {v1, v2, . . . , vn} to colors Z+ = {1, 2, 3, . . .},
κ : V (G)→ Z+,
so that if ǫ ∈ E(G) is an edge between vertices u and v then κ(u) 6= κ(v). The chromatic symmetric function
is
XG =
∑
κ
xκ(v1)xκ(v2) · · ·xκ(vn)
summed over all proper colorings κ of G. The chromatic polynomial χG(k) counts the number of proper
colorings possible for G using at most k colors. Stanley [24, Proposition 2.2] showed that XG is indeed a
generalization of χG(k) because
XG(1
k) = χG(k)
where XG(1
k) means that we substitute in 1 for any k distinct variables and zero for the others.
The chromatic polynomial satisfies a very useful deletion-contraction property, though XG does not.
Given a graph G and an edge ǫ ∈ E(G) the deletion of ǫ, G − ǫ, is the graph G with edge ǫ removed. The
contraction along ǫ, G/ǫ, is the graph G but with the two vertices on ǫ merged with any multi-edges formed
merged into a single edge and loops removed. The deletion-contraction property is that for any graph G and
edge ǫ ∈ E(G) that
(2.1) χG(k) = χG−ǫ(k)− χG/ǫ(k).
The chromatic symmetric functions exist inside the algebra of symmetric functions, which is a subalgebra
of Q[[x1, x2, . . .]] in commuting variables where all bases are indexed by integer partitions. An integer
partition, λ = (λ1, λ2, . . . , λl(λ)), is a list of weakly decreasing positive integers λi called parts whose length,
l(λ), is the number of parts. If the sum of all λi is n we say that λ partitions n, λ ⊢ n. At times we will
write λ = (1r1 , 2r2, . . . , nrn) where ri means that λ has ri parts of size i. The transpose of λ, denoted by λ
t,
is given by λt = (r1 + · · ·+ rn, r2 + · · · + rn, . . . , rn) with zeros removed. Several change of bases formulas
require the notion of dominance order. Given λ, ν ⊢ n we say λ dominates ν, λ  ν, if the sum of the first j
largest parts of λ is always at least the sum of the first j largest parts of ν.
Example 2.1. We have that (4, 2, 2)  (3, 3, 2) but (4, 2, 2) 6 (4, 3, 1).
To define the symmetric functions we define the i-th elementary symmetric function, which is
ei =
∑
j1<j2<···<ji
xj1xj2 · · ·xji
The elementary symmetric function associated to λ is
eλ = eλ1eλ2 · · · eλl(λ) .
Example 2.2. e(2,1) = (x1x2 + x1x3 + x2x3 + · · · )(x1 + x2 + x3 + · · · )
The algebra of symmetric functions, Λ, is the graded algebra
Λ = Λ0 ⊕ Λ1 ⊕ · · ·
where Λ0 = span{1 = e0} = Q and for n ≥ 1
Λn = span{eλ : λ ⊢ n}.
Besides the basis of elementary symmetric functions, another classical basis that is of particular interest to
us is the Schur symmetric functions. The Schur symmetric function associated to λ can be defined using a
Jacobi-Trudi identity
sλ = det(eλt
i
−i+j)1≤i,j≤λ1
4 SAMANTHA DAHLBERG, ADRIAN SHE, AND STEPHANIE VAN WILLIGENBURG
letting e0 = 1 and ei = 0 for i < 0. More information can be found in Macdonald’s book [19] and Sagan’s
book [21].
Example 2.3. s(2,1) = e(2,1) − e(3) = x
2
1x2 + x1x
2
2 + · · ·+ 2x1x2x3 + · · ·
We say a function F ∈ Λ is e-positive, respectively Schur-positive, if F can be written as a nonnegative
sum of elementary symmetric functions, respectively Schur symmetric functions. We will often refer to a
graph itself as e-positive or Schur-positive if its chromatic symmetric function is respectively e-positive or
Schur-positive.
Example 2.4. The chromatic symmetric function for the complete graph is
XKn = n!e(n) = n!s(1n),
so is both e-positive and Schur-positive.
Remark 2.5. The paths [24, Proposition 5.3], cycles [24, Proposition 5.4] and lollipops [12, Corollary 7.7] are
well-known families of e-positive graphs.
Stanley [24, Proposition 2.3] found that if G ∪H is the disjoint union of two graphs G and H then
XG∪H = XGXH .
Remark 2.6. Because the elementary basis is multiplicative if graphs G and H are e-positive then so is G∪H .
There are two other bases of symmetric functions that will be especially useful. These two bases are called
the power-sum basis and the monomial basis. The i-th power-sum symmetric function is
pi = x
i
1 + x
i
2 + x
i
3 + · · ·
and the power-sum symmetric function associated to λ is
pλ = pλ1pλ2 · · · pλl(λ) .
Example 2.7. p(2,1) = (x
2
1 + x
2
2 + x
2
3 + · · · )(x1 + x2 + x3 + · · · )
The monomial symmetric function associated to λ is
mλ =
∑
j1,j2,··· ,jl(λ)
xλ1j1 x
λ2
j2
· · ·x
λl(λ)
jl(λ)
summed over distinct monomials.
Example 2.8. m(2,1) = x
2
1x2 + x1x
2
2 + x
2
1x3 + x1x
2
3 + x
2
2x3 + x2x
2
3 + · · ·
Given any basis B = {bλ : λ ⊢ n, n ≥ 0} of Λ we define for F ∈ Λ the notation [bλ]F to be the coefficient
of bλ when F is fully expanded in basis B. At times we will even talk about coefficients of polynomials p(k)
in variable k, so let [kj ]p(k) be the coefficient of kj in p(k).
Stanley has several useful formulas for XG in terms of the power-sum and monomial bases. A partition of
the vertices V (G) is a collection of disjoint non-empty subsets of vertices, called blocks, whose full union is
V (G). We say the partition is of type λ ⊢ #V (G) if the relative sizes of the blocks form λ. A stable partition
is a partition of the vertices so that each block is an independent set of G, meaning that G restricted to each
block has no edges. A connected partition is a partition of the vertices so that G restricted to each block is
connected. For an integer partition λ = (1r1 , 2r2 , . . . , nrn) define λ! = r1!r2! · · · rn!.
Theorem 2.9 (Stanley [24] Proposition 2.4). For a graph G,
XG =
∑
λ⊢n
aλλ
!mλ
where aλ is the number of stable partitions of G of type λ.
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Example 2.10. XP3 = m(2,1) + 6m(1,1,1)
Theorem 2.11 (Stanley [24] Theorem 2.5). For a graph G
XG =
∑
S⊆E(G)
(−1)#Spλ(S)
where λ(S) is the integer partition formed from the sizes of the connected components formed by restricting
the graph G to S.
Example 2.12. XP3 = p(3) − 2p(2,1) + p(1,1,1)
The goal of this paper is to investigate two posets on Gn, equivalence classes of connected graphs on n
vertices decided by equivalent chromatic symmetric functions. The relations will reflect relative e-positivity
or Schur-positivity of the chromatic symmetric functions of graphs. A poset, or partially ordered set, is
a collection of objects and a relation ≤ between some of these objects that is reflexive, transitive and
antisymmetric. For more information see [25]. There are several elements or sets of elements that are
studied in posets because of their particular properties. One group of elements are maximal elements which
are those x ∈ P where y ≤ x for all y ∈ P . Similarly, minimal elements are those x ∈ P where y ≥ x for all
y ∈ P . A chain in a poset is a collection of elements Q ⊆ P such that all elements x, y ∈ Q are related with
x ≤ y or y ≤ x. An antichain is a collection of elements Q ⊆ P such that all distinct x, y ∈ Q are unrelated
with x 6≤ y and y 6≤ x. We call x ∈ P independent if x is not related to any other element in P . An interval
of a poset is [x, y] = {z ∈ P : x ≤ z ≤ y}. Every poset has an associated Mobius function, which is a map
µ : P × P → Z such that µ(x, x) = 1 and ∑
z∈[x,y]
µ(x, z) = 0.
One natural way to define relative e-positivity or Schur-positivity of the chromatic symmetric functions
is by considering the e-positivity or Schur-positivity of the subtraction between two chromatic symmetric
functions, XG − XH . However, we will find that XG − XH is never e-positive or Schur-positive unless
XG = XH . To show this we need the following lemma that will use the following conversion formula going
from the Schur basis to the power-sum basis [21, Theorem 4.6.4],
(2.2) sλ =
1
n!
∑
w∈Sn
χλ(w)pw
where Sn is the symmetric group, χ
λ(w) is the irreducible character of λ evaluated at w and if w is of cycle
type λ ⊢ n then pw = pλ.
Lemma 2.13. If F ∈ Λn is a non-zero Schur-positive function then [p(1n)]F > 0.
Proof. Note that in the conversion formula from Schur basis to the power-sum basis in equation (2.2)
the only time p(1n) appears is for the identity permutation, π = id. It is a fact that for any irreducible
character χλ(id) > 0 because χλ(id) is the dimension of the character [21, Proposition 1.8.5]. This means
that [p(1n)]sλ > 0 for all λ ⊢ n. Further if we are given a non-zero Schur-positive function F ∈ Λ
n then
[p(1n)]F > 0. It follows that if F ∈ Λ
n is Schur-positive and [p(1n)]F = 0 then F = 0. 
Theorem 2.14. For all graphs G and H on n vertices we have either XG −XH = 0 or XG −XH is not
Schur-positive.
Proof. Using the formula in Theorem 2.11 we can see that for a graph G the only way to get a term p(1n)
is to disconnect every vertex. This is only possible when using S = ∅, the empty edge subset. This shows
that [p(1n)]XG = 1 for all graphs G. Further this implies that for two graphs G and H on n vertices that
[p(1n)](XG−XH) = 0. Quickly by Lemma 2.13 we can see that if F ∈ Λ
n is Schur-positive and [p(1n)]F = 0
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then F = 0. So, if XG−XH happens to be a Schur-positive function then we can conclude that XG−XH = 0.
Thus, XG −XH is either not Schur-positive or XG −XH = 0. 
We can quickly get the same result for e-positivity.
Theorem 2.15. For all graphs G and H on n vertices we have either XG −XH is 0 or not e-positive.
Proof. This follows quickly from Theorem 2.14. Say XG −XH is e-positive. It is a fact that all e-positive
functions are Schur-positive. We then know that XG−XH is Schur-positive, which implies that XG−XH =
0. 
Because direct subtraction between two distinct chromatic symmetric functions is never e-positive or
Schur-positive, defining the relation between G andH based on direct subtraction will not be very interesting.
This is why we base our relations in our posets on the following weighted subtractions. The goal of these
subtractions is to zero-out the e(n) or s(1n) term, which is never zero in a chromatic symmetric function.
This is a fact that will be evident later from theorems presented further on in this section. Define
Xe(G,H) = XG −
[e(n)]XG
[e(n)]XH
XH
and
Xs(G,H) = XG −
[s(1n)]XG
[s(1n)]XH
XH .
Define En to be the poset on Gn related to the elementary basis. We will say G ≥e H if and only if Xe(G,H)
is e-positive. Similarly, Sn will be the poset on Gn related to the Schur basis. We will say G ≥s H if and
only if Xs(G,H) is Schur-positive. See Figure 2 for examples.
Because our relations depend on weighted subtractions determined by the coefficients of e(n) and s(1n) we
will need some machinery to determine these coefficients. The following propositions gives a way to calculate
these coefficients via their chromatic polynomial and an interpretation in terms of acyclic orientations. An
orientation of a graph G is an assignment for each edge between u and v a direction from u to v or from v to
u. We call an orientation acyclic if there are no directed cycles. Given an orientation on G we call a vertex
v a sink if all edges incident to v are directed towards v and a source if all edges incident to v are directed
away from v. Let S(G, j) count the number of acyclic orientations of G with exactly j sinks. Stanley [24,
Theorem 3.3] found that for any connected graph G on n vertices with [eλ]XG = cλ that
(2.3)
∑
λ⊢n
ℓ(λ)=j
cλ = S(G, j),
which is a refinement of a result in [23] that the total number of acyclic orientations is
(2.4)
n∑
j=0
S(G, j) = (−1)nχG(−1).
Theorem 2.16 (Greene and Zaslavsky [14] Theorem 7.3). Given a graph G on n vertices and v ∈ V (G) the
number of acyclic orientations with v as a unique sink is (−1)n−1[k]χG(k). Also,
S(G, 1) = (−1)n−1n · [k]χG(k)
and unless G has no edges S(G, 1) > 0.
Putting together equation (2.3) and Theorem 2.16 we have
(2.5) [e(n)]XG = (−1)
n−1n · [k]χG(k) = S(G, 1).
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Theorem 2.17 (Kaliszewski [17] Theorem 1.1). The coefficient of the hook shape (k, 1n−k) in the Schur
basis is
[s(k,1n−k)]XG =
n∑
j=1
(
j − 1
k − 1
)
S(G, j)
for k ∈ [n]. Specifically [s(1n)]XG counts the total number of acyclic orientations of G.
Using equation (2.4) we can see from Theorem 2.17 that
(2.6) [s(1n)]XG = (−1)
nχG(−1).
Using these methods on trees we get the following formulas for the two coefficients.
Corollary 2.18. If T is a tree on n vertices then [e(n)]XT = n and [s(1n)]XT = 2
n−1.
Proof. It is known that the chromatic polynomial for a tree on n vertices is χT (k) = k(k − 1)n−1. From
equation (2.5) we can see that [e(n)]XT = n and from equation (2.6) we can see that [s(1n)]XT = 2
n−1. 
Also using these methods get the following formulas for the two coefficients for complete graph.
Proposition 2.19. We have [e(n)]XKn = [s(1n)]XKn = n!.
Proof. This is clear from example 2.4. 
One motivating property for our posets En and Sn is an equivalent condition for e-positivity and Schur
positivity.
Proposition 2.20. We have G ≥e Kn if and only if G is e-positive.
Proof. Note that because of Proposition 2.19
Xe(G,Kn) = XG −
[e(n)]XG
[e(n)]XKn
XKn = XG − [e(n)]XG · e(n),
which is XG without its e(n) term. We can see from Theorem 2.17 and equation (2.5) that [e(n)]XG > 0.
Because of this XG is not e-positive if there is a λ ⊢ n with λ 6= (n) such that [eλ]XG < 0. Altogether XG
is e-positive if and only if Xe(G,Kn) = XG − [e(n)]XG · e(n) is e-positive. 
We have a similar condition for our other poset.
Proposition 2.21. We have G ≥s Kn if and only if G is Schur-positive.
Proof. This is similar to the proof of Proposition 2.20. Note that because of Proposition 2.19
Xs(G,Kn) = XG −
[s(1n)]XG
[s(1n)]XKn
XKn = XG − [s(1n)]XG · s(1n),
which is XG without its s(1n) term. We can see from Theorem 2.17 that [s(1n)]XG > 0. Because of this XG
is not Schur-positive if there is a λ ⊢ n with λ 6= (1n) such that [sλ]XG < 0. Altogether XG is Schur-positive
if and only if Xs(G,Kn) = XG − [s(1n)]XG · s(1n) is Schur-positive. 
Normally e-positivity implies Schur positivity, but in general a relation in either poset doesn’t imply a
relation in the other.
Proposition 2.22. The relation G <e H does not necessarily imply G <s H. The relation G <s H does
not necessarily imply G <e H.
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Figure 2. On the left we have E4 and on the right we have S4.
XD = 16e(4) + 2e(3,1) = 18s(14) + 2s(2,1,1)
XC4 = 12e(4) + 2e(2,2) = 14s(14) + 2s(2,1,1) + 2s(2,2)
XG1 = 21e(7) + 15e(6,1) + 29e(5,2) + 27e(4,3) + 12e(4,2,1) + 7e(3,22) + e(23,1)
= 112s(17) + 112s(2,15) + 106s(22,13) + 57s(23,1) + 22s(3,14) + 10s(3,22)
+ 32s(3,2,12) + 10s(32,1) + s(4,13) + 2s(4,3,1) + s(4,3)
XG2 = 42e(7) + 28e(5,2) + 42e(4,3) + 14e(3,22)
= 126s(17) + 98s(2,15) + 112s(22,13) + 70s(23,1) + 14s(3,14) + 28s(3,2,12)
+ 14s(3,22) + 14s(32,1)
Figure 3. From left to right we have the diamond D, C4, G1 and G2.
Proof. See Figure 3 for the pictures of the graph in this proof. We can see that the diamond D is less than
C4 in S4, however D is not less than C4 in E4, which can be seen in Figure 2. We also find that for G1 and
G2 given in Figure 3 that G1 >e G2 in E7 but G1 6>s G2 in S7. 
However, this is true for trees. We will find particularly later that trees form an anti-chain in both families
of posets.
Proposition 2.23. For two trees if T1 >e T2 then T1 >s T2.
Proof. Let T1 and T2 be two trees on n vertices. By Corollary 2.18 we have Xe(T1, T2) = XT1 − XT2
and Xs(T1, T2) = XT1 − XT2 , which are equal. If XT1 − XT2 is e-positive, T1 >e T2, then XT1 − XT2 is
Schur-positive, T1 >s T2. 
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3. Properties of the chromatic e-positivity poset
In this section we show several properties of En. In Proposition 2.20 we prove that G ≥e Kn if and only if G
is e-positive, and we prove that Kn is a minimal element. We will find that the independence number, α(G),
increases as we increase in En. Also, we will show that trees with distinct chromatic symmetric functions
form an anti-chain and are maximal elements. In particular, the stars Sn are independent elements, so En
can not be a lattice. Lastly, we show that collection of lollipops form a chain with the complete graph as
the minimal element and the path as the maximal element.
In order to prove many of our results we will need some lemmas. The goal of these lemmas is to study
specific coefficients of chromatic symmetric functions that will aid us in concluding e-positivity or the opposite
in the weighted subtraction. However, our first lemma ties together the existence of acyclic orientations with
a specified number of sinks related and the independence number.
Lemma 3.1. For any connected graph G, S(G, j) = 0 if and only if j > α(G).
Proof. First note that the set of sinks form an independent set, so if G doesn’t have an independent set of
size j then S(G, j) = 0. Conversely, say that G has an independent set of size j ≤ α(G) on the vertices
I ⊆ V (G). We will show by induction that there exists an acyclic orientation whose sinks correspond to I
by inducting on cardinality #I = j, thus showing S(G, j) > 0, which is all we need to complete the proof.
Consider the case where j = 1 so I = {v}. We know by Theorem 2.16 that there is at least one acyclic
orientation with v as the unique sink. Now assume that #I = j > 1 and that there exists an acyclic
orientation that uses any independent set J as sinks whenever #J < #I. Pick a vertex v ∈ I. We know that
I − {v} is an independent set. By our inductive assumption there exists an acyclic orientation on G with
I −{v} as the sink set. We will now adjust this orientation by changing the direction of all edges incident to
v so that they are oriented towards v. First we will argue that I is the collection of sinks of this orientation.
Because all edges adjacent to v are oriented towards v we know that v is a sink. Because all vertices in
I−{v} share no edges with v by the assumption of I being an independent set all vertices in I−{v} are still
sinks. If we created a new sink it would have to be adjacent to one of the edges we adjusted, so it would be
adjacent to v. However, this shared edge is oriented towards v, so we do not create any new sinks. Lastly,
we need to argue that this orientation is still acyclic. Any cycle not involving edges adjacent to v is not a
directed cycle because the original orientation was acyclic. Any cycle involving edges adjacent to v will also
not be a directed cycle because v is a sink. Hence we have described an acyclic orientation with sink set
I. 
Our next lemma will give us a condition under which the coefficient [eλ]XG is zero. This condition is when
the length of λ is more than the independence number. To prove this we will need the following formulas
between the elementary symmetric functions and the monomial symmetric functions. From [26, Theorem
7.4.4]
(3.1) eλ =
∑
µλt
Mµ,λmµ
where Mλt,λ = 1. It follows by induction on the rank of dominance order that
(3.2) mλ =
∑
µλt
dµ,λeµ
for some coefficients dµ,λ where dµt,µ = 1.
Lemma 3.2. If ℓ(λ) > α(G) then [eλ]XG = 0.
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Proof. Let λ ⊢ n have ℓ(λ) > α(G). Let us consider the coefficient of eλ in XG when XG is written in the
monomial basis. From Theorem 2.9 we have
[eλ]XG =
∑
ν⊢n
aνν
! · [eλ]mν .
We can break up ν ⊢ n into two cases. Either ν has at least one part of size greater than α(G) or ν has all its
parts at most α(G). In the first case G does not have a stable partition of type ν, so aν = 0. In the second
case all parts of ν are at most α(G). This means that νt has less than or equal to α(G) parts. Because we
assumed that λ has more than α(G) parts we know that λ 6 νt. By equation (3.2) we can see in this case
that [eλ]mν = 0. All together this implies that [eλ]XG = 0. 
We now have everything we need to prove that the independence number increases as our graphs increase
in En.
Proposition 3.3. If G ≥e H then α(G) ≥ α(H).
Proof. Let G and H be two graphs on n vertices with α(G) < α(H) = j. By Lemma 3.1 we know that
S(H, j) > 0, so by equation (2.3) there is some λ ⊢ n with ℓ(λ) = j such that [eλ]XH > 0. By Lemma 3.2
because j = ℓ(λ) > α(G) we know [eλ]XG = 0. From these two facts we can conclude that [eλ]Xe(G,H) < 0.
Hence, Xe(G,H) is not e-positive and G 6≥e H . 
Proposition 3.4. If G >e H then S(G, 1) < S(H, 1).
Proof. Let G >e H so Xe(G,H) 6= 0 is e-positive. It is a fact that e-positive functions are Schur-positive,
so Xe(G,H) 6= 0 is Schur-positive. By Theorem 2.11 we can see that [p(1n)]XG = [p(1n)]XH = 1 so we have
that
[p(1n)]Xe(G,H) = 1−
[e(n)]XG
[e(n)]XH
.
By Lemma 2.13 this coefficient is positive so [e(n)]XG < [e(n)]XH . By equation (2.4) we have our result. 
Though it will be shown later, the complete graph is a minimal element and trees are maximal elements
in En. We considered one other common graph statistic that has the complete graph and the trees at the
two extremes of the statistic, and we checked to see if they gave results similar to Proposition 3.3.
Remark 3.5. Note that there is no consistent relationship between clique numbers ω(G) and relations in the
poset En. We find that P5 >e L3,2 >e C5 but ω(P5) < ω(L3,2) > ω(C5).
Earlier in Proposition 2.20 we prove that G e-positive if and only if G ≥e Kn. We can further show that
Kn is a minimal element in our poset En.
Corollary 3.6. The complete graph is a minimal element.
Proof. If G 6= Kn is a connected graph on n vertices then there are two vertices u and v without an edge
between them. The set {u, v} is an independent set and so α(G) ≥ 2. By Proposition 3.3 we know Kn 6≥e G
because 1 = α(Kn) < α(G). Hence Kn is a minimal element. 
The next proposition gives us an easy condition that can generate independence sets in En.
Proposition 3.7. Let {G1, G2, . . . , Gk} be some set of connected graphs on n vertices with equal e(n) coef-
ficients, [e(n)]XGi = [e(n)]XGj , and distinct chromatic symmetric functions. Then {G1, G2, . . . , Gk} is an
anti-chain in En.
Proof. Let {G1, G2, . . . , Gk} satisfy all the assumptions stated in the proposition. This means Xe(Gi, Gj) =
XGi −XGj . By Theorem 2.15 we know that either XGi −XGj = 0 so i = j or XGi −XGj is not e-positive.
This implies that Gi is not related to Gj for all i 6= j, which means that {G1, G2, . . . , Gk} is an anti-chain
in En. 
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Remark 3.8. By Proposition 3.7 given any integer z ∈ Z the collection of graphs on n vertices {G : [e(n)]XG =
z} is an anti-chain in En under the assumption that we are grouping graphs together in En if they have equal
chromatic symmetric function.
Corollary 3.9. Trees on n vertices with distinct chromatic symmetric function form an anti-chain in En.
Proof. By Corollary 2.18 all trees T on n vertices have [e(n)]XT = n, so by Proposition 3.7 we have our
result. 
Next we will show that trees not only form an anti-chain, but that they are actually maximal elements
in En. First we will need some facts about transitioning between the power-sum basis and the elementary
basis. To prove these facts we will use the Newtonian identities [26, Proposition 7.7.6]
(3.3) en =
∑
λ=(1m1 ,2m2 ,...,nmn)
(−1)ℓ(λ)
1m1m1!2m2m2! · · ·nmnmn!
pλ
and
(3.4) pn =
∑
λ=(1m1 ,2m2 ,...,nmn)
(−1)n−ℓ(λ)n(ℓ(λ)− 1)!
m1!m2! · · ·mn!
eλ.
Lemma 3.10. For n ≥ 2 and λ ⊢ n,
(i) [p(1n)]eλ > 0,
(ii) if λ 6= (1n) then [p(2,1n−2)]eλ < 0 and
(iii) [p(2,1n−2)]e(1n) = 0.
Proof. From equation (3.3) we can see that [p(1n)]e(n) =
1
n! . By the multiplicity of the elementary basis
[p(1n)]eλ > 0 so part (i) is proven.
We will prove parts (ii) and (iii) by inducting on the number of parts of λ. If λ = (n) then by equation (3.3)
we have [p(2,1n−2)]e(n) =
−1
2(n−2)! < 0. Let us assume that λ has ℓ(λ) > 1. If λ = (1
n) then e(1n) = p(1n) and
[p(2,1n−2)]e(1n) = 0. In any other case λ has its largest part λ1 > 1. Let ν be λ, but the largest part λ1 is
removed. Due to multiplicity of the power-sum basis and the elementary basis the term p(2,1n−2) will only
appear in eλ = eλ1eν in two cases. The first is from p(2,1λ1−2) appearing in eλ1 and p(1n−λ1) appearing in eν .
The second is from p(1λ1 ) appearing in eλ1 and p(2,1n−λ1−2) appearing in eν . This means
[p(2,1n−2)]eλ = [p(2,1λ1−2)]eλ1 · [p(1n−λ1)]eν + [p(1λ1)]eλ1 · [p(2,1n−λ1−2)]eν
=
−1
2(λ1 − 2)!
· [p(1n−λ1)]eν +
1
λ1!
· [p(2,1n−λ1−2)]eν .
We know [p(1n−λ1)]eν > 0 and by induction that [p(2,1n−λ1−2)]eν ≤ 0 so [p(2,1n−2)]eλ < 0. 
Corollary 3.11. If F ∈ Λn is e-positive with a nonzero eλ term where λ 6= (1n) then [p(2,1n−2)]F < 0.
Proof. Let F ∈ Λn be e-positive with a nonzero eλ term where λ 6= (1n). Because F is e-positive each eν in
F contributes non-negatively to the coefficient [p(2,1n−2)]F by Lemma 3.10. Each eλ term with a nonzero
coefficient [eλ]F 6= 0 where λ 6= (1
n) contributes negatively to the coefficient [p(2,1n−2)]F by Lemma 3.10.
Hence, [p(2,1n−2)]F < 0. 
We use the corollary above to prove a bound for the ratio between the coefficient of e(n) in XG and the
number of edges. This bound is tight and happens to be an equality exactly when the graph is a tree.
Lemma 3.12. For any connected graph G on n vertices with ǫ ∈ E(G)
(i) [e(n)]XG = [e(n)]XG−ǫ +
n
n−1XG/ǫ,
(ii) [e(n)]XG ≥ n(#E(G)− n+ 2) and
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(iii) #E(G)[e(n)]XG ≤
n−1
n .
Proof. We can use the chromatic polynomial to calculate [e(n)]XG via equation (2.5). Using deletion-
contraction from equation (2.1) on the chromatic polynomial in this formula gives us
[e(n)]XG = (−1)
n−1n · [k](χG−ǫ(k)− χG/ǫ(k))
= (−1)n−1n · [k]χG−ǫ(k) +
n
n− 1
(−1)n−2(n− 1) · [k]XG/ǫ
= [e(n)]XG−ǫ +
n
n− 1
XG/ǫ.
To prove (ii) we will induct on the number of edges. If G has the minimal number of edges for a connected
graph then G is a tree and [e(n)]XG = n by Corollary 2.18, which satisfies the inequality. Let #E(G) > n−1.
This means that G is not a tree and there exists a cycle. Let ǫ be an edge on one of these cycles, so G− ǫ is
connected. Using part (i), induction and the fact that #(G/ǫ) ≥ n− 2 we have
[e(n)]XG = [e(n)]XG−ǫ +
n
n− 1
XG/ǫ
≥ n(#E(G− ǫ)− n+ 2) + n(#E(G/ǫ)− n+ 3)
≥ n(#E(G) − n+ 2).
To show the last inequality note that because of part (ii) we can say
#E(G)
[e(n)]XG
≤
#E(G)
n(#E(G) − n+ 2)
.
The right-hand side of the inequality weakly decreases as #E(G) increases, so will take on a maximal value
when #E(G) = n − 1, the smallest value possible. Substituting #E(G) = n − 1 into the right-hand-side
gives us part (iii). 
Remark 3.13. Using the above proof the inequalities in Lemma 3.12 can be shown to be equalities if and
only if G is a tree. Specifically this means by part (iii) that if G is not a tree then #E(G)[e(n)]XG ≤
1
2 .
Proposition 3.14. All trees on n vertices are maximal elements in En.
Proof. Let T be a tree and G be a connected graph on n ≥ 2 vertices where G >e T . This means Xe(G, T )
is non-zero and e-positive. Because α(G) < n and α(T ) < n we know by Lemma 3.2 that [e(1n)]XG =
[e(1n)]XT = 0 so [e(1n)]Xe(G, T ) = 0 as well. This means there is some λ 6= (1
n) with [eλ]Xe(G, T ) > 0. By
Corollary 3.11 this means that [p(2,1n−2)]Xe(G, T ) < 0. Because this coefficient is negative, Corollary 2.18
and by equation (2.11) we can conclude that [p(2,1n−2)]XG = #E(G) and [p(2,1n−2)]XT = n − 1. We then
have
[p(2,1n−2)]Xe(G, T ) = #E(G) −
[e(n)]XG
n
(n− 1) < 0,
which contradicts Lemma 3.12 part (iii). 
While all trees are maximal elements there are many that are specifically independent elements. One such
family of trees are the star graphs Sn. To show this we will need several lemmas and facts. One fact we need
for our lemma is Stanley’s formula for XG in the power-sum basis that is summed over the bond lattice of
the graph. The bond lattice, LG, of a graph is a poset with vertices formed from connected partitions of the
vertices V (G). Let π1 and π2 be two connected partitions of V (G). We say π1 ≤L π2 if all blocks in π1 are a
subset of some block of π2. Let µL be the mobius function of the poset LG. Stanley’s formula [24, Theorem
2.6] is
(3.5) XG =
∑
π∈LG
µL(0ˆ, π)pπ
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where 0ˆ is the partition with all vertices in their own block and pπ is the power-sum function associated to
the sizes of the blocks in π. It is known that (−1)n−1µL(0ˆ, 1ˆ) > 0 where 1ˆ is the partition with one block
and that (−1)n−ℓ(π)µL(0ˆ, π) > 0. From this we know (−1)n−1[p(n)]XG > 0 and the sign of any coefficient of
pλ in XG.
Lemma 3.15. Let G be a connected graph with #V (G) ≥ 4 that is not a tree. Then
(i) G has a connected partition of type λ = (λ1, λ2) with all parts more than one and
(ii) [eλ]XG + [e(n)]XG > 0 if λ1 6= λ2 or
(iii) [eλ]XG +
[e(n)]XG
2 > 0 if λ1 = λ2.
Proof. First we will show part (i) by inducting on the number of edges. The minimal number of edges for
connected non-tree graphs G is n where G is a unicyclic graph, meaning it has only one cycle. Note that if
we remove any two edges from the cycle we have disconnected the graph into two connected components, and
that the sizes of these components form a connected partition. However, we aren’t guaranteed that the sizes
are more than one. First consider the case where our unique cycle has three vertices. Because #V (G) ≥ 4
there is some vertex v in the cycle connected to another vertex u outside the cycle. If we remove the two
edges in the cycle incident to v then we will have two components of size more than one. Next consider the
case where the unique cycle has four or more vertices. Removing any two edges that do not share a vertex
will assure that the two connected components have size more than one. This completes the base case.
Assume that #E(G) > n and that any connected non-tree graph H with #E(H) < #E(G) has a
connected partition of type λ = (λ1, λ2) where all parts are more than one. There will exist some edge
ǫ ∈ E(G) whose removal doesn’t disconnect G. Because #E(G − ǫ) ≥ n we know that G− ǫ is a connected
non-tree graph. By induction G− ǫ has a connected partition λ = (λ1, λ2) with the required conditions, so
can conclude that G does as well. This completes our proof of part (i).
Let λ = (λ1, λ2) be a connected partition of G where all parts are more than one. We will do some calcu-
lations for [eλ]XG considering XG written in the power-sum basis. Because the power-sum and elementary
bases are multiplicative and because of equation (3.4) we can see that e(n) will only appear in pν when
ν = (n). This means that
(3.6) [e(n)]XG = [p(n)]XG · [e(n)]p(n) = (−1)
n−1n · [p(n)]XG.
By equation (3.4) we can also see that that eλ will only appear in pν when ν = (n) or ν = λ so
(3.7) [eλ]XG = [p(n)]XG · [eλ]p(n) + [pλ]XG · [eλ]pλ = [p(n)]XG · [eλ]p(n) + [pλ]XG · (−1)
n−2λ1λ2.
By the signs of the terms in equation (3.5) we know that (−1)n−2[pλ]XG > 0 so
[eλ]XG > [p(n)]XG · [eλ]p(n).
Using equation (3.4) and equation (3.6) this gives
[eλ]XG > −[e(n)]XG
when λ1 6= λ2 and
[eλ]XG > −
[e(n)]XG
2
when λ1 = λ2, which completes the proof. 
Now we just need some coefficients for the chromatic symmetric functions for stars Sn.
Lemma 3.16. Let λ = (λ1, λ2) be an integer partition with parts greater than one. Then,
(i) [eλ]XSn = −n if λ1 6= λ2 or
(ii) [eλ]XSn = −
n
2 if λ1 = λ2.
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Proof. Note that there does not exist a connected partition for Sn of type λ = (λ1, λ2) as described so
by equation (3.5) we can see that [pλ]XSn = 0. Equation (3.7) is always true, so using this equation and
equations (3.4) and (3.6) we can calculate
[eλ]XSn = −n
when λ1 6= λ2 and
[eλ]XSn = −
n
2
when λ1 = λ2. 
Now we have all the tools we need to show that stars are independent in En.
Proposition 3.17. The star Sn is an independent element in En for n ≥ 4.
Proof. Since all trees are maximal elements by Proposition 3.14 it suffices to show that stars are minimal
elements. Assume that G is a connected graph on n vertices with Sn >e G. We will show Sn >e G is
impossible by showing Xe(Sn, G) is not e-positive. The graph G can not be a tree because all trees are
maximal, so by Lemma 3.15 we know that G has a connected partition of type λ = (λ1, λ2) with all parts
greater than one. Let us first consider the case when λ1 6= λ2. We have in this case using the coefficients
calculated in Lemma 3.16 and Corollary 2.18 that
[eλ]Xe(Sn, G) = −n−
n
[e(n)]XG
· [eλ]XG.
Lemma 3.15 implies that this coefficient is negative so Xe(Sn, G) is not e-positive in this case and we have a
contradiction. Next let us consider the case when λ1 = λ2. Using the coefficients calculated in Lemma 3.16
and Corollary 2.18 we have that
[eλ]Xe(Sn, G) = −
n
2
−
n
[e(n)]XG
· [eλ]XG.
Lemma 3.15 implies that this coefficient is negative so Xe(Sn, G) is not e-positive in all cases. Thus, stars
are minimal and further are independent elements in En. 
Corollary 3.18. The poset En is not a lattice for n ≥ 4.
Proof. Lattices do not have independent elements, and we have shown by Proposition 3.17 that the poset
En has an independent element. 
Our last fact about En we will prove in this section is that the family of lollipop graphs form a chain with
the complete graph as the minimal element and the path as the maximal element. To prove this we will use
the following formulas for the chromatic symmetric functions and polynomials of lollipop graphs.
Theorem 3.19 ([6] Theorem 7 and Lemma 11). The chromatic polynomial of a lollipop Lm,n is
χLm,n(k) = k(k − 1)
n+1(k − 2)(k − 3) · · · (k − (m− 1))
and the chromatic symmetric function satisfies
XLm,n = (m− 1)XLm−1,n+1 − (m− 2)XKm−1XPn+1 .
The above theorem can quickly give us the coefficient of e(m+n) for a lollipop graph.
Proposition 3.20. The coefficient of e(m+n) for the lollipop graph is
[e(m+n)]XLm,n = (m+ n)(m− 1)!.
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Proof. By equation 2.5 we can use the chromatic polynomial of Lm,n given in Theorem 3.19 to calculate the
coefficient as
[e(m+n)]XLm,n = (−1)
m+n−1(m+ n) · [k]
(
k(k − 1)n+1(k − 2)(k − 3) · · · (k − (m− 1))
)
= (m+ n)(m− 1)!
so we are done. 
Proposition 3.21. The family of Lollipop graphs {Lm,n} on m+n = N vertices forms a chain in EN . The
path PN is the maximal element and the complete graph KN is the minimal element of the chain.
Proof. It suffices to show Lm−1,n+1 ≥e Lm,n by transitivity for m ≥ 3 and n ≥ 0. Using the coefficients
calculated in Proposition 3.20 and the formula in Theorem 3.19 we have
Xe(Lm−1,n+1, Lm,n) = XLm−1,n+1 −
1
m− 1
XLm,n
= XLm−1,n+1 −
1
m− 1
(
(m− 1)XLm−1,n+1 − (m− 2)XKm−1XPn+1
)
=
m− 2
m− 1
XKm−1XPn+1 ,
which is known to be e-positive by example 2.4, remark 2.5 and remark 2.6. 
4. Properties of the chromatic Schur-positivity poset
In this section we describe properties of Sn. These properties parallel the properties we have already
proven for En. In Proposition 2.21 we proved that G ≥s Kn if and only if G is Schur-positive, and we will
further prove that Kn is a minimal element. We will find that the independence number, α(G), increases
as we increase in Sn. Also, we will find that the trees with distinct chromatic symmetric functions form an
anti-chain and are maximal elements. In particular, the stars Sn are independent elements, so Sn also can
not be a lattice. Lastly, we present the result that the family of lollipop graphs is a chain with the complete
graph as the minimal element and the path as the maximal element, however, the proof is more complex
than in the case of En. We present the proof in Section 5.
First we consider several common statistics on graphs and check if there is a consistent relationship to
the relations in Sn.
Proposition 4.1. If G ≥s H then α(G) ≥ α(H).
Proof. Assume that α(G) < α(H) = k. This means that there does not exist an independent set of G greater
than or equal to k. As result by Lemma 3.1 we know that S(G, j) = 0 for j ≥ k and by Theorem 2.17 we
know that [sk,1n−k ]XG = 0. Also by Lemma 3.1 and Theorem 2.17 we can conclude that because there is
an independent set of H of size k, but not larger than k, we have that [sk,1n−k ]XH = S(H, k) > 0. These
two facts together with the fact that the coefficient of s(1n) is positive for all graphs we can conclude that
[sk,1n−k ]Xs(G,H) < 0 so G 6≥s H . 
Proposition 4.2. If G >s H then the number of acyclic orientations for G is less than the number of acyclic
orientations for H.
Proof. Let G >s H so Xs(G,H) 6= 0 is Schur-positive. By Theorem 2.11 we can see that [p(1n)]XG =
[p(1n)]XH = 1 so we have that
[p(1n)]Xs(G,H) = 1−
[s(1n)]XG
[s(1n)]XH
.
By Lemma 2.13 this coefficient is positive so [s(1n)]XG < [s(1n)]XH . By Theorem 2.17 we have our result. 
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Remark 4.3. Note that there is no consistent relationship between clique numbers ω(G) and relations in the
poset Sn. We find that P5 >s L3,2 >s C5 but ω(P5) < ω(L3,2) > ω(C5).
We have proven in Proposition 2.21 that G is Schur-positive if and only of G ≥s Kn. Now we will prove
that the complete graph is a minimal element.
Corollary 4.4. The complete graph Kn is a minimal element in Sn.
Proof. If G 6= Kn is a connected graph on n vertices then there are two vertices u and v without an edge
between them. The set {u, v} is an independent set and α(G) ≥ 2. By Proposition 4.1 we know Kn 6≥s G
because 1 = α(Kn) < α(G). Hence Kn is a minimal element. 
Similar to Proposition 3.7 there is a quick condition that can generate many anti-chains in Sn.
Proposition 4.5. Let {G1, G2, . . . , Gk} be some set of connected graphs on n vertices with equal s(1n)
coefficients, [s(1n)]XGi = [s(1n)]XGj , and distinct chromatic symmetric functions. Then {G1, G2, . . . , Gk} is
an anti-chain in Sn.
Proof. Let {G1, G2, . . . , Gk} satisfy all the assumptions stated in the proposition. This means Xs(Gi, Gj) =
XGi −XGj . By Theorem 2.14 we know that either that XGi −XGj = 0 so i = j or that XGi −XGj is not
Schur-positive. This implies that Gi is not related to Gj for all i 6= j, which means that {G1, G2, . . . , Gk} is
an anti-chain in Sn. 
Using this proposition we can prove that trees form an anti-chain.
Corollary 4.6. Any collection of trees on n vertices with distinct chromatic symmetric functions form an
anti-chain in Sn.
Proof. By Corollary 2.18 all trees T on n vertices have [s(1n)]XT = 2
n−1, so by Proposition 4.5 we have our
result. 
Remark 4.7. By Proposition 4.5 given any integer z ∈ Z the collection of graphs on n vertices {G :
[s(1n)]XG = z} is an anti-chain in Sn under the assumption that we are grouping graphs together in Sn
if they have equal chromatic symmetric function.
Trees are maximal elements in Sn just like they are in En. First we will make a note about the number
of acyclic orientations of non-tree graphs compared with trees.
Lemma 4.8. Trees T on n vertices have 2n−1 acyclic orientations. Graphs G on n vertices that are not
trees have more than 2n−1 acyclic orientations.
Proof. This can be proven using deletion-contraction and induction on the number of vertices and edges in
graphs. Our base case is any tree on n ≥ 1 vertex, which will have n − 1 edges. Since there are no cycles
there are 2n−1 acyclic orientations. Now let G be a non-tree connected graph on n ≥ 2 vertices, so G has at
least n edges. There exists an edge ǫ ∈ E(G) where G− ǫ is still connected. By deletion-contraction we have
that χG(k) = χG−ǫ(k) − χG/ǫ(k). Equation (2.4) tells us that (−1)
nχG(−1) is the total number of acyclic
orientations for G. Using induction we get that the total number of acyclic orientations for G is
(−1)nχG(−1) = (−1)
nχG−ǫ(−1) + (−1)
n−1χG/ǫ(−1) ≥ 2
n−1 + 2n−2,
which is certainly greater than 2n−1. 
Proposition 4.9. All trees on n vertices are maximal elements in Sn.
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Proof. Suppose that G >s T for some tree T and connected graph G on n vertices. We will show that this
leads to a contradiction. By Lemma 2.13 if F ∈ Λn is a non-zero Schur-positive function then [p(1n)]F > 0.
Since G >s T we know that Xs(G, T ) is a non-zero Schur-positive function so [p(1n)]Xs(G, T ) > 0. By
Theorem 2.11 we can see that [p(1n)]XG = [p(1n)]XT = 1 so using Corollary 2.18 we have that
[p(1n)]Xs(G, T ) = 1−
[s(1n)]XG
2n−1
> 0.
This means that 2n−1 > [s(1n)]XG where [s(1n)]XG is the total number of acyclic orientations of G. By
Lemma 4.8 this is a contraction. 
Just like in En while all trees are maximal in Sn some are actually independent elements. The stars Sn are
a family of independent elements. In order to prove this we need to study some specific coefficients of XSn
and XG for a general graph G. We will need the conversion formula from monomial symmetric functions to
Schur symmetric functions. In Macdonald’s book [19, page 105] the transition formula is
mλ =
∑
ν⊢n
K−1λ,νsν .
The coefficients K−1λ,ν are the inverse Kostka numbers define by
(4.1) K−1λ,ν =
∑
T
(−1)ht(T ),
which is summed over special rim hooks T with underlying Young diagram ν. See [19, page 105] for full
details. Particularly, Macdonald’s book notes that K−1λ,µ = 0 unless λ  ν in dominance order.
Lemma 4.10. Let n ≥ 4. Then
(i) [s(n−2,2)]XG = [m(n−2,2)]XG − [m(n−1,1)]XG and
(ii) [s(n−2,2)]XSn = −1.
(iii) If α(G) ≤ n− 2 then [s(n−2,2)]XG ≥ 0.
(iv) If α(G) = n− 1 then G = Sn.
Proof. From the definition of inverse Kostka numbers given below equation (4.1) we can see thatK−1(n−2,2),(n−2,2) =
1, K−1(n−1,1),(n−2,2) = −1 and K
−1
(n),(n−2,2) = 0. Since K
−1
λ,µ = 0 unless λ  µ we know that s(n−2,2) only
appears in the expansion of mλ in the Schur basis when λ  (n − 2, 2). Such λ are (n), (n − 1, 1) and
(n− 2, 2). So using the expansion of XG in the monomial basis we can calculate the coefficient of s(n−2,2),
which is
[s(n−2,2)]XG = K
−1
(n−2,2),(n−2,2) · [m(n−2,2)]XG +K
−1
(n−1,1),(n−2,2) · [m(n−1,1)]XG +K
−1
(n),(n−2,2) · [m(n)]XG
= [m(n−2,2)]XG − [m(n−1,1)]XG.
Note that the star Sn has exactly one stable partition of type (n − 1, 1) and doesn’t have any stable
partitions of type (n − 2, 2). By Theorem 2.9 we have [m(n−2,2)]XSn = 0 and [m(n−1,1)]XSn = 1 so
[s(n−2,2)]XSn = −1. Further note that if α(G) ≤ n − 2 there is no stable partition of G of type (n − 1, 1),
so [s(n−2,2)]XG = [m(n−2,2)]XG ≥ 0. Lastly note that in the case where G is a connected graph with
α(G) = n− 1 there are n− 1 vertices with no edges between them and at most n− 1 edges from these n− 1
vertices to the last nth vertex. For the graph to be connected we need all n− 1 edges, which describes the
star Sn. 
We now have everything we need to prove stars are independent elements.
Proposition 4.11. The star Sn is an independent element in Sn for n ≥ 4.
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7
Figure 4. On the left we have L4,3 and on the right we the Hasse diagrams of its associated
poset P4,3
Proof. Let G be a connected graph that is not a star. By Proposition 4.9 we know that Sn is a maximal
element in Sn so we only have to show that G ≥s Sn is always false. Because connected graphs can have at
most n− 1 independent vertices by Lemma 4.10 we know that α(G) ≤ n− 2 and so [s(n−2,2)]XG ≥ 0. Recall
that by Theorem 2.17 that [s(1n)]XG > 0 because [s(1n)]XG counts the number of acyclic orientations of G.
Using Corollary 2.18 and Proposition 4.9 we have that
[s(n−2,2)]Xs(G,Sn) = −1− 2
n−1 [s(n−2,2)]XG
[s(1n)XG
< 0,
which shows that G ≥s Sn is false. 
Corollary 4.12. The poset Sn is not a lattice for n ≥ 4.
Proof. Lattices do not have independent elements, which by Proposition 4.11 the poset Sn has. 
In Sn, similar to En, we have that the family of lollipop graphs on n vertices form a chain with the
complete graph as the minimal element and the path as the maximum element. The proof is more complex
than in the case of En, so we present the proof in its own section.
5. Lollipops in the Chromatic Schur-positivity poset
In this section we prove that the set of lollipops {Lm,n : m+n = N} are a chain in the poset SN . However,
the proof will not be as simple as it was in the case of EN . We will use Gasharov’s [11] interpretation for the
coefficients of XG in the Schur basis. This interpretation is in terms of P -tableau in the case when G is an
incomparability graph of (3 + 1)-free poset. All lollipop graphs are examples of incomparability graphs of
(3 + 1)-free posets. Before we present the needed background on P -tableaux we will set up our proof. First
we will need the coefficient [s(1m+n)]XLm,n .
Proposition 5.1. We have [s(1m+n)]XLm,n = 2
nm!.
Proof. Using Theorem 3.19 and equation (2.6) we have that
[s(1m+n)]XLm,n = (−1)
m+nχLm,n(−1) = 2
nm!,
which completes the proof. 
To prove that the lollipops form a chain it suffices to show that Lm,n ≥s Lm+1,n−1 for any m ≥ 2 and
n ≥ 1. Using Proposition 5.1 this is equivalent to showing that
Xs(Lm,n, Lm+1,n−1) = XLm,n −
2
m+ 1
XLm+1,n−1
is Schur-positive. It suffices to show that
2 · [sλ]XLm+1,n−1 ≤ (m+ 1) · [sλ]XLm,n .
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Figure 5. For m = 3 and n = 4 on the left we have Lm+1,n−1 and on the right we have
Lm,n using the vertex labels A, B and C.
Now we will quickly introduce P -tableaux in the case of lollipops. See [11] for more details. Consider the
poset Pm,n on [m + n] where i ≤Pm,n j if and only if i ≤ j and ij /∈ E(Lm,n). The lollipop Lm,n is the
incomparability graph of Pm,n. See Figure 4. A P-tableau of shape λ ⊢ m+n for Lm,n is a filling of the Young
diagram of λ. We will use the convention of drawing our Young diagrams of shape λ = (λ1, λ2, . . . , λℓ(λ))
so that row 1 is at the top with λ1 boxes, row ℓ(λ) is at the bottom with λℓ(λ) boxes and all row are left
aligned. We will number columns left to right. We fill the Young diagram with [m+ n] so that:
(1) The rows are increasing with respect to the poset Pm,n.
(2) There are no adjacent decreases along the columns with respect to the poset Pm,n.
This means that if i appears to the left of j in the same row then i <Pm,n j and if i appears immediately
above j in the same column then i 6>Pm,n j. Let Tλ,m,n be the collection of all P -tableau for Lm,n of shape
λ. Gasharov’s result states that
[sλ]XLm,n = #Tλ,m,n
so all we have to show is that
2 ·#Tλ,m+1,n−1 ≤ (m+ 1) ·#Tλ,m,n.
We will show the inequality above by defining an injection
fλ : [2]× Tλ,m+1,n−1 → [m+ 1]× Tλ,m,n.
To more easily compare P -tableaux for Lm,n and Lm+1,n−1 we will relabel the vertices [m + n] with A =
{A1, A2, . . . , Am}, C and B = {B1, B2, . . . , Bn−1}. In Lm+1,n−1 the vertices in A are those in Km+1 not
adjacent to the path, C is the vertex in Km+1 adjacent to the path and the path is labeled with B so that
the smaller subscripts are closer to C. In Lm,n the vertices in A − {Am} are those in Km not adjacent to
the path, Am is the vertex in Km adjacent to the path and the path is labeled with B ∪ {C} so that C is
closest to Am and the smaller subscripts in B are closer to C. See Figure 5.
With these labels we can now more specifically describe the P -tableaux.
Lemma 5.2. The following are the rules for adjacent cells in the P -tableaux of Lm+1,n−1.
(1) Let X be immediately left of Y .
(i) If X ∈ A then Y ∈ B.
(ii) If X = C then Y ∈ B − {B1}.
(iii) If X = Bi then Y = Bj with j ≥ i+ 2.
(2) Let X be immediately above of Y .
(i) If X ∈ A then Y can have any label.
(ii) If X = C then Y can have any label.
(iii) If X = Bi, i ≥ 1, then Y = Bj with j ≥ i− 1 considering C = B0.
We now have all the background we need to define our injection fλ, but in order to make our argument
smoother we will first establish some facts about P -tableaux in the following structure lemma.
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Lemma 5.3. We have the following for T ∈ Tλ,m+1,n−1.
(a) All of the fillings from A∪ {C} appear in the first column.
(b) The tableau T /∈ Tλ,m,n if and only if C appears directly above some Aj with j ∈ [m− 1].
(c) Column 1 of T is composed of, reading from top to bottom, A′, B′, C, A′′ and B′′ where A′ and A′′ are
contiguous blocks of cells with fillings from A and B′ and B′′ are contiguous blocks of cells containing
fillings from B, any of which could possibly be empty. Particularly, if B′ is non-empty then B′ contains
{B1, B2, . . . , Bs} with subscripts increasing as you go up in T .
(d) If Bs appears in column c of T and Bs+1 appears in column c + 1 below Bs then above and including
Bs+1 appear all of Bi, i ∈ [s + 1, s + L] for some L > 1, in a contiguous block of cells with subscripts
increasing as we go up in T . To the immediate right of Bs we have one of the Bi, i ∈ [s + 1, s + L].
Additionally, any Bi above Bs+L in column c+ 1 has i < s and any Bi below Bs+1 in column c+ 1 has
i > s+ L.
Proof. Part (a) is clear from the fact that A ∪ {C} are minimal elements in Pm+1,n−1.
Part (b) comes from the fact that Lm,n and Lm+1,n−1 have the exact same edges except Lm,n is missing
the edges between the vertices in A−{Am} and C. This means that if T ∈ Tλ,m+1,n−1 then the only relations
that could disrupt T ∈ Tλ,m,n is C >Pm,n Ai for all i ∈ [m− 1]. Meaning that T /∈ Tλ,m,n if and only if C is
above Aj for some j ∈ [m− 1].
Part (c) follows from Lemma 5.2. The contiguous block breaks down particularly follows from the fact
that directly below a filling from B we can only have another filling from B or the filling C. After this filling
C we could have some fillings from A, but as soon as there is one more filling from B then we only have
fillings from B. Now we will use the labels for the contiguous blocks of cells described in part (c) of this
lemma. From the information we have we can conclude exactly what the fillings of B′ are if B′ is non-empty.
Because B′ is above the filling C by Lemma 5.2 the only possibility is that it contains {B1, B2, . . . , Bs} with
subscripts increasing as you go up in T .
For part (d) assume that Bs appears in column c of T and Bs+1 appears in column c + 1 below Bs in a
lower row. We know for sure by Lemma 5.2 that to the right of Bs we have Bt where t ≥ s + 2. The only
way to have Bt in column c+1 somewhere above Bs+1 is to have t > s+1 and for there to be all of the Bi,
i ∈ [s+1, t], between Bs+1 and Bt with subscripts increasing as we go up in T . This pattern of fillings from
B with increasing subscripts may continue beyond Bt in consecutive cells until some highest Bs+L. Because
we know the placement for all Bi for i ∈ [s, s + L] by Lemma 5.2 we can conclude that all Bi above Bs+L
in column c+ 1 have i < s and any Bi below Bs+1 in column c+ 1 have i > s+ L. 
Now we will define our injection fλ : [2]×Tλ,m+1,n−1 → [m+1]×Tλ,m,n. Let T ∈ Tλ,m+1,n−1 and k ∈ [2].
Case 1: Say T ∈ Tλ,m,n and k ∈ [2]. We map
fλ(k, T ) = (m− 1 + k, T ).
See Figure 6 for an example. This case is clearly well defined and injective. Additionally, note that the first
coordinate of the output is either m or m + 1. We will see in Case 2 and Case 3 of our map that the first
coordinate of the output will be at most m− 1, so will not intersect Case 1.
Case 2: Say that instead T /∈ Tλ,m,n and the first coordinate of our input is k = 1. By Lemma 5.3
(a) and (b) we know that C must appear in the first column of T directly above Aj for some j ∈ [m − 1].
Let T ′ be T but we switch Aj and Am. Because Aj and Am have the same relations in Pm+1,n−1 certainly
T ′ ∈ Tλ,m+1,n−1. Since C is now immediately above Am we can conclude by Lemma 5.3 (b) that T ′ ∈ Tλ,m,n.
We map
fλ(1, T ) = (j, T
′).
See Figure 6 for an example. Note in this case that the first coordinate of the output is at most m−1, which
means outputs from Case 2 do not intersect with outputs from Case 1. Also note in all outputs from this
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(2, ) 7→ (4, )
C B2
A3B1
A1B3
A2
C B2
A3B1
A1B3
A2
(1, ) 7→ (2, )
C B2
A2B1
A1B3
A3
C B2
A3B1
A1B3
A2
Figure 6. We have two examples for fλ : [2] × Tλ,4,3 → [4]× Tλ,3,4 where λ = (2, 2, 2, 1).
On the left we have an example from Case 1 and on the right we have an example from
Case 2.
case that C appears directly above Am in T
′. This assures us that we are injective. We will show in Case 3
that our outputs do not have C immediately above Am.
Case 3: Say that we still have T /∈ Tλ,m,n but the first coordinate of our input is now k = 2. Again
by Lemma 5.3 (a) and (b) we know that C is appears in the first column of T directly above Aj for some
j ∈ [m− 1]. This case will be more complicated, but we will be mapping
fλ(2, T ) = (j, T
′′)
for some P -tableau T ′′ ∈ Tλ,m,n whose construction we describe next.
According to Lemma 5.3 (c) we can decompose the first column of T as in Figure 7 where A′ and A′′ are
contiguous blocks of cells containing vertices from A and B′ and B′′ are contiguous blocks of cells containing
vertices from B, any of which could possibly be empty. We will shift the blocks of cells containing B′ and
C down below Aj and A′′ which we shift up as displayed in Figure 7. We will call this move the A-shift
and the new tableau formed T ′. We can see that column 1 in T ′ satisfies the conditions necessary in
order to be a P -tableau for Lm+1,n−1. However, we aren’t guaranteed that T
′ is a P -tableau for Lm+1,n−1
because of possible issues between columns 1 and 2. From Lemma 5.3 (c) we know that B′, if nonempty,
contains fillings B1, B2, . . . , Bs with subscripts increasing as we go up. So our A-shift moves around fillings
from A ∪ {C,B1, B2, . . . , Bs}. Because all B1, B2, . . . , Bs are in column 1 we can conclude that all of
A∪{C,B1, B2, . . . , Bs} share the same relations with any possible filling from column 2 (except the relation
between Bs and Bs+1), so the A-shift preserves all properties we need in order to be a P -tableau for Lm+1,n−1
except in the case where Bs gets shifted down to be left of Bs+1. If that is not the case let T
′ = T ′′ and
we are done. Now consider the unfortunate case where Bs gets shifted down to be left of Bs+1. In this
case we know in T that Bs is in column 1 row r and Bs+1 is in column 2 below row r in row r + a where
a = #(A′′ ∪ {Aj}). By Lemma 5.3 (d) we can conclude that above and including Bs+1 in column 2 we have
all of Bi for i ∈ [s + 1, s + r + a] in a contiguous block of cells with subscripts increasing as we go up and
Bs+r+a in row 1. We will vertically cycle the block of cells containing Bi for i ∈ [s+1, s+r+a] so that Bs+1
is in row r (immediately right of where Bs was originally in T ). Call this the column 2 B-shift. Using the last
parts of Lemma 5.3 (d) we are assured that the first two columns satisfying the conditions needed to be a
P -tableau for Lm+1,n−1. If the resulting tableau happens to additionally be a P -tableau for Lm+1,n−1 then
this P -tableau is our T ′′. Otherwise by similar reasons as before to the right of Bs+r+a after the column 2
B-shift we have Bs+r+a+1, which is in row r + 1. Also similar to before, above and including Bs+r+a+1 we
have all of Bi for i ∈ [s+ r + a+ 1, s+ 2r + a+ 1] with subscripts increasing as we go up and Bs+2r+a+1 is
in row 1. We will vertically cycle the block of cells containing Bi for i ∈ [s + r + a + 1, s + 2r + a + 1] so
that Bs+r+a+1 is in row 1 (immediately right of where Bs+r+a was originally in T ). Call this the column
3 B-shift. We will continue doing these column B-shifts until we arrive at a P -tableau of Lm+1,n−1. This
P -tableau is T ′′. See Figure 7 for an example.
During our construction of T ′′ we have shown that T ′′ ∈ Tλ,m+1,n−1. Because the filling immediately
below C in T ′′ is either non-existent or a filling from B we know by Lemma 5.3 (b) that T ′′ ∈ Tλ,m,n, so our
map is well defined. Recall that in this case we mapped fλ(2, T ) = (j, T
′′) where j ≤ m− 1, so we have in
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A′
B′
C
Aj
A′′
B′′
A′
Aj
A′′
B′
C
B′′
T =
A2 B6 B9 B12
B2 B5 B8
B1 B4 B7
C B3 B11
A1 B10
A3
T ′′ =
A2 B4 B7 B12
A1 B3 B9
A3 B6 B8
B2 B5 B11
B1 B10
C
Figure 7. On the left we illustrate the A-shift in general by drawing only the first column.
On the right we display T and T ′′ in an example for Case 3 in the map fλ : [2]× Tλ,4,12 →
[4]× Tλ,3,13 where λ = (4, 3, 3, 3, 2, 1) and fλ(2, T ) = (1, T ′′).
the output the filling C in T ′′ not immediately above Am. This means that Case 3 outputs do not intersect
with those from Case 1 or Case 2.
Lastly, we only have to argue why Case 3 is injective. Case 3 is injective because if fλ(2, T ) = (j, T
′′)
comes from Case 3 we can recover T from (j, T ′′). Note that because of the A-shift T ′′ has its first column as
follows reading from top to bottom: a contiguous block of cells containing all of A in some order, a contiguous
block of cells B′ with fillings from B, C and finally another contiguous block of cells B′′ with fillings from B.
Because j is specified we can split the top contiguous block of cells containing everything from A into A′,
those above Aj , and A′′, those blow Aj . This allows us to undo the A-shift. Let T˜ ′ be T ′′ with the A-shift
undone. Because of how we defined the column 2 B-shift, we know we did a column 2 B-shift if there is
some Bs in column 1 followed immediately to its right by Bs+1. Note that in T˜
′ the occurrence of a Bs in
column 1 followed immediately to its right by Bs+1 will only happen because of a B-shift. If we can identify
the block of cells we cycled in the column 2 B-shift then we will be able to undo this shift. This block will
contain the cell Bs+1, the cell below Bs+1 filled with some Bs+t, t > 1, and all other cells containing Bi,
i ∈ [s + l, s+ t] for some smallest l ≤ t with subscripts decreasing consecutively as we go down. The block
of cells continues above Bs+1 up until we reach row 1 with subscripts increasing consecutively as we go up.
Now that we have identified all cells in the block that we cycled in the column 2 B-shift we can undo the
column 2 B-shift by cycling vertically until Bs+1 is at the bottom. We can similarly undo all other column
B-shifts, each of which will be indicated by some Bi in column c with a Bi+1 to its immediate right. Since
we have recovered T from (j, T ′′) we have proven that Case 3 is injective and can further conclude that fλ
is injective.
Proposition 5.4. The set of lollipops {Lm,n : m+n = N} are a chain in SN . The path PN is the maximal
element and the complete graph KN is the minimal element in the chain.
6. Further Directions
One motivation behind setting up these posets was to study e-positivity and Schur-positivity of chro-
matic symmetric functions. More is known about Schur-positivity of chromatic symmetric functions since
Gasharov [10] has proven that incomparability graphs of (3+1)-free posets are Schur-positive, but it has yet
to be proven that the same class of graphs are all e-positive. Guay-Paquet [13] has reduced the question to
only needing to show that incomparability graphs of (2 + 2) and (3 + 1)-free posets are e-positive, a family
of graphs better known as unit interval graphs. Since we have proven that G is e-positive if and only if
G ≥e Kn in En in Proposition 2.20 the poset En gives us another approach to e-positivity. We can now
show G is e-positive by finding and proving a sequence of inequalities G ≥e G1 ≥e G2 ≥e · · · ≥e Gl ≥e Kn.
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For example the inequalities proven in Proposition 3.21 prove that lollipop graphs are e-positive, although,
lollipops have been proven to be e-positive previously by several methods previously [6, 12].
Below we conjecture many inequalities between connected unit interval graphs in En, which can be
placed in series to show any connected unit interval graph is e-positive. First we need a description of
unit interval graphs. There are many equivalent definitions for unit interval graphs with some equivalences
proven in [8]. Here we will describe unit interval graphs on vertices in [n] using a collection of intervals
[a1, b1], [a2, b2], . . . , [al, bl]. The graph will have an edge between i and j whenever i, j ∈ [ak, bk] for some k.
These intervals can be chosen inefficiently, but can also be chosen uniquely if we require that ak < ak+1 and
bk < bk+1 for all k ∈ [l − 1]. Using this unique choice of intervals for a unit interval graph we can state the
following conjecture.
Conjecture 6.1. Let G be a connected unit interval graph defined by the intervals
[a1, b1], [a2, b2], . . . , [al, bl]. Let G
′ be the connected unit interval graph defined by the intervals [a1, b1], [a2, b2], . . . , [al−
1, bl] . Then
G ≥e G
′.
Since we form a series of connected unit interval graphs from the complete graph to any connected unit
interval by extending the last interval, Conjecture 6.1 would imply that all unit interval graphs are e-positive.
The conjecture has been confirmed up until n = 7.
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