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A brief, nontechnical description of IRT
IRT is a statistical methodology for conducting latent-variable modeling in which the responses to items on an instrument are assumed to be explained by one or more latent (unobserved) variables (also referred to as constructs, traits, abilities, etc.). IRT emphasizes the probability of a response for each item as being a function of the level of the latent variable and item characteristics. In the case of binary scored items, the response probability is typically expressed using the logistic function (referred to in IRT as the item characteristic curve [ICC] ), in which the probability of a "correct" response (with "correct" representing a "yes" in a yes or no response or a "1" in a 1 or 0 response, etc.) is on the y axis and is plotted against levels of the underlying latent variable θ (theta). The investigator is typically interested in assessing the position of the latent variable where the probability of a "correct" response for an item is 0.50.
The further to the left on the horizontal axis of the ICC that this intersection occurs, the stronger the inclination to choose the "correct" response over the "incorrect" response, and vice versa. In the jargon of IRT, an item is considered easier if a "correct" response is obtained at a lower range of the latent variable relative to other items and is considered more difficult if a "correct" response is obtained at a higher range of the latent variable relative to the other items (correspondingly, the model parameter that provides this estimate is called an "item difficulty parameter"). After fitting an IRT model (presumably after determining that it fits the data better than other available models), the investigator may inspect the item information function to see how much information (and where along the continuum) each item contributes about the latent variable. Moreover, the investigator may inspect the test information function-which summarizes the behavior of all items in a single curve-to ensure that the instrument differentiates best between respondents in the desired range of the latent variable. For example, a medical researcher may be interested in developing an instrument to detect early warning signs of impending dementia. Such an instrument would have its best differentiation capabilities in the lower range of scores of the latent trait. Conversely, a researcher developing an instrument to measure perceived pain may desire to have its best differentiation potential in the higher range of scores to ensure that a patient experiences a relatively high level of pain before receiving a powerful narcotic. Finally, an investigator will want to assess whether any item exhibits differential item functioning; that is, whether individuals belonging to different subgroups, but with the same level of the latent variable, have a different probability of responding "correctly" to the item. Although the preceding description of IRT focuses on instruments using binary scored items, IRT can also be used to develop instruments with polytomous items (which may be ordinal or nominal) or instruments with a mix of item types (called hybrid models). Fortunately, the various functions used for developing instruments with binary scored items are readily applied in these more complex models as well.
Overview
The first four chapters in this book lay the conceptual groundwork for IRT, including definitions (chapter 1), introduction of the logistic and normal ogive functions as a foundation of IRT (chapter 2), the connection between IRT and classical test theory and factor analysis (chapter 3), and the links between generalized linear models, logistic regression, nonlinear factor analysis, and IRT (chapter 4).
Until chapter 11, the emphasis is on instruments with binary scored items. As such, chapter 5 describes the IRT models used in the binary case. These include the one-, two-, and three-parameter logistic models (which Stata refers to as 1pl, 2pl, and 3pl, respectively). The base model is a 2pl model in which the two parameters estimated for each item are a (called an "item discrimination parameter", which represents the steepness of the ICC at the point where the probability of a "correct" response is 0.50) and b (called an "item difficulty parameter", which represents the point on the latent variable scale where the probability of a "correct" response is 0.50). A 1pl model (sometimes referred to as a Rasch model) is a special case of the 2pl model in which the item discrimination parameter is assumed equal across all items. A 3pl model introduces an additional parameter g to the 2pl model to account for the possibility of guessing.
Chapter 6 provides a comprehensive tutorial, using empirical data, on how to conduct an IRT analysis for binary scored items using Stata's irt command. This involves choosing the best-fitting logistic model (from the three models described in chapter 5) based on information criteria (that is, the likelihood-ratio test, Akaike information criterion, and Bayesian information criterion), transforming the predicted latent scores into T -scores, and plotting the associated ICC.
Chapter 7 describes in greater detail the statistical methods underlying IRT modelestimation procedures that use the maximum likelihood method and briefly discusses how these models can account for missing data under the missing at random assumption.
Chapter 8 introduces additional IRT functions and curves such as the item information function, test information function, and test characteristic curve.
Chapter 9 provides a general framework for instrument development that uses the functions and curves described in the previous chapter.
Chapter 10 is devoted to assessing differential item functioning; that is, whether there is evidence that individuals belonging to different subgroups, but with the same level of the latent variable, have a different probability of responding "correctly" to the item. In Stata, differential item functioning can be assessed using two official commands, diflogistic and difmh. However, the authors also provide helpful code using gsem to perform the more complicated Benjamin-Hochberg multiple-testing procedure to assess differential item functioning.
Chapter 11 shifts from binary scored items to instruments with ordered or nominally scored items and introduces hybrid instruments that may contain a combination of item types. Several new models are introduced in this chapter to handle these types of items, including the nominal response model, the graded response model, the partial credit model, the generalized partial credit model, and the rating scale model. As in the case of models for binary scored items, model selection here is also aided by the Akaike information criterion and Bayesian information criterion indices. The functions or curves that support models for polytomously scored items are generalizations of those for binary scored items and thus are interpreted in a comparable fashion-with one notable exception: whereas the ICC plots the probability of a "correct" response against levels of the underlying latent variable for binary scored items, the category response function is used in polytomous scored items to plot the probability for response in that category as a function of the latent variable. In other words, each category within an item is modeled separately in a category response function, and each item in the instrument is modeled in turn. This chapter also introduces hybrid models, which are fit in Stata using the irt hybrid command. In a hybrid model, the user specifies which models (chosen from the array of models available) should be used for specific items in the overall set.
Chapter 12 introduces the reader to multiple item response theory (MIRT) models, which are models used for instruments that appear to reveal more than a single latent variable based on the response patterns of respondents. After briefly describing the underlying theory and statistical properties of MIRT, the authors provide an empirical example using the gsem command (the irt command does not currently contain commands for performing MIRT). An important feature of the MIRT modeling process is assessing whether an MIRT model actually fits the data better than a unidimensional model. As before, this assessment is aided by Akaike information criterion and Bayesian information criterion indices.
Comments
This book accomplishes what it proposes to do in providing an introductory to intermediate level discussion of IRT and demonstrates its implementation using Stata. The book is well organized and strikes the right balance between theory, statistics, and application. Although instructors will likely find it suitable as a course textbook, individuals who prefer independent study will have no problem mastering the material on their own.
I would change very little about this book, and my suggestions all relate to additions that the authors could consider for future editions. First, in chapter 9, readers would benefit from at least one worked example of instrument construction and development using information functions. This topic is too important to leave the exposition in the theoretical. Second, in chapter 11, it would be valuable to demonstrate scoring (and score transformations) for instruments with polytomous and hybrid items. It is not intuitive if scoring of these instrument types can be performed by replicating the procedure presented in section 6.7 for instruments with binary scored items or if a different procedure must be followed. Finally, chapter 12 currently presents the case in which a unidimensional IRT model is shown to fit the data better than a multidimensional IRT model. It would be instructional to describe a case where the MIRT is considered a more appropriate model for the data and to illustrate how the related functions and curves are generated and interpreted.
In summary, I strongly recommend this book for both students of an introductory course in instrument development and for more seasoned researchers interested in conducting IRT analyses in Stata who may not have been exposed to IRT as part of their statistical training.
