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Since Boolean algebra was introduced into the field of analysis of logic circuits, Boolean
fUllctions have occupied a fundamental position in the field of logic synthesis, In other
words, the researches into methods to represent Boolean functions have become very
important to design of logic circuits. With the recent advance in Very Large-Scale Inte-
gration technology, design of logic circuits grows out of manual control, and therefore, it is
entrusted to automatic Computer-Aided Design systems. The performance of such CAD
systems widely depends on how effective method to manipulate Boolean expressions they
adopt, thus the researches on the representation of Boolean functions are the matters of
weight in the field of VLSI design.
Sum-of-prodlids forms are classical but fundamental idea to represent Boolean func-
tions, Sum-of-products forms are regarded as a special case of Boolean expressions that
are actualized in a two-level AND-OR structure such as Programmable Logic Array, The
optimization problem of sum-of-products forms is applicable to the optimization of the
sizes of PLAs, and various CAD systems to optimize sum-or-products forms have been
developed. However] these conventional CAD systems manipulate sum-of-products forms
with linked-list structure, thus several operations between sum-or-prod ncts forms con-
sume enorlllOUS time and space III these systems. An efficient method to manipulate
sum-of-products forms is desired,
Ringsulll-of-products forms were originally from the mathematical representation of
Boolean functions, and now they are regarded as a special case of Boolean expressions that
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2are actualized in a two-level AND-XOR structure. The researches on the minimization
of rillgsum-of-products forms have been developed from a rather theoretical point of view
than that of slIm-of-products forms, and several CAD systems to optimize ringsum-of-
products forms have been developed. However, these CAD systems manipulate ringsulll-
of-products forms with Binary Decision Diagrams or their extensions, thus these systems
can manipulate only 22" of 23" ringsum-of-products forms. It is too powerless, and an
efficient method to represent ringsum-of-products forms is desired.
This thesis proposes Ternary Decision Diagrams as a graph representation method for
both sum-of-products forms and ringsum-of-products forms. This thesis discusses theoret-
ical aspects of Ternary Decision Diagrams, their implementations, and their applications
all logic synthesis. Chapters 2 to 4 discuss about Ternary Decision Diagrams themselves,
chapter 5 discusses the implementation of the Ternary Decision Diagrams Library, and
chapter 6 discusses the applications.
In chapter 2, we define Ternary Decision Diagrams from the mathematical point of
view. Then we discuss how the sets of products are represented on Ternary Decision Dia-
grams. Brief definitions of Binary Decision Diagrams and Quasi-reduced Binary Decision
Diagrams are mentioned there.
In chapters 3 and 4, we discuss about the set operations on TDDs, which are essential
operations on sum-of-products forms and ringsum-of-products forms, respectively. Then,
we discuss about combinatorial circuits manipulations on Ternary Decision Diagrams
using the set operations for sum-of-products forms and ringsum-of-products forms. vVe
also discuss about the conversion between Ternary Decision Diagrams and Binary Decision
Diagrams in the chapter.
In chapter 5, we discuss about the implementation techniques of the Ternary Decision
Diagrams Library. Experimental results to compare the sizes between Ternary Decision
Diagrams and Binary Decision Diagrams are also shown in the chapter.
III chapter 6, we apply Ternary Decision Diagrams for three problems in the field of
logic synthesis. First, we discuss about an effective method to generate prime implicants
3011 sum-of-products Ternary Decision Dia.grams. Second) we discuss about an effective
method to generate neighfunctions on sum-of-products Ternary Decision Diagrams. Third)
we discuss about an effective method to generate an optimized ringsum-of-products forms
with Ternary Decision Diagrams using the set operations for ringsum-of-procluets forms.
Throughout this thesis, we realize that Ternary Decision Diagrams are very effective
method to manipulate Boolean functions, and that the research all Ternary Decision
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Since Boolean algebra was introduced into the field of analysis of logic circuits by Naka-
jima, Hanzawa, and Shannon" [1, 2], Boolean functions have occupied a fundamental po-
sition in the field of logic synthesis. In other words, the researches into effective methods
to represent Boolean functions have become very important to design of logic circuits.
With the recent advance in Very Large-Scale Integration technology, the design of logic
circuits grows out of manual control, and therefore, it is entrusted to automatic Computer-
Aided Design systems. The performance of such CAD systems widely depends on how
effective method to manipulate Boolean functions they adopt, thus the researches on the
representation of Boolean functions are the matters of weight in the field of VLSI design.
Sum-of-products forms (also called cube sets, PLA forms, or two-level AND-OR logics)
are classical but fundamental idea to represent Boolean functions introduced by Quine
[3]. Sum-of-products forms are regarded as a special case of Boolean expressions that are
realized in a two-level AND-OR structure such as Programmable Logic Array [9]. The
optimization problem of sum-of-products forms [6, 7] is applicable to the optimization
of the sizes of PLAs, and various CAD systems to optimize sum-of-products forms have
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10 CHAPTER 1. INTRODUCTION
been developed [10, 13, 14, 15]. However, these conventional CAD systems manipulate
sum-of-products forms with linked-list structure, thus several operations between sum-of-
prod ucts forms consume enormous time and space in these systems. An efficient method
to manipulate sum-of-products forms is desired.
Rin gsum-of-products forms (also called Reed-Muiler expansions, exclusive~or-sum-of­
products forms, or two-level AND-XOR logics) we.re originally from the mathematical rep-
resentation of Boolean functions by Reed and Muller [4, 5], and now ringsum-of-products
forms are regarded as a special case of Boolean expressions that are realized in a two-level
AND-XOR structure [8]. The researches on the minimization of ringsum-of-products
forms has been developed from a rather theoretical point of view [12, 17] than that of
sum~of-products forms, and several CAD systems to optimize ringsum-of-products forms
have been developed [21, 26, 29]. However, these CAD systems manipulate ringsum-
of-products forms with Binary Decision Diagrams (mentioned later) or their extensions,
thus these systems can manipulate only 22" of 23" ringsum-of-products forms. It is too
powerless, and an efficient method to manipulate ringsum-of-products forms is desired.
Binary Decision Diagrams were invented by Akers [H)-to represent Boolean functions.
Then a very efficient method to manipulate Boolean functions on BDDs was developed
by Bryant [16]. Thereafter, BDDs have become very popular in the field of VLSI logic
system designs, and have occupied very high position at implementing CAD systems
[18, 19, 26, 31]. However, BDDs represent Boolean functions, and cannot represent SUIll-
of-products forms or ringsum-of-products forms without some extensions [24, 30]. In other
words, BDDs are rather powerless to represent sets with binate literals, and new idea to
represent sets of prod licts is required.
Ternary Decision Diagrams were first introduced to represent Pseudo Kronecker Ex-
pressions [23, 25], which are subclass of ringsum-of-products forms, and were then used to
manipulate some subclass of sum-of-products forms [28]. Nowadays a very efficient method
to manipulate both sum-of-products forms and ringsum-of-products forms on TDDs has
been proposed by the author [33]. With the method, Ternary Decision Diagrams acquire
1.2. OVERVIEHI OF THESIS
properties:
• to represent sets of products uniquely,
• to manipulate sum-of-products forms efficiently, and
• to manipulate ringsull1~of-productsfor111s efficiently.
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Furthermore, the operations such as Cartesian products or weak division of sets of prod-
ucts, which are hardly implementable on the conventional CAD systems, are very easily
realized on Ternary Decision Diagrams. The research on Ternary Decision Diagrams will
contribute the development of CAD systems.
1.2 Overview of Thesis
This thesis discusses theoretical aspects of Ternary Decision Diagrams, their implemen-
tations, and their application~ on logic synthesis. Chapters 2 to 4 discuss about Ternary
Decision Diagrams themselves, chapter 5 discusses the implementation of the Ternary
Decision Diagrams Library, and chapter 6 discusses the applications.
In chapter 2, we define Ternary Decision Diagrams from the mathematical point of
view. Then, we discuss how the sets of products are represented on Ternary Decision
Diagrams. Both sum-of-products forms and ringsum-of-products forms can be considered
as the sets of products, thus in the chapter we discuss that Ternary Decision Diagrams
uniquely represent these forms. Also in the chapter we mention about the brief definitions
of Binary Decision Diagrams and Quasi-reduced Binary Decision Diagrams.
In chapter 3, we first discuss about the set operations on TDDs, which are essential
operations on sum-of-products forms, including union, Cartesian product, weak division,
intersection, difference, and complement. All of these operations are defined recursively,
and they are very easily implementable. Then, we discuss about combinatorial circuits
manipulations on Ternary Decision Diagrams using the set operations for sum-of-products
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forms. Namely, in the chapter we discuss how we manipulate AND-, OR-, XOR-, and NOT-
gates in the circuits under the sum-of-products Ternary Decision Diagrams. We also
discuss about the conversion between sum-of-products Ternary Decision Diagrams and
Binary Decision Diagrams.
In chapter 4, we first discuss about the set operations on TDDs, which are essential
operations on rillgsum-of-products forms, including symmetric difference, riugsum prod-
uct, ringsum weak division, and ringsum complement. All of these operations are defined
recursively, and they are very easily implementable. Then, we discuss about combina-
torial circuits manipulations on Ternary Decision Diagrams using the set operations for
ringsum-of-products forms. In other words, we discuss how we manipulate AND-, XOR-, OR-,
and NOT-gates in the circuits under the ringsum-of-products Ternary Decision Diagrams.
We also discuss about the conversion between ringsum-of-products Ternary Decision Di-
agrams and Binary Decision Diagrams.
In chapter 5, we discuss about the implementation techniques of the Ternary Deci-
sion Diagrams Library. The real structure of the nodes of Ternary Decision Diagrams is
mentioned, and the effectiveness of the operation-result table is discussed here. Also, we
consider some skillfulmechanisl1ls to guarantee canonicals of Ternary Decision Diagrams.
Experimental results to compare the sizes between Ternary Decision Diagrams and Binary
Decision Diagrams are shown in the chapter.
In chapter 6, we apply Ternary Decision Diagrams for three problems in the field
of logic synthesis. First, we discuss about an effective method to generate prime impli-
cants [7] on sum-of-products Ternary Decision Diagrams. The generation of the prime
implicants is a fundamental problem in the field of logic design, and is required at so
many scenes in logic synthesis. Second, we discuss about an effective method to generate
neighfunctiol1s [20] on sum-of-products Ternary Decision Diagrams. The neighfunction
is the sum of implicants which is subsumed by a particular minterm, and is used in a
PLA-optimizer llTACCO" [22]. Third, we discuss about an effective method to generate
an optimized ringsum-of-products forms with Ternary Decision Diagrams using the set
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operations for ringsum-of-products forms. Among the set operations, weak division is the
most significant. operation for the optimization.
Chapter 7 concludes this thesis.




2.1 Ternary Decision Diagrams
Ternary Decision Diagrams are direct 3-degree acyclic graphs denoted by an 8-tuple
(V) llil [TI, Eo) El, E.. , X) ..\); where [ill and IT! are leaf nodes, V is a set of non-leaf nodes,
Eo) El, and E.. are the edges, i.e. mappings fro111 V to VU{[ill,[]}, X={Xl,X2)" ,)xlI } is a set.
of variables, and ..\ is the labeling of the non-leaf nodes that is a mapping from V to X;
and TDDs must satisfy following three rules:
i) Variable Ordering Rille (see Figure 2.1)
There exists a total order x01 > x02 > ... > Xo" on X such that
Eo(V)EV:::} '>"(V»'>"(EO(V)),
"IvEV, El(V)EV:::} '>"(V»'>"(El(V))' and
E.. (v)EV:::} '>"(V»'>"(E.(V)).
ii) Node Reduction Rule (see Figure 2.2)
'ivEV, €o(v)#[Q] V €l(V)#[Q].
iii) Node Unification Rule (see Figure 2.3)
vv,v' EV) .>..(v)=.>..(v') 1\ Eo(V)=EO(VI ) 1\ £l(V)=El(V') /\ E.(V)=E.(V') :::} v=v'.






Figure 2.1: Variable Ordering Rule on TDDs
(a) illegal TDD (b) legal TDD
Figure 2.2: Node Reduction Rule on TDDs
2.2. BINARY DECISION DJAGRAlVIS
• [ill represents t.he empty set 0.
• [] represents the set {I}.
17
• A non-leaf node VEV represents the union of the following three sets; the set of the
logical product of .\(v) and every product in the set represented by EO(V)' the set of
the logical product of .\(v) and every product in the set represented by El(V), and
the set represented by E.. (V).
It is sure on this definition that any two different nodes in TDDs represent two different
sets of products, and that any set of products can be represented by its corresponding
node in TDDs. In other words, nodes of TDDs are canonical for sets of products. Figure
2.4 shows an example of sets of products represented by nodes in TDDs. In the rest of
this t.hesis, we think of 0, {I}, {x£}, and {xd (XiEX) as basic sets that are given in TDDs
from the beginning.
In the next chapter, we regard that TDDs represent sum-of-products forms by sets
of products. In chapter 4, s~parately from chapter 3, we regard that TDDs represent
ril1gsum-of-products forms by sets of products.
2.2 Binary Decision Diagrams
Binary Decision Diagrams [11, 16] are direct 2-degree acyclic graphs denoted by a
7-tuple (V, [2], [TI, fa, El, X, .\); where I]] and ITJ are leaf nodes, V is a set of non-leaf
nodes, EO and El are the edges, i.e. mappings from V to VU{~,ITJ},X={ Xl,X2,' . ',x,,} is a
set of variables, and .\ is the labeling of the non-leaf nodes that is a mapping from V to
X; and BDDs must satisfy following three rules:
i) Variable Ordering Rule
There exists a total order X01 > XfJ 2 > ... > Xo" all X such that







Figure 2.3: Node Unification Rule on TDDs
Figure 2.4: Sets of products represented in TDDs
2.3. QUASI-REDUCED BINARY DECISION DIAGRAAIS
ii) Node Reduction Rule
'iYEV, Eu(v)iE](v).
iii) Node Unification Rule
''iY,v'EV, .\(v)=.\(v') 1\ EO(V)=Eo(V') 1\ E](V)=t](vl ) ::::} v=,,'.
We define a Boolean function represented by a node in BDDs as follows:
• @] represents the Boolean function 0 (so-called inconsistency).
• [I] represents the Boolean function 1 (so-called tautology).
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• A non-leaf node vEV represents the logical sum of the following two Boolean func-
tions; the logical product of .\(v) and the Boolean function represented by to(v),
and the logical product of .\(v) and the Boolean function represented by t1(V),
It is sure on this definition that any two different nodes in BDDs represent two different
Boolean functions, and that any Boolean function can be represented by its corresponding
node in BDDs. In other words, nodes of BDDs are canonical for Boolean functions.
2.3 Quasi-reduced Binary Decision Diagrams
Quasi-reduced Binary Decision Diagrams [32] are direct 2-degree acyclic graphs
denoted by a 7-tuple (V, @], [I], EO, tIl X, .\); where @] and [] are leaf nodes, V is
a set of non-leaf nodes, to and t1 are the edges, i.e. mappings from V to vu{[Q],[TI},
X={Xl,X2," "x lI } is a set of variables, and .\ is the labeling of the non-leaf nodes that is
a mapping from V to X; and QBDDs must satisfy following two rules:
i) Strong Variable Ordering Rule
There exists a total order XII] > X02 > ... > Xo" on X such that
v { .\(V)=XII; (i =I- n) => .\(EO(V))=.\(€l(V))=Xlli+] and
VEV,
'\(v)=XO,. => EO(V), E1(V)E{[Q], [TI}
20 CHAPTER 2. PRELIMINARiES
ii) Node Unification Rule
vv,v'EV, A(V)=A(V/) 1\ to(v)=to(v/) 1\ tl(V)=Cl(VJ ) :::} v=v/.
We define a Boolean function represented by a node in QBDDs as follows:
• [Q] represents the Boolean function a (so-called inconsistency).
• [IJ represents the Boolean function 1 (so-called tautology).
• A non-leaf node vEV represents the logical sum of the following two Boolean func-
tions; the logical product of A(V) and the Boolean function represented by EO(V),
and the logical product of A(V) and the Boolean function represented by Cl(V),
It is sure on this definition that any two different nodes in QBDDs represent two different
Boolean functions, and that any Boolean function can be represented by its corresponding





When a set of products is given> it can be regarded either as a sum-of-products form or
as a ringsum-of-products form. For example, the set {X1XZX3, XZ l XZX3} can be regarded
either as X1XZX3+XZ+XZX3 or as XIXZX3EBxzEBXZX3' Hence, when we represent a set of
products in TDDs, we carry out different operations on TDDs according as our view of
the set, namely, the sum-of-products form or the ringsum-of-products form.
In this chapter, we regard that Ternary Decision Diagrams represent sum-of-products
forms by sets of products. In other words, all TDDs appearing in this chapter are for sum-
of-products forms, and all set operations are defined as they are used on operations on
sum-of-products forms. Figure 3.1 shows an example of sum-of-products forms represented
by TDD.
We conjecture all procedures mentioned in this chapter have worst case time complex-
ity O(IR/) where Iftl is the worst size of resulting TDDs, assuming that the operation at
each node requires constant time and that the same operation is never computed twice
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llsing t.he operation-result table [16].
3.2 Sum-of-Products Operations
Here we consider essential operations on TDDs in which we represent sum-of-products
forms. In other words, we think about Haddition," "multiplication/' and Hlogicalnot" in
the field of sum-of-products forms.
3.2.1 Addition of SOP Forms
In this section, we consider lladdition" of two sum-of-products forms. Namely weconsider
how to realize, for example, "X2+XIX3 added to XIX2X3+XZ+XZX3 gives XIX2X3+X2+X2X3+
XIX3" on Ternary Decision Diagrams.
The set operator union, denoted by u, can actualize the addition of two sum-of-
products forms. For example, {XIX2X3, X2, X2X3}U{X2, XIX3}={XIX2X3, X2! X2X3, XiX3}
can be regarded as (XIX2X3+X2+X2X3)+(X2+XIX3)=XIX2X3+X2+X2X3+XlX3. We can re-
alize the procedure for the operator U on TDDs as shown in Figure 3.2. The procedure
is mainly based on the following formula (where the forms A to F include neither Xi nor
Xi, and XiA denotes the set consisting of the products of Xi and all elements in A):
and it terminates when it reaches to the leaf nodes, where the rules pu0=P, 0uQ=Q, and
{l}U{l}={l} are used.
3.2.2 Multiplication of SOP Forms
Here we consider "multiplication" of two sum-of-products forms. Namely we consider how
to realize, for exaniple, c'XIX2X3+X2+X2X3 multiplied by Xl+X3 gi~es XIX2X3+XIX2+XZX3"
on Ternary Decision Diagrams.
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The set operator Cartesian product, denoted by x, can actualize the multiplicat,ion
of two sum-of-products forms. For example, {XlX2X3, X2, XZX3} x {Xl, X3}={ XlXZX3, XlX2,
XZX3} can be regarded as (XlXZX3+XZ+XZX3)(Xl+X3)=XlXZX3+XlX2+XZX3' We can realize
the procedure for the operator x on TDDs as shown in Figure 3.3. The procedure is based
on the following formula:
(XiAUXiBUC) x (XiDUXiEUF)=
xi«(A xD)U(AxF)U(CxD))UXi«B xE)U(B xF)U(CxE))U(Cx F)
and it terminates when it reaches to the leaf nodes, where the rules P x 0=0 and P x {l}=p
are used.
Then we consider an inverse operation for the multiplication of sum-of-products forms.
In other words, we consider "division" on the field of sum-of-products forms.
In order to make the "division" one-valued, we define a set operation named weak
division, denoted by I, as described below:
Vtlhen sets of products P .and Q are given, the quotient R=P IQ is the maximum
set that satisfies RxQ~P, where R does not include variables appeared in Q.
For example, {XIXZX3, X2, X2X3} I{I, xd={X2X3}' We can realize the procedure for the
operator / on TDDs as shown in Figure 3.4. The procedure is based on the following
formula (n denotes the intersection of sets of products):
(xiAUXiBUC) I (xiDUxiEUF)=(AID)n(B IE)n(elF)
when D#0 or Ei0. Otherwise we use the formula
The procedure terminates when the rule P10=00 or PI{l}=P is used, where 00 means
the universal set which satisfies oonR=R for any set R.
In order to implement the weak division procedure, we need the set operation inter-
section, denoted by n, on TDDs. The procedure for the operator n on TDDs (shown in
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Figure 3,5) is similar to the one for U save that its termination rules are pn0=0, 0nQ=0,
and {l}n{l}={l}.
Lastly, we consider getting a remainder after a weak division, In other words, after
XIX2X3+X2+X2X3 divided by l+Xl gives the quotient X2X3, we should think how to get
the remainder X2'
The set operator difference, denoted by -, is suitable for the purpose, since we can get
the remainder with P-((P /Q) xQ) as a set of products, The procedure for the operator
- on TDDs (shown in Figure 3.6) is similar to the one for U save that its termination
rules are P-0=P, 0-Q=0, and {l}-{1}=0.
3.2.3 Logical Not of SOP Forms
When a sum-of-products form F is given, we often need a ltlogical not" sum-of-products
form F' of F which satisfies:
• F added to F
'
gives a sum-of-products form of the Boolean function I, and
• F multiplied by F
'
gives the sum-of-products form of the Boolean function O.
Here we define an unary set operation complement, denoted by ~, to get one of such
"logical not" sum-of-products form as a set of products. Figure 3.7 shows the procedure
for the operator ~ 011 TDDs. The procedure is based on the following formula:
(xiAUxiBUC)=(xiUA)(XiUB)C=xi(AC)Uxi(BC)U(ABC)=
Xi (AUC) UXi (BUC)U(AUBUC)
and 'it terminates when it reaches to the leaf nodes, where the rules 0={1} and {1}=0 are
used.
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3.3 Combinatorial Circuits Manipulation Using SOP-
TDDs
In this section, we mention about the method to generate representation of outputs of
all gates in combinatorial circuits under the sum-of-products Ternary Decision Diagrams.
Here we assume that the circuits consist of 2-input AND-gates, 2-input OR-gates, 2-input
XOR-gates, and i-input NOT-gates. We also assume that primary inputs are represented by
given sets of {Xi}'
i) 2-input AND-gate
When a 2-input AND-gate, whose inputs are represented in sum-of-products forms
P and Q, is given, we generate P xQ for its output as shown in Figure 3.8. For
example, when the two inputs of an AND-gate are represented in XIX2X3+X2+X2X3
and Xl +X3, its output results in XIX2X3+XIX2+X2X3' TDDs actualize this operation
as the Cartesian produc~ procedure mentioned in the previous section.
ii) 2-input OR-gate
When a 2-input OR-gate, whose inputs are represented in sum-of-products forms P
and Q, is given, we generate PUQ for its output as shown in Figure 3.9. For example,
when the two inputs of an OR-gate are represented in XIX2X3+X2+X2X3 and X2+X1X3,
its output results in xIX2X3+X2+X2X3+XIX3. TDDs actualize this operation as the
union procedure mentioned in the previous section.
iii) 2-input lOR-gate
When a 2-input lOR-gate, whose inputs are represented in sum-of-products forms P
and Q, is given, we generate (PUQ) x (PUQ) for one of the sum-of-products forms
of its output as shown in Figure 3.10. For example, when the two inputs of an
lOR-gate are represented in XIXZX3+X2+X2X3 and X2+XIX3, its output results in
X2+xlxZX3+xl X2X3+Xl X2 X3+XIX2 X3· TDDs actualize this operation as the cOll1bi-
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nation of the complement procedure, the union procedure, and the Cartesian product
procedure mentioned in the previous section.
iv) NOT-gate
When a NOT-gate, whose input is represented in sum-of-products form P, is given, we
generate Ii for its output as shown in Figure 3.11. For example, when the input of a
NOT-gate is represented in X2+XIX3, its output results in XIX2+Xl X2 X3+ X 2 X3. TDDs
actualize this operation as the complement procedure mentioned in the previous
section.
3.4 Conversion between SOP-TDDs and BDDs
In this section, we consider a. method to convert a Binary Decision Diagram into a sum-
of-products Ternary Decision Diagram which represents the same Boolean function rep-
resented by the BDD I vice versa.
When a Binary Decision Diagram is given, we can obtain a sum-of-products Ternary
Decision Diagram which represents the same Boolean function represented by the given
BDD, adding [Q]-directed *-edges to all non-leaf nodes of the BDD. For example, the Bi-
nary Decision Diagram in Figure 3.12(a) is given, we can obtain the Ternary Decision Dia-
gram in (b). They both represent the same Boolean function XIX2X3+Xl X2+XIX2 X3+XIX2.
This is because all the products, which we can derive from all paths from the top node to
ITJ in a Binary Decision Diagram, are disjointed with one another. Therefore, the Boolean
function represented by the BDD is regarded as the sum of the products, and it is easily
represented by the SOP-TDD whose O-edges and I-edges constitutes the same graph of
the BDD and whose *-edges direct [Q).
Inversely, when a sum-of-products Ternary Decision Diagram is given, we can obtain
a Binary Decision Diagram which represents the same Boolean function represented by
the given SOP-TDD, as follows:.
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Step.l Generate Ternary Decision Diagram which represents the set of minterms,
where the sum of the minterms expresses the same Boolean function as the
given SOP-TDD. In order to generate such "sum-of-minterms') TDD Q from
the given SOP-TDD P, we use Shannon Expansion as described below:
Step.2 Remove nodes whose O-edge and I-edge point the same node. In order to
remove Xi-labeled ones of such "redundant" nodes from the Ternary Decision
Diagram Q and obtain the new Ternary Decision Diagram Q', we use the
following formula:
QI = QU(Q/{Xi' Xi})-(Q/{x;, Xd)X{Xit Xi} •
We can remove all nodes whose O-edge and I-edge point the same node by
applying the formula on all variables (Xl to x ll ).
Step.3 Remove all *-edges.
For example) the sum-of-products Ternary Decision Diagram in Figure 3.13(a) is given,
first we can obtain the sum-of-minterms Ternary Decision Diagram in (b), second the
"irredundant" sum~of-product5 Ternary Decision Diagram in (c), and last the Binary
Decision Diagram in (d). The SOP-TDD in (a) represents Xl X2+XIX2+X3, the SOM-
TDD in (b) represents Xl X2 X3+XI X2X3+XIX2X3+XIXZ X3+XIXZX3+XIX2X3, the TDD in
(c) and the BDD in (d) represent XIX2X3+XI X2+XIX2 X3+XIX2. They all represent the
same Boolean function.
We emphasize here that the conversions, especially steps I and 2, can be realized
within the procedures for sum-of-products Ternary Decision Diagrams.
~, . '.' . '. ;-
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, Figure 3.1: Sum-of-products forms represente~ in TDDs
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u
(a) >'(llode of P)=A(node of Q)
(b) >.(node of P»,A,(node of Q)
(c) >.(node of P)<,A,(node of Q)
Figure 3.2: Procedure to compute PUQ
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x
(a) A(node of P)='x(node of Q)
(b) A(node of P»A(node of Q)
(c) A(node of P)<A(llode of Q)
Figure 3.3: Procedure to compute P xQ
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/
(a) A(node of P)=A(node of Q)
(b) >.(node of P»>'(node of Q)
Q
;Co/",A/~
(c) A(node of P)<>.(node of Q)
Figure 3.4: Procedure to compute P /Q
P/Q
o
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(b) ),(node of P»).(node of Q)
Q
;9",-An~=b
(c) ).(node of P)<).(node of Q)
Figure 3.5: Procedure to compute pnQ
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P-Q
;9~
(a) A(node of P}=A(node of Q}
(b) >.(node of P»>'(node of Q)
Q;9~A-~=b
(c) >.(node of P)<A(node of Q)
Figure 3.6: Procedure to compute P-Q
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Figure 3.7: Procedure to compute P
Figure 3.8: AND-gate manipulation on SOP-TDDs
~D-PUQ
Figure 3.9: DR-gate manipulation on SOP-TDDs
Figure 3.10: XOR-gate manipulation on SOP-TDDs
p--l>-p
Figure 3.11: NOT-gate manipulation on SOP-TDDs
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(a) given BDD (b) SOP-TDD
Figure 3.12: Convert BDD into SOP-TDD











When a set of products is given, it can be regarded either as a ringsum-of-products
form or as a sum-of-products form. In this chapter, we regard that Ternary Decision
Diagrams represent ringsum-of-products forms by sets of products. In other words, all
TDDs appearing in this chapter are for ringsum-of-products forms, and all set operations
are defined as they are used on operations on ringsum-of-produets forms. Figure 4.1 shows
an example of ringsum-of-products forms represented by TDD.
We conjecture all procedures mentioned in this chapter have worst case time complex-
ity O(IRI) where IRI is the worst size of resulting TDDs, assuming that the operation at
each node requires constant time and that the same operation is never computed twice
using the operation-result table [16].
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4.2 Ringsum-of-Products Operations
Here we consider essential operations on TDDs in which we represent ringsum-of-products
forms. In other words) we think about ((addition,ll "multiplication/' and "logical not" in
the field of ringsum-af-praducts forms.
4.2.1 Addition of ROP Forms
In this section, we consider ((additionll of two ringsum-of-products forms. Namely we con-
sider how to realize, for example, ((X2E&XIX3 added to XIX2X3EElX2E&x2x3 gives XIX2X3$X2X3EEl
XIX3ll all Ternary Decision Diagrams.
The set operator symmetric difference, denoted by EB, can actualize the addition of
two ringsum-of-products forms. For example, {XIX2X3, X2, X2X3}EEl{X2, XIX3}={XIX2X3,
X2 X 3, XIX3} can be regarded <l.5 (XIX2X3EElX2EElX2X3)EB(X2EBXIX3)=XIX2X3E&X2X3EElXIX3. We
can realize the procedure for the operator EEl on TDDs as shown in Figure 4.2. The
procedure is mainly based all the following formula:
and it terminates when it reaches to the leaf nodes, where the rules PE&0=P, 0EBQ=Q,
and {I }ffi{1}=0 are used.
4.2.2 Multiplication of ROP Forms
Here we consider "multiplicationll of two ringsum-of-products forms. Namely we consider
how to realize) for example, "XIX2X3EBx2EBX2X3 multiplied by Xl EBX3 gives XIX2EB X ZX 3" on
Ternary Decision Diagrams.
We define a set operator ringsum product, denoted by 0, to actualize the mul-
tiplication of two ringsum-of-products forms. Namely, we define the operator 121 which
satisfies, for example, {XIX2X3, X2, X2X3}®{Xl, X3}={XIX2, X2X3}. This example can be
regarded as (X;X2X3EBx2EBx2X3)(Xlffix3)=Xlx2E&X2x3 from the ringsum-of-products form
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point of view. The procedure [or the operator 0 on TDDs is similar to the one for x save
that EB is llsed to sum up three internal products instead of U as shown in Figure 4.3. The
procedure is based on the following formula:
(XiAEBX j BEBC)0(x j DEBx j EEBF)=
Xi( (A®D )EB(A0F)EB(C®D) )EBxi( (B®E)EB(B®F)EB(C0E) )ED( C0F)
and it terminates when it reaches to the leaf nodes, where the rules P®0=0 and P0{1}=P
are used.
Then we consider an inverse operation for the multiplication of ringsum-of-products
forms. In other words, we consider "division" all the field of ringsum-of-products forms.
III order to make the ((division" one-valued, we define a set operation named ringsmll
weak division, denoted by 0, as described below:
When sets of products P and Q are given, the quotient R=P0Q is the maxi-
mum set that satisfies R0Q~P, where R does not include variables appeared
in Q.
For example, {XIX2X3, xz, x2x3}0{l, xd={ X2X3}' In the fact, however, this operator 0
is the same as the operator / mentioned in the previous chapter, since R0Q is equal to
Rx Q when R does uot include variables appeared in Q. Thus in the rest of this thesis we
use the weak division operator / for the "division" of ringsum-of-products form. Figure
4.4 shows the procedure for the operator / on TDDs. The procedure terminates when
the rule P /0=00 or P /{l}=P is used, where 00 means the universal set which satisfies
oonR=R for any set R.
Lastly, we consider getting a remainder after a weak division on the field of ringsum-of-
products forms. In other words, after XIX2X3E9x2E9xzX3 divided by lE9xl gives the quotient
XZX3, we should think how to get the remainder X2·
The set operator symmetric difference EB, mentioned in the previous section, is suitable
for the purpose since we can get the remainder with PE9((P /Q)0Q) as a set of products.
The procedure for the .operator ED on TDDs is shown in Figure 4~2 ..
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4.2.3 Logical Not of ROP Forms
When a ringsum-of-products form F is given, we often need a "logical not" ringsum-of-
prod ucts form F
'
of F which satisfies:
• F added to F' gives a rillgsum-of-products form of the Boolean function 1, and
• F lllultiplied by F' gives a ringsum-of-products form of the Boolean fUllction O.
Here we define an unary set operation ringsum complement, denoted by -, to get one
of such "logical not" ringsum-of-products form which is represented by a set of products.





and it terminates when it reaches to the leaf nodes, where the rules 0={1} and [i}=0 are
used.
4.3 Combinatorial Circuits Manipulation Using ROP-
TDDs
In this section, we mention about the method to generate representation of outputs of all
gates in combinatorial circuits under the ringsum-of-products Ternary Decision Diagrams.
Here we assullle that the circuits consist of 2-input AND-gates, 2-input OR-gates, 2-input
XOR-gates, and I-input NOT-gates. We also assullle that primary inputs are represented by
given sets of {Xi}. So in this section,
i) 2-input AND-gate
When a 2-input AND-gate, whose inputs are represented in ringsum-of-products forms
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P and Q, is given, we generate P0Q for its output as shown in Figure 4.6. For
example, when the two inputs of an AND-gate are represented in XIX2:1'3EBX2t.BX2X3
and Xl EBx3, its output results in XIX2E±3x2X3. TDDs actualize this operation as the
ringsulll product procedure mentioned in the previous section.
ii) 2-input OR-gate
When a 2-input OR-gate, whose inputs are represented in ringsulll~of-products forms
.-
P and Q, is given, we generate P0Q for one of the ringsum-of-products forms of its
output as shown in Figure 4.7. For example, wh·en the two inputs of an OR~gate are
represented in xlx2x3EBx2EBx2x3 and xIEBX3 its output results in Xl Xz X3EBX2 X3EBl.
TDDs actualize this operation as the combination of the ringsum complement pro~
cedure and the ringsum product procedure mentioned in the previous section.
iii) 2-input XOR-gate
When a 2-input XOR-gate, whose inputs are represented in ringsum~of-products forms
P and Q, is given, we generate PEBQ for its output as shown in Figure 4.8. For
example, when the two inputs of an XOR-gate are represented in Xlx2x3EBX2EBX2X3 and
X2EBXIX3 its output results in XIX2X3EBX2X3EBXIX3' TDDs actualize this operation as
the symmetric difference procedure mentioned in the previous section.
iv) NOT-gate
When a NOT-gate, whose input is represented in ringsum-of-products form P, is given,
we generate P for its output as shown in Figure 4.9. For example, when the input
of a NOT-gate is represented in Xlx2X3EBxZEBX2X3, its output results in Xlx2x3E!1X2 X3'
TDDs actualize this operation as the ringsum complement procedure mentioned in
the previous section.
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4.4 Conversion between ROP-TDDs and BDDs
In this section, we consider a method to convert a Binary Decision Diagram into a ringsum-
of-products Ternary Decision Diagram which represents the same Boolean function rep-
resented by the BDD, vice versa.
When a Binary Decision Diagram IS gIven, we can obtain a ringsum-of-products
Ternary Decision Diagram which represents the same Boolean function represented by the
given BDD, adding [Q}directed *-edges to all non-leaf nodes ofthe BDD. For example, the
Binary Decision Diagram in Figure 4.10(a) is given, we can obtain the Ternary Decision Di-
agram in (b). They both represent the same Boolean function XIX2X3E!7Xl x2E!7XIX2 x3E!7XIX2.
This is because all the products, which we can derive from all paths from the top node to
IT] in a Binary Decision Diagram, are disjointed with one another. Therefore, the Boolean
fUllction represented by the BDD is regarded as the ringsum of the products, and it is eas-
ily represented by the ROP-TDD whose O-edges and I-edges constitutes the same graph
of the BDD and whose *-edges direct [Q].
Inversely, when a ringsum-of-products Ternary Decision Diagram is gIven, we can
obtain a Binary Decision Diagram which represents the same Boolean function represented
by the given ROP-TDD, as follows:
Step. I Generate Ternary Decision Diagram which represents the set of minterms,
where the ringsum of the minterms expresses the salle Boolean function as
the given ROP-TDD. In order to generate such "ringsum-of-minterms" TDD
Qfrom the given ROP-TDD P, we use Shannon-Davia Expansion as described
below:
Step.2 Remove nodes whose O-edge and I-edge point the same node. In order to
remove Xi-labeled ones of such "redundant" nodes from the Ternary Decision
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Diagram Q and obtain the new Ternary Decision Diagram Q', we use the
following formula:
We can remove all nodes whose O-edge and I-edge point the same node by
applying the formula all all variables (Xl to X'I)'
Step.3 Remove all ",-edges.
For example, the ril1gsum-of-products Ternary Decision Diagram in Figure 4.11(a) is given,
first we can obtain the ringsum-of-minterms Ternary Decision Diagram in (b) I second the
"irredundant" ringsum-of-products Ternary Decision Diagram in (c), and last the Binary
Decision Diagram in (d). The ROP-TDD in (a) represents XIXJEl1x2X3EB1, the ROM-
TDD in (b) represents Xl Xz X3E!1xI XZX3Ef1XIX2x3EBXlx2 X3El1XIX2X3EBXIX2X3, the TDD in
(c) and the BDD in (d) represent XIX2x3El1XIX2EBXIX2X3EBXIX2' They all represent the
same Boolean function.
We emphasize here that the conversions, especially steps 1 and 2, can be realized
within the procedures for ringsum-of-products Ternary Decision Diagrams.




Figure 4.1: Ringsulll'-of-prbducts forms represented in TDDs
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(a) >.(node of P)=>.(node of Q)
(b) >.(node of P»>'(node of Q)
(c) >.(node of P)<>'(node of Q)
Figure 4.2: Procedure to compute PEBQ
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(a) A(node of P)=A(node of Q)
(b) A(n.ode of P»A(node of Q)
(c) A(node of P)<A(node of Q)
Figure 4.3: Procedure to compute P0Q
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/
(a,) A(node of P)=.\(node of Q)




(c) .\(node of P)<.\(node of Q)
Figure 4.4: Procedure to compute P /Q
P/Q
o
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(a) A={l} or B={l}
(b) A¢{l} and B¢{l}
Figure 4.5: Procedure to compute 13
Figure 4.6: AND-gate manipulation on ROP-TDDs
Figure 4.7: OR-gate manipulation on ROP-TDDs
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Figure 4.8: XOR-gate manipulation on ROP-TDDs
Figure 4.9: NOT-gate manipulation on ROP-TDDs
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(a) given BDD (b) ROP-TDD
Figure 4.10: Convert BDD into ROP-TDD









The procedures mentioned in chapters 3 and 4 have been implemented under UNIX C. The
implemented Ternary Dedsi0!1 Diagram Library consists of 13 user-accessible routines, 3
internal routines, one user-accessible header file, and one internal header file. In this
chapter, we discuss about the implementation of the Ternary Decision Diagram Library.
5.2 Structure of Nodes
In the Ternary Decision Diagram Library, the non-leafnode structure struct tdd_struct,












The elements tdd..zero_edge, tdd_one_edge, tdd_asterisk_edge, and tdd_variable store
particular values of the O-edge, the I-edge, the *-edge, and the variable (Xi) of the, non-leaf
node of Ternary Decision Diagrams, respectively. The four values make a hashed-key-
number for each non-leaf node, and tdd-hashlink is used for synonyms. tdd-in_counter
counts the number of incoming edges to the node. When tdd_in_counte.r gO,es t,o zero,
.- - ~-
the node is considered unused and will be reused to represent another set of prod-
ucts. tdd_timestamp counts up how many times the node is reused. The functions
of tdd_in_counter and tdd_timestamp are mentioned in section 5.5 in detail.
The leaf nodes [QJ and II] are defined as constants shown 'below: '
#define TOOEMPTY «tdd*)l)
#define TOOlSET «tdd*)3)
where TOOEMPTY means 0 and TOOlSET means {I}. The universal set 00 is defined as
#define TOOUNIV «tdd*)2)
for the division by 0.
, These definitions are all in the user-accessible header file named "tdd. h".
5.3 Structure of Operation-Result Table
In order to avoid calculating the same operation twice or more, we use operation-result
table which stores the result of the set operations on Ternary Decision Diagrams. For ex-
ample, once the TDD representing {Xl X2 X3, Xl X2X3, XIX2X3, XIX2 X3, XIX2X3, XIX2 X 3}
is constructed by the operation {Xl X2, XIX2+X3}X{XI X2 X3, Xl X2X3, XIX2X3, XIX2 X 3,
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XIX2 X3, XIX2X3, XI;l:2X3, XIX2X3} by tddprod (mentioned in section 5.4) as shown in Fig-
ure 5.1, the construction of {Xl X2 X3, XI X2X3, XIX2X3, XIX2 X3, XIX2X3, XIX3X3} ""ill never
occur for the operation {XIX'll XIX2+X3}X{XIX3X3, XIX2X3, XIX3X3, XIX3X3, XIX2 X 3,
XIX'lX3, XIX2X3, XIX2X3} while tddprod only increments the tdd_in_counter of the top
node of the TDD down below in Figure 5.1 and returns the top node. This is because the
operation-result table memorizes that
"The result of {XIX2' XIX2+X3}X{XIXZX3, XIX2 X 3, XIX2 X 3, XIX2 X 3, XIX2 X 3,
XIX2X3, XIXZX3, XIX'lX3} is {Xl X2 X3, Xl X2 X 3, XIX2X3, XIX2 X3, XIX2 X 3, XIX2 X 3}'"
In the Ternary Decision Diagram Library, the operation-result table structure struct









The elements tdd...left_arg and tddJighLarg point the argument nodes of opera-
tions, and tdd...lefLtimestamp and tddJ'ight_tirnestamp store their tdd_timestarnps.
tdd_calc-identifier stores the proper value to distinguish the set operations, namely
union, Cartesian product, weak division, intersection, difference, complement, symmetric
difference, ringsulll product, and ringsulll complement. tdd_answeLarg points the re~
suIt node of the operation, and tdd_answeLtimestarnp stores its tdd_timestarnp. This
definition is in the internal header file named t1tdd-internal. h" .
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To obtain basic sets {Xi} and {Xi}, the Ternary Decision Diagram Library has two routines:
tdd *tddnlit(unsigned int i)
tdd *tddplit(unsigned int i)
tddnlit returns the set {Xi} and tddplit returns {Xi}'
To increment and decrement tdd_in_counter of a non-leaf node, we use
tdd *tdddup(tdd *p)
int tddfree(tdd *p)
respectively. tdddup returns the argument itself, and tddfree returns the error number.
tdddup is considered as the duplication of the non-leaf node, and tddfree as the disposal.
tdddup and tddfree do nothing when the argument is 0 or {I}.
The Ternary Decision Diagram Library includes nine routines for the nine set oper-
ations, namely union, Cartesian product, weak division, intersection, difference, comple-
ment, symmetric difference, dngsum product, and ringsum complement:
tdd *tddunion(tdd *p,tdd *q)
tdd *tddprod(tdd *p,tdd *q)
tdd *tddwdiv(tdd *p,tdd *q)
tdd *tddinter(tdd *p,tdd *q)
tdd *tdddiff(tdd *p,tdd *q)
tdd *tddcmpl(tdd *p)
tdd *tddsdiff(tdd *p,tdd *q)
tdd *tddrprod(tdd *p,tdd *q)
tdd *tddrcmpl(tdd *p)
All these routines are implemented along the procedures mentioned in chapters 3 and 4,
and they use the operation-result table to avoid calculating the same operation twice or
more. For example, we discuss about the case when tddunion is called to'obtain PUQ.
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Step.I "Normalize" the operation for PUQ. Here "normalize" means that P and Q are
swapped when Qhas a smaller hashed-key-number than P. Of course, tddwdi v
and tdddiff do not "normalize" their operations, and tddcmpl and tddrcmpl
cannot do.
Step.2 Check the termination of the procedure. In other words, check whether P is
equal to 0 or whether Q is equal to {I}. (0 has the smallest hashed-key-number
and {I} has the second smallest. They have no synonyms.) If so, call tdddup
with Q to return it as the result.
Step.3 Check the operation-result table for the result of PUQ. When found, call
tdddup with the result to return it.
Step.4 Perform the calculation along the procedure mentioned in chapter 3. Namely,
call tddunion three times for the operations of O-edges, I-edges, and *-edges,
then call tdd...make-.node (mentioned in section 5.5) to make a new node R
whose edges point the result of the above three tddunions.
Step.5 Register "The result of PUQ is R" on the operation-result table. Also register
"The result of P - R is 0" and "The result of Q- R is 0" on the operation-result
table. Then return R as the result.
In tddsdiff, when PE9Q=R is registered on the operation-result table, QE9R=P and
PE9R=Q are also registered. In tddcmpl the registration of P=Q is followed by the
registration of P x Q=0. Also in tddrcrnpl P=Q by P0Q=0.
5.5 Internal Routines
The Ternary Decision Diagram Library has three internal routines:
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tdd *tdd_make_llodeCtdd *p,tdd *q,tdd *r,Ullsigned int i)
void tdd_calc_regCtdd *p,tdd *q,tdd **c,tdd *r)
tdd *tdd_calc_findCtdd *p,tdd *q,tdd **c)
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tddJIlake..node makes the non-leaf node whose O~edge, l-edge, *-edge, and variable are
p, q, r, and Xi, respectively. If such node already exists, tdd...make..node only calls
tdddup with the node to satisfy Node Unification Rule mentioned in chapter 2. Oth-
erwise, tdd...make..node finds an unused node, whose tdd~n_counter is equal to 0, from
the hashed node table and use it for the new node with incrementing its tdd_timestamp.
If the unused node is a reused node, whose tdd_timestamp was not 0, tdd...make..node calls
tddfree to dispose the nodes pointed by its O-edge, l-edge, and *-edge before the reuse.
In order to satisfy Node Reduction Rule mentioned in chapter 2, tdd....make..node first
checks whether both p and q are equal to 0 before the procedures mentioned above. If so,
tddJIlakeJlode only calls tdddup with r.
tdd_calc..reg registers "The result of popq is r" on the operation-result table, where
c indicates a proper value for the operation op. Inversely, tdd_calc..find returns "The
result of popq" when the operation is formerly performanced.
5.6 Experimental Results
In order to check out the performance of the implemented Ternary Decision Diagram
Library, the sizes (i.e. the numbers of nOll-leaf nodes) of Ternary Decision Diagrams
and Binary Decision Diagrams have been compared using several circuits from IWLS'93
Benchmark Set [27].
Table 5.1 shows the numbers of nonvleaf nodes to represent the outputs of the circuits
used in Ternary Decision Diagrams or Binary Decision Diagrams, when they are made
straightly along the circuit descriptions in the Benchmark Set. The sizes of quasi-reduced
Binary Decision Diagrams are shown for reference. Any of Ternary Decision Diagrams and
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Table 5.1: Sizes of TDDs and BDDs
TDDs
circuits SOP ROP QBDDs BDDs
bi 8 8 11 8
b9 329 241 1505 277
c8 270 143 627 219
cc 106 85 325 102
eu 119 70 239 138
ii 47 66 228 64
i2 268 282 599 273
i3 132 132 743 132
i4 204 780 3643 420
is 797 1230 10894 1026
i6 151 148 8532 222
i7 217 210 17547 485
i8 3463 1458 68621 5619
i9 402 370 11444 1159
xi 667 1548 7025 2004
x2 39 49 66 44
x3 3824 1060 25636 2433
x4 707 566 10142 944
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Binary Decision Diagrams has been made within 10 second CPU time on a SiliconGraphics
INDY Workstation.
When representing sum-of-products forms, 12 out of 18 Ternary Decision Diagrams are
smaller than their corresponding Binary Decision Diagrams, and the size of Ternary Deci-
sion Diagrams is 83% of the size of Binary Decision Diagrams all the average. When rep-
resenting ringsum-of-products forms, 11 out of 18 Ternary Decision Diagrams are smaller
than their corresponding Binary Decision Diagrams, and the size of Ternary Decision
Diagrams is 85% of the size of Binary Decision Diagrams on the average. We lleed
28 bytes/node for Ternary Decision Diagrams and 24 bytes/node for Binary Decision
Diagrams on the implementation here, so we can say that Ternary Decision Diagrams
representing sum-of-products forms are smaller than Binary Decision Diagrams and that
Ternary Decision Diagranls representing ringsum-of-products forms are not larger than
Binary Decision Diagrams, even when we do not optimize the sizes of forms and do not
care about the variable orderings on Ternary Decision Diagrams.
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Chapter 6
Applications for Logic Synthesis
6.1 Generating Prime Implicants by TDDs
Prime illlplicants [7] are the implicants of a given Boolean function, which do not subsume
any other implicants. The prime illlplicants are used to obtain the minimum sum-of-
products of the given Boolean function. In this section, we discuss about the method to
generate the prime implicants using sum-of-products Ternary Decision Diagrams.
When a Boolean fUllction is given in a sum-of-products form, we can generate the
s~lll-of-prime-implicantsform of the given function as follows [7]:
Step.1 Generate the sum-of-minterms form of the given function.
Step.2 Generate all implicants of the given function.
Step.3 Remove illlplicants which subsume other implicallts.
Along these steps, we discuss about the generation of the prime implicants with sum-of-
products Ternary Decision Diagrams in the following subsections.
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6.1.1 Generating Sum-of-Minterms TDDs
When an n-variable Boolean function f is given in a sum-of-products form P, we can
generate the sUl1l-of-l1linterl1ls form Q of f by Shannon Expansion:
Q = {Xl, Xd X {X2' xdx··· x{xn , xn}xP
as mentioned in section 3.4. For example, when XIX2X3+XIX3X4+XIX3+XIX3X4+X2 X3 X4 is
given as P for f, we can obtain the sum-of-minterms form XIX2X3 X4+XIX2X3X4+XIX2 X3 X 4+
Xl X2X3X4 +XI X2X3X4 +XI X2 X 3 X 4+Xl X2 X 3 X 4+XI X 2 X 3 X 4+Xl X2 X 3X 4 +XlX2 X 3 X 4+Xl X2 X3 X4 +
XIX2 X3 X4 of the given Boolean function f.
We can easily implement this procedure under Ternary Decision Diagrams, because we
can actualize the set operation Cartesian product appeared in the expansion on Ternary
Decision Diagrams as we discussed in chapter 3.
6.1.2 Generating All Implicants on TDDs
When an n-variable Boolean function f is given in its sum-of-mintenns form Q, we can
generate the sum-of-all-implicants form R of f by combining the minterms as shown below:
R:=Q
for i :=1 to n begin
R:=RU{R/{Xi, xd)
end
This procedure is mainly based on the fact that:
It is correspond to the combining of two implicants XiP and XiP into an implicant p.
As an example of the execution of this procedure, we show the transition of the set R in
Figure 6.1 when XIX2 X 3 X4+XIX2X3X4+XIX2 X3X4+XIX2X3X4+Xl X2X3X4+Xl X2X3X4+XIX2X3X4+
XIX2X3X4+XIX2X3X4+XIX2X3X4+Xl X2 X3 X4+ X I X 2 X3 X4 is given for f as Q. After the exe-
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cution, we have obtained the sum-of-all-implica.nts form XIX2X3 X4+XIX2X3X-t+XIx2 X3X4+
XIXZX3X-l+XI XZ X 3X 4 +XI XZX3X-l+XIXZX3X4+XIXZX3X4+XIX2X3X4+XIXZX3X4 +XI Xz X3 X4+
XIX:! X3 X4+''r2X3X4+X2X3X4+X2X3X4+X2 X3 X4+ X l X3 X4+XIX3X-t+XIX3X4+XIX3X-t+XIX3X.J.+
X3X4+XI X2 X4+XIX2X4+XIX2X4+XIX2 X4+ X I X4+ X I X2X3+XIX2X3+XIXZX3+XIX2 X3+XIX3+
XIXZ+XZ X4 of the given Boolean function f.
We can easily implement this procedure under Ternary Decision Diagrams, because
we can actualize the set operations appeared in this procedure, namely union and weak
division, on Ternary Decision Diagrams as we discussed in chapter 3.
6.1.3 Removing Redundant Implicants on TDDs
When an n-variable Boolean function f is given in its sum-of-all-implicants form R, we can
generate the sum-of-all-prime-implicants form S of f by removing redundant implicants
as shown below:
S:=R
for i: =1 to n begin
S: =S-(Rj {Xil Xi} X {Xi, Xi}}
end
This procedure is mainly based on the fact that:
(Rj{x., xd)3p iff R3xiP and R3XiP,
When R3xiP and R3xiP, R should include an implicant which is subsumed by XiP and
XiP since R consists of all implicants of f. Thus XiP and XiP can be removed from S.
As an example of the execution of this procedure, we show the transition of the set Sin
Figure 6.2 when XIX2X3 X4+XIX2X3X4+XIX2 X3X4+XIX2X3X4+Xl X2X3X4+XI X2X3X4+XIX2X3X-t+
XIX2X3X4+XIX2X3X4+XIX2X3X4+XI X2 X3 X4+ X I X Z X3 X4+X2X3X4+X2X3X4+X2X3X4+X2 X3 X4+
Xl X3 X4+XIX3X4+XIX3X4+XIX3X4+XIX3X4+X3X4+XI X2 X4+XIX2X4+XIX2X4+XIXZ X4+XI X4+
Xl X2X3+XIX2X3+XIX2X3+XIX2 X3+XIX3+XIX2+X2 X4 is given for f as R. After the exe-
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cution, we have obtained the sum-of-all-prime-implicants form X2X3X4+XIX3X4+X3X4 +
Xl X4+XIX2 X3+XIX3+XIXZ+XZ X4 of the given Boolean function 1·
We can easily implement this procedure under Ternary Decision Diagrams, because
we can actualize the set operations appeared in this procedure, namely difference, weak
division, and Cartesian product, on Ternary Decision Diagrams as we discussed in chapter
3.
6.2 Representing Neighfunction ·on TDDs
Neighfunction [20] is a :Boolean function, which is defined as the sum of prime implicants
which are subsumed by a particular minterm. The neighfunction is used to optimize sum-
0: -
of-products forms, especially to find essential and quasi-essential prime implicants in a
PLA-optimizer "TACCO" [22]. In this section, we discuss about the method to generate
the neighfunction using sum-of-products Ternary Decision Diagrams.
6.2.1 Neighfunction and Its Property
When a Boolean function I and a minterm p which satisfy 1 .P = P are given, 1p is the
neighfunction of p in 1iff
'tc S.t. c is a prime implicant of 1, c· p =p {:} 111' C = c.
For example, when the function 1is given as a Kamaugh map in Figure 6.3 and the
given minterm p is XIXZX3X4, the neighfunctian 1p is the function described in Figure 6.4.
Here we consider the property of the neighfunction IF' Let p denate the 'lliteral-
inverted" minterm of a mintenn p (far example, when p is XIXZX3X4, P is XIXZ X 3 X4)'
When a minterm q which satisfies 1· q = 0 is given, the neighfunction I p has the property
that
111' C = 0, where c is the minimum product which satisfies c· p= p and c. q = q.
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For example, when the given Boolean function f is as a Karnaugh map in Figure 6.3
and the given minterms p and q are XIX2X3X4 and Xl Xz X3X.1 respectively, the neighfunction
fp should be disjointed from Xz as shown in Figure 6.5.
Following to this property, we can easily say that fp is disjointed from the product of
literals which are included only in q but not in p.
6.2.2 Generating Neighfunction on TDDs
When a Boolean function fis given in a sum-of-products form P, and a minterm p which
satisfies f . p = p is given in the set of literals {81 , 82 , "', 8n} included in p, we can
generate a sum-of-products form Q of the neighfunction fp as follows:
Q:=P
for i:=l to n begin
end
Q:=Q
As an example of the execution of this procedure, we show th~ transition of the
set Q in Figure 6.6 when XIX2X3+XIX3x4 +XIX3+XIX3X4+X2 X3 X4 is given" for f and {Xl,
X2, X3, X4} is given for p. After the execution, we have got the sum..:of-products form
XIX2+XIXZX3X4+X2X3X4 which represents the neighfunction shown in Figure 6.4.
We can easily implement this procedure under Ternary Decision Diagrams, because we
can actualize the set operations appeared in this procedure, namely complement, union,
and weak division, on Ternary Decision Diagrams as we discussed in chapter 3.
6.3 Generating Optimized ROPs on TDDs
In this section, we discuss how we describe optimization techniques for ringsum-of-products
forms under the set operations on Ternary Decision Diagrams. Here we consider the
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ringsum-of-products Ternary Decision Diagrams, thus available operations are symmetric
difference, ringsum product, weak division, and ringsulU complement as we discussed in
chapter 4.
6.3.1 ROPs Optimization Techniques
There are four categories of the optimization techniques for ringsum-of-products forms,
50~called MERGE, RESHAPE, EXPAND, and REDUCE. In ROPs optimizers Ilowadays,
such as presented in [29], we apply these techniques one by OIle to rillgsum-of-products





XiXj$Xi Xj->xi$xh XiXjEElXiXj"-~Xi$Xj,XiXjEElxi->xixjEEll, XiXj$Xi-+Xi xj$l,
XiXj$xi->xiXjEEll, Xi Xj$Xi-+XiXj$1.
iv) REDUCE
XiEBXr-+XiXjEElXi Xj, XiEBXj->XiXjEElXiXj, XiXjEBl->xiXj$Xi, Xi XjEBl->xiXjEElXi,
XiXjEBl--",xiXjEBxi, XiXj$l->xi XjEElXi.
Here we note that any of these operations does not change the Boolean function which
the ringsul11~of-productsform expresses, and that the operations in EXPAND have their
corresponding inverse operations in REDUCE.
vVe consider the optimization of XIX2X3X4$XIX3X4Ef)XIX2 X3 X4~Xl X4$XIX3$X3 X 4 shown
in Figure 6.7 as an example of the application of these techniques for ringsum-of-products
forms.
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6.3.2 ROPs Optimization Techniques on TDDs
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Now we discuss how we realize the optimization techniques in the categories~MERGE, RE-
SHAPE, EXPAND, and REDUCE, by the set operations 011 ringsum-of-products Ternary
Decision Diagrams. In the following, we denote P as a ringsum-of-products form which is
required to be optimized.
i) MERGE
x$x~l is realized as P: =PEB(P/ {x, x} )0{X, x, I}).
xEBl~xis realized as P:=P$(P/{x, l}®{x, x, I}).
xffil~x is realized as P:=P$(P/{x, 1}0{x, x, I}).
ii) RESHAPE
XiXjEBXi~XiXjffixjis realized as P:=PEB(P/{XiXj, Xd®{XiXj, Xi, XiXj, Xj})'
xiEBXj~Xi$Xj is realized as P: =Pffi(P / {Xi, Xj }0{Xi, Xj, Xi, xj}).
XiXjEBXi~XiXjEBxiis realized as P:=PEB(P/{XiXj, Xt}®{XiXj, Xi, XiXj, Xj}).
XiXjEBXj~XiXjEBxiis realized as P:=PEB(P/{XiXj, Xj}®{XiXj, Xi, XiXj, Xj}).
xiEBxi~XiEBXj is realized as P: =PEB(P/{Xi, Xj}0{Xi, Xi, Xi, Xi})'
xiEBXj~xiEBxi is realized as P:=Pffi(P/{Xi, Xj}0{Xi, Xj, Xi, Xj}).
iii) EXPAND
XiXjffiXiXj~XiEBxiis realized as P:=PEB(P/{XiXj, xixi}®{XiXjl XiXj, Xi, Xj}).
XiXj$XiXj~XiEBXjis realized as P: =P$(P/ {XiXj, XiXj }0{XiXj, XiXi, Xi, Xj}).
xixiEBxi-XiXj$l is realized as P: =P$(P/ {XiXj, xi}0{ XiXj, Xi, XiXj II}).
XiXj$Xi-Xi xj$l is realized as P :=PEB(P/ {XiXj, Xi}®{ XiXj, Xi, Xi Xi, I}).
XiXj$xi-xixjEBl is realized as P;=PEB(P/{XiXj, xi}0{XiXj, Xi, XiXj, I}).
XiXjEBxi-XiXj$l is realized as P:=PEB(P/{XiXj, Xi}®{XiXj, Xi, XiXj, I}).
iv) REDUCE
x.jEBXi-XiXjEBXi Xi is realized as P: =Pffi(P j{Xi, Xi }®{ Xi, Xi' XiXjJ Xi xJ).
xi$xi-XiXi$XiXj is realized as P:=P$(P/{Xi, Xj}0{Xi' Xi' xixi, Xixi})'
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XiXjEBl-+XiXjEBXi is.realized as P:=PEB(P/{XiXj, 1}®{xixj, 1, xixl,Xi}).
xixjEBl-+xixjEBXi is realized as P:=PEB(P/{XiXj, 1}®{XiXj, 1, XiXj, Xi})'
XiXjEBl-+xiXjEElxi is realiz~d as P:=PEl7(P/{XiXj, l}®{xixj, 1, XiXj, xd).
xixj$l-+xixjEBxi is realized as P:=PEB(P/{XiXj, 1}0{xixj, 1, XiXj, Xi})'
According to this realization, Ternary Decision Diagrams can actualize any of the
ROPs optimization techniques by the set operations, which are symmetric difference, weak
division, and ringsulll product. Figure 6.8 shows an example to optimize XIX2X3X4EBXIX3x4
. . .
EBXIX2 X3 X4EBXl X4EBXIX3EBX3X4 by the set operations u~der Tern~y Decision Diagrams.
In this example, the number of products is reduced from 6 to 4 with 18 set operations.
. .' .
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{XIX2 X 3 X4, XIX2 X 3 X 4, XIX2 X3 X 4, XIXZX3X4, Xl X2 X 3 X 4, Xl X2 X 3 X 4, XIX2 X 3 X 4, XIXZX3X4,
XIXZ X 3X 4, XIX2 X 3 X 4, Xl X2 X3 X4, XIX2 X3 X4}
-l),R:=RU(R/{XII Xd)
{XIX2 X 3 X4, XIX2 X 3 X 4, XIX2 X3 X 4, XIX2X3X4, Xl X2X3X4, Xl X2X3X4, XIXZ X 3 X 4, XIXZX3X4",
XIX2 X 3 X 4, XIXZX~X4, Xl X2 X3 X4, XIX2 X3 X4, XZ X 3 X 4, XZ X 3 X 4, X2 X 3 X 4, X2 X3 X4}
-lJ,R:=RU(R/{X21 X2})
XIX3 X 4, XIX3X4, XIX3X4, XIX3 X 4, X3 X 4}
.!j.R:=RU(R/{X31 X3})
XIX2 X 3 X4, XIXZ X 3 X 4, Xl Xz X3 X4, XIX2 X3 X4, X2 X 3 X 4, X2 X 3 X 4, X2 X 3 X 4, X2 X3 X4, Xl X3 X4,
XIX3 X 4, XIX3 X 41 XIX3 X 4, XIX3 X 4, X3X4, XIX2 X 4, XIX2 X 4, XIX2 X 4, XIX2 X 4, XIX4, X2 X 4}
-U-R:=RU(R/{X41 X4})
XIX3 X 4, XIX3 X 4, XIX3 X 4, XIX3 X 4, X3 X 4, Xl X2 X4, XIXZ X 4, XIXZ X 4, XIX2 X4, Xl X4, Xl X2X3,
XIX2 X 3, XIX2 X 3, XlX2X3, XIX3, XIX2, X2X4}
Figure 6.1: Generating all implicants
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-lJ-S:=R
{XIX2X3 X4, XIX2X3X4, XIX2 X3 X 4, XIX2 X 3 X 4J Xl X2 X 3 X 4, Xl X2 X 3 X 4, XIX2 X 3 X4, XIX2 X 3 X 4,
XIX2X3X4, XIX2X3X4, Xl X2 X3 X4, XIX2 X3 X4, X2 X 3 X 4, X2 X 3 X4, X2 X 3 X 4, X2 X3 X4t Xl X3 X4,
XIX3X4, XIX3X4, XIX3X4, XIX3 X 4, X3 X4, Xl X2 X4, XIX2 X 4, XIX2 X4, XIX2 X4, Xl X4, Xl X2 X 3,
XIX2 X 3, XIX2 X 3, XIX2X3, XIX3, XIX2, X2 X4}
-lJ-s :=S-(R/{Xl, Xd X{Xli Xl})
X2 X4}
J.),S:=S-(R/{X2, X2}X{X2, X2})
{X2 X3 X4, X2 X 3 X 4, XIX3 X 4, XIX3 X 4, XIX3 X 4, X3 X 4,'XIX2X 4, XIX4, XIX2 X 3, XIX2 X 3, XIX3,
XIXZ, X2 X4}
J.),S: =S-(R/{X3' X3} X{X3t X~})
{X2 X 3 X4, XIX3 X 4, XIX3 X4, X3 X 4, XIX2 X4, XIX4t XIX2 X 3, XIX3, XIX2, X2X4}
J.),S:=S-(R/{X41 X4}X{X4, X4})
Figure 6.2: Removing redundant implicants
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x
X3 X 4
lX2 00 01 11 10
00 1 0 1 1
01 1 1 1 1
11 0 1 0 1
10 1 1 0 1
Figure 6.3: Given Boolean function f
x
X3 X 4
lXZ 00 01 11 10
00 0 0 0 0
01 1 1 1 1
11 0 1 0 0
10 0 0 0 0
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X3 X4
lX2 ,··00 '01' ,11., 10
00 1\ 0 -)
01 1 1 1 1
11 1
10 ( X)
Figure 6.5: Property of Neighfunction
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-U-Q:=P
{Xl X2 X3 X 4, XIX3 X 4, XIX2X3X4, XIX2X3X4, XIXZX3 X4}
-llQ: =QU{Qj{Xl})
{Xl X2 X3X4, X2 X3X4, XIX3X4, XIX2 X 3 X 4, XIX2 X 3 X 4, XIXZ X 3 X4}
~Q :=QU(Qj{X2})
{Xl X2 X3 X 4, X2 X3 X 4, XIX3 X 41 XIXZ X 3 X 4, XIX2 X 3 X 4, XIX2 X 3 X4, XIX3 X4}
'. ~Q:=QU(Qj{X3})




{Xl X2 X3 X 4, Xl X2 X3, Xl X2X4, Xl X2, X2 X3X4, Xz X3, X2 X 4, X2, XlX3 X 4, XlX3, XIX2 X 3 X 4,
XIX2 X 3, XIX2 X 3 X 4, XIX2X3, XIX2 X 3 X4, XIX2 X 4, XlX3 X4, XlX4}
-!JQ:=Q
Figure 6.6: Generating lleighfunction
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XIX2X3X4EBXIX3X4El:3xix2 X3 X4$Xl x4EB X IX3$X3X 4
.ij..EXPAND (XIX2X3X4E9xIX3X4 -+ Xl X2 X3X4E9x3X4)
Xl X2 X3 X4E9x 3X4$XIX2 X3 x4E9xI X4$XIX3E9x3X4
.ij..RESHAPE (Xl X4$X3X4 -+ XIX4E9x3 X4)
Xl X2 X3X4EBX3X4EBXIX2 X3 x4E9x IX4EBX 3 X4EEl X IX3
.JJ..MERGE (X3X4E9X3 X4 ---* X3)
Xl X2 X3X4E9xIX2 X3 x4E9xIX4E9xIX3E!JX3
.Jj..REDUCE (XIX2 X3 x4EBXIX4~'---* XIXZX3 X4E!JXIX3X4)
Xl X2 X3X4EElXIX3E!JX3EBXIX2X3 X4E!JXIX3X4
.J).EXPAND (XIX3X4E!JXIX3 ---* XIX3X4E9x3)
Xl X2 X3X4E9x3E9xIX2X3 x4E9xIX3X4E!JX3
.JJ..MERGE (x3E9x3 -+ 1)
Figure 6.7: Optimization of ROP
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{XIXZ X 3 X 4l XIX3 X 4, XIXZ X3 X4, Xl X4, XIX3, X3 X 4}
-!J.p :=PEB(P /{XIXZ, XI}®{XIXZl Xl Xl xz, I})
{Xl Xz X3 X 4, X3 X4, XIXZ X3 X4, Xl X4, XIX3, X3 X4}
-!)..P :=PEB(P /{Xl l X3}®{Xl l X3, Xl, X3})
{Xl Xz X3X4, X3 X 4, XIXZ X3 X4, XI X 4, X3 X4, XIX3}
-!J.P:=PEB(P/{X4, x4}0{x4, X4, I})
{Xl Xz X3X4, XIXZ X3 X4, XIX4, XIX3, X3}
-l),P:=PEB(P/{XZ X3, 1}®{x2x3l 1, XZX3l X3})
{Xl XZX3X4, XIX3, X3, XIXZ X 3 X4, XIX3 X 4}
.Jj,P: =PEB(P / {XIX4l xd0{XIX4, XlJ XIX4, I})
{Xl Xz X3 X 4, X3, XIXZX3 X4, XIX3 X 4, X3}
-!J-p: =PEB(P / {X3l x3}0{X31 X3, I})
Figure 6.8: Optimization of ROP on TDDs
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In thIs thesis we have discuss~d th~oretical aspects of Ternary Decision Diagrams, their, .
, . . ~
implemelltatlons under UNIX C, and their applications on logic synthesis.
,.1
In chapter 2, we have defined Ternary Decision Diagrams from the mathematic~
I ;.,
point of view. We have discussed the three rules, sucl~ as Variable Ordering R\!.le~ Nod~
Reduction Rule, and Node Unification Rule, to make Ternary Decision Diagrams canollical
for sets of products. We have mentioned about the brief definitions of Binary Decision
Diagrams and Quasi-reduced Binary Decision Diagrams in the ,chapter.
In chapters 3 and 4, we have discussed about Ternary Decision Diagrams, where we
regard TDDs representing sum-of-products forms and ringsum~of-productsforms, respec-
tively. We have defined 9 recursive procedures to actualize the essential set operations ,on
sum-of-products forms and ringsum-of-products forms, such as the procedure for union,
the procedure for symmetric difference, the procedure for C,artesian product, the proce-
dure for ringsum product, the procedure for weak division, the procedure for intersection,
the procedure for difference, the procedure for complement, and the procedure for ringsum
complement. We have discussed the manipulations of combinatorial circuits on sUlll-of-
products TDDs and ringsulll-of-products TDDs. AND-, OR-, XOR- and NOT-gates in the
circuits are directly manipulated by the procedures for the essential set operations. We
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have also discussed how we convert Ternary Decision Diagrams to Binary Decision Di-
agrams, vice versa. We emphasize here that the conversions can be realized within the
procedures for Ternary Decision Diagrams.
In chapter 5, we have discussed about the implementation techniques of the Ternary
Decision Diagrams Library under UNIX C. 22 routines and two header files compose the
Ternary Decision Diagrams Library, and they are the fruit of many effective techniques.
The experimental result shown in this chapter indicates the size of Ternary Decision
Diagrams is smaller than the size of Binary Decision Diagrams on the average, so Ternary
Decision Diagrams save memory usage to store Boolean function~..
In chapter 6, we have discussed how we use Ternary Decision Diagrams for three ap-
plications in the field of logic synthesis. First, we have discussed about the method to
generate all prime implicants of a given Boolean function on sum-of-products Ternary
Decision Diagrams. We have materialized the procedure to generate prime implicallts in
three blocks, namely, the block to generate sum-of-minterms Ternar:y Decision Diagrams,
the block to generate all implicants on Ternary Decision Diagrams, and the block to re-
move redundant implicants on Ternary Decision Diagrams. Second, we have discussed
about tIle method to generate neighfunctions on sum-of-products Ternary Decision Di-
agrams. We have actualized the procedure to generate neighfunctions using the set op-
erations implemented on Ternary Decision Diagrams, including the operations of weak
division, union, and complement. Third, we have discussed how we describe optimization
techniques for ringsum-of-products forms, such as MERGE, RESHAPE, ExpAND, and
REDUCE, under the set operations on Ternary Decision Diagrams.
Throughout this thesis, we have realized that Ternary Decision Diagrams have enor-
mous activity on the field of VLSI design. We have got to know the effectiveness of weak
division, which is already implemented on Ternary Decision Diagrams, through this dis-
cussion to apply Ternary Decision Diagrams for the problems on logic synthesis. The
implemented Ternary Decision Diagram Library is very portable and convenient to used
in GAD systems. The research on Ternary Decision Diagrams will contribute the devel-
opment of the researches into logic synthesis.
19
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