Introduction
It is important in both theory and application to characterize function spaces by using wavelet bases. In particular, the characterization for Besov spaces interests mathematicians since many fundamental spaces (e.g., Sobolev, Hölder, Lipschitz spaces and etc.) are special examples of those spaces ( [5] ). In 
denotes the M -th order smooth modulus of a function f. This current paper removes that restriction of s by using B-spline wavelets with weak duals introduced in [9] . Because we establish some differential relations of those wavelets ( [11] ), divergence-free wavelets can be constructed. However, the result of this paper cannot be used to construct interpolating divergence-free wavelets, since it is shown in [1] that multi-wavelets are needed for that purpose.
Let N, Z and R be the set of positive integers, the set of integers and the set of real numbers, respectively. Throughout this paper, we use A B to abbreviate that A is bounded by a constant multiple of B, A B is defined as B A and A ∼ B means A B and B A. Let L p (Ω) denote the classical Lebesgue spaces for a Lebesgue measurable set Ω ⊆ R and 1 ≤ p ≤ ∞. Write
For a Lebesgue measurable function f , the support of f means the closure of {x ∈ R : f (x) = 0} (denoted by Supp(f )), which is well defined up to a set of measure 0. As usual, φ r stands for the B-spline scaling function of order r, i.e., r convolutions of the characteristic function on the interval [0, 1],
Here and after, we always define f n,k (·) := 2 n 2 f (2 n · −k) unless we specifically state otherwise. Let ϕ := φ r ,φ := φ θ be B-spline functions with r+θ even and V n = clos L 2 span{ϕ n,k } k∈Z ,Ṽ n = clos L 2 span{φ n,k } k∈Z . Assume that the corresponding wavelet pair ψ,ψ is given by
. Then the reference [9] shows the following:
n and the projection operator P n (with range V n and null spaceṼ
From (3), we find easily that
where a n = (a n,k ) k ∈ 2 is the unique solution for (a n * λ)(
Since both ϕ and ψ have compact support, we extend the above operators from 
, where a n 0 and b n are the unique solution of (a n 0 * λ)(k) = f,φ n 0 ,k and (b n * τ )(k) = f,ψ n,k , respectively. Moreover, there exist positive constants C 1 , C 2 (depending on r and θ) such that
Since for each s > 0, there always exists a positive integer r such that s < r − 1 + 1 p , our characterization covers all finite s > 0. Of course, our functions ϕ and ψ have large supports. In the next section, we conclude k∈Z a n 0 ,k
, which is an easy exercise in the characterization of function spaces. Section 3 is devoted to showing a n 0 p + b s 
Upper bound
The estimation for the upper bound is usually much easier than that of the lower bound. In this section, we establish the upper bound in (1.4), for which we need the following simple lemma.
Proof. Since r is a positive integer and σ < r, σ +1 ≤ r and one can take
by the integral Minkowski inequality. Moreover, the definition of ω
On the other hand,
. This with the assumption σ < r − 1 + 
Note that ψ(·) is a linear combination of ϕ(· − k).
Then the following result follows from Lemma 2.1 and Lemma 2.2.
Theorem 2.1. Let ϕ = φ r and ψ be the wavelet given in Section 1.
Lower bound
This part is devoted to the establishment of the lower bound in (1.4). As in [2] , we shall end it by establishing the relation between projection operators and the modulus of smoothness. The following lemma is frequently used. We include a short proof for completeness, although similar versions appear in some other references (with slightly different assumptions).
In particular, when ϕ = φ r ,
Proof. One proves the lemma for p ∈ (1, ∞); similar arguments lead to the cases
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which is the first inequality in (3.1). Note that
which is the second part of (3.1). Here, s ( s ) denote the largest (smallest) integer less (greater) than or equal to s.
In particular, for ϕ = φ r , because {φ
, the classical functional analysis tells us (two norms are always equivalent on r-dimensional linear spaces)
where the constant depends only on r. Moreover,
To extend the projection operators P n and Q n (introduced in the first section) from L 2 (R) to L p (R) for p ≥ 1, we use the following lemma: Lemma 3.2. Let ϕ = φ r ,φ = φ θ with r + θ even, let ψ andψ be the corresponding wavelets given in (1.1).
where " " denotes the direct sum.
Proof. By Lemma 3.1, both V n and W n are well-defined subspaces of L p (R). Note that f ∈ V 0 or W 0 is equivalent to f (2 n ·) ∈ V n or W n . Then it is sufficient to show
Since ϕ has compact support and
Next, one shows
According to the proof of Lemma 4.3 in [9] , there exist (
, Lemma 2.2) and λ(k) = 0 except for finitely many k due to the compactness of ϕ andφ, one getŝ
with (η(k)) k ∈ 1 , thanks to Wiener's Lemma (see [10] ). Note that both ϕ and ϕ have compact supports.
Clearly, (a * λ)(l) = (b * τ )(l) = 0 for each l ∈ Z, and furthermore,â(ξ)λ(ξ) = b(ξ)τ (ξ) = 0. Note that sinceλ(ξ) = 0,τ (ξ) = 0 for each ξ ∈ R, one hasâ(ξ) = b(ξ) = 0 and a = b = 0. This completes the proof of (3.3) and finally Lemma 3.2 follows.
Let f ∈ L p (R). Then c n := ( f,φ n,k ) k ∈ p due to Lemma 3.1. From the proof of Lemma 3.2, (a n * λ)(k) = c n (k) has the unique solution a n ∈ p . Now, we define
which is formally the same as in (1.2) . Moreover, the proof of Lemma 3.2 shows
. In order to prove Lemma 3.4, we need the next lemma, which can be found in [7] 
Now, we show some properties of P n , which will be used in the proof of Theorem 3.1 and Theorem 4.1.
(ii) P n f p ≤ C f p for some C (independent of f and n);
Proof. (i) It is easy to see P n v n = v n for v n ∈ V n ; in fact, assume v n = k a n,k ϕ n,k and P n v n = k a n,k ϕ n,k with (a n,k ) k , (a n,k ) k ∈ p , then (a n * λ)(l) = v n ,φ n,l = k a n,k ϕ n,k ,φ n,l = (a n * λ) (l) by the definition of P n . Furthermore,â n (ξ)λ(ξ) =â n (ξ)λ(ξ), which implies a n = a n byλ(ξ) = 0 for each ξ ∈ R. This shows P n v n = v n for v n ∈ V n . Then P n P l f = P l f , when l ≤ n. To show P l P n f = P l f , one observes
from the definition of Q n . On the other hand, it is easy to see that P l g = 0 for g ∈ W j with j ≥ l, since c l (k) = g,φ l,k = 0. Hence,
(ii) By combining (3.6) with (3.1), one has P n f p 2 n( License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
