In this work, we investigate the application of Taylor expansions in reinforcement learning. In particular, we propose Taylor expansion policy optimization, a policy optimization formalism that generalizes prior work (e.g., TRPO) as a firstorder special case. We also show that Taylor expansions intimately relate to off-policy evaluation. Finally, we show that this new formulation entails modifications which improve the performance of several state-of-the-art distributed algorithms.
Introduction
Policy optimization is a major framework in model-free reinforcement learning (RL), with successful applications in challenging domains (Silver et al., 2016; Berner et al., 2019; Vinyals et al., 2019) . Along with scaling up to powerful computational architectures (Mnih et al., 2016; Espeholt et al., 2018) , significant algorithmic performance gains are driven by insights into the drawbacks of naïve policy gradient algorithms (Sutton et al., 2000) . Among all algorithmic improvements, two of the most prominent are: trust-region policy search (Schulman et al., 2015; 2017; Abdolmaleki et al., 2018; Song et al., 2020) and off-policy corrections Wang et al., 2017; Gruslys et al., 2018; Espeholt et al., 2018) .
At the first glance, these two streams of ideas focus on orthogonal aspects of policy optimization. For trust-region policy search, the idea is to constrain the size of policy updates. This limits the deviations between consecutive policies and lower-bounds the performance of the new policy (Kakade and Langford, 2002; Schulman et al., 2015) . On the other hand, off-policy corrections require that we account for the discrepancy between target policy and behavior policy. Espeholt et al. (2018) has observed that the corrections are especially useful for distributed algorithms, where behavior policy and target policy typically differ. Both algorithmic ideas have contributed significantly to stabilizing 1 Columbia University, New York, USA 2 Google DeepMind, Paris, France. Work performed while Yunhao was an intern at DeepMind.
Work in progress. policy optimization.
In this work, we partially unify both algorithmic ideas into a single framework. In particular, we noticed that as a ubiquitous approximation method, Taylor expansions share highlevel similarities with both trust region policy search and off-policy corrections. To get high-level intuitions of such similarities, consider a simple 1D example of Taylor expansions. Given a sufficiently smooth real-valued function on the real line f : R → R, the k-th order Taylor expansion of
are the i-th order derivatives at x 0 . First, a common feature shared by Taylor expansions and trustregion policy search is the inherent notion of a trust region constraint. Indeed, in order for convergence to take place, a trust-region constraint is required |x − x 0 | < R(f, x 0 ) 1 . Second, when using the truncation as an approximation to the original function f K (x) ≈ f (x), Taylor expansions satisfy the requirement of off-policy evaluations: evaluate target policy with behavior data. Indeed, to evaluate the truncation f K (x) at any x (target policy), we only require the behavior policy "data" at x 0 (i.e., derivatives f (i) (x 0 )).
Our paper proceeds as follows. In Section 2, we start with a general result of applying Taylor expansions to Q-functions. When we apply the same technique to the RL objective, we reuse the general result and derive a higher-order policy optimization objective. This leads to Section 3, where we formally present the Taylor Expansion Policy Optimization (TayPO) and generalize prior work (Schulman et al., 2015; 2017) as a first-order special case. In Section , we make clear connection between Taylor expansions and Q(λ) , a common return-based offpolicy evaluation operator. Finally, in Section 5, we show the performance gains due to the higher-order objectives across a range of state-of-the-art distributed deep RL agents.
Taylor expansion for reinforcement learning
Consider a Markov Decision Process (MDP) with state space X and action space A. Let policy π(·|x) be a distribution over actions give state x. At a discrete time t ≥ 0, the agent in state x t takes action a t ∼ π(·|x t ), receives reward r t r(x t , a t ), and transitions to a next state x t+1 ∼ p(·|x t , a t ). We assume a discount factor γ ∈ [0, 1). Let Q π (x, a) be the action value function (Q-function) from state x, taking action a, and following policy π. For convenience, we use d π γ (·, ·|x 0 , a 0 , τ ) to denote the discounted visitation distribution starting from state-action pair (x 0 , a 0 ) and following π, such that d π γ (x, a|x 0 , a 0 , τ ) = (1 − γ)γ −τ t≥τ γ t P (x t = x|x 0 , a 0 , π)π(a|x). We thus have Q π (x, a) = (1 − γ) −1 E (x ,a )∼d π γ (·,·|x,a,0) [r(x , a )]. We focus on the RL objective of optimizing max π J(π) E π,x0 [ t≥0 γ t r t ] starting from a fixed initial state x 0 .
We define some useful matrix notation. For ease of analysis, we assume that X and A are both finite. Let R ∈ R |X |×|A| denote the reward function and P π ∈ R |X ||A|×|X ||A| denote the transition matrix such that P π (x, a, y, b) p(y|x, a)π(b|y). We also define Q π ∈ R |X |×|A| as the vector Q-function. This matrix notation facilitates compact derivations, for example, the Bellman equation writes as Q π = R + γP π Q π .
Taylor Expansion of Q-functions.
In this part, we state the Taylor expansion of Q-functions. Our motivation for the expansion is the following: Assume we aim to estimate Q π (x, a) for target policy π, and we only have access to data collected under a behavior policy µ. Since Q µ (x, a) can be readily estimated with the collected data, how do we approximate Q π (x, a) with Q µ (x, a)?
Clearly, when π = µ, then Q π = Q µ . Whenever π = µ, Q π starts to deviate from Q µ . Therefore, we apply Taylor expansion to describe the deviation Q π − Q µ in the orders of P π − P µ . We provide the following result.
Theorem 1. (proved in Appendix B) For any policies π and µ, and any K ≥ 1, we have
In addition, if ||π − µ|| 1 max x a |π(a|x) − µ(a|x)| < (1 − γ)/γ, then the limit for K → ∞ exists and we have
The constraint between π and µ is a result of the convergence radius of the Taylor expansion. The derivation follows by recursively applying the following equality:
Please refer to the Appendix B for a proof. For ease of notation, denote the k-th term on the RHS of Eq. 1 as U k . This gives rise to Q π − Q µ = ∞ k=1 U k . To represent Q π − Q µ explicitly with the deviation between π and µ, consider a diagonal matrix D π/µ (x, a, y, b) π(a|x)/µ(b|y) · δ x=y,a=b where x, y ∈ X , a, b ∈ A and where δ is the Dirac delta function; we restrict to the case where µ(a|x) > 0, ∀x, a. This diagonal matrix D π/µ − I is a measure of the deviation between π and µ. The above expression can be rewritten as
We will see that the expansion in Eq. 2 is useful in Section3 when we derive the Taylor expansion of the difference between the performances of two policies, J(π) − J(µ). In Section 4, we also provide the connection between Taylor expansion and off-policy evaluation.
Taylor expansion of reinforcement learning objective
When searching for a better policy, we are often interested in the difference J(π) − J(µ). With Eq. 2, we can derive a similar Taylor expansion result for J(π) − J(µ). Let π t (resp., µ t ) be the shorthand notation for π(a t |x t ) (resp., µ(a t |x t )). Here, we formalize the orders of the expansion as the number of times that ratios π t /µ t − 1 appear in the expression, e.g., the first-order expansion should only involve π t /µ t − 1 up to the first order, without higher order terms, e.g., cross product (π t /µ t − 1)(π t /µ t − 1). We denote the k-th order as L k (π, µ) and by construction J(π)−J(µ) = ∞ k=1 L k (π, µ). Next, we derive practically useful expressions for L k (π, µ).
We provide a derivation sketch below and give the details in Appendix F. Let π 0 , µ 0 ∈ R |X |×|A| be the joint distribution of policies and state at time t = 0 such that π 0 (x, a) = π(a|x)δ x=x0 . Note that the RL objective equivalently writes as J(π) = V π (x 0 ) = a π(a|x 0 )Q π (x 0 , a) and can be expressed as an inner product J(π) = π T 0 Q π . This allows us to import results from Eq. 2,
By reading off different orders of the expansion from the RHS of Eq. 3, we derive
It is worth noting that the k-th order expansion of the RL objective L k (π, µ) is a mixture of the (k − 1)-th and k-th order Q-function expansions. This is because J(π) integrates Q π over the initial π 0 and the initial difference π 0 − µ 0 contributes one order of difference in L k (π, µ).
Below, we illustrate the results for k = 1, 2, and k ≥ 3.
To make the results more intuitive, we convert the matrix notation of Eq. 3 into explicit expectations under µ.
First-order expansion. By converting L 1 (π, µ) from Eq. 4 into expectations, we get
To be precise L 1 (π, µ) = (1 − γ) −1 × (Eq. 5) to account for the normalization of the distribution d µ γ . Note that L 1 (π, µ) is exactly the same as surrogate objective proposed in prior work on scalable policy optimization (Kakade and Langford, 2002; Schulman et al., 2015; 2017) . Indeed, these works proposed to estimate and optimize such a surrogate objective at each iteration while enforcing a trust region. In the following, we generalize this objective with Taylor expansions.
Second-order expansion. By converting L 2 (π, µ) from Eq. 4 into expectations, we get E x,a∼d µ γ (·,·|x0,a0,0), a0∼µ(·|x0) x ,a ∼d µ γ (·,·|x,a,1)
Again, accounting for the normalization, L 2 (π, µ) = γ(1 − γ) −2 ×(Eq. 6). To calculate the above expectation, we first start from (x 0 , a 0 ), and sample a pair (x, a) from the discounted distribution d µ γ (·, ·|x 0 , a 0 , 0). Then, we use (x, a) as the starting point and sample another pair from d µ γ (·, ·|x, a, 1). This implies that the second-order expansion can be estimated only via samples under µ, which will be essential for policy optimization in practice.
It is worth noting that the second state-action pair (x , a ) ∼ d µ γ (·, ·|x, a, 1) with the argument τ = 1 instead of τ = 0. This is because L k (π, µ), k ≥ 2 only contains terms π t /µ t − 1 sampled across strictly different time steps.
Higher-order expansions. Similarly to the first-order and second-order expansions, higher-order expansions are also possible by including proper higher-order terms in π t /µ t − 1. For general K ≥ 1, L K (π, µ) can be expressed as (omitting the normalization constants)
Here, (x (i) , a (i) ), 1 ≤ i ≤ K are sampled sequentially, each following a discounted visitation distribution conditional on the previous state-action pair. We show their detailed derivations in Appendix F. Furthermore, we discuss the trade-off of different orders K in Section 3.
In general, since π can differ from µ at all |X ||A| state-action pairs, computing J(π) exactly with full IS requires corrections at all steps along generated trajectories. First-order expansion (Eq. 5) corresponds to carrying out only one single correction at sampled state-action pair along the trajectories: Indeed, in computing Eq. 5, we sample a state-action pair (x, a) along the trajectory and calculate one single IS correction (π(a|x)/µ(a|x) − 1). Similarly, the second-order expansion (Eq. 6) goes one step further and considers the IS correction at two different steps (x, a) and (x , a ). As such, Taylor expansions of the RL objective can be interpreted as increasingly tight approximations of the full IS correction.
Taylor expansion for policy optimization
In high-dimensional policy optimization, where exact algorithms such as dynamic programming are not feasible, it is necessary to learn from sampled data. In general, the sampled data are collected under a behavior policy µ different from the target policy π. For example, in trust-region policy search (e.g., TRPO, Schulman et al., 2015; PPO, Schulman et al., 2017) , π is the new policy while µ is a previous policy; in asynchronous distributed algorithms (Mnih et al., 2016; Espeholt et al., 2018; Horgan et al., 2018; Kapturowski et al., 2019) , π is the learner policy while µ is delayed actor policy. In this section, we show the fundamental connection between trust-region policy search and Taylor expansions, and propose the general framework of Taylor expansion policy optimization (TayPO).
Generalized trust-region policy pptimization
For policy optimization, it is necessary that the update function (e.g., policy gradients or surrogate objectives) can be estimated with sampled data under behavior policy µ. Taylor expansions are a natural paradigm to satisfy this require-ment. Indeed, to optimize J(π), consider optimizing 2 max π J(π) = max π J(µ) + ∞ k=1 L k (π, µ).
(8)
Though we have shown that for all k, L k (π, µ) are expectations under µ, it is not feasible to unbiasedly estimate the RHS of Eq. 8 because it involves an infinite number of terms. In practice, we can truncate the objective up to K-th order K k=1 L k (π, µ) and drop J(µ) because it does not involve π.
However, for any fixed K, optimizing the truncated objective K k=1 L k (π, µ) in an unconstrained way is risky: As π, µ become increasingly different, the approximation J(µ) + K k=1 L k (π, µ) ≈ J(π) becomes more inaccurate and we stray away from optimizing J(π), the objective of interest. The approximation error comes from the residual E K ∞ k=K+1 U k -to control the magnitude of the residual, it is natural to constrain ||π − µ|| 1 ≤ ε with some ε > 0. Indeed, it is straightforward to show that
where R max max x,a |r(x, a)|. 3 Please see Appendix A.1 for more detailed derivations. We formalize the entire local optimization problem as generalized trust-region policy optimization (generalized TRPO),
Monotonic improvement. While maximizing the surrogate objective under trust-region constraints (Eq. 9), it is desirable to have performance guarantee on the true objective J(π). Below, Theorem 2 gives such a result. Theorem 2. (proved in Appendix C) When the policy π is optimized based on the trust-region objective Eq. 9 and ε < 1−γ γ , the performance J(π) is lower bounded as
where
Note that if ε < (1 − γ)/γ, then as K → ∞, the gap G K → 0. Therefore, when optimizing π based on Eq. 9, the performance J(π) is always lower-bounded according to Eq. 10.
Connections to prior work on trust-region policy search. The generalized TRPO extends the formulation of prior work, e.g., TRPO/PPO of Schulman et al. (2015; 2017) . Indeed, idealized forms of these algorithms are a special case for K = 1, though for practical purposes the 1 constraint is replaced by averaged KL constraints. 4
TayPO-k: Optimizing with k-th order expansion
Though there is a theoretical motivation to use trust-region constraints for policy optimization (Schulman et al., 2015; Abdolmaleki et al., 2018) , such constraints are rarely explicitly enforced in practice in its most standard form (Eq. 9). Instead, trust regions are implicitly encouraged via e.g., ratio clipping (Schulman et al., 2017) or parameter averaging (Wang et al., 2017) . In large-scale distributed settings, algorithms already benefit from diverse sample collections for variance reduction of the parameter updates (Mnih et al., 2016; Espeholt et al., 2018) , which brings the desired stability for learning and makes trust-region constraints less necessary (either explicit or implicit). Therefore, we focus on the setting where no trust region is explicitly enforced. We introduce a new family of algorithm TayPO-k, which applies the k-th order Taylor expansions for policy optimization.
Unbiased estimations with variance reduction. In practice, L k (π θ , µ) as expectations under µ can be estimated aŝ L k (π θ , µ) over a single trajectory. Take K = 2 as an example: Given a trajectory (x t , a t , r t ) ∞ t=0 by µ, assume we have access to some estimates of Q µ (x, a), e.g., cumulative returns. To generate a sample from (x, a) ∼ d µ γ (x 0 , a 0 , 0), we can first sample a random time from a geometric distribution with success probability 1 − γ, i.e., t ∼ Geometric(1 − γ). Second, we sample another random time t with geometric distribution Geometric(1 − γ) but conditional on t ≥ 1. 5 Then, a single sample estimate of Eq. 6 is given by
Further, the following shows the effect of replacing Q-values
4 Instead of forming the constraints explicitly, PPO (Schulman et al., 2017) enforces the constraints implicitly by clipping IS ratios. 5 As explained in Section 2.2, since L2(π, µ) contains IS ratios at strictly different time steps, it is required that t ≥ 1. In practice, when computingL k (π, µ), replacingQ µ (x, a) byÂ µ (x, a) still produces an unbiased estimate and potentially reduces variance. This naturally recovers the result in prior work for K = 1 (Schulman et al., 2016).
Higher-order objectives and trade-offs. When K ≥ 3, we can construct objectives with higher-order terms. The motivation is that with high K, K k=1 L k (π θ , µ) forms a closer approximation to the objective of interest: J(π) − J(µ). Why not then have K as large as possible? This comes at a trade-off. For example, let us compare L 1 (π θ , µ) and L 1 (π θ , µ) + L 2 (π θ , µ): Though L 1 (π θ , µ) + L 2 (π θ , µ) forms a closer approximation to J(π) − J(µ) than L 1 (π) in expectation, it could have higher variance during estimation when e.g., L 1 (π θ , µ) and L 2 (π θ , µ) have a non-negative correlation. Indeed, as K → ∞, K k=1 L k (π θ , µ) approximates the full IS correction, which is known to have high variance .
How many orders to take in practice? Though the higher-order policy optimization formulation generalizes previous results (Schulman et al., 2015; 2017) as an firstorder special case, does it suffice to only include first-order terms in practice?
To assess the effects of Taylor expansions, consider a policy evaluation problem on a random MDP (see Appendix H.1 for the detailed setup): Given a target policy π and a behavior policy µ, the approximation error of the K-th order expansion is e K Q π − (Q µ + K k=1 U k ). In Figure 1 , We show the relative errors ||e K || 1 /||Q π || 1 as a function of ε = ||π − µ|| 1 . Ground-truth quantities such as Q π are always computed analytically. Solid lines show results where all estimates are also computed analytically, e.g., Q µ is computed as (I − γP µ ) −1 R. Observe that the errors decrease drastically as the expansion order K ∈ {0, 1, 2} increases. To quantify how sample estimates impact the quality of approximations, we re-compute the estimates but with R replaced by empirical estimatesR. Results are shown in dashed curves. Now comparing K = 1, 2, observe that both errors go up compared to their fully analytic counterpartsboth become more similar when ε is small. This provides motivations for second-order expansions. While first-orders are a default choice for common deep RL algorithms (Schulman et al., 2015; 2017) , from the simple MDP example we see that the second-order expansions could potentially improve upon the first-order, even with sample estimates.
Algorithm 1 TayPO-2: Second-order policy optimization Require: policy π θ with parameter θ and α, η > 0 while not converged do 1. Collect partial trajectories (x t , a t , r t ) T t=1 under behavior policy µ.
Estimate on-policy advantage from the trajectorieŝ
A µ (x t , a t ). 3. Construct first-order/second-order surrogate objec- tive functionL 1 (π θ , µ),L 2 (π θ , µ) according to Eq. 5, Eq. 6 respectively, replacing Q µ (x, a) byÂ µ (x, a). 4. The full objectiveL θ ←L 1 (π θ , µ) +L 2 (π θ , µ). 5. Gradient update θ ← θ + α∇ θLθ . end while
TayPO-2 -Second-order policy optimization
From here onwards, we focus on TayPO-2. At any iteration, the data are collected under behavior policy µ in the form of partial trajectories (x t , a t , r t ) T t=1 of length T . The learner maintains a parametric policy π θ to be optimized. First, we carry out advantage estimationÂ µ (x, a) for state-action pairs on the partial trajectories. This could be naïvely es-
are value function baselines. One could also adopt more advanced estimation techniques such as generalized advantage estimation (GAE, Schulman et al., 2016) . Then, we construct surrogate objectives for optimization: the first-order componentL 1 (π θ , µ) as well as secondorder componentL 2 (π θ , µ) −L 1 (π θ , µ), based on Eq. 5 and Eq. 6 respectively. Note that we replace all Q µ (x, a) bŷ A µ (x, a) for variance reduction.
Therefore, our final objective function becomeŝ
The parameter is updated via gradient ascent θ ← θ+α∇L θ . Similar ideas can be applied to value-based algorithms, for which we provide details in Appendix G.
Unifying the concepts: Taylor expansion as return-based off-policy evaluation
So far we have made the connection between Taylor expansions and TRPO. On the other hand, as introduced in Section 1, Taylor expansions can also be intimately related to off-policy evaluation. Below, we formalize their connections. With Taylor expansions, we provide a consistent and unified view of TRPO and off-policy evaluation.
Taylor expansion as off-policy evaluation
In the general setting of off-policy evaluation, the data is collected under a behavior policy µ while the objective is to evaluate Q π . Return-based off-policy evaluation operators are a family of operators R π,µ c : R |X ||A| → R |X ||A| , indexed by (per state-action) trace-cutting coefficients c(x, a), a behavior policy µ and a target policy π,
where P cµ is the (sub)-probability transition kernel for policy c(x , a )µ(a |x ). Starting from any Q-function Q, repeated applications of the operator will result in convergence to Q π , i.e.,
as K → ∞, subject to certain conditions on c(x, a). To state the main results, recall that Eq. 2 rewrites as Q π = lim K→∞ Q µ + K k=1 U k . In practice, we take a finite K and use the approximation
Next, we state the following result establishing a connection between K-th order Taylor expansion and the return-based off-policy operator applied K times.
Theorem 4. (proved in Appendix E) For any K ≥ 1, any policies π and µ,
where R π,µ 1 is short for c(x, a) ≡ 1.
Theorem 4 shows that when we approximate Q π by the Taylor expansion up to the K-th order, Q µ + K k=1 U k , it is equivalent to generating an approximation by K times applying the off-policy evaluation operator R π,µ 1 on Q µ . We also note that the off-policy evaluation operator in Theorem 4 is the Q(λ) operator with λ = 1. 6 Alternative proof for Q(λ) convergence for λ = 1. Since Taylor expansions converge within a convergence radius, which in this case corresponds to ||π − µ|| 1 < (1 − γ)/γ, it implies that Q(λ) with λ = 1 converges when this condition holds. In fact, this coincides with the condition deduced by Harutyunyan et al. (2016) . 7
An operator view of trust-region policy optimization
With the connection between Taylor expansion and offpolicy evaluation, along with the connection between Taylor expansion and TRPO (Section 3) we give a novel interpretation of TRPO: The K-th order generalized TRPO is approximately equivalent to iterating K times the off-policy evaluation operator R π,µ 1 . To make our claim explicit, recall the RL objective in matrix form is J(π) = π T 0 Q π . Now consider approximating Q π by applying the evaluation operator R π,µ 1 to Q µ , iterating K times. This produces the surrogate objective
, approximately equivalent to that of the generalized TRPO (Eq. 9). 8 As a result, the generalized TRPO (including TRPO; Schulman et al., 2015) can be interpreted as approximating the exact RL objective J(π), by K times iterating the evaluation operator R π,µ 1 on Q µ to approximate Q π . When does this evaluation operator converge? Recall that R π,µ 1 converges when ||π − µ|| 1 < (1 − γ)/γ, i.e., there is a trust region constraint on π, µ. This is consistent with the motivation of generalized TRPO discussed in Section 3, where a trust region is required for monotonic improvements.
Experiments
We evaluate the potential benefits of applying second-order expansions in a diverse set of scenarios. In particular, we test if the second-order correction helps with (1) policy-based and (2) value-based algorithms.
In large-scale experiments, to take advantage of computational architectures, actors (µ) and learners (π) are not perfectly synchronized. For case (1), in Section 5.1, we show that even in cases where they almost synchronize (π ≈ µ), higher-order corrections are still helpful. Then, in Section 5.2, we study how the performance of a general distributed policy-based agent (e.g., IMPALA, Espeholt et al., 2018) is influenced by the discrepancy between actors and learners. For case (2), in Section 5.3, we show the benefits of secondorder expansions in with a state-of-the-art value-based agent R2D2 (Kapturowski et al., 2019) .
Evaluation. All evaluation environments are done on the entire suite of Atari games (Bellemare et al., 2013) . We report human-normalized scores for each level, calculated
where h i and o i are the performances of human and a random policy on level i respectively; with details in Appendix H.2.
Architecture for distributed agents. Distributed agents generally consist of a central learner and multiple actors (Nair et al., 2015; Mnih et al., 2016; Babaeizadeh et al., 2017; Barth-Maron et al., 2018; Horgan et al., 2018) . We focus on two main setups: Type I includes agents such as IMPALA Practical considerations. We can extend the TayPO-2 objective (Eq. 11) toL θ =L 1 (π θ , µ) + ηL 2 (π θ , µ) with η > 0. By choosing η, one achieves bias-variance trade-offs of the final objective and hence the update. We found η = 1 (exact TayPO-2) working reasonably well. See Appendix H.4 for the ablation study on η and further details.
Near on-policy policy optimization
The policy-based agent maintains a target policy network π = π θ for the learner and a set of behavior policy networks µ = π θ for the actors. The actor parameters θ are delayed copies of the learner parameter θ. To emulate a near on-policy situation π ≈ µ, we minimize the delay of the parameter passage between the central learner and actors, by hosting both learner/actors on the same machine.
We compare second-order expansions with two baselines: first-order and zero-order. For the first-order baseline, we also adopt the PPO technique of clipping: clip(π(a|x)/µ(a|x), 1 − ε, 1 + ε) in Eq. 5 with ε = 0.2. Clipping the ratio enforces an implicit trust region with the goal of increased stability (Schulman et al., 2017) . This technique has been shown to generally outperform a naïve explicit constraint, as done in the original TRPO (Schulman et al., 2015) . In Appendix H.5, we detail how we implemented PPO on the asynchronous architecture. Each baseline trains on the entire Atari suite for 400M frames and we compare the mean/median human-normalized scores.
The comparison results are shown in Figure 2 . Please see the median score curves in Figure 6 in Appendix H.5. We make several observations: (1) Off-policy corrections are very critical. Going from zero-order (no correction) to first-order Figure 2 . Near on-policy optimization. The x-axis is the number of frames (millions) and y-axis shows the mean human-normalized scores averaged across 57 Atari levels. The plot shows the mean curve averaged across 3 random seeds. We observe that secondorder expansions allow for faster learning and better asymptotic performance given the fixed budget on actor steps.
improves the performance most significantly, even when the delays between actors and the learner are minimized as much as possible;
(2) Second-order correction significantly improves on the first-order baseline. This might be surprising, because when near on-policy, one should expect the difference between additional second-order correction to be less important. This implies that in fully asynchronous architecture, it is challenging to obtain sufficiently on-policy data and additional corrections can be helpful.
Distributed off-policy policy optimization
We adopt the same setup as in Section 5.1. To maximize the overall throughput of the agent, the central learner and actors are distributed on different host machines. As a result, both parameter passage from the learner to actors and data passage from actors to the learner could be severely delayed. This creates a natural off-policy scenario with π = µ.
We compare second-order with two baselines: first-order and V-trace. The V-trace is used in the original IMPALA agent and we present its details in Appendix H.6. We are interested in how the agent's performance changes as the level of off-policy increases. In practice, the level of off-policy can be controlled and measured as the delay (measured in milliseconds) of the parameter passage from the learner to actors. Results are shown in Figure 3 , where x-axis shows the artificial delays (in log scale) and y-axis shows the mean human-normalized scores after training for 400M frames. Note that the total delay consists of both artificial delays and inherent delays in the distributed system.
We make several observations: (1) All baseline variants' Figure 3 . Distributed off-policy policy optimization. The x-axis is the controlled delays between the actors and learner (in log scale) and y-axis shows the mean human-normalized scores averaged across 57 Atari levels after training for 400M frames. Each curve averages across 3 random seeds. Solid curves are results trained with resnets while dashed curves are trained with shallow nets second-order expansions make little difference compared to baselines (V-trace and first-order) when the delays are small. When delays increase, the performance of second-order expansions decay more slowly.
performance degrades as the delays increase. All baseline off-policy corrections are subject to failures as the level of off-policines increases.
(2) While all baselines perform rather similarly when delays are small, as the level of offpolicy increases, second-order correction degrades slightly more gracefully than the other baselines. This implies that second-order is a more robust off-policy correction method than other current alternatives.
Distributed value-based learning
The value-based agent maintains a Q-function network Q θ for the learner and a set of delayed Q-function networks Q θ for the actors. Let E be an operator such that E(Q, ε) returns the ε-greedy policy with respect to Q. The actors generate partial trajectories by executing an µ = E(Q θ , ε) and send data to a replay buffer. The target policy is greedy with respect to the current Q-function π = E(Q θ , 0). The learner samples partial trajectories from the replay buffer and updates parameters by minimizing Bellman errors computed along sampled trajectories. Here we focus on R2D2, a special instance of distributed value-based agent. Please refer to Kapturowski et al. (2019) for a complete review of all algorithmic details of value-based agents such as R2D2.
Across all baseline variants, the learner computes regression targets Q target (x, a) ≈ Q π (x, a) for the network to approximate Q θ (x, a) ≈ Q target (x, a). The targets Q target (x, a) are calculated based on partial trajectories under µ which require off-policy corrections. We compare several correc- (R2D2) . The x-axis is number of frames (millions) and y-axis shows the mean human-normalized scores averaged across 57 Atari levels over the training of 2000M frames. Each curve averages across 2 random seeds. The second-order correction performs marginally better than first-order correction and retrace, and significantly better than zero-order. See Appendix G for detailed descriptions of these baseline variants.
tion variants: zero-order, first-order, Retrace Rowland et al., 2020) and second-order. Please see algorithmic details in Appendix G.
The comparison results are in Figure 4 where we show the mean scores. We make several observations: (1) secondorder correction leads to marginally better performance than first-order and retrace, and significantly better than zeroorder.
(2) In general, unbiased (or slightly biased) off-policy corrections do not yet perform as well as radically biased off-policy variants, such as uncorrected-nstep (Kapturowski et al., 2019; Rowland et al., 2020) . (3) Zero-order performs the worst -though it is able to reach super human performance on most games as other variants but then the performance quickly plateaus. See Appendix H.7 for more results.
Discussion and conclusion
The idea of IS is the core of most off-policy evaluation techniques (Precup et al., 2000; Harutyunyan et al., 2016; Munos et al., 2016) . We showed that Taylor expansions construct approximations to the full IS corrections and hence intimately relate to established off-policy evaluation techniques.
However, the connection between IS and policy optimization is less straightforward. Prior work focuses on applying off-policy corrections directly to policy gradient estimators (Jie and Abbeel, 2010; Espeholt et al., 2018) instead of the surrogate objectives which generate the gradients. Though standard policy optimization objectives (Schulman et al., 2015; 2017) involve IS weights, their link with IS is not made explicit. Closely related to our work is that of Tomczak et al. (2019) , where they identified such optimization objectives as biased approximations to the full IS objective (Metelli et al., 2018) . We characterized such approximations as the first-order special case of Taylor expansions and derived their natural generalizations.
In summary, we showed that Taylor expansions naturally connect trust-region policy search with off-policy evaluations. This new formulation unifies previous results, opens doors to new algorithms and bring significant gains to certain state-of-the-art deep RL agents.
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A. Derivation of results for generalized trust-region policy optimization A.1. Controlling the residuals of Taylor expansions
We summarize the bound on the magnitude of the Taylor expansion residuals of the Q-function as a proposition. Proposition 1. Recall the definition of the Taylor expansion residual of the Q-function from the main text, E K ∞ k=K+1 U k . Let || · || be the infinity norm ||A|| max x,a |A(x, a)|. Let R max be the maximum reward in the entire MDP, R max max x,a |r(x, a)|. Finally, let ε ||π − µ|| 1 . Then
Proof. The proof follows by bounding each the magnitude of term ||U k ||,
The above derivation shows that once we have ε < 1−γ γ , ||E K || → 0 as K → ∞. In the above derivation, we have applied
, which will also be helpful in later derivations.
A.2. Deriving Taylor expansions of RL objective
Recall that the RHS of Eq. 2 are the Taylor expansions of Q-functions Q π . By construction, Q π − Q µ = k≥0 U k . Though Eq. 2 shows the expansion of the entire vector Q π , for optimization purposes, we care about the RL objective from a starting state x 0 , J(π) = E π,a0∼π(·|x0),x0 [Q π (x 0 , a 0 )] = π T 0 Q π , where π 0 ∈ R |X ||A| follows the definition from the main paper π 0 (x, a) π(a|x)δ x=x0 . Now we focus on calculating L K (π, µ) for general K ≥ 0. For simplicity, we write L k (π, µ) as L k and henceforth we might use these notations interchangeably. Now consider the RHS of Eq. 3. By definition of the k-th order Taylor expansion L k (1 ≤ k ≤ K) of J(π) − J(µ), we maintain terms where π/µ − 1 appears at most K times. Equivalently, in matrix form, we remove the higher order terms of π − µ while only maintaining terms such as (π − µ) k , k ≤ K. This allows us to conclude that
Furthermore, we can single out each term
B. Proof of Theorem 1
Proof. We derive the Taylor expansion of Q-function Q π into different orders of P π − P µ . For that purpose, we recursively make use of the following matrix equality
which can be derived either from matrix inversion equality or directly verified. Since Q π = (I − γP π ) −1 R, we can use the previous equality to get
Next, we recursively apply the equality K times,
Now if ||π − µ|| 1 < (1 − γ)/γ then we can bound the sup-norm in of the above term as
thus the (K + 1)-th order residual term vanishes when K → ∞. As a result, the limit K → ∞ is well defined and we deduce
C. Proof of Theorem 2
Proof. To derive the monotonic improvement theorem for generalized TRPO, it is critical to bound ∞ k=K+1 L k . We achieve this by simply bounding each term separately. Recall that from Appendix A.1 we have ||U k || ≤ γ 1−γ k ε k R max . Without loss of generality, we first assume R max = 1 − γ for ease of derivations.
This leads to a bound over the residuals
Since we have the equality J(π) = J(µ) + ∞ k=1 L k for ||π − µ|| 1 ≤ ε < 1−γ γ , we can deduce the following monotonic improvement,
To write the above statement in a compact way, we define the gap
To derive the result for general R max , note that the gap G K has a linear dependency on R max . Hence the general gap is
which gives produces the monotonic improvement result (Eq. 10) stated in the main paper.
D. Proof of Theorem 3
Proof. It is known that for K = 1, replacing Q µ (x, a) by A µ (x, a) in the estimation can potentially reduce variance (Schulman et al., 2015; 2017) yet keeps the estimate unbiased. Below, we show that in general, replacing Q π (x, a) by A π (x, a) renders the estimate of L K (π, µ) unbiased for general K ≥ 1.
As shown above and more clearly in Appendix F, L K (π, µ) can be written as
Note that for clarity, in the above expectation, we omit an explicit sequence of discounted visitation distributions (for detailed derivations of this sequence of visitation distributions, see Appendix F). Next, we leverage the conditional expectation with respect to (x (i) , a (i) ), 1 ≤ i ≤ K − 1 to yield
The above derivation shows that indeed, replacing Q µ (x, a) by A µ (x, a) does not change the value the expectation, while potentially reducing the variance of the overall estimation.
E. Proof of Theorem 4
Proof. From the definition of the return off-policy evaluation operator R π,µ 1 , we have
Thus Q → R π,µ 1 Q is a linear operator, and
Applying this step K times, we deduce
Applying the above operator to Q µ we deduce that
which proves our claim.
F. Alternative derivation for Taylor expansions of RL objective
In this section, we provide an alternative derivation of the Taylor expansion of the RL objective. Let π t /µ t = 1 + ε t . In cases where π ≈ µ (e.g., for the trust-region case), ε ≈ 0. To calculate J(π) using data from µ, a natural technique is employ importance sampling (IS),
To derive Taylor expansion in an intuitive way, consider expanding the product ∞ t=0 (1 + ε t ), assuming that this infinite product is finite. Assume all ε t ≤ ε with some small ε > 0. A second-order Taylor expansion is
Now, consider the term associated with ∞ t=0 ε t ,
Note that in the last equality, the γ t factor is absorbed into the discounted visitation distribution d µ γ (·, ·|x 0 , a 0 , 0). It is then clear that this term is exactly the first-order expansion L 1 (π, µ) shown in the main paper.
Similarly, we could derive the second-order expansion by studying the term associated with
Note that similar to the first-order expansion, the discount factor γ t γ t −t is absorbed into the discounted visitation distribution d µ γ (·, ·|x 0 , a 0 , 0) and d µ γ (·, ·|x, a, 1) respectively. Here note that the second discounted visitation distribution is d µ γ (·, ·|x, a, 1) instead of d µ γ (·, ·|x, a, 0) -this is because t − t ≥ 1 by construction and we need to sample the second state conditional on the time difference to be ≥ 1. The above is exactly the second-order expansion L 2 (π, µ).
By a similar argument, we can derive expansion for all higher-order expansion by considering the term associated with ∞ t1=0 ∞ t2>t1 ... ∞ t K >t K−1 ε 1 ε 2 . . . ε K . This would introduce K discounted visitation distributions d µ γ (·, ·|x 0 , a 0 , 0) and d µ γ (·, ·|x k , a k , 1), 1 ≤ k ≤ K.
The above derivation also illustrates how these higher-order terms can be estimated in practice. For the k-th order, given a trajectory under µ, sequentially sample K time difference ∆t k along the trajectory, where t 1 ∼ Geometric(1 − γ). For k ≥ 2, t k ∼ Geometric(1 − γ) while conditional on ∆t k ≥ 1. Then define the time t k = i≤k ∆t i . Let x i = x ti and a i = a ti , Then, a one sample estimate is
F.1. Connection between off-policy evaluation and generalized advantage estimation (GAE)
Generalized advantage estimation (GAE, Schulman et al. 2016 ) is a technique for advantage estimation. According to Schulman et al. (2016; 2017) , GAE trades-off bias and variance in the advantage estimation and can boost the performance of downstream policy optimization. On the other hand, off-policy evaluation operators Munos et al., 2016) are dedicated to evaluations of Q-function Q π (x, a). What are the connections between these approaches?
The actor-critic algorithm that uses GAE maintains a policy π(a|x) and value function V ϕ (x) with parameter ϕ. Data are collected on-policy, i.e., µ = π. LetÂ GAE (x, a) be the GAE estimation for (x, a). Naturally, GAE can be interpreted as first carrying out a Q-function estimationQ(x, a) and then subtracting the baselinê
Now we show that the Q-function estimationQ(x, a) can be interpreted as applying the Q(λ) operator to an initial Q-function estimate. Here importantly, to make the connection exact, we assume the initial Q-function estimate to be bootstrapped from the value function Q init (x, a) V ϕ (x). To sum up,
where R π,µ c=λ refers to the evaluation operator with trace coefficients c(x, a) = λ. Finally, the evaluation operator is replaced by sample estimates in practice. From the above, we see that there is a link between advantage estimation (i.e., GAE) with policy evaluation (i.e., the Q(λ) operator).
G. Second-order expansions for value-based algorithms
In this section, we provide algorithmic details on value-based algorithms in our experiments. The application of Taylor expansions allow us to derive the expansion for RL objective, which is useful in policy-optimization where algorithms maintain a parameterized policy π θ . Taking one step back, Taylor expansion can be used for policy evaluation as well, and can be useful in algorithms where Q-functions (value functions) are parameterized Q θ where the policy is implicitly defined (e.g., ε-greedy). In our experiments, we take R2D2 (Kapturowski et al., 2019) as the baseline algorithm. Below, we briefly introduce the algorithmic procedure of R2D2 and present the Taylor expansion variants.
Basic components. The baseline R2D2 maintains a Q-function Q θ (x, a) parameterized by a neural network θ. The central learner maintains an updated parameter θ and distributed actors maintain slightly delayed copies θ old . Distributed actors collect data using behavior policy µ, defined as ε-greedy with respect to Q θold (x, a). The target policy π is defined as greedy with respect to Q θ (x, a). Actors send data to a replay buffer, and the learner samples partial trajectories (x t , a t , r t ) T t=1 from the buffer and computes updates to the parameter θ. In particular, the learner calculates regression targets Q target (x t , a t ) and the Q-function is updated via θ ← θ − α · ∇ θ (Q θ (x t , a t ) − Q target (x t , a t )) 2 with learning rate α > 0.
Algorithmic variants. Algorithmic variants of R2D2 differ in how they compute the targets Q target (x, a). A useful unified view provided by Rowland et al. (2020) is that Q target (x, a) aims to approximate Q π (x, a) such that Q θ (x, a) → Q π (x, a) during the update.
Along sampled trajectories, we recursively calculate the targets Q target (x t , a t ), 1 ≤ t ≤ T based on recipes of different variants. Below are a few alternatives we evaluated in our experimenst, where we e.g., useQ zero (x t , a t ) to represent Q target (x t , a t ) for the zero-order baseline.
• Zero-order:Q zero (x t , a t ) r t + γQ zero (x t+1 , a t+1 )
For retrace, we set the trace coefficient c t λ · min π(at|xt) µ(at|xt) , 1 following Munos et al. (2016) . All baselines bootstrap Q target (x T , a T ) = Q θ (x t , a T ) from the Q-function network for the last state-action pair.
As shown above, the zero-order baseline reduces to discounted sum of returns (plus a bootstrap value at the end of the trajectory). The first-order adopts the Q(λ), λ = 1 recursive update rule. The second-order corresponds to applying Q(λ), λ = 1 twice to the partial trajectory-in particular, this corresponds to replacing the Q-function baseline Q θ (x, a) by first-order approximations Q first (x, a). For the above, we defineQ first (x t , a) I a=atQfirst (x t , a) + (1 − I a=at )Q θ (x t , a) where I is the indicator function. This ensures that the expectations are well defined in the recursive updates.
As discussed in the main paper, it is not always necessarily optimal to carry out exact first/second-order correction, it might be potentially beneficial to strike a balance in between for bias-variance trade-off. To this end, we define the ultimate second-order target asQ target-final =Q first + η(Q second −Q first ) for η ≥ 0.
See Figure 4 and Figure 7 for the comparison results of these algorithmic variants. Further hyper-parameter details are specified in Appendix H.7.
H. Additional experimental details and results

H.1. Random MDP
The random MDP is identified by the number of states |X | and actions |A|. The transitions p(x |x, a) are generated as samples from a Dirichlet distribution. The reward function r(x, a) is generated as a Dirac, sampled uniformly at random from [−1, 1]. The discount factor is set to γ 0.9. The results in Figure 1 are averaged over 10 MDPs.
We randomly fix a target policy π and randomly sample another behavior policy µ in the vicinity of π such that ||π−µ|| 1 ≤ ε, for some fixed ε > 0. Effectively, ε controls the off-policiness measured as the difference between π and , µ. When using the reward estimateR to compute the Q-function estimate, trajectories are generated under the behavior policy µ. The reward estimate is initialized to be zerosR(x, a) 0 for all x and a. Since the rewards are deterministic, we have have that when (x, a) is encountered thenR(x, a) ← R(x, a).
H.2. Evaluation of distributed experiments
For this part, the evaluation environments is the entire suite of Atari games (Bellemare et al., 2013) consisting of 57 levels. Since each level has very different reward scale and difficulty, we report human-normalized scores for each level, calculated For all experiments, we report summarizing statistics of the human-normalized scores across all levels. For example, at any point in training, the mean human-normalized score is the mean statistic across z i , 1 ≤ i ≤ 57.
H.3. Details on distributed algorithms
Distributed algorithms have led to significant performance gains on challenging domains (Nair et al., 2015; Mnih et al., 2016; Babaeizadeh et al., 2017; Barth-Maron et al., 2018; Horgan et al., 2018) . Here, our focus is on recent state-of-the-art algorithms. In general, distributed agents consist of one central learner, multiple actors and optionally a replay buffer. The central learner maintains a parameter copy θ and updates parameters based on sampled data. Multiple actors each maintaining a slighted delayed parameter copy θ old and interact with the environment to generate partial trajectories. Actors synchronize parameters from the learner periodically.
Algorithms differ by how are data and parameters passed between each component. We focus on two types of state-ofthe-art scalable topologies: Type I adopts IMPALA-typed architecture ; see blue arrows in Figure  5 in Appendix H), data are directly passed from actors to the learner. See Section 5.1 and Section 5.2; Type II. adopts Figure 5 . Architecture of distributed agents. Agents differ by the topology, i.e., how actors/learner/replay pass data/parameters between them. The above architecture summarizes common setups such as IMPALA as blue arrows and R2D2 (Kapturowski et al., 2019) as orange arrows.
R2D2-typed architecture (Kapturowski et al. 2019 , see orange arrows in Figure 5 in Appendix H), data are sent from actors to a replay, and later sampled according to priorities to the learner .
H.4. Details on TayPO-2 for policy optimization
Discussion on the first-order objective. By construction, the first-order objective (Eq. 5) samples states with a discounted visitation distribution. Though such an objective is conducive to theoretical analysis, it is too conservative in practice. Indeed, the practical objective is usually undiscounted ≈ E x0,a0 [ Te t=0 r t ] where T e is an artificial threshold of the episode length. Therefore, in practice, the state x is sampled 'uniformly' from generated trajectories, i.e., without the discount factor γ t .
Discussion on the TayPO-2 objective. For the second-order objective (Eq. 6), recall that we sample two state-action pairs (x, a), (x , a ). In practice, we sample (x, a) uniformly (without discount) as the first-order objective and sample (x , a ) with discount factors γ ∆t where ∆t is the time difference between x and x. This is to ensure that we have a comparable loss functionL 2 (π, µ) compared to the first-orderL 1 (π, µ).
Further practical considerations. In practice, loss functions are computed on partial trajectories (x t , a t ) T t=1 with length T . Though, theoretically, evaluatingL 2 (π θ , µ) requires generating time steps from a geometric distribution Geometric(1 − γ) which can exceed the length T , in practice, we apply the truncation at T . In addition, we evalu-ateL 2 (π θ , µ) by enumerating over the entire (truncated) trajectory instead of sampling time steps. This comes at several trade-offs: enumerating the trajectory require O(T 2 ) computations while sampling can reduce this complexity to O(T ); enumerating over all steps could reduce the variance by pooling all data of the trajectory, but could also increase the variance due to correlations of state-action pairs on a single trajectory. In practice, we find enumerating all steps along the trajectory works well.
H.5. Near on-policy policy optimization
Additional results. The additional results on the Atari suite are in Figure 6 , where, we show the median human normalized scores during training. We notice that the second-order still steadily outperforms other baselines.
Discussion on proximal policy optimization (PPO) implementation. By design, PPO (Schulman et al., 2017) alternates between data collection and policy update. The data are always collected under µ = π and the new policy gets updated via several gradient steps on the same batch of data. In practice, such a 'fully-synchronized' implementation is not efficient because it does not leverage a distributed computational architecture. To improve the implementation, we modify the original algorithm and adapt it to an asynchronous setting. To this end, several changes must be made to the algorithm.
• The data are collected with actor policy µ instead of the previous policy.
• The number of gradient descent per batch is one instead of multiple, to balance the data throughput from the actor. Figure 6 . Near on-policy optimization. The x-axis is the number of frames (millions) and y-axis shows the median human-normalized scores averaged across 57 Atari levels. The plot shows the mean curve averaged across 3 random seeds. We observe that second-order expansions allow for faster learning and better asymptotic performance given the fixed budget on actor steps.
Details on computational architecture. For the near on-policy optimization experiments, we set up an agent with an algorithmic architecture similar to that of IMPALA . In order to minimize the delays between actors and the central learner, we schedule all components of the algorithms on a single host machine. The learner uses a single TPU for fast inference and computation, while the actors use CPUs for fast batched environment rollouts.
We apply a small network similar to Mnih et al. (2016) , please see Appendix H.6 for detailed descriptions of the architecture.
Following the conventional practice of training on Atari games (Mnih et al., 2016) , we clip the reward between [−1, 1]. The learner applies a discount γ = 0.99 to calculate value function targets. The total loss function is a linear combination of policy loss L policy , value function loss L value and entropy regularization L entropy , i.e., L L policy + c v L value + c e L entropy where c v 0.5 and c e 0.01. All missing details are the same as the hyper-parameter setup of the IMPALA architecture to be introduced below.
The networks are optimized with a RMSProp optimizer (Tieleman and Hinton, 2012) with the learning rate α 10 −3 .
H.6. Distributed off-policy policy optimization V-trace implementations. V-trace is a strong baseline for correcting off-policy data . Given a partial trajectory (x t , y t , r t ) T t=1 , let ρ t min{ρ, π(a t |x t )/µ(a t |x t )} be the truncated IS ratio. Let V ϕ (x) be a value function baseline. Define δ t V ρ t (r t + γV (x t+1 ) − V (x t )) be a temporal difference. V-trace targets are calculated recursively as
where c t min{c, π(a t |x t )/µ(a t , x t )} is the trace coefficient. The value function baseline is then trained to approximate these targets V ϕ (x) ≈ v(x).
The policy gradient is corrected by clipped IS ratio as well. The policy parameter θ is updated using the gradient min{ρ, π(a t |x t )/µ(a t |x t )}∇ θ log π(a t |x t )â t ,
where the advantage estimates areâ t r t + γv(x t+1 ) − v(x t ) and the derivative ∇ θ is taken with respect to the learner parameter π(a|x) = π θ (a|x). Following the original setup , we set ρ c 1.
Hyper-parameters for Taylor expansions. The Taylor expansion variants (including first-order and second-order expansions) all adopt the surrogate loss functions introduced in the main text. The second-order expansion requires a hyper-parameter η which we set to η = 1.
The value function targets are estimated as uncorrected cumulative returns, computed recursively v(x t ) = r t + γv(x t+1 ) and then the value function baseline is trained to V ϕ (x) ≈ v(x). Table 1 . Scores across 57 Atari levels for experiments on general policy-optimization with distributed architecture with no artificial delays between actors and learner. We compare several alternatives for off-policy correction: V-trace, first-order and second-order. We also provide scores for random policy and human players as reference. All scores are obtained by training for 400M frames. Best results per game are highlighted in bold font. Figure 7 . Value-based learning with distributed architecture (R2D2). The x-axis is number of frames (millions) and y-axis shows the mean/median/super-human ratio of human-normalized scores averaged across 57 Atari levels over the training of 2000M frames. Each curve averages across 2 random seeds. The second-order correction performs marginally better than first-order correction and retrace, and significantly better than zero-order. The super-human ratio is computed as the proportion of games with normalized scores zi > 1.
statistics implies that the zero-order variant can achieve super-human performance on almost all games as quickly as other more complex variants.
Details on the distributed architecture. We follow the architecture designs of R2D2 (Kapturowski et al., 2019) . We recap the important details for completeness. For a complete description, please refer to the original paper.
The agent contains a single GPU learner and 256 CPU actors. The policy/value network applies the same architecture as (Mnih et al., 2016) , with a 3-layer convnet followed by an LSTM with 512 hidden units, whose output is fed into a dueling head (with hidden layer size of 512, Wang et al. 2016) . Importantly, to leverage the recurrent architecture, each time step consists of the current observation frame, the reward and one-hot action embedding from the previous time step. Note that here we do no stack frames as practiced in e.g., IMPALA .
The actor sends partial trajectories of length T 120 to the replay buffer. Here, the first T 1 40 steps are used for burn-in while the rest T 2 80 steps are used for loss computations. The replay buffer can hold 4 · 10 6 time steps and replays according to a priority exponent of 0.9 and IS exponent of 0.6 . The actor synchronizes parameters from the learner every 400 environment time steps.
To calculate Bellman updates, we take a very high discount factor γ = 0.997. To stabilize the training, a target network is applied to compute the target values. The target network is updated every 2500 gradient updates of the main network. We also apply a hyperbolic transform in calculating the Bellman target (Pohlen et al., 2018) . All networks are optimized by an Adam optimizer (Kingma and Ba, 2014) with learning rate α 10 −4 .
H.8. Ablation study
In this part we study the impact of the hyper-parameter η on the performance of algorithms derived from second-order expansion. In particular, we study the effect of η in the near on-policy optimization as in the context of Section 5.1. In Figure 8 , x-axis shows the training frames (400M in total) and y-axis shows the mean human-normalized scores across Atari games. We select η ∈ {0.5, 1.0, 1.5} and compare their training curves. We find that when η is selected within this range, the training performance does not change much, which hints on some robustness with respect to η. Inevitably, when η takes extreme values the performance degrades. When η = 0 the algorithm reduces to the first-order case and the performance gets marginally worse as discussed in the main text.
Value-based learning. The effect of η on value-based learning is different from the case of policy-based learning. Since the second-order expansion partially corrects for the value function estimates, its effect becomes more subtle for value-based algorithms such as R2D2. See discussions in Appendix G. Figure 8 . Ablation study on the effect of varying η. The x-axis shows the training frames (a total of 400M frames) and y-axis shows the mean human-normalized scores averaged across all Atari games. We select η ∈ {0.5, 1.0, 1.5}. In the legend, numbers in the brackets indicate the value of η.
