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a b s t r a c t
If G is a finite group of order n, we denote by KG the complete Cayley graph on G. Let L be a
multiset of group elements of G. If KG contains a subgraphwhose edge labels are precisely L
then we say that L is realizable as a G-subgraph. For an arbitrary finite group G, we present
necessary and sufficient conditions for amultiset L to be realizable as aG-spanning tree and
an algorithm for finding such a tree. This work is motivated by a problem posed by Marco
Buratti on Hamiltonian paths in prime order complete graphs.
© 2011 Elsevier B.V. All rights reserved.
1. Definitions and motivation
Let G be a finite group of order n. We denote by KG the complete undirected Cayley graph for G with loops removed. In
the case where G is non-abelian, each edge ab ∈ E(KG)will be assigned both weights ab−1 and ba−1.
We say that a multiset L of group elements of G is realizable as a subgraph in KG, or realizable as a G-subgraph, if there
exists a subgraph H of KG whose edge labels correspond to L. In particular, L is realizable as a G-forest if there exists a forest
F in KG with edge labels corresponding to L. One may similarly say that L is realizable as a G-tree, G-cycle, G-path, and so on.
We refer to the multiset L as a difference set, and denote the underlying set of L by LG.
The results that follow are motivated by the following question which was posed by Buratti and first published by Horak
and Rosa [3]:
Buratti’s Problem. Given any prime p, is every list of p− 1 differences from Zp \ {0} realizable as a Zp-Hamiltonian path?
Note that, since we deal only with loopless graphs, the difference 0 must be excluded. In the work that follows, it will be
understood that a multiset of differences from a group Gwill never include the identity element of G.
Dinitz and Janiszewski [2] have shown that Buratti’s Problem holds when the difference set contains at most two distinct
values (note that one need only consider differences between 1 and p−12 in Zp), and Capparelli and Del Fra [1] have shown
that Burrati’s Problem holds when the differences are equal to 1, 2, or 3. Meszka (personal communication to Horak and
Rosa [3]) has verified Buratti’s Problem for each p ≤ 23. It is also trivial to check that a list is realizable if all differences are
distinct.
Horak and Rosa [3] discuss the problem in detail and conjecture the following:
Conjecture 1.1. For any positive integer n, a difference set L is realizable as a Zn-Hamiltonian path if and only if, for all divisors
d of n, there are no more than n− d elements of L whose greatest common divisor with n is d.
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The divisor condition can be easily shown to be necessary. If the problem is relaxed to allow a spanning tree instead of
requiring a Hamiltonian path, one would still have to satisfy the same necessary condition. The subject of this paper is an
algorithmic proof that a similar condition relating difference sets to subgroups is sufficient for a list to be realizable as a
spanning tree in any Cayley graph of any group. Specifically, we give an algorithmic proof of the following theorem:
G-Spanning Tree Theorem Let G be a finite group of order n. A difference set L of size n− 1 is realizable as a G-spanning tree if
and only if, for any H < G, there are at most n− [G : H] elements in L which lie in H .
An alternate proof of this result may be given by drawing on the theory of matroids (see [4] for terminology). A theorem
of Rado [5], formulated into the language of matroids by Schrijver and Seymour [6], gives conditions under which a matroid
with labeled elements has a base with a prescribed number of elements of each label.
Rado’s Theorem. Let M be a matroid, and let Ai (i ∈ J) be mutually disjoint subsets of E(M) with union E(M), and ai (i ∈ J)
be nonnegative integers. If
• i∈I ai ≤ rk(∪Ai : i ∈ I) for all I ⊆ J and• i∈J ai = rk(M)
then there is a base B with |B ∩ Ai| = ai (i ∈ J).
To see that the conditions of Rado’s Theorem correspond to those conditions of the G-Spanning Tree Theorem is not
terribly difficult. Let G, n, and L be as given in the statement of the G-Spanning Tree Theorem. We denote by g1, g2, . . . , gn
the elements of G, and by Ai those edges of KG labeled gi. Let M be the graphic matroid on KG, where E(M) = E(KG) and I
is the set of acyclic subgraphs of KG. Now, given a difference set L, let ai denote the number of occurrences of gi in L. The
condition

i∈I ai ≤ rk(∪Ai : i ∈ I) for all I ⊆ J corresponds to having no more than n − [G : H] elements in L from any
subgroup H < G and hence the G-Spanning Tree Theorem holds.
Unfortunately, the proof of Rado’s Theorem in [5] is combinatorial rather that algorithmic and does not provide insight
into the structure, in particular the algebraic structure, of the spanning tree (base). We offer this work in the hope that the
ideas in the proofs may be extended to the problem of finding subgraphs of Cayley graphs which have a specified structure
(for example, Hamiltonian paths or trees with a bounded number of leaves), or other classes of subgraphs which have no
correspondence to bases of matroids.
2. G-forests and G-spanning trees
Given a subgraph of KG, we may consider a partition of G given by the vertex sets of the subgraph’s components. In light
of this, we relate subgraphs of KG to partitions of G obtained from subgroups by the following definition.
Definition 2.1. Let G be a finite group of order n, and let F be a subgraph in KG. We say that H is a refining subgroup for F if
every component of F has a vertex set which is a union of right cosets of H .
We will make frequent use of the following simple proposition:
Proposition 2.2. Suppose F is a subgraph in KG for a finite group G, and H is a refining subgroup for F . If two elements, say a and
b, lie in the same right coset of H then there is a path in F connecting a and b.
Note that refining subgroups are far from unique; if H is a refining subgroup for a G-subgraph then every subgroup of
H is as well. In particular, the subgroup consisting only of the identity element is a refining subgroup for every subgraph
(including the empty subgraph).
Lemma 2.3. Let G be a finite group of order n and F a forest in KG. There exists a unique maximal refining subgroup for F .
Furthermore, the refining subgroups of F are precisely the subgroups of F ’s maximal refining subgroup.
Proof. We show that if H1 and H2 are refining subgroups for F , then their composite ⟨H1,H2⟩ is a refining subgroup as well.
Taking successive composites then gives the unique maximal refining subgroup since G is finite.
Let g ∈ G and h ∈ ⟨H1,H2⟩. We may write h = hkhk−1 . . . h2h1 where each hi is in H1 or H2. Then, for each i =
0, 1, . . . , k−1 (letting h0 = 1where 1 ∈ G is the identity element),wehave that 1(hihi−1 · · · h1g) and hi+1(hihi−1 · · · h1g) are
connected, since both elements lie in a shared right coset of eitherH1 orH2 (possibly both), depending onwhich subgroup(s)
hi+1 is in. Hence, g and hg are connected in F for any h ∈ ⟨H1,H2⟩. It then follows that for any h, h′ ∈ ⟨H1,H2⟩, hg and h′g
are connected in F , and so ⟨H1,H2⟩ is a refining subgroup for F . 
Lemma 2.4. Let G be a finite group of order n and L a difference set. If L is realizable as a G-spanning tree, then for every subgroup
H < G there are at most n− [G : H] differences in L which are members of H.
Proof. Let T be a realization of L. For any H < G and any (right) coset Ha, the subgraph of T induced by the vertices of Ha
contains at most |H| − 1 edges. Each such edge has weight from H , and all edges with weights from H are induced by some
right coset, Ha. Thus there are at most n− [G : H] differences from H . 
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Lemma 2.5. Let G be a finite group of order n, F a forest in KG, and H a refining subgroup for F . Let P be the collection of all
paths in F whose ends lie in the same right coset of H. If E ′ is the set of all edges which appear in some path of P , then
|E ′| ≥ n− [G : H].
Proof. Any component of the subgraph induced by the edge set E ′ is a spanning tree of a union of cosets of H . The smallest
number of edges possible is then when E ′ consists of a spanning tree for each distinct coset, giving n − [G : H] edges in
total. 
Lemma 2.6. Let G be a finite group of order n. Suppose L is a difference set with the property that, for every H < G, there are at
most n − [G : H] elements in L which lie in H. Suppose that for some d ∈ L, L \ {d} is realizable as a G-forest F , and let K be a
refining subgroup for F with generating set {d1, . . . , di} ⊆ L. If L is not realizable as a G-forest, then
(1) K ′ = ⟨K , d⟩ is a refining subgroup for F .
Furthermore, if P is the collection of all paths in F whose ends lie in the same right coset of K ′, and E ′ is the set of all edges which
appear in some path of P , then
(2) there exists at least one edge e ∈ E ′ whose weight is not in K ′, and
(3) for any such e, there exists a pair of vertices g and djg, 1 ≤ j ≤ i, such that the path connecting them in F contains e.
Proof. (1) If L is not realizable as aG forest, then any two elements a, b ∈ G such that ab−1 = d are connected in F , and so the
components of F are unions of right cosets of a subgroup which contains d. Hence d lies in the maximal refining subgroup
of F and so ⟨K , d⟩ is a refining subgroup for F by Lemma 2.3.
(2) By Lemma 2.5, |E ′| ≥ n − [G : ⟨K , d⟩]. Since F is a realization of L \ {d} and Lemma 2.4 gives that there are most
n− [G : ⟨K , d⟩] differences in Lwhich lie in ⟨K , d⟩ and hence at most n− [G : ⟨K , d⟩] − 1 elements in L \ {d}which lie in K .
Hence, there must be some e ∈ E ′ with labelw such thatw ∉ K ′.
(3) If e is any such edge from (2), there are elements g ′ ∈ G and h ∈ K such that e is on the unique path P from g ′ to
hg ′ in F . Now, h can be written as h = hl · · · h2h1 where ht ∈ {d1, . . . , di} ∪ {d} for all 1 ≤ t ≤ l. Let Pt be the path from
ht−1 · · · h2h1g ′ to ht · · · h2h1g ′ in F , for 1 ≤ t < l. Clearly P ⊆ ∪lt=1 Pt and so e ∈ Pt for some t = 1, . . . , l. The result follows
immediately, where g = ht−1 · · · h2h1g ′ and dj = ht . 
3. Proof of the G-Spanning Tree Theorem
G-Spanning Tree Theorem.Let G be a finite group of order n. A difference set L of size n− 1 is realizable as a G-spanning tree if
and only if, for any H < G, there are at most n− [G : H] elements in L which lie in H .
We will prove a slightly broader theorem on forests; the result on spanning trees follows immediately.
Theorem 3.1. Let G be a finite group of order n. A difference set L is realizable as a G-forest if and only if there are at most
n− [G : H] elements in L which lie in H for any subgroup H < G.
Proof. If L is realizable as a G-forest, then one direction follows immediately by Lemma 2.4.
Let L = {g1, g2, . . . , gm} be a difference set such that, for every H < G, there are at most n− [G : H] elements in Lwhich
lie in H .
For t = 1, 2, . . . ,m, if there is an edge of KG with label gt which may be added to the forest without inducing a cycle,
say et , we add that edge to the forest. Let gk be the first edge which cannot be placed in this fashion, and let F1 be the forest
constructed with edge set E(F1) = {e1, . . . , ek−1}. By Lemma 2.6, gk lies in the maximal refining subgroup of F1, and by
Lemma 2.3, ⟨gk⟩ is a refining subgroup of F1. For the purposes of notation below, we write gk = w1 and H1 = ⟨gk⟩ = ⟨w1⟩.
Let P1 be the collection of all paths in F1 whose ends lie in the same right coset of H1 and let E1 be the set of all edges
which appear in some path of P1. Lemma 2.5 guarantees that there exists an edge f2 ∈ E1 ⊆ {e1, . . . , ek−1}with associated
difference, sayw2, which is not in H1.
The proof now proceeds algorithmically. At the beginning of the ith stage, we have a set of spanning forests {F1, . . . , Fi}
each of whose connected components give the same partition of V (KG), and
• Fi has edge weights {g1, . . . , gk} \ {wi}, wherewi ∈ Di is the difference from L that we will attempt to add to the forest,
• a refining subgroup of Fi denoted as Hi = ⟨Di⟩ = ⟨w1, . . . , wi⟩where Di ⊆ LG (note that this is not necessarily a maximal
refining subgroup, but rather a refining subgroup that arises from the previous steps of the algorithm),
• the collection of paths Pi and associated set of edges Ei ⊆ E(Fi) as given by Lemma 2.6, and
• a tree T whose vertices are the forests {F1, F2, . . . , Fi}, and if Fa and Fb are adjacent, 1 ≤ a, b ≤ i, then there exist edges
fab ∈ Fb and fba ∈ Fa such that Fb = Fa ∪ fab \ fba; furthermore, fab has weightwa and fba has weightwb.
Suppose that we are at the ith stage and that no edge with weightwi can be added to Fi without creating a cycle. We will
find some previously defined forest Fj′ to which we can add the difference wj′ and remove an edge with a difference not in
Hi and thus progress to the (i+ 1)st stage.
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Let I denote the set of indices j, 1 ≤ j ≤ i, such that (1) there exists an edge fj ∉ E(Fi) with weight wj, (2) f ′j ∈ E(Fi)
whose weightw′j ∉ Hi, and (3) Fi ∪ fj contains a cycle through f ′j . We know from Lemma 2.6 that I is nonempty. Let j′ be the
element of I such that Fj′ is closest to Fi in our auxiliary tree T . We now show that Fj′ ∪ fj′ contains a cycle through f ′j′ .
LetP be the path in T from Fi to Fj′ . We will show that Fj∪ fj′ contains a cycle through f ′j′ for every Fj along pathP . This is
true when j = i. Assume that it is true for j = a and that the subsequent vertex in P is labeled Fb. There exist edges fab ∈ Fb
and fba ∈ Fa such that Fa ∪ fab = Fb ∪ fba. Let
Fˆ = Fa ∪ fab ∪ fj′ = Fb ∪ fba ∪ fj′ .
By minimality of j′, we know that the unique cycle, C1, in Fa ∪ fab ⊂ Fˆ does not contain f ′j′ and by the inductive assumption
the unique cycle C2 in Fa ∪ fj′ ⊂ Fˆ does contain f ′j′ . Since Fb = Fa ∪ fab \ fba we see that fba ∈ C1. We consider two cases for
the location of fba.
Case 1: If fba ∉ C2 then C2 ⊂ Fb ∪ fj′ . In this case we let C ′ = C2.
Case 2: Suppose fba ∈ C1 ∩ C2. Note that C1 and C2 are circuits of the graphic matroid on Fˆ . The Strong Circuit Axiom of
Matroids [4] states that if C1 and C2 are distinct circuits of a matroid and e ∈ C1 ∩ C2, then there exists a circuit C ′ such that
C ′ ⊆ (C1 ∪ C2)− e. Hence, there must exist a cycle C ′ in Fˆ which contains f ′j′ ∈ C2 \ C1 and avoids fba ∈ C1 ∩ C2.
In either case C ′ ⊂ Fˆ \ fba = Fb ∪ fj′ and since this graph has a unique cycle containing fj′ we have that f ′j′ is in the unique
cycle in Fb ∪ fj′ . Hence, for each Fj along path P , Fj ∪ fj′ contains a cycle through f ′j′ . In particular, this is true for Fj′ .
Define fj′(i+1) = fj′ , f(i+1)j′ = f ′j′ , and Fi+1 = Fj′ ∪ fj′(i+1) \ f(i+1)j′ . Add a new vertex labeled Fi+1 to T adjacent to Fj′ . Let
wi+1 be the weight of f(i+1)j′ = f ′j′ (which is not in Hi). Recall that the weight of fj′(i+1) = fj′ waswj′ . If no edge weighted with
wi+1 may be added to Fi+1 then Lemma 2.6 gives that Hi+1 = ⟨Hi, wi+1⟩ is a refining subgroup of Fi+1 which is strictly bigger
than Hi. Note also that the connected components of Fi and Fi+1 give the same partition of V (KG). Thus, we may proceed to
the (i + 1)st stage. This process creates a chain of nested, strictly increasing subgroups of G. Since G is finite, there must
be an i∗ at which it is possible to place wi∗ in Fi∗ and thus produce a forest containing all differences {g1, . . . , gk}. We may
now proceed to difference gk+1 and use the algorithm again, placing an edge greedily if possible and using the auxiliary tree
argument otherwise. 
The complete characterization of forests in arbitrary undirected Cayley graphs follows immediately:
Corollary 3.2. Let G be a finite group of order n, S ⊆ G a generating set, and C(G, S) the undirected Cayley graph generated by
S. A difference set L is realizable as a forest in C(G, S) if and only if there are at most n− [G : H] elements in L which lie in H for
any subgroup H < G, and LG ⊆ S.
4. Buratti’s Problem and new directions
When G = Zp, p a prime, Theorem 3.1 gives the following result related to Buratti’s Problem:
Corollary 4.1. Any list of p− 1 differences from Zp is realizable as a Zp-spanning tree.
This result has a straightforward proof which does not require the machinery used in Sections 2 and 3.
Proof. Let L be a list of p − 1 differences and let F ⊂ KZp be a Zp-forest whose edges correspond to a proper subset of
differences L′ ⊂ L. Let d ∈ L \ L′, and suppose that adding any edge to F having difference d creates a cycle. This implies that
every pair of vertices whose difference is d is joined in F . Since d generates Zp, this implies that F is connected and hence
contains at least p− 1 edges, a contradiction. 
The corollary above is explicitly stated in the hope that an approach similar to the one in the proof of Theorem 3.1 might
yield further progress on the following generalization of Buratti’s Problem.
Problem 4.2. Which Zp-spanning trees can be realized by a given difference set from Zp?
For example, West [7] has asked whether there exists a value r (possibly as a function of p) such that for any set of
p− 1 differences there exists a realization of a Zp-spanning tree with at most r leaves. Clearly, a positive answer to Buratti’s
question would mean that r = 2 for all primes p. One could similarly attempt to bound the maximum degree or diameter
of a realization as a spanning tree.
We note here that the conditions of Theorem 3.1 do not hold for general groups if ‘‘forest’’ is replaced with ‘‘path’’ (and
hence ‘‘spanning tree’’ with ‘‘Hamiltonian path’’).
Example 4.3. Let G = Zn2 and let L = G \ 0⃗. L satisfies the necessary conditions of Lemma 2.4. Since the elements of L sum
to 0⃗ ∈ G, any attempt to build a realization of a path from a starting vertex by adding edges must necessarily revisit that
vertex, and so at best one can construct a near-Hamiltonian cycle. Thus L cannot be realized as a Hamiltonian path.
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Recall that Conjecture 1.1 asks whether our necessary and sufficient subgroup conditions hold for Hamiltonian paths
and cyclic groups. Example 4.3 raises the question of whether or not cyclic groups are the only set of groups for which this
subgroup condition is sufficient for Hamiltonian paths.
We hope that the ideas presented heremay be a useful starting point for determining necessary and sufficient conditions
for difference sets to be realizable in KG as subgraphs of other types.
Problem 4.4. Given a group G and a set of forbidden graphs C, when is a difference set L realizable as a G-subgraph, say H ,
such that no element of C is a subgraph (or minor, or induced subgraph) of H?
Our result answers this question when G is any finite group, C is the set of all cycles, and we forbid elements of C from
beingminors of the realization. Buratti’s original question asks for 3-stars and cycles to be forbidden as subgraphs in Zp, and
so Theorem 3.1 generalizes from cyclic prime order groups to all groups at the cost of allowing 3-stars while still forbidding
cycles.
We also offer the problem of which other families of subgraphs of Cayley graphs can be realized.
Problem 4.5. Given a group G and a positive integer k, when is a difference set L realizable as a (connected) k-factor in KG?
A solution to this problem for connected 2-factors (i.e. Hamiltonian cycles) in cyclic groups of prime order would imply
an affirmative answer to Buratti’s Problem.
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