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ABSTRACT 
This thesis falls naturally into three separate parts, each 
concerned with a different aspect of colloid or interface science. 
Vlll. 
Part I deals with some properties of colloidal suspensions of 
spherical particles. In most practical situations the particles are 
charge-regulating and there is only a limited volume of electrolyte. 
The aim of this part is to enquire into the nature and significance of 
the effects arising from these experimental conditions. Chapter 1 
provides an introduction to this area of colloid science and reviews 
some related work. In Chapter 2 the method of investigation 1.s 
fonnulated. Finally, Chapter 3 presents an extensive description of 
suspension properties under a variety of conditions. 
In Part II a model is developed for the order-disorder transition 
observed in colloidal suspensions. Its aim is to clarify the nature 
of the phase transition and its dependence on the electrostatic 
properties of the suspension. Chapter 4 gives the current under-
standing of the problem as well as a description of some recent 
theoretical work. In Chapter 5 the transition is analysed at a 
fundamental level and an approximate method developed for determining 
the phase diagram. This relies heavily on the work of Part I. 
Chapter 6 examines the phase behaviour revealed by the calculation. 
It is concluded that for an accurate description of the phase 
transition properties such as charge regulation and finite electrolyte 
volume must be taken into account. 
Part III warranted the inclusion of "interface" 1.n the title of 
this thesis. It considers surface tension in dilute solutions of 
ionic surfactants and attempts to develop a simple explanation for the 
minimum observed as the solution pH is varied. The subject i s briefly 
introduced in Chapter 7. The essence of the explanation - the 
lX 
solution chemistry and correct account of double layer contributions 
is described in Chapter 8. It can be shown from this alone that the 
surface tension should go through a minimillil. Detailed calculation, 
however, requires a model for the adsorption of surfactant molecules 
at an interface. This is developed in Chapter 9. Finally in Chapter 
10 results are presented and analysed. The conclusion drawn is that 
minima can be observed in various situations and are essentially the 
result of the solution chemistry of the surfactant in its neutral and 
dissociated forms. In particular it is not necessary to invoke the 
existence of ion-neutral complexes with peculiar surface activities in 
order to explain experimental results. 
PART I 
SOME PROPERTIES OF DENSE 
COLLOIDAL SUSPENSIONS 
CHAPTER 1 
INTRODUCTION 
1.1 COLLOIDAL SUSPENSIONS - THEIR IMPORTANCE 
AND SOME CURRENT AREAS OF INTEREST 
Suspensions of small charged particles in a liquid medium occur 
widely in nature and in industry, and ·their study forms a maJor 
chapter in the development of colloid science. An immediate example 
from the natural world is of course blood in which the suspended 
particles are cells. Another example is provided by dispersions of 
clays such as montmorillonites which consist of roughly disc-shaped 
plates about 20 A thick and with diameters ranging from 500 i to 
10,000 A. Such clays were studied by Langmuir 1 and others as far back 
as the 1930s. Their properties have an important bearing on soil 
structure and stability. An example of a different kind is tobacco 
mosaic virus (TMV). This virus occurs as cylindrical rods some 180 A 
in diameter and 2,800 i in length. Dilute suspensions of TMV in 
aqueous electrolyte are found to undergo a phase transition from a 
disordered to an ordered state as the concentration of virus 1_s 
increased. An early detailed description of this phenomenon was given 
by Bernal and Fankuchen 2 in 1941. The behaviour of TMV is of interest 
not only from the standpoint of the statistical mechanics of phase 
transitions but also for the light it may shed on the nature of 
certain other biological structures, e.g. muscle filaments 3 and visual 
cornea 4 ' 5 which appear to be ordered arrays of long proteins or 
protein aggregates. 
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Overbeek 6 has given a summary of some areas in which colloidal 
suspensions are relevant to industry. It is worth considering a few 
cases in some detail as they indicate what properties of such 
suspensions are important. In the emulsion polymerisation process, 
for example, polymer is produced as a suspension of small particles. 
The stability of this suspension is a prime consideration. In the 
early stages of the process, the particles must remain dispersed for 
rapid polymerisation but at the end they must be coagulated to 
facilitate further handling. Many paints are suspensions of 
colloidal-size pigment particles in oil. Clearly such a suspension 
must be stable against settling during storage. It must also have 
certain flow properties, in particular a degree of thixotropy. While 
in motion it should be quite fluid for ease of application, but when 
undisturbed it should be viscous so that after being applied to a 
surface it will not flow appreciably duri_ng the time taken for the 
solvent to evaporate and the pigment particles to coagulate. Electro-
deposition is a further example of the occurrence of colloidal 
suspensions in industry. In this process an electric field attracts 
charged particles to the surface to be coated where they coagulate due 
to the higher local concentration of electrolyte produced as a result 
of electrolysis. The · operation is naturally affected by the charge on 
the particles and their mobility in the suspending medium. 
As illustrated by the examples just discussed, the important 
properties of colloidal suspensions include the state of charge of the 
constituent particles, the forces between them and the flow behaviour 
of the suspension. Properties such as these have been the subject of 
considerable theoretical work in recent years. Ottewill 7 has recently 
summarised current understanding of the important matter of colloid 
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stability. The order-disorder transition resulting from repulsive 
interactions between plates, rods or spheres has received a great deal 
of attention as reviewed by Forsyth et al. 8 (see also Part II of this 
thesis). The titration of surface charge in colloidal suspensions has 
been analysed 9 in a model which takes into account the binding of 
electrolyte ions as well as the dissociation of surface groups. 
Levine and coworkers 10 - 13 have examined the force between two 
neighbours in a suspension of charged particles in a non-polar medium. 
In this work it was assumed that either the charge or the potential of 
the particles was constant and that the medium contained only 
counterions at a concentration sufficiently low for their density to 
be considered uniform. An interesting result to emerge from their 
analysis is that the two particles should attract when their 
separation is near the mean value for the suspension. The radial 
distribution function for the suspension of spheres has also been 
calculated. 14 ' 15 Its form can be used to estimate the location of the 
order-disorder transition in the ionic strength-~olume fraction plane. 
h h h 1 . dl4-18 h · · · · Te same aut ors ave a so examine t e variation in osmotic 
pressure with volume fraction and ionic strength. A limitation of 
this work was the use of a single value of the surface potential under 
all conditions. 
Investigations into dynamic phenomena include those of Levine and 
Neale 19120 into the effect of particle interactions on electrophoresis 
in concentrated suspensions. The authors ignored the relaxation of 
the double layer away from spherical symmetry and assumed surface 
potentials sufficiently low to allow linearisation. In later work 21122 
Levine and coworkers have calculated the electric field established 
during the settling of a concentrated suspension (Dorn effect) and the 
resultant retardation in the sedimentation rate. In this case the 
effects of relaxation were taken into account. Of a somewhat 
different nature are the investigations of Coriell and Jackson 23 and 
Bell and Dunning24 into the effect of the double layer potential 
around polyelectrolyte ions on the diffusion constant of labelled 
counterions. The former considered polyelectrolytes of sufficiently 
open structure to allow penetration of the electrolyte which was 
assumed to contain only counterions. The latter considered 
impenetrable micelles in the presence of inert ions as well as 
counterions. 
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In the papers reviewed so far both static and dynamic properties 
have been examined. Some of these have received only scant attention, 
however. Osmotic pressure is one example. In those cases where this 
property has been studied, it has generally been in the context of the 
order-disorder transition and the analysis has been subject to various 
approximations which have limited its generality. None of the above 
works considers the osmotic pressure under conditions of charge 
regulation often encountered in practice. Notable also is the neglect 
of the effects of finite electrolyte volume. In most experimental 
situations the suspension occupies the entire volume of electrolyte 
available, and ionic excesses in the double layer as well as the 
number of ions liberated by dissociation of surface groups may be 
comparable with the total number of ions present. Under these 
circumstances actual ion activities may be quite different from those 
calculated from the average composition of the electrolyte. Of the 
calculations cited above only that of Bell and Dunning 24 incorporates 
this feature of colloidal suspensions, and in their case it was 
ancillary to their main concern - counterion diffusion. 
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In regard to these omissions some work of Chen and Levine 25 is of 
particular interest. These authors consider an ordered suspension of 
plate-like particles, cf. the montmorillonite clays mentioned earlier. 
The charge on the plates is produced by the adsorption of ions 
according to the Nernst equation and the finite amount of electrolyte 
is also taken into account. Because of this, the system is no longer 
constant-potential, nor is it charge-regulating in the normal sense 
since there is no dissociation equilibrium at the surface of the 
particles. Quantities such as the interaction energy and the force 
between the plates are calculated as functions of plate separation and 
results compared with those for constant charge conditions. 
In conclusion, there seems to have been little work on the 
combined effects of charge regulation and finite electrolyte volume. 
For the practically important case of a suspension of spherical 
particles even less has been done than for plates. This is no doubt 
due to the greater difficulty of such a calculation - no analytic 
solution for the potential is available as it is in the one-
dimensional case. The work described in the following chapters is 
aimed at filling this gap. 
1.2 APPROACHES TO THE CALCULATION 
OF SUSPENSION PROPERTIES 
The properties of a colloidal suspension are determined not only 
by the effects of electrolyte on each particle but also by the 
influence of particles on each other. The calculation of these 
properties is therefore a difficult many-body problem which is 
rendered tractable only with the help of simplifying approximations. 
Several approaches have been adopted in the past. Perhaps the 
• 
simplest is that used by James et al. 9 in their model of latex 
titration experiments. They considered a situation in which the 
double layer thickness is sufficiently small compared with the 
particle radius, and the volume fraction of suspended matter low 
enough, for the particles to be regarded as isolated. In addition 
they made the approximation that curvature effects were small so that 
the solution to the Poisson-Boltzmann equation in one dimension could 
be used. A similar approximation has been used by Barnes et al. 26 in 
their analysis of the order-disorder transition. In their case, 
however, they used the solution for the potential between two flat 
plates since they were concerned with interacting particles. 
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More sophisticated approaches have been based on the use of so-
called cell models in which one or two particles are regarded as 
confined to a limited volume of solvent and the influence of all other 
particles taken into account to some extent through the choice of 
boundary conditions on the surface of this volume. In the work 
described in the previous section, Bell and Dunning24 considered each 
micelle to be located at the centre of an electrically neutral sphere 
with a volume equal to the aver_age volume per micelle. Since their 
suspension occupied the entire volume of electrolyte their solution 
for the potential had to yield the correct values for the numbers of 
inert anions and cations. Such a requirement greatly complicates the 
problem and so the authors introduced the simplifying approximation 
that the potential around each particle was spherically symmetric. 
The calculation was thereby reduced to the solution of a one-
dimensional integro-differential equation subject to the boundary 
condition of zero normal derivative on the surface of the sphere. The 
assumption of spherical symmetry was justified on the grounds that the 
time-averaged potential would have this property due to the Brownian 
motion of the particles. The validity of this reasoning and of the 
assumption itself will be discussed in detail in Chapter 2. 
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A cell model was also used by Levine et al. in their study of 
electrokinetic phenomena. In their treatment of the Dorn effect, 21122 
for example, each particle was surrounded as it settled by a 
concentric spherical cell which was taken to be electrically neutral. 
Boundary conditions on the surface of the particle were that the 
charge density have a uniform value corresponding to a given surface 
potential in the absence of settling, and that normal components of 
ion velocities be zero. The suspension was assumed to be sufficiently 
dilute for the flow field and the electric field to be uniform on the 
surface of the cell. That is, the particles were considered to be 
non-interacting except for the effect of the sedimentation field. 
Retaining only leading terms in the surface potential, the authors 
were able to obtain expressions for the sedimentation field and the 
settling rate which took into account the deviation of the ion 
distribution from spherical symmetry. 
A different class of cell models was used by Levine and coworkers 
h ' d 1 o- 1 3 f ' . 1 f 11 . d 1 . int eir stu y o interpartic e orces in co oi a suspensions. 
The cells used by these authors contain two particles and both the 
cell surface and the boundary conditions there are chosen to 
incorporate the influence of the remaining particles. While their 
choices are intuitively appealing, it is difficult to assess their 
validity from a rigorous statistical mechanical viewpoint. In the 
first paper 10 of the series, it is assumed that, for any configuration 
of particles, a cell can be chosen such that the electric field 
vanishes on its surface. Consideration is given to the average shap e 
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of such a cell as the positions of the oustide particles are varied. 
The problem is then to determine the potential inside this average 
cell. In its use of an "average" cell this work is similar to that of 
Bell and Dunning and the comments to be made in Chapter 2 on this 
matter apply here also. In a subsequent paper 11 a method is devised 
whereby the shape of a cell surface on which the normal component of 
the field vanishes may be determined from an assumed form for the 
potential. Undetermined coefficients in the expression for the latter 
are fixed by requiring its variation over the surface of the cell to 
be reduced as far as possible. 
The methods discussed above are concerned mainly with the 
determination of the electrostatic potential. Simplifying assumptions 
are introduced to eliminate from consideration the statistical 
mechanics of a system of particles. An opposite approach is that of 
Snook and van Megen 14 who used the Monte Carlo method to determine the 
structure and osmotic pressure of a colloidal suspension. This method 
is in principle an exact treatment of the statistical mechanics but 
suffers from the drawback that it approximates the interaction energy 
as a sum of pair potentials and so cannot take account of many-body 
effects. However, in this work a rather large value for the size of 
the particles was chosen, so that even at low electrolyte 
concentrations the interaction between them is well screened and the 
use of pair potentials probably justified. Similar comments apply to 
the use of the Derjaguin approximation for the electrostatic 
interaction between two spheres. Another approach with a statistical 
mechanical emphasis is that of Keavey and Richmond 15 who used the 
Percus-Yevick equation to calculate the radial distribution function 
and the osmotic pressure in a suspension. In their pair potential 
9 
they used the Hamaker expression for the van der Waals interaction, as 
did the previous authors, but adopted an approximation due to 
McCartney and Levine for the electrostatic repulsion. 
Finally, a composite approach has been developed by Snook and van 
Megen 16117 • The cell theory of Lennard-Jones and Devonshire is used 
to calculate the thermodynamic properties of the ordered phase of a 
colloid. The potential function for the cell is obtained by summing 
pairwise interactions between the occupant of the cell and its 
neighbours in a face-centred cubic lattice. Properties of the 
disordered phase are calculated using first-order perturbation theory 
about a hard-sphere reference state. Good agreement is obtained with 
results calculated by the Monte Carlo method. 
This summary gives an indication of the methods that have been 
developed for the calculation of suspension properties. In the 
following chapter the approach to be used in the present work is 
formulated and discussed in some detail. 
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CHAPTER 2 
CALCULATION OF THE PROPERTIES OF 
COLLOIDAL SUSPENSIONS 
2.1 GENERAL CONSIDERATIONS 
11 
In this chapter a calculation of some of the properties of 
colloidal suspensions will be described. To achieve greater clarity, 
the presentation will concentrate firstly on the scope of the work and 
the general approach and then proceed to a reasonably exact 
mathematical formulation. Only then will the approximations n~cessary 
to reduce the computation to a manageable level be introduced. In 
this way the adequacy of the method, as well as its shortcomings, will 
be more apparent. Finally, some discussion will be given on the 
numerical method employed and on the calculation of final results. 
In the suspensions to be considered, the colloid particles will 
be assumed to be identical spheres bearing on their surface a given 
uniform density of dissociable groups. The medium will be t~ken to be 
aqueous electrolyte into which hydrogen ions are released by 
dissociation, the particles ·thereby developing a negative charge. As 
anticipated in the introduction, the effects of finite electrolyte 
volume will be examined. 
\ 
Most previous workers have assumed that the ion activities in the 
suspension are known. That is, they have dealt with a situation in 
which the suspension is in chemical contact with a reservoir of given 
composition. This implies the existence of chemical equilibrium 
between suspension and reservoir. The two would, of course, be in 
complete thermodynamic equilibrium only if the suspension were 
infinitely dilute. At non-zero volume fractions of suspended matter 
they must be mechanically isolated by a rigid "membrane", e.g. a 
millipore filter, permeable to electrolyte but not to colloid 
particles. This membrane exerts on the suspension an excess pressure 
- the osmotic pressure - which maintains the particles at a given 
volume fraction against the repulsive forces acting between them. The 
ionic composition of the suspension adjusts itself so that for each 
species of ion the activity in the suspension equals the known value 
for the reservoir. The osmotic pressure then ensures that the 
activity of the water is the same throughout the system. This 
situation, which is by far the simplest to treat theoretically, will 
be referred to as the "fixed reservoir" case. 
In principle this situation could be realised by placing the 
suspension in contact with a reservoir of much greater volume. The 
large volume would ensure that its composition remained fixed 
independent of conditions in the suspension. Unfortunately, most 
experiments are not done in this way. More common is the situation in 
which the suspension occupies the entire volume of electrolyte. The 
composition of the latter is specified by the total number of inert 
anions and cations, usually expressed in the form of an average 
concentration. The volume fraction is varied by addi_ng electrolyte of 
this composition. This situation may be described by the term "zero 
reservoir" and occurs in experiments such as those of Hachisu et al. 1 
on the order-disorder transition. A variant of this case is that in 
which the suspension is diluted with pure water rather than 
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electrolyte. If this is done, the total number of inert anions and 
cations, rather than their average concentration, remains fixed. 
Complete specification of the experiment also requires that the 
initial volume fraction be given. Since this d e termines the number of 
ions of each species per colloid particle, it will affe ct the 
variation of suspension propertie s with volume fraction. This is not 
so if electrolyte rathe r t han water is added since then the average 
concentration is the same for all volume fractions. 
Intermediate between the fixed and zero reservoir cases is the 
"finite reservoir" case in which a suspension initially occupying the 
entire electrolyte volume is compressed by a semi-permeable membrane. 
As the compression proceeds a reservoir of increasing volume and 
varying composition is formed. This situation corresponds to the 
experiment of Callaghan and Ottewill 2 on suspensions of clay 
particles. Once again the initial volume fraction must be given, as 
well as the values of the inert anion and cation totals. 
The behaviour of suspensions in the various experimental 
situations described above is the product of a complex interplay 
between statistical mechanics and many-body forces. To analyse 
rigorously a system made up of a large number of particles interacting 
through such forces would be beyond the bounds of feasibility. It 
will therefore be assumed that; in order to understand most of the 
properties of the suspension, it is sufficient to consider the 
behaviour of a single particle. Thus, attention will be restricted to 
a small part of the system - a "cell" of fixed shape at the centre of 
which is located one of the colloid particles . This a pproximation, 
made in most of the work r eviewed in Chapte r 1, inevitab ly entails 
some loss of generality and warrants closer examination. 
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As is now well known, colloidal suspensions of the type being 
considered undergo an order-disorder transition. In the ordered phase 
the particles in the suspension occupy the sites of a regular lattice 
which may be either body- or face-centred cubic. 3 Here the choice of 
cell is obvious - the Wigner-Seitz 4 cell corresponding to the 
particular lattice. Now it is clear that an approach based on the use 
of a fixed cell will not take into account the effect on the "test 
particle" of the excursions of its neighbours about their mean 
positions in the lattice. Such an approach yields the value of some 
quantity in the average configuration of the system rather than its 
thermodynamic average over all positions of the colloid particles. 
These two values need not be the same. However, one could regard a 
quantity of interest as a function of the configuration of particles 
and consider its Taylor expansion about their mean positions. If the 
deviations of the particles from these positions are sufficiently 
small the Taylor series could be truncated at the linear term. In 
this case the thermodynamic average of the quantity would indeed be 
the same as its value in the average configuration. That this line of 
reasoning may be applicable is suggested by the intuitive understand-
ing of melting according to which a lattice will melt when the 
vibrations of one particle about its mean position become sufficiently 
large to perturb its neighbours. Thus, provided the suspension is not 
close to its melting point, the single-particle approach should be 
valid. 
Another objection which might be raised is that the entropy of 
the colloid particles has been neglected since they are considered to 
be fixed at the lattice sites. One co~sequence of this is that the 
contribution of the particles to the osmotic pressure is ignored or 
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* only crudely treated. This is usually not serious, however, since 
the particles are generally vastly outnumbered by the ions so that the 
osmotic pressure and the entropy are due almost entirely to the latter. 
For the disordered phase the situation is not so satisfactory. 
While it is possible to define some average environment for a particle 
- indeed this is given by the radial distribution function - this does 
not specify a mean position about which a particle deviates only 
slightly. Thus it cannot be argued that the motion of neighbours has 
only a small effect on the test particle. Though it is true, as Bell 
and Dunning 5 argue, that the mean environment of a particle in the 
disordered phase is spherically symmetric, it is not clear what the 
relation is between the thermodynamic average of a quantity and its 
value calculated using a spherical "average cell". 
The conclusion to be drawn from the foregoing discussion is that 
results of a single-particle calculation can be expected to be quite 
reasonable for the ordered phase but must be treated with caution as 
far as the disordered state is concerned. This is not too severe a 
restriction since the suspension is ordered over a wide range of 
volume fractions and electrolyte concentrations. This ordering 
obviates the need for a full-blown statistical mechanical treatment 
and means that the calculation of interactions is basically a one-body 
problem. It thus allows a simplification without which the 
calculation would be impossible. 
A final approximation which should be mentioned is the neglect of 
van der Waals forces. These cause the osmotic pressure at a given 
volume fraction to be lower than that predicted by a purely electro-
* Depending on how this quantity is calculated. See Appendix C. 
static calculation and thereby affect other properties as we ll. The 
effects will in general be small however. As will be discussed in 
Part II of this thesis, van der Waals forces play little role in the 
ordering of the suspension. If the particles carry a reasonable 
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charge, it is only at high volume fractions close to those at which 
coagulation occurs - that these forces will have much effect. 
2.2 THE MATHEMATICAL FORMULATION -OF THE PROBLEM 
It is convenient to develop the formulation first for the fixe d 
reservoir case. This is the most basic of the three problems. As 
will become apparent later, solution of the other two in effect 
reduces to a series of fixed reservoir calculations. 
Consider, then, a suspension in contact with a reservoir of fixed 
composition specified by the concentrations CM,CX (in moles/litre ) of 
inert cations and anions respectively. The concentrations of 
hydrogen and hydroxide ions are thereby determined through the 
conditions of charge neutrality of the reservoir: 
c +c = c +c 
H M OH X ' 
where monovalent electrolyte M+X- is assumed, and dissociation 
equilibrium of water: 
where the ionisation .product K ::'. 10- 1 4 w . 
( 2 .1) 
(2.2) 
At any point r in the electrolyte the numbe r d ensity of ion s of 
,.._, 
spe cies i with valence z. is give n by 
i 
C. (r) 
l ,.._, = C. l 
e 
-z.q1jJ (r)/kT 
1 · aq ,..._, 
I (2. 3) 
where~ (r) is the electric potential at r relative to that of the 
aq ,...__, ,...__, 
reservoir, in which the concentration of the ions is C .. 
i 
Since 
monovalent electrolyte is assumed I z . I = 1. 
i 
It is perhaps worth 
remarking that (2.3) ensures that the condition of dissociation 
equilibrium of water is satisfied at all points of the suspension. 
Substitution of (2.3) into Poisson's equation leads to the usual 
Poisson-Boltzmann equation for the double layer potential: 
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V21/J 
aq = 
47fqNA 
---- ~ C.z. 
E: 103 i ii 
aq 
e 
-z.q1/J /kT 
i aq 
' 
( 2. 4) 
where E: is the dielectric constant of the electrolyte solution and 
aq 
NA is Avogadro's number. Acceptance of (2.4) as the equation to be 
solved implies the neglect of certain effects which are of some 
importance. These include the finite size of ions, 6 electrical 
images, 7 and dielectric saturation 8 in the strong fields that may 
occur near the surface of the particles. However, inclusion of these 
effects would render the problem intractable . Though essential for an 
exact quantitative description of suspension properties, they would 
not alter the basic conclusions to be drawn from the present work 
concerning the effects of finite electrolyte volume and charge 
regulation. 
Inside any colloid particle the potential satisfies Laplace's 
equation 
0 • (2.5) 
The potentials in the two regions are related by boundary conditions 
which must be satisfied on the surface of the particle : 
47f0 ( sh V1/Jh - E: V1/J ) • n , c,...__, c aq,..._, aq ,...__, (2. 6) 
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where n is the unit outward normal on the surface and a is the surface 
charge density. 
As mentioned in the previous section, the particles will carry 
dissociable groups on their surface so that the effects of charge 
regulation can be examined. The model adopted for this is that of 
Ninham and Parsegian 9 in which the potential developed regulates the 
charge by a dissociation equilibrium at the surface. In this model 
the surface charge density is given by 
a = I ( 2. 7) 
where a is the radius of the particle, Z0 the number of dissociable 
groups on its surface and Ct the degree of dissociation. The charge is 
thus regarded as smeared over the surface, so any effects arising from 
1 0 discreteness of charge will not be revealed. The degree of 
dissociation a is determined by 
-q1J; /kT 
Cl C e aq 
1-a H K a 
, 
where 1J; is evaluated at the surface and K is the (bulk) 
aq a 
dissociation constant characteristic of the surface groups. In 
( 2. 8) 
general, the quantities 1J;h, 1J; , a, a, V1J;h •n and V1J; •n appearing in c aq ,..,_, c ,..,_, ,..,_, aq ,..,_, 
equations (2.6)-(2.8) will be functions of position on the surface of 
the particle. 
The problem is not yet completely defined for not all of the 
available information has been utilised. Since the Wigner-Seitz cells 
comprising the suspension are identical except for those near its 
edges, it is clearly reasonable to require that they be electrically 
neutral. This leads to a condition at the remaining boundary - the 
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cell wall - and completes the specification of the boundary-value 
problem. This condition is that the normal Qomponent of the electric 
field vanish, or 
0 • (2. 9) 
That this condition should be correct is not as obvious as it might 
seem. Some further discussion is warranted, especially in view of the 
variety of boundary conditions used by other authors. However, this 
discussion is somewhat specialised and its presence here would unduly 
interrupt the presentation, so it is deferred to Appendix A. 
This completes the formulation of the problem for the fixed 
reservoir case. Once the electric potential has been determined using 
the above equations, other properties of the suspension follow, as 
detailed in §2.5. 
The other cases to be treated, viz. zero and finite reservoir, 
can be brought within the formalism developed above. For, even in the 
zero reservoir case, it is always possible to regard the suspension as 
being in contact with a reservoir of bulk electrolyte. If the 
composition of the latter is chosen correctly, no change occurs in the 
suspension as a result of chemical contact between the two. The ionic 
concentrations in this imaginary reservoir may be quite different from 
the average values in the suspension. The cation concentration, for 
example, will be lower than the average value because of the excess of 
cations in the double layer. The reverse will be true for the anions. 
Nevertheless, in the finite reservoir case the concentrations will be 
similar to those in the actual reservoir formed during compression 
provided its characteristic dimension is large compared with the 
screening length. 
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Given the concentrations in the imaginary reservoir, the 
calculation of the potential would proceed along the lines presented 
above. However, in the zero and finite reservoir cases these are not 
known. They must instead be determined so that the ion totals have 
their given values. For the zero reservoir case these "conservation" 
conditions take the following form: 
1 J 
-q1JJ ( r) /kT 
- aq"' C = C e dV M MV 
aq 
( 2 .10) 
for the cations and 
1 
J 
q1J} (r)/kT 
C 
aq -~ 
dV ex = e XV 
aq 
(2.11) 
- -for the anions. Here CM,CX are the cation and anion totals, expressed 
as averaged concentrations and V is the volume of electrolyte in the 
aq 
cell. The integrations in (2.10) and (2.11) extend only over the 
electrolyte of course. 
fraction¢ by: 
The quantity V is related to the volume 
aq 
V = 4
3 
TTa 3 (1 - ¢) /¢ 
aq ( 2. 12) 
Equations (2.10) and (2.11) apply to the situation in which the 
suspension is diluted with electrolyte. For the case where pure water 
is added instead the conditions to be satisfied are obtained by 
replacing V by v 0 , its value at the start of the experiment. This 
aq aq 
quantity is related to the initial volume fraction ¢ 0 by an equation 
of the same form as (2.12). 
For the finite reservoir case the concentrations CM,CX must be 
chosen so that 
21 
V 
aq + aq ,.._, e dV I -q~ (r)/k.T I (2.13) 
and 
Vo 
aq 
V 
aq 
--+ 
Vo 
aq 
1 
Vo 
aq 
e aq ,.._, dV . I q~ (r)/k.T I (2.14) 
In each of these equations the first two terms on the right represent 
the contribution to the ion total coming from the reservoir while the 
integral is that from the double layer around the particles. As 
mentioned earlier, CM and CX can be taken to be the concentrations in 
the finite reservoir provided this is large enough to be considered 
bulk electrolyte. Since the relevant scale - the screening length 
is macroscopically small, this will be a good approximation except at 
the start of the compression. Even at the start any error introduced 
is not large since the reservoir, whatever its concentration, 
contributes only a small number of ions to the anion and cation totals. 
For¢,.._, ¢0 equations (2.13) and (2.14) reduce to (2.10) and (2.11) as 
they should. 
2.3 TWO APPROXIMATIONS 
In the previous section the calculation of the potential was 
formulated exactly within the framework of Gouy-Chapman theory. In 
its use of the Poisson-Boltzmann equation this theory ignores certain 
effects, as mentioned earlier, but a more rigorous approach would not 
be feasible at present. 
Unfortunately, even in its simplest form the calculation is a 
non-linear boundary-value problem in three dimensions - sufficient to 
* daunt even the most dedicated child of the computing era. A further 
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approximation is therefore needed to reduce the computation to a 
realistic level. Two alternatives will be considered. In the first, 
the problem is assumed to be spherically symmetric and the Wigner-
Seitz cell is replaced by a sphere of the same volume. Such an 
approximation was first used by Wigner and Seitz 11 in a quantum 
mechanical calculation of the properties of metallic sodium. Under 
the conditions existing in a metal the approximation is excellent 
since Coulomb forces are long range and so the valence electron of a 
given sodium ion feels the influence of a large number of surrounding 
ions and their valence electrons. As it moves around its ion at a 
fixed distance it will experience a nearly constant electric potential. 
In the case of a colloidal suspension a similar reasoning suggests 
that the approximation will be good when the screening length is large 
compared with the dimensions of the Wigner-Seitz cell, i.e. when 
-1/3 Ka¢ is small. Here, as usual, K is the reciprocal of the Debye 
screening length and is given by 
= 8Tiq2 N (CH+ CM)/€ kT 10 3 • A aq (2 .15) 
The condition of small Ka¢-l/ 3 turns out to be rather restrictive, 
e.g. for particles of radius 250 A at a volume fraction of 12.5% in a 
medium with a total cation concentration of 10- 5 M this parameter is 
already 0.5. However, there is another regime in which this 
approximation is accurate, - namely when the screening length is much 
smaller than the cell size. In this situation the potential has 
decayed almost to zero within the cell and so an electrolyte ion will 
be influenced much more by the colloid particle in the cell than by 
any of its neighbours. The condition for this to be the case -
* (from p.21) The author dates from the age of slide-rules. 
-1/3 
Ka¢ large is much easier to satisfy. Thus this "Wigner-Seitz" 
approximation is constrained to be accurate at both low and high 
-1/3 
values of Ka¢ . At intermediate values it may therefore still 
yield reasonable results. 
A considerable simplification can now be made. Firstly, the 
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solution of equation (2.5) inside the colloid particle is trivial, the 
potential there being constant. The Poisson-Boltzmann equation for 
the potential in the electrolyte becomes one-dimensional: 
2 d~ 
+ -- = 
r dr 
8TiqN 
__ A_ (C +c ) sinh ~ 
H M kT' Sl0 3 
(2.16) 
where unnecessary subscripts have been dropped and use has been made 
of equation (2.1). The boundary condition on the surface of the 
particle becomes: 
d~ 
dr 
a 
4no 
= - --
s 
Equations (2.7) and (2.8) remain as they are but the quantities 
(2.17) 
appearing in them are now independent of position on the particle 
surface. Combining these two equations with (2.17) yields the final 
form for this boundary condition: 
d~ = Zoq/(1 
dr 2 
a sa 
The condition at the wall becomes 
d~ 
dr R 
CH -q~ (a) /kT] + -e K . 
a 
= 0 I 
(2.18) 
(2.19) 
where R is the radius of a sphere with a volume equal to that of the 
. . 11 . lh -1/3 Wigner-Seitz ce , i.e. a~ . Finally, the integrals of the ionic 
concentrations in the double layer become one-dimensional . 
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The second approximation to be considered is to ignore the 
structure of the suspension altogether and to assume that the 
particles are sufficiently well separated for the potential around 
each to be nearly that around a single isolated sphere. Such an 
approximation can be expected to be good when the double layer is well 
-1/3 · 
contained within the Wigner-Seitz cell, i.e. when Ka¢ is large. 
Thus in this regime this "isolated sphere" approximation should lead 
to the same results as the Wigner-Seitz approximation discussed above. 
The value in considering both is that at intermediate Ka¢-l/ 3 values 
where neither is strictly valid, the difference between results 
obtained may give some indication of their accuracy. The term 
"isolated sphere" is perhaps misleading in that although the potential 
for an isolated sphere is used, the particles are not independent. 
They influence each other through the composition of the reservoir 
which each helps to determine. 
In this approximation the differential equation to be solved and 
the boundary condition at the surface of the particle are the same as 
those given above [(2.16) and (2.18)]. The remaining boundary 
condition is applied at infinity rather than at R. In the conditions 
determining the reservoir concentrations the integrations must now 
extend over the entire double layer, not just that part of it lying 
within the Wigner-Seitz cell. If this is not done, charge neutrality 
will be violated. Of course, in the regime where this approximation 
is strictly valid, the distinction does not arise since the double 
layer is entirely contained within the cell anyway. Under other 
conditions, inclusion of ion excesses outside the cell compensates to 
a certain degree for the use of a potential which is too low in 
magnitude because it does not contain the influence of neighbouring 
q 
particles. Thus conditions (2.10) and (2.13) are recast in the 
following form: 
-
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C 
M [ 1 + 
1 
V 
aq 
( (e -qljJ (r) /k:T - 1) 4nr 2 dr] (2. 20) 
for the zero reservoir case, and 
1 
Vo 
aq 
00 I (e -qljJ (r) /kT - 1) 
a 
(2.21) 
for the finite reservoir case. If the zero reservoir experiment is 
done by adding water rather than electrolyte, condition (2.20) is 
replaced by 
-
C 
M lvaq + Vo aq 1 Vo aq r a (2.22) 
The conditions for the anion concentration CX are obtained by making 
the same alterations to equations (2.11) and (2.14). 
2.4 THE NUMERICAL METHOD 
The previous section outlines the calculation actually performed. 
Though considerable simplifications have been achieved, the 
computation is still far from straightforward. It is appropriate, 
there~ore, to present some details of the numerical method used. 
Consider first the simpler fixed reservoir case. The main 
difficulty here is that the two boundary values needed to determine 
the solution of the second-order differential equation are specified 
at two different points. To safeguard the accuracy of the solution it 
is best to integrate in the direction of increasing l~(r) I, i.e. 
inwards towards the particle surface. The procedure used to start the 
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integration depends on which of the two approximations is adopted. In 
the Wigner-Seitz approximation one begins at r = R, the radius of the 
Wigner-Seitz sphere, with the known value of d~ i.e. 0 and an dr R, 
estimate of ~(R). With the isolated-sphere approximation, however, 
there is the additional difficulty that the initial value for:~ is 
specified at infinity. One can circumvent this problem by noting that 
the solution must at larger tend towards that of the linearised 
Poisson-Boltzmann equation. Thus one chooses a value R - not 
necessarily the radius of the Wigner-Seitz sphere - which is in the 
asymptotic regime and accepts as the solution for r ~ R 
~ (r) ~ (R) R -K (r-R) (2.23) = -e 
r 
so that 
d~ 
-~(r) [K + !] (2.24) dr 
The integration is started at r = R with some estimate of ~ (R) and with 
the derivative given by (2.24). 
The fifth-degree form of Nordsieck's algorithm 12 was used for the 
integration. This is an adaptive predictor-corrector method which 
generates the solution to a prescribed accuracy of an arbitrary number 
* of simultaneous first-order ordinary differential equations. At r = a 
the solution is checked to determine how well it satisfies the second 
boundary condition. The initial estimate of ~(R) is modified 
accordingly and the procedure repeated. In Appendix Bit is shown 
that the discrepancy between the two sides of the boundary condition 
(2.18) is a monotonic function of ~(R) and bounds on the latter are 
obtained. The refinement of the initial guess can therefore be 
* An n'th-order differential equation can of course b e cast in the 
form of n coupled first-order equations. 
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automated using interval halving. The process is terminated whe n the 
change in ~(R) and the mismatch at the boundary have reached 
acceptably small levels. 
The zero and finite reservoir cases are much more difficult since 
the reservoir concentrations, CM and CH, which enter into both the 
differential equation and the boundary conditions, are unknown. As 
far as the development of the theory is concerned, it is natural to 
regard these situations as fixed reservoir cases in which the 
reservoir composition is to be determined using the conditions (2.10) 
and (2.11), or (2.13) and (2.14). This suggests a numerical method in 
which the infinite reservoir case is solved for some approximate CM,CX 
and the result used to calculate improved values for these 
concentrations. Such a method would not be very efficient, however, 
since the infinite reservoir case, itself a non-trivial problem, would 
have to be solved completely for many wrong values of CM and CX. The 
most straightforward way of implementing such a method would be by 
nesting three interval-halving schemes - one for each unknown. Now 
about ten iterations are needed to obtain a reasonable accuracy by an 
interval-halving procedure. Therefore, solution of the zero or finite 
reservoir problems would require about a thousand iterations, each 
involving integration of the differential equation! Clearly, what is 
needed is a method in which initial guesses for two or all three 
unknowns are simultaneously, rather than consecutively, refined. 
The method finally adopted, something of a hybrid, will now be 
described. For simplicity reference will be made only to the zero 
reservoir case in the Wigner-Seitz approximation though the method is 
quite general. Consider first equation (2.11) for CX. Provided 
reservoir concentrations are not too low, the integral in this 
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equation should be fairly insensitive to such parameters as volume 
fraction. It should therefore be possible to solve (2.11) by simple 
iteration starting with a value derived from previous experience. 
(i) 
Thus, suppose CX to be the i'th approximation to CX. Corresponding 
values for the other two unknowns are determined as explained below. 
The differential equation is solved and the resulting potential 
~(i) (r) substituted into (2.11) to generate an improved value for CX: 
c(i+l) 
X 
(1 - A) c(i) +AC /---1:_ JR X X V q1 I, ( i) ( r) /k T e If 4 Tir 2 dr . ( 2 • 2 5 ) 
aq a 
A value of O. 5 for the nuxi_ng parameter A was found to be suitable in 
all cases. 
For any approximate value of CX one must determine a CM 
satisfying (2.10) and a ~(R) leading to a solution which obeys the 
boundary condition (2.18). This is done using a form of the "shooting 
technique" well known in the study of two-point boundary-value 
problems. 13 Both sides of equations (2.10) and (2.18) depend 
explicitly or implicitly on CM and ~(R). Therefore, for the given CX, 
and any CM and ~(R), the difference between the two sides of equation 
(2.10) can be regarded as a function f[~(R),CM]. A function 
g[~(R) ,CM] can be defined with similar meaning for (2.18). The 
problem then is to solve the equations 
(2.26) 
This is done using Newton's method. Let ~(R) (i) and C~i) be the i'th 
refinements of some initial estimates. If f and g are expanded in a 
Taylor series about these values, approximate corrections can be 
obtained by retaining only first-orde r terms: 
[lJ; ( R) ( i + 1) _ lJ; ( R) ( i) l 8 f 81J; ( R) 
[lµ (R)(i+l) -lJ;(R)(i)l 8g dlµ ( R) 
lJ; (R) (i) 
lµ (R)(i) 
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(2.27) 
Thus, given lJ;(R) (i) and C~i), the corresponding values off and g and 
their derivatives are calculated. The equations (2.27) can then be 
h · d . . lj;(R) (i+l) d (i+l) solved forte improve approximations an C M . This 
procedure is repeated until the desired accuracy is obtained. 
An examination of the explicit forms off and g shows that to 
evaluate the right hand sides of (2.27) the following derivative s are 
required: 
81J; (r) 
81J; (R) ' 
d ~ 
81J; (R) dr , 
a 
_d_ dl/!_ 
8C dr M a 
Equations for the first two can be obtained by diffe rentiating (2 .16): 
d 
2 dlµ + ~ ~ 81J! 
dr 2 81J; (R) r dr 81J; (R) 
= K 2 dlµ co sh qlµ 
dlµ (R) kT 
K 2 81/J qlµ ~ cash kT 
M 
+ ( 2 . 28 ) 
Since Nordsieck's algorithm allows the solution of any number of 
simultaneous differential equations, the two equations above can be 
solved at the same time as (2.16). The advantage of simultaneous 
determination of 1jJ(R) and CM is clearly worth the extra computation 
required. For, suppose the calculation was done by nesting two one-
' 
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dimensional iterative schemes. At each stage in the refinement of an 
initial guess for the "outer" variable, rather more than three steps 
would be needed to determine a value for the other. Boundary 
conditions for equations (2.28) must still be given. , If the Wigner-
Seitz approximation is being used these are: 
81J; (r) 
81jJ(R) R 
d clY (r) 
dr 81/J ( R) 
81/J(r) 
8CM 
d 81/J (r) 
dr 8CM 
R 
R 
R 
= 1 
= 0 
= 0 
= 0 • 
(2.29) 
From these starting values equations (2.28) are integrated inwards to 
r = a. The last two of the derivatives required in the Newton's method 
are the same as the final values of ddr clljJ (r) d d cJ1jJ (r) h · h 
81/J(R) an dr 8CM w ic a r e 
calculated in the course of the integration. The function g and its 
derivatives can now be evaluated and the necessary numerical 
quadratures performed to enable f and its derivatives to be calculate d. 
Neither the iteration on CX nor the Newton's method used to 
determine 1/J(R) and CM are guaranteed to converge unless the initial 
guesses for the unknowns are sufficie ntly close to the ir a c tua l v a lues . 
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Even when convergence does occur, the number of iterations or Newton 
steps required can often be reduced considerably if the initial values 
are reasonably accurate. These values can be determined by trial and 
error but it is obviously more convenient if some method could be 
devised which would automatically generate reasonable first 
approximations. Generally, one is interested in the behaviour of the 
- -
suspension as one of the parameters¢, CM,CX is varied. Initial 
values of CX can thus be determined by linear extrapolation from those 
obtained for previous values of the parameter being varied. In a 
similar fashion the initial estimates of ~(R) and CM required in the 
Newton's method can be obtained from the final values at previous 
stages in the iteration on CX. 
2.5 CALCULATION OF FINAL RESULTS 
The foregoing sections have concentrated mainly on the 
calculation of the electric potential in the suspension. This 
quantity is of no great interest in itself but must be determined 
before experimentally accessible properties can be calculated. This 
concluding section will therefore be devoted to indicating how some of 
these properties may be obtained. 
Two related quantities of interest are the surface potential ~(a) 
and the fraction a of surface groups which are dissociated. The first 
of these is available immediately from the calculated potential while 
the second can be obtained from the condition of dissociation 
equilibrium, equation (2.8). 
In the finite and zero reservoir cases, the inert electrolyte 
concentrations CM,CX are of some interest as is the system pH. The 
quantities CM,CX are of course determined during the calculation of 
the potential. The pH can be obtained from these using conditions 
( 2 • 1) and ( 2 • 2 ) . 
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The determination of the osmotic pressure IT is less trivial. In 
Appendix Ca general formula is derived for an ordered suspension: 
IT = __ l__ J - !: g (f) • £ ds 3Vcell 
w-scell 
(2. 30) 
ionic species i 
Here the C. are bulk ion concentrations, V 11 is the volume of the 1 ·ce 
Wigner-Seitz cell and O(r) the stress tensor given by 
~ ,..._, 
where E(r) and C. (r) are local values of the electric field and ionic 
~ ,..._, l ,...., 
concentrations respectively, and U is the unit tensor. In the Wigner-
~ 
Seitz approximation the cell is a sphere and the potential a function 
only of the distance from the centre of the colloid particle. Thus 
the C. (r) given by equation (2.3) are constant over the surface of the 
l ,.._, 
cell and, in view of the boundary condition (2.9), E(r) is zero there. 
,..._, ,..._, 
The integration is then trivial and the osmotic pressure becomes 
N 
IT = ~ [ C . ( R) - C . ] kT ~ , ( 2 . 3 2) 
l l l 103 
where R is the radius of the Wigner-Seitz sphere. Using equations 
(2.1) and (2.3) the sum can be written explicitly in terms of the bulk 
electrolyte composition: 
IT ( ) k NA . h 2 qljJ ( R) = 4 CH + CM T sin 2kT 10 3 
(2. 33) 
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When the isolated-sphere approximation is used, it is 
inappropriate to use equation (2.30) for IT. This formula requires the 
values of the potential on the boundary of the cell where the 
isolated-sphere results are inaccurate compared with those of the 
Wigner-Seitz approximation. They do not, for example, satisfy the 
correct boundary condition there [equation (2.9)]. It is better to 
use instead a form for IT which embodies the same approximations used 
in obtaining the potential. Such a form is derived in Appendix C also: 
IT = pkT - ! pNd dud~s) 
d 
, ( 2. 34) 
where pis the number density of colloid particles, N the number of 
nearest neighbours of a point in the lattice and d their distance. 
The function u(s) is the potential energy associated with the 
interaction between two particles when their centres are a distances 
apart. As discussed in Appendix C the following form will be adopted 
for u(s) 
u (s) = ER1J} 2 (R) KR R -K (s-R) e - e 
s 
, ( 2. 35) 
where R is some point in the asymptotic regime, i.e. KR >> 1. As 
explained in the previous section, one such point, together with the 
corresponding potential, will have been determined in the course of 
integrating the differential equation. Finally, to express IT 
completely in terms of the volume fraction¢ the following relations 
are used: 
p = ¢;! Tia 3 (2.36) 3 
and 
N = 12 
[ 21T r/3 (2. 37) d = 21/2 3¢ a 
for the face-centred cubic lattice. 
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CHAPTER 3 
THE PROPERTIES OF COLLOIDAL SUSPENSIONS 
In this chapter the results of the calculation described in 
Chapter 2 will be given. The presentation falls naturally into two 
parts. In the first the behaviour of a suspension in contact with a 
fixed reservoir is examined. Because ionic concentrations are given, 
effects due to the intrinsic characteristics of the particles, e.g. 
size, density of surface groups, can be considered in isolation. This 
provides an understanding of basic suspension properties which is 
helpful in analysing the more complex behaviour in the other reservoir 
situations. The latter is considered in the second half of the 
chapter. 
As discussed in §2.1 the calculation has been formulated for the 
ordered state of a suspension, and may not apply to the disordered 
phase. However, most of the results presented here are for low 
electrolyte concentrations or high volume fractions where the most 
interesting effects occur. Under these circumstances the suspension 
' 
will be ordered as can be seen from the work of Part II on the phase 
transition. 
All calculation has been done for a temperature of 293 °K, using 
* a value of 80.14 for the dielectric constant of water. The surface 
* The effect of the electrolyt~ ions · on the dielectric constant of 
the solution is expected to be small at the concentrations considered. 
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-4 8 groups were taken to be carboxylate, with a Ka of 10 · , and Z0 
values were chosen to correspond to a maximum charge density of about 
1 µc/cm 2 • This value is typical of the latices used in the phase 
transition experiments to be discuss e d in Part II. · 
3.1 COMPARISON OF THE WIGNER-SEITZ AND 
ISOLATED-SPHERE APPROXIMATIONS 
Since the calculation involves several approximations, it is 
important to assess the reliability of the results before considering 
them in detail. As foreshadowed in §2.3, some idea of the ir accura c y 
can be gained by comparing the predictions of the Wigner-Seitz and 
isolated-sphere approximations. These are examined here for the fixe d 
reservoir case. 
A guide to the applicability of the former is given by the value 
of the parameter Ka¢- 113 • When this is small the double layer extends 
well beyond the cell wall and a given particle will feel the influence 
of many neighbours. The potential will then have the spherical 
symmetry assumed by this approximation, provided¢ is not too high. 
Of course, since the close-packed structure is not spherically 
symmetric, for any Ka¢- 113 , no matter how small, there will be volume 
fractions near the close-packed value for which the approximation 
breaks down. The isolated-sphere approximation will be valid when the 
double layer is well contained within the cell. This condition is 
most accurately expressed by requiring that the screening length b e 
small compared to the distance from the particle surface to the cell 
wall, i.e. that Ka(¢- 113 -1) be large. In this limit the Wigner-Seitz 
approximation should once again be valid, as explained in §2.3. 
Fig. 3.1 plots the fraction a of surface group s d issociated a s 
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Figs. 3.1,3.2: Dissociation a and osmotic pressure IT as a function of 
inert cation concentration (moles/litre) at pH 7; particles with 
radius a= 250 A and z 0 = 600 at a volume fraction ¢ = 0. 35. In each 
case the upper curve is the isolateq-sphere result, the lower the 
Wigner-Seitz approximation. 
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the concentration of inert cations is varied for a suspension of 250 A 
particles at a volume fraction of 0.35. As can be seen, the two 
approximations differ significantly at lower electrolyte 
concentrations. For C =10- 5 M, Kacp- 113 takes the value 0.37 so that 
M 
at this end of the range the Wigner-Seitz result should be accurate. 
The isolated-sphere curve is higher since this approximation does not 
take into account the effect of interaction between particles and so 
does not predict the "turn-off" of charge that this causes. As the 
concentration increases, this approximation is expected to improve. 
-3 . -1/3 For CM= 10 M the parameter Ka (cp - 1) has the value 1. 09 so that 
the effect at the surface of a particle due to its neighbours is 
starting to become small. At these concentrations the particles are 
in fact isolated and the two results agree. 
* The comparison of the osmotic pressures in Fig. 3.2 gives more 
cause for concern. At low electrolyte concentrations the isolated-
sphere approximation predicts a much higher pressure in spite of the 
fact that the double layer potential is smaller in magnitude. The 
source of this apparent conflict no doubt lies in the pair potential, 
equation (~.35), used in the isolated-sphere osmotic pressure (2.34). 
As explained in Appendix C, this is obtained by an integration of the 
electrostatic stress tensor over the midplane between the two 
particles. The more general form for the osmotic pressure, equation 
(C.6), suggests that if one wishes to express this quantity as a sum 
of parts which may each be associated with a pair of nearest 
neighbours then each one takes the form of an integral of the stress 
over that area of the rnidplane forming part of the Wigner-Seitz cell 
* These are given in units of millimetres of mercury at 0 °C; 
1 mm Hg= 1333.22 dyn/cm2 • 
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boundary. At low electrolyte concentrations the potential, which 
enters into the stress tensor, falls off only slowly with distance and 
thus an integration over the entire midplane will greatly overestimate 
the contribution of a given pair to the overall interaction. 
At high electrolyte concentrations the agreement between the two 
approximations is improved, but still not good. In this regime the 
interaction may be regarded as localised around lines joining the 
centres of neighbouring particles. At points away from these lines 
the distances to the nearest particles are greater and the potential 
correspondingly smaller. This will become increasingly so as the 
concentration rises and the unit of distance - the screening length 
becomes smaller. For the same reason the influence on the potential 
between two neighbouring particles due to a third is less important. 
Thus the approximation of pair interactions becomes more exact. At 
the same time the use of superposition to determine midplane 
potentials is well justified and formula (2.35) for the pair 
interaction is quite accurate. In the limit of high concentrations, 
therefore, the isolated-sphere pressure is expected to be correct. 
The same is not true of the Wigner-Seitz result since, although the 
potential near any particle becomes more spherically symmetric that 
near the boundary is less so, the interaction being more concentrated 
in the directions of nearest neighbours. The two curves therefore do 
not approach each other as they do for the dissociation. 
While Figs. 3.1,3.2 reveal significant discrepancies for 
concentrations of interest, the case considered is also the most 
demanding - that of a dense suspension of small particles. In more 
dilute systems interactions are weaker and the two theories yield 
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similar results over a wider concentration range. This is illustrated 
in Figs. 3.3,3.4 which plot a,IT for a suspension of 250 A particles at 
a volume fraction of 0.05. In Fig. 3.3 the agreement extends down to 
a concentration of 10- 4 M which is not unexpected since the value of 
- 1/ 3 Ka(¢ -1) there is 1.4. Fig. 3.4 exhibits an additional feature, 
viz. the levelling out of the isolated-sphere pressure at 
-3 
concentrations greater than 10 M. ·Here the electrostatic 
contribution to IT has become smaller than that due to the kinetic 
energy of the particles themselves which is of course independent of 
CM. For the present case the value of the latter is 0.023 mm Hg. 
This is not included in the Wigner-Seitz . result which thus continues 
to decrease. If, however, it is added in, the result - indicated by 
the broken line - is in good agreement with the isolated-sphere IT for 
-4 
all concentrations greater than about 10 M. 
If larger particles are considered the interaction is also 
reduced since a given volume fraction corresponds to larger 
separations. Figs. 3.5,3.6 present results for 1000 A particles at 
the original volume fraction of 0.35. The curves for the dissociation 
are quite close even at concentrations around 2 xio- 5 M. The 
agreement is better than that of Fig. 3.3 despite the greater volume 
fraction. This is so because the larger size of the particles limits 
the extent of interaction. Although the surface-to-surface separation 
is small compared with the screening length, the interact.ion remains 
localised over the surface of a particle being largely restricted to 
those parts closest to neighbouring particles. In mathematical terms, 
* Ka (cf 11 3 - 1) is no longer large but Ka¢- 11 3 is not yet small. At high 
* 
-5 At CM= 10 M, 
Ka¢- 11 3 = 1. 4 7 while 
and 0.7. 
for a=lOOO A and ¢=0.35, Ka(cp- 113 -1) =0.44 and 
0 for a=250 A and ¢=0.05 the two values are 0.45 
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Figs. 3.3,3.4: As for Figs. 3.1,3.2 but at ¢ =0.05. The dotted line 
is the Wigner-Seitz result with the kinetic energy of the 
particles included. 
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0 Figs. 3.5,3.6: As for Figs. 3.1,3.2 but for particles with a=l000 A 
and Z 0 = 10000 at ¢ = 0. 35. 
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concentrations the interaction is even more localised and s o, for the 
reasons outlined earlier, the comparison of the osmotic pre ssures i s 
less favourable than for the smaller particles at the lower volume 
fraction. 
Several conclusions may be drawn from this comparison of t h e 
Wigner-Seitz and isolated-sphere approximations. The latter does not 
include the effect of interaction on the state of charge of the 
particles while the former does. On the other hand, it takes some 
account of the asymmetry of the environment of a particle in its 
calculation of the osmotic pressure. This the Wigner-Seitz 
approximation does not do. The extent of agreement in the results for 
dissociation indicates that the first of these effects is not very 
great except under conditions that may fairly be regarded as atypical 
- very low electrolyte concentrations, high volume fractions, small 
particles. On the whole the values calculated are therefore reliable 
indications of the actual average dissociation and potential over the 
surface of the particles. 
The accurate calculation of osmotic pressure, however, requi res 
that both effects mentioned above be taken into account. Fig . 3.2 
shows significant errors can occur if for examp le IT is calculated b y 
pair surmnation for situations in which particles interact strongly. 
For this quantity the agreement is not so good. This is to be 
expected at the ends of the concentration range where one 
approximation is clearly preferable to the other. For interme diate 
concentrations, however, the results should perhaps be regarded as of 
a more qualitative nature. 
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3.2 BEHAVIOUR OF THE FIXED RESERVOIR SUSPENSION 
The previous section was concerned mainly with establish ing t he 
validity of the calculation. Here some of its pre dictions regarding 
properties of the suspension are discussed. As a precaution, all 
calculations were done using Wigner-Seitz and isolate d- s phe r e 
approximations to check that the behaviour of the results was s imilar 
in both cases. Only those for the former are presented since they are 
likely to be more accurate overall. 
The effect of electrolyte concentration was examined for various 
particle sizes (Figs. 3.7,3.8). The number z
0 
of chargeable groups 
was increased with radius so that their surface density was constant. 
The dissociation and surface potential at a given electrolyte 
concentration varied little (a few per cent) with particle size and 
0 for clarity only the results for a=250 A are plotted in Fig. 3 . 7. 
This is plausible in view of the constant density of chargeable groups 
but still a little surprising when the details of the calculation are 
considered. Although the boundary condition on the surface of the 
particle (2.18) remains the same, the differential equation must be 
integrated over widely varying ranges for the different values of a. 
Increasing the electrolyte concentration reduces the surface potential 
for a given surface charge. This would allow more hydrogen ions to 
dissociate which would tend to raise the potential. The end result is 
therefore a smaller reduction in~ and an increase in a. 
Reduction in the interaction should cause the osmotic pres s ure to 
decrease as the concentration increases. This is inde ed the case fo r 
larger particles (Fig. 3.8) but for smaller value s of a, TI increases 
slightly at first. A possible explanation for this is that th e 
1.0 
.8 
.6 
a 
.4 
.2 
10 
n 1 
-1 10 
45 
200 
100 Lµ(a) 
L____.1. __ L____J__~ _ __J, _ __l_ _ _J___~___. 0 
10-2 
Figs. 3.7,3.8: Dissociation a, surface potential ~(a) (mV) and 
osmotic pressure TI at pH 7 and cp = 0. 3 for various radii, with Z0 
scaled accordingly: a, a = 250 A, Z O = 625; b, a= 500 lt, Z0 = 2500; 
c, a= 1000 A, z 0 = 10000; d, a= 2000. lt, z0 = 40000. 
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variation of TI is the result of two competing effects. As the 
electrolyte concentration increases the potential at the cell wall is 
reduced, and so the sinh term in equation (2.33) decreases but the 
factor multiplying it increases. In physical terms, if one regards 
the osmotic pressure as due to the ionic excess between the particles, 
then, as the concentration increases and the double layer potential 
falls, there are more counterions available in the reservoir but they 
are not so strongly attracted into the suspension. The first of these 
two effects is dominant at low electrolyte concentrations, the second 
at high. If it is assumed that the changeover occurs at around a 
certain value of Ka then the maximum osmotic pressure should move to 
lower electrolyte concentrations as the particle size increases. This 
is borne out by the results for 250 i and 500 i particles. For larger 
radii the second effect dominates at all concentrations of interest. 
At a_ given volume fraction and electrolyte concentration larger 
particles are further separated in terms of the screening length and 
so interact less strongly than smaller particles. Thus the osmotic 
pressure decreases markedly with particle size. 
Figs. 3.9,3.10 show the effects of volume fraction and density of 
surface groups for 500 A particles at a cation concentration of 10- 4 M. 
The dissociation decreases with increasing volume fraction as one 
would expect but the effect is very slight, indicating that even at 
quite low electrolyte concentrations the particles do not interact. 
Of course their double layers do overlap so that there is a 
significant osmotic pressure, but the charge on a given particle has 
little influence on conditions at the surface of a ne_ighbour. To 
observe the charge turning off as volume fraction increases, one must 
consider less common parameter values - smaller particles, lower 
.. 
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Figs. 3.9,3.10: Dissociation a and osmotic pressure IT at C =10- 4 M -
molar and pH 7 for 500 A particles with various values of Z0 : 
a, Z0 = 1250; b, z0 = 2500; c, z0 = 5000, d, z0 = 10000. 
electrolyte concentrations - or increase¢ beyond the region of 
validity of the present calculation. From the condition of 
dissociation equilibrium (2.8) it follows that the surface potential 
will also vary only slightly with volume fraction. At low¢ the 
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values are, for increasing Z 0 , 96, 119, 138, 153 mV. As Z0 increases 
the surface charge density rises, and with it the surface potential. 
The increase in the latter acts, via charge regulation, to reduce the 
degree of dissociation as Fig. 3.9 shows. 
The behaviour of these quantities explains the variation in the 
osmotic pressure (Fig. 3.10). This increases with volume fraction as 
the double layers of neighbouring particles overlap more and more and 
the wall potential rises. The increase in TI with Z0 results from the 
increased double layer potential, but the change is modest compared 
with that in z 0 itself because only a small proportion of the extra 
groups is dissociated. 
Finally, the effect of a variation in pH was considered at low 
(0.05) and high (0.3) volume fractions. The particle radius and the 
cation concentration are as for Figs. 3.9 and 3.10 above, viz. 500 A 
-4 
and 10 M. As Fig. 3.9 suggests the dissociation, and hence surface 
potential are very similar for the two volume fractions so only those 
for ¢=0.3 appear in Fig. 3.11. As the pH increases, the 
concentration of hydrogen ions near the particle surface falls 
allowing more to dissociate. Thus the charge density increases and 
hence, since the screening is the same, the surface potential rises 
also. 
Fig. 3.12 shows the corresponding variation in osmotic pressure. 
The curves are quite similar, that for ¢=0.05 being of course 
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Figs. 3.11,3.12: Dissociation a, surface potential ~ (a) and osmotic 
pressure TI at C = 10- 4 molar for particles with a= 500 A, Z 0 = 2500 M .. 
at ¢ = 0. 3 (a) and ¢ = 0. 05 (b). Results for ¢ = 0. 3 only are 
plotted in Fig. 3.11. 
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considerably lower as expected from Fig. 3.10. The comparatively 
small variation in IT for pH values greater than about 7, accentuated 
somewhat by the logarithmic scaling, is related to a similar levelling 
off that occurs in a and ~(a) when nearly all groups are dissociated. 
Below pH 5 the pressure falls off sharply. This is due partly to the 
lowering of surface charge and potential but also to the fact that the 
hydrogen ions are beginning to contribute to the total cation 
concentration and the degree of screening is therefore increasing. 
3.3 TI-¢ ISOTHERMS 
As is to be explained in Chapter 5 the suspension in contact with 
a fixed reservoir can be regarded as a pure system at a pressure equal 
to TI. Some insight into the behaviour of the suspension can be 
obtained by comparing different models for the pressure as a function 
of volume. This is especially of interest in view of the work 
described in Part II on the order-disorder phase transition. 
Fig. 3.13 plots IT versus¢ for the parameters used in Part II, 
viz. 
0 
a=850 A, Z
0 
=5,500 . The electrolyte concentration was taken to 
-4 be 10 Mand pH 7. Curves a and bare t he Wigner-Seitz and 
isolated-sphere results, respectively, which are the best 
approximations to the real isotherm. The two disagree at low volume 
fractions because the latter includes the contribution to the pressure 
from the kinetic energy of the particles themselves while the former 
does not. 
Curve c represents the most naive approach, treating the 
particles simply as an ideal gas: 
IT = pkT , (3.1) 
n 
Fig. 3.13: 
.02 .04 .06 .08 
Isotherms for particles with a = 850 1, Z = 5,500 at 
0 
-4 CM= 10 molar and pH 7; a, Wigner-Seitz approximation; b, 
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isolated-sphere approximation; c, ideal gas law; d, Carnahan-
Starling equation of state for hard spheres of radius a; e, 
Carnahan-Starling result for hard spheres with radius equal to the 
"effective" particle radius; f, solid equation of state for the 
same spheres. 
.1 
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4 3 
where the particle number density P equals ¢ / 3 TT a . At higher volume 
fractions it greatly underestimates the actual pressure. Clearly the 
particles do not behave ideally. This is to be expected because of 
their finite size and the repulsion between them. The effect of the 
former can be considered in isolation by regarding the particles as 
hard spheres of radius a. Now a system of hard spheres is known 1 to 
undergo a liquid-solid transition for volume fractions between 0.49 
and 0.54. Over the range covered by Fig. 3.13 the system is therefore 
fluid and a suitable approximation to IT is given by the Carnahan-
2 Starling equation of state 
IT/pkT = (1+¢+.¢ 2 -¢ 3 )/(1-¢) 3 • (3.2) 
This is curved of Fig. 3.13. The correction for finite size enhances 
the pressure as one would expect but the effect is small. The main 
contribution to IT therefore comes from the repulsion between particles. 
One way of estimating the effect of this repulsion on the thermo-
dynamic behaviour of the system is by modelling the particles as hard 
spheres with some effective diameter larger than the actual value. 
This is the approach that will be adopted in Part II. As explained 
more fully there, this is equivalent to the zeroth order of the 
Barker-Henderson perturbation theory, 3 i.e. such a hard sphere system 
is the reference state for the perturbation expansion. To apply this 
theory one must assume that particles interact only in pairs. This is 
justified for the parameter values of Fig. 3.13 since 
Ka(¢- 113 -1) >3.2 and so as explained in §3.1 the interaction is 
localised around lines joining the centres of nearest neighbours. The 
optimal value of the effective diameter is given by 
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co 
2 I 1 -u(s)/kT = a+ - e ds , 2a ( 3. 3) 
where u(s) is the potential energy of interaction between two 
particles at a centre-to-centre separation of s. Formula (2.35) for 
* the double layer repulsion was used for u(s). 
A system of hard spheres with a diameter given by (3.3) will 
undergo a phase transition in the volume fraction range of Fig. 3.13. 
At low¢, therefore, the osmotic pressure was calculated using 
equation (3.2) with ¢ on the right replaced by cpeff = cp(deff/2a) 3 • For 
high volume fractions, however, the equation of state for the hard 
sphere solid was used. This can be determined by fitting a suitable 
form to molecular dynamics data. The resulting isotherm has been 
given, to superfluous accuracy, by Hall 4 
IT/pkT = (12 - 3f3) /f3 + 2. 557696 + 0.1253077 f3 
+ 0.17623 9 3 f3 2 - 1.053308 f3 3 + 2.818621 f3 4 
- 2.921934 f3 5 + 1.118413 f3 6 , (3. 4) 
where B is a "relative density" variable equal to 4 ( 1 - cp eff/0. 7 405) . 
These two isotherms appear as curves e and fin the figure. As can be 
seen both overestimate the pressure, indicating that formula (3.3) 
does not take sufficient account of the "softness" of the interaction. 
Of course a hard sphere model in which the effective diameter is 
constant, as it is here, must fail at high volume fractions because it 
will predict a divergence in the pressure before the particles 
actually become close-packed. 
* This omits the van der Waals attraction which is included in Part 
II. However as shown there its effect is comple tely dominated by 
electrostatic repulsion at low electrolyte concentrations. 
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The gap between the two isotherms corresponds to the coexistence 
region in the effective hard sphere system. At lower volume fractions 
the hard sphere model predicts that the suspension will be disordered. 
In this regime the Wigner-Seitz and isolated sphere isotherms must be 
viewed with caution since these are derived assuming an ordered system 
and so will give no indication of a phase change. 
3.4 WIGNER-SEITZ AND ISOLATED-SPHERE 
RESULTS FOR RESERVOIR COMPOSITION 
In this and the following sections the properties of a suspension 
not in contact with 'a fixed reservoir will be examined. Though the 
calculation has been formulated for various conditions attention will 
first be restricted to the zero reservoir situation defined by 
equations (2.10) and (2.11). The variant of this described in §2.2 as 
well as the finite reservoir case relate specifically to experiments 
in which the volume fraction is varied in different ways. These are 
considered separately in §3.6. 
It is of interest first to compare the Wigner-Seitz and isolated-
sphere approximations for the composition of the reservoir that would 
be in equilibrium with the suspension. This is especially true in 
view of the use to be made of the latter approximation in Part II of 
this thesis in connection with the order-disorder transition. Figs. 
3.14,3.15,3.16 present results for the same values of a, z
0 
and¢ as 
Figs. 3.1,3.3,3.5 respectively. Plotted are the ratios CM/CM and 
CX/CX of reservoir to average concentrations as functions of the 
- - -
average cation concentration CM for C =C. As expected, the two X M 
-
approximations agree at high concentrations. As CM is reduced, 
however, the results begin to dive_rge, the discrepancy being worst for 
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- -Fig. 3.14: The ratios CX/CX (upper curves) and CM/CM (lower curve s) 
for a susp ension of 250 A particles with Z0 =600 at a volume 
fraction ¢ =0.35. The higher curve for each ratio is the isolated-
sphere result, the lower is the Wigner-Seitz approximation. 
Fig. 3.15: 
cp =0.05. 
0 
The same for a suspension with a= 250 A, Z0 = 600 and 
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Fig. 3.16: The same as in F_ig. 3.14 but for a= 1000 $.., Z0 = 10000 and 
cp = 0. 35. 
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250 A particles at ¢ =0.35 and comparable for the other two cases. 
This parallels the behaviour under fixed reservoir conditions. In 
dense suspensions of small particles the interaction is strongest and 
the double layers most extensively overlapping for a given electrolyte 
concentration. Thus the isolated sphere approximation is expected to 
be most in error in this case since it assumes that the double layer 
is well contained within the Wigner-Seitz cell. Matters are improved 
for dilute suspensions of the same particles because of the larger 
distance from the particle surface to the cell wall, i.e. the greater 
distance in which the potential can decay. In the final case the 
larger particle size compensates for the higher volume fraction so 
that this distance is very nearly the same. As a result the 
comparison between the two approximations is similar in these two 
cases. 
In all cases the isolated-sphere values for CM/CM and CX/CX are 
the higher of the two. This can be understood as follows. At given¢ 
-
and CM the surface potential is higher in the Wigner-Seitz 
approximation because, as discussed in §3.1, this takes some account 
of the effects of interaction between the particles. Secondly, in the 
isolated-sphere approximation the entire ionic excess in the double 
layer of an isolated particle is ascribed to the volume Vcell of the 
cell (see equation (2.20)) even that lying beyond its boundaries. The 
latter contributes little to the excess of cations since this is 
mainly concentrated in the immediate vicinity of the particle where 
-qW(r)/kT b h 
e can e muc greater than 1. Therefore, because the surface 
potential is smaller in the isolated-sphere case, so also would be the 
cation excess for a given reservoir concentration CM even though it is 
drawn from a larger volume. Therefore, for a given average 
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-
concentration e , e must be higher than in the Wigner-Seitz 
M M 
approximation. For the anions the "excess" is of course negative. 
qlJ;(r)/kT Because e can vary only from Oto 1 in the double layer, the 
contribution to the excess is more evenly spread. A substantial 
amount can come from the more distant regions of the double layer and 
from beyond the cell wall in the isolated-sphere approximation. Thus, 
despite the higher surface potential in the Wigner-Seitz case, which 
tends to make the anion excess more negative, it is the isolated-
sphere value which is the more negative. As a result the average 
concentration of anions for a specified reservoir concentration will 
-
once again be lower, so that given ex, ex must be higher. 
The inclusion in the excess of contributions from outside the 
cell and even from regions occupied by neighbouring particles 
ultimately limits the range over which the isolated-sphere 
approximation is workable. At low concentrations and/or sufficiently 
-high volume fractions ex/ex can become very large. Numerical 
difficulties are then encountered with the iteration used to determine 
ex because this quantity begins to vary too rapidly as a function of 
the independent variables. These difficulties begin n ear the 
concentrations at which the curves of Figs. 3.14,3.15,3.16 end. The 
isolated-sphere results will then already have become inaccurate. 
Because the Wigner-Seitz approximation is useful over a larger range 
it was the one used to generate the results of the following sections. 
3.5 BEHAVIOUR IN THE ZERO RESERVOIR CASE 
In this section the variation of suspension properties with the 
average composition of electrolyte will be considered. Figs. 3.17, 
3.18,3.19 illustrate the behaviour of three different suspensions as 
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Fig. 3.17: Reservoir concentrations of inert anions CX (upper curves) 
and cations (lower curves) as a function of average inert 
- -
electrolyte concentration C = C for three suspensions: M X 
a: particles with a= 250 A, z 0 = 625 at ¢ = 0. 35; 
b: particles with a= 1000 A, Z0 = 10000 at ¢ = 0. 35i 
0 
c: particles with a= 250 A, z
0 
·= 625 at ¢ = 0. 05. 
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Figs. 3.18,3.19: pH, dissociation and surface potential as functions 
- -
of average inert electrolyte concentration C = C for the three M X 
suspensions of Fig. 3.17: a, a=250 A, Z 0 =625, ¢ =0.35; b, 
a=l000 A, Z0 =10000, ¢ =0.35; c, a ·=250 A, Z 0 =625, ¢ =0.05. 
- -
the average electrolyte concentration C = C is varied. Consider M X 
first Fig. 3.17 which plots the concentrations CM,CX of cations and 
anions in a reservoir that would be in chemical equilibrium with the 
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suspension. Since the excess of cations in the double layer is 
positive their reservoir concentration is lower than the average value. 
-The opposite holds for the anions. As CM decreases the Debye 
screening length increases and the double layer extends over a greater 
part of the cell. Consequently CM,CX differ more from the average 
- -
values CM,CX. For the dense suspension of small particles the cell 
size will be the smallest compared with the thickness of the double 
layer. The average ionic excesses over the cell (positive for the 
cations and negative for the anions) will thus be greatest in this 
case. Hence the curves for 250 t particles at ¢ = 0. 35 are the outer-
most. For the other two suspensions the shell of electrolyte around 
each particle is of much the same width and the ranking observed in 
Fig. 3.17 is a consequence of more subtle effects which lead to a 
higher overall potential in the cell for the larger more concentrated 
particles. 
The variation in pH (Fig. 3.18) has several features worthy of 
comment. Firstly, the values are all much lower than the "nominal" 
value of 7 that would be calculated from the average composition of 
the inert electrolyte. This is _a consequence of the small volume 
available to accommodate the hydr_ogen ions that dissociate from the 
surface. In all cases the pH falls at first as the electrolyte 
concentration increases. This follows from the reduction in the 
surface potentials (Fig. 3.19) which lowers the double layer excess of 
hydrogen ions for a given reservoir concentration. Thus the latter 
must increase so that the same numbe r of hydrogen ions, resulting from 
essentially the same dissociation (Fig. 3.19), can still be 
distributed in the cell. As CM continues to increase CM,CX approach 
- -C ,C, which would lead one to expect that the pH will approach 7. M X 
However, this cannot be since it would give rise to a much higher 
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dissociation and the resultant hydrogen ion concentration in the cell 
would be inconsistent with a reservoir concentration of 10- 7 M. The 
- -
resolutiori of this apparent paradox is as follows. As CM= CX 
increases the difference between CM,CX diminishes in relative terms 
but because these concentrations are increasing the absolute 
difference between the two remains sufficient to account for a low pH 
of about 3 or 4. Thus there is no reason for the pH to increase and 
it appears instead to approach a constant value. 
The most obvious feature of the dissociations and the surface 
potentials is that they are much lower than under fixed reservoir 
conditions. This is an immediate consequence of the limited volume of 
electrolyte available because of which even a small amount of 
dissociation causes a drastic lowering of the pH which then acts to 
halt the process. Likewise, an increase in electrolyte concentration, 
even though it reduces the surface potential cannot lead to 
significantly higher dissociation. For if this were to increase it 
would result in a lower pH or a higher surface potential, or both, and 
the condition of charge regulation would then be violated. Only for 
the 250 1 particles at ¢ = 0. 05 is the volume of electrolyte per 
surface group sufficiently high to allow any appreciable increase in 
dissociation. Similar considerations are also capable of explaining 
the observed ranking of the a and pH values for the three suspensions. 
If the volume of electrolyte per group is increased then the pH for a 
given dissociation will also rise. This would allow more hydrogen 
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ions to dissociate which in turn acts to moderate the rise in pH. The 
net result is therefore a higher dissociation and a higher pH. In 
Figs. 3.19 and 3.18 the order of increasing a and pH is indeed that of 
increasing electrolyte volume per dissociable group. 
The foregoing considerations can easily be made more quantitative. 
For, in the limit of high electrolyte concentrations double layer 
effects can be ignored and the condition of dissociation equilibrium, 
equation (2.8), becomes 
Ct 
1-a C H = K a I (3.5) 
i.e. the same as that usually applied to low molecular weight acids. 
If the concentration of hydroxide ions in the reservoir is neglected, 
in view of the low pH, it is apparent that the hydrogen ion 
concentration should be given by 
(3.6) 
These equations can be solved to obtain limits which a and pH approach 
at high electrolyte concentrations. For the three suspensions 
considered in the figures the resulting pH values are 3.457, 3.786 and 
- - 2 . 4. 014, very close to those found for C = 10 M, viz. 3. 464, 3. 789 and M . 
4.014. The limiting values of a are 0.0434, 0.0883 and 0.141, a 
little above those at the high concentration end of Fig. 3.19: 0.0409, 
0.0766 and 0.116. Thus the levelling off of the pH and the ranking of 
both a and pH can be predicted quantitatively. 
The small amounts of dissociation sufficient to reduce the pH to 
a low value suggest that suspensions should have a considerable 
buffering capacity. This is illustrated in Fig. 3.20 which plots the 
-pH for the three cases considered previously as CM is increased for 
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-Fig. 3.20: pH as a function of average inert cation concentration CM 
for C = 10- 4 molar for the three suspensions of Fig. 3. 17. 
X 
C =10- 4 M. 
X 
- -4 When C = 2 x 10 M the nominal pH is 10 but the actual M 
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system pH has changed by only a fraction of a unit. In accordance 
with previous conclusions regarding the effect of differing 
electrolyte volumes per dissociable group, one expects the buffering 
capacity to be least for the 250 1\ particles at ¢ = 0. 05 and greatest 
for the same particles at ¢ = 0. 35. This is convincingly demonstrated 
in Fig. 3.20. Finally, Fig. 3.21 presents a and ~(a) for the case 
a = 2 5 0 1\ and ¢ = 0 . 0 5 . -As CM increases and the pH rises so does a in 
spite of the accompanying rise in ~(a). The decrease in this last 
-
quantity at high CM occurs because the surface charge cannot increase 
much further while the screening length continues to decrease. 
3.6 DILUTION AND COMPRESSION EXPERIMENTS 
The previous section dealt with suspension behaviour as the 
average electrolyte composition is changed in some way. It is also of 
interest to model experiments in which the volume fraction of the 
suspension is varied. This can be done in a number of ways resulting 
in very different variations in suspension properties. Reservoir 
effects will be clearly in evidence. 
Consider first an experiment in which a concentrated suspension 
is diluted. There are two natural ways of doing this - by adding 
either pure water or electrolyte with a composition given by the 
average cation and anion concentrations in the suspension. The 
resulting behaviour is illustrated in Figs. 3.22-3.27 for a suspension 
of 500 t particl~s in electrolyte of initial average composition 
C = C = 10- 4 M, diluted from a volume fraction of 0. 4 by each of the M X 
two methods. 
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Fig. 3.21: Dissociation and surface potential (mV) for case c of 
Fig. 3.20, viz. a=250 A, z =625, cp=0.05 and C =10- 4 molar. 
o X 
The properties whose variation is perhaps easiest to understand 
are the reservoir concentrations CM,CX (Figs. 3.22,3.23). When the 
suspension is diluted with electrolyte the average cation and anion 
concentrations remain the same. The reservoir cation concentration 
starts at some value below the average while the reverse is true for 
the anions. As the dilution proceeds, the double layer excesses are 
significant over an ever smaller proportion of the cell and so the 
reservoir concentrations approach the average values. Thus CM 
-4 increases towards ·l0 M while CX decreases to the same value. Now 
since the hydroxide ion concentration is negligible, the screening 
length is determined by CX alone and therefore increases slightly 
during dilution. At the same time the surface potential increases 
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(see Fig. 3.27). As a result the double layer extends further from 
each particle. However this effect is completely outweighed by the 
great increase in the volume of electrolyte in the cell - from 1.5 to 
99 times the particle volume as¢ decreases from 0.4 to 0.01. There-
fore one can picture the process quite simply in the following way. 
The suspension has certain "effective" ion concentrations, i.e. those 
in the reservoir, CM,CX. It is being diluted with electrolyte with a 
higher cation and lower anion concentration so that CM must increase 
while CX decreases. In the second method of dilution the fluid added 
is less concentrated in both species so that CM,CX both decrease. 
Reservoir concentrations approach the average values, as before, but 
the latter now decrease in proportion to¢. 
The variation in pH (Fig. 3.24) is now exp licable. As the 
suspension is diluted the electrolyte becomes more and more like the 
fluid being added so the pH must rise to 7. If the anion 
concentration falls while that of the cations rise s it also follows 
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Figs. 3.22,3.23: "Reservoir" cation (CM) and anion (CX) concentrations 
as functions of volume fraction¢ during a zero reservoir dilution 
experiment for a suspension of particles with 
in electrolyte of initial aver_age composition 
e, electrolyte added; w, water added. 
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Figs. 3.24,3.25: pH and osmotic pressure (mm Hg) during dilution; 
particles with a= 500 A, z 0 = 2500 in electrolyte of initial 
- - -4 
average composition CM= CX = 10 M; e, electrolyte added; w, 
water added; f, fixed reservoir comp arison. 
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Figs. 3.26,3.27: Dissociation and surface potential (mV) during 
dilution; particles with a= 500 A, Z 0 = 2500 in electrolyte of 
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- - -4 initial average composition CM = C = 10 M; e, electrolyte added; X . 
w, water added; f, fixed reservoir comparison. 
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from the charge neutrality of the reservoir that the pH should rise. 
When the fluid added is water both CM and CX fall. The pH still rises, 
and in fact more than in the other case, because of the more rapid 
decrease in the reservoir anion concentration. The physical 
explanation of this behaviour is that, despite the large buffering 
capacity of the particles the increase in the volume of electrolyte is 
so great that the pH cannot be maintained at its initial low level 
even though dissociation increases (Fig. 3.26). 
The behaviour of the remaining properties (Figs. 3.25,3.26,3.27) 
can be understood from the variation in the reservoir composition. 
The third curve in each of these graphs is the corresponding property 
for a suspension in contact with a fixed reservoir with a composition 
given by the initial values of CM,CX. Consider first the surface 
potential and the dissociation (Figs. 3.27 and 3.26). As expected 
from the results of §3.2, the fixed reservoir ~(a) falls and a rises 
during dilution but the variation is slight (see Fig. 3.9). Because 
of the reduction in screening implied by Fig. 3.23, the potential for 
the two zero reservoir curves rises during dilution and more so when 
water is the dilutant. Despite this increase, the rise in pH is 
sufficient to allow more dissociation to occur. The extra surface 
charge then also contributes to the rise in potential. 
Finally, consider the osmotic pressure, Fig. 3.25. Naturally 
this falls in all cases as the cell size increases and the wall 
potential falls. If the suspension is diluted with water the 
screening falls and the double layer potential rises more rap idly than 
for dilution with electrolyte. This moderates the d e cline in osmotic 
pressure which is therefore higher in the ·former case. The pressure 
in the fixed reservoir situation is lowest of all since screening is 
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maintained and the surface potential actually declines slightly. 
The fixed reservoir curves in Figs. 3.25,3.26,3.27 are for a 
reservoir composition given by the initial values of CM,CX. If CM,CX 
were used instead the reservoir pH would be 7 instead of about 3.9 and 
all three quantities a, ~(a) and IT would therefore be much higher. 
A related experiment is one in which a suspension is compressed 
from an initial state in which it occupies the entire volume available. 
The particles are confined to a smaller volume by means of a semi-
permeable membrane and a reservoir of varying composition is formed as 
the experiment proceeds. In Figs. 3.28-3.33 results are presented for 
an experiment in which a suspension of 500 i particles in electrolyte 
- - - 5 
of average composition C = C = 10 M is compressed from an initial M X 
volume fraction of 0.01. Given also are curves for a zero reservoir 
dilution at constant average ionic concentration of 10-s M. The 
latter curves have the same behaviour as the corresponding ones of 
Figs. 3.22-3.27 if some allowance is made for the different average 
concentrations. 
Consider the reservoir concentrations CM,CX (Figs. 3.28,3.29). 
- -
For the zero reservoir experiment CM,CX remain fixed and so, as the 
volume fraction is increased, and the ionic excesses are large over a 
greater proportion of the cell, the reservoir concentration CM must 
decrease and CX increase, as explained previously. In the finite 
reservoir case the reservoir formed by compression has a cation 
concentration less than the average concentration in the suspension. 
Therefore, since no ions have been added or removed, the average must 
be greater than at the start of the compression. An analogous 
reasoning shows that for the anions the average must be below the 
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Figs. 3.28,3.29: Reservoir cation and anion concentrations CM,CX as a 
function of volume fraction for a suspension of particles with 
a = 500 i, Z O = 2500 in electrolyte of average composition 
C = C = 10- 5 M; z, zero reservoir; c, compression with the M X . 
formation of a finite reservoir. 
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Figs. 3.30,3.31: pH and osmotic pressure (mm Hg) as a function of 
0 
volume fraction for a suspension of particles with a= 500 A, 
- - - 5 Z0 = 2500 in electrolyte of average composition CM= CX = 10 __ M; 
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z, zero reservoir; c, compression with the formation of a finite 
reservoir; f, fixed reservoir comparison. 
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Figs. 3.32,3.33: Dissociation and surface potential (mV) as a 
function of volume fraction for a suspension of particles with 
a= 500 Jl, Z0 = 2500 in electrolyte of average composition 
- - - 5 C = C = 10 M; z, zero reservoir; c, compression with the M X 
formation of a finite reservoir; f, fixed reservoir comparison. 
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initial value. Thus, although average concentrations for the whole 
- -
system - suspension+ reservoir - remain fixed, the CM,CX for the 
suspens~on are functions of¢. As the experiment proceeds, an 
increasing proportion of the electrolyte is in the reservoir, with its 
- -lower cation and higher anion concentrations, and so CM rises while CX 
falls. In mathematical terms it can be shown from equation (2.13) 
that 
where ¢ , ¢ 0 are the current and initial volume fractions. A similar 
equation holds for the anions. Since ¢ 0 = O. 01 the factors involving ¢ 
and ¢ 0 in (3.7) can become quite large. While CM(¢) remains 
appreciably smaller than CM(¢ 0 ), CM(¢) can be substantially greater 
than the initial value. As an example, at ¢ = 0. 4 for the case in 
question CM is some 25 times higher than CM(¢ 0 ). The behaviour of the 
reservoir concentrations CM,CX is now the resultant of two competing 
effects. As the volume fraction is increased ionic excesses are more 
significant because the cell size is smaller and the surface potential 
greater (see Fig. 3.33). This causes CM to become smaller compared 
-
with CM, but the latter is itself increasing. At first, therefore, CM 
decreases, but at some higher ¢ , when more of the electrolyte is in 
-
the reservoir, CM will have risen sufficiently and so CM begins to 
rise. For the anions, the rise in C expected from the increased 
X 
-potential and decreased cell size is offset by the fall in CX and the 
net effect is a slight decrease in CX. 
For the zero reservoir case the pH (Fig. 3.30) falls as expected: 
although fewer hydrogen ions are produced by dissociation (see Fig. 
3.32) they are confined to a much smaller volume as¢ increases. For 
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the finite reservoir compression the slight fall in CX together with 
the small overall variation in CM cause the pH to rise slightly. The 
fewer hydrogen ions released from the surface can leak out into the 
reservoir and are in effect distributed in almost the same volume of 
fluid throughout the experiment. 
The behaviour of the remaining properties can now readily be 
explained. In Figs. 3.31,3.32,3.33 they are once again compared with 
the corresponding properties for a suspension in contact with a fixed 
reservoir with composition given by the initial values of CM,CX. As 
discussed previously the zero reservoir potential (Fig. 3.33) falls 
because of better screening this is determined essentially by CX 
which increases with¢. For the fixed and finite reservoir cases the 
screening remains essentially unchanged and so the increased 
interaction at higher volume fractions raises the potential and turns 
off the charge (see Fig. 3.32). For the zero reservoir case, despite 
the reduction in the surface potential which would normally allow more 
dissociation, the charge is decreased because of the lowering of the 
pH. 
The behaviour of the osmotic pressure can be understood as a 
combined effect of the variation in surface potential and screening 
(CX). In the finite reservoir compression the surface potential rises 
most while the degree of screeni_ng declines slightly. So the rise in 
TI is most rapid in this case. For the zero reservoir case the surface 
potential falls while the screening improves so the rise in IT is 
least. Compression of a suspension in contact with a fixed reservoir 
produces intermediate behaviour - the surface potential rises but the 
screening remains unchanged. 
A variety of interesting effects are thus found to occur during 
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compression and dilution experiments. The results discussed here are 
for quite low electrolyte concentrations and a natural question is how 
- -different is the behaviour for higher values of CM,CX. At high ionic 
concentrations the double layer in a dilute suspension occupies only a 
small proportion of the available volume in the cell. Reservoir 
concentrations of inert anions and cations are thus little different 
from their average values in the suspension. In a compression 
experiment the volume of the reservoir formed soon becomes large 
compared with the volume of electrolyte in the double layers around 
the particles. Thus while ionic excesses may vary they can have 
little effect on the reservoir composition. As the electrolyte 
concentrations are increased the fixed and finite reservoir curves of 
Figs. 3.31,3.32,3.33 should therefore become more and more alike. 
However, the fact that there is only a finite volume of electrolyte 
still manifests itself in the composition, now almost constant, of the 
- -
reservoir. This will have CM,CX approximately equal to CM,CX but the 
pH will nevertheless be significantly below 7 as discussed in the 
previous section (see Fig. 3.18). 
A dilution experiment starts at high volume fraction with no 
- -
reservoir so CM,CX may still be quite different from CM,CX. As the 
dilution proceeds, by addition of electrolyte, say, the volume of 
fluid in the cell increases eventually becoming much larger than that 
occupied by the double layer. From then on the ion excesses should 
have little effect on reservoir composition and the suspension should 
begin to behave as if in contact with a reservoir of fixed composition 
-
givenbyC =C, C =C ,pH=7. Figs. 3.22-3.27shownosignofthis M M X X 
limiting behaviour which is obviously restricted to much higher 
electrolyte concentrations and/or lower volume fractions than 
7 9 
considered there. If water is added to dilute the suspension the 
behaviour of the various properties remains qualitatively the same at 
a higher initial electrolyte concentrations since this essentially 
becomes irrelevant as the experiment progresses. 
3.7 CONCLUSION 
It is apparent that colloidal suspensions can exhibit some varied 
and intricate behaviour, especially at low electrolyte concentrations. 
The aim of this chapter has been, firstly, to document the behaviour 
in some detail and, secondly, to develop qualitative explanations for 
the phenomena observed. Given the variation in some of the properties, 
an understanding of the others generally follows. . . However, a pr&OI'& 
prediction of the complete behaviour is difficult. Not only are there 
many interrelated quantities but their variation is often the result 
of several opposing effects. In such cases a calculation is necessary 
to obtain even the qualitative features of the behaviour. This is 
illustrated by the occurrence of turning points in the osmotic 
pressure of Fig. 3.8 and in the reservoir concentration in Fig. 3.28. 
The most obvious shortcoming of the present calculation is its 
use of approximate boundary conditions at the cell wall. This leads 
to uncertainty in the exact value of the osmotic pressure and means 
that results do not reflect the ·asymmetric structure adopted by the 
ordered state. An improved estimate of the osmotic pressure could be 
obtained under those conditions in which the isolated-sphere 
approximation applies. For then there is a region in the cell, far 
from the particle but not too close to the wall in which the potential 
due only to the particle itself is small enough for linearisation to 
be valid but still large compared with the potentials due to 
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neighbours. The total potential near the wall could then be e xpr e sse d 
as a sum of linear solutions each matched to the non-linear isolated-
sphere potential about one of the neighbouring particles. The 
osmotic pressure could then be evaluated from the stress tensor as 
explained in Appendix C (equation C.4). This same technique could 
also be used to provide alternative values for the ionic excesses 
needed to determine the reservoir composition in the isolated-sphere 
approximation. These values would not give rise to the undesirable 
numerical behaviour encountered because of the inclusion in the 
excesses of too large a contribution from outside the cell. 
However, this is an essentially ad hoc modification with 
difficulties of its own. In fact it is clear that the potential 
obtained by this method would not everywhere satisfy the Poisson-
Boltzmann equation nor would it obey the condition of charge 
neutrality. Furthermore, it would not incorporate the effect of 
interaction on the state of charge of the particles as is done at 
least to some extent by the Wigner-Seitz approximation. Thus it seems 
that the results presented here are the most accurate that could be 
obtained without a solution of the full three-dimensional boundary-
value problem. This would require enormous computational effort 
unless the Poisson-Boltzmann equation could be linearised, in which 
case the calculation would have to be restricted to only the highest 
electrolyte concentrations in order to ensure the greater accuracy 
desired. 
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PART II 
THE ORDER-DISORDER TRANSITION IN 
COLLOIDAL SUSPENSIONS 
CHAPTER 4 
INTRODUCTION 
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In the first part of this thesis, the general properties of an 
ordered colloidal suspension were studied at some l ength . The 
calculations needed for this became feasible only when the statistical 
mechanics of an assembly of colloid particles could be ignored. Such 
an omission of course precludes any discussion of the transition to 
the ordered state. However, with the help of a relatively simple 
statistical mechanical model, the methods of the previous chapters can 
be used in a deeper analysis of this transition than has appeared 
hitherto. This part of the thesis is devoted to such an analysis. 
Present understanding of this phenomenon is summarised below and 
previous theoretical work discussed. In the chapters that follow, a 
model for the transition will be developed and its predictions 
considered in detail. 
4.1 THE CURRENT PICTURE 
Colloidal suspensions of charged particles in dilute (~ 10- 3 
molar) electrolyte are disordered at low volume fractions but can be 
compressed to form an ordered phase. 1 The more dilute the electrolyte, 
the more readily does the suspension order, i.e. the lower the volume 
fraction at which the transition occurs. As the particle spacing is 
typically several thousands of angstroms, the onset of orde r is 
indicated by the appearance of interference colours when the 
suspension is viewed in white light. In fact, from an analysis of 
2 diffraction patterns the spacing can be accurately measured and the 
8 3 
lattice type determined. 3 The latter appears to be body-centred cubic 
at low and face-centred cubic at high volume fractions. Direct 
observation of the ordering by electron microscopy has also been 
1 4 
reported. ' Interest in this phenomenon stems not only from the 
practical importance of colloids, as documented in Chapter 1, but also 
from a desire to understand the nature of the transition. 
Phase diagrams have been determined experimentally 5 ' 6 giving, as 
a function of electrolyte concentration, the volume fraction at which 
a disordered suspension begins to order ("freezes") and that at which 
an ordered suspension starts to become disordered ("melts"). Between 
these two volume fractions lies a coexistence region in which both 
disordered and ordered phases are observed. Williams et al. 7 have 
measured the melting volume fraction as a function of temperature for 
fixed electrolyte concentration. As might be expected, the suspension 
orders more readily at lower temperatures. 
An order-disorder transition has also been observed in 
suspensions stabilised by steric 8 rather than electrostatic forces, 
and in non-aqueous systems. 9 Consideration of these would however be 
beyond the scope of the present work. 
Studies on similar systems over the past half century have led to 
a broad qualitative understanding of the phenomenon. Langmuir was the 
first to realise that the structure of the suspension is determined 
largely by electrostatic forces. 10 Indeed, approximate formulae for 
the van der Waals and electrostatic intera;tions between two spheres 11 
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show that the latter is completely dominant except at high electrolyte 
concentrations and at volume fractions for which the particles are 
almost close-packed. Previously, workers had assumed that van der 
Waals attraction was necessary to balance the repulsive electrostatic 
interaction and that in the ordered phase these two opposing forces 
were in equilibrium. If this were so, a lowering of electrolyte 
concentration, which increases the electrostatic repulsion, should 
shift the transition to higher volume fractions where van der Waals 
forces are also greater. The reverse is however observed to be the 
case. Furthermore, as was also pointed out by Langmuir, the total 
electrostatic energy is attractive when the interaction between the 
colloid particles and the counterions in solution is included. At 
some critical value of the volume fraction this attraction would cause 
condensation into an ordered state analogous to crystallisation in an 
ionic solution. However, in the latter process, most or all of the 
water is expelled and the result is a state in which ions are closely 
packed. What the theory of colloidal suspensions needed was therefore 
not an attractive force but some repulsion which would explain how the 
ordered phase could be stable at low volume fractions. Such an effect 
could be provided by "thermal agitation" - the kinetic energy of the 
ions in solution. This manifests itself in the osmotic pressure due 
to the ion excess in the double layers surrounding each particle. The 
osmotic pressure tends to force the colloidal particles apart and is 
thus the required repulsion. 
In simple terms, one may describe the process of crystallisation 
in an ionic solution as follows. At low concentrations attractive 
hydration energies and the greater entropy. of ions in solution combine 
to make the dispersed state energetically more favourable. As the 
8 5 
concentration is increased, the ion entropy, and perhaps also the 
hydration energy, are reduced and the crystalline state, with its 
greater electrostatic attraction, will ultimately have the lower free 
energy . In a colloidal suspension, however, the entropy of the ions 
is much more significant: between any negative "ion", i.e. colloid 
particle, and its neighbours of like charge there is a large number of 
positive counterions. At the same time the electrostatic attraction 
between the two is reduced because the large size of the particles, 
and the thermal motion of the counterions, prevent the close approach 
of the latter to the centres of negative charge. The total 
interaction is now repulsive at all volume fractions of interest, a 
result which is more in accord with simple intuition that similarly 
charged particles will repel one another. However, this also implies 
that the competition between entropy and attractive energies, which 
explains crystallisation in an ionic solution cannot be responsible 
for the order-disorder transition in colloidal suspensions. 
Since the time of Langmuir's paper immense progress has been made 
in the understanding of phase transitions and it is now known that a 
solid-liquid transition can occur in a system where only repulsive 
forces act. This possibility, first raised by Kirkwood et al. , 12 has 
1 3 1 4 
since been confirmed in simulation studies for hard spheres, ' soft 
spheres 15 and the classical electron gas. 16 Experimental confirmation 
has also been provided by the observation of order-disorder 
transitions in systems of particles which approximate closely to hard 
spheres. 8 ' 9 The mechanism of the transition has been described in the 
1 7 following way. At low densities the particles can move about freely 
with few unfavourable encounters with neig~ours. At higher densities, 
however, an ordered arrangement is favoured since this allows each 
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particle to be as far from its neighbours as possible and so minimises 
the risk of repulsive interactions. The order-disorder transition in 
charged colloidal suspensions has been described as a practical 
. . f h. . k d ld t . t. 2 l 7 realisation o tis Kir woo -A er ransi ion. ' These suspensions 
have been modelled both by hard-sphere systems and the electron gas. 
As will be discussed more fully below, each of these models embodies 
some features of the actual system and each is a plausible first 
approximation under the appropriate conditions. 
4.2 RECENT THEORETICAL WORK 
A detailed understanding of the order-disorder transition 
requires the solution of two formidable problems. The first is 
essentially electrostatic : given a fixed configuration of colloid 
particles bearing dissociable groups and immersed in an electrolyte 
containing a given number of ions, what is the potential energy of 
interaction. Knowing this, one can attempt the second statistical 
mechanical problem of determining the thermodynamic behaviour of the 
suspension from the conf igurational ene_rgy. 
Most authors have reduced the electrostatic problem by 
approximating the potential energy as a sum of pair interactions. In 
18-21 their study of the transition, van Me gen and Snook use the 
Derjaguin approximation 11 for the electrostatic interaction between 
two spheres. In the absence of more detailed knowledge they assume a 
fixed value for the surface potential independent of electrolyte 
concentration. The same approximation is used by Barnes et al. 22 but 
they assume that the potential is sufficiently high for the limiting 
form of the Derjaguin result to be applicable. Brenner 23 uses a 
formula obtained by Bell et al. 24 from a linear superposition 
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approximation, and assumes a constant charge. Generally, the Hamaker 
formula 11 is also used to include any effect the van der Waals 
attraction may have. 
A different point of view has been taken by Marcelja et al. 25 
They argue that electrostatic forces are long-range, particularly at 
low electrolyte concentrations, and so many-body effects will occur. 
To take account of these, they make use of a cell model similar to 
that developed in Part I of this thesis. In the ordered phase the net 
result of the interactions among the particles is to confine each to a 
Wigner-Seitz cell centred on its mean position. To determine the 
distribution of ions, the Poisson-Boltzmann equation is solved in the 
cell subject to appropriate, and approximate, boundary conditions. A 
correspondence is then established between the suspension and an 
electron gas of point particles with some effective negative charge 
embedded in a positive continuum. The authors calculate approximately 
the increase in energy that occurs when a particle is displaced from 
its equilibrium position and, using this, estimate the melting point 
by appealing to the Lindemann criterion. In this way the complex 
statistical mechanics of fusion is subsumed in a simple rule which is 
justifiable on the basis of the Monte Carlo results for the electron 
1 6 gas. 
Snook and van Megen 18 have adopted a more sophisticated approach 
to the statistical mechanical part of the problem by using the Monte 
Carlo method to obtain equilibrium properties of both phases from the 
pair potential. They estimate the location of the transition from the 
form of the radial distribution function. Such a method in principle 
provides an exact solution of the statistical mechanical problem. The 
accuracy of their results is nevertheless open to question because, as 
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will become evident later, their choice of potential does not take 
account of certain important properties of the suspension. In another 
paper 19 the same authors employ a hard-sphere model to investigate the 
phase transition. At moderate electrolyte concentrations the electro-
static repulsion is large and falls off rapidly with separation. The 
particles can then be regarded crudely as hard spheres with a radius 
greater than the actual value by some measure of double-layer thick-
ness. This "effective sphere" concept, first introduced by Stigter, 26 
can be formalised with the help of the Barker-Henderson definition 27 
for the radius. Using this the authors calculate properties of the 
suspension from the hard-sphere fluid and solid equations of state. 
The results compare reasonably well with Monte Carlo calculations for 
the same potential. In subsequent refinements 20121 different 
approaches are used for the ordered and disordered phases. Barker-
Henderson perturbation theory27 about a hard-sphere reference state is 
used for the latter while the former is analysed by means of the free 
volume approximation to the partition function. The comparison with 
Monte Carlo results is significa~tly improved. 
Brenner23 also considers a hard-sphere model in which the 
effective radius is defined as half the centre-to-centre separation at 
which the repulsive energy equals kT. In their model Barnes et al. 22 
take an effective radius larger than the actual value by an- amount A/K 
where K is the inverse screening length and A is determined 
empirically. 
In treating the electrostatic problem most of the work cited 
above has ignored certain features of the suspension which have a 
significant effect on its properties. The'se have been discussed fully 
in Part I and a brief account will suffice here. Firstly, the colloid 
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particles bear dissociable groups so the suspension is a charge 
regulating rather than a constant charge or a constant potential 
system. In some systems, e.g. a sulphate latex, the charge may remain 
approximately constant but in most cases the potential is neithe r 
constant nor so high that i t may be regarded as infinite. 
Secondly, no account is taken of the fact that the volume of 
electrolyte is finite. In typical experiments, such as those of 
Hachisu and coworkers , 4 - 6 the suspension occupies the entire volume of 
fluid, i.e . there is no reservoir of electrolyte. The composition of 
the medium is defined by the number of inert ions of each species. 
These are usually expressed as average numbers of ions per unit volume 
of fluid . However, if there were a reservoir in chemical equilibrium 
with the suspension, its composition would not be given by these 
average concentrations. On the contrary, the reservoir cation 
concentration would be significantly lower than the average value 
since around each of the negatively charged particles there is a 
positive adsorption excess of these ions. For the anions, the reverse 
is true. Because of this effect the Debye screening length K- 1 cannot 
be calculated correctly from the average concentrations. Furthermore, 
in an experiment in which inert anion and cation totals were equal, 
the nominal pH would be 7, but disso~iation of hydrogen ions from the 
particles would result in a much lower actual pH since there is no 
reservoir into which the ions may escape. Correct account would have 
to be taken of this effect in determining the state of charge of the 
particles and the interaction between them. 
These properties of colloidal suspensions have been examined in 
their own right in previous chapters. The ·model to be presented in 
this part of the thesis will elucidate the ir effect on the phase 
transition. Ba rne s et al. 22 have also conside r e d these effe cts , b ut 
only in an analogous one-dimensional problem for which the re is an 
analytic solution. Moreover their criteria for the onset and 
comp letion of the phase change, as well as their definition of the 
effective particle radius, are based on experimental results rathe r 
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than derived from a statistical mechanical theory. The analysis to b e 
given here, on the other hand, is based on a full, three-dime nsional 
calculation of electrostatic properties. It also makes use of a 
genuine, if approximate, statistical mechanical model for the phase 
transition. 
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CHAPTER 5 
DETERMINATION OF THE PHASE DIAGRAM 
5.1 GENERAL ANALYSIS OF THE PHASE TRANSITION 
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In this chapter a method of calculating the details of the phase 
diagram will be formulated. Before this is done, it is useful to give 
a general discussion of the phase transition along thermodynamic lines. 
The reasons for this are twofold. Although approximations are to be 
introduced at a later stage, the statistical mechanical method to be 
used can be given a r _igorous theoretical foundation which provides a 
basis for possible future refinements of the theory. Secondly, the 
discussion uses only standard results but these have yet to be applied 
to the latex order-disorder transition. They lead to a clearer and 
more complete understanding of this phenomenon than has appeared in 
the literature to date. 
At first sight, the suspension is a complex multicomponent system 
consisting of colloid · particles and several ionic species in a solvent 
which is water. The thermodynamics of such a system can be most 
conveniently studied by means of the theory of solutions developed by 
.Kirkwood and Buff. 1 Once again, it is easiest to consider the fixed 
reservoir situation. The application of the theory to this case is 
particularly simple because the chemical potentials of each ionic 
species and also that of the water (by the choice of osmotic p r e s sure) 
are constant during the experiment. 
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If IT denotes the osmotic pressure it follows from the Gibbs-Duhem 
relationship 2 that 
arr 
3N µ. ,T,V 
i 
= 
a (p + IT) 
dN 
N 3µ 
V 3N 
µ, ,T,V 
i 
µ, ,T,V 
l 
N (3N i- 1 ' 
V 3µ µ. ,T 'V 
i 
where N is the number of colloid particles in the volume V of the 
(5 .1) 
suspension,µ is their chemical potential and p the pressure in the 
reservoir. The subscriptµ. on the derivatives indicates that they 
i 
are taken with the chemical potentials of all other components held 
constant. The result· of the Kirkwood-Buff theory needed here is 
dN 
kT dlJ 
µ, ,T,V 
i 
J (2) (1) (1) = N + p (t,1 '£2) - p (£1) p (_~2) dV 1 dV 2 ' (5.2) 
where p(l) ,p( 2 ) are respectively the singlet and pair distribution 
functions 2 for the colloid particles. The integration in each of the 
variables £1 and E2 is taken over the volume of the suspension. 
Equations (5.1) and (5.2) allow one to evaluate the osmotic pressure 
of the particles and their chemical potential (to within an additive 
constant). The important point is that only quantities referring to 
the colloid particles enter into these expressions. In particular, 
"mixed" distribution functions, and those for the ions and the solvent 
are not involved. 
Initially the suspension is regarded as a multicomponent system 
defined by the chemical potentials for the_ solve nt and ions, the 
number N of colloid particles, the temperature T and the pressure p + IT 
' 
(or, alternatively, the volume V). It is now seen to be formally 
equivalent to a one-component system of particles at a pressure IT, 
temperature T and with a chemical potentialµ. This is not to say 
that the electrolyte is irrelevant. The distribution functions in 
(5.2) depend on the particle interaction which is very much affected 
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by the electrolyte. But the thermodynamic behaviour of the suspension, 
and in particular its phase behaviour, is that of a pure system and is 
completely contained in the expressions for IT andµ. This is, need-
less to say, a considerable conceptual simplification, made possible 
by the fixed reservoir condition. If the chemical potentials of the 
electrolyte species are not held constant, the expressions for~~ and 
~~ obtainable from the Kirkwood-Buff theory lose their simple form and 
in general involve other distribution functions. 
The phase transition in the fixed reservoir suspension can now be 
described in a manner completely analogous to that for a pure system. 
Consider Fig. 5 .1 which presents the ¢ - CM phase diagram for a given 
value of the hydr_ogen ion concentration CH. The condition of constant 
ion and solvent chemical potentials is satisfied by keeping the 
reservoir concentrations fixed. Thus alo_ng a line CM= constant, the 
suspension behaves as a one-component system. Such a line intersects 
the coexistence curves at the melting and freezing volume fractions, 
¢0 and <Pa, which are the solutions to equations of the form 
( 5. 3) 
no ( II II ) , 
where the superscripts onµ and TI indicate that these quantities are 
to be evaluated for the ordered (o) or disordered (d) state defined by 
the parameters appearing within the brackets. As the suspension is 
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cpo 
Fig. 5.1: Schematic phase diagram (volume fraction against electro-
lyte concentration) for a suspension in contact with a fixed 
reservoir. States above or to the left of point Oare ordered. 
Those below or to the right of Dare disordered. 
n 
Fig. 5.2: Schematic osmotic pressure-volume isotherm. 
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I 
compressed along the vertical line in Fig. 5.1 the osmotic pressure 
will vary in the manner characteristic of a phase transition as 
illustrated in Fig. 5.2. When the average volume fraction for the 
system lies between ¢ 0 and ¢d, the ordered and disordered phases O and 
D will coexist in proportions given by the "lever rule". Along 
another vertical line the suspension will behave as a different one-
component system - one characterised by a different particle 
interaction. For other values of system pH, temperature Tor "back-
ground" pressure pa different phase diagram will result. 
The discussion of the precedi_ng par_agraph, though quite 
elementary, is helpful in that it highlights the different, and not so 
straightforward, behaviour of the zero reservoir suspension which will 
now be considered • . For the fixed reservoir case the phase diagram was 
a plot of volume fraction¢ against inert cation concentration CM with 
the pH as a parameter. In the zero reservoir situation the volume 
fraction is varied by the addition of electrolyte. Although the 
suspension can be regarded as being in contact with a reservoir, the 
natural and convenient composition variable is the inert cation 
-
concentration in the added electrolyte CM, i.e. the average 
concentration in the suspension, rather than the reservoir quantity 
CM. Different coexistence regions will result, dependi_ng on the pH of 
the added electrolyte, i.e. the way in which the inert anion 
- -
concentration CX is related to CM. Typically this pH is 7 and, since 
- -
the electrolyte is monovalent, CX = CM. 
The difficulty with the zero reservoir case is that the solvent 
and ion chemical potentials vary with volume fraction in order to 
maintain the average concentrations of inert electrolyte ions at their 
initial values. This effect has been analysed in detail in Chapte r 3. 
9 7 
As a result the suspension cannot now be thought of as a one-comp onent 
system. Fortunately, understanding of the simple phase behaviour of 
the latter can still be applied to determine the phase diagram. This 
is so because the suspension can be regarded as equivalent in turn to 
diffe rent one-component systems as the ion chemical potentials, and 
hence the interaction between particles, change with volume fraction. 
At any ¢ , the suspension is effectively in contact with a reservoir of 
- - - -
composition CM(CM,CX,¢,T,p), CX(CM,CX,¢,T,p). Its properties do not 
of course depend on whether it has always been in contact with this 
reservoir, and its volume fraction changed by varying the position of 
a semi-permeable barrier, or whether, as is actually the case, it has 
been brought to its present state by dilution. It will therefore 
melt/freeze at¢ if a suspension in contact with a fixed reservoir of 
composition CM,CX melts/freezes at this volume fraction. Thus the 
melting or freezing point can be calculated by reference to a one-
component system, as before, but one must determine which such system 
is the correct one to consider. 
Finding the melting point O in the phase diagram Fig. 5.3 is thus 
equivalent to solving equations (5.3) together with 
(5. 4) 
II ) 
and the relation givi_ng CH in terms of CM,CX. The superscript has 
been added to CM,CX on the right to emphasise that the functional 
dependence of these quantities on their arguments is diffe rent in the 
ordered and disordered states~ Solution of these equations also gives 
the disordered state that would be in equilibrium with O. Similarly 
/ 
/ 
Fig. 5.3: Schematic phase diagram {volume fraction against average 
cation concentration) for a suspension not in contact with a 
reservoir. See text for explanation. 
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the freezing point Dis obtained by solving (5.3) with 
(5.5) 
II ) . 
The value for ¢ 0 that results defines the ordered phase in equilibrium 
with state D. 
Because of the difference between equations (5.4) and (5.5) the 
values of CM,CX,¢0 ,¢d resulting from the solution of (5.4) and (5.3) 
will not in general be the same as those obtained from (5.5) and (5.3). 
That is, the disordered state in equilibrium with O is not D and vice 
versa. Thus, in contrast to the situation of the fixed reservoir 
s~spension, states O and D do not coexist during the phase transition. 
In the disordered state in equilibrium with O the particles are on 
average further apart and so interact less strongly. Hence, since the 
reservoir composition must be the same in both cases the average 
cation concentration will be lower while the anion average will be 
higher. This state, denoted by D' in Fig. 5.3, will therefore lie to 
the left of the vertical line. Its volume fraction, also, will not 
necessarily be the same as that of D. An analogous reasoning suggests 
that the state O' in equilibrium with D will lie to the right of the 
line OD. 
The progression of the .suspension through the coexistence region 
might be described as follows, though more complex behaviour cannot be 
ruled out. At any stage, the coexisting ordered and disordered phases 
are characterised by average cation and anion concentrations 
satisfying 
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( 5. 6) 
-o Vo -d vd 
ex = ex + C 
v
0 
+V 
d X 
v
0 
+v 
d , 
where v 0 ,vd are the volumes of ordered and disordered supension 
respectively. At point O the system begins to melt and coexists with 
an infinitesimal volume of disordered phase D'. -o - -d Here CM = CM but CM 
-
takes some value less than C. As the suspension is further diluted 
M 
d/ ( 0 d) . h . l 0/ ( O d) . V V + V increases w i e V V + V decreases and so in accordance 
-d -
with (5.6) CM must increase towards CM. This will be brought about by 
an ·increase in the effective reservoir concent~ation CM and so at the 
same time c~ will increase ·away from CM. A diminishing fraction of 
the system volume consists of ordered phase which passes along the 
broken curve from Oto O'. While this takes place the disordered 
phase increases in volume and passes from D' to D. At Dall of the 
system is in the disordered phase with an average cation concentration 
-CM. During the transition the average anion concentration in the 
' -o 
ordered phase, ex, decreases from ex while that for the disordered 
-d 
phase, CX, decreases from an initially higher value to CX. 
It is evident that under zero reservoir conditions the phase 
transition is a more complicated affair than it is for a suspension in 
contact with a fixed reservoir. In partic~lar the analysis given 
above suggests that as the suspension passes through the coexistence 
region the average cation concentration in both phases increases while 
the aver_age anion concentration decreases. At the same time the 
volume fraction in both should change. The partitioning of the 
electrolyte between the two phases has not yet been investigated 
experimentally but a recent spectroscopic study of the transition 3 
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reveals that a cha_nge in volume fractions does occur. 
The present section is to be r _egarded as the theoretical ground-
work for an analysis of latex phase behaviour. This analysis can be 
carried out in detail by considering only one-component systems. What 
remains is to provide a suitable interaction energy, and a statistical 
mechanical theory of phase transitions in a pure system with this 
interaction. These matters are considered in the following sections. 
5.2 THE INTERACTION ENERGY 
FOR THE COLLOID PARTICLES 
As mentioned in §4.2 the main point of departure of this work 
from previous calculations is its approach to the essentially electro-
static problem of determining -the particle interaction. Properties of 
the suspension such as charge regulation and reservoir conditions, 
which have generally not been adequately treated, are taken into 
account. 
In calculating the electrostatic interaction the first 
simplification which can - fortunately - be made is the neglect of 
many-body effects. This is justifiable on the following grounds. 
From an analysis of experimental results it can be shown that the 
melting curve is given approximately by 4 
i<h 3.8±0.1, 
-
(5. 7) 
where K is the nominal value of the inverse screeni_ng length, i.e. 
that corresponding to the average composition, and his the surface-
to-surface separation of nearest neighbours in the face-centred cubic 
lattice. This formula implies that the repulsion between particles is 
well screened. Thus in the coexistence region and the disordere d 
state the interaction energy can be approximated by a sum of pair 
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potentials. At any time one is interested in the pure system that 
corresponds to the suspension in contact with a given reservoir. All 
interaction takes place at the given chemical potentials for the 
solvent and the ions, so the correct two-body interaction for this 
pure system is that between two particles alone in the reservoir. 
The form generally adopted for the electrostatic interaction is 
that given by the Derjaguin approximation. 5 This is accurate for thin 
double layers (Ka large, where a is the particle radius) and small 
* separations (h << a) . In the present situation a ,..._, 850 A, the average 
electrolyte concentrations of interest are in the range 10- 5 - 10- 3 
molar and his given by (5.7), so these conditions are only weakly 
satisfied. 
. 7 
The work of .Bell et al. on the interaction between two 
charged spheres shows that a more suitable form can be obtained by a 
linear superposition approximation described in greater detail in 
Appendix C. This gives the following result for the interaction 
energy at a centre-to-centre separations: 
KR R -K (s-R) 
e -e 
s 
, (5. 8) 
where R is some point in the asymptotic regime KR>> 1 and iJJ (R) is the 
electric potential at R due to a single sphere. The advantage of this 
formula is that it takes into account the curvature and finite size of 
the particles. Consequently it is more accurate than the Derjaguin 
formula at the separations given by (5.7), as can be seen from Figs. 
3-5 of reference 7. 
The complete two-body potential is given by adding to (5.8) a 
term for the van der Waals attraction. This should have only a small 
* This is the particle radius in the latices studied by Hachisu and 
coworkers. 6 ' 3 
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effect on the phase transition. It is included so that this point can 
be investigated and also to allow comparison with other theoretical 
work. The Hamaker formula 5 will be used for this interaction: 
= 
A 
3 
where A is the Hamaker constant and x = s/a. Equation (5. 9) is of 
(5. 9) 
course not exact. Since it results from the pairwise summation of 
dipoie interactions it neglects many-body effects and higher-order 
multipoles as discussed by Mahanty and Ninham. 8 However, at worst, it 
is of the right magnitude and this is all that is needed by virtue of 
the insensitivity of suspension behaviour to van der Waals forces. 
For fixed reservoir conditions the reservoir composition which 
determines Kin (5.8) is given and the single-particle electrostatic 
potential ~(r) can easily be calculated. In the zero reservoir case 
the Kand ~(r) are those appropriate to the reservoir with which the 
suspension may be regarded as in chemical equilibrium. Its 
composition can be calculated by the methods of Chapter 2, at least 
for the ordered phase. Equation (5.7) indicates that the isolated-
sphere approximation of §2.3 is valid here. This assumes that the 
potential in the vicinity of a particle in the lattice is given by 
that around an isolated sphere. It is the more natural of the two 
* approximations for the present problem, especially in view of the 
fact that the potential due to a single particle is already needed in 
the electrostatic interaction (5.8). This approximation and its 
numerical implementation have been discussed in detail in §§2.3,4. 
* For the parameters of Figs. 3.14,15,16 (pp.55-56) formula (5.7) 
predicts that melting will occur at electrolyte concentrations of 
3 x 10- 3 M, 9 x 10- 4- ·M and 1. 8 x 10- 4 M respectively, where Wigner-Seitz 
and isolated-sphere results for the reservoir composition agree. 
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For convenience a brief outline is given here. 
The electric potential ~(r) is the solution of the spherically-
symmetric Poisson-Boltzmann equation: 
(5.10) 
where CH,CM are molar concentrations of hydrogen ions and inert 
cations in the reservoir, NA is Avogadro's number and the other 
symbols have their usual meaning. The potential is that relative to 
bulk electrolyte so that lJ; (r) -+ 0 as r-+ 00 • This equation is solved 
subject to the boundary condition: 
dlJ; -+ 0 
dr 
r -+ oo (5 .11) 
and to a condition of dissociation equilibrium at the surface of the 
particle 
dlJ; 
dr 
= Zo: / (1 + :H e -qi/J(a)/kT] , 
a Ea a 
(5 .12) 
where Z is the number of groups on the surface and K the equilibrium 
o · a 
constant for dissociation. Equation (5.12) embodies the charge 
regulation property of the particles and (5.11) ensures that the 
charge in the double ~ayer is just that dissociating from the surface. 
The reservoir concentrations CM,CX are chosen so that the ion 
totals have their given values: 
- 1 [l+r (e -qlJ; (r) /kT - 1) 4Tir 2 '\ CM = C dr j MV 
aq a 
ex 
·1 (l+r (e qlJ) (r) /kT - 1) 4Tir 2 dr] , = C --XV 
aq a 
where V is the volume of electrolyte in the Wigner-Seitz cell 
aq 
(5.13) 
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associated with a given particle. As written, these conditions apply 
to the case in which the suspension is diluted with electrolyte of 
- -
composition CM,CX rather than with water. This is of course the 
situation that occurs in the latex experiments. 
The calculation just described obtains the relevant properties of 
the suspension by focussing attention on a single particle. It 
essentially ignores the statistical mechanics inherent in the problem. 
As ex.plained in §2.1 the results are still likely to be accurate for 
the ordered phase, but are of unknown validity for a disordered 
suspension. However, some additional comments, pertinent to the 
present problem, can be made here. 
Expressed in words the conditions (5.13) require that the spatial 
averages of the inert ion concentrations in the double layer 
surrounding each particle should equal, within the isolated-sphere 
- -
approximation, their given values C ,C. Strictly speaking, the M X 
correct requirement for either phase, is that the thermodynamic 
average over all configurations of colloid particles of the average 
- -
concentrations in the suspension should equal C ,C. Furthermore, M X 
these average concentrations should be calculated using the correct 
electric potential with many-body effects included. It was argued in 
§2.1 that for the ordered phase only one configuration need be 
considered - that in which the particles are located at the lattice 
sites. Attention could then be restricted to a Wigner-Seitz cell. 
For the disordered state, on the other hand, there is no natural 
"average" configuration and no obvious choice for a cell so a full 
configurational average must be done and the spatial averaging carried 
over the entire volume. This would require the potential throughout 
the suspension to be calculated for each configuration. 
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In the isolated-sphere approximation, one does not need to know 
the configuration in order to determine the potential and a simple-
minded approach would be to apply equations (5.13) to the disordered 
phase also, interpreting V as the average volume of electrolyte per 
aq 
particle. This is equivalent to treating this phase as an ordered 
state of lower volume fraction. Now the isolated-sphere potential is 
a reasonable approximation provided the particles are evenly spaced. 
However the disordered phase also samples configurations involving the 
close approach of two or more particles. In the neighbourhood of such 
a group the potential would be very different from that around a 
particle in isolation. This approach would therefore yield only a 
poor estimate of properties such as the internal energy and the 
osmotic pressure. These are the thermodynamic average of quantities 
that are large only for configurations in which there are strong 
interactions. The quantities are then also badly calculated since 
they involve the potential at points at which a number of particles 
have more or less equal influence. The ion totals on the other hand 
are significant even in the absence of strong interactions. Moreover 
they are the result of an int_egration over all points in the 
electrolyte many of which are closer to one particle than to any other. 
The potential at such points would not be too far from that around an 
isolated sphere. 
The conclusion to be drawn from this discussion is that the 
reservoir composition as determined by the methods of Chapter 2 is 
likely to be reasonable even for the disordered phase. Given this 
composition . and the potential ¢(r), the two-body interaction can be 
calculated. The phase behaviour of a pu~e system with this 
interaction can then be examined using a suitable statistical 
mechanical theory, which will now be discussed. 
5.3 A STATISTICAL MECHANICAL MODEL 
FOR THE PHASE TRANSITION 
The statistical mechanics of solid-liquid transitions is a 
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difficult subject with many fundamental questions still unresolved. 
In particular an analytic theory for the phase transition in a system 
of particles interacting via some realistic potential is not available. 
One avenue that is open is to use the results of simulation studies in 
which melting and freezing points have been determined for a variety 
of systems. Unfortunately the potential qf interest here, or even its 
dominant electrostatic part, has not yet been used in such work. 
However it is possible to use one of the systems which have been 
studied as a reference state about which a thermodynamic perturbation 
expansion can be carried out. 
Thus, as done by van Megen and Snook, 9 the particles will be 
modelled as hard spheres of some effective diameter. This is the 
zeroth order of the Barker-Henderson perturbation theory. 10 It can of 
course be argued that at low electrolyte concentrations the screening 
length is comparable to the radius of the particles and that therefore 
these do not behave as hard spheres. However, the Barker-Henderson 
theory takes some account of the "softness" of the potential in its 
definition for the effective diameter. In fact this choice makes the 
reference system the best possible in that certain low order terms 
* 
vanish identically from the perturbation expansion. This effective 
diameter is given by 
* The Barker-Henderson theory was originally formulated for fluids 
but it is clear that the derivation can also be carried out for solids 
with the same result. 
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d 2 r 1 -u (x) /kT d = a +a -e x, eff (5.14) 2 
where as before xis the centre-to-centre separation in units of the 
particle radius a. In this formula it has been assumed that the 
interaction has a hard core which prevents the overlap of the two 
particles. The energy u(x) is given by 
u(x) = u d (x) + u 1 (ax) , V W e (5.15) 
where uvdW and uel are the functions defined by (5.9) and (5.8). With 
this choice of u(x) the integral in (5.14) diverges due to the 
unphysical negative infinity in u d at x=2. This arises because the 
V W 
interaction does not take into account the effect at small separations 
of finite atomic size. Unless the phenomenon of coagulation is being 
considered, such effects are not relevant. Since the suspension is 
stable it will be assumed, following van Megen and Snook, that the 
particles do not sample the region of the potential near x = 2. This 
is done by introducing a cutoff at small separations so that the 
effective diameter becomes 
f" 1 - e -u (x) /kT dx) . 
X 
C 
(5.16) 
This is quite arbitrary but for the range of parameter values 
encountered u(x)/kT >>l for x ,..._, xc so that deff is insensitive to the 
exact value of the cutoff. 
The statistical mechanical behaviour of the suspension is taken 
to be that of a system of hard spheres with a diameter given by (5.16). 
F d · 1 1 h kn t lt t 1 rom computer stu ies sue a system is own o me a a vo rune 
fraction ¢ oh = . 5404 and to freeze at cphd · = . 4938. The numerical 
-s -s 
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determination of the phase diagram for the zero reservoir suspension 
now proceeds as follows. Given the average composition of electrolyte 
C ,C and a volume fraction¢, the reservoir concentrations C ,C are 
M X M X 
determined as explained in §5.2. The interaction energy u(x) can then 
be evaluated and def£ calculated from (5.16). The volume fraction 
0 d is varied until values¢ ,¢ are found satisfying 
.5404 
(5.17) 
. 4938 . 
These are accepted as the melting and freezing volume fractions 
- -
respectively, for the given value of C (and C ). Reasonable accuracy M X 
can be ensured by varying¢ in sufficiently small steps. For 
comparison, the phase diagram will also be determined for the fixed 
reservoir case. This is easier since the reservoir concentrations are 
known and are the same at all volume fractions. The effective 
diameter is thus also independent of¢. It has to be evaluated once 
only and equations (5.17) can be inverted to give ¢0 , ¢d. 
The model for the phase transition described here must be 
regarded as a zeroth approximation only. Its main advantage is that 
it provides a simple means of investigating qualitatively the 
influence of the electrostatic properties of the suspension. In 
determining the latter no distinction is made between ordered and 
disordered states . Thus some of the effects discuss e d in §5.1, e.g. 
the variation during the phase transition of volume fraction and 
average electrolyte composition in each phase, cannot be prope rly 
examined. These must await a more refined electros tatic calculation. 
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CHAPTER 6 
RESULTS 
6.1 THE EFFECTS OF CHARGE REGULATION 
AND FINITE ELECTROLYTE VOLUME 
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In this chapter the results of the calculation described in 
Chapter 5 are presented. To allow comparison with experiment the 
parameter values have been chosen to correspond to the polystyrene 
latex of Hachisu et al. 1 The particle radius a is therefore taken to 
be 850 i. Unfortunately these authors did not determine a value of Z0 
but, since they used Ottewill's method to prepare the latex, a reason-
able figure would be 5.5 x10 3 groups per particle. This corresponds 
-2 to a maximum surface charge density of about 1 µc cm , a value also 
2 
used by other authors. The method of preparation produces particles 
with both sulphate (K = 10- 1 "' 0 ) and carboxylate (K = 10- 4 • 8 ) surface 
a a 
groups. 3 The behaviour of the suspension will largely be determined 
by the former since they are in the majority and a far greater 
proportion of them will be dissociated. However, since one of the 
objects of this work is to clarify what a general theory must take 
into account, results will be given for both carboxylate and sulphate 
latices. A value of O. 9 x 10- 1 3 erg was chosen for the Hamaker 
constant A. This is somewhat lower than that used by van Megen and 
Snook 4 (2.5 Xl0- 13 ), but the exact value is of little importance since 
van der Waals forces have only a slight . influence on the phase 
transition. The greatest dependence on the Hamaker constant is 
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exhibited by the carboxylate latex at high electrolyte concentrations . 
Even in this case, however, changing A from 0 . 9 x 10- 1 3 to 2. 0 x 10- 1 3 
shifts the volume fraction at which freezing occurs by only about 0.02 
(from 0.27 to 0.29) for an average inert cation concentration, C, of 
. M 
5 x io- 4 M. Unless otherwise stated the temperature Twas taken to be 
293 °K. 
As anticipated in Chapter 4 the present calculation incorporates 
effects ignored in most previous 'work. The resulting phase behaviour 
is considered in the following section. It is instruct_i ve first, 
however, to examine the way in which these effects modify relevant 
properties of the suspension. This is implicit in some of the results 
of Chapter 3 which are reviewed here to the extent that they relate to 
the order-disorder transition. 
Fig. 6.1 illustrates the effect of finite electrolyte volume in 
the zero reservoir situation for a sulphate ·latex. Plotted in this 
diagram is the concentration of inert cations in the reservoir, CM, 
versus their nominal concentration CM for a number of volume fractions 
¢. In each case a sulphate latex will melt at the volume fraction¢ 
-
when the CM value is close to that corresponding to the end of the 
curve. As noted in Chapter 4, it is the quantity CM which has 
commonly been used as the bulk or reservoir concentration. · It is 
evident that the actual reservoir concentration can be much lower. 
This is particularly so at low electrolyte concentrations or at high 
volume fractions when the double layer extends over a significant part 
of the Wigner-Seitz cell. In this region the electric potential will 
raise the concentration of the cations far above the reservoir value. 
A similar graph of nominal versus actual concentrations for the fixed 
reservoir case would of course be a straight line at 45° to the axis. 
res. 
cone. 
av. cone~ 
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Fig. 6.1: Reservoir concentration of inert anions CX . (upper curves) 
or cations CM (lower curves) as a function of their average or 
nominal concentration C = C ; sulphate latex with a= 850 1, M X 
Z
0 
= 5500 at ¢ = 0. 22 (a), 0.11 (b), 0. 02 (c). Since the hydroxide 
ion concentration is n_egligible, the reservoir concentration of 
inert anions C is the same as the t otal cation concentration 
X 
CM+ CH. Over the range of concentrations shown the average inert 
cation concentration is also virtually indistinguishable from the 
nominal total cation concentration CM + 10- 7 • 
1 
;_ 
-,,.l t. 
, .,,,,L..t.. • 
.. , 
' 
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.e ~f =-e --t of the potential is to l Iler the rese1 voi:! 
of cations below the nominal value, the relea~e c f 
_;_on~ from the col l oid particles acts in th opposite 
- -
r.:'his l owers the pH from a nominal val 1 e of 7 ( for C = C ) M X 
/und 4 . Fig. 6.1 therefore also plots the total cat ion 
CM + c
8
, i.e. the quantity that determines K, v ersus the 
- C + 10- 7 • So significant is the dissociation of 
M 
re 1 t· _ s u--.to the finite v lume of electrolyte that it 1.s now the 
t . ..,,_ conce tration which 1.s the greater. The dj ffe rence 
) . ( - -; u.rke-d - about 16-24% along the melting line and slightly 
.. m 'hE rreez · ng line .. This is 1.n agreement with the conclu sions 
y Barnes et al. 2 on the basis of their one-dimensional model. 
1th c~3e of a car boxylate latex these effects are reduced as a 
: lt 1 ·~ he lower surface charge. 
'hr f: f::ect of charge r egulation is illustrated in Table 6.1 . 
·s ·c~ e surface potent ial, 1)J (a) , for carboxylate and sulp hate 
.v .cf· a·.: the melting point under both z e ro ·md fixed reservo1. r 
, Jc 1s. T-:wo con cl us ions can be drawn from these results. Firstly, 
,, .:ua l magnitude of the pate 1tial must be taken into account i n 
the interaction between the particles .. Tne values 
.g 1 n -:he tab] e are not so l a rge that the_- may b e regarded as 
+or -h. ~ s p u rpose , as assumed by Ba mes et al-. If the 
<. 1-·,-. fo_ r1u a is used to calculate the ·nteractJ..on, as is 
l •. a 1y ·-he case, the criterion for this is that tanh2 qi_J; a) ~ 1, a 
4kT 
* c · ti · > . s -ttisfied at only the lowest electrolyte concE=ntra1_j OHS . 
ht ....., 0 ,:argued that these potentials are underestimate· ·1: c e the 
,.or x 
, i::: 
~ 
? 
- 2. 0 [1)J (a) = 200 mV] tanh~ x = 0. 93 whi1P for 
TIN] tanh2 X = 0. 82., 
., -
.. ~ .... --
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Table 6.1 
CM Carboxylate Sulphate 
(ITDlar) Zero Fixed Zero Fixed 
1 X 10- 5 78.4 139.5 184.9 194.6 
4 X 10- 5 47.4 124.9 149.2 160.3 
1 X 10- 4 31.1 113.4 126.1 137.6 
2. 5 X 10- I; 18.9 100.1 104.0 115.2 
5 X 10-4 12.3 88.8 88.1 98.5 
1 X 10- 3 7.4 76.5 73.l 82.3 
Table 6.1: Magnitude of the surface potential (mV) along the melting 
curve for carboxylate and sulphate latices in both reservoir 
situations. 
isolated-sphere approximation neglects the effect of particle 
interaction on their charge. However, the semi-empirical formula, 
equation (5.7), for the melting curve implies that this effect will be 
* small. 
Secondly, there is a significant variation in the surface 
potential, especially for the zero reservoir case. Assumi_ng it to be 
independent of concentration, as some authors 4 have done, would lead 
to incorrect estimates of the particle interaction. Both the 
potential and the dissociation are considerably higher in the fixed 
reservoir situation where the system pH is maintained at the 
comparatively high value of 7. Under zero reservoir conditions, on 
the other hand, all hydrogen ions released from the surface are 
confined to the Wigner-Seitz cell, leading to a dramatic lowering of 
* If this formula is used with the parameters of Figs. 3.1,3.3,3.5 
(pp .37,41, 42) it p r edicts that melting will occur at electrolyte 
concentrations of 3 x io- 3 M, 1.9 Xl0- 4 M. and 1.8 Xl0- 4 M respectively , 
where the Wigner-Seitz and isolated sphere results for the 
dissociation agree despite the fact that the former takes some account 
of interaction while the latte r does not. 
116 
pH. This in turn acts to check further dissociation, which can thus 
be quite small even at low surface potentials, as the carboxylate 
results show. For the sulphate latex this effect is not noticed 
because the pH is always much greater than the pK value. 
a 
6.2 PHASE BEHAVIOUR OF THE LATEX 
In the previous section the effects of charge regulation and 
finite electrolyte volume on properties relevant to the transition 
were demonstrated. Their influence on the phase behaviour will now be 
considered. Figs. 6.2 and 6.3 present the phase diagrams for carbo-
xylate and sulphate latices respectively. For the former, the 
coexistence regions in the two reservoir situations are well 
separated. This is brought about by a combination of two _effects. 
Firstly, the surface potential is much higher for the fixed reservoir 
case as discussed above. Secondly, the value of K is slightly lower. 
Each of these effects acts to increase the repulsion between particles 
at a given separation. Hence, if this is the cause of the ordering, 
melting and freezing should occur at lower volume fractions for the 
fixed reservoir case as the results show. At low volrnne fractions¢, 
a given fractional change 6: corresponds to a larger change in 
particle separation. Consequently repulsion varies more rapidly and 
the coexistence region becomes narrower. For the same reason the 
results for the two reservoir cases approach each other in this limit. 
For the sulphate latex the coexistence regions are much closer because 
there is less difference in the surface potentials for the two cases. 
As a result of the higher K value surface groups are extensively 
a 
dissociated, potentials are higher and the transition occurs at lower 
volume fractions. 
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Fig. 6.2: Phase diagram for a carboxylate latex. Volume fraction¢ 
against reservoir or average cation concentration for the fixed 
(f) and zero (z) reservoir situations respectively. rhe dotted 
lines define the coexistence region found by Hachisu et al. 1 
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Fig. 6.3: Phase diagram for a sulphate latex. Volume fraction¢ 
against reservoir or average cation concentration for the fixed 
(f) and zero (z) reservoir situations respectively. The dotted 
lines define the coexistence region found by Hachisu et al. 1 
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The comparison with experimentally determined phase diagrams is 
discussed below. First, however, it is of interest to analyse in 
greater detail how the effects considered in the previous section 
modify the coexistence curves. As shown in Table 6.1 and Fig. 6.1, 
they lead to different variations in potential and effective 
electrolyte concentration for the two reservoir cases. An obvious 
question that suggests itself is: what is the relative contribution 
of these two properties to the difference between the coexistence 
regions of Fig. 6.2. To determine this the hard-sphere model is used 
to calculate the melting curve for a constant potential and a K value 
given by the nominal electrolyte concentration. This, then, repeats 
the calculation of van Megen and Snook 4 for the present parameter 
values. The results appear in Fig. 6.4, along with the melting curves 
of Fig. 6.2. Curves a,b correspond to surface potentials of 12.3 and 
78.4 mV respectively. If the effect of the different K values is 
small, curve a should agree with the zero reservoir melting curve at 
high electrolyte concentrations where the surface potentials are 
similar. This is in fact the case. At low concentrations it under-
estimates the interaction between particles and so predicts a melting 
volume fraction that is too high. For curve b the reverse argument 
holds - the interaction at high electrolyte concentrations is over-
estimated and melting occurs at a lower volume fraction. The same 
considerations explain why both lie above the fixed reservoir curve, 
along which the potential varies from 76.5 to 139.5 mV. This curve 
would in turn lie entirely above one corresponding to the infinite 
potential limit of Barnes et al. 
It is evident that constant potentia~ curves can vary 
considerably depending on the value chosen. The salient point is that 
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.5 
.4 
.3 
.2 
.1 
Fig. 6.4: Fixed reservoir melting curves for a carboxylate latex: a, 
constant surface potential of 12.3 mV; b, constant surface 
potential of 78.4 rnV; c, surface potential varying with 
electrolyte concentration as in the zero reservoir situation (see 
Table 6.1). For comp arison in the melting curve s of Fig. 6.2 are 
also included. 
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none agrees particularly well with that for the zero reservoir 
situation which is the best model of experimental conditions within 
the approximations of the theory. The cause of this disagreement lies 
mainly in the variation of the potential along the melting curve. 
This conclusion is borne out by curve c in Fig. 6.4 which is 
calculated with the K values determined from the nominal electrolyte 
concentrations, as before, but using at each concentration the zero 
reservoir potentials of Table 6.1. As can be seen the agreement is 
substantially improved when this variation in potential is taken into 
account. The remaining discrepancy is due to the difference between 
nominal and actual reservoir concentrations (Fig. 6.1). Thus the 
conclusion to be drawn from Fig. 6.4 is that the effect of charge 
regulation and screening in causing the potential to vary with 
electrolyte concentration is significant and must be taken into 
account if the phase diagram is to be accurately determined. 
In F_igs. 6. 2 and 6. 3 the broken curves delimit the coexistence 
region found experimentally by Hachisu et al. One would expect this 
to lie between the zero reservoir regions for the two latices. It 
does so only at high electrolyte concentrations, however. Moreover, 
the experimental region is considerably wider than theory predicts. 
Partly to blame for this lack of agreement are the shortcomings 
of the calculation. The most important of these is that the double 
layer repulsion is not well enough approximated by an effective hard-
sphere interaction. At low electrolyte concentrations where the 
repulsion can be quite large it also decays only slowly with 
separation. At the other extreme of h_igh concentrations the decay is 
rapid but the interaction too weak. Thus the effective hard-sphere 
potential is too "hard" and accordingly leads to freezing and melting 
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volume fractions that are too low. A further indication of the 
limitations of this hard-sphere model is given by its poor prediction 
of latex n-¢ isotherms as examined in Chapter 3 (see Fig. 3.13, p.51). 
Besides this obvious source of error, the electrostatic 
calculation omits several refinements which could be expected to have 
some effect. For example, ion size has been ignored though the high 
potentials encountered would warrant the inclusion of a Stern layer. 
Similarly, binding of inert ions has not been taken into account. 
This affords a mechanism whereby the interaction at a given 
electrolyte concentration might be reduced. 
In assessing the agreement between theory and experiment one must 
also bear in mind that there are practical difficulties which hinder 
the accurate determination of the phase diagram. These include the 
* 
need to maintain very low ionic concentrations for the long times 
necessary for equilibrium to be achieved, and indeed the uncertainty 
in deciding when this has occurred. During the experiment the 
electrolyte will therefore probably become contaminated by substances 
dissolving from the walls of the container. This effect may be 
sufficient to explain why the experimental curves lie above those 
predicted by theory at low electrolyte concentrations. Furthermore, 
in a suspension where ordered and disordered phases coexist, the 
electrolyte will partition in some unknown way between the two. Thus, 
a precise value for the ion total cannot be assigned to either, and 
the corresponding points cannot be located on the phase diagram even 
if the two volume fractions have been measured. 
* Hachisu et .al. 1 state that equilibrium is reached in about two 
weeks though this is probably an optimistic estimate. 
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The agreement between theory and experiment in Figs. 6.2 and 6.3 
is not as good as that obtained by Barnes et al. 2 It must be 
remembered, however, that their theory was semi-empirical in nature. 
In view of the above considerations, perhaps more could not have been 
expected of the present "zeroth-order" model which has no adjustable 
parameters. 
A further aspect of phase behaviour is the temperature dependence 
of the coexistence region. Table 6.2 gives the volume fraction at 
which melting occurs in a sulphate latex at 10- 3 molar electrolyte. 
It can be seen that the suspension melts at higher volume fractions as 
the temperature increases. This is what one would expect. However 
the variation is slight, and becomes proportionately smaller at lower 
electrolyte concentrations. This contrasts with the significant 
temperature effect reported by Williams et al. 5 In addition the 
results seem to be dependent on the temperature variation of the 
dielectric constant of the electrolyte. If this is ignored the change 
is reversed! Evidently not much credence can be given to the 
temperature dependence predicted by this model. In retrospect this is 
perhaps not too surprising since, although the effective diameter is 
temperature-dependent, the reference state - the hard-sphere - system 
is a thermal. 
Table 6.2 
T 293 313 333 
.238 .241 .244 
Table 6.2: Melting volume fractions, ¢0 , at different temperatures 
for a sulphate latex in 10- 3 M electrolyte. Zero reservoir 
conditions. 
1 24 
6.3 CONCLUSION 
This part of the thesis has been concerned with developing an 
understanding of the order-disorder transition in colloidal 
suspensions. The complex statistical mechanics involved is treated by 
modelling the particles as effective hard-spheres. This approximation 
turns out to be too crude to yield better than qualitative agreement 
with experiment. The treatment of the electrostatics, on the other 
hand, is much more sound, incorporati?g effects not adequately dealt 
with before. As a result the calculation is of value in establishing 
which features of the system influence its phase behaviour and there-
fore have to be included in a more accurate theory. 
Since the electrostatic properties of the system are adequately 
taken into account, the lack of quantitative agreement indicates that 
a more sophisticated treatment of the statistical mechanics is needed. 
A step in this direction is the inclusion of higher-order terms in the 
Barker-Henderson perturbation theory. A better approach, however, 
would be to use Monte Carlo or molecular dynamics methods which are in 
principle exact. These have been used to study the order-disorder 
transition in systems with various forms for the interaction potential. 
The case of the Yukawa potential, of which equation (5.8) is an 
example, has so far escaped attention possibly because it has been 
regarded as of only academic interest. It does not appear to have 
been realised that, for the parameter values of relevance here, this 
form for the potential is more appropriate than the commonly used 
Derjaguin expression. Thus a worthwhile extension of the present work 
would be to examine the transition in a system of particles 
interacting through a Yukawa potential with parameters determined by 
the electrostatic calculation described here. Such a study should 
yield detailed quantitative understanding of latex phase behaviour. 
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PART III 
SURFACE TENSION MINIMA IN 
IONIC SURFACTANT SYSTEMS 
CHAPTER 7 
INTRODUCTION 
In Parts I and II of this thesis some properties of colloidal 
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suspensions were examined. The present part moves further afield to 
* 
consider some aspects of interfacial behaviour. The motivation for 
this v-.Urk comes in part from some recent experiments which will now be 
described. 
The surface tension of dilute aqueous solutions of certain pure 
surfactants has been found to exhibit a minimwn as the pH of the 
solution is varied. The phenomenon occurs for both acidic2 and basic 3 
surfactants and depends sensitively on the ionic strength of the 
solution and the surfactant concentration. Fig. 7.1 illustrates some 
results for oleic acid obtained by Kulkarni and Somasundaran. 2 As can 
be seen there is a significant variation in surface tension over the 
pH range, the minimum being more pronounced under conditions of high 
ionic strength. 
Apart from its intrinsic interest as a hitherto unexplained 
aspect of surface behaviour, this phenomenon has generated consider-
able discussion by virtue of its relation to mineral flotation. 2 ' 3 
For a given surfactant, the flotation rate is observed to go 
through a maximum in the same pH range in which the surface tension 
* Some of this work has already been reported elsewhere. 1 
60 
50 
y 40 
30 
20 
+ X----~:,--._.-
' x x-X~ 
"-+ X 
' ')S< 
"+ '-xx 
4 6 8 
pH 
127 
.........-x 
X 
+ 
10 
Fig. 7 .1: Surface tension (erg/cm2 ) of 3 x 10- 5 molar oleic acid in 
the presence of 0.2 molar K+ (+) and 1.6 Xl0- 3 molar K+ (x). 
Results of Kulkarni and Somasundaran ~ ·2 
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minimum would occur. Clearly flotation is a non-equilibrium 
phenomenon and is probably influenced more by processes occurring at 
the mineral-solution and mineral-air interfaces than by those taking 
place at the solution-air interface. Nevertheless it is thought that 
there must be some common underlying factor responsible for the 
correlation between flotation rate and surface tension. A detailed 
treatment of the relation between these two would be beyond the scope 
of this thesis; a more complete discussion can be found in the two 
papers already cited. 
In determining the surface tension variation with pH, surfactant 
solution chemistry plays a major role. As will be discussed more 
fully in the following chapter, there exists a certain pH below which 
an acid surfactant exists largely . in the neutral form and a 
precipitate is present if the total concentration of surfactant is 
sufficiently high. In this pH range the concentration of neutral 
surfactant is therefore fixed. At higher pH the precipitate is no 
longer present and the concentration of neutrals decreases as more and 
more are hydrolysed to form ions. For a basic surfactant the 
situation is reversed. 
Finch and Smith 3 consider the case of dodecylamine. They 
attribute the decrease in surface tension at low pH to the formation 
of increasing numbers of neutral surfactant molecules, the ions being 
dismissed as less surface active. The increase in surface tension at 
high pH is then difficult to reconcile with the constant concentration 
of neutrals in this regime. These authors therefore postulate the 
formation at intermediate pH of an ion-neutral complex whose high 
surface activity is largely responsible for the low surface tension. 
The increase in surface tension at high pH is then a consequence of 
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the breakdown of this complex. There are however several problems 
with the explanation some of which indeed are discussed by the authors 
themselves. In addition it is difficult to see why the complex should 
have a greater surface activity than the separate molecules of which 
it is composed. 
Kulkarni and Somasundaran similarly invoke the existence of an 
ion-neutral complex though in the case of oleic acid there is more 
independent evidence for its existence. 4 Neither of these works, 
however, appears to treat adequately the effect of the single ions. 
Likewise, the intrinsic contribution of the surface potential to the 
surface tension does not seem to be recognised. 
As will become evident in the chapters that follow it is not 
necessary to assume the existence of complexes in order to explain the 
surface tension results. If proper account is taken of the surface 
activity of the ionised form of the surfactant and of the contribution 
of the surface potential, then both the direction and magnitude of the 
observed variation can be adequately explained. This is not to say 
that the complexes do not exist but rather that they are not of prime 
importance in determining the surface tension variation. The gross 
features of this variation can be obtained without assuming the 
formation of complexes. Their effect is then to modify the results of 
a crude theory to bring them into better agreement with experiment. 
The foregoing discussion refers to the simplest experimental 
situation and the one that has received most attention: the system 
consists only of an aqueous electrolyte containing surfactant. Two 
related experiments can also be considered. One is the measurement of 
the surface tension when the solution is in contact, over part of its 
i, • 
1 30 
surface, with a layer of oil containi_ng dissolved surfactant. 
Secondly, the interfacial tension between water and oil in the 
presence of surfactant can be measured. In both cases the oil acts as 
a reservoir as does a precipitate, but it alters the solution 
chemistry. The effects of this can be examined in isolation i n the 
first of these two situations. In the second the behaviour is furthe r 
modified by the different properties of the oil-water and air-water 
interfaces, and another adsorption isotherm applies. Thi s last 
problem has assumed great importance recently in connection with the 
study of multicomponent systems which form microemulsions. 
In the following chapter the problem is formulated from a 
rigorous thermodynamic standpoint. To carry through the calculation 
of the surfa~e tension a rrodel is required .for the adsorp tion of 
surfactant molecules at an interface. This is developed in Chapter 9. 
Finally in Chapter 10 results are presented and discussed. The theory 
will be developed for the case of an acid surfactant but that for a 
base is entirely analogous. 
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CHAPTER 8 
THE THEORETICAL MODEL 
8.1 FORMULATION 
In this section a model for the interfacial behaviour will be 
developed. It will be presented in its entirety for the case in which 
there is only aqueous electrolyte and surfactant. Then the 
modifications brought about by the presence of an oil reservoir will 
be discussed. 
Consider then the following experiment. C moles of weak acid 
surfactant RH is dissolved in one litre of aqueous solution of alkali 
MOH of known concentration. A known amount of the salt MX is added to 
adjust the ionic strength. The pH of the system is then varied by 
addition of the strong acid HX. The object is to derive the equations 
which will predict the variation in the surface tension y (or surface 
pressure) with pH. 
The solution species assumed present in this zeroth order rnodel 
+ - - + -
are H, OH, RH, R, M, X. If the activity of a species is denoted 
by a, then in the solution 
a H+ a - = K (8.1) I OH w 
where 
aH+ = 10-pH (8.2) 
and 
a H+ a -R (8.3) = K I 
aRH a 
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where K is the dissociation constant for the weak acid surfactant and 
a 
K is the ionic product for water. At high pH, the surfactant species 
w 
is predominantly the R form and at low pH, the dominant species is 
the undissociated RH form. 
The ionic species R is stabilised in solution by Born energies 
and hydration whereas the neutral species shows a distinct tendency 
for aggregation to minimise the hydrocarbon tail interaction with 
water. At low concentrations of RH (i.e. at high pH), this attraction 
of the hydrocarbon tails is dominated by the entropic contribution to 
the total free energy and the RH species exists in solution as 
individual molecules. As the concentration of the RH species is 
increased (by lowering the pH), the entropic contribution to the free 
energy becomes less important, until a critical concentration is 
reached at which the tendency for a_ggr_egation will dominate. Further 
lowering of the pH will not change the solution concentration of the 
RH species, and RH molecules so formed will precipitate out. The pH 
at which this critical concentration of RH is reached, the so called 
"solubility edge", is simply calculated as follows: in the presence 
of precipitated RH, the chemical potential of the RH species is a 
constant (equal to the chemical potential of solid surfactant). Thus 
K 
s 
where K is the solubility product of the surfactant. At the 
s 
solubility edge, a surfactant mass balance yields 
a - +a = C, R RH 
(8. 4) 
(8. 5) 
where the differences between activity and concentration have been 
ignored in view of the low concentrations involved (C ,..._, 10- 5 M). From 
equations (8.3) and (8.4), it follows that 
K 
s s 
aRH = K 
a 
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(8. 6) 
is the activity (concentration) of RH in solution in the presence of 
the precipitate. Using (8.4), (8.5) and (8.6) one obtains 
K 
s 
a H+ = K I 
(8. 7) 
s s 
C -
K 
a 
i.e. the solubility edge occurs at 
pH 
5 
= pK 
5 
+ log 1 0 [ C 
_ Ks] 
K • 
a 
(8. 8) 
To calculate the surface tension of a system such as this, one 
must differentiate between the regimes pH < pH where a precipitate is 
s 
present and pH >pH where no undissolved solid RH exists. The surface 
s 
tension can in general be computed from the Gibbs adsorption isotherm 
dy = ~ r. dµ. , 
l l 
i 
where the sum is over all species in the system, where r. is the 
l 
(8. 9) 
adsorption excess of the ith species andµ. is its chemical potential. 
i 
We have 
dµ. 
i 
kT 
= da. 
a. i 
i 
~ kT dC. 
C. i ' 
i 
where C. is the concentration of the ith species in moles/litre. 
l 
(8.10) 
Equation (8.10) is exact if the activity coefficient of the species is 
constant across the pH range of the experi.ment. This will be so for 
the supporting ions M+ and x- since their concentrations change little 
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over the pH range. Equation (8.10) is a good approximation when the 
concentration is small even if it is changing considerably across the 
pH range. This situation adequately describes the other species H+, 
OH-, R-, RH in the system. 
At the air-water interface a monolayer of RH and R- molecules 
exists. The relative amounts of each species in the monolayer is 
determined by the solution pH. The numbers of R and RH molecules in 
the mono layer per unit surface area are denoted r;- and r8RH 
respectively. The corresponding surface charge density is 
0 = qr_ 
R 
(8.11) 
To determine the adsorption excess of the ionic species, a model 
is needed for the double layer which extends from the layer of head 
group ions at x = 0 to the bulk solution at x = 00• The one chosen is 
the "zeroth order" Stern model 1 of Healy and White illustrated 
schematically in Fig. 8.1. In this model, there is assumed to exist 
an inner layer O < x < S of dielectric constant E:I in which the density 
of electrolyte ions is zero due to finite ion size. There the 
electrostatic potential satisfies 
'v 21J; = 0 
and is given by 
1}J(x) = 1}J(O) - S [1}J(O) -1J;(S)] 
in terms of the potentials at the plane of head-group charge x = O and 
at x = S respectively . At x = 0 
so that 
d1)J 
dx 
0 
1j; (O) 
4TI 
- - 0 E: 
I 
= 1J; (S) + o , 
KI 
(8.12) 
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Fig. 8.1: "Zeroth order" Stern layer model of Healy and White. 1 
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where 
(8.13) 
is the inner layer capacitance. 
No account is taken of lateral ion size in this model. Thus, in 
the region x ~ S, where the medium has the bulk solution dielectric 
constant E, the classical Gouy-Chapman theory is assumed valid. The 
concentration of the ith ion type (valency 
is taken to be 
z. ' i 
bulk concentration C.) 
i 
C. (x) 
i 
= C. 
i 
e 
-z.q1]J(x)/kT 
i 
The potential 1µ(x), assume d to vanish at infinity, is therefore 
determined by the Poisson-Boltzmann equation 
4TiqNA 
--- ~ z.c. 
€103 i i i 
e 
-z.q1jJ/kT 
i 
' 
where NA is Avogadro's number. The boundary conditions on 1µ(x) 
d1jJ ~ 0 
dx 
4TIO d1µ 
dx f3 
= - --
X ~ oo 
(8.14) 
1 
are 
In the system under consideration all species are monovalent and one 
. 2 
may write 
a = EKkT sinh q1]J ( f3) 
2Tiq 2kT (8.15) 
where 
K2 = 8Tiq2 N (C + C ) /EkT 10 3 • 
A H M 
( 8. 16) 
s If o(f -) is given, equations (8.12) and (8.15) can be solved for 1]J(O) 
R 
and 1]J(f3) (provided a value is assigned to .the inner layer capacitance 
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All cationic species have a positive adsorption excess due to 
their attraction to the negative rronolayer, 
r. = c. r , 
l l + 
(8.17) 
where (from (8.14)), 
r + = 
N oo 
A J (e -q1J; (x) /kT - 1) dx 
103 8 
> 0 (8.18) 
and all anionic species have a negative adsorption excess due to their 
repulsion from the rnonolayer, 
where 
r = 
r. 
l 
C. r 
l 
, 
NA Joo ( e q1J} ( x) /k T - 1) dx 
103 8 
< 0 • 
(8.19) 
(8.20) 
The adsorption excess of the R- species has two components - the 
adsorption in the monolayer and the adsorption in the double layer 
r - = rs_ + C _ f 
R R R 
, {8. 21) 
whereas the adsorption excess of the neutral species has only the 
monolayer component 
r = rs 
RH RH (8.22) 
For a monovalent electrolyte system 
r + + r_ = (8.23) 
where equations (8.11), (8.15) and {8.16) have been used. This result 
is easily derived by making the change of variables 
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dx -+ 1 (~] (8.24) 
in the integrals (8.18) and (8. 20) which define r + and r and using 
the first integral of the Poisson-Boltzmann equation 2 
q1jJ 
sinh 2 kT . (8. 25) 
Since the quantity r:- determines the charge density of the 
monolayer and hence the double-layer potential, it is clear that all 
ionic excess quantities can be calculated if fs_ is known. The 
R 
monolayer adsorption excesses r:- and r~ must be calculated by a 
separate theory of monolayer adsorption which is developed in Chapter 
9. 
Given these excesses, the surface tension of the system can be 
calculated from the Gibbs adsorption isotherm as follows. From (8.9) 
dy dC - dC dC H+ dCOH-r - R fRH 
RH 
fH+ r -= - - -kT R C - CRH CH+ OH COH-R 
de - dC + 
r -
X 
r 
M (8.26) - - + 
X C - M CM+ X 
Using the surface excess equations (8.17), (8.19), (8.21) and (8.22) 
~ 
= - r (de + + de +) -r (dC - + de - + dC - ) kT + H . M - OH X R 
rs - rs 
R de - RH de (8. 27) - -- - --C - R CRH RH R 
From charge neutrality in the bulk solution 
= d (C - + C - + C - ) • OH X R (8. 28) 
Also, in the experiment described at the start of this section, the pH 
is changed by adding HX to the system, so that the metal ion 
concentration remains constant 
Equation (8.27) becomes 
rs_ 
dy 
-= kT 
- ( r + r ) de + - R de _ -
+ - H C - R 
Differentiating equation (8.3) gives 
+ 
de -
R 
C -R 
R 
= 
dCRH 
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(8.29) 
(8.30) 
(8.31) 
Finally by elimination of dCR- from (8.30) with the aid of (8.31), one 
obtains 
(8.32) 
To proceed further the variation of CRH with pH must be 
determined. It is through this quantity that the solution chemistry 
enters the problem. In the present case where there is only aqueous 
electrolyte and surfactant, the equations for this variation are 
essentially (8.3) and (8.5) above the solubility edge and (8.6) below. 
If an oil layer is present equations (8.3) and (8.6) still apply 
but (8.5) is modified because the surfactant will partition between 
the oil and water. If C is taken to mean the t otal amount of 
surfactant expressed as moles per litre of wat er then 
CV = caq V + Che V + C - V ' 
aq RH aq RH h C R aq (8. 33) 
aq he 
where CRH,CRH are . the concentrations of undissociated surfactant in 
the volumes V and Vh of water and oil respectively. If K is the 
aq C p 
parti tion coefficient 3 for the surfactant then 
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(8.34) 
C = CRH{l +8) +CR-, (8.35) 
defining 8 and dropping the now rmnecessary superscript. Thus, in the 
presence of oil (8.5) is replaced by (8.35). The parameter 8 may be 
regarded as the effective ratio of oil volume to water volume, the 
former concentrating the surfactant by the factor K. p 
The solubility edge is now given by 
pH 
s 
K 
s 
K 
a 
(1+0)]. (8.36) 
For given values of pH, C the aqueous concentration of RH species is 
lower because some dissolves in the oil. To raise the concentration 
sufficiently for a precipitate to form, more RH must be formed from R-
and so a lower pH is needed. 
8.2 QUALITATIVE BEHAVIOUR OF THE MODEL 
The complete calculation of the surface tension requires a model 
for the adsorption of surfactant to be developed in the next chapter. 
However the form of the y(pH) curve can be deduced without numerical 
computation, at least for the case where there is no oil. 
Consider first the pH range in which there is undissolved RH 
surfactant in the system, i.e. pH <pH. In this regime, the solution 
s 
concentration of RH molecules is constant and given by (8.6}. Thus, 
for pH <pH 
s 
and 
dy = 
kT 
= 0 (8. 37) 
(8. 38) 
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The charge neutrality of the interfacial double layer system requires 
r ++r +-r - -r - -r _ = o 
M H OH X R 
so that 
= ( CH + + CM+) ( r + - r - ) ' 
where (8.17), (8.19) and (8.21) have been used. Thus 
fs - - (f + f ) C = R + H+ CM+ f - ( C + + 2 C +) f + M H 
> 0 
since 
r < o 
from their definitions. Now 
= d ln aH+ 
= - 2. 303 dpH . 
Therefore, in the presence of the precipitate 
~ = 2. 303 kT ( rRS - - (f + f ) C + [ 
dpH ~ + - H J 
< 0 • 
As the pH is increased, the surface tension of the system will 
decrease if there is undissolved surfactant present. 
(8.39) 
(8. 40) 
(8. 41) 
(8.42) 
(8. 43) 
In the regime pH > pH when all the surfactant is in solution 
s 
C - +C = C R RH 
the total concentration of surfactant in this system. Thus, for 
pH > pH , it follows that 
s 
dCRH = dC:... R 
(8.44) 
Coupling this result with the general result (8.31), dCR- can be 
eliminated to yield 
(pH 
= 
> pH ) . 
s 
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(8.45) 
Substituting this result in the general expression (8.32), one obtains 
dy = 
dpH 
2.303 kT 
CRH 
1 + 
C -R 
C 
RH 
-- -
C -R 
r~ - (r + + r_) 
Using a result from Chapter 9, equation (9.21), this can be rewritten 
~ = 
dpH 
2.303 kT 
CRH 
1 + 
C -R 
[
rs (e CW (0) /kT - 1) - (f + r ) [1 + CRH] RH + - C -
R 
Since W(0) <0 the first tenn in the square brackets is negative. From 
(8. 23) it can be seen that r + + r_ is positive since w (S) < 0. There-
fore, for pH > pH 
s 
dy 
dpH 
s 
> 0 • ( 8. 48) 
When the system contains no precipitated surfactant, the surface 
tension will increase with increasing pH. This analysis is therefore 
capable of explaining the observed surface tension minimum (surface 
pressure maximum) without the necessity of postulating the formation 
of surfactant complexes with peculiar surface activities. Furthermore 
the existence of the minimum, as well as its location, are independent 
of the details of the adsorption model used to calculate the 
. . rs rs quantities RH and R-. Note that this simple analysis would predict a 
sharp cusp in the y(pH) graph. The smooth minimum observed 
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experimentally can be explained by the fact that prior to 
precipitation a series of surfactant complexes - dimers, trimers and 
micelle-like species - must form as precursors to a macroscopic 
insoluble precipitate. This gradual onset of aggregation (over. a pH 
range of,..._, .5 say) will lead to a smooth transition to the insoluble 
phase and imply a rounding of the sharp cusp predicted here. 
In the presence of an oil reservoir the same analysis holds for 
pH < pH so that y decreases with pH below the solubility edge. 
s 
However, for pH > pH (8. 44) is replaced by 
s 
c1 + 0) de = 
RH 
so that (8. 45) becomes 
dC 
[ 1 + CRH c1 + e i] RH 
CRH C -R 
dC -R 
dCH+ 
= 
CH+ 
. 
If this is substituted into (8.32) one obtains 
2.303 kT (r:- C dy RH (1 + 8 ) = --dpH C C -RH R 1 + -- (1 + 8) 
CR-
- <f+ +f_) [1 CRH (1 +8)] CH+] + --C -R 
I 
- rs 
RH 
(8. 49) 
(8. 50) 
(8. 51) 
2.303 kT 
= [ f ~ ( e qi/! ( O) /kT ( 1 + 8) - 1) 
(8.52) 
As before the second term in the square brackets is positive. At high 
pH when most of the surfactant molecules are dissociated the adsorbed 
monolayer will be highly charged and the surface potential therefore 
large. The first term will then b e negative provide d the value of 8 i s 
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* 
not too great. Thus once again ay > O. dpH However at lower pH values, 
where ~(0),~(6), and hence r+ +r_, are smaller in magnitude , it is 
possible that the first term is positive and larger than the second so 
that day < o. 
pH When there is an oil reservoir the behaviour of yin 
the range pH >pH may be quite varied depending on the value of 8. 
s 
The surface tension may be always increasing so that the minimum 
occurs at the solubility edge as before. It may decrease at first so 
that a minimmn occurs not at pH=pH but at some higher value. 
s 
Conceivably, for very large 8, it may even be monotonically decreasing 
in the pH range of interest. The exact behaviour is dependent on the 
variation of potential with pH and to that extent is affected by the 
model chosen for the adsorption of surfactant molecules. 
1. T.W. Healy and L.R. White, Adv. Colloid Interface Sci., 9, 303 
(1978). 
2. E.J.W. Verwey and J.Th.G. Overbeek, The Tneory of the Stahility of 
Lyophobic Colloids, Elsevier, New York, 1948, Ch. 2. 
3. J.G. Kirkwood and I. Oppenheim, Chemical Thermodynamics , McGraw-
Hill, New York, 1961, §ll.7d. 
4. W.W. Mansfield, Aust. J . Sci. Res ., AS, 331 (1952). 
* The partition coefficient Kp of oleic acid between paraffin oil 
and a dilute solution of sodium oleate is about 10 5 , 4 but since the 
ratio of the volumes of oil and water can · be varied widely, smaller 
values of 8 are easily attained in practice. 
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CHAPTER 9 
ADSORPTION ISOTHERMS 
In this chapter a model relating the adsorption of surfactant to 
bulk system properties will be developed. The derivation of 
adsorption isotherms is a difficult subject with an extensive history 
and it is not the intention here to make a new contribution to this 
field. Though some interesting observations can be made along the way, 
the modelling of the adsorption is secondary to the main concerns of 
this part of the thesis. Attention will therefore ·be restricted to a 
simple model which will allow a reasonable calculation of the surface 
excesses of surfactant molecules. 
9.1 THE VAN DER WAALS MODEL 
Consider first the air-water interface. Two species are adsorbed 
there, R- and RH, whose chemical potentials are denoted byµ and µ
0 
respectively. The monolayer can be regarded as an open thermodynamic 
system able to exchange particles and energy with the bulk solution 
which acts as a reservoir wherein the chemical potentials of RH and R-
can be varied. Consequently the thermodynamic properties of the 
monolayer system can most readily be calculated in the grand 
. l 1 , 2 canonica ensemble. 
Consider therefore, a unit area of the surface in equilibrium 
with the underlying solution. Let N0 and N be the number of RH and R 
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species respectively on this area. 
The adsorption excesses are then just the thennodynamic averages 
of N0 and N 
fs _ = ( N_ ) 
R 
The grand partition function for the monolayer is 
(µ 0N0 +µ_N_) /kT 
Z(lJ
0
,µ_,T) e Q(No ,N_ ,T) , 
(9 .1) 
(9. 2) 
(9. 3) 
where Q(N 0 ,N_,T) is the canonical partition function for a monolayer 
with given composition (N
O 
,N_) . The average quantities {N
O 
) and ( N_ ) 
are evaluated by appealing to the maximum term approximation, 1 ' 2 i.e. 
( N
0
) and ( N_) are the values of N
0 
and N .corresponding to the maximum 
term in the summation (9.3). 
The evaluation of the partition function Q(N 0 ,N_,T) is, of course, 
dependent on the model assumed for the rnonolayer and the particular 
approximations used. Since it is not the purpose of this work to 
develop a general theory of monolayers, the model chosen is one of the 
simplest with some degree of physical reality, viz. the two-
dimensional van der Waals gas. This assumes that the monolayer 
molecules can be modelled by vertically orientated rods which possess 
lateral size so that a
0 
is the area' occupied by a molecule when the 
monolayer is close packed. The molecules interact with each other in 
a mean field sense only, via dispersion forces and an exclusion 
potential which prevents ov~rlap of the neighbours. Since the 
observed spreading pressures are for most of the pH range equal to or 
greater than the equilibrium spreading pressure, the monolayer will be 
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densely packed. Thus the above assumptions will have a reasonable 
validity. 
The partition function can be related to the Helmholtz free 
energy in the usual way 
Q (N O , N _ , T) = e 
-F(N ,N ,T)/kT 
0 - ( 9. 4) 
One component of the free energy is the electrostatic work done in 
charging up the interface 3 
F el (N _ ) = r 1/J ( 0 , 0 ' ) do' , 
0 
(9. 5) 
where ~(O,o') is the electrostatic potential at a charged head group 
when the total surface charge is 0 1 • To determine ~(O,o') the 
electrostatic model summarised by equations .(8.11), (8.12) and (8.15) 
is assumed to be valid. Thus 
F(No ,N_ ,T) = Fo (No ,N_ ,T) +F el (N_) , (9. 6) 
where F
0 
is the free energy of the monolayer when
1
the electrostatic 
interaction between the charged head groups is "switched off". This 
free energy takes account of the kinetic energy of the molecules and 
the non-coulornbic interaction of each molecule with its environment. 
It can be evaluated by calculating the corresponding partition 
f . 1, 2 unction 
= (9. 7) 
where U is the potential energy of a given conf_iguration of the 
(N 0 +N_) molecules and A is the thermal wavelength.
1
'
2 In the present 
model Uhas the form 
u 00 if any two molecules overlap 
otherwise . 
~ 
The van der Waals ap~roximation to the partition function is then 2 
'.\ 
i' 
' i'i 
_:2(N +N) 
A o - (N O +N _ ) - U (N O , N _ ) /kT [ 1 - (N 0 +N _) a 0 ] e 
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(9. 8) 
The energy U(N ,N) is the sum of a "self" term and an 
0 -
interaction. The former is given by 
self self 
where u and u are taken to be independent of the packing 
0 -
fraction and composition of the monolayer. This term is included to 
allow for the fact that the ene.rgies of isolated molecules at the 
interface and in bulk solution are different. This difference is due 
to the structuring of water around the hydrocarbon chains when they 
are in solution and the absence of anything similar at the interface. 
The interaction of head groups with surrounding water molecules may 
also be different at the surface. Also included in this term is the 
energy difference resulting from dissociation. 
The interaction term is calculated assuming all molecules are 
identical. The electrostatic interaction among those molecules that 
are dissociated is of course taken into account in Fel· There will 
however be non-electrostatic differences in the interaction between 
two head groups if one or both are dissociated but these are neglected 
as being small compared with the magnitude of the total energy. Thus 
assume that any two interact via a potential ¢(r). The energy of 
interaction of any one molecule with the others is 
f <j, (r) p (r) 2TTrdr , 
I... 
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where p(r) is the density of molecules at distance r from the given 
molecule. In the mean field theory adopted here, it is assumed that 
p(r) = (N +N ) 
0 -
and that the integral f ¢(r) 2Tirdr is independent of packing fraction. 
Thus one can write for the energy of interaction of a molecule 
u = 
int 
u a 0 , 
(9. 9) 
int 
where u is the interaction energy of a molecule with the rest of 
the environment when the monolayer is close packed (i.e. N0 +N_ 
The contribution of the interaction to U(N 0 ,N_) is then 
and one has 
U (N 0 ,N_) 
½ (N +N ) 2 
0 -
int 
u 
self self ) 2 No uo +N_ u_ +½(No+N_ int u a 0 • 
The free energy (per unit area) corresponding to Q0 is now 
F O (N O , N_ , T) 
+ 12 (N +N ) 2 
0 -
int 
u a 
0 
- 1 
= ao ) . 
(9.10) 
(9.11) 
The expressions (9.10) and (9.8) enable one to find the maximum 
term in (9.3). Differentiating the logarithm of the summand of (9.3) 
with respect to N
0 
and N_ and equating the resultant expressions to 
zero yields the two equations to be solved for the adsorption excesses, 
viz. 
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llo 
Zn r~ + In ft 2 - In ( 1 - (r ~ +r !-] a 1 - = kT oJ 
( rs + rs -) a 
1 ( u~elf + (r~ + r;-] uint[ RH R o + 
1 - r rs + rs -l + ao kT ) ao t RH R ( 9. 12) 
µ_ 
rs_ + Zn A2 - q1µ (0) 
- in ( 1 - (r~ + r;-) a 0 ] = Zn kT R kT 
(rs + rs J ao 1 ( u~elf + (r~ + r;-] uintl RH R) + + kT ao 1 - r rs + rs -) a ) RH R o (9. 13) 
The chemical potentials µ 0 and ll_ of the two monolayer species must 
equal the chemical potentials of the corresponding species in bulk 
solution, i.e. 
·µ 
0 
µ 
CRH 
= µi + kT Zn M 
= µ 0 + kT Zn 
C -R 
M 
(9.14) 
I (9.15) 
where CRH and CR- are the bulk concentrations of RH and R in moles/ 
litre of solution and Mis the number of moles of solution per litre 
of solution (""' 55.5) . Using these equations, (9.12) and (9.13) can be 
written in the form 
Zn [KM] = Zn 
cRH ( 1 - ( r~ + r;-] a ] r 
0 j 
(9.16) 
ln [KM] 
where 
c _ ( 1 - (rs +rs-] a ] 
= ln R t RH R O 
s 
a r -
o R 
+ ql/J ( 0) 
kT 
(u:elf + uint + kT l n f/ + kT ln a~ 1 - 1-1i) /kT 
K = e 
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(9.18) 
The constant K plays the role of the dissociation constant for the 
reaction 
solution 
species + 
vacant 
surface site 
_,__ adsorbed 
~ 
species (9. 19) 
and kT ln K can be seen to be the free energy change in transferring a 
neutral surfactant molecule from bulk solution to the close-packed 
rnonolayer. The first term on the right _hand side of equations (9.16) 
and (9.17) is the usual product of concentrations occurring in the 
mass-action equation corresponding to the reaction (9.19). Al l the 
other terms on the right hand side represent the activity coefficient 
terms which appear in the mass-action equation when the species 
involved interact with each other. The same constant K appears in 
both (9.16) and (9.17) as a result of the approximation 
self o 
u -µ_ (9.20) 
which implies that the non-coulombic free energy change on 
transferring a molecule from bulk solution to the surface is 
independent of the state of charge of the head group . The validity of 
this approximation is of little importance since the free ene rgy 
ch ange on transfer of the hydrocarbon chain is the dominant 
contribution to K. The approximation also serves to limit the number 
of adjustable parameters. 
Subtracting (9.16) and (9.17), one obtains 
rs_ 
R 
C ~ 
R 
= 
rs 
RH 
CRH 
q1)J (O) /kT 
e I 
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(9.21) 
a result which was used in the last chapter. This equation expresses 
the fact that because the negative R species in the monolayer 
interact repulsively with one another, the R species are less readily 
adsorbed than the neutral RH species under identical solution 
conditions. 
. rs + fs_ Provided the density RH R does not become too low, the 
isotherms (9.16) and (9.17) should provide a good description of the 
adsorption process. int Only three parameters a, u , Kare introduced, 
0 
all having a well defined physical meaning. As will be shown below, 
these parameters may be obtained from separate experimental TT-a data 
on the neutral surfactant species. 
At low pH, the surfactant will be present entirely as the neutral 
form in solution and in the monolayer. In this region, the monolayer 
is uncharged and all ionic surface excesses are zero, and (8.9) 
reduces to 
dV = - rS d 1 RH µRH 
= - kT 
· The adsorption isotherm (9.16) becomes, for low pH, 
ln (KM) 
from which it follows that 
(9.22) 
uin t[ 
kT j 
(9.23) 
d lnc RH 
= 
1 
rs (1 -rs ) 2 RH RH ao 
The surface pressure at low pH is then 
int 
u 
kT 
1 5 3 
(9. 24) 
(9.25) 
where y is the surface tension of the electrolyte solution with no 
0 
s 
rnonolayer present (r = 0) . Using (9. 22) and (9. 2 3) 
'TT = 
= 
Writing 
kT r~ 
0 
kT f~ 
1 - rs 
RH 
rs 
RH 
a 
rs 
d ln CRH 
dfs 
RH df 8 RH RH 
ao (r~r int + u 2 
0 
-1 a , 
(9.26) 
where a is the area per molecule in the monolayer, (9.26) becomes 
= kT • (9.27) 
Equation (9.27) is the two-dimensional analogue of the van der Waals 
equation of state. While such a result is hardly surprising, it has 
been included since its derivation from the Gibbs adsorption isotherm 
does not seem to have appeared in the monolayer literature before. 
By fitting experimental TT-a data for unionised monolayers to the 
int 
theoretical equation (9.27), the parameters a
0
, u can be determined 
for a given surfactant, in the present case oleic acid. Now monolayer 
behaviour can be quite complicated, particularly at low areas per 
molecule . 4 In the case of oleic acid 4 ' 5 the pressure rises smoothly 
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4 
as a decreases until the equilibrium spreading pressure is reached. 
If compression is continued beyond this point then, even though the 
molecules are not yet close-packed, the monolayer will collapse, 
forming lenses of bulk surfactant. Such behaviour obviously cannot be 
predicted by the simple model developed here. Fortunately, it does 
not need to be, for in the surface tension experiments the monolayer 
is never in the collapsed state. At high pH pressures greater than 
the equilibrium spreading value are attained - without collapse -
because of the ionisation of the monolayer. Thus in the further 
discussion of the van der Waals model the phenomenon of collapse will 
be ignored. 
The required experimental data for oleic acid are not plentiful. 
None could be found for the temperature (25 °C) of the y(pH) measure-
ments of concern here. The data adopted are taken from Feher et al. 5 
and correspond to T=21 °C. Comparison of theoretical calculations 
for one temperature with experimental results for another are 
admittedly somewhat uncertain. However, in view of the small 
temperature difference, it was considered more important to determine 
parameter values from an independent set of data so that the validity 
of the theory might be more realistically tested. Fig. 9.1 shows a 
fit of equation (9.27) to the data. The curve is not a least-squares 
fit but has been chosen to match the experimental results more closely 
at high pressures, i.e. in that part of the isotherm which is 
important for the subsequent surface tension calculation. Clearly a 
two-dimensional van der Waals gas with parameters determined from such 
a fit does not model the monolayer well at low pressures. In the next 
section the performance of the van der Waals model in general will be 
discussed in conjunction with an alternative isotherm. 
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a 
~ig. 9.1: Surface pressure TI (dyn/cm) as a function of area per 
molecule a (~ 2 ) for the van der Waals model and experiment. The 
crosses are data taken from Fig. 3 of Feher et al. 4 
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The parameter values corresponding to the curve of Fig. 9.1 are 
2 o 2 d int 3 7 k a
0 
= 1. 3 A an u = - . T. An additional indication of the 
molecular cross-section a is provided by X-ray diffraction of solid 
0 
1 . . d 6 o eic aci . In the solid state oleic acid consists of layers, the 
molecules in each layer having their long axes parallel to each other 
and normal to the plane. The dimensions of the unit cell suggest a 
closest-packed area of 22.6 A2 per molecule. Thus a value of 21.3 A2 
for an effective cross-sectional area does not seem unreasonable. 
To determine the constant K, use is made of the fact that in the 
y(pH) measurements low pH corresponds to the presence of undissolved 
oleic acid. Thus the surface tension at low pH should be y - TI 
o eq 
where y
0 
is the surface tension of the electrolyte solution in the 
absence of surfactant and TI (= 30.5 dyn/cm at 21 °C) is the 
eq 
equilibrium spreading pressure of oleic acid. The value of a 
corresponding to TI = TI is taken directly from the fitted TI-a curve 
eq 
(9.27). Thus the adsorption excess of undissociated oleic acid at low 
pH is known and K can be determined by substituting into the isotherm 
(9. 23). The result is K = 10- 11 • 3 corresponding to a free energy of 
transfer from bulk solution to the monolayer of -26.1 kT per molecule. 
It should be noted however that these parameter values are 
subject to a source of uncertainty arising from error in the measured 
areas per molecule. In typical monolayer experiments these are 
calculated on the assumption that all the surfactant remains on the 
surface. Initially the supporting solution contains no surfactant, 
but as the monolayer is compressed an increasing amount of surfactant 
desorbs so that chemical equilibrium between the monolayer and 
solution is maintained. Thus the experimental values for the areas 
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per molecule are too small. From the area per molecule at the 
equilibrium spreading pressure and the corresponding surfactant 
concentration in the underlying solution, i.e. the saturation 
concentration of oleic acid, the magnitude of the error can be 
estimated. For a Langmuir trough 1 cm in depth it is about 5% at the 
high pressure end of the isotherm and of course less at lower 
pressures. An error of this order has some effect on the parameter 
values but the resulting error in the final results is likely to be 
minor compared with those introduced by the crudeness of the 
calculation. 
9.2 MODIFICATION OF THE vdW MODEL 
- AN ALTERNATIVE ISOTHERM 
The particular van der Waals model corresponding to Fig. 9.1, 
although the best choice for the present purpose, fares badly at large 
areas per molecule. Other isotherms were therefore investigated. One 
that has often been considered is the "constant cohesion" isotherm 
kT. (9.28) 
Here TT 0 is a positive constant the effect of which is to reduce the 
pressure, thus taking some account of the attraction between molecules. 
However the corresponding attraction is independent of area so that 
this isotherm is wrong asymptotically - TT does not approach zero at 
large a. Nevertheless over the range spanned by the available 
experimental data (9 . 28) provides a better fit than the van der Waals 
isotherm, as illustrated in Fig. 9.2. The corresponding parameter 
02 
values are a
0 
=18.9 A and TT
0
a
0
/kT=0.4. The a
0 
value does not seem 
quite as reasonable as that found for the. van der Waals model but is 
still plausible. 
30 
20 
TT 
1.0 
+ 
+ 
0 
30 40 50 
a 
Fig. 9.2: Comparison of the constant cohesion isotherm, equation 
(9.28) with experiment. See also Fig. 9.1. 
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In a sense, the better performance of (9.28) is fortuitous since 
it is not the result of any statistical mechanical model, as is the 
van der Waals isotherm. However it is instructive to consider why the 
latter does not fit the data so well. One possible reason is that it 
ignores the fact that the molecules in the monolayer have 
conformational as well as translational degrees of freedom. To take 
account of the range of shapes that each molecule can adopt the 
configurational integral in the partition function (9.7) would have to 
be generalised to 
I all head group 
positions 
r ~ -U(positions,conformations)/kT e 
,...__, 
all sets of 
conformations (9.29) 
The integration and summation in this expression are restricted to 
those sets of positions and conformations for which no two atoms over-
lap. These sets depend of course on the average area per molecule. 
For molecules of fixed shape the interaction should vary with area in 
roughly the way predicted by the van der Waals model. This is 
especially true at larger values of a since the model has the correct 
asymptotic behaviour. To obtain a term which corrects the partition 
function (9.7) for the existence of conformations, the van der Waals 
form for the interaction (i.e.) U(N ,N) of (9.10) is taken out of the 
0 -
Boltzmann factor in (9.29). For the given head group positions, the 
sum can then be regarded as an effective number, N f' of sets of 
con 
conformations of the adsorbed molecules for which the monolayer energy 
is U(N
0
,N_). The integration can then be performed in the van der 
Waals approximation to yield 
(N
0 
+N_) 
[ 1 - (N O + N_) a 0 ] e 
-U(N ,N )/kT 
0 - . -
N f (N 0 , N ) , con -
where N is an average of N f over all sets of head group 
conf con 
positions. This can be written as 
(N
O 
+N _) 
[ 1 - (N
O 
+ N_ ) a
0
] e 
-U(N ,N )/kT 
0 -
(N +N ) 
- 0 -[n f (N , N ) ] , 
con o -
defining n as an effective number of configurations of a 
conf 
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hydrocarbon chain when the monolayer composition is given by N ,N. 
0 -
The advantage of this last expression is that the correction for 
conformation is in terms of a quantity which can be given an immediate 
-physical interpretation. Intuitively one expects n f to vary with 
con 
the area per molecule as indicated in Fig. 9.3. Under nearly close-
packed conditions very few conformations are allowed energeti~ally. 
Here, too, the van der Waals model is reasonable through its choice of 
int 
u ,a
0
• Thus for a,...., a 0 , n f should be some number small compared con 
with the actual number of molecular conformations. As the area per 
molecule increases, the number of conformations available rises until, 
at a spacing equal to twice the chain length l, essentially all are 
C 
allowed. The effective number n f is actually greater since the 
con 
interaction energy is lower than that predicted by the van der Waals 
model because the flexing of the chains allows parts of neighbouring 
molecules to approach more closely, and hence to attract each other 
more strongly , than would be expected on the basis of the average head 
group separation. In other words, many conformations are weighted by 
Boltzmann factors greater than one. 2 -Thus at about a =TTl , n f 
c con 
reaches a maximum. Thereafter it declines somewhat because the energy 
advantage of chain flexibility diminishes. At separations much larger 
than the chain length it asymptotes to a value equal to the actual 
number of allowed conformations. 
nconf 
a 
Fig. 9.3: The effective number of chain conformations, 
function of area per molecule in the monolayer. 
TT 
a 
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n ' conf as a 
Fig. 9.4: Fits of the van der Waals model to the experimental data 
(dotted line). Upper solid curve is the isotherm actually used, 
the lower is that corresponding to the "correct" parameter values. 
The effect of this correction to the partition function is to 
add a term -kT (N + N ) ln n f to the free energy (9 .11). The 
o - con 
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corresponding modification to then-a isotherm at low pH is readily 
calculated. In equation (9.6) Fis in fact the free energy per unit 
area of the monolayer relative to the infinitely dilute state, i.e. 
the air-water interface. Therefore one may write 
d {aF) (9.30) 1T 8a . 
kT - d -The term - - ln n 
conf thus leads to a term kT 8 l nn f in n. Since a a con 
this is positive, except at very high a, the pressure ought to be 
higher than that predicted by the van der Waals isotherm. In physical 
terms this can be understood as follows. Chain flexibility leads to a 
higher monolayer entropy than would be expected if the molecules were 
rigid rods. The extra contribution increases with area at first 
making large areas per molecule even more favoured energetically. 
More -work is thus required to compress the · monolayer by a given amount, 
i.e. the pressure is higher. 
However, in Fig. 9.1 it is the van der Waals result which is 
higher. This is so because it has been chosen to agree with the data 
at values of a well above a
0 
but small compared with nZ~. That is, it 
has been fitted in that range over which it is expected from the fore-
going considerations to be inaccurate. The van der Waals model should 
be accurate instead at large a since it has the correct asymptotic 
behaviour. At a "v a
0 
it does not estimate the translational entropy 
well because of its approximate evaluation of the integral in (9.29). 
However the effect of this is probably mitigated through the choice of 
int 
a 0 • Thus with the "correct" values of a 0. , u the van der Waals 
pressure should vary with area as shown in Fig. 9.4. At intermediate 
16 3 
areas, where conformations are important, it falls below the data. It 
is clear that then f shown in Fig. 9.3 is of the right fo rm to make 
con 
this isotherm agree with experiment, for "d ln n f will be s mall both 
oa con . 
asymptotically and at a"' a 0 • The original isotherm achie v es its fit 
int 
through a higher a
0 
value and a value of u that is probably t oo 
large in magn itude . But, beca use i t fit s t he d ata i n t he r egion of 
int e r est, it may s till p r o v ide the best par amet e r values f or use in 
t he s u r face t ens ion calculation. 
-
The "reason" for the better performance of the constant cohesion 
isotherm can now be explained as follows. The van der Waals isotherm 
· · h h . int 12 2 has too high a second derivative because t e co esion term u a 0 a 
decreases too rapidly with area. If this term is replaced by a 
constant as in (9.28), its value can be chosen so that the isotherm 
fits the data over a wider range. 
To gain some indication of the sensitivity of the surface tension 
to the choice of isotherm, the calculation will be carried out for 
both. In order to use (9.28) the corresponding free energy must be 
determined so that the chemical potentials µ
0
,µ_ can be obtained. 
This free energy will be invalid in that it will not . have the corre ct 
asymptotic behaviour. However, over the narrow range of areas that 
are of concern here, its variation will be approximately correct. 
d -If the term kT ~ ln n f is adde d to the van der Waals TI , and a 0 oa con 
int 
and u chosen differently, the resulting isotherm would lie much 
clos er to the experimental data. Now the exact form of the correction 
t e rm is not known, but, whatever it may be, it leads to an isotherm 
that is very nearly the constant cohes ion result for a values of 
* i n t e r est. The refore ln n f i s chos e n so that 
con 
[footnote over] 
int 
u a 
0 d -
--- + kT - ,,nn 3a & conf 
2a2 
= -TT 
0 
Integrating this equation 
lnn f = con + kT 
u 
2kT a - kT ' 
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(9. 31) 
(9. 32) 
where u is some negative constant of integration. This form for n 
conf 
follows the curve of Fig. 9. 3 only over the initial section a < < TTl 2 • 
C 
This is to be expected since the isotherm {9.28) is wrong at large a. 
kT ,, -Adding - - &n n to the free energy (9.11) in effect replaces 
a con£ 
int 
the term involving u by 
TT O + (N O + N _ ) u . 
As a result the adsorption equation (9_.16) becomes 
l n (K'M) 
C r 1 - ( f 5 + f 51 a
0
) 
ln RH\.. \.. RH R) 
rs 
ao RH 
with a corresponding change in (9.17). Here K' is defined by 
K' 
self 2 -1 o { u + u + kT ln A + kT ln a
0 
- µ ) /kT 0 0 
e (9. 34) 
The exponent in K' cannot be given the same interpretation as that in 
K (equation 9.18) since there is no physical basis for the equation 
(9.32). The value of K' is determined from the equilibrium spreading 
h 1 . , 10- 1 c. 4 pressure as explained earlier for K. T e resu t is K = . 
* ( ) int h f h · · 1 from p.163 The values of a 0 ,u are not t ose o t e origina 
van der Waals isotherm but should instead be chosen so that the new 
isotherm, incorporating the conformation term, fits the data, or, in 
the approximation used here , becomes equivalent to the constant 
cohesion result. Thus, the a value is that occurring in (9.28). 
0 
Unfortunately a fit of {9.28) to the data yields no information about 
uint so the van der Waals value will be used. 
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9.3 THE OIL-WATER INTERFACE 
Adsorption at the oil-water interface is greatly affected by the 
attractive interaction between oil and surfactant molecules. The 
modelling of this adsorption is made more difficult by a lack of 
experimental data for oleic acid monolayers at such an interface. 
However, in view of the current interest in oil-water-surfactant 
systems, it is desirable to obtain some idea, albeit crude, of the 
behaviour of the interfacial tension in these systems. Fortunately, 
from the work of the previous two sections, it is possible to derive a 
plausible isotherm for the oil-water interface. The lack of data can 
be circumvented by adapting the air-water result to the oil-water 
interface in a manner which will now be described. 
It -is assumed that the oil is a structureless solvent, the main 
effect of which is to cause the hydrocarbon chain of a surfactant 
molecule to feel the same attractive interaction at all areas per 
molecule. Thus at the oil-water interface the free energy of a 
surfactant monolayer is given by (9.6) with the F 0 (N 0 ,N_,T) of (9.11) 
replaced by 
Fo/w(N ,N ,T) = kT[N ZnN -N +N ZnN -N + (N +N ) ZnA2 
0 0 - 0 0 0 0 
+ (N + N ) (u int - kT Zn ~ f] . 
o - con 
(9.35} 
self self int The energies u , u and u are taken to be the same as -for the 
0 
air-water interface. The first two are the energies of isolated 
undissociated and dissociated molecules at the air-water interface. 
The effect of the surrounding oil molecules is of course taken into 
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int 
account by the u term. Use of the same self-energies does however 
neglect any changes in the ene_rgy or entropy of the inter£ ace due to 
the displacement of oil molecules from the surface to the bulk and 
their replacement by surfactant. int Similarly use of the same u 
assumes that the non-coulombic part of the head group interaction, 
which is area dependent, is minor compared with the contribution of 
the hydrocarbon chains. For the conformation term two assumptions are 
possible. One is that it is the same as for the air-water interface. 
However it can be argued that ne_ighbouring molecules can adopt 
conformations which are allowable at the air-water interface but which 
would leave a space between them insufficient to accommodate any oil 
molecules. At the oil-water interface such pairs of conformations 
would therefore be energetically unfavourable. This effect would 
'· 
occur especially at the low areas per molecule of interest here. Thus 
a possibly better approximation is to neglect this term entirely. 
If n is taken to be the same as before then the expression 
con£ 
for the free energy becomes 
Fo/w(N N T) 
0 0 1 - ' 
= 
- ½ (N +N ) 2 
0 -
int 
u a ' 0 
(9.36) 
where ... stands for the term in square brackets in (9.35) and use has 
been made of equation (9.32). The corresponding isotherm is 
TT 
kT 
a-a 
0 2a2 
Corresponding to the adsorption equation (9.16) one now has 
(9.37) 
ln(K'M) 
a rs 
o RH 
(1 _ (rs + rs-) a l RH R o J int u kT 
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(9. 38) 
where K' is as defined in (9.34). Equation (9.17) is modified in the 
same way. 
If the confonnation term is dropped from the free energy (9.35) 
the isotherm becomes simply 
1T = 
kT 
a-a 
0 
* 
and the first adsorption equation reduces to 
ln (KM) 
(9.39) 
the second being modified accordingly. The "equilibrium constant" K 
here is the same as that used in the van der Waals model. 
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CHAPTER 10 
RESULTS 
10.1 COMPARISON WITH EXPERIMENT 
FOR THE AIR-WATER INTERFACE 
1 69 
In this section the surface tension variation for the conditions 
corresponding to the results of Fig. 7.1 (p.127) will be considered. 
With the determination of the adsorption isotherm, only one other 
model parameter needs to be specified, viz. the inner layer 
capacitance KI of equation (8.13). Following Healy and White 1 and in 
keeping with the simplicity of the model developed in the foregoing 
chapters, s 1 has been taken as equal to the bulk dielectric constants 
equal to 80. The Stern layer thickness has been assigned a value of 
0 3 A which seems consistent with known values for ionic radii (e.g. 
2.3 i in the case of a fully hydrated potassium ion 2 ) when some 
allowance is made for the fact that the centre of charge on the head 
groups is some distance above the lower surface of the monolayer. 
The solution parameters for oleic acid are taken from Jung 3 and 
are: K =10- 4 " 95 , K =10- 12 " 55 • With the exception of the 
a s 
temperature the remaining parameters have been chosen to match the 
conditions of the surface tension experiments. Thus total oleate 
concentration C has been taken as 3 x 10- 5 M. For the case of high 
salt concentration CM+ is taken as 0.2 M. For the othe r case , that of 
zero adde d electrolyte, CM+ is not of course zero s ince some alkali 
has been added to bring the solution to a startin g pH of 11. 2 . Thus 
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this case corresponds to a CM+ of 1. 6 x 10- 3 • 
Numerically, the calculation is started at low pH , where y is 
known (42.1 erg/cm2 ) from the equilibrium spreading p ressure of oleic 
acid. A small increment in pH is made and the concentration of all 
ionic species determined at this new pH together with the solution 
concentrations of surfactant via equations (8.1), (8.3), (8.6). Then 
equations (8.11), (8.12), (8.15), (9.16) and (9.21) are solved 
simultaneously for the values off~, r;-, ~ (6) and ~ (0). The ionic 
adsorption excesses r+ and r can now be determined (equation (8.23)). 
Equation (8.43) can then be used to compute the increment dy in y 
corresponding to the increment dpH. By successively increasing pH in 
small steps and incrementing y by the above procedure, y(pH) can be 
calculated up to the solubility edge. After this pH, the procedure is 
continued with the exception that the equation (8.43) for dy is 
replaced by the pH > pH form, equation ( 8. 46) , and, of course, 
s 
equation (8.5) is used instead of (8.6). 
The calculated surface tension variation is presented in Fig. 
10.1. The agreement between results for the two isotherms is 
gratifying but cannot be taken too literally. Possibly with a proper 
choice of parameters the surface tension is not very sensitive to the 
adsorption model used as long as this has qualitatively the correct 
physical behaviour. This is indicated by the virtually perfect agree-
ment up to pH,.._, 9 despite the fact that monolayer densities differ by 
about 7% up to at least pH 8. However the closeness of the results is 
probably also in part a reflection of the basic similarity between the 
two models. For a given area per molecule the van der Waals isotherm 
predicts a greater surface pressure in a neutral monolayer and so it 
is not surprising that where the two disagree it leads to a lower 
171 
60 
50 
y 40 
+ X XX X X 
)( + 
b · 
30 
20 
4 6 8 10 
pH 
Fig. 10.1: Calculated variation of surface tension with pH for 
-3 + + 1. 6 x 10 molar M ions (a) and 0. 2 molar M ions (b) . In each 
case the upper curve is that obtained using the constant cohesion 
isotherm, the lower results from the van der Waals model. The 
points are those of Fig. 7_ .1. 
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surface tension. For comparison the experimental points of Fig. 7.1 
are also plotted in Fig. 10.1. The semi-quantitative agreement 
between the two must be regarded as satisfactory in view of the crude-
ness of the theory and the fact that it uses essentially no fitted 
parameters. 
The discrepancies that are in evidence in Fig. 10.1 are the 
result of the approximations made rather than any fundamental error in 
the calculation. For example, the minimum takes the form of an 
unphysical cusp because the transition between the two pH regimes is 
taken to be infinitely sharp_. At the low pH end, where there is 
precipitate, the activity of the RH species, aRH, is assumed to be 
constant since the activity of RH molecules in the interior of a 
crystal of precipitate is not affected by changes in the solution. At 
the solubility edge the precipitate disappears and the activity aRH 
now begins to vary with pH in accordance with equation (8.5). Close 
to the solubility e_dge, however, the amount of precipitate is 
vanishingly small and cannot maintain a constant activity for the RH 
molecules. Hence aRH will actually begin to vary even before the 
solubility edge is reached and the variation of all activities with pH 
will change continuously from that characteristic of low pH to that 
appropriate to high pH. It follows that the minimum will now be 
smooth since, as explained in Chapter 8, the different variation of 
the surface tension in the two regimes is essentially a consequence of 
· the different behaviour of the surfactant activities. 
The replacement of activities by concentrations is also a 
possible source of error: In particular this approximation under-
estimates the stability of ions in solution and hence overestimates 
the adsorption excess of surfactant ions. While this error is in the 
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right direction it is probably too small an effect to account for the 
discrepancy in low pH. Likewise the temperature difference between 
calculated and experimental results (about 1%) is also too small. 
Possibly this discrepancy is due to an incorrect estimation of the 
equilibrium pressure from the data of Feher et al. 4 since this 
determines the limiting value of the surface tension at low pH. 
Theory predicts that the pH at which the minimum occurs, i.e. t he 
solubility edge, should depend on the concentration of added 
surfactant but not on the ionic strength. The experimental results, 
on the other hand, suggest that the minimum is shifted to higher pH 
under low salt conditions. A possible cause for this disagreement 
lies in the value used for the dissociation constant K. If this is 
a 
determined in high salt conditions then the value appropriate for low 
salt is smaller since the dissolved ions would lack the stabilising 
influence afforded by a large concentration of inert electrolyte. A 
lower value for K would cause the solubility edge to be shifted to 
a 
higher pH. 
Some insight into the physical factors leading to a surface 
tension minimum is provided by Fig. 10.2. This is a plot of the total 
adsorption excess of surfactant normalised to a value of unity for a 
close-packed rnonolayer, i.e. a 0 [f~+f:-). From this graph it lS 
apparent that the surface tension minimum corresponds to a maximum in 
the number of adsorbed molecules. The physical processes causing the 
maximum may be envisaged as follows. At high pH there is no 
precipitate and essentially all surfactant molecules, both in solution 
and on the surface, are ionised. Increasing the pH further can there-
fore have no effect and the curves of Figs~ 10.l and 10.2 start out 
level. As the pH is lowered the adsorption excess increases partly 
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Fig. 10.2: Normalised monolayer density 
pH for 0. 2 and 1. 6 x 10- 3 molar inert 
(rs + rs l as a function of ao RH R- . 
cation concentration (upper 
and lower curves respectively). For clarity only the results 
obtained using the van der Waals model have been plotted. Those 
from the constant cohesion isotherm are about 7% lower up to the 
solubility edge. The discrepancy then decreases till at pH 11 it 
is about 2%. 
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because , as Finch and Smith 5 point out, the proportion of neutral 
surfactant in solution increases. However, at the same time the 
ionisation of the monolayer also decreases. Hence the surface 
potential falls and so an increasing proportion of the ions are also 
able to adsorb on to the surface. When the solubility edge is reached, 
however, a p recipitate begins to form and thenceforth the 
concentration of neutrals remains fixed while that of the ions 
decreases as these are neutralised and precipitate out. Although the 
surface potential continues to decrease the concentration of ions 
decreases sufficiently rapidly to bring about a reduction in the 
number of adsorbed molecules. The action of the surface potential 
also explains why y is lower for the higher salt concentration - the 
potential for a given charge is lower and so more ionised surfactant 
molecules can adsorb as Fig. 10.2 shows. For the same reason there is 
a reduction in the double layer contribution which acts to raise the 
surface tension as the pH is raised because the activity of the 
positively adsorbed species is decreased. Thus although both curves 
begin at the same value at low pH that for high salt is soon the lower 
of the two. 
10.2 THE AIR-WATER INTERFACE WITH OIL RESERVOIR 
The modifications caused by the presence of an oil reservoir will 
now be examined. The total amount of surfactant in the system may be 
· sufficiently large for there to be a precipitate in the water at low 
pH. In this case the calculation up to the solubility edge proceeds 
as describe d in §10.1. For pH>pH, howeve r, equation (8.5) is 
s 
replaced by its counterpart (8.35). 
K 
s If the amount of surfactant C is less than (1+8), the initial 
K 
a 
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concentration of surfactant in the water is less than the saturation 
value and soy at low pH will not be given by y 0 - TT • In this case, eq 
therefore, the low pH form of the adsorption equation (9.33) or (9.16) 
is used to calculate the area per molecule in the monolayer from the 
known surfactant concentration CRH" This is then substituted into the 
isotherm (9.28) or (9.27) to give the initial value of TT . The results 
presented here were calculated from the equations of §9.2 
corresponding to the constant cohesion isotherm. Experimental 
variables were chosen to cover the range of interesting behaviour. 
However, very large values of the effective volume ratio 8 could not 
be used because they led to low monolayer densities for which the 
adsorption model is inaccurate. 
Figs. 10.3,10.4 give the surface tension and normalised monolayer 
density, a 0 [r;_ +rRH] at a fixed value of 8 for a series of 
concentrations. For this 8 there will be no precipitate for C values 
less than about 7 .5 x 10- 5 M. As anticipated in the discussion of §8.2, 
there is nevertheless still a rru.nimurn in the surface tension. The 
minimum is smooth because it does not occur at the transition between 
two pH ranges characterised by different solution chemistry. Its 
physical origin however is much the same as in the presence of 
precipitate . The oil acts as a reservoir, maintaining the 
concentration of neutral species in the aqueous phase in the face of 
increasing conversion to -the ionised form. 
-s Consider the case C = 2. 5 x 10 M. At low pH the concentration of 
neutral surfactant in the water is 8. 3 x 10- 9 , i.e. C/3000 , and that of 
the dissociated form essentially zero. At pH 7.5 the concentration of 
-9 the former has fallen onlv to 7. 5 x 10 while that of t he latter has 
..L 
risen to 2. 6 x 10- 6 • This increase in the total conce ntration of 
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Fig. 10.3: Surface tension variation at 0.2 molar M+ ions for 
1 + 8 = 3000 and various oleate concentrations: a, C = 2. 5 x 10- 5 ; 
-5 -5 -4 -4 b, C = 5 x 10 ; c, C = 9 x 10 ; d, c = 1. 5 x 10 ; e , C = 2. 5 x 10 . 
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Fig. 10. 4: Normalised monolayer density a 0 (r~ + r;-] as a function of 
pH at 0. 2 molar M+ for 1 + 8 = 3000 and various oleate 
concentrations: 
-4 d, C = 1. 5 x 10 ; 
-s -s 
a, C=2.5 X l0 ; b, C=5 X l0 ; 
e, C = 2. 5 x 10- 4·• 
-5 
c, C = 9 x 10 ; 
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surfactant in the water results in rising adsorption (Fig. 10.4) and a 
lowering of the surface tension. The surfactant in the water now 
accounts for about 10% of the total so that as the pH is increased 
further the reservoir starts to become depleted and the concentration 
of neutral species drops rapidly. Although the aqueous concentration 
of surfactant continues to increase, ionised species cannot remain in 
the monolayer against the increasing surface potential. Desorption 
takes place as indicated by Fig. 10.4 and y rises. For a higher total 
amount of surfactant (C = 5 x 10- 5 M) the initial adsorption is greater 
and so the surface tension at low pH is lower. 
For the largest three concentrations a precipitate is present 
initially. This fixes the aqueous concentration of neutral surfactant 
and implies that that of the ionised species is independent of the 
total amount of surfactant (see equation (8.4)). With the solution 
chemistry thereby determined, the results for these concentrations 
must lie on a common curve below their respective solubility edges. A 
final feature of interest is that for C = 9 x 10- 5 the surface tension 
continues to decrease after the solubility edge (pH = 7. 72) , there 
s 
being enough surfactant left in the oil (about 84% of the total) for 
it to continue acting as a reservoir. For C = 1. 5 x 10- 4 , on the other 
hand, only about half remains in the oil at the solubility edge and so 
the surface tension rises immediately. 
In Figs. 10.5,10.6 are plotted results for a fixed total amount 
of surfactant (C = 5 x 10- 5 M) and varying 8. For the given value of C 
precipitates will occur if 8 is less than about 2000. Cusped minima 
are therefore observed for the lowest two values of this parameter. 
The higher the value of 8, the greater the effective oil volume and 
hence the lower the initial concentration of surfactant in eithe r 
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Fig. 10.5: Surface tension variation at 0.2 molar M+ ions for oleate 
concentration C = 5 x 10- 5 molar and various values of 8: a, 
1 + 8 = 7000 i b 1 1 + 8 = 5000 i C 1 1 + 8 = 3000 i d, 1 + e = 1000 i e 1 
1 + 8 = 100. Curve e is virtually indistinguishable from that 
obtained in the absence of oil. 
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Fig. 10. 6: Normalised monolayer density a 0 (r:.i + r;-) versus pH at 
O. 2 molar M + for c = 5 x 10- 5 and various values of 8: 
a, 1+8=7000; b, 1+8=5000; c, 1+8=3000; d, 1+8=1000; 
e , 1 + 8. = 100. 
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phase. So the starting values for y increase with 8. At high pH 
however the surfactant is essentially all in the water and completely 
ionised. The oil then no longer affects the solution chemistry and so 
the curves for different values of 8 merge. 
As 8 increases the position of the minimum shifts to higher pH. 
The oil volume is greater and therefore contains a greater proportion 
of the surfactant. It can thus continue to act as a reservoir up to 
higher pH values. It is also apparent that the minimum becomes more 
shallow suggesting that for sufficiently high 8 the surface tension 
decreases monotonically and levels out at high pH. 
10.3 THE OIL-WATER INTERFACE 
For this interface the calculation is similar to that for the 
air-water interface in the presence of an oil reservoir. However, the 
adsorption equations of §9.3 are used and, in determining the initial 
interfacial tension the surface pressure calculated from the isotherms 
. o/w 2 (9.37) or (9.39) is subtracted from Y0 =51.0 erg/cm. 
Fig. 10.7 gives the surface tension variation for the two 
isotherms of §9.3 for parameters similar to those of Figs. 10.3-10.6. 
It is immediately obvious that the extra attractive interaction 
provided by the oil molecules in the monolayer greatly lowers the 
surface tension. Indeed for moderate and high pH the calculated value 
for y is actually negative. 
Spontaneous emulsification has been observed 6 in oleic acid-
paraffin oil mixtures in dilute alkali. Prior to emulsification, very 
low values of interfacial tension are recorded. The model developed 
in Chapters 8 and 9 does not embody the thermodynamics of the 
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Fig. 10.7: Variation in interfacial tension at the oil-water boundary 
for C = 2. 5 x 10- 5 , 1 + 8 = 5000 and 0. 2 molar M+ ions. Curve a is 
obtained using the isotherm equation (9.39), curve b results from 
equation (9.37). 
184 
emulsification process. Results such as Fig. 10.7 can therefore not 
be taken at face value. Ne vertheless they can perhaps be regarded as 
the manifestation, within a simple the oretical model, of the t e ndency 
of the system to emulsify. 
10.4 CONCLUSION 
This part of the thesis has been concerned with the variation of 
surface tension with pH in various systems containing small quantities 
of ionic surfactant. Several conclusions may be drawn. 
Firstly, the comparatively simple model used here is able to 
predict approximately the observed variation in y at the air-water 
interface without invoking the existence of any ion-neutral complexes. 
The effect of such complexes, if present, would be twofold. Firstly, 
since the y are an additional soluble species the solubility edge would 
be shifted to lower pH. Secondly, the dep th of the minimum would b e 
raised or lowered according as the complex was l e ss or more surface 
active than its constituents. In any case their effect would be 
confined to intermediate pH and would not alter the gross features of 
the curve. 
The theory also predicts that minima should be observed in the 
presence of an oil reservoir even when there is no precipitate at low 
pH. Finally, the spontaneous emulsification observed in oil-water-
surfactant systems appears to have a counterpart in the negative 
interfacial tension calculated for the oil-water interface. 
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APPENDIX A 
In this appendix the boundary conditions for the calculation of 
the potential in a colloidal suspension will be discussed in more 
detail than was possible in §2.2. Only the ordered phase will be 
considered and the suspension will be assumed to be surrounded by 
electrolyte extending to infinity on all sides. This idealised 
picture also requires there to be an inert "net" confining the 
suspension to a fixed volume against the electrostatic repulsion 
tending to force the particles ·apart. 
When the suspension is considered as a whole, there is no doubt 
as to the correct boundary conditions to choose. If the potential is 
taken relative to bulk electrolyte these conditions are 
1/J(r) -+ 0 r -+ oo (A.1) 
,..._, 
and 
VljJ (r) -+ o (A. 2) 
,..._, ,..._, 
Thus, at infinity conditions are those of bulk electrolyte. As the 
suspension is approached, a diffuse layer of charge is encountered 
which surrounds it to a depth of the order of a Debye screening length. 
This layer is produced as a result of leakage of charge from around 
nearby colloid particles. Because of this leakage, and the relaxation 
of the lattice structure, the surface layers differ from those beneath. 
Within a few layers, however, conditions characteristic of the 
interior are established. On the surface of each particle condi tions 
(2.6)-(2.8) hold and the boundary value problem is thus completely 
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defined. Needless to say, the calculation of the potential cannot be 
carried out to this level of detail. Nor should it need to be. For 
the diffuse charge and the different conditions prevailing in the 
first few layers will have no effect on the properties of the 
suspension provided its dimensions are large compared with the 
screening length. It should therefore be sufficient to consider a 
single particle in the interior, but the boundary conditions are then 
not completely obvious. 
In the ordered phase, the colloid particles occupy the sites of a 
regular lattice which appears to be either body- or face-centred 
cubic 1 depending on the volume fraction. With each particle may be 
associated a portion of the suspension - that lying inside the Wigner-
Seitz cell 2 centred at the lattice site. The potential need be 
calculated for only one of these. Scaling considerations show that 
they must be electrically neutral, at least in the interior of the 
suspension. For, suppose this were not the case. Then the charge in 
each would be the same since they are all identical. The resultant 
interior charge would be neutralised by that in the surface layers and 
in the diffuse layer outside. In a suspension twice the size there 
would be eight times the former charge but only four times the latter 
since the depth of these layers would be the same. Scaling up the 
suspension should not alter conditions in the interior cells, so one 
is led to the conclusion that these are neutral. This reasoning 
assumes, of course, that no separation of charge occurs to make the 
cells distinguishable. Conceivably, cells with small positive and 
negative charges could alternate in such a way as to make· the interior 
neutral as a whole. A similar separation of charge occurs in ferro-
electric ordering 3 where it is energetically favoured. For colloidal 
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systems it is presumably to be ruled out because the entrop y of t he 
electrolyte ions would be lower than for a more uniform charge 
distribution. 
From charge neutrality it follows that the inte gral of the normal 
d e rivative of the potential over the boundary of the Wigne r-Se itz c e ll 
is zero. However this does not constitute a sufficient condition to 
dete rmine a solution for the cell potential. The the ory of elliptic 
partial differential equations 4 shows that for this it is necessary to 
specify a value for the potential or its normal derivative, or some 
combination of the two, at each point on the boundary. In view of the 
charge neutrality it is natural to suppose that the normal derivative 
is zero everywhere on the cell wall. It is clear that this must be so 
if the ordered phase has a face-centred cubic structure. For this 
I 
lattice is unaltered by reflection in any of the planes bounding the 
Wigner-Seitz cell. Combined with translational invariance, this is 
sufficient to e~sure that the variation in the potential along any 
lattice vector has a turning point at the cell wall. The body-centred 
cubic structure, on the other hand does not have the required 
r e flection invariance as Fig. A.l shows. In this case other boundary 
conditions cannot be ruled out, though the following considerations 
suggest that they are unlikely. Suppose a solution of the Poisson-
Boltzmann equation (2.4) is found, satisfying all symme try require-
ments but some other boundary conditions. It would minimise the free 
energy of the system but the minimum would not be the "global" one 
over all of the configuration space but only "local". For, a 
characteristic of this solution would be the segregation of charge 
within the cell into positive and negative domains. Such a charge 
distribution would have a higher energy and lower e n tropy t han t he 
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Fig. A.l: A cell in_ the body-centred cubic lattice. The dotted lines 
lie in the plane half way between, and perpendicular to the line 
joining the central particle A to the one at the corner B. This 
plane intersects the cube in the triangle shown. Clearly corner 
particle C would not be mapped into any other particle in the 
lattice under a reflection in this plane. 
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more uniform distribution corresponding to the lowest minimum of free 
energy. 
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APPENDIX B 
This appendix considers the integration of the spherically 
symmetric Poisson-Boltzmann equation for the potential around a 
colloid particle. Its purpose is to establish the effect of the 
initial value on the behaviour of the potential in regard to the 
boundary condition on the particle. At the same time the analysis 
will lead to bounds on the starting value in a number of different 
situations. Such bounds are quit~ useful in numerical work. The 
notation will be that of §2.2. 
The equation to be solved is 
For the boundary condition on the surface of the particle, three 
possibilities will be considered: 
(i) constant potential 
l/J (a) = constant 
(ii) constant charge, equivalent to 
dlp 
dr 
a 
= constant 
(iii) charge regulation 
dl/J 
dr 
C 
H 
+ - -
K 
a 
(B .1) 
(B.2) 
(B. 3) 
(B. 4 ) 
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Suppose now that W ,W are two solutions of (B.l) such that for 
1 2 
some r 
W2 (r) < W 1 (r) < 0 (B. 5) 
and 
aw2 awl 
~ ~ 0 • dr dr (B. 6) 
r r 
Because of (B. 6) , (B. 5) holds also at a point r - or, slightly closer 
a2w a2w 
to the particle. Furthermore, from (B.1) 2 < 1 < 0 so (B.6) 
dr 2 dr 2 r r 
will hold at r - or also. Thus by induction conditions (B. 5) and (B. 6) 
will hold throughout the integration if they apply at the start. This 
is the case if the boundary condition at the beginning of the 
integration (r = R) is dW = 0 as it is for the Wigner-Seitz dr R 
approximation in the cell model of Chapter 2. The same is true if the 
boundary condition at the start is provided by matching to a linear 
solution as is done in the isolated-sphere approximation. For then 
aw2 awl 
aw d = -W (R) (K + 1/R) and so 
r R dr R 
> dr 
R 
Thus at the surface of the particle 
(B. 7) 
and 
> (B. 8) 
a a 
Consider a situation in which the boundary condition on the particle 
is (B.2). The result (B.7) shows that if W1 (R) leads to a solution 
with a surface potential that is too low the same will be even more so 
for W2 (R). Thus the difference between the surface potential obtained 
and the prescribed value is a monotonic function of W(R) as long as 
W(R) < 0 and aw ~ 0. From (B.8) it is evident that an analogous dr 
R 
conclusion holds for the boundary condition (B.3). Lastly, it is also 
true in the important case of charge regulation: if for W1 the left 
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hand side of (B.4) is greater than the right hand side, the same will 
be true to an even greater degree for W. This monotonicity property 
2 
is helpful in the refinement of initial guesses for W(R) as indicated 
in §2.4. 
Consider now the linearised Poisson-Boltzmann equation 
d 2W 2 aw 
--+ --
dr2 r dr 
(B. 9) 
Let w1 be a solution of this equation while W2 is a solution of the 
original (B .1) . Since for x < 0 sinh x < x, the results (B. 7) and (B. 8) 
hold a fortiori in this case. In fact the condition (B.5) can be 
weakened to allow equality of W2 (r) and W1 (r). This leads to the 
following result. If W2 (R) ~ W1 (R) and W1 satisfies the boundary 
condition (B.2) then for ~ 1 the surface potential will be higher (less 
negative than the prescribed value). Therefore the linear solution 
satisfying (B.2) must start at a more negative value than the non-
linear solution satisfying the same condition. A similar conclusion 
is true for the other boundary conditions (B.3) and (B.4). A lower 
bound on the correct starting value is therefore given by that for the 
linear solution. This is readily calculated since (B.9) can be solved 
analytically in terms of elementary functions. 
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APPENDIX C 
One of the quantities of interest in the study of colloidal 
suspensions is the osmotic pressure, i.e. the excess pressure needed 
to prevent it from expanding to fill the available volume. 
Theoretical analyses typically begin with a calculation of the 
electric potential as a function of position, from which other 
properties are then obtained. In this appendix two different ways of 
deriving the osmotic pressure in an ordered suspension will be 
presented. The first is quite general, while the second is applicable 
only to less concentrated dispersions in which the particles may be 
assumed to interact via two-body forces. 
Before this is done it is helpful to examine the concept of 
pressure in ordered systems. Consider first the simpler case of a 
crystalline solid. On a macroscopic level, forces in such a solid are 
described most naturally in terms of a stress tensor 1 0(r). This is 
~,...._, 
defined so that, if dS is an element of area at r with normal pointing 
,...._, 
in the j'th direction, 0 .. (r) dS is the i'th component of the force lJ ,..,_, 
exerted on dS by the half- space into which the normal points. There-
fore the pressure - r _egarded as the normal force across a unit area -
depends both on its location and orientation. In the absence of "body 
forces" such as gravity, the condition for mechanical equilibrium in 
the solid is that V•a be zero at every point. If the solid were 
,...._,~ 
isotropic then 0 = -pU where p is the local pressure and U the unit 
~ ~ ~ 
tensor. In this case the equilibrium condition would reduce to the 
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more familiar Vp = 0. 
Of course, even for an anisotropic, non-uniform me dium a thermo-
dynamic pressure can always be defined. If the system is given as 
having N. particles of type i in a volume Vat temp erature r one can 
i 
do this by considering a canonical ensemble which samp les all shapes 
with the specified volume. In elasticity theory, however, one often 
wishes to deal with a solid in a particular state of deformation as a 
result of the action of certain forces upon it. It is not always 
possible to associate a pressure with this state. An attempt to 
calculate one using the principle of virtual work may fail because the 
work performed in an infinitesimal compression depends on how this is 
done as well as on the initial distribution of strain in the crystal. 
One can of course prepare a situation in which the pressure is 
unambiguous - the solid can be immersed in a fluid at pressure p, for 
example. In this case the strain is uniform throughout the solid and 
the stress is a pure compression o = ·-pU. The principle of virtual 
~ ~ 
work would yield the obvious result that the pressure in the solid is 
just that in the fluid. 
Similar considerations apply to the ordered phase of a colloidal 
suspension which behaves in some respects as a liquid crystal. On the 
level of individual Wigner-Seitz cells, its flow behaviour is governed 
by a stress tensor which is neither uniform nor isotropic. For a 
static suspension this takes the form: 
N 
o (r) 
~"' 
-~ C. (r) kT A 
10 3 
u 
l "' ,..._, ,..._, ionic species l 
+ 
E: [E (r) E (r) 1 U] - - 2 ~(~) ·t(£) 4TT "-' ,...._ ,....._, "-' "' I ,..._, (C .1) 
where E(r) is the electric field at a point r. The first term on the 
,.._., "' ,.._., 
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right is the contribution from the kinetic energy of the ions 
considered as forming an ideal solution in a dielectric continuum. 
The second and third terms represent the electrostatic stress 2 in the 
same approximation. Since there are no terms involving the elastic 
properties of the colloid particles these are assumed to be rigid by 
comparison with the electrolyte. This form for O is consistent with 
~ 
the use of the Poisson-Boltzmann equation to determine the potential. 
In fact, a consequence of this equation is that 'V•o = 0 so the 
,..__,~ 
suspension is in mechanical equilibrium as it should be. 
On a larger scale the suspension appears to be a uniform liquid 
crystal. Under normal laboratory conditions it is in a state of pure 
hydrostatic stress of magnitude p+IT where pis the pressure of the 
surrounding electrolyte and IT the osmotic pressure provided by the 
semi-permeable membrane containing the suspension. By considering an 
infinitesimal compression under the action of this uniform stress, the 
pressure in the suspension can be related to the potential in the 
Wigner-Seitz cell. Such a method of calculating IT using the stress 
tensor is particularly appealing. Being based on simple mechanical 
* 
concepts, it averts treacherous thermodynamic arguments having to do 
with free energies. 
Since the macroscopic stress is uniform so must be the 
infinitesimal compression - it must not distort the shape of the cell 
but merely confine the electrolyte ions to a smaller volume around the 
incompressible colloid particle. Since the suspension is made up of 
identical cells, it is sufficient to consider the work done on one. 
Now the forces acting on the matter inside a cell can be reduced to a 
* To which the many turgid works on the subject to be found in the 
literature pay more than adequate tribute. 
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2 force applied to its surface. Thus the work of compression is just 
that done in displacing this surface. An element dS located at r is 
,...., 
displaced a distance - or, where o is a small quantity. This takes 
,...., 
place under the action of a force G(r) •n dS where n is the unit out-
~,..._, ,......., 
ward normal at r. The movement therefore contributes an amount of 
,...., 
work -or•G(r)•n dS and so the total work done is 
,......., ~ ~ ,......., 
t:,w = J -Or •o (r) •n as 
W-S cell ,...., ~,...., ,...., 
(C. 2) 
The associated volume change 6Vcell is -3oVcell where Vcell is the 
volume of the Wigner - Seitz cell. The pressure in the suspension is 
therefore given by 
p+II = 1 J -r•G(r) •n dS 3Vcell W-S cell ,...., ~,...., ,...., (C. 3) 
On the wall of the Wigner-Seitz cell E •n = 0 because of the 
,...., ,...., 
boundary condition (2.9) so the middle term on the right in equation 
(C.l) does not figure in CT•n. As a result this vector is directed 
~,...., 
along -n and (C . 3) can be rewritten as 
,...., 
p+II 1 J -;::g(~) -~ ,:s·~ as 
cell W-S cell 
(C. 4) 
For some lattices, e.g. the face-centred cubic, the distance from the 
lattice point to each face of the Wigner-Seitz cell is the same. In 
these cases if the origin of coordinates is taken at the lattice site 
r•n is constant over the surface of the cell and {C.4) assumes the 
,...., ,.._, 
physically intuitive form: 
p+II 1 J -n • o ( r) • n as , 
scell w-s cell ,...., ~,...., ,...., 
(C. 5) 
where Scell is the surface area of the cell. That is, the pressure is 
the average over the surface of the normal inward-acting stress. 
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In the model used here for the electrolyte p is given by 
N 
LC. kT A are bulk concentrations. the final -- where C. ionic So 
l 10 3 l l 
expression for the osmotic pressure is 
II = 1 J 
N 
A 
-r•o(r)•n dS-L c. kT 
,...__, ~ ,...__, ,...__, l i 103 (C.6) 
cell W-S cell 
It was stated earlier that another form for II can be obtained by 
assuming that the colloid particles interact via two-body forces only. 
As discussed in Chapter 5 it is possible to regard the suspension as a 
one-component system of particles in a vacuum, the effects of the 
electrolyte being incorporated into the interaction energy. The 
osmotic pressure which is to be calculated is just the pressure in 
this one-component model. Now under certain conditions the 
configurational energy of the system can be approximated by the sum of 
pairwise interactions. If this is the case the pressure can be 
obtained from a standard result 3 of statistical mechanics: 
1 JI I du(s) II = pkT - - r - r 6V ,...__,l "'2 ds P ( 2 ) ( r , r ) dV dV , I . I ,...__,1 ,...__,2 1 2 r -r ,...._,1 ---..,2 
(C. 7) 
where pis the number density of colloid particles, u(s) the potential 
energy due to the interaction between two such particles separated by 
(2) 
a distances and p (:::,
1
,:::,
2
) is the pair distribution function. As 
normally defined p( 2 ) (~
1
,s) dV
1
dV
2 
is the probability of finding a 
particle in a volume element dV 1 located at ~ 1 and another in dV2 at 
S· The integration in equation (C.7) extends over the volume V of 
the suspension for each of the variables r and r. 
,...__, 1 ,...__, 2 
In the analysis of the ordered phase, the particles are regarded 
as fixed at the lattice sites. The corresponding pair distribution 
function is give n by 
(C. 8) 
1 9 9 
where R. is the vector defining site i in the lattice and o here 
.......,1 
denotes the delta function. The summations extend over all lattice 
sites in the suspension. Substituting this formula in (C.7) leads to 
TI = pkT - J:_ L L 6V . . -+. 
J lrJ 
IR . -R. I du(s) 
.......,1 ""'] ds (C. 9) 
IR.-R . , .......,l ""'] 
The terms in the sum over j are all identical except when the lattice 
point R. is near the boundary of the suspension. But such cases make 
.......,J 
a negligible contribution to the sum in the limit of large volumes and 
so 
TI pkT - !_ p L IR - R. I du (s) 6 "-il J _ds 
J IR -R.1 
'"'-0 ""'] 
' 
(C.10) 
where R is any lattice point in the interior of the suspension and 
'"'-0 
the sum includes all other points. Equation (C.10) is strictly 
correct only when the particles interact in pairs. For colloidal 
suspensions this is true only under conditions in which the 
interaction is also short-range. In this situation the sum in (C.10) 
should be restricted to nearest neighbours and so the final form for 
the osmotic pressure becomes 
TI = 
1 du (s) pkT - - p Nd 
6 ds ' 
( C .11) 
d 
where N is the number of nearest neighbours and d their distance. 
The first term on the right in this formula deserves some comment. 
It represents a contribution to the pressure from the kinetic energy 
of the colloid particles themselves. There is no corresponding term 
in the earlier expression for TI (C.6) since this was derived assuming 
a static lattice ab initio. The same approximation has of course been 
made in obtaining the formula above, but it is introduced only at a 
20 0 
(2) later stage with the use of equation (C.8) for p (E_1 ,E_2 ). Now the 
colloid particles are generally far fewer in number than the ions, so 
the latter provide the dominant contribution to the pressure in the 
suspension. However it is only the excess pressure of ions in the 
suspension over those in the bulk which enters into TI. Thus in the 
second term of (C.11) the pressure of bulk electrolyte has in effect 
been subtracted , and the result may not always be large compared with 
the particle contribution. The first term will therefore be retained 
and its magnitude will provide some indication of the error incurred 
in calculating osmotic pressures using a static lattice approximation. 
Finally, to calculate TI from (C.11) one must obtain an expression 
for the interaction energy u(s) in terms of the electric potential. 
Over the years, a great deal of effort has been lavished on this most 
important problem, as documented by, for example, Honig and Mul 4 and 
Bell et al. 5 In the latter work it is shown that a reasonably 
accurate form for u(s) may be obtained by a linear superposition 
du(s) b 
approximation. The force between the two spheres, - ds , can e 
written as an integral of the electrostatic stress tensor over the 
midplane. The potential which enters into the integrand is then 
approximated by the sum of the asymptotic form of two non-linear, 
isolated-sphere solutions. Finally, one arrives at the following 
formula for u(s): 
u(s) KR R -K(s-R) e -e 
s I 
(C.12) 
where as usual K is the inverse screening length and R is some point 
in the asymptotic regime, i.e. KR>>l. As far as the present work is 
concerned, (C.12) has the additional advantage that it makes use of 
the three-dimensional, non-linear solution already obtained by the 
method of Chapter 2. 
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EPILOGUE 
Cela est bien <lit, r e pondit Candide , mais il 
faut cultiver notre jardin. 
Voltaire , C0J1,dide 
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