Introduction
Spherical panoramic images (see Fig. 1 ) are becoming easy to acquire with available fish-eye lenses and commercially available stitching software (e.g. PTGui 1 ). They provide a complete 360x180 degrees view of the environment. An interesting application of spherical panoramas is indoor navigation and exploration. By taking a set of panoramas in a specific location and placing them on the map of that location, we can easily navigate through the place by going from one panorama to the other, in a similar fashion that Google Street View allows navigation of outdoor panoramas 2 .
In this work we explore the problem of automatically estimating the relative pose of a set of uncalibrated spherical panoramas. Our algorithm takes in the panoramas of a particular place (~9 images), and produces an estimate of the location and orientation of each panorama relative to a designated reference panorama. There is no other information available besides the visual content e.g. no GPS or depth 1 www.ptgui.com 2 maps.google.com Since the cameras are uncalibrated, we can only estimate the relative pose up to some global scale. However, obtaining the relative pose is sufficient for the purpose of visual exploration of the place, since what matters is the relative placement of the panoramas which provides a way to connect and navigate through them.
There has been considerable previous work on automatic pose estimation from sets of images. It can be divided into two categories, depending on the nature of the image collection: (1) video sequences [2, 19, 6] , and (2) unordered collections of images [14, 15, 16, 9, 1] . In video sequences, there is no ambiguity about which images to use for pose estimation, and it is usually assumed that the motion between successive frames is small. On the other hand, in unordered image collections, the choice of image pairs and triplets is much harder, since there is usually no apriori knowledge of which images depict similar content.
We provide the following contributions:
1. We present a novel algorithm to automatically estimate the relative pose of a set of uncalibrated unordered spherical panoramas. The algorithm produces excellent results on eight of the nine image sets tested. 2. We present a dataset of 9 sets of panoramas, each with 9 images. We also present a tool that allows manual annotation of point correspondences between pairs of images, together with the ground annotations used to quantitatively evaluate our algorithm. This allows easy and objective comparison for different approaches and can serve as a benchmark tool. 3. We present a thorough study of various parameters of the algorithm, namely feature detectors, image projections, and triplet pose estimation.
Motion Model and Pose Estimation

Camera and Motion Models
In this work we take as input spherical panoramas, and therefore we work with spherical camera models [18] , see Fig. 1 . The eye is at the center of the unit sphere, and pixels on the panoramic image correspond directly to points in the camera frame on the unit sphere. Let {I} = {u, v} be the image coordinate frame, with u going horizontally and v vertically. Let (u, v) define a pixel on the image, then (θ , φ ) define the spherical coordinates of the corresponding point on the unit sphere where θ = W −2u
The camera frame {C} = {x, y, z} is at the center of the sphere, with the X-axis pointing forward (θ = 0), the Y-axis pointing left (θ = π 2 ), and the Z-axis pointing upwards (φ = π 2 ). Given (θ , φ ) coordinates of a point on the unit sphere, we can easily get its coordinates in the camera frame as: x = cos φ cos θ , y = cos φ sin θ , z = sin φ .
We assume a planar motion model for the cameras i.e. all the camera frames lie on the same plane. This is a reasonable assumption because: (a) we are only interested in building a planar relative map of the image set, (b) this helps reduce the number of degrees of freedom significantly and hence increases the robustness of pose estimates, and (c) the images were actually acquired using a tripod at the same height, which is the typical setting for acquiring spherical This represents a projection of the camera frames on the X-Y plane. We assume a planar motion between cameras 1 & 2, and we wish to estimate the direction of motion β and the relative rotation α. We can not estimate the scale s given only two cameras. Right: Two-View Geometry. Point P is viewed in the two cameras as p ′ and p ′′ . The epipolar constraint is p ′T E p ′′ = 0.
panoramas that are made up of several fish-eye wide fieldof-view images.
Pose Estimation
Given two camera frames, we want to estimate two motion parameters: the direction of motion β and the relative rotation α (see Fig. 2 ). Since the cameras are uncalibrated, we can not estimate the scale of translation s between the two cameras. Define the camera poses M 1 = {I, 0} and M 2 = {R, st} such that the first camera frame is at the origin of a fixed world frame and the second camera frame is described by a 3 × 3 rotation matrix R and a 3 × 1 unit translation vector t and scale s. Given a point P that is visible from both cameras and that has coordinates p ′ and p ′′ in the first and second cameras, we can relate them by p ′ = Rp ′′ + st, which means that the three vectors p ′ , Rp ′′ , and st are coplanar, similar to the epipolar constraint in planar pinhole cameras (see Fig. 2 ). It follows that [7, 17] 
where E is the essential matrix defined by
. Since we are assuming planar motion, we have the following forms for R and t 
By writing eq. 1 in terms of the entries of E, we can solve for the four unknowns in eq. 2 using least squares minimization to obtain an estimateÊ [10, 18, 7] . FromÊ we can extract the rotation matrix R (and α) and the unit translation vector t (and β ), see [8, 7] for details. Since E is defined only up to scale, we need at least 3 corresponding points to estimate the four entries of E. This estimation procedure is then be plugged into a robust estimation scheme (we use RANSAC [5] ) for outlier rejection. In order to be able to estimate the scale of the translation, we need to consider more than two cameras at a time. Given 3 cameras, and assuming planar motion, we can estimate 5 motion parameters (see Fig. 3 ): rotation α 2 and translation direction β 2 for camera 2 relative to camera 1, rotation α 3 and translation direction β 3 for camera 3 relative to camera 1, and the ratio of the translation scales
. Without loss of generality, we can set s 2 = 1 and therefore we can estimate the five parameters α 2 , α 3 , β 2 , β 3 , s 3 . This can be done in at least two ways, given point correspondences in the three cameras: (a) estimating the trifocal tensor T i jk [7, 18] and extracting the five motion parameters from it, or (b) by estimating pair-wise essential matrices E 12 and E 13 which give us α 2 , α 3 , β 2 , β 3 , see Fig. 4 . To obtain the relative scale s 3 we can triangulate a common point P in the two pairs and force its scale in the common camera to be consistent. In particular, considering the pair 1&2, and given the projections p ′ and p ′′ of a common point P on the two cameras, we can compute the coordinates of P in the frames of cameras 1 & 2 as P ′ 2 = p ′ σ 12 and P ′′ = p ′′ σ 2 , respectively. Similarly, considering cameras 2&3, we can compute P ′ 3 = p ′ σ 13 and P ′′′ = p ′′′ σ 3 . Since in camera 1 (the common frame) the two 3D estimates of the same point should be equal i.e. P ′ 2 should be equal to P ′ 3 , we can compute s 3 = σ 12 /σ 13 . We found experimentally that the second approach works better, since there are usually very few correspondences across the three cameras to warrant robust estimate of the trifocal tensor.
Triplets Selection and Pose Propagation
For processing video sequences [2, 19, 6] there is no ambiguity about which triplets to choose. Local features are extracted and matched or tracked [2, 6] in consecutive frames, which usually have lots of common features. In this work, however, the input panoramas can come in any order, and thus we need an efficient and effective way to choose which image pairs and triplets to consider for pose estimation. We have two requirements for selecting good triplets: (a) the pairs in the triplet should have as many common features as possible, (b) every image should be covered by at least one triplet, and (c) every triplet should overlap with at least one other triplet. This ensures that (1) we have enough correspondences for robustly estimating the pose, (2) that all the panoramas are included in the output relative map, and (3) that the scale and pose is propagated correctly as we will show next.
We present a novel algorithm that combines ideas from [6, 14] to identify triplets of images to process satisfying requirements (a)-(c) above. It uses a Minimal Spanning Tree [4] to get image pairs with large number of matching features, which is then used to extract overlapping triplets (see Alg. 1 and Fig. 5 ). The local pose of each triplet is then estimated, and the overlapping property is used to propagate pose and scale from the root of the MST to the leaves, covering all the images (see Alg. 2 and Fig. 6 ). 
Dataset and Experimental Settings
We present a new dataset consisting of 9 sets of spherical panoramas with~9 images each. Each panorama is stitched from 4 wide field-of-view fish-eye images. The images are taken outside, at the door, and inside of each place. We also present an annotation tool and ground truth point correspondences for~100 pairs of images in the dataset, see Fig. 8 . The input spherical panoramas have a resolution of 13312 × 6656 pixels. The manual annotations were used to obtain ground truth pose for the dataset, using Alg. 1 & 2, Algorithm 1 Image Triplets Selection.
1. Local features are computed for every input image. For each such feature, we have both its location in the image and its descriptor used for matching similarity to other features.
A complete weighted matching graph G is computed. The
vertices of the graph are the individual images. The weight of the edges is inversely proportional to the number of putative matching features between the two vertices of the edge. The complete graph of N vertices has N(N − 1)/2 edges, and so for~10 images we have~50 image pairs. The matching is done quickly using Kd-trees to approximately match feature descriptors [11] . We found no loss of performance for using Kd-trees over exhaustive search.
A Minimal Spanning Tree (MST) T (G)
is computed for the graph G. This ensures that every image is covered by exactly one pair and that we have the maximum possible number of matches between the pairs. 4 . Image triplets (i, j, k) are extracted from the MST by connecting every node in the tree to its grandchildren. This satisfies requirement (c) above by having each triplet overlap with at least every other triplet.
which was used to evaluate the different algorithm parameters below.
We explored different parameters of the algorithm and their effect on the quality of the estimated pose, namely:
1. Feature Detector: We used three standard feature detectors: (a) Hessian Affine, (b) Harris Affine, and (c) MSER [12, 13] together with SIFT descriptor [11] . We used the publicly available binaries 3 with the default settings, and extracted features on the full resolution image (or its projection, see below). 2. Panoramic Projection: We used three different To measure the quality of the estimated pose, we compared the motion parameters (see Sec. 2.1) estimated with our algorithm to those using the ground truth annotations. We first evaluated image pairs from the MST, where for each pair we estimate two parameters (see Sec. 2.1). This was used to provide a quick evaluation of what parameters to use, since we can not extract any scale information from pairs. The performance measure is the percentage of the number of pairs that have their motion parameters within certain limits of their ground truth values. We call these "good" pairs, see 
Evaluation Results
Fig . 9 shows the percentage of good pairs for different feature detectors and panoramic projections. Fig. 10 shows the same for good triplets. We note the following:
• We generally achieve excellent estimation results. At least 85% of the pairs are good w.r.t. the strictest thresholds (only 10 • error). At least 75% of the triplets are good w.r.t. the strictest thresholds (only 10 • error for angles and 25% for scale).
• Hessian Affine and MSER detectors are better than Harris Affine, with a slight edge for MSER detector, reaching >95% for pairs and >87% for triplets.
• The cylindrical projection is generally worse than spherical or cubic, specially for estimating triplets. Fig. 11 shows the estimated relative pose for the 9 sets of panoramas for MSER and Cubic projections. The ground truth layout is showed on the left, with the estimation on the right. We see excellent estimation results, except for set 2, which fails miserably. This is because this indoor place has repeated paintings on the wall, and so features get matched to the wrong 3D object, see Fig. 13 . 
