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Abstract
In Section 2 of this paper, the maximum number of real elements possible in a covering group of
C
(n)
2 is determined, and a description of those covering groups in which this maximum is attained is
given. Among these “maximally real” examples is that covering group G of C(n)2 which is generated
by n involutions. For this particular group, the Schur indices of real-valued irreducible characters
of each degree are investigated in Section 4. The main result of this section is a set of recurrence
relations describing the number of absolutely irreducible characters of G of a given degree of each
of three types (non-real-valued and real-valued of index 1 or 2 over R) in terms of related numbers
for the corresponding group on n− 1 generators.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Let p be a prime and let A denote the elementary abelian group of order pn; A∼= C(n)p .
We will say that the group G is a (Schur) covering group of A if the following hold:
(1) |G| = pn+(n2);
(2) G′ =Z(G) is elementary abelian of order p(n2);
(3) G/G′ ∼=A.
If G is such a covering group, generated by {x1, . . . , xn}, then G′ is generated by the(
n
2
)
simple commutators [xi, xj ]1i<jn. Designating a particular covering group of A
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form
x
p
k =
∏
1i<jn
[xi, xj ]aijk , 0 aijk < p for each i, j. (1)
This choice on generators determines the “pth power map” φ :G→G′, defined by
φ(x)= xp, ∀x ∈G.
In the case p = 2, which will be the one of interest in this paper, we will refer to φ as the
squaring map. The pth power map may be chosen arbitrarily in (1), although of course
different choices need not produce non-isomorphic covering groups.
If p is an odd prime, it follows easily from the centrality of G′ in G that the pth power
map on G is a group homomorphism. Thus, by setting xpi = 1 for i = 1, . . . , n in 1, we
may produce a covering group of C(n)p having exponent p. If p = 2 however and x and y
are elements of a covering group of C(n)2 , then
(xy)2 = x2y2[y, x], where [y, x] = y−1x−1yx,
so the squaring map is not a group homomorphism. Provided n 2, all covering groups of
C
(n)
2 have exponent 4.
Since the centralizer of a non-central element x of a covering group G of C(n)p is just
〈x,G′〉 which has index pn−1 in G, the number of conjugacy classes in G is
p(
n
2) +p(n2)−n+1(pn − 1).
In this paper we will be interested in the Schur indices of irreducible complex characters
of covering groups of elementary abelian 2-groups. Let χ be an irreducible complex
character of G, where G is a covering group of C(n)p . If p is odd then χ has Schur index 1.
If p = 2 then, since G has exponent 4, χ can be realized over the field Q(i), where i is
a complex square root of −1. Possibilities for Q(χ) are Q(i) and Q, and if χ is rational-
valued its Schur index is 1 or 2.
Since χ(1)2  [G : Z(G)] = pn (see [2]), possible values for the degree of χ are
1,p, . . . ,pn/2. In 1931, Frucht [1] computed the number of equivalence classes of
complex irreducible projective representations of C(n)p of every possible degree. His result
translates directly into the statement that for r = 1, . . . , n/2, the number of irreducible
complex characters of degree pr of a covering group of C(n)p is
pn−3r+r2 (p
n − 1)(pn−1 − 1) . . . (pn−2r+1 − 1)
(p2 − 1)(p4 − 1) . . . (p2r − 1) .
This number does not depend on the isomorphism type of G, and that it should not will
become apparent in Section 3 when we consider the restriction of an irreducible character
to the commutator subgroup.
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paper is to consider how many irreducible complex characters of a given degree of such a
group are real-valued, and of these, how many can be realized over R. It is apparent from
consideration of the case n = 2 that the answers to these questions depend on the choice
of covering group. The dihedral and quaternion groups of order 8 are both covering groups
for C2 ×C2, and each has one absolutely irreducible character of degree 2. This character
has Schur index 1 in the case of D8, and index 2 in the case of Q8.
In Section 2 we calculate the maximum possible number of real-valued complex
irreducible characters of a covering group of C(n)2 , and give a full description of those
groups in which this maximum is attained. A consequence of the results in this section
is the statement that D8 and Q8 are exceptional among covering groups of (non-cyclic)
elementary abelian 2-groups, in having all their characters real-valued. In Section 4 we
consider the special case of that covering group G of C(n)2 which is generated by n
involutions. Not surprisingly, this group is one possessing the “maximally real” property
mentioned above and discussed in detail in Section 2; it is exceptional even among these
groups as it is the only one containing non-central involutions. The main result of Section 4
is a set of recurrence relations which describe the numbers of real-valued irreducible
characters of a given degree of G which are: (i) real-valued of Schur index 1, (ii) real-
valued of Schur index 2, and (iii) not real-valued, in terms of related numbers for the
corresponding covering group of C(n−1)2 .
We conclude Section 1 with some observations which will be used throughout without
further comment.
Let G be a covering group of C(n)2 and let x and y be elements of G. The symbol [x, y]
will denote the commutator x−1y−1xy . However, it follows from the centrality of G′ in G
and the fact that the square of every element of G is central that
[x, y] = [x−1, y−1]= [y, x] = [y−1, x−1].
From the centrality of G′ we also deduce the following relations among commutators in G:
[x, y][x, z] = [x, yz] and [x, y][z, y] = [xz, y], ∀x, y, z ∈G.
We will say that B is a basis forG if B is a generating set forG consisting of n elements.
In this case {bG′: b ∈ B} and {[b, b′]: b, b′ ∈ B]} are bases for G/G′ and G′, respectively,
as vector spaces over F2. These abelian groups will be considered as vector spaces in
Sections 2 and 3.
Finally, if ψ is an irreducible complex character of any finite group G, the Frobenius–
Schur indicator ν(ψ) of ψ is defined by
ν(ψ)= 1|G|
∑
g∈G
ψ
(
g2
)
.
There are only three possible values for ν(ψ), namely 0, 1, and −1. Furthermore, ν(ψ)= 0
if and only if ψ assumes imaginary values on G. If ψ is real-valued then ν(ψ)= 1 if ψ can
be realized over R and ν(ψ)=−1 otherwise (the details can be found in [2, Chapter 4]).
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2. Real elements in covering groups of C(n)2
In this section the maximum possible number of real-valued irreducible complex
characters of a covering group of C(n)2 is determined, and a description of those covering
groups in which this maximum is attained is given. We begin with some definitions and
remarks relating to finite groups in general.
An element g of a finite group G is called real if g−1 = h−1gh for some h ∈G. In this
case
ψ(g)=ψ(h−1gh)=ψ(g−1)=ψ(g)
for any complex character ψ of G, so all complex characters of G take real values on g.
We note that the condition
g−1 = h−1gh
is equivalent to
g2 = h−1g−1hg = [h,g],
so we might define an element g of G to be real if g2 = [h,g] for some h ∈G. It is easily
seen that if x ∈G is real, then so is every conjugate of x in G, so one may discuss the real
conjugacy classes of G. The number of real-valued irreducible complex characters of G is
equal to the number of real classes, and in particular all characters of G are real-valued if
and only if every element of G is real.
Throughout the remainder of this section G will denote a covering group of C(n)2 unless
stated otherwise. If x is a real element of G then it follows from the centrality of G′ in G
that every element of xG′ is also real. Thus the set of real elements of G is a union of cosets
of G′, and includes G′ itself. The following are two characterizations of real elements of
G which may be of some interest in their own right and will be relevant later.
Lemma 2.1. An element of G is real if and only if it can be written as the product of two
elements having the same square.
Proof. First, suppose x2 = y2 = r for some x, y ∈G. Then
(xy)2 = x2y2[x, y] = r2[x, y] = [x, y] = [xy, y],
so xy is a real element.
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and since y−1 ∈ yG′ and G′ ⊆Z(G), we have
(
xy−1
)2 = x2y−2[x, y−1]= x2y2[x, y] = [x, y]y2[x, y] = y2.
This proves the result since x = (xy−1)y . ✷
Lemma 2.2. Let x be a noncentral element of G and let N denote the normal closure in G
of 〈x〉. Then G/N is a covering group of C(n−1)2 if and only if x is a real element of G.
Proof. Extend {x} to a basis {x, x2, . . . , xn} for G. First, suppose that x is not real. Then x2
cannot be written in the form [x, y] for any y ∈G, so x2 does not belong to the subgroup
of G′ generated by the elements [x, xi]2in. Thus |N ∩ G′| > 2n−1 and |N | > 2n, so
[G :N] is not the order of a covering group of C(n−1)2 .
However, if x is real then x2 = [x, y] for some y ∈G, so G′ ∩N = 〈[x, x2], . . . , [x, xn]〉
and |N | = 2n. In this case
|G :N | = 2(n2) = 2(n−1)+(n−12 ),
and G/N is a covering group of C(n−1)2 , generated by {x2N, . . . , xnN}. ✷
It follows from Lemma 2.2 that G has a covering group of C(n−1)2 as a homomorphic
image if and only if G contains real elements outside its centre.
We now consider products of real elements in G.
Lemma 2.3. Suppose x1 and x2 are noncentral real elements of G representing different
cosets of G′. Then x1x2 is real if and only if for some y ∈G,
x21 = [x1, y] and x22 = [x2, y].
Proof. Suppose x21 = [x1, y] and x22 = [x2, y] for some y ∈G. Then
(x1x2)
2 = x21x22 [x1, x2] = [x1, y][x2, y][x1, x2] = [x1x2, yx2],
so x1x2 is real.
For the other direction, extend {x1, x2} to a basis B = {x1, x2, . . . , xn} for G. Since
x1 and x2 are real, there exist elements y1 and y2 with x21 = [x1, y1] and x22 = [x2, y2].
Furthermore, since G′ ⊆Z(G), we can assume
y1 =
∏
x
ai
i , where ai = 0 or 1 for i = 1, . . . , n,
y2 =
∏
x
bi
i , where bi = 0 or 1 for i = 1, . . . , n.
Here a1 and b2 may be either 0 or 1, but the remaining ai and bi are fully determined by
the structure of the group G.
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be the linear character of G′ defined by
θ
([x1, xj ])= θ([x2, xj ])=−1, θ([xk, xl])= 1 otherwise for xk, xl ∈ B.
If R is an irreducible representation of G whose character χ satisfies (χ |G′, θ)  1,
then by Clifford’s theorem, χ restricts on G′ to a multiple of θ , since G′ ⊆ Z(G). Since
[x1x2, xi] belongs to ker θ for i = 1, . . . , n, R(x1x2) must be a scalar matrix. However,
θ(x1x2)
2 = θ(x21x22 [x1, x2])=−1,
since [x1, xj ] appears in x21 but [x2, xj ] does not appear in x22 . Thus R(x1x2) is a scalar
matrix of order 4, so χ(x1x2) /∈R and x1x2 is not a real element of G.
The element x1x2 can be real only if ai = bi for i > 2. Assume this and define a1 and
b2 by a1 = b1 and b2 = a2. Then x21 = [x1, y] and x22 = [x2, y], where
y =
n∏
i=1
x
ai
i =
n∏
i=1
x
bi
i . ✷
Lemma 2.4. Suppose x1, . . . , xk are noncentral elements of G representing different cosets
of G′. If x2i = [xi, y] for i = 1, . . . , k and for some (fixed) y ∈G, then x1, . . . , xk represent
linearly independent elements of G/G′.
Proof. If not, then after reordering we can suppose for some m < k that xm+1 ∈
x1 . . . xmG′ and that x1, . . . , xm represent linearly independent elements of G/G′. Since
x2 /∈ x1G′, we can further assume m 2. Suppose first that m= 2, so x3 ∈ x1x2G′. Then
x23 = (x1x2)2 = [x1x2, yx2], also x23 = [x3, y] = [x1x2, y].
This implies x2 ∈CG(x1), which is a contradiction.
We now assume m 3 and show that the product of three or more of x1, . . . , xk cannot
be real (and hence cannot be congruent modulo G′ to any xi ). Extend {x1, . . . , xm} to a
basis B = {x1, . . . , xn} of G, and define a linear character θ of G′ by
θ
([x1, x2])= θ([x1, x3])= θ([x2, x3])=−1;
θ
([xi, xj ])= 1 otherwise for xi, xj ∈ B.
If R is an irreducible complex representation of G affording a character χ with χ |G′ =
χ(1)θ , then R(x1 . . . xm) is a scalar matrix since θ([x1 . . . xm, xi])= 1 for all i . However,
(x1 . . . xm)
2 = [x1 . . . xm, y]
∏
1i<jm
[xi, xj ] ⇒ θ(x1 . . . xm)2 = (1)(−1)=−1.
HenceR(x1 . . . xm) is a scalar matrix of order 4 and χ(x1 . . . xm) /∈R. This contradiction
completes the proof. ✷
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Lemma 2.5. Suppose x1, . . . , xk, x are noncentral real elements ofG representing different
cosets of G′, for which x /∈ 〈x1, . . . , xk,G′〉. Suppose also that x1x, . . . , xkx are real
elements of G. Then x1, . . . , xk represent linearly independent elements of G/G′.
Proof. Since x1, x , and x1x are real, by Lemma 2.3 there exists y ∈ G, uniquely
determined up to multiplication by elements of G′, for which
x21 = [x1, y] and x2 = [x, y].
Similarly, for i = 2, . . . , k we have x2i = [xi, yi] and x2 = [x, yi]. Since x2 = [x, y] =[x, yi], we may assume for each i (after multiplying if necessary by an element of G′) that
either yi = y or yi = yx .
Suppose for some j that yj = yx . Then
(xjx)
2 = x2j x2[xj , x] = [xj , yx][x, yx][xj, x] = [xjx, yx][xjx, x] =
[
xjx, yx
2]
= [xjx, y].
For i = 1, . . . , k, define x ′i by
x ′i =
{
xi, if x2i = [xi, y],
xix, if x2i = [xi, yx].
Then x ′i
2 = [x ′i , y] for i = 1, . . . , k. It now follows from Lemma 2.4 that x, x ′1, . . . , x ′k
represent linearly independent elements of G/G′, hence so also do x1, . . . , xk . ✷
Theorem 2.6. Let G be a covering group of C(n)2 . Then the number of cosets of G′ in G
consisting of real elements is at most (n+12 )+ 1.
The proof is by induction on n. The result holds for the case n= 2, in which all elements
are real and [G :G′] = 4 = (2+12 )+ 1.
If x is a noncentral real element of G, we may extend {x} to a basis B = {x, y2, . . . , yn}
for G. Let N denote the normal closure in G of 〈x〉, so G1 := G/N is a covering
group of C(n−1)2 by Lemma 2.2. Let 1, x¯1, . . . , x¯k be representatives for those cosets of
G′1 in G1 which consist of real elements, and for i = 1, . . . , k let xi be a preimage in〈y2, . . . , yn〉 ⊂ G for x¯i . Then k 
(
n
2
)
by the induction hypothesis, and the elements
1, x, x1, . . . , xk, x1x, . . . , xkx all represent different cosets of G′ in G.
Let a be a noncentral real element of G. Then the image of a in G1 is real, so either a
belongs to xG′, or to xiG′ or xixG′ for some i ∈ {1, . . . , k}. We now consider how many
of these 2k + 1 cosets can contain real elements.
Let
S = {xi ∈ {x1, . . . , xk}: both xi and xix are real in G}.
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generated by {y2G′, . . . , ynG′}, which has dimension n− 1. Then |S| n− 1, and since
at most one of xi and xix is real for xi /∈ S, the number of cosets of G′ in G consisting of
real elements is at most
(n− 1)+ k + 2.
The result now follows by the induction hypothesis,
n+ k + 1 n+
(
n
2
)
+ 1=
(
n+ 1
2
)
+ 1.
It is an immediate consequence of Theorem 2.6 that C(n)2 can have a covering group
whose complex characters are all real-valued only if n 2.
We now consider when the maximum described in Theorem 2.6 can be attained.
Suppose G is a covering group of C(n)2 in which
(
n+1
2
) + 1 cosets of G′ consist of real
elements. From the proof of Theorem 2.6 it follows that G is generated by real elements
x, x2, . . . , xn for which xix is also real for i = 2, . . . , n. As in Lemma 2.5, we may adjust
{x, x2, . . . , xn} to produce a new basis B = {x, x ′2, . . . , x ′n} of G satisfying
b2 = [b, y] for all b ∈ B and some y ∈G.
On the other hand, suppose G is any covering group of C(n)2 having a basis {x1, . . . , xn}
with the property described above. Then x1, . . . , xn are real elements of G, and so also by
Lemma 2.3 is any element of the form xixj with 1  i < j  n. Furthermore, these are
noncentral elements of G representing distinct cosets of G′, so the number of cosets of G′
in G consisting of real elements is at least
1+ n+
(
n
2
)
=
(
n+ 1
2
)
+ 1.
Definition. A covering group G for C(n)2 will be called maximally real if it has
|G′| ((n+12 )+ 1) real elements.
The comments above give a description of maximally real covering groups for C(n)2 in
terms of their possession of a basis of a particular type. The following series of results
will lead to a different characterization which will enable us to enumerate the isomorphism
types of maximally real covering groups for a given n.
Theorem 2.7. Let G be a maximally real covering group of C(n)2 . Then:
(a) G contains n+ 1 elements representing different cosets of G′ and all having the same
square.
(b) G is generated by n elements having the same square.
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Define yi = xiy for each i . Then
y2i = (xiy)2 = x2i y2[xi, y] = y2, for i = 1, . . . , n.
Thus y1, . . . , yn, y are elements of G which represent different cosets of G′ and all have
the same square. If y = 1, then {y1, . . . , yn} = {x1, . . . , xn} is a basis for G consisting of
involutions. If y = 1, then after reordering the xi and possibly multiplying y by an element
of G′, we can assume y =∏kj=1 xj for some k  n. Then {y, y2, . . . , yn} is a basis for G
consisting of elements all having the same square. ✷
Definition. A covering group G for C(n)2 will be called uniform if it possesses a basis
consisting of elements all having the same square. A basis having this property will be
called a uniform basis for G.
Theorem 2.7 shows that every maximally real covering group of C(n)2 is uniform; it is
not true that every uniform example is maximally real. In fact condition (a) of Theorem 2.7
is a characterization of maximally real covering groups.
Theorem 2.8. Let G be a maximally real covering group of C(n)2 . Then G has a uniform
basis {x1, . . . , xn} with x21 = x22 = · · · = x2n = r and either
• r = 1, or
• r =∏1i<jk[xi, xj ], where 2 k  n and k is even.
Proof. If G is generated by n involutions, then these form a uniform basis for G. If not,
then by Theorem 2.7 we may choose a uniform basis {x1, . . . , xn} for G so that x1x2 . . . xk
has the same square as each basis element and k  2. Then
(x1 . . . xk)
2 = r ⇒ x21 . . . x2k
∏
1i<jk
[xi, xj ] = r ⇒ rk
∏
1i<jk
[xi, xj ] = r.
Since r2 = 1 and ∏1i<jk[xi, xj ] = 1, this means k is even and
r =
∏
1i<jk
[xi, xj ]. ✷
We note that it follows from the proof of Theorem 2.8 that no more than n+ 1 cosets
of G′ in G can consist of elements having square r . A similar argument shows that if G is
a covering group of C(n)2 in which the squaring map is constant across k + 1 cosets of G′,
then these cosets generate a subspace of G/G′ of dimension at least k. Thus part (b) of
Theorem 2.7 is a consequence of part (a), and C(n)2 cannot have a covering group in which
n+ 2 elements representing different cosets of the centre all have the same square.
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Theorem 2.8 is maximally real. If G is generated by involutions x1, . . . , xn, then
1, x1, . . . , xn are real elements and so also by Lemma 2.1 is any product of the form xixj
with 1  i < j  n. These
(
n+1
2
) + 1 elements represent different cosets of G′, so G is
maximally real. On the other hand, suppose G has a basis {x1, . . . , xn} with
x21 = x22 = · · · = x2n = (x1 . . . xk)2 = r
and k even. Then:
(1) By Lemma 2.1, any element of the form xixj (1 i < j) is real, and these
(
n
2
)
elements
represent different cosets of G′.
(2) Any element of the form xi x1 . . . xk is real. Moreover, every such element is the
product of an odd number of basis elements, so none of them belongs to a coset of
G′ already included in (1).
Thus G contains 1 + (n2)+ n= (n+12 )+ 1 real elements from different cosets of G′, so G
is maximally real.
It is evident that the number of isomorphism types of maximally real covering groups
of C(n)2 is at most 1+n/2, since either setting r = 1 in Theorem 2.8, or assigning a value
to k in one of the n/2 possible ways will determine G up to isomorphism. We will show
in Theorem 2.12 that this is exactly the number of isomorphism types. First, we observe
some properties of uniform covering groups.
Lemma 2.9. Let G be a uniform covering group of C(n)2 and let B = {x1, . . . , xn} be a
uniform basis for G with x2i = r for i = 1, . . . , n. If s ∈G′ and s = r , then s cannot be the
square of three elements of G from different cosets of G′.
Proof. The result is obvious if n = 1 or 2, so assume n  3. After reordering the basis
elements suppose
s = (x1 . . . xk)2 = (xi1 . . . xil )2 = (xj1 . . . xjm)2,
where {1, . . . , k}, {i1, . . . , il} and {j1, . . . , jm} are distinct subsets of {1, . . . , n} each
containing at least two elements. We can assume that k and l are both even or both odd, so
that rk = rl . Then
(x1 . . . xk)
2 = (xi1 . . . xil )2 ⇒ rk
∏
1p<qk
[xp, xq] = rl
∏
1p<ql
[xip , xiq ]
⇒
∏
1p<qk
[xp, xq ] =
∏
1p<ql
[xip , xiq ].
This is impossible since {1, . . . , k} = {i1, . . . , il} and {[xi, xj ]}1i<jn is a basis for G′ as
a vector space over F2. ✷
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xi ∈ B. Then we can use B to associate to G a graph ΓB(G) defined as follows:
(1) the vertex set of ΓB(G) is {X1, . . . ,Xn};
(2) the vertices Xp and Xq are adjacent in ΓB(G) if and only if [xp, xq ] appears in the
expression for r as a product of simple commutators of the form [xi, xj ]1i<jn.
The following lemma shows that the isomorphism type of ΓB(G) does not depend on the
choice of uniform basis B.
Lemma 2.10. Let G be a uniform covering group of C(n)2 . Then all uniform bases for G
determine isomorphic graphs.
Proof. The result is easily verified if n= 1 or 2, so assume n 3 and let B = {x1, . . . , xn}
be a uniform basis for G, with x2i = r for xi ∈ B. By Lemma 2.9, any uniform basis for G
must consist of elements having square r .
Case 1. Suppose that x ∈ xiG′ for some xi ∈ B whenever x ∈ G satisfies x2 = r .
Then every uniform basis for G contains one representative from each of the cosets
x1G′, . . . , xnG′, and all such bases determine the same graph.
Case 2. Suppose r = 1. Then although n+ 1 cosets of G′ contain elements of square r ,
no element of G′ can belong to a basis for G. So as in Case 1 there is essentially only one
uniform basis for G.
Case 3. Suppose r = 1 and x2 = r for some x ∈ G with x /∈ xiG′ for any xi ∈ B.
By Theorem 2.8, we can assume that x ∈ x1x2 . . . xkG′ where k  n is even, and
{x1, . . . , xn, x} is a full set of representatives for the distinct cosets of G′ in G containing
elements having square r . Also, by Theorem 2.8, ΓB(G) consists of a complete subgraph
on the k vertices X1, . . . ,Xk , with the remaining n− k vertices isolated.
Every uniform basis for G contains elements of square r and can be obtained from B by
(1) possibly replacing one of x1, . . . , xk with an element of xG′, and
(2) replacing each remaining xi with an element of xiG′.
Since two uniform bases for G certainly determine isomorphic graphs if their elements
represent the same n cosets of G′, it suffices to show that ΓB(G) and ΓB1(G) are
isomorphic, where
B1 = {x, x2, . . . , xn}.
Now r =∏1i<jk[xi, xj ] and x1 ∈ xx2 . . . xkG′. Thus
r = [x1, x2 . . . xk]
∏
[xi, xj ] = [xx2 . . . xk, x2 . . . xk]
∏
[xi, xj ]
2i<jk 2i<jk
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∏
2i<jk
[xi, xj ].
Hence the graph ΓB1(G) consists of a complete subgraph on the k vertices representing
x, x2, . . . , xk , with the remaining vertices isolated. The graphs ΓB(G) and ΓB1(G)
are isomorphic, and we conclude that all uniform bases for G determine isomorphic
graphs. ✷
In view of Lemma 2.10, we will let Γ (G) denote the graph determined by any uniform
basis for G, if G is a uniform covering group of C(n)2 .
Theorem 2.11. Let G1 and G2 be uniform covering groups for C(n)2 . Then G1 ∼=G2 if and
only if Γ (G1) and Γ (G2) are isomorphic as graphs.
Proof. Certainly G1 ∼=G2 if Γ (G1)∼= Γ (G2).
On the other hand, suppose φ :G1 → G2 is an isomorphism of groups and let
{x1, . . . , xn} be a uniform basis for G1. Then {φ(x1), . . . , φ(xn)} is a uniform basis
for G2, and the graph determined for G2 by this basis is isomorphic to Γ (G1). Hence
Γ (G1)∼= Γ (G2). ✷
It follows from Theorem 2.11 that the number of isomorphism types of uniform
covering groups for C(n)2 is equal to the number of isomorphism types of graphs of order n.
The following result is a consequence of Theorems 2.8 and 2.11.
Theorem 2.12. The number of isomorphism types of maximally real covering groups for
C
(n)
2 is 1+ n/2.
Proof. This follows immediately from Theorem 2.11, since the graph of a maximally real
covering group of C(n)2 is either null (if the group is generated by involutions) or consists
of a complete subgraph on an even number k of vertices, and n− k isolated vertices. ✷
3. Alternating bilinear forms on G/G′
Let G be a covering group of C(n)2 and let χ be an absolutely irreducible character of G.
Since G′ is abelian and all irreducible characters of G′ are G-invariant, the restriction to
G′ of χ is χ(1)θ , where θ :G′ → {−1,1} is a linear character of G′. Let V denote the
elementary abelian group G/G′, regarded as a vector space over F2. If x ∈ G, we will
denote by x¯ the element xG′ of V .
It follows from the centrality of G′ in G that if x, y, x ′, y ′ are elements of G with
x ′ ∈ xG′ and y ′ ∈ yG′, then [x ′, y ′] = [x, y]. Hence for any x¯, y¯ in V , [x, y] is a well-
defined element of G′. Also, since each coset of G′ in G consists of elements having the
same square, x2 is a well-defined element of G′ whenever x¯ ∈ V .
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fθ (x¯, y¯)=
{
0, if θ([x, y])= 1,
1, if θ([x, y])=−1.
It is easily checked that fθ is a bilinear map; also fθ (x¯, x¯)= 0 for all x ∈G. Thus fθ is
an alternating bilinear form on V . As usual we define the radical of fθ by
radfθ =
{
x¯ ∈ V : fθ (x¯, y¯)= 0, ∀y¯ ∈ V
}
.
The codimension of radfθ in V is 2r , the rank of fθ .
If B is a basis for G, we may describe the linear character θ of G′ (and the alternating
form fθ ), by a graph Γ of order n, defined as follows. The vertex set of Γ is indexed by B,
and the vertices corresponding to basis elements x and y are joined by an edge if and only
if θ([x, y])=−1. The isomorphism type of a graph defined in this manner depends on the
choice of basis; we will refer to Γ as the graph of θ with respect to B.
Lemma 3.1. If χ is an irreducible character of G lying over θ ∈ Hom(G′,C×), then
χ(x)= 0 for x¯ /∈ rad(fθ ).
Proof. Let R be a representation of G affording χ . Suppose x¯ /∈ radfθ for some x ∈G.
Then ∃y ∈G for which fθ (x¯, y¯)= 1, so θ([x, y])=−1 and χ([x, y])=−χ(1). Now
R
(
y−1xy
)=R(x)R([x, y])=−R(x) ⇒ χ(y−1xy)=−χ(x).
Thus χ(x)= 0 since χ(y−1xy)= χ(x). ✷
Lemma 3.2. If χ is an irreducible character of G lying over θ ∈ Hom(G′,C×), and the
rank of fθ is 2r , then χ(1)= 2r .
Proof. Let H denote the subgroup of G consisting of those x ∈G for which x¯ ∈ radfθ ,
so [G : H ] = 22r . Let R be a representation of G affording χ , and let h ∈ H . Then
χ |G′ = χ(1)θ and θ([h,x])= 1 for all x ∈G, so
R(x)R(h)=R(h)R(x), ∀x ∈G.
Then R(h) is a scalar matrix, and χ(h) = ±χ(1) or ±iχ(1) since G has exponent 4. In
any case χ(h)χ¯(h)= χ(1)2.
1= [χ,χ] = 1|G|
∑
g∈G
χ(g)χ¯(g)= 1|G|
∑
h∈H
χ(h)χ¯(h) (by Lemma 3.1),
= 1|G| |H |χ(1)
2 = 1[G :H ]χ(1)
2.
Thus χ(1)2 = [G :H ] = 22r and χ(1)= 2r . ✷
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its Schur index and its character field. To do so we first introduce a mapping qθ :V → F2
defined by
qθ(x¯)=
{
0, if θ(x2)= 1,
1, if θ(x2)=−1.
It is easily checked that qθ is a quadratic form on V and that the associated bilinear form
is fθ . We may choose a basis B for G for which B¯ = {b¯: b ∈ B} is a symplectic basis for V
with respect to fθ . Moreover, by the standard theory of quadratic forms in characteristic 2
(see, for example, [3]), we may arrange for such a basis to satisfy further conditions with
respect to qθ , as described in the following result.
Theorem 3.3. We may choose a basis B = {y1,w1, . . . , yr ,wr, s2r+1, . . . , sn} for G, for
which
(1) θ([yi,wi ])=−1 for i = 1, . . . , r; θ([b, b′])= 1 otherwise for b, b′ ∈ B, and
(2) one of the following holds:
(a) θ(b2)= 1 for all b ∈ B;
(b) θ(y21)= θ(w21)=−1; θ(b2)= 1 otherwise for b ∈ B;
(c) θ(s22r+1)=−1; θ(b2)= 1 otherwise for b ∈ B.
We remark that in the situation described in Theorem 3.3, the graph of θ with respect to
the basis B consists of r disjoint edges on the pairs of vertices representing yi and wi for
i = 1, . . . , r , and n− 2r isolated vertices representing the basis elements s2r+1, . . . , sn.
Now let χ be an absolutely irreducible character of G lying over θ , and let B be a basis
for G as described in Theorem 3.3.
(1) Suppose B is of type (a). Then χ is rational-valued (since χ(x)= 0 if x¯ /∈ radfθ and
χ(x)=±χ(1) if x¯ ∈ radfθ ). If e is the primitive central idempotent of CG to which
χ belongs then e ∈QG. Let A denote the component of the group ring QG generated
by e, and for i = 1, . . . , r let Ai denote the subalgebra of A generated by wie and
yie, where wi and yi denote representatives in G for wi and y¯i , respectively. Then
Ai ∼=M2(Q) for each i , since w2i e = y2i e = e and [wi, yi]e = −e. Finally, A is the
tensor product of the Ai since they all centralize each other, hence A∼=M2r (Q) and χ
can be realized by a rational representation of G; ν(χ)= 1.
(2) Suppose B is of type (b), so χ is again rational-valued. Let Ai be as above for
i = 1, . . . , r . Then A1 ∼=D where D denotes the rational quaternion division algebra,
Ai ∼=M2(Q) for i = 2, . . . , r , and A ∼=M2r−1(D). In this case χ has Schur index 2
over Q (and R) and cannot be realized by a real representation of G; ν(χ)=−1.
(3) If B is of type (c) then any representation of G affording χ sends s2r+1 to a scalar
matrix of order 4, and χ(s2r+1) is imaginary. In this case χ is not real-valued;
ν(χ)= 0.
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the same degree, the same character field, and the same Schur index. We now consider
the following question: how many of the linear characters θ of G′ for which fθ has
rank 2r have characters of G of type 1 (or −1 or 0) lying over them? The answer to
this question certainly depends on the choice of G: this is clear even in the case n = 2,
where the two non-abelian groups of order 8 are covering groups for C2 × C2. Each has
a single irreducible character of degree 2 lying over the non-trivial linear character of the
commutator subgroup which has order 2. However, in the case of the dihedral group this
character has type +1, while for the quaternion group it has type −1. We will give a partial
answer to the above question in the case where G is generated by involutions.
4. Recurrence relations
The remainder of this paper is devoted to a consideration of the special case where the
squaring map in G is given by x2i = 1 for i = 1, . . . , n, i.e., G is the covering group of
C
(n)
2 which is generated by n involutions. In this case the subgroup G1 = 〈x1, . . . , xn−1〉
of G is a covering group of C(n−1)2 , generated by n− 1 involutions. We will let V and V1
denote the elementary abelian groups G/G′ and G1/G′1, respectively, regarded as vector
spaces over F2. If θ is a linear character of G′, we let θ1 denote its restriction to G′1, and we
let fθ and fθ1 denote the alternating bilinear forms on V and V1 determined by θ and θ1,
respectively.
For 2r  n and ε = 1,−1, or 0 we define a(n, r, ε) to be the number of linear characters
θ of G′ for which irreducible characters of G lying over θ have degree 2r and type ε:
a(n, r, ε)= ∣∣{θ ∈ Hom(G′,C×): χ(1)= 2r and ν(χ)= ε for χ ∈ Irr(G)
with (χ |G′ , θ) = 0
}∣∣.
For example a(n,0,1)= 1 and a(n,0,−1)= a(n,0,0)= 0, since the characters of G of
degree 20 = 1 are just the irreducible characters of C(n)2 , all of which are of type +1.
In this section we establish recurrence relations describing the dependence of a(n, r,1),
a(n, r,−1), and a(n, r,0) on the values a(n−1, s, ε), where s  r and ε = 1,−1, or 0. The
inclusion of G1 in G will play an important part, G1 being the covering group of C(n−1)2
to which the numbers a(n− 1, s, ε) are associated. The following is the main result.
Theorem 4.1. Let n 2. Then
(a) a(n, r,1)= 2r−1(2r + 1)a(n− 1, r,1)+ 22(r−1)(2n−2r+1 − 1)a(n− 1, r − 1,1)
+ 2r−2(2r−1 + 1)a(n− 1, r − 1,0).
(b) a(n, r,−1)= 2r−1(2r − 1)a(n− 1, r,−1)+ 22(r−1)(2n−2r+1 − 1)a(n− 1, r − 1,−1)
+ 2r−2(2r−1 − 1)a(n− 1, r − 1,0).
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+ 2r−1(2r + 1)a(n− 1, r,−1)+ 22r−1(2n−2r − 1)a(n− 1, r − 1,0).
Proof. Suppose θ1 is an irreducible character of G′1 having an extension θ to G′ for which
fθ has rank 2r . Then
rankfθ1 =
{
2r, if θ([x, xn])= 1 whenever x ∈G1 with xG′1 ∈ radfθ1,
2(r − 1), if θ([x, xn])=−1 for some x ∈G1 with xG′1 ∈ radfθ1 .
So there are two possible values for the rank of fθ1 . For each of these there are three
possible values of the Frobenius–Schur indicator of an irreducible character of G1 lying
over θ1, giving six categories into which θ1 may fall (θ1 may contribute to a(n, s, ε), where
s = r or r − 1 and ε = 1,−1, or 0).
Given an irreducible character of G′1 of one of the six types mentioned above, we will
prove Theorem 4.1 by counting how many of its extensions to G′ contribute to a(n, r,1),
a(n, r,−1), and a(n, r,0), respectively. The six cases will be considered separately but we
begin by establishing some notation to be used generally.
Throughout χ1 will denote an irreducible character of G1 lying over θ1. For each of the
six cases B will denote a basis for G1 for which {bG′1, b ∈ B} is a symplectic basis for V1
with respect to fθ1 . We will take
B = {y1,w1, . . . , yr ′,wr ′, s2r ′+1, . . . , sn−1},
and assume θ1([yi,wi ]) = −1 for i = 1, . . . , r ′ and θ1([b1, b2]) = 1 otherwise for
b1, b2 ∈ B, where
r ′ =
{
r, if rankfθ1 = 2r,
r − 1, if rankfθ1 = 2(r − 1).
The graph of θ1 with respect to the basis B will be denoted Γ (θ1), and its vertex set will
be identified with B. This graph will have the following form:
y1 • • w1
y2 • • w2
yr ′ • • wr ′
• s2r ′+1
• s2r ′+2
• sn−1
Γ (θ1)
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generating set B ∪ {xn} will be denoted by Γ (θ). This graph will have B ∪ {xn} as vertex
set and its induced subgraph on B will be Γ (θ1).
Case 1. rankfθ1 = 2r and ν(χ1)= 1.
The number of θ1 of this kind is a(n− 1, r,1).
Since ν(χ1)= 1, we may assume by Theorem 3.3 that θ1(b2)= 1 for all b ∈ B. We can
extend Γ (θ1) to a graph Γ (θ) describing a linear character θ of G′ which extends θ1 and
for which fθ has rank 2r as follows. We adjoin to Γ (θ1) a vertex representing xn and we
make this adjacent to some of y1,w1, . . . , yr ,wr (but to none of s2r+1, . . . , sn−1, otherwise
the rank would go up in passing from fθ1 to fθ ).
y1 • • w1
y2 • • w2
yr • • wr
• s2r+1
• • s2r+2
xn
• sn−1
The number of possible extensions of Γ (θ1) is 22r . For each of these we define x ′n ∈G
by
x ′n = xn
r∏
i=1
y
ai
i w
bi
i ,
where ai and bi are defined by
ai =
{
1, if xnwi is an edge in Γ (θ),
0, otherwise, bi =
{
1, if xnyi is an edge in Γ (θ),
0, otherwise.
Then it is easily checked that θ([x ′n, x])= 1 ∀x ∈G, so x ′nG′ ∈ radfθ . To compute θ(x ′n)2,
we recall that xn is an involution in G, that every element of B has order 2 modulo kerθ ,
and that θ restricts on G′1 to θ1. Then
θ
(
x ′n
)2 = r∏(θ([yi,wi]))aibi .i=1
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means xnyiwi is a triangle in Γ (θ)). If k is even, then x2 ∈ ker θ whenever x¯ ∈ radfθ , and
irreducible characters of G lying over θ are of type +1. Thus the number of extensions of
θ1 to G′ which contribute to a(n, r,1) is
∑
i even
(
r
i
)
3r−i = 1
2
(
r∑
i=0
(
r
i
)
3r−i +
r∑
i=0
(
r
i
)
(−1)i3r−i
)
= 1
2
(
4r + 2r)= 2r−1(2r + 1).
If k is odd, then θ(x ′n)2 = −1 and irreducible characters of G lying over θ1 have type 0.
The number of extensions of θ1 to G′ which contribute to a(n, r,0) is
22r − 2r−1(2r + 1)= 2r−1(2r − 1).
So the following terms in Theorem 4.1 arise from Case 1:
2r−1
(
2r + 1)a(n− 1, r,1) in (a), 2r−1(2r − 1)a(n− 1, r,1) in (c).
Case 2. rankfθ1 = 2r , ν(χ1)=−1.
The number of θ1 of this kind is a(n− 1, r,−1).
Since ν(χ1) = −1, we can choose B so that θ1(y21) = θ1(w21) = −1 and θ1(b2) = 1
otherwise for b ∈ B.
As above we can extend Γ (θ1) to a graph Γ (θ) describing an extension θ of θ1 to G′
for which fθ has rank 2r . We adjoin to Γ (θ1) a vertex representing xn and we make this
adjacent to some of y1,w1, . . . , yr ,wr . The number of possible extensions is 22r . For each
of these we define x ′n ∈G by
x ′n = xn
r∏
i=1
y
ai
i w
bi
i ,
where ai and bi are defined as in Case 1.
Then x ′nG′ ∈ radfθ and
θ
(
x ′n
)2 = θ(y2a11 )θ(w2b11 )
r∏
i=1
(
θ
([yi,wi]))aibi .
So θ(x ′n)2 = 1 if either
(1) a1 = b1 = 0 and Γ (θ) contains an even number of triangles: 2r−2(2r−1+1) extensions
of Γ (θ1) have this property, or
(2) a1 and b1 are not both zero and the number of i ∈ {2, . . . , r − 1} for which xnyiwi is a
triangle in Γ (θ) is odd: 3 · 2r−2(2r−1 − 1) extensions of Γ (θ1) have this property.
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type −1 is
2r−2
(
2r−1 + 1)+ 3 · 2r−2(2r−1 − 1)= 2r−1(2r − 1).
The remaining
22r − 2r−1(2r − 1)= 2r−1(2r + 1)
extensions correspond to characters of G of type 0. So the following terms in Theorem 4.1
arise from Case 2:
2r−1
(
2r − 1)a(n− 1, r,−1) in (b), 2r−1(2r + 1)a(n− 1, r,−1) in (c).
Case 3. rankfθ1 = 2r , ν(χ1)= 0.
The number of θ1 of this kind is a(n− 1, r,0).
Since ν(χ1)= 0, we can choose B so that θ1(s22r+1)=−1 and θ1(b2)= 1 otherwise for
b ∈ B.
We may adjoin a vertex representing xn and make it adjacent to some of y1,w1, . . . ,
yr,wr in one of the 22r possible ways. In all cases we define an extension θ of θ1 to G′ for
which s2r+1G′ ∈ radfθ . Since θ(s22r+1)=−1, characters of G lying over θ are of type 0.
The only term in Theorem 4.1 arising from Case 3 is
22ra(n− 1, r,0) in (c).
Case 4. rankfθ1 = 2(r − 1), ν(χ1)= 1.
The number of θ1 of this kind is a(n− 1, r − 1,1).
Since rankfθ1 = 2(r − 1), we take B = {y1,w1, . . . , yr−1,wr−1, s2r−1, . . . , sn−1} and
since ν(χ1) = 1, we may assume θ1(b2) = 1 for each b ∈ B. To extend Γ (θ1) to a graph
Γ (θ) describing an extension θ to G′ of θ1 for which rankfθ = 2r , we adjoin a vertex
representing xn and make it adjacent to some of y1,w1, . . . , yr−1,wr−1, s2r−1, . . . , sn−1
including at least one of s2r−1, . . . , sn−1. The number of possible such extensions is(
2n−2r+1 − 1)22(r−1).
Having extended Γ (θ1) to Γ (θ), choose j for which xnsj is an edge in Γ (θ). For
i = 2r − 1, . . . , n− 1, i = j , define
s′i =
{
sisj , if sixn is an edge in Γ (θ),
si, otherwise.
Then θ(s′i
2
)= 1 for each i , and the s¯i generate radfθ . Define
x ′n = xn
r−1∏
y
ai
i w
ai
i ,i=1
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θ([x ′n,wi ]) = 1 for i = 1, . . . , r − 1, and θ([x ′n, sj ]) = −1. Finally, since sj and
y1,w1, . . . , yr−1,wr−1 all have order 2 modulo ker θ , characters of G lying over θ are
of type +1. The contribution to Theorem 4.1 from Case 4 is
22(r−1)
(
2n−2r+1 − 1)a(n− 1, r − 1,1) in (a).
Case 5. rankfθ1 = 2(r − 1), ν(χ1)=−1.
The number of θ1 of this kind is a(n− 1, r − 1,−1).
Since ν(χ1)=−1, we can assume θ1(y21)= θ1(w21)=−1 and θ1(b2)= 1 otherwise for
b ∈ B. As in Case 4 there are 22(r−1)(2n−2r+1 − 1) extensions of θ1 to G′ corresponding
to bilinear forms of rank 2r on G/G′. If θ is one of these extensions, defining x ′n and s′i
exactly as in Case 4 shows that characters of G lying over θ have type −1. Hence the
contribution to Theorem 4.1 from Case 5 is
22(r−1)
(
2n−2r+1 − 1)a(n− 1, r − 1,−1) in (b).
Case 6. rankfθ1 = 2(r − 1), ν(χ1)= 0.
The number of θ1 of this kind is a(n− 1, r − 1,0).
Since ν(χ1)= 0, we may assume θ1(s22r−1)=−1 and θ1(b2)= 1 otherwise for b ∈ B.
By adjoining a vertex xn and making it adjacent to some of y1,w1, . . . , yr−1,wr−1,
s2r−1, . . . , sn−1 including at least one of s2r−1, . . . , sn−1, we define a graph Γ (θ)
describing an extension θ of θ1 to G′ for which fθ has rank 2r .
(1) Suppose that irreducible characters of G lying over θ are real-valued. Then s¯2r−1
cannot belong to radfθ since θ(s22r−1) = −1. So xn must be adjacent to s2r−1 in
Γ (θ). In addition, xn cannot be adjacent to any of s2r , . . . , sn−1, for suppose for some
j > 2r − 1 that xns2r−1 and xnsj are both edges in Γ (θ). Then s¯2r−1s¯j ∈ radfθ and
θ(s2r−1sj )2 =−1(1)=−1. Thus irreducible characters of G lying over θ are of type 0
unless s2r−1 is the only one of s2r−1, . . . , sn−1 to which xn is adjacent. The number of
extensions of θ1 contributing to a(n, r,0) is thus
22(r−1)
(
2n−2r+1 − 2)= 22r−1(2n−2r − 1),
hence the term 22r−1(2n−2r − 1)a(n− 1, r − 1,0) in (c) of Theorem 4.1.
(2) Suppose that xn is adjacent in Γ (θ) to s2r−1 and to none of s2r , . . . , sn−1 (there are
22(r−1) such Γ (θ)). Then radfθ = 〈s¯2r , . . . , s¯n−1〉 and characters of G lying over θ are
real-valued. For i = 1, . . . , r − 1 define ai and bi as in Case 1 and define
x ′n = xn
r−1∏
y
ai
i w
bi
i .i=1
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Since θ(s22r−1)=−1, characters of G lying over θ are of type +1 if θ(x ′n2)= 1 and of
type −1 if θ(x ′n2)=−1. Equivalently, since
θ
(
x ′n
)2 = r−1∏
i=1
(−1)aibi ,
the type is +1 (−1) if the number of triangles in Γ (θ) is even (odd). Thus the numbers
of Γ (θ) for which characters of G lying over θ are of type +1 and −1 are given
respectively by
∑
i even
(
r − 1
i
)
3(r−1)−i = 2r−2(2r−1 + 1) and
∑
i odd
(
r − 1
i
)
3(r−1)−i = 2r−2(2r−1 − 1).
Thus the contributions arising from Case 6 are:
2r−2
(
2r−1 + 1)a(n− 1, r − 1,0) in (a),
2r−2
(
2r−1 − 1)a(n− 1, r − 1,0) in (b),
22r−1
(
2n−2r − 1)a(n− 1, r − 1,0) in (c).
This completes the proof of Theorem 4.1. ✷
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