Abstract A joint model is proposed for analyzing and predicting the occurrence of extreme heat events in two temperature series, these being daily maximum and minimum temperatures. Extreme heat events are defined using a threshold approach and the suggested model, a nonhomogeneous common Poisson shock process, accounts for the mutual dependence between the extreme events in the two series. This model is used to study the time evolution of the occurrence of extreme events and its relationship with temperature predictors. A wide range of tools for validating the model is provided, including influence analysis. The main application of this model is to obtain medium-term local projections of the occurrence of extreme heat events in a climate change scenario. Future temperature trajectories from general circulation models, conveniently downscaled, are used as predictors of the model. These trajectories show a generalized increase in temperatures, which may lead to extrapolation errors when the model is used to obtain projections. Various solutions for dealing with this problem are suggested. The results of the fitted model for the temperature series in Barcelona in 1951-2005 and future projections of extreme heat events for the period 2031-2060 are discussed, using three global circulation model trajectories under the SRES A1B scenario.
Introduction
Heat waves are known to have a serious impact on ecosystems, human health and the economy. Some examples are the heat waves of 1980 and 1995 in the United States and 2003 in Europe. Palecki et al. (2001) , Grintzevitch (2006) and other studies about the effect of extreme heat on mortality rates found that both maximum and minimum temperatures have an impact on human health. Hence, an increasing number of heat wave definitions include information on both maximum and minimum temperatures, see for example Plummer et al. (1999) , and Tryhorn and Risbey (2006) . The U.S. National Weather Service issues an excessive heat watch, when apparent temperatures in excess of 105°F (41°C) during the day, and 80°F (27°C) during the night are forecast for two consecutive days.
Among other authors, Kharin and Zwiers (2005) , Meehl et al. (2005) and Abaurrea et al. (2007) suggest that heat waves will become more frequent and more severe during the 21st century. According to IPCC (2013) , in most land regions the frequency of warm days and warm nights will likely increase in the forthcoming decades. Since information about future climate behavior is essential for analyzing climate impact (Sivakumar and Christakos 2011) , the interest in characterizing and projecting extreme events in maximum and minimum temperatures in a bivariate framework is clear.
General circulation models (GCMs) are the best tool for reproducing and projecting atmospheric variables on a monthly or seasonal scale over broad areas, see IPCC (2013) and Jeong et al. (2012) . However, an important limitation of GCM trajectories is the time scale: GCM temperature trajectories are reliable on an aggregated time scale, but the daily trajectories are unable to reproduce the tails of the observed distribution. Consequently, GCM temperature projections cannot be directly used to analyze the extreme values of daily temperature (Sillmann et al. 2013) . In order to obtain projections on a daily scale, statistical procedures such as the model suggested in this work are needed. This model links temperature extreme indices with mean temperatures or other atmospheric variables, which can be safely obtained from GCMs, see Wang et al. (2012) , Casanueva et al. (2013) and Lustenberger et al. (2014) .
Hence, the objective of this work is to develop a peak over threshold (POT) type model for the occurrence of extreme heat events in maximum and minimum temperatures. This model must be able to take into account the dependence between the occurrence of extreme events in the two series, and to be used as a time downscaling tool for projecting their future behavior. The occurrence model within this framework should be a bivariate point process with possibly dependent marginals, and consistent with extreme value theory results. We consider the common Poisson shock process, which not only satisfies these conditions but is easily applied to data and allows the inclusion of covariates to model the intensities. Since the model will be used to obtain future projections of extreme events under climate change scenarios, only covariates which can be safely projected must be considered.
Section 2 describes the common Poisson shock process and the methodology used for modeling the occurrence process of extreme heat events, including the validation analysis. Section 3 summarizes the modeling process of the temperature series in Barcelona, Spain, and its results. The use of the model to obtain projections for the period 2031-2060 under the SRES A1B climate change scenario is shown in Section 4. Section 5 summarizes the most relevant conclusions.
Methodology
Peak over threshold is a common approach in climatology to model extreme events. Extreme value theory (EVT), see Coles (2001) for an introduction on this topic, establishes that under certain conditions and with extreme enough thresholds, the occurrence of peaks in a series is a Poisson process (PP). When a constant occurrence rate is not a reasonable assumption, a non-homogeneous Poisson process (NHPP) should be considered, see Ogata (1988) or Evin and Favre (2013) . This is the case for extreme heat events, where seasonal behavior and trends are expected, see Abaurrea et al. (2007) and Furrer et al. (2010) .
As in the univariate case, there are two main approaches in multivariate EVT: block maxima and threshold exceedances, see Coles and Tawn (1994) , Ledford and Tawn (1997) , Hashorva and Weng (2013) or Davison et al. (2013) . There is also a point process characterization of multivariate extremes in i.i.d. series (de Haan 1985) from which the previous approaches can be derived as special cases. As a consequence of this characterization, a PP is an approximation of the process of excesses on regions bounded sufficiently far from the origin. Different ways of defining these regions can be considered, see Coles and Tawn (1994) , and Keellings and Waylen (2014) who model different characteristics of heat events where both maximum and minimum temperature are extreme.
From all these multivariate EVT results, only the aforementioned PP approximation focuses on the modeling of multivariate occurrence times, the problem we are dealing with. It is also worth noting that in order to be useful in data modeling, the EVT results must often be adapted to take into account serial correlation, non-stationarity and covariate modeling.
In the area of multivariate counting processes, Lindskog and McNeil (2003) suggested the common Poisson shock process, Pfeifer and Neslehová (2004) used a copula based model, and Bäuerle and Grübel (2005) introduced the TaS (Thinning and Shifts) model, trying to avoid some limitations of the two previous approaches. In the field of operational risk, Chávez-Demoulin et al. (2006) suggest copula based models for dependent counting variables, and Böcker and Klüppelberg (2008) an approach based on Lèvy copulas where dependence in frequency and severity between different types of losses is modeled at the same time. Since the present work focuses on the event occurrence times, we opt for the common Poisson shock process (CPSP). A CPSP has a simple structure but the dependence between the occurrence of the events in its two marginal processes is modeled in a twofold manner, as is explained in the next section.
The CPSP is a continuous time model, while in most applications the available data are discrete. However, the use of a continuous time model can be justified when the time unit is short compared with the length of the recorded period and the occurrence rate is low. Since each N j ðtÞ results from an independent thinning of the PP N 0 , they are PPs themselves. However, the total process, NðtÞ ¼ P d j¼1 N j ðtÞ, is not a Poisson but a compound Poisson process, where the compounding distribution is the distribution of P d j¼1 I j;r . Decomposition of a CPSP. Herein, the model is restricted to the bivariate case d ¼ 2, where events can be divided into three types, ð1; 0Þ; ð0; 1Þ; ð1; 1Þ, depending on the marginal process where they have been observed: only in N 1 , only in N 2 or in both of them. Given two processes N 1 and N 2 , see Fig. 1 , the total process can be decomposed into three indicator processes N ð1Þ , N ð2Þ and N ð12Þ , which are independent. N ð1Þ includes the events occurring only in the N 1 process, N ð2Þ the events only in N 2 , and N ð12Þ the events occurring in both of them simultaneously. The distribution of the CPSP is completely specified by these processes which have intensities k ð1Þ ; k ð2Þ and k ð12Þ , respectively. The marginal processes are N 1 ¼ N ð1Þ þ N ð12Þ and N 2 ¼ N ð2Þ þ N ð12Þ with intensities k 1 ¼ k ð1Þ þ k ð12Þ and k 2 ¼ k ð2Þ þ k ð12Þ .
Common
A basic assumption of this model is that N 1 and N 2 are dependent and their dependence occurs via the simultaneity of the events. Consequently, marginal processes are independent only if k ð12Þ ¼ 0.
An equivalent way to specify the model is by means of a single PP N 0 , with intensity k ¼ k ð1Þ þ k ð2Þ þ k ð12Þ , and an independent marking process of its points with probabilities p ð1Þ ¼ k ð1Þ =k, p ð2Þ ¼ k ð2Þ =k and p ð12Þ ¼ k ð12Þ =k.
The decomposition into three independent PPs allows the model to be readily applied for data modeling. It can be generalized to the non-homogeneous case, by permitting the intensities to be a function of a vector of time-varying predictors xðtÞ. A logarithmic link, kðtjxðtÞÞ ¼ expðb 0 xðtÞÞ, is used to guarantee that the intensities are positive. The predictors also help to model the dependence induced by the systematic part of the three intensities. Consequently, in the non-homogeneous case, the assumption of independence between the indicator processes becomes conditional independence given the predictors. It is worth noting that the nonhomogenous CPSP (NHCPSP) allows dependence in a twofold manner:
1. Via the simultaneous process N ð12Þ . A CPSP assumes that the indicator processes N ð1Þ , N ð2Þ and N ð12Þ are independent but that the marginal processes N 1 and N 2 are dependent. 2. Conditioning the intensities on appropriate covariates.
If two intensities depend on the same or correlated covariates, the indicator processes are not independent but conditionally independent.
Estimating the model
To estimate a NHCPSP, we only need to estimate the three independent indicator NHPPs. Here, maximum likelihood estimation is used but Bayesian estimation based on Gibbs sampling or a MCMC approach would also be valid options, see Kuo and Yang (1996) , Ryan (2003) , Achcar et al. (2010) and Shevchenko (2011) . The loglikelihood of a NHPP (Coles 2001) , is given by
log kðt i ; bÞ;
where t i are the observed occurrence times, T the length of the observed period and kðt; bÞ ¼ expðb 0 xðtÞÞ the conditional intensity given the predictors. The integral R T 0 kðt; bÞdt is easily calculated since, given that covariates are usually recorded at a discrete time scale, a reasonable assumption is that they are constant between times t and t þ 1. A model selection is applied in order to select from a set of potential predictors, those which have a significant influence on the occurrence. We suggest a forward approach based on likelihood ratio tests. A goodness of fit measure is needed in order to compare models with a different response, such as the three indicator processes of a CPSP, or models for different locations. We consider the square correlation coefficient between the empirical and the cumulative fitted intensities
ðt; bÞdt, calculated in periods of adequate length. This measure is analogous to the R 2 coefficient in multiple regression.
Validation analysis
A thorough validation step must be carried out to guarantee that data lend support to the model. The assumptions to be checked in a CPSP model are,
1. The three indicator processes are NHPPs with the fitted intensities. For checking this, the NHPPs are transformed into HPPs and standard techniques, based on uniform and raw residuals, are applied. More details on these validation techniques can be found in Abaurrea et al. (2007) and Cebrián et al. (2014) . 2. The mutual independence of the three indicator NHPP processes. This can be checked with the test developed by Abaurrea et al. (2014) .
An analysis of the influential observations in the indicator processes is also advisable. Since standard techniques are not available for NHPPs, two graphical tools are suggested.
Influence plot based on the ratio likelihood test. This plot analyzes the influence of an observation through one or several predictors. For this purpose, a binary variable equal to 1 in that observation is defined. Then, a ratio likelihood test is applied which compares the original model with the model including the interaction terms between the binary variable and the predictors of interest. The p-values for each observation are plotted, together with the 0.1 and the 0.05 values as a reference. This plot can also be applied to analyze the joint effect of a set of observations. b k influence plot based on leave-one-out cross-validation. The model is fitted omitting one observation from the original sample at a time, and the resulting coefficients of the k th -predictor are then plotted. If observation i is influential, the coefficientb ðiÞ k , fitted without observation i, will be very different from the others. A set of observations can be omitted simultaneously to analyze their joint influence.
The influence plot and the b k influence plots are not equivalent. The former allows the model to have two differentb coefficients for the same predictor, one fitted to the observation under study and the other to the rest of the sample. In the b k influence plot, the influence of the observation is eliminated from the whole model. Another difference is that the likelihood test in the influence plot analyzes the effect of the observation on the model as a whole, while the b k influence plot studies its effect on each coefficient individually.
Inference on the model
Given thatb estimators are MLE, any function of them (includingk ðiÞ and the marginal intensitiesk 1 ¼k ð1Þ þk ð12Þ andk 2 ¼k ð2Þ þk ð12Þ ) are MLE. In addition, since the three indicator processes are independent, the vectors of the estimators of the b coefficients of two indicator processes are uncorrelated. Therefore,k ð1Þ ;k ð2Þ andk ð12Þ are also uncorrelated estimators, and the calculation of the variance ofk 1 andk 2 is simple. Hence, standard inference based on the MLE asymptotic distribution, such as confidence intervals or basic tests, can easily be carried out.
Using the fitted intensities, simulation based inference can be carried out for calculating, for example, the number of a certain type of events to occur in a given time interval, or a confidence envelope for the first occurrence time of a simultaneous event in a specific period. Examples in univariate NHPPs can be found in Cebrián et al. (2014) .
Modeling extreme heat events in Barcelona

Describing the data
The daily maximum and minimum temperature series for Barcelona for the period 1951-2005, Tx t and Tn t herein, are used for illustration. Since in this region extreme heat events occur just in summer, only the observations from May to September (MJJAS) are considered. The exploratory analysis of extreme temperature behavior is applied to the values exceeding the 95th percentile of the daily data from June to August, in the reference period 1971-2000. These percentiles are 31.8°C for Tx t and 22°C for Tn t .
Time and seasonal evolution of the number of extreme heat days in Tx t and Tn t . The monthly frequency of extreme days for June, July and August, and the corresponding LOWESS with a 20 % window are plotted in Fig.  2 (top) . The LOWESS (with 0 iterations and a 40 % window) for each month (June, July, August and September) are displayed in the bottom plots. May is not shown since no extreme event was observed. The time trends are not parallel. The most remarkable feature of the evolution in Tx t is the strong increase observed in August from 1980 onwards. June shows an increase in the frequency of extreme days in Tx t and Tn t from about 1990.
Tail dependence in Tx t and Tn t . A coefficient for summarizing the extremal dependence between two variables is defined in terms of their transformed uniform marginals U and V Coles et al. (1999) . Barcelona shows a strong tail dependence between Tx t and Tn t sincevð0:95Þ ¼ 0:56 andv ¼ 0:4, while under independence they should be 0.05 and 0, respectively.
In order to explore the simultaneity of hot observations in Tx t and Tn t , the concept of non-isolated extremes is defined: A non-isolated extreme is an extreme observation of Tx t (Tn t ) such that at least one of the observations of Tn t (Tx t ) around it, is also extreme. Table 1 shows the percentage of non-isolated extremes with respect to the total number of extreme observations, for the whole summer and for each month, during three consecutive time intervals. The non-isolated rate is high but the complementary percentage is not negligible. There is an increase in the occurrence of non-isolated extremes in the period 1995-2005, which is greater in Tn t .
To sum up, the exploratory analysis shows a seasonally heterogeneous time evolution, and a time-varying dependence between the occurrence of both type of extremes. This confirms the need for a bivariate model for describing the occurrence and the dependence between the Tx t and Tn t extremes.
Definition of extreme heat events
An extreme heat event (EHE) only in Tx t is a run of consecutive days where Tx t exceeds its extreme threshold U x but Tn t does not exceed its extreme threshold U n . An EHE only in Tn t is defined analogously. A simultaneous EHE is a run where all the observations Tx t and Tn t exceed U x and U n , respectively. U x and U n are the 95 th percentiles used in the exploratory analysis. Tools for selecting an appropriate threshold can be found in Coles (2001) and in Abaurrea et al. (2007) . In the Barcelona temperature series, there are 97 EHEs only in Tx t , 114 only in Tn t and 82 simultaneous EHEs.
In order to model the extreme events using a point process, it is necessary to assign an occurrence point to each event. We locate this point at the time of the denotes an EHE only in Tx t , followed by a simultaneous event, then an EHE only in Tn t and, finally, another event only in Tn t .
Predictors
The main application of the model is to obtain mediumterm projections of the occurrence of the EHEs (see Sect. 4). For this reason, the potential predictors must be variables which have reliable projections for 50 years ahead. For example, a time trend fitted to the current data cannot be safely projected, since the temperature-time relationship may change in the future. General circulation models provide reliable future temperature projections on an aggregated time scale, after being rescaled to fit the local characteristics (see Sect. 4 for more details). Hence, aggregated temperature signals can be used as predictors, provided that their projected values are not far from their estimation ranges. Taking this into account, the set of potential predictors is made up of the following variables.
• Seasonal terms. These are defined as the part of the annual harmonic signals corresponding to the five summer months, that is, cosð2kpi t Þ and sinð2kpi t Þ with i t ¼121/365,..., 273/365, the time index from the 1st of May to the 30th of September and k ¼ 1; 2; ::. • Temperature terms. A clear influential factor on EHE occurrence is the current temperature level. The moving average of Tx t and Tn t in 15 or 31 day intervals around t, Tx m15;t , Tn m15;t , Tx m31;t and Tn m31;t , are used to define short term temperature predictors.
• Interaction terms. Interaction terms between the harmonics and the temperature predictors are considered to allow for a changing temperature effect over the summer.
Estimation and validation of the model
To select the predictors from the potential set, a forward approach based on likelihood ratio tests is applied. The initial model includes only the intercept and a significance level a ¼ 0:05 is used in each step. The model selected for N ð1Þ requires a harmonic and maximum and minimum temperature signals, but no interaction term. Fig. 4 show. In addition, year 2003 has a large residual. The influence plot applied to the temperature predictors confirms that year 2003 has a significantly different effect, with a p-value lower than 0.001. It was observed empirically that quadratic terms in the temperature help to smooth the influence of the observations. In order to obtain a more robust model, a new selection process adding the quadratic terms as potential predictors was carried out. The resulting model is shown in Table 2 . The lineal and quadratic Tx m15;t terms are significant and the Tn m31;t p-value is 0.07. Although it is not significant at a 0:05 level, it is retained since it improves the validation analysis. This model is more robust since the lowest p-value in the 55 influence tests is 0.065 (year 2001). The rest of the validation analysis is also satisfactory, as can be seen in Table 3 and the plot of Pearson residuals against time in Fig. 4 (bottom right) . The final models for N ð2Þ and N ð12Þ result from a similar modeling process (see Table 2 ). The first harmonic is significant in all the models. Tx m15;t is required in N ð1Þ and N ð12Þ (the two processes defined from Tx t ), while both Tn m15;t and Tn m31;t are significant in the processes defined from Tn t , N ð2Þ and N ð12Þ . No interaction term is needed in any model. The final models satisfy the validation analysis, as can be seen in Table 3 , where R 2 and the test p-values are summarized. The lowest p-values of the influence analysis are 0.06 (year 1996) in N ð2Þ and 0.05 and 0.06 (years 1956 and 1994) in N ð12Þ .
The empirical and the cumulative fitted rates R t 2 t 1k ðuÞdu=ðt 2 À t 1 Þ, calculated in moving 5-month long intervals, are plotted in Fig. 5 for the three indicator processes. The observed time evolution is satisfactorily reproduced by the fitted intensity, and a clear increase in The p-value of the test for checking the independence between the three indicator processes with n ¼ 1000 simulations is 0:936 and independence is not rejected. Since all the checks are satisfactory, it can be concluded that the NHCPSP properly represents the occurrence of the observed EHEs in Barcelona.
Interpretation of the fitted models. The fitted intensity for N ð1Þ is shown together with a 95 % confidence band in Fig. 5 (bottom right), as an example. The mean fitted intensities of the three indicator and the two marginal processes are calculated for three 5-year long periods located at the beginning, in the middle and at the end of the record (see Table 4 ). The occurrence rate increases in all 
is summarized in the last column, showing that it doubled in the last period. This is a relevant result, since the combination of extreme warm days and nights is more harmful for human health and increases energy demand.
Projection of the occurrence of EHEs
General circulation models are the best tool for obtaining future projections of atmospheric variables on a monthly or seasonal scale over broad areas. However, they are unable to provide reliable temperature trajectories on a daily and local scale, and cannot be directly used to project the extreme temperature behavior of local daily series. The main application of the fitted CPSP is its use as a time downscaling tool for GCM temperature trajectories. The model provides medium-term projections of the EHEs on a daily scale, using as input the temperature information on an aggregated time scale obtained from the GCMs.
GCM data
Initially, seven GCM trajectories were downloaded from the WCRP CMIP3 Multi-Model Data webpage 1 and the ENSEMBLES distribution portal at the Max Planck Institute for Meteorology.
2 Four of them (CGCM3.1, MI-ROC3.2, ECHAM5 and HadGEM) are among the best five out of 23 for reproducing the sea level pressure patterns in the North Atlantic-Europe region (van Ulden and van Oldenborgh 2006). According to Errasti et al. (2011) , three of them (MIROC3.2, ECHAM5 and HadGEM) are among the best five out of 24 for reproducing the seasonal cycle and the variability of the sea level pressure and the surface air temperature over the Iberian Peninsula.
Climate evolution depends on the future development of many factors which are highly uncertain, for example, the production of greenhouse gases. For this reason, the IPCC SRES (Special Report on Emissions Scenarios) considers various future scenarios that might influence these factors, such as the energy system and land use change. GCMs generate trajectories under all these scenarios. By way of illustration, we use the trajectories for the period 2031-2060, under scenario A1B, which describes a future world of rapid economic growth, a global population that peaks in the mid-century and more efficient technologies.
GCMs are run at a spatial resolution of around 150-300 km by 150-300 km, so that their trajectories ignore important sub-grid features such as topography. Consequently, in order to obtain valid trajectories for a point or a small area, a downscaling procedure must be applied, see Déqué (2007) , Fowler et al. (2007) and Themeßl et al. (2012) . These procedures transform the GCM trajectories in order to fit the local climate characteristics, see Gutiérrez et al. (2013) for a review of statistical dowscaling procedures for temperature series. We have opted for an approach which corrects the mean level and variability biases, y sca ðtÞ ¼ y GCM ðtÞ Àŷ GCM;20c3M ðtÞ s GCM;20c3M ðtÞŝ obs ðtÞ þŷ obs ðtÞ where y GCM (t) is the daily GCM trajectory to be scaled; y : ðtÞ is the fitted value in t from a regression model where the response is the daily temperature and the predictors are the annual harmonic terms;ŝ : ðtÞ is the square root of the fitted value in t from a regression model where the response is the square of the residuals from the previous regression, and the predictors are the annual harmonic terms. The subscripts obs and GCM;20c3M indicate whether the regression models have been fitted to the observed data in 1971-2000, or to the GCM trajectories for the 20c3M scenario. This scenario reproduces the 20th century climate and allows the GCM performance to be compared with historical observations. In addition, a future downscaled GCM trajectory is only considered reliable, if the corresponding downscaled 20c3M GCM trajectory reproduces satisfactorily the global distribution of the observed temperatures, according to a Kolmogorov-Smirnov test. Of the seven trajectories initially considered, only the three trajectories from ECHAM5, E5r1, E5r3 and E5r4, and the trajectory from CGCM3 passed this control analysis.
Extrapolation analysis
Statistical downscaling models require that the relationship between predictors and response remains unchanged between the present and the future climate, see for example Fowler et al. (2007) and Schmith (2008) . Given that climate change scenarios show a general global warming trend, the range of current and future values of some temperature-related variables is quite different. Therefore, Table 4 Mean fitted intensities in three 5-year periods 1951, 1955] the stable relationship assumption cannot be guaranteed even for medium-term projections. Sharif et al. (2013) and Wang and Chen (2014) remark that regression-type models can account for variability to an acceptable level but that frequent extrapolation beyond the historical conditions may be unreliable. We suggest different approaches to avoid fitted models being used under severe extrapolation conditions. The first is to eliminate from the set of potential predictors, those with future values far outside the range used to fit the model. The second is not to project the days under severe extrapolation. Finally, robust summary measures such as the trimmed mean should be used to reduce the effect of the observations which are very far from the center of the distribution (see Sect. 4 
.3).
Predictors with future values far outside their range in the fitting period. To illustrate this problem, Fig. 6 shows the boxplots of some potential temperature predictors, calculated with the downscaled trajectory E5r1 for the period 2031-2060 and the observed series. The high increase in the long term temperature predictors, TTx t and TTn t (defined as the LOWESS with a 30 % window of Tx t and Tn t ) would lead to extrapolation in most of the values. This is because temperature variables with longer aggregation time periods show less variability, and the percentage of values leading to extrapolation is greater. Consequently, TTx t and TTn t were not included in the set of potential predictors, despite the fact that decadal temperature evolution could be an influential predictor for EHE occurrence.
As a general rule, the predictors whose future range does not intersect or barely intersects with the observed range should not be included in the model.
Checking extrapolation conditions of the trajectories. A day in a trajectory should be projected only if its predictor values are not under severe extrapolation. We check both marginal and multivariate extrapolation:
Marginal checking. Day t is not under extrapolation, if its values in all the predictors are lower than their corresponding maxima in the fitting period.
Multivariate checking. Day t is not under extrapolation if its Mahalanobis distance (with respect to the observed mean vector and covariance matrix) is lower than the maximum of the Mahalanobis distances of the observed values or, alternatively, if all the predictor values are lower than their 90th percentiles in the observed period.
The top left plot in Fig. 7 shows the bivariate distribution of the two predictors in the model for N ð1Þ , Tx m15 and Tn m31 . The distribution is estimated from the observed data with a Gaussian density kernel based on 50 points. The points of the E5r1-A1B trajectory under extrapolation, according to the previous criteria, are plotted in the same graph. The other two plots show the estimated marginal densities and the marginal values of the points under extrapolation. The reference limits of the extrapolation analysis, the observed maximum and 90th percentile, are also displayed. The choice of these limits is heuristic and these plots are helpful to calibrate them.
The percentage of days under extrapolation in 2031-2060 for the selected downscaled trajectories is summarized in Table 5 . If the percentage of days not projected in a trajectory is high, the projection would lack continuity and would not be useful. This is the case of the CGCM3 trajectory, with more than 50 % of the observations under extrapolation in August. This trajectory has not therefore been included in the projection discussion. Figure 8 shows the LOWESS of the three indicator intensities fitted to the observed data, and of the three ECHAM5 projections. Despite avoiding the extrapolation situations, and considering a not very pessimistic scenario, A1B, a high increase in the intensity of the EHE occurrence is predicted in all the trajectories. More interesting than the daily projections is the characterization of the future distribution of the EHE occurrence. To describe its seasonal pattern, the quantiles of the intensities for each day in the summer are estimated using quantile regression (Koenker 2005) . The response of these models is the fitted intensity and the predictors are the two first harmonics, which guarantee an adequate fit of the seasonal behavior. Figure 9 shows some plots characterizing the future distribution of EHEs only in Tx t for the E5r1 trajectory. The estimated 25th, 50th, 75th, and percentiles, q25, q50 and q75, of the intensities fitted to the observed data (herein denoted observed percentiles) and of the E5r1 projections (projected percentiles) are shown in the left plot. The percentile 90 (q90) is not calculated for the E5r1 trajectory due to the high extrapolation level. The plot shows that the projected q25 is higher than the observed q50 in July, and it almost reaches the observed q75 in the middle of August. All the projected q75 are higher than the observed q90 of the same day-of-year. The right plot displays the estimated q50 of the intensities fitted to the observed data and of the projected values for the intervals, Table 6 summarizes the monthly 25 % trimmed means of the intensities fitted to the observed data and of the 2031-2060 projections. The highest mean of the observed intensities is 0.023, corresponding to N ð2Þ in July. The means of the projected intensities of the three processes in July and August attain twice to four times this value. To make the comparisons easier, the projected/observed mean ratios are shown in brackets (except in May where the observed means are practically 0). For each process and month, the ratios of the three GCM trajectories do not show relevant differences. The highest differences are found in June and September in N ð1Þ , due to the low observed values. Projected values in June and September approach the current means in July and August, while projected values for the latter months are between 2 and 9 times the observed values. The highest ratios in July and August are found in N ð12Þ . The increase in this process is so high that, although its observed means are the lowest of the three processes, its projected means are higher than those projected for N ð2Þ and most of those projected for N ð1Þ . In June and September the highest increase ratio is forecast in N ð1Þ but, as in the observed case, the highest mean of the projected intensities corresponds to N ð2Þ .
Projections for the period 2031-60
Concerning the seasonal pattern, although the differences between months diminish, they do not disappear. The June/July ratio for the observed means is around 1/100, 1/30 and 1/20, depending on the indicator process, while for the projected values it varies between 1/18 and 1/5. The September/August ratio shows a similar behavior. Since the intensity of the first marginal process is k 1 ¼ k ð1Þ þ k ð12Þ , the mean of the projected intensities for the occurrence of Tx t EHEs in July and August is between 3 and 5 times the observed mean. Similarly, the projected intensity for the occurrence of Tn t EHEs is between 3 and 4 times the mean of the observed k 2 .
Conclusions
Occurrence model of extreme heat events. The NHCPSP is a bivariate point process with dependent marginal Poisson processes. This model is a good candidate for modeling the occurrence of extreme events in a bivariate setting, since it is consistent with extreme value theory results and it can be readily applied to statistical modeling. The estimation of this model is simple since it can be decomposed into three independent NHPPs: the process of EHEs only in Tx t , N ð1Þ , EHEs only in Tn t , N ð2Þ , and simultaneous EHEs, N ð12Þ . The model allows us to characterize the time evolution of the occurrence, and its relationship with different predictors. The dependence structure between the marginal processes is described via the simultaneous indicator process N ð12Þ , and by conditioning intensities of the indicator processes on appropriate predictors.
The model is successfully applied to model the occurrence of EHEs in two temperature series, these being daily maximum and minimum temperatures of Barcelona, which show a strong mutual dependence. In this data application, only moving average temperatures and harmonic terms are used as predictors. However, depending on the use of the model, other types of variables such as time trends or atmospheric variables could be considered. Validation tools for the model are suggested, including influence analysis, and the application illustrates the importance of a thorough check of the model.
If independence of the three indicator processes is rejected in the validation analysis of a CPSP, we can try to introduce new covariates which explain that dependence. If this fails, other model frameworks should be tried: bivariate models with dependence modeled via copulas (Bäuerle and Grübel 2005) , models based on more general marginal models such as Cox processes (Serra et al. 2013) or Hawkes model whose multivariate version includes dependence (Embrechts et al. 2011) .
Projections under climate change scenarios. The suggested model is a useful time downscaling tool to obtain medium-term regional projections of the occurrence of EHEs under climate change scenarios. It provides projections on a daily scale, using wider time scale temperature trajectories from the GCMs. This is important since climate projections on a daily and local scale are often essential for climate change impact studies.
As in all regression-type models, projections made under extrapolation conditions are not reliable. Different solutions to avoid this problem are suggested.
Barcelona results. The fitted model for Barcelona reveals an increase in the rate of the EHE occurrence from 1980 onwards, which is even higher from the late 90's. There is evidence of a considerable increase in the dependence between the occurrence of EHE in Tx t and Tn t , represented by the simultaneous intensityk ð12Þ . The ratio of k ð12Þ with respect to the total intensity doubled in the 2001-2005 period.
As regards the future behavior under the A1B scenario, a clear increase of the mean intensity of the three indicator processes is obtained in 2031-2060. This happens even though conservative approaches have been applied and the most extreme temperature GCM trajectories have not been projected in order to avoid extrapolation. The steepest increase is found in the intensity of the simultaneous events. Concerning the seasonal pattern, the projected values for June and September approach the current values for July and August, and the projected values for these months are between 2 and 9 times greater than the observed values.
