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Abstract—We present an overlapping Schwarz decomposition
algorithm for solving nonlinear optimal control problems (OCPs).
Our approach decomposes the time domain into a set of overlap-
ping subdomains and solves subproblems defined over such sub-
domains in parallel. Convergence is attained by updating primal-
dual information at the boundaries of the overlapping regions.
We show that the algorithm exhibits local convergence and that
the convergence rate improves exponentially with the size of the
overlap. Our convergence results rely on a sensitivity result for
OCPs that we call “asymptotic decay of sensitivity.” Intuitively,
this result states that impact of parametric perturbations at
the boundaries of the domain (initial and final time) decays
exponentially as one moves away from the perturbation points.
We show that this condition holds for nonlinear OCPs under
a uniform second-order sufficient condition, a controllability
condition, and a uniform boundedness condition. The approach
is demonstrated by using a highly nonlinear quadrotor motion
planning problem.
Index Terms—Optimal Control; Nonlinear Programming; De-
composition Methods; Overlapping; Parallel algorithms;
I. INTRODUCTION
We study the nonlinear optimal control problem (OCP):
min
{xk},{uk}
gN (xN ) +
N−1∑
k=0
gk(xk,uk), (1a)
s.t. xk+1 = fk(xk,uk) (λk), (1b)
x0 = x¯0 (λ−1), (1c)
where xk ∈ Rnx are the state variables; uk ∈ Rnu are the
control variables; λk ∈ Rnx are the dual variables associated
with the dynamics (1b); λ−1 ∈ Rnx are the dual variables
associated with the initial conditions (1c); gk : Rnx×Rnu → R
is the stage cost function; gN : Rnx → R is the terminal cost
function; fk : Rnx ×Rnu → Rnx is the dynamic mapping; N
is the horizon length; and x¯0 ∈ Rnx is the given initial state.
We assume that the mappings fk, gk are twice continuously
differentiable, nonlinear, and, possibly nonconvex; as such,
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(1) is a nonconvex nonlinear program (NLP). The problem
of interest has been studied extensively in the context of
model predictive control [1], [2] with applications in chemical
process control [3], energy systems [4], production planning
[5], autonomous vehicles [6], power systems [7], [8], supply
chains [9], and neural networks [10].
In this work we are interested in solving OCPs with a large
number of stages N . Such problems arise in settings with
long horizons, fine time discretization resolutions, or multiple
timescales [11], [12]. Temporal decomposition provides an
approach to deal with such problems; in this approach, one
partitions the time domain [0, N ] into a set of subdomains
{[mi,mi+1]}i=0,...,T−1. One then solves tractable OCPs over
such subdomains (in parallel) and their solution trajectories
are concatenated by using a coordination mechanism. Tradi-
tional coordination schemes include Lagrangian dual decom-
position [5], [13], [14], the alternating direction method of
multipliers (ADMM) [15], dual dynamic programming [16],
[17], and Jacobi/Gauss-Seidel methods [18], [19]. Lagrangian
dual decomposition, ADMM, and dual dynamic programming
are guaranteed to converge under convex OCP settings, but
such procedures exhibit slow convergence. The work in [20]
reports extensive benchmark studies for diverse schemes that
demonstrate this slow convergence behavior.
Recent work reported in [21] empirically tested the effec-
tiveness of a different type of decomposition scheme. Specifi-
cally, the authors performed numerical tests with a time decom-
position scheme with overlap (see Fig. 1). Here, overlapping
subdomains {[n1i , n2i ]}i=0,...,T−1 are constructed by expanding
the non-overlapping subdomains {[mi,mi+1]}i=0,...,T−1 by ω
stages on the left and right boundaries. Subproblems on the ex-
panded subdomains are solved and the resulting trajectories are
concatenated while discarding pieces of the trajectory in the
overlapping regions. The authors noticed that, as the size of the
overlap increases, the approximation error of the concatenated
solution trajectory drops rapidly. The work in [22] provided a
theoretical analysis of such convergence behavior. The authors
proved that, for OCPs with linear dynamics and positive-
definite quadratic stage costs that satisfy a uniform complete
controllability condition and a uniform boundedness condition,
the error of the concatenated trajectory decreases exponentially
with ω. This result derives from a sensitivity property that we
call “asymptotic decay of sensitivity” (ADS). This property
indicates that the impact of parametric perturbations on the
primal trajectory x?k,u
?
k decays asymptotically as one moves
away from the perturbation time. Unfortunately, the scheme
reported in [22] does not apply for nonlinear OCP.
Recent work has shown that the overlapping decomposition
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2scheme in [22] can be interpreted as a single iteration of
an overlapping Schwarz decomposition scheme [23]. The
approach reported in that work partitions the time domain as
in [21], [22] but uses both primal and dual information from
adjacent subdomains to perform coordination. Interestingly,
the authors prove that the overlapping Schwarz scheme is
guaranteed to converge provided that an ADS condition holds
for the primal-dual trajectory x?k,u
?
k,λ
?
k (not only for the
primal trajectory, as in [22]). The authors provide empirical
evidence that primal-dual ADS holds for a nonlinear OCP but
do not provide a theoretical justification for such behavior. The
work in [24] proved that overlapping Schwarz schemes can be
generalized to quadratic programming problems that have an
underlying graph structure and established conditions under
which ADS holds. In such a setting, ADS indicates that the
effect of perturbations on the solution decays asymptotically
along the graph. The work in [11] establishes conditions
for primal-dual ADS to hold for OCPs with linear costs
and dynamics and uses this result to analyze the error of a
coarsening scheme.
This paper extends the literature as follows. (i) We consider
the OCP with time-varying and nonlinear costs and dynamics
(1) (this allows handling of a wider range of applications). (ii)
We establish conditions guaranteeing that ADS holds for the
primal-dual trajectory for such OCP. Specifically, we show that
ADS holds under a uniform second-order sufficient condition,
a controllability condition, and a uniform boundedness con-
dition. Our results are stronger than the primal ADS results
of [22], [25] in that we generalize these to the primal-dual
solution and in that we show that the decay rate is exponential.
(iii) The primal-dual ADS property allows us to prove that the
overlapping Schwarz scheme converges locally to a solution
of the OCP if the size of overlap ω is sufficiently large. We
also show that the convergence rate can be bounded by Cρω ,
where C > 0 and ρ ∈ (0, 1) are constants (independent of the
horizon N ). In other words, the convergence rate improves
exponentially with the size of overlap.
The remainder of the paper is organized as follows. In
Section II we establish primal-dual sensitivity results for (1).
In Section III we describe the overlapping Schwarz scheme
and its convergence analysis. Numerical results are shown in
Section IV and conclusions are presented in Section V.
II. PRIMAL-DUAL ASYMPTOTIC DECAY OF SENSITIVITY
In this section we establish a primal-dual sensitivity result
for the OCP that we call asymptotic decay of sensitivity
(ADS). This result characterizes how parametric perturbations
at the boundaries of the time domain propagate through such
domain. The primal-dual ADS result provides the foundation
to establish convergence of the overlapping Schwarz scheme.
We use the following basic notation: for n,m ∈ Z>0, we let
[n,m], [n,m), (n,m], and (n,m) be corresponding integer
sets; also, [n] = [0, n]. Boldface symbols denote column
vectors. Given {ai}ni=m, am:n = (am;am+1; . . . ;an) rep-
resents a long vector obtained by stacking them together. For
any scalars a, b, a ∨ b = max(a, b) and a ∧ b = min(a, b).
For any matrices A,B, A  ()B means A − B is pos-
itive (semi)definite. For a sequence of matrices {Ai}ni=m,
∏n
i=mAi = AnAn−1 . . . Am if m ≤ n and I otherwise.
Without specification, ‖ ·‖ denotes either `2 norm for a vector
or the operator norm for a matrix. For a vector-valued function
f : Rn → Rm, ∇f ∈ Rn×m is the Jacobian. The theoretical
results of this work require complicated notation; specific
notation will be introduced as needed.
A. Primal ADS Results
We begin our discussion by analyzing the sensitivity of
the primal solution. Most of the results in this subsection are
presented in [25], but we revisit them for completeness and to
lay the groundwork for the new dual sensitivity results from
§II-B. We rewrite (1) by explicitly expressing the dependence
on external data (parameters) as
min
{xk}
{uk}
N−1∑
k=0
gk(xk,uk;dk) + gN (xN ;dN ), (2a)
s.t. xk+1 = fk(xk,uk;dk), k ∈ [N − 1], (λk) (2b)
x0 = x¯0, (λ−1). (2c)
Here dk ∈ Rnd and d−1 = x¯0 are the external problem data.
We use the semicolon in functions to separate the decision
variables from the data. In what follows, we let zk = (xk;uk)
for k ∈ [N − 1]; zN = xN ; wk = (zk;λk) for k ∈ [N − 1];
w−1 = λ−1; and wN = xN . We use short-hand notations:
x = x0:N ; u = u0:N−1; λ = λ−1:N−1; d = d−1:N ; z =
z0:N and w = w−1:N . We may also denote z = (x,u) and
w = (x,u,λ). we let nz = nx + nu; nw = 2nx + nu;
nx = nλ = (N + 1)nx; nu = Nnu; nz = Nnz + nx;
nw = Nnw + 2nx; and nd = nx +Nnd be their dimensions.
The Lagrange function of the OCP is given by
L(w;d) =
N−1∑
k=0
Lk(zk,λk−1:k;dk)︷ ︸︸ ︷
gk(zk;dk) + λ
T
k−1xk − λTk fk(zk;dk)
+ gN (zN ;dN ) + λ
T
N−1xN︸ ︷︷ ︸
LN (zN ,λN−1;dN )
−λT−1d−1. (3)
Suppose that w?(d) = (x?(d),u?(d),λ?(d)) is a local
minimizer for the unperturbed data d. Sensitivity analysis
characterizes how the primal solution trajectory (states and
controls) varies with respect to perturbations on d. In partic-
ular, we let l ∈ Rnd be the perturbation direction of d and let
the corresponding perturbation path be:
d(h, l) = d+ hl+ o(h). (4)
We define directional derivatives as
p?k = lim
h↘0
x?k(d(h, l))− x?k(d)
h
, ∀k ∈ [N ], (5a)
q?k = lim
h↘0
u?k(d(h, l))− u?k(d)
h
, ∀k ∈ [N − 1], (5b)
ζ?k = lim
h↘0
λ?k(d(h, l))− λ?k(d)
h
, ∀k ∈ [−1, N − 1]. (5c)
We now establish the magnitude of p?k, q
?
k, ζ
?
k when only di
is perturbed. This is equivalent to bounding ‖p?k‖, ‖q?k‖, ‖ζ?k‖
while enforcing l = ei, where for i ∈ [−1, N ], ei ∈ Rnd is
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Fig. 1. Overlapping Schwarz decomposition scheme for optimal control problems.
any unit vector with support within stage i (note that i = −1
corresponds to the perturbation on the initial state d−1).
Definition 1 (Reduced Hessian). For k ∈ [N−1], we let Ak =
∇Txkfk(zk;dk), Bk = ∇Tukfk(zk;dk), Ck = ∇Tdkfk(zk;dk),
and Hessian matrices be
Hk(wk;dk) =
(
Qk S
T
k
Sk Rk
)
=
( ∇2xkLk ∇2xkukLk∇2ukxkLk ∇2ukLk
)
,
Dk(wk;dk) =
(
Dk1 Dk2
)
=
(∇2dkxkLk ∇2dkukLk) ,
together with HN (zN ;dN ) = ∇2xNLN (zN ,λN−1;dN ) and
DN (zN ;dN ) = ∇2dNxNLN (zN ,λN−1;dN ). The evalua-
tion point of Ak, Bk, Ck is suppressed for conciseness. We
also use QN and HN interchangeably. In addition, we let
H(w;d) = diag(H0, . . . ,HN ) ∈ Rnz×nz and let Jacobian
matrix G(z;d) ∈ Rnx×nz be
I
−A0 −B0 I
−A1 −B1 I
. . .
. . .
−AN−1 −BN−1 I
 .
Let Z(z;d) ∈ Rnz×nu be a full column rank matrix whose
columns are orthonormal and span the null space of G(z;d).
Then the reduced Hessian is
ReH(w;d) = ZTHZ.
We now proceed to make key assumptions to establish
sensitivity: uniform strong second order condition (SSOC),
controllability, and boundedness. Recall that d is the un-
perturbed reference with w?(d) being a local primal-dual
solution. We also drop d hereinafter from the notation and
denote the solution as w?.
Assumption 1 (Uniform SSOC). At w?, the reduced Hessian
of (2) satisfies
ReH(w?,d)  γHI
for some uniform constant γH > 0 independent of horizon N .
This requires the Hessian of the Lagrangian to be positive
definite in the null space of the linearized constraints (instead
of in the whole space). Note also that uniformity in Assump-
tion 1 requires independence of γH from N .
Definition 2 (Controllability Matrix). For any k ∈ [N − 1]
and evolution length t ∈ [1, N − k], the controllability matrix
is given by
Ξk,t(zk:k+t−1,dk:k+t−1)
=
(
Bk+t−1 Ak+t−1Bk+t−2 ... (
∏t−1
l=1 Ak+l)Bk
) ∈ Rnx×tnu ,
where {Ai}k+t−1i=k+1 , {Bi}k+t−1i=k are evaluated at
{(zi,di)}k+t−1i=k .
Assumption 2 (Uniform Controllability). At (z?,d), there
exist constants γC , t > 0 (independent of N ) such that
∀k ∈ [N − t], ∃1 ≤ tk ≤ t and such that
Ξk,tkΞ
T
k,tk
 γCI,
where Ξk,tk is evaluated at (z
?
k:k+tk−1,dk:k+tk−1).
The controllability condition is imposed on the constraint
matrices (it is not related to dual variables). This condition
captures the local geometry of the null space. This condition
contrasts with SSOC, which characterizes the entire OCP.
Our controllability assumption follows the notion of uniform
complete controllability, introduced in [26, Definition 3.1] and
used in sensitivity analysis in [22, Definition 2.2].
Assumption 3 (Uniform Boundedness). At w?, there exists
constant Υ (independent of N ) such that ‖HN‖ ≤ Υ and for
any k ∈ [N − 1]:
‖Hk‖ ∨ ‖Dk‖ ∨ ‖Ak‖ ∨ ‖Bk‖ ∨ ‖Ck‖ ≤ Υ.
Given Assumptions 1, 2, 3, it was shown in [25] that, when
l = ei for i ∈ [N ], ‖pk‖∨‖qk‖ ≤ Υρ|k−i|, and when l = e−1,
‖pk‖∨‖qk‖ ≤ Υρk. Here, Υ > 0 and ρ ∈ (0, 1) are universal
constants determined by constants in the assumptions.
The following result shows that p?k, q
?
k, ζ
?
k are the solution
of a linear-quadratic OCP provided that SSOC holds at w?.
Theorem 1 (Sensitivity of Problem (2)). Consider OCP (2),
and suppose d is perturbed along the path (4). If w? satisfies
4SSOC, the directional derivative defined in (5) exists and is
the primal-dual solution of the problem:
min
{pk}
{qk}
N−1∑
k=0
(
pk
qk
lk
)T( Qk STk DTk1
Sk Rk D
T
k2
Dk1 Dk2 0
)(
pk
qk
lk
)
+
(
pN
lN
)T(
QN D
T
N
DN 0
)(
pN
lN
)
, (6a)
s.t. pk+1 = Akpk +Bkqk + Cklk, (ζk) (6b)
p0 = l−1, (ζ−1). (6c)
Here, ζ−1:N−1 are dual variables with ζ−1 corresponding to
the initial constraint and ζk corresponding to the k-th dynamic
constraint; all matrices are evaluated at w?; we use notation
ξ−1 = ζ−1; ξk = (pk; qk; ζk) for k ∈ [N − 1]; ξN = pN ;
ξ = (p, q, ζ) = (p0:N , q0:N−1, ζ−1:N−1).
Proof. See [27, Theorem 5.53, Remark 5.55, and Theorems
5.60, 5.61, and (5.143)] for the proof. Observe from the
structure of G(z;d) that the linear independence constraint
qualification (LICQ), which implies Gollan’s regularity condi-
tion, holds for Problem (2) with any (z,d). Thus, results hold
for any perturbation direction l.
From SSOC (guaranteed by Assumption 1), LICQ for (2),
and [28, Lemma 16.1], we know that ξ? = (p?, q?, ζ?) is
the unique global solution of (6). The indefiniteness of the
Hessians Hk in problem (6) brings difficulty in analyzing
the closed-form solution obtained from a Riccati recursion.
Therefore, [25] used the convexification procedure proposed
in [29], which transfers (6) into another linear-quadratic pro-
gram whose new matrices H˜k are all positive definite. The
convexification procedure is displayed in Algorithm 1. One
inputs the quadratic matrices in problem (6) and then obtains
new matrices {H˜k, D˜k}. As shown in [25], [29], with a proper
choice of β > 0, Algorithm 1 preserves the reduced Hessian
matrix and the optimal primal solution. We will show later
that the convexification procedure also preserves the optimal
dual solution. Intuitively, this procedure convexifies Hessians
by recursively adding and subtracting quadratic terms, which
add up to a constant on the null space of (2b)-(2c).
Theorem 2 (Primal ADS). Let assumptions 1, 2, 3 hold at the
solution w? of problem (2). Then there exist constants Υ > 0,
ρ ∈ (0, 1), independent of horizon length N , such that
(a) if l = ei, ∀i ∈ [N ], then ‖p?k‖ ∨ ‖q?k‖ ≤ Υρ|k−i| for
k ∈ [N − 1] and ‖p?N‖ ≤ ΥρN−i;
(b) if l = e−1, then ‖p?k‖ ∨ ‖q?k‖ ≤ Υρk for k ∈ [N − 1]
and ‖p?N‖ ≤ ΥρN .
This is Theorem 5.7 in [25] andindicates that the impact
of a perturbation on di on the primal solution z?k at stage k
decays exponentially fast as one moves away from stage i.
We note that Problem (2) is a slightly different variant
of the one considered in [25]. Specifically, the problem
in [25] does not include the terminal data dN . However,
by doing slight modifications in (3.4), (3.5), and Lemma
5.1 in [25] (specifically, replacing
∑N−1
i=k+1(M
k+1
i )
T li by∑N
i=k+1(M
k+1
i )
T li,
∑N−1
i=k+1 l
T
i M
k
i pk by
∑N
i=k+1 l
T
i M
k
i pk,
Algorithm 1 Convexification Procedure
1: Input: {Hk, Dk}Nk=0, {Ak, Bk, Ck}N−1k=0 , β > 0;
2: H˜N = Q˜N = βI;
3: Q¯N = QN − Q˜N ;
4: for k = N − 1, . . . , 0 do
5:
(
Qˆk S˜
T
k D˜
T
k1
S˜k R˜k D˜
T
k2
D˜k1 D˜k2 ∗
)
=
(
Qk S
T
k D
T
k1
Sk Rk D
T
k2
Dk1 Dk2 0
)
+
(
ATk
BTk
CTk
)
Q¯k+1(Ak Bk Ck )
6: Q˜k = S˜
T
k R˜
−1
k S˜k + βI
7: H˜k =
(
Q˜k S˜
T
k
S˜k R˜k
)
8: Q¯k = Qˆk − Q˜k;
9: end for
10: Output: {H˜k}Nk=0, {D˜k}N−1k=0 , DN (= D˜N ).
and
∑N−1
i=0 U
k
i li by
∑N
i=0 U
k
i li at the mentioned points in
[25] and using MNN = DN1 (i.e., DN in our paper)), all
conclusions can be extended to the case l = eN as well.
Adding the perturbation on the terminal data is necessary to
establish convergence of the overlapping Schwarz scheme.
B. Dual ADS Results
We now present dual sensitivity results for (6) based on
the convexification procedure in Algorithm 1. As shown in
[25], [29], because of the positive definiteness of H˜k, the
convexified problem (obtained by replacing {Hk, Dk} with
{H˜k, D˜k}) also has a unique global solution. Hence, we
only need to check how the dual solutions are affected by
convexification. We will show from the Karush-Kuhn-Tucker
(KKT) conditions (i.e., the first-order necessary conditions)
that Algorithm 1 only shifts the dual solution by a linear
transformation of the primal solution. In what follows, we use
LQP to denote problem (6) with {Hk, Dk}, and CLQP to
denote Problem (6) with {H˜k, D˜k} (i.e., the convexified prob-
lem). Furthermore, ξc? = (pc?, qc?, ζc?) denotes the (global)
primal-dual solution of CLQP . Recall that, by Theorem 1,
(p?, q?, ζ?) is the global solution of LQP . The following
result establishes a relationship between the solutions.
Theorem 3. Under Assumption 1, we execute Algorithm 1
with β ∈ (0, γH) for LQP . We then have that
p? = pc?, q? = qc?, ζ? = ζc? − 2Q¯p?, (7)
where Q¯ = diag(Q¯0, . . . , Q¯N ) with {Q¯k}Nk=0 is defined in
Algorithm 1 recursively.
Proof. Under Assumption 1, we know (p?, q?, ζ?) is the
unique global solution of LQP . When executing Algorithm 1
with β ∈ (0, γH), as shown in [25, Theorem 3.8], H˜k  0.
Thus, (pc?, qc?, ζc?) is also the unique global solution of
CLQP . By [25, Lemma 3.4], we know that:
p? = pc?, q? = qc?.
5Thus, it suffices to establish the relation between the KKT
conditions of the problems. To simplify notation, we denote
the kth component of the objective as follows:
Ok(pk, qk) =
(
pk
qk
lk
)T( Qk STk DTk1
Sk Rk D
T
k2
Dk1 Dk2 0
)(
pk
qk
lk
)
,∀k ∈ [N − 1],
ON (pN ) =
(
pN
lN
)T(
QN D
T
N
DN 0
)(
pN
lN
)
.
Similarly, we define O˜k(pk, qk) and O˜N (pN ) by replacing
Hk, Dk by H˜k, D˜k. The Lagrangian of LQP is
L(p, q, ζ) =
N−1∑
k=0
Ok(pk, qk) + ζ
T
k−1pk − ζTk (Akpk +Bkqk
+ Cklk) + LN (pN ) + ζ
T
N−1pN − ζT−1l−1;
and the KKT system is
∇pkOk(pk, qk) + ζk−1 −ATk ζk = 0, ∀k ∈ [N − 1],
∇qkOk(pk, qk)−BTk ζk = 0, ∀k ∈ [N − 1],
∇pNON (pN ) + ζN−1 = 0,
pk+1 − (Akpk +Bkqk + Cklk) = 0, ∀k ∈ [N − 1],
p0 − l−1 = 0.
(8)
For the KKT system of the convexified problem, we replace
∇Ok by ∇O˜k and ζ by ζc. From Algorithm 1, we know that
∇pkO˜k(pk, qk) = 2Q˜kpk + 2S˜Tk qk + 2D˜Tk1lk (9)
=2(Qˆk − Q¯k)pk + 2S˜Tk qk + 2D˜Tk1lk
=2Qkpk + 2S
T
k qk + 2D
T
k1lk − 2Q¯kpk
+ 2ATk Q¯k+1(Akpk +Bkqk + Cklk)
=∇pkOk(pk, qk)− 2Q¯kpk + 2ATk Q¯k+1pk+1,
∀k ∈ [N − 1], where the last equality results from definition
of Ok and the k-th dynamic constraint. We also show that
∇qkO˜k(pk, qk) =∇qkOk(pk, qk) + 2BTk Q¯k+1pk+1,
∇pN O˜N (pN ) =∇pNON (pN )− 2Q¯NpN .
(10)
Plugging (9), (10) back into (8), we obtain that the KKT
system of LQP is equivalent to
∇pkO˜k + (ζk−1 + 2Q¯kpk)−ATk (ζk + 2Q¯k+1pk+1) = 0,
∇qkO˜k −BTk (ζk + 2Q¯k+1pk+1) = 0, ∀k ∈ [N − 1],
∇pN O˜N + (ζN−1 + 2Q¯NpN ) = 0,
pk+1 − (Akpk +Bkqk + Cklk) = 0, ∀k ∈ [N − 1],
p0 − l−1 = 0.
Comparing the above equation with the KKT system of
CLQP , and using the invariance of the primal solution, we
see that (pc?, qc?, ζ?+2Q¯p?) satisfies the first-order condition
of CLQP . Since LICQ holds for CLQP , the dual solution is
unique; this implies ζc? = ζ? + 2Q¯p?.
Using (7), we first focus on CLQP and establish the
exponential decay result for ζc?; then we use this relation to
bound ζ?. Given the primal solution, the following theorem
provides the closed form of the dual solution for linear-
quadratic problems (either LQP or CLQP). It makes heavy
use of the notations and algebra from [25, Lemma 3.5].
Theorem 4. Consider LQP under Assumption 1. Suppose
(p?, q?) is the primal solution. Then the dual solution ζ? is:
ζ?k =− 2Kk+1p?k+1 + 2
N∑
i=k+1
(Mk+1i )
T li
+ 2
N−1∑
i=k+1
(V k+1i )
TCili, ∀k ∈ [−1, N − 1], (11)
with KN = QN , DN1 = DN , DN2 = 0, and ∀k ∈ [N − 1],
Wk =Rk +B
T
k Kk+1Bk,
Kk =− (BTk Kk+1Ak + Sk)TW−1k (BTk Kk+1Ak + Sk)
+Qk +A
T
kKk+1Ak,
Pk =−W−1k (BTk Kk+1Ak + Sk),
Ek =Ak +BkPk,
V ki =−Ki+1
i∏
j=k
Ej , ∀i ∈ [N − 1],
Mki =− (Di1 +Di2Pi)
i−1∏
j=k
Ej , ∀i ∈ [N ].
We obtain a similar formula for ζc? of CLQP , where one
replaces {Hk, Dk} in the above recursions by {H˜k, D˜k}.
The invertibility of Wk is guaranteed by Assumption 1; see
[25, Lemma 3.5].
Proof. We use reverse induction to prove the formula of ζ?k.
According to (8), for k = N − 1 we have
ζ?N−1 = −∇pNON (p?N ) = −2QNp?N − 2DTN lN ,
which satisfies (11) and proves the first induction step. Sup-
pose ζ?k satisfies (11). From (8), we have
ζ?k−1 =A
T
k ζ
?
k −∇pkOk(p?k, q?k)
=ATk ζ
?
k − 2Qkp?k − 2STk q?k − 2DTk1lk.
Plugging the expression for ζ?k from (11), we get
ζ?k−1 = −2ATkKk+1p?k+1 + 2ATk
( N∑
i=k+1
(Mk+1i )
T li
+
N−1∑
i=k+1
(V k+1i )
TCili
)− 2Qkp?k − 2STk q?k − 2DTk1lk
= −2(ATkKk+1Ak +Qk)p?k − 2(Sk +BTk Kk+1Ak)Tq?k
+ 2ATk
( N∑
i=k+1
(Mk+1i )
T li +
N−1∑
i=k+1
(V k+1i )
TCili
)
− 2ATkKk+1Cklk − 2DTk1lk
= −2(ATkKk+1Ak +Qk)p?k + 2PTk Wkq?k
+ 2ATk
( N∑
i=k+1
(Mk+1i )
T li +
N−1∑
i=k+1
(V k+1i )
TCili
)
6− 2ATkKk+1Cklk − 2DTk1lk,
where the second equality follows from pk+1 − (Akpk +
Bkqk + Cklk) = 0, and the third equality follows from the
definition of Pk. By (3.4) in [25, Lemma 3.5], we know
q?k =Pkp
?
k +W
−1
k B
T
k
N∑
i=k+1
(Mk+1i )
T li −W−1k DTk2lk
+W−1k B
T
k
N−1∑
i=k+1
(V k+1i )
TCili −W−1k BTk Kk+1Cklk.
Combining the above expressions we obtain
ζ?k−1 =− 2(ATkKk+1Ak +Qk)p?k + 2PTk Wk
(
Pkp
?
k
+W−1k B
T
k (
N∑
i=k+1
(Mk+1i )
T li +
N∑
i=k+1
(V k+1i )
TCili)
−W−1k BTk Kk+1Cklk −W−1k DTk2lk
)− 2DTk1lk
+ 2ATk
( N∑
i=k+1
(Mk+1i )
T li +
N−1∑
i=k+1
(V k+1i )
TCili
)
− 2ATkKk+1Cklk
=− 2(ATkKk+1Ak +Qk − PTk WkPk)p?k
+ 2ETk
( N∑
i=k+1
(Mk+1i )
T li +
N−1∑
i=k+1
(V k+1i )
TCili
)
− 2ETk Kk+1Cklk − 2(Dk1 +Dk2Pk)T lk
=− 2Kkp?k + 2
N∑
i=k
(Mki )
T li + 2
N∑
i=k
(V ki )
TCili,
where the second equality follows from the definition of Ek
and the third equality follows from definitions of Kk, Mki ,
and V ki . This verifies the induction step.
We can now study the dual solution of CLQP , ζc?. To
enable concise notation, we abuse the notations Kk,Mki , V
k
i ,
and so on to denote the matrices computed by {H˜k, D˜k}. The
following lemma establishes the exponential decay for ζc?.
Lemma 1. Let Assumptions 1, 2, and 3 hold at the unper-
turbed solution w? of problem (2). We execute Algorithm
1 with β ∈ (0, γH). Let ζc? be the optimal dual solution
of CLQP . Then there exist constants Υ′ > 0, ρ ∈ (0, 1),
independent of N , such that for any k ∈ [−1, N − 1],
(a) if l = ei for i ∈ [N ], then ‖ζc?k ‖ ≤ Υ′ρ|k+1−i|;
(b) if l = e−1, then ‖ζc?k ‖ ≤ Υ′ρk+1.
We note that the constant ρ in this result is the same as the
one used in Theorem 2.
Proof. We use the closed form of ζc? established in Theorem
4. We mention that all matrices are calculated based on
{H˜k, D˜k}.
(a) l = ei for i ∈ [N ]. If i ≤ k, by (11), (7), and we have
‖ζc?k ‖ = ‖ − 2Kk+1p?k+1‖ ≤ 2‖Kk+1‖‖p?k+1‖ ≤ Υ1ρ|k+1−i|.
Here, the last inequality is due to Theorem 2 and the
boundedness of Kk+1, which comes from (4.7) in [25]. If
k + 1 ≤ i ≤ N − 1, by (11) we then have
‖ζc?k ‖ =‖ − 2Kk+1p?k+1 + 2(Mk+1i )Tei + 2(V k+1i )TCiei‖
≤Υ1ρi−k−1 + Υ2ρi−k−1 + Υ3ρi−k
≤(Υ1 + Υ2 + Υ3)ρi−k−1.
The second inequality is due to the fact that ‖Mk+1i ‖ ≤
Υ2ρ
i−k−1, ‖V k+1i ‖ ≤ Υ3ρi−k for some constants Υ2,Υ3
coming from (5.11) in [25] and the boundedness of ‖Ci‖ in
Assumption 3. If i = N , following the same derivations, we
can show ‖ζc?k ‖ ≤ (Υ1 + Υ2)ρN−k−1.
(b) l = e−1. By (11) and Theorem 2, we now for any
k ∈ [−1, N − 1],
‖ζc?k ‖ = ‖ − 2Kk+1p?k+1‖ ≤ Υ1ρk+1.
We let Υ′ = Υ1 + Υ2 + Υ3 and complete the proof.
Combining Lemma 1 with Theorem 3, we can bound the
dual solution for LQP .
Theorem 5 (Dual ADS). Let Assumptions 1, 2, and 3 hold
at the unperturbed solution w? of problem (2). Then for any
k ∈ [−1, N − 1], Lemma 1 holds for ζ?k with some constants
(Υ′′, ρ), independent of N .
Proof. By Lemma 1 and Theorem 3 we have
‖ζ?k‖ =‖ζc?k − 2Q¯k+1p?k+1‖ ≤ ‖ζc?k ‖+ 2‖Q¯k+1‖‖p?k+1‖
for all k ∈ [−1, N−1]. By [25, Theorem 3.8 and Lemma 4.3],
we know ‖Q¯k+1‖ ≤ ΥQ for some constant ΥQ, independent
of N . Then, by Theorem 2, we can let Υ′′ = Υ′+ 2ΥQΥ and
complete the proof.
Combining Theorem 2 with Theorem 5, we obtain the
desired primal-dual ADS result. The perturbation on the left
and right boundaries {−1, N} are of particular interest in the
following sections. Redefining Υ ← max(Υ,Υ′′ρ−1) yields
the following:
(a) if l = eN , then ‖ξ?k‖ ≤ ΥρN−k;
(b) if l = e−1, then ‖ξ?k‖ ≤ Υρk.
III. OVERLAPPING SCHWARZ DECOMPOSITION
In this section we introduce the elements of the overlapping
Schwarz scheme and establish convergence.
A. Setting
The full horizon of problem (1) is [N ]. Suppose T is the
number of short horizons and ω is the overlap size. Then we
can decompose [N ] into T consecutive intervals as
[N ] =
T−1⋃
i=0
[mi,mi+1],
where m0 = 0 < m1 < . . . < mT = N . Moreover, we define
the expanded (overlapping) boundaries:
n1i = (mi − ω) ∨ 0, n2i = (mi+1 + ω) ∧N. (12)
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⋃T−1
i=0 [n
1
i , n
2
i ] and
[mi,mi+1] ⊂ [n1i , n2i ], ∀i ∈ [T − 1].
In the overlapping Schwarz scheme, the truncated approxima-
tion within interval [mi,mi+1] is obtained by first solving a
subproblem over an expanded [n1i , n
2
i ], and then discarding
the piece of the solution associated with the stages acquired
from expansion (12). We now introduce the subproblem in
each expanded short horizon [n1i , n
2
i ]. For any i ∈ [T −1], the
subproblem for the interval [n1i , n
2
i ] is defined as
min
{xk}
{uk}
n2i−1∑
k=n1i
gk(xk,uk) + g˜n2i (xn2i ; w¯n2i ) (13a)
s.t. xk+1 = fk(xk,uk), k ∈ [n1i , n2i − 1], (λk) (13b)
xn1i = x¯n1i , (λn1i−1). (13c)
Here, the terminal penalty g˜n2i (xn2i ; w¯n2i ) for i ∈ [0, T −1) is
constructed with the stage cost function, dual penalty, and the
terminal penalty on the primal; and the terminal penalty for i =
T −1 is directly given from the original problem. Recall from
the definitions after (2) that we denote w¯n2i = (x¯n2i ; u¯n2i ; λ¯n2i )
for i ∈ [0, T −1). The terminal penalty functions are formally
defined as
g˜n2i (xn2i ; w¯n2i ) =

gn2i (xn2i , u¯n2i )− λ¯
T
n2i
fn2i (xn2i , u¯n2i )
+µ2 ‖xn2i − x¯n2i ‖2, i ∈ [T − 1)
gN (xn2i ), i = T − 1,
where µ is a uniform scale parameter that does not depend
on i. In other words, µ is set uniformly over all subproblems.
Intuitively, the terminal dual penalty helps reduce the KKT
residual while the quadratic penalty guarantees that uniform
SSOC holds for subproblems provided that it holds for the full
problem and µ is set large enough (see Lemma 2).
We state problem (13) as a parametric problem of the
form Pi(x¯n1i , w¯n2i ). We observe that the parameter (x¯n1i , w¯n2i )
includes given primal-dual data on both ends of the horizon
(domain boundaries). For i = T − 1, w¯n2i is not necessary
(see the definition of g˜N (·; ·)). The formal justification of the
formulation in (13) will be given in Lemma 3.
Definition 3. We define the following quantities:
(a) the subvectors of w = (x0:N ,u0:N−1,λ−1:N−1):
w(0) = w−1:m1−1; w(i) = wmi:mi+1−1 for
i ∈ [1, T − 2]; w(T−1) = wmT−1:mT ; w[i] =
(λn1i−1;wn1i :n2i−1;xn2i ) for i ∈ [T − 1]; and w[−i] =
(xn1i ;wn2i ) for i ∈ [T − 1]; and their dimensions:
n(0) = nx + m1nw; n(i) = (mi+1 −mi)nw; n(T−1) =
(mT − mT−1)nw + nx; n[i] = (n2i − n1i )nw + 2nx;
n[−i] = nx + nw.
(b) the solution mapping for Pi(·) isw†[i](·) : Rn[−i] → Rn[i] ,
where the variables are ordered as in w[i].
(c) the submatrices of identity matrix I ∈ Rnw×nw : Tk←[i] ∈
Rnw×n[i] for k ∈ [n1i , n2i ) extracts the row components
corresponding to wk and the column components cor-
responding to w[i]; Tn1i−1←[i] ∈ Rnx×n[i] extracts the
row components corresponding to λn1i−1 and the column
components corresponding to w[i]; Tn2i←[i] ∈ Rnx×n[i]
extracts the row components corresponding to xn2i and
the column components corresponding to w[i]; T(i)←[i] ∈
Rn(i)×n[i] extracts the row components corresponding
to w(i) and the column components corresponding to
w[i]; Tn1i←[−i] ∈ Rnx×n[−i] extracts the row compo-
nents corresponding to xn1i and the column components
corresponding to w[−i]; and Tn2i←[−i] ∈ Rnw×n[−i]
extracts the row components corresponding to wn21 and
the column components corresponding to w[−i].
The solution of Pi(·) may not be unique. The complication
that comes from existence and uniqueness of the solution
will be resolved in Theorem 6. For now, we assume that the
solution exists and consider this as one of the local solutions.
We will abstain from using notation w†k(·) to represent the
kth-stage primal-dual solution of some subproblem because it
can cause ambiguity if the stage k is on the overlapped region.
Instead, we always use Tk←[i]w
†
[i](·) to clearly indicate from
which subproblem the information for stage k is coming from.
We now formally define the overlapping scheme in Al-
gorithm 2. Here we use the superscript (·)(`) to denote its
value at `th iteration. In addition, we assume that the problem
information (e.g., {fk}N−1k=0 , {gk}Nk=0) and the decomposition
information (e.g., {mi}Ti=0 and {[n1i , n2i ]}T−1i=0 ) are already
given to the algorithm; thus, the algorithm is well defined using
only the initial guess w(0) of the full primal-dual solution as
an input. Note that x(0)0 should match the initial state x¯0 given
to the original problem.
Algorithm 2 Overlapping Schwarz Decomposition
1: Input: w(0)
2: for ` = 0, 1, . . . do
3: for (in parallel) i = 0, 1, . . . , T − 1 do
4: w
(`+1)
(i) = T(i)←[i]w
†
[i](w
(`)
[−i]);
5: end for
6: end for
7: Output: w(`)
Starting with w(0), the procedure iteratively finds the
primal-dual solution w(`) for (1). At each iteration ` =
0, 1, . . ., the subproblems {Pi(w(`)[−i])}T−1i=0 are solved to obtain
the short-horizon solutions w†[i](w
(`)
[−i]) over the expanded
subdomains {[n1i , n2i ]}T−1i=0 . Here, note that the previous es-
timate of the primal-dual solution enters into the subproblems
as boundary conditions w(`)[−i] = (x
(`)
n1i
;w
(`)
n1i
). This step is
illustrated in Fig. 1. The solution is then restricted to the non-
overlapping subdomains {[mi,mi+1]}T−1i=0 by applying the op-
erator T(i)←[i]. This step discards the pieces of the solution on
the overlapping regions {[n1i , n2i ] \ [mi,mi+1)}T−1i=0 and takes
only the segment in the domain {[mi,mi+1)}T−1i=0 . This step
is illustrated in Fig. 2. After that, one concatenates the short-
horizon solutions byw(`) = (w(`)(0); . . . ;w
(`)
(T−1)); however, we
do not explicitly write this step in Algorithm 2 since updating
the subvectors w(`)(i) of w
(`) over i ∈ [T − 1] effectively
concatenates the short-horizon solutions. In Proposition 1 we
provide stopping criteria for the scheme. Note that, since the
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T(i)←[i]w
†
[i](w
(`)
[−i])
Subproblem i
Fig. 2. Schematic of restriction operation.
solution of subproblems can be performed independently, steps
in lines 3–5 can be parallelized.
Observe that, unless ω = 0, the boundary conditions of
subproblem i are set by the output of other subproblems (in
particular, adjacent ones if ω does not exceed the horizon
lengths of the adjacent problems); in other words, for each
i ∈ [T − 1], n1i , n2i /∈ [mi,mi+1). This is because the
procedure aims to achieve coordination across the subproblems
by using the exchange of primal-dual solution information.
Furthermore, one can observe that n1i , n
2
i are at least ω stages
apart from [mi,mi+1). This guarantees all iterates improve
(as showed in the next section) because the adverse effect of
misspecification of boundary conditions has enough stages to
be damped (“relax”); therefore, we can anticipate that having
larger ω makes the convergence faster at the cost of having
slightly or moderately larger subproblems.
B. Convergence Analysis
We now establish convergence for Algorithm 2. A sketch
of the convergence analysis is as follows. (i) We extend
Assumptions 1, 2, and 3 to a neighborhood of a local so-
lution w? of Problem (1); (ii). We show that w†[i](w
?
[−i])
is equal to w?[i]. (iii) We bound the difference of solutions
of Pi(w¯[−i]) and Pi(w?[−i]) by the difference in boundary
conditions ‖w¯[−i]−w?[−i]‖ using the primal-dual ADS results
in Section II. (iv) We combine the previous steps and derive
an explicit estimate of the local convergence rate.
Definition 4. We define vector norms ‖ · ‖z , ‖ · ‖w, ‖ · ‖(i),
‖ · ‖[i], ‖ · ‖[−i], and ‖ · ‖full for the subvectors of w =
(x0:N ,u0:N−1,λ−1:N−1) as follows:
‖zk‖z =
{
‖xk‖ ∨ ‖uk‖, if k ∈ [0, N),
‖xk‖, if k = N,
‖wk‖w =

‖xk‖ ∨ ‖uk‖ ∨ ‖λk‖, if k ∈ [0, N),
‖λk‖, if k = −1,
‖xk‖, if k = N,
‖w(i)‖(i) = max
k∈[mi,mi+1)
‖wk‖w,
‖w[i]‖[i] = ‖λn1i−1‖ ∨ maxk∈[n1i ,n2i )
‖wk‖w ∨ ‖xn2i ‖,
‖w[−i]‖[−i] = ‖xn1i ‖ ∨ ‖wn2i ‖w,
‖w‖full = max
k∈[−1,N ]
‖wk‖w.
We define the (closed) ε-neighborhoods:
Nε(z?k) = {zk ∈ Rnzk : ‖zk − z?k‖z ≤ ε},
Nε(w?k) = {wk ∈ Rnwk : ‖wk −w?k‖w ≤ ε},
Nε(w?(i)) = {w(i) ∈ Rn(i) : ‖w(i) −w?(i)‖(i) ≤ ε},
Nε(w?[i]) = {w[i] ∈ Rn[i] : ‖w[i] −w?[i]‖[i] ≤ ε},
Nε(w?[−i]) = {w[−i] ∈ Rn[−i] : ‖w[−i] −w?[−i]‖[−i] ≤ ε},
Nε(w?) = {w ∈ Rnw : ‖w −w?‖full ≤ ε}.
The vector norms in Definition 4 take the maximum of the
`2-norms of stagewise state, control, and dual vectors over the
corresponding horizon. One can verify that these are indeed
vector norms (triangle inequality, absolute homogeneity, and
positive definiteness hold). With Definition 4, here we extend
assumptions in Section II, which are stated for a local solution
point, to the neighborhood of such a local solution. In what
follows, we inherit the notation in Definition 1 but drop the
reference variable d; we denote Ak, Bk to be the Jacobian of
fk(xk,uk) with respect to xk and uk, respectively; Hk is the
Hessian of the Lagrange function with respect to (xk,uk).
Assumption 4. For a local primal-dual solution w? of Prob-
lem (1), we assume that there exists ε > 0 such that the
following holds:
(a) There exists constant γH > 0 such that for any i ∈ [T−1],
the following holds:
ReH(w)  γHI,
for any w = w−1:N with wk ∈ Nε(w?k) if k ∈ [n1i , n2i ]
and wk = w?k otherwise.
(b) There exists constant Υupper such that for any k:
‖Hk(wk)‖ ∨ ‖Ak(zk)‖ ∨ ‖Bk(zk)‖ ≤ Υupper,
for wk ∈ Nε(w?k).
(c) There exist constants γC , t > 0 such that ∀k ∈ [N − t]
and some tk ∈ [1, t]:
Ξk,tk(zk:k+tk−1)Ξk,tk(zk:k+tk−1)
T  γCI,
for zk:k+tk−1 such that for each k ∈ [k, k + tk − 1],
zk ∈ Nε(z?k).
We now show that the subproblems recover the full primal-
dual solution if perfect boundary conditions are given. The
following lemma shows that uniform SSOC for the subprob-
lems can be inherited from the uniform SSOC for the full
problem, provided µ is sufficiently large.
Lemma 2. Suppose that Assumption 4 holds for the local
solution w? of Problem (1) and ε > 0; then there exists µ¯ (can
be determined by a function of γC , Υupper, and γC but not T )
such that if µ ≥ µ¯, w[i] ∈ Nε(w?[i]), and w¯[−i] ∈ Nε(w?[−i]),
the reduced Hessian of subproblem Pi(w¯[−i]) evaluated at
w[i] is lower bounded by γH as well. That is,
ReHi(w[i]; w¯[−i])  γHI,
where ReHi(w[i]; w¯[−i]) denotes the reduced Hessian of
Pi(w¯[−i]) evaluated at w[i].
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Lemma 3. Let assumption 4 hold for the local solution w? of
Problem (1) and ε > 0; we choose µ ≥ µ¯ defined in Lemma 2;
then for any i ∈ [T −1], w?[i] is a local solution of Pi(w?[−i]).
Proof. By Lemma 2, we know the reduced Hessian of
Pi(w?[−i]) evaluated at w?[i] is lower bounded by γH . Thus,
it suffices to show that w?[i] satisfies the first-order necessary
conditions for Pi(w?[−i]). First, we write the KKT systems for
the full problem:
∇xkgk(zk) + λk−1 −ATk (zk)λk = 0, ∀k ∈ [N − 1]
∇xN gN (xN ) + λN−1 = 0
∇ukgk(zk)−BTk (zk)λk = 0, ∀k ∈ [N − 1]
x0 − x¯0 = 0
xk+1 − fk(xk,uk) = 0, ∀k ∈ [N − 1],
(14)
which is satisfied at w = w?. The Lagrangian of Pi(w¯[−i])
is given by
L(i)(w[i]; w¯[−i]) =
n2i−1∑
k=n1i
gk(zk) + λ
T
k−1xk − λTk fk(zk)
+ g˜n2i (xn2i , w¯n2i ) + λ
T
n2i−1xn2i .
Therefore, the KKT system of Pi(w¯[−i]) is
∇xkgk(zk) + λk−1 −ATk (zk)λk = 0, ∀k ∈ [n1i , n2i )
∇x
n2
i
g˜n2i (xn2i , w¯n2i ) + λn2i−1 = 0
∇ukgk(zk)−BTk (zk)λk = 0, ∀k ∈ [n1i , n2i )
xn1i − x¯n1i = 0
xk+1 − fk(xk,uk) = 0, ∀k ∈ [n1i , n2i ),
,
(15)
where ∇x
n2
i
g˜n2i (xn2i , w¯n2i ) is
=

∇x
n2
i
gn2i (xn2i , u¯n2i )−ATn2i (xn2i , u¯n2i )λ¯n2i
+µ(xn2i − x¯n2i ), i ∈ [T − 2]
∇x
n2
i
gN (xn2i ), i = T − 1.
One can see from the satisfaction of KKT system (14) for the
full problem (1) with w? that (15) is satisfied with w?[i] when
w¯[−i] = w?[−i]. This completes the proof.
We now estimate errors in the short-horizon (subdomain)
solutions.
Theorem 6. Suppose that Assumption 4 holds for a local
primal-dual solution w? of Problem (1) and ε > 0. We choose
µ ≥ µ¯ defined in Lemma 2. Then, for each i ∈ [T − 1],
there exists δ > 0, ε′ ∈ (0, ε), and a continuous function
w†[i] : Nδ(w?[−i]) → Nε(w?[i]) such that w†[i](w¯[−i]) is a
unique local solution of Pi(w¯[−i]) in Nε′(w?[i]).
Theorem 6 is a specialization of the classical result of
Theorem 2.1 in [31] and provides a formal definition of
the solution mappings w†[i] : Nδ(w?[−i]) → Nε(w?[i]) for
i ∈ [T − 1]. As with directional derivatives in (5), for any
point w¯[−i] ∈ Rn[−i] and direction l ∈ Rn[−i] , we define
ξ†[i](w¯[−i], l) = limh↘0
w†[i](w¯[−i] + hl+ o(h))−w†[i](w¯[−i])
h
.
Here, we disregard the perturbation for stages [n1i , n
2
i ) since
in the context of subproblems of (13) form, only stage n1i − 1
and n2i are perturbed. Implementing the exact computation
of w†[i](w¯[−i]) is challenging; in practice, one resorts to
solving Pi(w¯[−i]) using a generic NLP solver. But the op-
timization solver may return a local solution outside of the
neighborhood Nε′(w?[i]); strictly preventing this is difficult
in general. However, by warm-starting the solver with the
previous iterate, one may reduce the chance that the solver
returns a solution that is far from the previous iterate. Thus,
in our numerical implementation, we implement Algorithm 2
by using the warm-start strategy. The next result characterizes
the difference between w†[i](w¯[−i]) and w
†
[i](w
?
[−i]).
Theorem 7. Suppose that Assumption 4 holds for a local
primal-dual solution w? of Problem (1) and ε > 0. We choose
µ ≥ µ¯ (defined in Lemma 2) and δ > 0 defined in Theorem
6. If w¯[−i] ∈ Nδ(w?[−i]), the following hold for i ∈ [T − 1],
k ∈ [n1i − 1, n2i ], and some parameters Υ > 0, ρ ∈ (0, 1)
independent of N , T , and w¯[−i]:
‖Tk←[i](w†[i](w¯[−i])−w?[i])‖w (16)
≤ Υ(ρk−n1i ‖x¯n1i − x?n1i ‖+
√
3ρn
2
i−k‖w¯n2i −w?n2i ‖w).
Proof. We use ∆ to denote the subtraction of the quantities in
w¯[−i] from the quantities in w?[−i], for example, ∆w[−i] =
w?[−i] − w¯[−i]and ∆xn1i = x?n1i − x¯n1i . We consider the
perturbation paths:
P1 = {w¯[−i] + sl1 : s ∈ [0, s1]},
P2 = {w¯[−i] + s1l1 + sl2 : s ∈ [0, s2]},
where we define
l1 =
0 if ‖∆xn1i ‖ = 0,∆xn1i‖∆x
n1
i
‖ o/w,
; l2 =
0 if ‖∆wn2i ‖ = 0,∆wn2i‖∆w
n2
i
‖ o/w,
s1 = ‖∆xn1i ‖; and s2 = ‖∆wn2i ‖. One can verify from
Definition 4 that P1, P2 ⊂ Nδ(w?). Accordingly, by Theorem
6, their image w†[i](P1 ∪ P2) is in Nε(w?[i]).
In what follows, the perturbations along the paths P1 and
P2 will be analyzed by using Theorem 2 and Theorem 5. We
first check that Assumptions 1, 2, 3 hold at w†[i](w[−i]) over
w[−i] ∈ P1 ∪ P2. Assumption 1 holds at each w†[i](w[−i])
by Assumption 4(a) and Lemma 2; Assumption 2 holds at
each w†[i](w[−i]) by Assumption 4(c). For Assumption 3, we
know Hk, Ak, Bk for k ∈ [n1i , n2i ) are upper bounded by
Assumption 4(b); further, one can verify that Hn2i , Cn1i , and
Dn2i are also uniformly bounded by inspecting Pi(·) and
noting that µ is a parameter independent of N , T , and w¯[−i].
Therefore, Assumptions 1, 2, 3 hold at each w†[i](w[−i]) over
w[−i] ∈ P1 ∪ P2.
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From Lemma 3, for each i ∈ [0, T − 1] and k ∈ [n1i , n2i ],
‖Tk←[i](w†[i](w¯[−i])−w?[i])‖w (17)
= ‖Tk←[i](w†[i](w¯[−i])−w†[i](w?[−i]))‖w
≤ ‖Tk←[i](w†[i](w¯[−i] + s1l1)−w†[i](w¯[−i]))‖w
+ ‖Tk←[i](w†[i](w¯[−i] + s1l1 + s2l2)−w†[i](w¯[−i] + s1l1))‖w
hold, where the equality follows from Lemma 3 and the
inequality follows from the triangle inequality. Rewriting the
first term of the right-hand side of the inequality in (17) and
using the integral of line derivative yields∥∥∥∥∫ s1
0
Tk←[i]ξ
†
[i](w¯[−i] + sl1; l1)ds
∥∥∥∥
w
≤
∫ s1
0
‖Tk←[i]ξ†[i](w¯[−i] + sl1; l1)‖wds
≤ Υρk−n1i ‖∆xn1i ‖,
where the first inequality follows from triangle inequality of
integrals and the second inequality follows from Theorem 2
and 5. Similarly, the second term in (17) can be bounded
by Υρn
2
i−k‖∆wn2i ‖ ≤
√
3Υρn
2
i−k‖∆wn2i ‖w. Therefore, by
combining these with (17), we obtain (16).
Theorem 7 provides a proof for the conjecture made in [23,
Property 1]. We are now in a position to establish our main
convergence result. Based on Lemma 3 and Theorem 7, we
establish the local convergence of Algorithm 2.
Theorem 8. Let Assumption 4 hold for a local primal-dual
solution w? of Problem (1) and ε > 0. Then there exist
parameters µ¯andω¯ > 0 and a constant δ > 0 such that if
µ ≥ µ¯, ω ≥ ω¯, and w(0) ∈ Nδ(w?), the following holds for
` = 0, 1, · · · :
‖w(`) −w?‖full ≤ α`‖w(0) −w?‖full, (18)
where α = (1 +
√
3)Υρω is independent of N , T .
Proof. We choose µ¯ defined in Lemma 2, ω¯ = − log((1 +√
3)Υ)/ log ρ + 1, and δ defined in Theorem 6. Then we
can see that α < 1. We first show that w(`) ∈ Nδ(w?)
for ` = 0, 1, . . . by using mathematical induction. The
claim trivially holds for ` = 0 from the assumption that
w(0) ∈ Nδ(w?). Assume that the claim holds for ` = `′; thus
w
(`′)
[−i] ∈ Nδ(w?[−i]). From Theorem 7 (applicable due to the
induction hypothesis), we have the following for (i, k) ∈ {0}×
[−1,m1)∪ [1, T − 2]× [mi,mi+1)∪ {T − 1}× [mT−1,mT ]:
‖w(`+1)k −w?k‖w ≤ α‖w(`)[−i] −w?[−i]‖[−i].
Accordingly,
‖w(`+1) −w?‖full ≤ α‖w(`) −w?‖full. (19)
Therefore, from α < 1, we have that w(`+1) ∈ Nδ(w?); thus,
the induction is complete. By recursively applying (19) for
` = 0, 1, · · · , we obtain (18).
Theorem 8 establishes local convergence of Algorithm 2. In
summary, if the uniform SSOC, the controllability condition,
and the uniform boundedness condition are satisfied around
the neighborhood of the local primal-dual solution of interest,
the algorithm locally converges to the solution (provided that
the size of overlap ω is sufficiently large). Furthermore, the
convergence rate is an exponential function of the size of the
overlap. One can observe that the size of the overlap may
reach the maximum (i.e., [n1i , n
2
i ] = [0, N ] for i ∈ [T − 1])
before α < 1 is achieved. In that case, the algorithm converges
in one iteration. However, since Υ and ρ are parameters
independent of N , when a problem with sufficiently long
horizon is considered, one can always obtain the exponential
improvement of the convergence rate before reaching the
maximum overlap. Meanwhile, the subproblem complexity
also increases with ω. Thus, in practice, one may consider
tuning ω to balance the effect of improved convergence rate
and the increased subproblem complexity.
Convergence of Algorithm 2 can be monitored by checking
the residuals to the KKT conditions of (1). However, a more
convenient surrogate of the full KKT residuals can be derived
as follows.
Proposition 1. Let {w(`)}∞`=0 be the sequence generated by
Algorithm 2 with ω ≥ 1. Any limit point of the sequence
satisfies the KKT conditions (14) for the full problem (1) if
the following is satisfied for i ∈ (0, T ) as `→∞:{
Tmi←[i−1]x
†
[i−1](w
(`)
[−(i−1)])− x(`+1)mi → 0,
Tmi−1←[i]λ
†
[i](w
(`)
[−i])− λ(`+1)mi−1 → 0,
Proof. Recalling that each w†[i](w
(`)
[−i]) satisfies the KKT con-
ditions of P(w(`)[−i]), one can observe that the KKT conditions
(14) for the full problem (1) are violated only in the first
equation of (14) over k ∈ {mi}T−1i=1 and in the fifth equa-
tion of (14) over k ∈ {mi − 1}T−1i=1 ; and the residuals at
iteration ` + 1 are Tmi−1←[i]λ
†
[i](w
(`)
[−i]) − λ(`+1)mi−1 → 0 and
Tmi←[i−1]x
†
[i−1](w
(`)
[−(i−1)])−x(`+1)mi , respectively. Therefore,
by the given condition and the continuity of the KKT residual
functions with respect to w, we have that (14) is satisfied for
any limit points of the sequence.
Accordingly, we define the monitoring metrics by
pr = max
i∈(0,T )
‖Tmi←[i−1]x†[i−1](w(`)[−(i−1)])− x(`+1)mi ‖
du = max
i∈(0,T )
‖Tmi−1←[i]λ†[i](w(`)[−i])− λ(`+1)mi−1‖;
we then set the convergence criteria by
stop if: pr ≤ tolpr and du ≤ toldu ,
for the given tolerance values tolpr , 
tol
du .
IV. NUMERICAL STUDY
We apply the proposed overlapping Schwarz scheme to a
nonlinear OCP for the quadrotor system studied in [32], [33]:
d2X
dt2
= a(cos γ sinβ cosα+ sin γ sinα) (20a)
d2Y
dt2
= a(cos γ sinβ sinα− sin γ cosα) (20b)
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d2Z
dt2
= a cos γ cosβ − g (20c)
dγ
dt
= (ωX cos γ + ωY sin γ)/ cosβ (20d)
dβ
dt
= −ωX sin γ + ωY cos γ (20e)
dα
dt
= ωX cos γ tanβ + ωY sin γ tanβ + ωZ . (20f)
Here, X,Y, Z are the positions and (γ, β, α) are angles. We
consider x = (X, X˙, Y, Y˙ , Z, Z˙, γ, β, α) as the state variables
and u = (a, ωX , ωY , ωZ) as the control variables. The dynam-
ics are discretized with an explicit Euler scheme with time
step ∆t = 0.1 to obtain an OCP of the form of interest.
Furthermore, the stage cost function is gk(x,u) = 12‖x −
xrefk ‖2Q + 12‖u − urefk ‖2R; Q = diag(10, 1, 2, 1, 10, 1, 1, 1, 1);
R = diag(1, 1, 1, 1); xrefk and u
ref
k are time-varying (changes
every 3 seconds); N = 239 (full problem); µ = 10; and
x¯0 = (1; 0; 1; 0; 1; 0; 0; 0; 0). To apply the scheme, we par-
titioned the domain [0, 239] into four intervals of the same
length, and the expansion scheme in (12) is applied to obtain
overlapping intervals. Each subproblem is modeled with JuMP
[34] and solved with IPOPT [35], configured with the sparse
solver MA27 [36]. The case study was run on a multicore
parallel computing server (shared memory and 32 CPUs of
Intel Xeon CPU E5-2698 v3 running at 2.30GHz) using the
Julia package Distributed.jl. One master process and
four worker processes are used (one process per subproblem).
All results can be reproduced by using the scripts provided in
https://github.com/zavalab/JuliaBox/tree/master/SchwarzOCP.
We first present a numerical verification of primal-dual ADS
(Theorem 7). Here, we considered a subproblem (among the
subproblems in the middle) with ω = 0. We first obtained the
reference primal-dual solution trajectories by solving the prob-
lem P(w¯[−i]). Then, the perturbed trajectories are obtained by
solving the problem with the perturbed data. In particular, we
solved P(w¯[−i] +∆w[−i]) with random perturbations ∆w[−i]
drawn from a zero-mean normal distribution. The reference
trajectory and 30 samples of the perturbed trajectories are
shown in Fig. 3. One can see that the solution trajectories
coalesce in the middle of the time domain and increase
the spread at the boundaries. This result indicates that the
sensitivity is decreasing toward the middle of the interval and
verifies our theoretical results.
TABLE I
ITERATIONS AND SOLUTION TIME AS A FUNCTION OF OVERLAP SIZE.
ω = 3 ω = 6 ω = 9
Iterations 50 12 8
Solution Time (sec) 2.02 0.63 0.83
We now illustrate convergence behavior; the evolution of
primal-dual errors are plotted in Fig. 4. We observe that the
convergence rate improves dramatically as the size of the
overlap ω increases; this result verifies Theorem 8. Figure 5
further illustrates convergence of the trajectories for ω = 6.
At the first iteration, note that the error is large at the
boundaries and small in the middle of the domain. The error
decays rapidly as the high-error component of the solution is
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Fig. 3. Primal-dual asymptotic decay of sensitivity for quadrotor problem.
The black line represents the reference trajectory; the light blue lines represent
the perturbed trajectories; the black circle represents the initial state; and the
black diamond represents the terminal state.
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Fig. 4. Convergence of residuals for overlapping Schwarz scheme.
discarded and the low-error component is kept. This behavior
illustrates why ADS is central to achieve convergence. A
computational trade-off exists in the Schwarz scheme when
increasing ω (since the subproblem complexity increases with
ω). In Table I we observe this trade-off; thus, one needs to
tune ω to achieve optimal performance.
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V. CONCLUSIONS
We proposed an overlapping Schwarz decomposition
scheme for nonlinear optimal control problems. We estab-
lish sufficient conditions leading to local convergence of the
scheme, and we show that the convergence rate improves
exponentially with the size of the overlap. Central to our
convergence proof is a primal-dual parametric sensitivity result
that we call asymptotic decay of sensitivity. In future work, we
will seek to expand our results to alternative problem structures
(e.g., networks and stochastic programs).
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