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Theory relating to identification of an uranilUil plant using on-line 
correlation techniques is described. Generation and properties of pseudo-
random ternary m-sequences are discussed, particular attention being 
given to selection of a suitable sequence for testing a system. 
The geonetry and control policy of the uranium plant is outlined and 
existing and experimental equipnent required for realizing perturbation of 
the plant is considered. A theoretical mdel of the plant is studied to 
detect effects that might adversely affect the experimental results. 
Programs written to evaluate correlation functions and for general 
data handling are briefly outlined. 
The pseudo-random ternary m-sequence noise is selected with reference 
to the plant characteristics as deduced from plant records. Results of pilot 
tests enabled the pseudo-noise to be correctly selected for the main test. 
All tests and their results are briefly described. 
Finally, the analytic and enpiric mdels of the plant are derived and 
the validity of the rrodel obtained from the correlation nethod is tested by 
comparing theoretical predictions with experimental observations. 
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INTRODUCTION 
The recent development of an economic on-line uranium analyser by the 
National Institute for Metallurgy provides the necessary instrumentation for 
implementing continuous automatic control of the extraction section of an 
uranium extraction plant. For any control system to be successful the effects 
of variations in the system inputs on the output have to be known 16 and the 
problem considered in this thesis is the derivation of a dynamic rrodel of the 
multi-stage liquid-liquid extraction process in an uranium plant using on-line 
correlation teChniques, 
Review of "Mixer-Settler .!Ybdels 
Although liquid-liquid extraction is one of the oldest industrial 
processes, few mathematical rrodels, based on fmdamental conservation laws, 
have been derived which successfully describe its dynamic behaviour. Publica-
tions on the subject suggest that the problem has mainly been of academic 
interest in the past which is probably due to the physical complexity of 
industrial systems and the lack of available instrumentation. 
In 1967 Burns and Hanson 12 investigated a five stage mixer-settler 
system similar to those fomd in industry and observed the experimental 
transient responses to step changes in the feed concentrations. They concluded 
that theoretical analyses of mixer-settler dynamics under practical conditions 
was extremely difficult. t.bre recently (1973) 14 a similar study was made of 
a ten stage mixer-settler extractor to determine plant sensitivity to 
variations in flow rates and concentrations of feed streams. It was fomd 
that the feed flow rate was the rrost important variable to control followed 
by the organic phase flow rate and the settler interface levels, but no 
attenpt was made to explain the observations by analysis. Cadman and Hsu 13 
(1970) derived a 1nathematical model for mixer-settler systems from mass 
balance equations in order to simulate the effects of different control 
policies on plant operation, but did not check the validity of their rrodel 
experimentally. The model was later (1972) shown to be satisfactory for 
estimating steady state plant conditions but not for predicting the dynamics,10 
Slight modification allowed the effects of flow rates to be predicted and 
the model obtained was shown to give results which agreed with experimenta-
tion.9 Since the flow rates in the plant considered are readily controlled, 
this model was of particular interest. However attempts to determine its 
parameter values for the uranium extraction section using step response 
analyses were thwarted by noise in the measurements and by secondary effects 
which resulted in inconsistent step responses.26 
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The Correlation Technique 
The correlation technique for system identification is not sensitive to 
external noise (including secondary effects) and was used in the present work 
to determine the experimental impulse response of a mixer-settler extraction 
section. The mathematical basis for the technique was first derived by Lee 5 
in the early 1950 s but due to practical difficUlties was not extensively 
applied. However the advent of specialized test signals with pseudo-random 
statistical properties requiring shorter records for correlation and the 
increased availability of digital computers re-generated interest in the 
technique after 1960. Due to the inherent noise rejection of the method 3 , 6 
it is well suited to testing non-linear or production-line systems in which 
the perturbation test signal should not disturb the system operation unduly. 
Application of the method to identifying the transfer function of a hydraulic 
servo-100tor is an example of the successful on-line identification of a system 
non-linearity which enabled the system to be linearized and hence controlled. 8 
Basically the technique regards the unknown system as a black box whose 
variables are classed as inputs, outputs or disturbanaes depending on whether 
they are controllable, measure able or un-measureable. 1 ., The impulse response 
is obtained by perturbing the input with a sui table test signal and correlating 
this with the resulting output. Once the impulse response is known as a set of 
data points, the problem reduces to one o£ selecting a sui table basic fonn of 
transfer function and fitting it to the existing data by a curve fitting 
technique such as a least squares method. 
Mathematical Mbdelling 
Choice of the fonn of transfer function will detennine whether a model 
is analyti'c or empiric. The analytic transfer function is usually derived· 
from equations based on some fundamental law - conservation of mass in the 
process considered - and. it is possible to interpret the co-efficients of the 
mdel in terms of plant observables such as flow rates, hold-up volumes, 
transport Zags and equilibria. For the empiric model the co-efficients are 
usually those of a differential polynomial and are pure constants with no 
indication of their dependence on plant observables. The disadvantage of not 
being able to relate the model constants to plant conditions by some function 
are illustrated by considering the simple mixer-settler model. The residence 
time is a 100del parameter which is obtained by experiment for both the analytic 
and the empiric model. From the former the residence time is known to be an 
inverse function of the flow rate but in the empiric mdel each flow rate 
would require an experiment to detennine the model parameter at the new plant 
conditions. This type of disadvantage is inherent in all eJ!!.>iric models and so 
an analytic model is always preferred if it can be derived. 15 
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Experimental detennination of the plant impulse response from 
correlation techniques will yield the plant weighting function as a set of 
data points since the correlation is done digitally, An analytic model is 
usually in the fonn of a function and can be fitted to the data by a 
standard curve fitting method. In general the analytic oodel is not very 
flexible in its fonn and will not pass through all the data points. Other 
IOOdel fonns without this defect are known; for example the spline :model has 
recently been applied to modelling industrial processes 11 with great 
success since it is well suited to describing sampled impulse responses. But 
no control theory employing spline rodels could be found and so their main 
use at present seems to be in interpolation of process weighting functions 
for use in time domain analyses of prol\less dynamics. Since the interpolation 
is not sui ted to frequency analyses of the impulse response, the spline rrodel 
is not used here. 22 
.Assumptions 
The definitions of the correlation functions and hence the validitY 
of all formulae used in this thesis are subject to certain assumptions 
regarding the statistical properties of the signals measured. It is assumed 2 3 
that (i) The signals are stationary - i.e, their statistical properties are 
independent of the choice of time origin. 
(ii) The signals are members of an ensemble - i.e. part of a group of 
functions for which the probability of occurrence is defined. 
(iii) The ensemble is ergodic - i.e. all members of the ensemble have 
the same 'statistical properties. 
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CHAPTER 1 SYSTEM WEICHfiNG RJNCfiON FROM CORRELATION FUNCTIONS 
1.1 CORRELATION FORMULAE FOR LINEAR SYSTEMS 
As an introduction to the theoretical aspects of correlation methods 
. applied to the identification of systems' transfer functions, a resl..llre of 
the mathematical arguments 5 leading to the derivation of the pertinent 
formula is given. The results obtained are used later in the development 
of computer programs which are based on discrete approximations of the 
equations derived here. 
1.1 .1 MATI-lEMATI CAL FUNDAMENTALS 
Correlation and convolution integrals form the basis from which the 
input-output correlation theorem for linear system identification is 
derived and are explicitly stated here for ease of reference. A few 
properties required for derivation of the correlation theorem and evaluation 
of the integrals in practice are also. listed. 
The time and Laplace domain control terminology used in the following . 
sections is defined in figure (1.1). 
x( t) Linear y(t) 
System -
Input g(t) Output 
or or 
Excitation vieiehting Function Response 
or 
Impulse Response 
(a) Time Domain 
-
.·. 
X(s) Linear Y(s) ·"'-~ 
System -
Inpu·t G(s) Output 
or or 
Excitation Transfer Function Response 
or 
Frequency Response 
(b) Laplace Domain 
LINEAR SYSTEM CONTROL TERIHNOLOGY 
Figure 1.1. 
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The Cross-correlation Function 
Definition 
The cross-correlation function, ~xy(T), of the functions, x(t) and 
y(t), is defined by the integral 
lim 1 T 
~xy(T) = T + 00 2T -T ! x(t) y(t+T) dt (1.1) 
Note: If y(t) = x(t), the correlation function, ~xy(T), is called the 
auto-correlation function of x(t). 
Properties 
(a) For practical applications of equation (1.1) finite data records 
are used and the correlation function obtained is an approximation to the 
true function~ It is recommended that the correlation function be considered 
valid only for delays less than five to ten percent of the record length. 2 4 
But for functions that are periodic in an interval Tl' the use of data records 
of length 2T
1 
will give exact results provided the limit is renoved, T i:; 
replaced by T 
1 
and the functions are C:onsidered to be cyclic in T 
1
• Proof 
is established sin~ly by considering the cross-correlation function,~xy(T), 
as the m:;an of the product x(t)y(t+T) for all time, which for periodic 
functions is equal to the mean over one period. 
(b) In the frequency domain a relationship of extreme practical 
importance in calculating correlation functions can be established between 
the Fourier Transfo~ of the functions ¢xy(T), x(t) and y(t),· namely, 
* ~xy(jw) = X (jw) Y(jw) (1.2) 
* where X,(jw) is the co~lex conjugate of X(jw). 
One consequence of equation (1.2) is that any harnonic co~onent present 
in a function will appear in ~litude in the auto-correlation function (ACF) 
although all phase information about the co~onent is lost. Thus the ACF can 
be used as a test for the randol1U1ess of a function. 
The Convolution Integral 
Definition 
For a linear system d1aracterised by the weighting function, g(t), the 
system response, y(t), to the excitation, x(t), is given by the convolution 
integral 
t y(t) = 
0
! x(s) g(t-s) ds 




The Integration Limits 
The limits of the integrals in equation (1.3) can be extended to plus 
and minus infinity (as required for deriving the following theorem) by 
defining g(s) and x(s) to be zero for s < 0. The former condition is imposed 
by causality in a real system. 
1.1.2 INPUT OUTP1If CROSS-CDRRELATION 1HEOREM 
Theorem 
For a linear system the cross-correlation ftmction of the input and 
corresponding output,~ (T), is the response of the system to excitation 
xy 
by the auto-correlation ftmction of the input, ~xx(T), Expressed 
mathematically in tenns of the convolution integral this is simply 
(1.4) 
Proof 
Cross-correlation of the system input, x(t), and output, y(t), is given 
by definition as 
2i -T f T x(t) y(t+T) dt 
Substituting for y(t+T) in terms of the input, x(t), as given by 
equation (1.3) and changing tl1e order of integration this becomes 
oo lim 1 T 
~ (T) = f g(s) T 2~ 1, f x(t) y(t+T-s) dt ds (1.5) xy -oo -+oo 1 -
Comparison with equations (1.1) and (1.3) completes the proo£. 
Advantages Inherent in Equation (1.4) 
In' system identification from analysis of its inputs and outputs, the 
definitions of its weighting function is implicit in equation (1.3) and also 
in equation (1.4) which, in addition to the convolution integral, requires 
the lengthy calculation of two correlation functions. Since tl1e mathematical 
derivations above do not bring out the benefits of the correlation method, 
two argunents, one in the frequency domain and the other in the time domain, 
which show the superiority of equation (1,4) over (1.3) in obtaining 
weighting ftmctions are put forward below. 
(a) Consider the Laplace Transforms of the system weighting function, 
input and output which leads to the familiar expression for the system trans-
fer function 
G(s) = r.w X(s) 
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Substituting 'jw' for's', the transfer function frequency response is 
obtained in tenns of the frequency analysis of the input and output: 
G(jw) = Y(jw) 
X(jw) 
(1.6) 
Application of equation (1.6) to evaluate the system transfer function 
is equivalent to using equation (1.3). Obviously at frequencies where X(jw) 
is zero the noise present in the measurements of y(t) and hence in Y(jw) might 
make Y(jw) non-zero and result in a s~gularity in G(jw) entirely due to noise. 
MUltiplication and division of equation (1.6) by the complex conjugate of 
the input Fourier Transfonn, X(jw), will reduce this effect by forcing the 
numerator to zero at frequencies where the denominator is zero. This 
operation can be regarded as a form of filtering in which tl1e filter transfer 
* function is X (jw). Thus using * 
G(jw) = Y(jw) X*(jw) (1. 7) 
' X(j w) X (jw) 
in system weighting function analysis ·is preferable to using equation (1.6). 
COmparison of equations (1.2) and (1.7) yields 
G(jw) = q,xy(jw) 
q,xx(w) 
(1. 8) 
Equation (1.8) is the frequency domain equivalent of equation (1.4) and 
since equations (1.6) and (1.3) are similarly related, it is obvious that, in 
identification of systems, the correlation technique has inherent advantages 
over the direct approach in tl1at it suppresses noise effects. 
(b) In the time domain the system weighting function, g(t), can be 
' 
evaluated by considering the mean squared error, e: 2 , between the actual and 
the predicted system outputs which is defined by 
2 lim 1 · T oo 2 
£ = T + oo 21 -T f {_00! g(u) x(v-u) du - y(v)} dv (1.9) 
where x(t) and y(t) are the system input and output as measured experimentally. 
Expansion, reversal of integration order and substitution for the correlation 
functions make equation (1.9) 
(1.10) 
Since the correlation functions, ~ (T) and ~ (T) , are known from 
XX xy 
measurements of the system input and output, equation (1.10) can be regarded 
as a defining ·equation for the system weighting function, g(t). Using the 






g(u) ~xx(v-u) du - ~xy(v) = 0 for v > 0 I (1.11) 
Thus using equation (1.4) will automatically result in a system 
weighting function that minimizes the mean squared error between the predicted 
and the actual system output, 
Excitation Signal Selection 
Theoretically any test signal could be applied to the unknown system 
to obtain its weighting function from either equation (1.3) or (1.4) provided 
the spectrum of the input covers the system bandwidth. However since the 
weighting functions are factors of the integrands in both equations, it is 
preferable to choose the input so that it will simplify this integral. 
Ideally use of an impulse input eliminates the integration but for equation 
(1.3) an impulse would not in practice excite the system sufficiently and 
a step input is usually used. However the test signal for equation (1.4) 
could be selected to have an ACF which approximates an impulse and still not 
require impractical inputs. 
where o (') is the unit impulse function 
and A is a proportionality constant. 
The cross-correlation function (CCF) then becomes 
(1.12) 
Thus a simplifying requirement for the correlation method is the use 
of a test perturbation signal with an impulse :type ACF. One such tine signal 
is the pseudo-random ternary sequence noise (PRTS noise) generated from 
ternary maximal length sequences. 
1. 2 1ERNARY MAXIMAL LENGlli SEQUENCES 
No unique time function is associated with any particular ACF and so 
numerous time signals have ACFs .which approximate an impulse function. One 
of the earliest known is the bandlimi ted Gaussian noise signal which is 
readily generated from noisy diodes, radio-activated photo-mulipliers etc,3 
But, being aperiodic . it requires very long - theoretically infinite -
correlation time and yields poor results when applied to system identification.20 
Pseudo-random periodic noises generated from Hall, twin prime, octic, 
quadratic, binary or q-level maximal length sequences are periodic 1 and so 
the correlation time is reduced to one period, The important properties of 
white noise 3 listed below are still retained: 
(a) The energy in the noise excitation is theoretically evenly 
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distributed over all frequencies so that normal operation of the 
system is undisturbed by introduction of the noise into the input. 
(b) Unwanted signal components in the measurements of the output do 
not affect the results of the correlation provided the signals are 
stochastically independent. 
(c) Stored energy in the system does not affect the test results. 
Of the pseudo-noises mentioned, the q-level m-sequence - including 
binary as a special case - are easily generated from recursion foi1IU.Jlae by 
using q-state shift registers or a digital computer. In addition their 
correlation functions can be tailored to approximate the unit impulse 
function to any degree of accuracy simply by altering the nunber of registers 
and the frequency of clocking them which is readily accomplished on a 
digital computer. Different sequences with the same correlation functions 
can be obtained by altering the co-efficients of the recursion relation which 
are related to the feedback loops of the q-state registers. 
1.2 .1 TERNARY M-SEQUENCE GENERATION 
Ease of generation reconunended the binary and ternary m-sequences as 
sui table noise sources. The ternary was selected in preference to the binary 
since it is as easy to generate on a computer as the binary and its ACF has 
zero mean value while that of the binary has an off-set inversely proportional 
to the sequence length. This off-set complicates interpretation of the re-
sulting weighting function and its effects might have to be estimated by 
applying the inverted binary pseudo-random noise to the system. (Called tl1e 
'inverse repeat test'). 
The shift register configuration or software logic that will produce 
a ternary m-sequence is derived from a primitive polynomial which specifies 
the co-efficients of the recursion relation. A list of primitive polynomials 
has. been compiled by Church.2 The theoretical aspects of the procedure are. 
rather specialized and are best studied with the aid of an example by using 
a polynomial to illustrate the derivation of a recursion relation. 
Consider the ternary polynomial 
(= 1021 in shorthand) (1.13) 
where + 3 is rodulo 3 addition. 3 
Letting the sequence generated be x1 , x2, ••• ,xk-l' ~' ~+1 , •• the 
delay operator, D, can be defined so that 
TIP xk = xk-n for n = 0,1,2,3, ••• (1.14) 
Substituting 'D' for 1x' in equation (1.13) the resulting operator 
equation is allowed to act on 'x' and set to zero 
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(1.15) 
Re-arranging, using rodulo 3 algebra and arithmetic 3 and applying 
equation (1.14), tl1e recursion relation is formed: 
(1.16) 
This equation is readily implemented using shift registers with feedback or 
I Clock r~----T.----..--,----.---~-----. 
' Sequence 
~-3 ~-2 ~-1 ~. ~--------
Output 
Modulo 3 Multiplication and Addition 
(a) Schematic of Shift Register (Hardl'Tare) Generator 
7• c 
8• c OEftNE THf INITIAL- STATE 
9• c 
lD• X<ll=l. 
1 1 • X(21=Q, 
12• X(3)c:O, 
13• C' 
l't•. c GENERATE THE TERNARY SEQUENCE 
15• c 
16• DO 2 t=tt,~,l . .. 
I 
17• XI I I=X( I"'li+2,•X( I-31 
18• 1 XI I );:X( I 1-3, 
19• IF (X (I I • GE ~ 0, I GO TO 1 
20• X(ll•XIl1+3o 
21• 2 CONTINUE 
22• c .. 
(b) FORTRAN ( Softvmre) Generator 
H.ARDWARg AND SOF'T\'/ARE TERNARY r~;-SEQUENCE GEN1!~HATORS 
Figure 1. 2 (a) 
digital computers as shown in figure (1.2a) and generates a sequence, x, 
with states '2', 10 1 and '1' as in figure (1.2b). The sequence is periodic 















---------(3n - 1) t ---------
o 
PSEUDO-RAJ\T])()M r.rEHNAHY SEQUENCE NOISE 
Figure 1.2 (b) 
1.2 .2 CDRRELATION FUNCTION OF TIIE 1ERNARY SEQUENCE 
By mapping the sequence states '2', 10 1 and 11 1 to the amplitudes 
1 -a' , '0 1 , and 1 a 1 of a time signal, the resulting signal is PRTS noise with 








2 2 (N+l) -3a -I-~-
'------One cycle ___ ___,_ 
PRTS AUTO-COHRELATION FUNCTION 
Figure 1.3 
For a sequence, periodic in N digits, each of which exists for time t
0
, the 








= 0 for other integral values of T 
At non-integral T values, ~xx(T) is found by linear interpolation. The. 
'impulse'area is the value for 'A' in equation (1.12) and has the value 
1 2 (N+l)t 
3 a N o 
Correlation Function Power Spectrum 
The range of frequencies for which the pseudo-noise power spectrum is 
approximately constant as for white noise is of importance in estimating to 
what degree the ACF will approximate the impulse fimction. The· noise power 
spectnnn is given by the Fourier Transform of the correlation function and 
has units of PRTS amplitude-tine squared per radian in the expression 
. wt s1n -o 
~ (w) = ~ a2 (N+l) t { 2 }2 
XX 3 N o wt -o 2 
(1.18) 
From a graph of this ft.m.ction which is shown below it can be seen that 
41T --:r 
0 













the 3 dB point occurs at a frequency of roughly 1T /t and so by selection of 
0 
a sui table digit interval, the ACF can approximate the impulse function to 
any degree of accuracy. 
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The foregoing has covered the purely theoretical tools necesoary for 
identifying a process from correlation functions and it now remains to con-
sider the effects introduced by applying the test in practice. 
1.3 SYSTEM IDENTIFICATION FROM THE CROSS-CDRRELATION RJNCTION 
Correlation teclmiques for system identification utilize the input 
output cross-correlation theorem and the properties of the PRI'S noise to 
produce an impulse response for the system. But various aspects of the 
method required detailed investigation before it could be applied in 
practice to the uranium plant. 
The PRTS noise has three parameters - digit length, period and 
amplitude -which determine its characteristics and suitability for 'optimal' 
identification of any particular system. In addition, application of the 
PRI'S noise to the plant input variable required experimental apparatus and 
introduced effects which, together with noise components in the neasurements 
caused by disturbances in the plant, are not explicitly accounted for in the 
equations derived so far. 
1.3.1 TERNARY M-SEQUENCE SELECTION 
Unlike step and frequency response tests the PRTS noise perturbation 
input for cross-correlation identification has to be selected with reference 
to the characteristics of the system being tested. Information is needed 
concerning system bandwidth, settling time and sensitivity to variations in 
the input. Such data was not available for the uranium plant although plant 
records provided rough estimates and a pilot test was run to obtain estimates 
of the aQove characteristics. The PRTS noise parameters for the pilot test 
and the main test were selected on the basis of the following criteria. 
Digit Duration 
lhe digit length, t , determines the bandwidth of the PRTS noise and 
0 
is selected to ensure that the pseudo-noise approximates white noise for all 
frequencies of interest. The 3 dB point of the PRTS noise occurs at a 
frequency of 'TT/t radian s -l and so the ideal value for t is half the 
0 0 
smallest time constant of interest in the system. 
Period 
Once the digit duration is set, the period of the PRTS noise is al:tered 
by the order of its generating polynomial. The period must exceed twice the 
system settling time to avoid interference of the CCF impulse responses 
resulting from the periodic ACF impulses of the PRTS noise. Thus the 
polynomial order is chosen to give the PRTS noise a. period of 8 to 10 times 
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the longest time constant in the system. It is preferab le to increase the 




This is selected on the qualitative criteria that it should produce 
measurable variations in the system output but not disturb the nonnal 
operation unduly. Plant personnel experience supplied an estimate for the 
amplitude needed. 
Plant Characteristics 
Rough es timates of the plant tirre constants - smallest and largest -
required to select the PRTS noise parameters for the pilot test were 
obtained by studying the normal operating signals. Time analyses yielded the 
settling time - f igure (1.4) shows a chm1ge in state for the uranium concen-
tration of the loaded solvent - and frequency analyses the bandwidth - figure 
(1.5) shows graphs of the loaded uranium concentration and its Fourier Trans-
form . 
Tr ansient Uranium Concentration (g1-1) 
. 7' 0,5 
0,4 
------t-------· ---·-----·------
T ..... . 0,3 
I 
- l 
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0,1 
0 
-- 0-~~ -- , --- ··-
Time (hour s ) 9 8 7 6 5 4 3 2 1 
SYSTEM SE'l'TLI NG TH r:Bi I STTM.A 'I'ION 
Figure 1.4 
It can be seen from these graphs that the system appears to have a 
settling time of approximately 2 hours and that the major frequency component 
is below 1 mrad s -1 
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Figure 1,5 
Variations in the PRTS Parameters 
Time 
-Frequency 
(m r a d s-1 ) 
A second order system was simulated on an analog computer and tested 
by correlation techniques to determine the effect s of incorrect PRTS noise 
I 
parameter selection on the calculated weighting function, The system used 
is detailed in appendix A but for the present discussion its relevant 
characteristics are : 
Settling Time 
Smallest Time Constant 
800 ms 
200 ms 
Thus ideal parameters can be selected for the PRTS noise usmg the 
criteria discussed above and tl1e system can be identif~ed from the CCF . In 
addition to tl1e ideal PRTS noise, three others were chosen to show tl1e effect 
of (i) Too short a digit length, t
0
, (ii) Too long a digit length and (iii) 
Too short a period, Nt • The parameters are tabulated below. 
0 
Ideal (i) (ii) (iii) 
Polynomial 1021 1021 1021 112 
Digit Length t 
0 
BOrns 32 ms 512 ITl.5 128 ms 
Period Nt 2,08 s 830 ms 13,3 s 1,02 s 
0 
- 13 -
The PRTS no i se \vas generated on the Varian computer and recorded on 
one track of a 7 track instrument tape recorder . TI1e pre-recorded track 
provided the sys t em input test signal while the system response was 
sirnul taneous ly recorded on another track thus synchronizing the records of 
the input and output. The analog data on the tape was converted to digital 
dat a and anal ysed on the Varian using the software developed f or correlating 
and the results were displ ayed on the graphic terminal . The CCFs are given in 
CCI<, 
• ... . . . 
• • 
• • ·: 
~ 
CC1·' 
' •. .. 
• • • 
!\ . 
. . 
.. . . .. .. 
(i) Ideal Paramet ers 
. . . . '.. . . .. . . 
t 
CCF 
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.. . 
. . . 
.. -
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(i i i) Long Digi t Leng th ( iv ) ~hart fe riod 
CHO SS- COflftl!,; LATION li'lJNCTIO NS OF SIMU LATED SYST.Ei·T 





figure (1.6). It is seen that incorrect parameter selection manifests itself in 
the resulting correlation functions calculated. 
1. 3. 2 PERTURBATION TEST OF 1HE URANIUM PLANT. 
Execution of a perturbation experiment required control elements and 
transducers. to apply the PRTS noise to the plant and to measure the response. 
Although plant hardware is discussed in detail in sections (3. 3) and (3.4), 
the modifications of equation (1.4) needed to cover the practical aspects of 
the correlation experiment is given here. The analysis served to identify, 
and hence minimize where possible, the potential error sources introduced 
and allowed calculation of their relative importance. 
In the perturbation experiment the PRTS noise, x(t), is added to the 
normal steady state operating plant input, r(t), as shown in the diagram 
below to fonn the plant test control signal, v(t), which is converted to the 
plant input, f(t). Noise generated in' the plant and the instrumentation is 
( ) n t 
f(t) Linear y(t) 
System y' (t ) 




x(t) i J Cross-
Correlator 
4> (-r:) xz 
APPLICATION OF PRTS NOISE TO A SYSTEM 
accounted for by the signal n(t) which is added to the system response, y(t) 
due to f(t), to give y'(t). This is finally transduced by the instrumentation 
to fonn the measured system output, z(t). Since correlation is done with the 
signals x(t) and z(t), the weighting function calculated will be distorted by 
the characteristics of the transducers and by noise caused by plant disturbances. 
Assuming that the errors introduced by the input and output transducers can be 
expressed as additive components, ei(t) and e
0
(t), in f(t) and z(t) respectively, 
the CCF, <~>xz ( T), that is calculated from the experimental data is 
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00 
-oof g(s) ~xe. (•-s) ds + ~xn(•) + ~xe (•) 
1 0 
(1.19) 
The first tenn is the desired convolution integral as given by equation 
(1.4) and the others are error tenns introduced by the hardware required to 
perfonn the. experiment and the noise present in the plant. A tenn by tenn 
analysis is now made of equation (1.19) to detennine the relative magnitudes 
of the various tenns with reference to the uranil.Dll plant. 
00 
(a) The Auto-correlation Function Term -oof g(s) ~xx(t-s) ds 
From section (1.2 ,2) it is known that the power spectrl.Dll of the ACF of 
PRI'S noise only approximates the flat spectrl.Dll of a true impulse function and 
in system identification the first tenn of the CCF, <P ( t), has to be nodified 
XZ 
to give the true system impulse response, The correction factors are found by 
expanding g(s) about s=t as a Taylor series: 
g ( s) = g ( t) + ( s..: t) g I ( t) + ( s-t) 2 g" ( t) I 2 ! + ... 
and substituting this into equation (1.4) gives 
where the correction factors, A (t) are given by n 
The factors An ( t) are only valid for CCFs which become zero between 
successiye ACF impulses since, in deriving An(•) , the integration limits of 
equation (1.4) have been replaced by 0 and T1• In equation (1.20) g(t) is 
unknown and it is usual to asswne that the high order terms of the equation 
can be neglected. Although no quantitative comrrent can be made about this I 
· assll!rq)tion until g(t) is lmown, the relative magnitudes of the A (t) for PRI'S n 
noise - shown in figure (1. 'Z) - do not contradict it. For 'n' greater than '2 i 
the factors rapidly become smaller and fOr the interval t < t < T
1 





). So the only correction factor applied to <Pxz ( t) is A
0 
( t) which 
has the following form 
A (t) 1 (N+l) (to + 2t 
T2 
for 0 =- a2 --) < T < t 
0 3 N t 0 
0 
2 (N+l) for t
0 
< t < T1 = - a2 t 3 N 0 
Figure (1.8) shows a graph of this correction factor and the effect of 
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applying it to a hypothetical CCF. In passing it should be noted that the 
existence of an appreciable transport lag, t 1, will require the application 
of a correction factor A
0
(t-t1) where t1 is estimated from the CCF. 
A (t) 
n 
0 ,2 ,3 ,4 ,5 ,6 ;7 ,8 ,9 1,0 
RELATIVE MAGNI'I'UDES O:b,. TH1i~ CORRECTION FACTORS 
Figure 1.7 
4- ( t) 
- 0 
undefined 
t ·o 0 t 0 





(b) The Error Tenns 




g(s) ~xr(•-s) ds 
In the uranhnn plant variations in the storage tank levels - despite the 
pneumatic level control system - affected the efficiency of the centrifuge 
pumps and ii!JPosed transients on the steady state input flow rate. Manual control 
of the flow rate set point minimized these deviations from the steady state 
flow rate, so the CCF of the PRTS noise and these transients was sufficiently 
small - less than 1% - relative to the PRTS ACF to be neglected. 
(ii) The, Input Transducer Error Term, /
00
g(s) ~ (•-s) ds 
--oo xe. 
1 
The PRTS noise was provided as a voltage signal on one track of an instru-
ment tape-recorder which was added to the DC voltage from a power supply which 
represents the steady state operating signal to form the voltage signal for 
controlling the feed flow rate to the 'plant. Voltage to current, current to 
pressure transducers and the final co~trol element, the butterfly valve, consti-
tute the input transducer. Main sources of error in the transducer are lineari-
zation of the square law valve characteristics and imperfections of the current 
to pressure transducer linearity. Hysteresis in the valve is eliminated by a 
valve positioner which ensures that the valve opening corresponds to the pressure 
signal applied to the pneumatic actuator. The combined effects of these factors 
produced a 1,5% maximum deviation of the amplitude of the flow from that speci-
fied by the PRTS noise voltage signal and was neglected. It was not possible 
to calibrate the valve on-line but any error introduced by this would be syste-
matic and was ignored. 
(iii) Plant and Instrumentation Noise, ~xn(•) 
For the uranitnn plant this was the JOOSt significant error term in equation 
(1.9). Analytically it is convenient to consider the noise as consisting of 
three components, random noise, nr(t), periodic noise, np(t), and noise due to 
equipment drift, nd(t). The CCF <Pxn(•) then becomes . 
~Xll ( T) = ~ ( T) + ~ . ( T) + ~ ( T) 
xnr :xnp xnd 
(1.22) 
The random noise of spectral density n2 correlates with the PRTS noise 
to give 3 an 
~xn (•) -+ If 
r c 
(1.23) 
where a is the PRTS noise amplitude and T is the data lengths used in calcu-
c 
lating the CCF. 111Us the effects due to random noise can be eliminated to any 
degree simply by increasing the length of the data record used for correlating. 
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Theoretically a periodic component of a frequency that is not an 
integral multiple of the PRTS fundamental frequency is uncorrelated with the 
PRTS, and, one of a multiple frequency is attenuated and re-appears as the 
correlation function. In practice, the use of finite data samples introduces 
spectral leakage effects l9 and the rejection is not as effective. 
First and higher order nnrrents of a PRTS noise are non-zero, and low-
frequency drift in the rreasured output will consequently correlate with the 
PRTS noise, Since drift in the equiprrent used was nnst likely to be linear 
with time, the effect of drift on the CCF, 4>.xn (T), was minimized by rennval 
of the DC component and the linear trends in tHe output data before processing. 
The effect of noise in the system output on the weighting function 
extracted from the CCF is difficult to analyse so the correlation technique 
was applied to a 'noisy' second order system simulated on an analog computer. 
Various 'noise' signals were added to the system output to determine (i) the 
extent of the noise rejection inherent in the correlation properties of PRTS 
noise and (ii) the superiority of the rrethod over the nonna.l step response 
analyses for obtaining the system weighting function. Details of the system 
and the experimental results are given in appendix A. From the results it can 
be concluded that the rejection of 'noise' (i.e. any signal component in the 
output not due to the PRTS noise input) is effective provided the PRTS noise 
is stochastically independent of the 'noise'. 
(iv) The Output Transducer Error Term, 4>xeo (T) 
Strictly speaking, the instrumentation noise considered above is 'trans-
ducer error', but it is indistinguishable from the plant noise in practice. 
The error introduced by the transducer has components due to random isotope 
decay rates and linear calibration of e1e uranium analyser but these factors 
produce less e1an 1% error and were neglected. 
Sunnnary 
Correlation techniques have been shown to have distinct advantages over 
step response analyses in obtaining plant transfer functions, especially in 
the presence of noisy measurements. But the noise rejection is paid for by 
requiring complex data analysis necessitating digital computer facilities. An 
added difficulty is the selection of an 'ideal' PRTS noise test signal whose 
choice paradoxically requires some apriori knowledge of the plant characteris-
tics, 
Practical realization of the method for identifying the uranit.nn plant 
introduces numerous error factors which were minimized by the existence of 
such ele~rents as valve positione.rs and :also by the use of high quality experi-
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Irental equipirent. So the main source of error in the calculated impulse 
response was due to noise generated in the plant. This was uncontrollable 
and the statistical properties of the PRTS noise were relied upon to 
eliminate its effect. 
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CHAP1ER 2 THE URANIUM EXTRACTION SECTION 
=======~~~~~-'--...~ - __ .. - ---~~--
The solvent extraction section in the solvent extraction plant of an 
uranium plant constituted the ' system' to be identified by on-line correlation 
techniques. Prior to the design and execution of perturbation tests on the 
plant, a preliminary study of the extraction section was made to determine 
(i) its relation to the uranilunplant, (ii) the operation and geonetry of the 
mixer-settlers and the feed storages, (iii) the characteristics and limita-
tions of the instrumentation and control elenents, (iv) the steady state 
model of the mixer-settler operation and the present manual control philosophy 
and (v) the dynamic characteristics of the plant as deduced from harmonic 
analysis of the normal operating signals. 
2 .1 'lliE URANIUM PLANT 
An outline of the uranium plant illustrates the relationship of the 
' 
extraction section to the extraction plant and the uranium plant which is 
shown schematically in figure (2.1) below. 
LEACHING Clarified 
























- J Mixer-Settler 
EXPRACTION PLANT 
URANIUM PLANT SCHEMATIC 
Figure 2.1 
The uranium plant consists of two separate plants: (1) the leaching 
plant and (2) the uranium extraction plant which is further divided into the 
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extraction, the scrubbing and the stripping sections. 
Uranium enters the leaching plant as a high grade pulp and is treated 
with sulphuric acid and manganese dioxide to fonn an aqueous solution of 
uranium oxide which, after filtering,. is called 'clarified pregnant solution'. 
This solution is the input to the extraction plant. In the extraction section 
the uranium is transferred to an organic phase by successively mixing and 
settling the aqueous solution with the organic solvent. The loaded solvent 
impurities are renoved in the scrubbing section and the uranium is returned 
to an aqueous phase in the stripping section and then percipitated with armnonia. 
After thickening and filtering the uranium slurry is stored for later processing 
in a central plant. 
2 • 2 lliE EXTRACTION SECTION 
2.2.1 THE SECTION LAY-QUT 
' 
TI1e extraction section consists of three mixer-settlers connected in 
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Figure 2.2 
- 22 -
and paraffin or organic phase, flow counter-current through the section and 
co-current through each stage, The two phases flow between stages under the 
pull of gravity and are 1 pumped 1 only by the action of the mixer impeller at 
each stage, Storage tanks on the feed, product and waste streams buffer the 
section from the rest of the plant. 
Uranium rich aqueous solution is ptnnped from the aqueous feed storage 
tank by a centrifuge pump to mixer-settler 4, Its flow rate is regulated by 
a butterfly valve which uses a differential pressure flow meter (D~P.Cell) 
and a pneumatic controller in its control loop. In the section uranium is . 
taken up by the organic phase and after mixer-settler 2 the aqueous 1 raffinate • 
phase overflows from settler 2 and is pumped to the raffinate storage without 
flow control. Stripped sol vent flow from the organic feed storage is controlled 
by a control valve and control loop which, except· for capacity, is identical 
to the pregnant solution system, Mter mixer-settler 4 the loaded - uranium 
rich - solvent is pumped to the organic _extract storage tank, The flow rate 
here is also controlled, In the section itself interstage flow can be control-
led by manual adjustrent of the weirs -for the aqueous phase and butterfly 
valves for the organic phase on individual mixer-settler un.i ts. 
2.2 ,2 THE MIXER~SEITLER UNIT. 
Each stage consists of a mixer and a settler of 1,6 and 45 m3 capacities 
respectively. The mixers have a screw type pump-mix impeller that mixes the 
two phases entering the mixer to form an emulsion which is lifted by the action 
of the impeller to overflow along a duct to the settler where it is dispersed 
by a circular distributor plate. The mass transfer of uranium from the aqueous 
to the organic phase occurs mainly in the mixer since the transfer tire is less 
than the,mixer residence time. In the settler the emulsion separates out with 
further mass transfer and tl1e two phases are channelled into separate outgoing 
streams by a system of weirs and baffles. All the settlers were tested for 
settling efficiency and· found to be better than 99% efficient - no organic 
·phase was present in the aqueous phase samples taken and the maximum aqueous 
present in the organic phase was. 4 ,S m1 in 950 m1 for stage 4. 
All the aqueous phase flows directly to the next stage from the settler 
but a large fraction of the organic is re-cycled back to the mixer. Re-cycling 
increases the effe-ctive residence tirre for the organic phase in each stage and 
nore uranium is taken up by the sol vent, So a small volume of organic phase 
can process a considerably larger volume of aqueous phase - a ratio of the order 
1:10 in the plant considered, 
2 • 2 • 3 MANUAL CDNTIDL .AND OPERATION OF 1HE EXTRACTION SECTION 
Control of the extraction sect;i.on aims at maintaining the maximum loading 
--------- --·· ~-~- ----- ~--. 
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by a relatively small, abrupt change of pregnant flow rate - 5 to 10%. This 
meant that the plant is ideally suited to identification by PRTS noise excita-
tion and correlation techniques since it required small amplitude test pertur-
bations and hence greater rejection of noise. Corrective action requires the 
manual adjustment of the weirs and butterfly valves to change the interstage 
flow rates and so restore stage equilibrium. Since the mixer volurre is negli-
gible in comparison with the settler, the interface level of the settler is 
used to give an indication of the stage ratio of aqueous to organic phase. 
Due to the free flow nature of the mixer-settlers any change ill one stage will 
affect the others and the skill, of the operator plays a large part in the 
adjustment of the interstage flows to restore equilibrium. 
2 • 3 PLANT INSTRUMENTATION .AND CONTROL ELEMENTS 
The accuracy of the calculated CCF is dependent on the equipnent used 
to perturbate the plant and to measur~ the response. The existing plant 
elements, the pregnant solution control valve and the EPURAN uranium analyser 
system, were used for applying the PRTS noise to the plant and to neasure the 
response. The characteristics of these elements will now be considered. 
2.3.1 EPURAN URANIUM ANALYSER 
Operation 
The analyser operation is based on the exponential X-ray absorption law. 
The detector uses 60 KeV X-rays to give the maximum differential in the mass 
absorption co-efficient of the uranium and the elements hydrogen, carbon, 
oxygen and sulphur which constitute the organic solvent. 
Th~ sol vent is plUIIped from settlers 3 and 4 through the sample chambers 
of two EPURAN detectors. The detector contains the radio-isotope, the photo-
multiplier and the pre-amplifier. The transport lag between the settler and 
the detector is less than 100 s. and can be neglected in so far as it affects 
the uranium concentration reading. The decay signal from the detector is ampli-
fied and passed through a single channel analyser (SCA) which produces a 5V 
0, 5 llS pulse for every input from the detector with energies in the range 29 to 
64-'KeV. These pulses are accurnmulated in the scaler for 1000 s periods. Clock 
pulses - every 1000 s during the experiments - applied to the scaler, decoder 
and digital printer initiate printing and decoding of the cotm.t which has 
accurnmulated in the scaler. After printing the scaler is reset and starts 
another 1000 s cotm.t interval. Figure (2. 3) shows the schematic of an EPURAN 
uranium analyser. 
On settler 4 the pulses from the SCA are also fed to a digital subtracter 
and a ratemeter which produces an analog signal proportional to the counts 
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registered in 100 s. The 0 to 100 mV signal corresponds appro.xima.tE(lY to 2 to 
4 gl-l uranium loading and drives a chart recorder. During the experiments 
this signal was also recorded on the instrument tape recorder. 
Versatility 
The uranium concentration of the pregnant solution is sufficiently high 
to fall within the theoretical range of operation of the EPURAN analyser and 
Timer 
To Scaler Decoder 
EPURAN URANIUr.'i ANALYSER 
Figure 2.3 
as this reasurement is of interest in control of the section the EPURAN was 
used to analyse the pregnant solution on-line for a trial period. However due 
to the differences between the organic and aqueous phase absorption characteris-
tiCs it did not yield any useful resul. ts. 
The EPURAN System · 
The complete EPURAN system of on-line uranium analysers used in the 
experiroonts is shown in figure (2 .4). In addition to the counts from the solvents · 
from stages 3 and 4, the temperature of the settlers solvent, the photo-
mul. tiplier tube (PMT) head and the room temperature are also printed on the 
printer output. So temperature correction was readily implemented. 
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Figure 2.4 
Calibration 
The EPURAN analysers were calibrated by taking samples s~chronously 
with the print-out during the perturbation tests. These samples were analysed 
by the mine assay office using X-ray spectroscopy techniques and the assay is 
regarded as accurate. Previous work 2 7 showed that a linear calibration curve 
for all the EPURAN analysers was adequate, so using 35 samples from stage 3 
and 38 from 4, the following calibration lines were obtained by a least squares 
line fit to the data. The range of the readings was from 0,18 to 2,48 gl-l for 
stage 3 and 2,30 to 3,60 gl-l for stage 4 which covers the normal operating 
ranges of the instn.nnents. 
-6 
+ 11,610 -1 Y3 = - 4,325 X 10 c3 gl 
-3,903 X 10-6 -1 
(2.2) 
Y4 = c4 + 13,286 gl 
where c3 and c4 are the colUlts registered in 1000 s for stages 3 and 4 resp. 
and y 3 and y4 are the equivalent uranium concentrations 
Standard deviations of the uranium concentrations calculated using the 
calibration lines from the measured uranium concentrations were 0,023 for stage 
3 and 0,010 gl-l for 4 which is more optimistic than tl1ose found for the 
EPURAN on its eight day calibration run 2 7, namely, 0,083 gl-l for stage 3 and 
0,095 for 4. This might be due to a number of factors such as terrperature etc. 
Discussion 
EPURAN is a highly corrplex instn.urent and the question of stability and 
reliability of· the readings is extremely irrportant. The system has been exten-
sively tested and the main points are given here. 
Tested over a one month period on a static sample of solvent the maxinu.un 
- 27 -
spread in readings was _2,6% of the mean value 25 showing that the ~lectronic 
and detector drift is effectively zero. Hence the EPURAN was considered to be 
stable for the duration of the experiments. 
An all-inclusive indication of the EPURAN accuracy is given by the 
spread in readings used to derive equation (2 ,2), but it was thought necessa:ry 
to identify potential sources of error so that these could be checked during 
the execution of the experiments to avoid unnecessa:ry instrumentation errors. 
The main sources of error are 25 
(i) The random decay of the radio-isotope which introduces 0,01 gl-l 
random error in the EPURAN output due to statistical decay rates. No· 
control could be exercised over this high frequency error but filtering 
and input-output correlation in determining the plant weighting function 
would eliminate it to a large extent. 
(ii) Changes in the heterogenous matrix of the solvent caused by air 
bubbles originating at the sol vent sampling points or in the pumps, or 
by aqueous phase whenever the stage is rurming 1 continuous aqueous 1 • 
Both these effects were noticeable in the ratemeter output. Normal and 
abnormal outputs are shown in figure (2.5). The air bubbles produce long 
Time 
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Figure 2.5 
' 
1 spikes 1 in ·the ratemeter output - a high frequency effect - and the 
'continuous aqueous condition' produces large rates of change in the 
readings - i.e. a low frequency effect. Confirmation of these effects 
could be obtained by stopping the EPURAN feed pump; the air bubbles or 
aqueous phase bubbles could, if present, then be obsenred in the static 
sol vent in the PMr head feeder tube. 
(iii) Changes in the homogenous organic solvent matrix caused by addition 
of fresh paraffin to the plant. This alters the density of the solvent 
and so affects the absorption relation. None was added during the experi-
ments. 
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-1 . th (iv) Solvent temperature changes produce 0,009 gl change 1n e 
uranium concentration readings for every degree centigrade temperature 
change. TI1e temperature is rooni tared and recorded so all readings were 
corrected to eliminate this effect. 
2. 3. 2 'IHE PNEUMA.TI C aJNTROL VALVE 
The PRTS noise, as a pressure signal, was applied to the valve on the 
pregnant solution feed stream to alter the flow according to the noise. Al-
though the valve is a non-linear element, the fluctuations about the mean flow 
were intended to be small so that it could be linearized with minimum error. 
Pressure to Flow Characteristics 
It was not possible to check the valve characteristics by measuring the 
flow with a calibrated instrument so the valve specifications given by the 
manufacturers were used. The D.P.Cell flow readingswerein agreement with these 
specifications in which the steady state pressure to flow characteristics are 
given by 
Q = 13,1 1- p - 3,0' (2 .3) 
where Q is the flow rate in ls -l 
and P is the actuating pressure in p.s.i. 
Transient Operation 
For the experiments equation (2 .3) was linearized about its mean opera-
ting point using a Taylor series expansion and the transient pressure to flow 
characteristics are given by 
liQ = 2,82 liP (2 .4) 
where liQ and liP are the changes in Q and P about their mean values. 
Over the range of operation this linearization introduced a maxinrum 
theoretical error of 1,6% in the transient flow which is negligible for the 
purposes of the experiments. 
2.4 ExPERIMENTAL EQUIPMENT 
·Based, initially, on the practical considerations of the instrumentation 
and the present system of control, and later, supported by the observations of 
Castro et Al. 14 , it was decided to evaluate the impulse response between the 
pregnant solution feed flow and the uranium loading of the loaded solvent. The 
PRTS noise was generated on the Varian computer, converted to an analog signal 
and recorded on one track of the instrument tape recorder. Thus for controlling 
the pregnant solution flow rate during the experiment, the PRTS noise signal 
was mixed with a DC voltage from a power supply which represented the plant . 
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steady state operating flow signal to form a flow control voltage ,which was 
converted to a pressure signal and applied to the valve actuator. 
Pressure to voltage converters were used in conjunction with the D.P. 
Cells to produce voltage signals proportional to the pregnant solution and 
solvent flow rates. These signals were recorded on other tracks of the tape 
recorder together with the ratereter output so that all plant operating condi-
tions were synchronized with the perturbing PRrS noise signal. 
2.4.1 FLOW CONTROL 
Voltage Control Signal 
The PRrS noise from the recorder had a 1 volt amplitude which was mixed 
with the DC voltage from a variable voltage source using an operational ampli-
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Facilities for varying the degree of m::>dulation of the flow by the PRTS noise 
and also the steady state flow signal was provided by the three inputs for the. 
PRTS, the variable DC supply and the mixer gain. For design convenience, the 
output voltage had to fall within the range 0 to 1 V to suite the following 
transducer stages. 
The mixer transfer function is given by 
where Vc is the control voltage fed to the transducer 
K is the mixer gain 
VDC is the voltage from the DC voltage supply 
VPRTS is the vel tage from the tape .recorded PRTS noise 
a is the percentage m::>dulation. 
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Voltage to Pressure Conversion 
The voltage from the mixer (O to 1 V) was converted to a current (4 to 
20 rnA) and used to drive a current to pressure transducer (3 to 15 p.s.i.). 
Calibration of the transducer system was done on the plant after the equiprent 
had been installed. The calibration line of voltage to pressure is given in 
appendix D and the least squares line for the data is 
p = 11,97 v + 2,88 
where P is the actuating pressure in p.s.i. 
and V is the input voltage in volts • 
(2 .5) 
Thus the overall voltage to flow transduction from voltage to pressure 
to flow is given by 
t~Q = 33,76 t~V (2.6) 
where t~Q and tN are the changes in Q ~d V. 
This expression is valid only for small perturbations about the mean 
st~ady state operating point. 
For large step changes in the voltage - as imposed when starting - the 
transducer (current to pressure) went into oscillation, probably due to limit 
cycling, which had to be stopped by switching off the equipment and re-starting 
by applying a gradual voltage increase to the system. The PRTS noise voltage 
changes were sufficiently small not to induce this transducer instability. 
The Pnewnatic System ' 

















PLANT 'BUMit'LESS' CONTIWL 1.PRANSFER SYSTEH 
Figure 2.6 
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replaced the signal from the pneumatic controller during the expertrent. To 
avoid disturbing the plant 1bumpless' transfer of control was achieved by 
monitoring the controller output pressure and adjusting the voltage mixer gain 
until the output pressure from the transducer equalled the existing valve 
actuating pressure. The system used for control transfer is shown in figure 
(2. 6) • 
No attempt was made to achieve 'bumpless' transfer from the experi.Joontal 
flow control back to normal flow control since the pneumatic control system 
settled in less than 15 s thus creating little disturbance to the plant. 
2.4 .2 FLOW AND URANIUM CONCENTRATION M)NI1DRING 
Pregnant Solution Flow 
The D.P.Cell had the same transfer characteristics as the control valve 
and so, at the operating point, the cell output pressure signal is given by 
llP = 0,354 llQ (2. 7) 
where llQ is the transient pregnant solution flow rate in ls -l 
andllP is the transient output pressure in p.s.i. from the D.P.Cell. 
Loaded Solvent Flow 
On the solvent streams, the D.P.Cell is smaller than that on the aqueous 
feed and its characteristics are 
where Q is the flow rate in ls-l 
and P is,the output pressure from the D.P.Cell 
When linearized about the operating point this becomes 
t~P = 4, 77 llQ 
where llP is the transient pressure change in p.s.i. 
and llQ is the transient flow rate change in ls-1 
Pressure to Voltage Transducer 
(2. 8) 
(2 .9) 
'Both flow s1gnals were applied to pressure gauges and angle-to-current 
transducers produced current signals which were applied to the resistors to 
give voltage signals proportional to the flow rates. On-line calibration points 
and a least squares fit gave the following pressure to voltage characteristics. 
v = 0,0794 p - 0,198 (aqueous phase) 
(2.10) 
v = 0,0816 p - 0,236 (organic phase) 
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where V is the transducer output in volts 
and P is the D.P.Cell output in p.s.i. 
Thus the complete transduction of flow to voltage is given by 
Pregnant solution flow rate f::.V = 0,0281 I::.Q 
(2.11) 
Loaded Solvent Flow Rate f::.V = 0,0143 I::.Q 
for small perturbations about the steady state operation in the main experi-
ments. 
Loaded Sol vent Uranium Concentration 
The 0 to 100 mV signal from the EPURAN 4 ratemeter corresponds roughly 
to a 2 to 4 gl-l uranium loading. The actual calibration was done using the 
assayed uranium concentrations and the corresponding ratemeter output. The 
least squares line is 
(2 .12) 
where y4 is the uranium concentration in the loaded solvent in gl-l 
and r 4 is the ratemeter reading on the chart in percentage. 
DISCUSSION 
The plant hardware has only been considered from the point of view of 
the steady state errors which might be introduced by linearization and calibra-
tion of the equipment. But transient responses of the equipment is of extreme 
importance in studies of dynamic behaviour and the equipment was checked on the 
plant to ensure that it did not interfere with the results of the experinents. 
The slow,est element in the experimental arrangment was the pneumatic valve on 
the pregnant solution stream and its response time of less than 10 s to a step 
-1 change of 10 ls in the flow was far faster than the expected plant response 
time. 
2 • 5 MASS BALANCE :tvDDELS 
·In order to glean sane information concerning plant behaviour prior to 
the execution of the perturbation tests, a suitable theoretical nndel proposed 
in literature 9 was simulated on the digital computer and tested. The model 
will be discussed in two se~tions: (i) the lumped parameter mixer-settler 
m:>del which forms the basic plant unit and (ii) the plant as co~osed of three 
mixer-settler units in series. 
2.5.1 THE N.ITXER-SETTLER MODEL 
Although the nnst popular mass balance nndel described the stage output 
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concentrations in terms of the input concentrations and not in ter.p15 of the 
flow rates, it does show that re-cycling of the organic phase is equivalent to 
increasing its stage residence time. It can also be shown that the residence 
time is very sensitive to changes in the re-cycle ratio, r, when it exceeds 0,5. 
The rrodel of one mixer-settler unit is derived here and used to illustrate 
this effect. The basic equations obta~ed are used in the next section in 
deriving a sui table nndel for the plant. 
Consider stage n 
A X X A n Stage n+l 
n 
0(1-r) Yn-1 0 0 .Yn 0(1-r) 
rO 
where A and 0 are 
~and xn+l 
aqueous and organic, phase flow rates respectively 
are the uranium loadings of the output and input aqueous 
phase streams respectively. 
Yn and Yn-l are the uranium loadings of the output and input organic 
phase streams respectively. 
V 'and V are the aqueous and organic phase hold-up voltunes respectively. a o 
Then from a simple mass balance across the stage for each individual 
phase the following equations were obtained: 
· T a ~n = xn+ 1 - xn 
T 
0 • 
(1-r) Yn = Yn-1 - Yn 
(2 .13) 





/0 is the organic phase residence time 
Equations (2.13) were simulated on the digital computer using Runga-
. Kutte integration. The stage parameters used were obtained from plant records 
and previous work done on the plant 2 8 and are given in the table below. 
Phase Residence Flow Rate 
Time (s) (ls-1) 
Aqueous 2160 30,3 
Organic 756 1, 75 
The program was written in BASIC for execution on the Varian computer; the 
listing for the program is given in appendix E. Two options were provided in 
the program: (i) The simple lumped parameter nndel described by equation (2 .13) 
could be changed to that of a distributed parameter no del due to Van de Vusse 18 
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which, for reasons given below, is not used here and (ii) A time lag could be 
imposed on the streams flowing through the settler to simulate transport and 
separation lags. 
Observation 
(i) The Van de Vusse rrodel was not found to be useful since it sacrificed 
simplicity for little gain in versatility. This was attributed to the existence 
of a dominant pole in the distributed parameter rrodel transfer function which 
produced predominantly lumped parameter model behaviour. 
(ii) Of all the parameters the model of equation (2,13) is most sensitive 
to Changes in the re-cycle ratio, the sensitivity increasing with 'r' for r 
greater than 0,5. This is shown in figure (2.7). The sensitivity is explained 
by considering the solution of equation (2 .13) when an impulse is applied to 
the model. The percentage change in output at any time is proportional to the 
ratio r/(1-r) times the percentage change in r which is greater than 1 for r 
greater than 0,5. 
1,0 
0 




Organic Phase ······ 
6000 8000 Time (s) 
NORMALIZED MIXEH-SETTLEH_. _!!:lPULSJ]L R]Sf9NSF;§. 
Figure 2. 7 
. A theoretical JTDdel of plant behaviour was required to satisfy two speci-
fic needs: (i) To estimate the effect that Changes in the uranium concentrations 
of the feed streams had. on the uranium loading of the solvent extract since the 
input concentrations could not be controlled during the PRTS noise tests. 
(ii) To provide a 'form t of transfer function which could be fitted to the 
experimental CCF impulse response. 
Combining the two equations (2 .13) and linearizing to produce the concen-
trations in terms of the flow rates ?fid input stream_ uraniUlJl concentrations, 
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the uranium loading of the organic phases in the plant can be expressed by the 
matrix differential equation 
i_Ct) = ~ zCt) +.!?. !!Ct) 
I.T = {y2, Y3, Y4} where the vectors are 
and the matrices are 
A= 
c2 (y~ - y~) ~ 
B = c3Cy4 - y~) ~ 
a4x5 - c4y4 a4Ao 
(2.14) 
'3:. 
... ,- .. 
The constants a., b. and c. are defined-below,~ is zero, and the superscript 
1 1 1 
'o' denotes the steady state value. 
~rivation 
The IDJdel is based on the previous mixer-settler nndel and its derivation 
fOllows the lines of Ottertun's model with regard to linearization of the basic 
equations obtained from a mass balance. 9 The matrices are derived by considering 
stage 'n' of a three stage plant -the stages are n = 2, 3 and 4 in keeping with. 
the murbering adopted on the uranium plant. 
In,addition to the assumptions made in section (2.5.1) , it is assumed 
that the pararreters are independent of stage number and that the cross-phase 
relationships are given by 
0 0 Yn I xn = Kn for steady state values 
(2.15) 
Yn I xn· = kn for transient values 
The two equations (2 .13) can then be combined by the relationships of ·~ 
equation (2.15) and the solvent uranium loading of each stage is then given by 
Y. = a Oy + (a 0 + b A) y + c y n n n-1 n n n n n+l 
where y., A and 0 are functions of tine and the constants are 
1 
a = n 





b =a /{(1-r)K } n n n 
Defining the vector !.. as 
T 
! = {yn-1' Yn' Yn+l' O, A} 
and changing to functional notation, equation (2.16) can be expressed as 
l = f(!) (2 .17) 
which at steady state is l = (/J = f(!o) 
Using Taylor series expansion of equation (2 .17) about the steady state 
operating point 
5 
f(!_) = f(!0 ) + E (0f)o (r - r 0 ) + higher derivatives 
n=l 0!_ - , -
Substituting for the derivatives 
variables r. of the vector r to be the 
]. -
and changing K to k in the constants 
. n n 
from equation (2.16), re-defining the 
transient values (i.e. r. = r. - r?) 
-l. -l. -l. 
a., b., and c., equation (2.16) becomes 
]. ]. ]. 
which yields the matrix equation (2.14) when generalized to three stages in 
series and written in matrix fOrm. 
Digital Simulation of Equation (2.14} 
The solution to equation (2.14) is given by 21 
' t r_(t) = exp{~(t-t0)} r_(t0 ) + t f exp{~(t-s)} ~u(s) ds (2.19) 
0 
Assuming that (i) the output vector, r_, is observable at time intervals 
T i.e. at times t , t +T, t + 2T, •••• ,t + kT, ••• and (ii) the input vector, 
0 0 0 0 . 
~~ is constant over each interval, T, equation (2 .19) can be used to express 
th~ value of r.Ct+T) in terms of.the value at timet- i.e.r_(t) -as required 
for digital simulation of equation (2.19)~ 
r_(t+T) = exp{~t} l_(t) + 
0
!T exp{As} ds ~ ~(t) (2.20) 
This equation is evaluated by calculating the following matrices and using 
equation (2.21) which is equivalent to equation (2.20):-
oo An~ 
exp{~t} = E 
n=O (n+l)! 
(The transition matrix) 
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"" An f1+1 
S = IT exp{As} ds = E 
- o - n=O (n+l)! 
C = I + A S 
D = S B 
zCt+T) = ~ zCt) + ~ ~Ct) (2.21) 
The program to evaluate this equation was written in BASIC and executed 
on the Varian computer.· A full listing of the program is given in appendix E. 
Convergence 
After k intervals the plant output is given by 
k 
rCto+ kT) = fk rCto) + ~. fk-n-1 ~~(to+ nT) 
n=O 
and it is obvious from this that for reasonable input functions the convergence 
of the simulation is determined by matrix ~· 
In all simulations the results,r, obtained from equation (2.21) were 
used to show convergence. However a nnre fonnal check was provided by the row 
norm of C and the following relationship which ensures convergence if satisfied 
~fijO) < 1 9> ~:? ~ 9_ 
where 1£1"" is the row norm of matrix f. 
Simulation Parameters 
· The parameters used in simulating the plant behaviour from equation (2 .21) 
were obtained from previous plant tests 2 B and plant records as listed below: 
Aqueous Organic Plant 
Phase Phase 
Mixer-settler 23 m3 23m3 47 m3 Volume 
Hold-up Volume 23 m3 2 3 m3 -' 
k - - ·324 n 
Re-cycle Ratio - 0,65 -
The steady state vector about which the plant behaviour is nndelled is 
· { o}T _ .{ ·o o o . -1 · l - y2, y3, y4} = {0,12 1,30 3,10} ~ gl 
. {uo}T = {Oo. Ao, xoS' yol} = {2 03 2 ~ , 3,3 0,23 0,00} -1 -1 in gl and ls 
- 38 -
Simulation Results 
TI1e characteristic ·.matrix for the system, ·s.!_ - ~~ has real negative 
eigenvalues so the step and impulse responses are exponential with no oscilla-
tory nnde superimposed. The pr:int-out from a typical simulation program run 
is shown below. Graphic output of the results was not possible because of the 
limited core size of the Varian. 
Sit1 TIME: 8000 
SYSTEM t1ATRn~ A 
NO OF PNTS: 1t.3e OELTlt1E: 80 
-9.07601E-34 3.03308E-05 0 
4.21767E-04 -9.07601E-04 3.03308E-05 
e s.77270E-04 -9.e7601E-a4 
























































































































Since the equations have been set up assuming that plant ope~ation is 
linear, the magnitude of the plant responses are linearly related to the pertur-
bation anpli tude. Hence all the simulations were run for 10% step changes in 
the input variables - i.e. the components of vector ~ - and the responses to 
other changes were deduced from the results. 
The row norm of matrix ~ is seen to be less than unity for the plant and 
the simulations are thus convergent for bmm.ded inputs. The speed of conver-
gence can be estimated from the norm which is of the order of 0, 9. 
Useful information regarding the plant behaviour which was obtained from 
the simulations are 
(a) The response of the rrodel to changes in the inputs is insensitive 
to variations in the transient cross-phase relationship. (A 300% change in kn 
produced a 2% change in the final uranium concentration of the loaded solvent 
following a step change in the pregnant solution flow rate.) 
(b) Step responses to 10% changes in the steady state variables resulted 
in the following final values 
Input Variable Y2 y3 y4 
(i) Pre g Soln Flow 0,009 0,121 3,670 
(ii) Fresh Solv Flow -o,026 -o,210 -o,479 
(iii) Preg Soln U Cone 0,001 0,008 0,269 
(iv) Fresh Solv U Cone 0,010 o,oos 0,004 
Conclusions 
The Uranium concentration of the loaded solvent is apparently most 
sensitive to changes in the pregnant solution flow rate. This is in agreement 
with the' observations of Castro et A1. 14 1hus variations in the uranium concen-
trations of the aqueous and organic phase feed streams during the perturbation 
tests are unlikely to produce appreciable changes in the extract sol vent loading 
which might swamp the response to the pregnant solution flow rate changes • .My 
variations will be low frequency because both streams are drawn from large buffer 
storage tanks and the statistical properties of the PRTS noise will eliminate 
them to a large extent • 
. MJdel settling times which were observed are of the order of B(X)Q s which 
supports the conclusions drawn from figure . (1.4) showing a record of normal 
plant operation. 
Changes of less than 10% in the pregnant solution flOW' rate will produce 
variations in the uranium concentration of the loaded sol vent which could be 
reasured using the EPURAN system provided the digit length of the PRTS noise is 
of the order of a few 1000 s to avoid aliasing in the samples taken. 
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a-IAP1ER 3 DATA 1-fi\NDLING 
All data handling - capture, processing and display - was done using a 
Varian 620/i mini-computer which has magnetic and paper tape facilities, analog 
to digital (A/D) and D/A converters, a graphic display with ahard-copy unit 
and a teleprinter. Software was developed to input and output data via the 
desired peripherals, to generate and output PRTS noise and to calculate the 
necessary functions of which the mst important are the correlation functions, 
the Fourier Transfonns and the Bode Diagrams. Programs were written in DAS, the 
Varian assembler language, and use the mathematical routines from CALC, the 
plotting routines of 1PLO and a translation of the IBM IDRTRAt'J IV Fast Fourier 
Transform algori tlun, FOURl. 
3.1 SOFIWARE EXECUfiVE PROGRAM 
For convenience, the software operations were completely controlled by 
commands entered via the teleprinter by the operator. The software executive 
program interfaces between the operator and the available data handling soft-
ware allowing easy data input and output from peripherals as well as data 
processing by the available routines. After entering the program parameters, 
the program specified is executed and on completion of the task, or when an 
operator interrupt is sensed, control is transferred back to the executive 
program for the next instruction. The routines avalable in IDKIT - the name 
given to the data handling programs developed - and their calling characters 
appear in table (3.1) 
TABLE 3.1 
Callfug Routine Function I Operation Olaracter Name 
A AID Transfers control to AID III M 
B BODE Calculates the log10 and angle of the specified data 
c CRLTN Correlate.s the data specified. 
D DATA Lists the data storage allocations 
E EXPN Allows the exponent, natural logarithm or square 
root to be calculated 
F FFT Fourier Transforms the specified data 
G 
H 
I INPT Inputs data from the specified peripheral to the 




























3.1.1 DATA ADMINISTRATION 
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Allows addition, subtraction, multiplication and 
division of the specified data by a constant 
Graphs complex data.on a Nyquist plot 
Outputs specified data to the specified data array 
Generates PRTS noise in the specified data array 
Transfers data from one array to another 
A1'1ows operator specification of data storage 
Allows 1sin', 'cos' or 'arctan' of the specified 
data to be calculated 
Selects the magnetic tape unit 
Reooves the DC component from the specified data 
Applies a data window to the specified data 
Zeros specified data array 
----~----------------------~ 
To initialize IDKIT, the available data storage area has to be divided 
into data arrays of sizes allocated by the operator using the routine 'STRT'. 
Each array is given a name so that, once specified, the array can easily be 
referenced. Individu~l samples in an array are referred to by their position 
in the array and since the different data types - integer, real and complex -
occupy different numbers of computer words per sample, the array type must also 
be supplied. The notation adopted fOr referencing data is thus similar to that 
I 
employed by roRTRAN: 'The first sample is in position '1 1 and the n th in posi-
tion 'n'. Whenever a section of an array is required, it is referenced by 
setting the array limits when it is specified. E.g. For anN po.int array, DATAR, 
the limits can be set by ' •• DATAR, (i,j ,k), •. ' which means t •• the points in DATAR 
from the i th to the j th, inclusively, considering every k th sample •• ' DefaUlt 
values of '1', 1N' and '1' are assigned to 'i', 1 j 1 and 'k' if ommitted. 
The programs have been designed to allow repetative or redundant specifi-
catio.ns to be omitted whenever possible. For example, such default action occurs 
when successive calls are made on a routine to act on the data array/s. The 
routine calling character will be sufficient to initiate the ro~tine which will 
use the parameters supplied in the previous call. 
3. 2 OUTLINES OF 1HE PIDGRAMS 
No detailed flow charts are given for the programs since the routines do 
not have any major decision loops and loops were only employed to access all 
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samples in an array. However the function of each routine together with a brief 
description of its operation whenever this is important is given. 
(a) AID 
Transfers control from IDKIT to AID ill M which is a Varian general 
purpose system-control program. Control is returned to IDKIT by executing 
location 010200. 
(b) BODE 
Converts complex data that is stored in 'real', 'imaginary 1 fonn to 
'log-nndulus 1 , 1angle' fonn. 
Operation 
For an N sample array, X, stored in successive 32 -bit locations as 
Re{X(I)} and Im{X(I)} the following operations are performed for 1 < I < N 
Re{X(I)} = 0,43295 LOG{/ (Re{X(I)}) 2 + (Im{X(I)}) 2 ' 
e 
I {X(I)} = ARCTAN Im{X(I) }' 
m Re{X(I)} 
where LOGe and ARCTAN are CALC routines .• 
(c) CRL1N 
Correlates one or. two complex data arrays storing the ACF or CCF in the 
first array specified. 
Operation 
The correlation is executed using the relationship of equation (1.2) and 
the Fast Fourier Transfonn - FFT. So to correlate arrays X and Y the following 
operations are perfonned on the arrays: 
First 
then for 1 < I < N 
and finally 
X= FFT of X 
Y = FFT of Y 
* 
(omitted for the ACF) 
X(I) = X (I) Y(I) for the CCF 
* X(I) = X (I) X(!) for the ACF 
X = Inverse FFT of X 
Note: (i) The FFT, FOUR!, operates on 2m samples where 'm' is an integer, so for 
arrays of length M and N (M < N) samples, the program conputes the maximum 'm' 
satis:fying 2m < M and correlates only 2m points of each array. Data outside 
this 2m point record is ignored. 
(ii) For cyclic correlation it is often more convenient to use arrays 
with different data lengths, say, N and M, and to fonn augmented records of 
2m samples by the addition of zeros than it is to sample the data to contain 
exactly 2m samples per GYCle. The resulting correlation function is then valid 
for N-M+l samples which corresponds to lags for which the shorter data record 
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remains opposite the longer. For example consider the arrays X of ·N samples 
and Y of .M with M .;; N 
CCF 
1+1 
End Effects: CCF Invalid 
End Effects: CCF Invalid 
t----'-------- 2m -----------t 
Augmented X Data 
Augmented Y Data 
Cyclic CCF, ~xy 
Cyclic CCF, ~ yx 
A correction factor 12m/M' must be applied to the resulting aperiodic 
CCF to obtain the true value of the cyclic correlation function. This factor 
was expected theoretically - see appendix B - and it should be noted that it 
is independent of N which is greater than M. 
(iii) For system identification using N samples for the PRTS, M for the response 
and 2m for the correlation, an additional factor of '2m /N' has to be applied 
to the CCF to correct for the ACF of the N sample PRTS which is N/2m too small. 
(d) DATA 
Lists ~1e data·storage allocations made in initializing IDKIT. The data 
array names, types, sizes and absolute memory locations are given. 
(e) EXPN 
Pe'rmits calculation of the exponential, natural logariilim and square 
root of the data array specified. 
(f) FFT 
Calculates the Fast Fourier Transform or inverse transform of the data 
specified. 
Operation 
FOUR.l., the IBM FFr algori mm, is used to evaluate the sunnnation - see 
also·appendix B. 
N-1 
X(kn) = E X(nT) exp {jknnT} 
n=O 
where NTn :; 21r and N is a power of 2. 
For the· forward transform, the array X(kn) formed from X(kT) by IDUR.l. is 




Allows data input to the specified data array from the peripherals listed 
below. The input of data is initiated on receipt of the last parameter required 
by the peripheral driver routine called. 
Peripherals 
(i) Teleprinter/Graphic Display: Operator input of numeric data. 
(ii) · ND Converter: Conversion of analog signals to digital data 
samples and storage of the data. 
(iii) Magnetic Tape: Data input from mass data storage. 
(iv) Paper Tape: Input of paper tape binary data. 
(m) MAniS 
Permits addition, subtraction, multiplication , division or exponentia-
tion of the data by a constant entered. 
(n) NYQST 
Graphs complex data on an orthogonal set of 'real' and 'imaginary' axes • 
(o) 01PT 
Outputs data to the Varian peripherals listed below. Initiation of the 
routine is similar to that of 'INPT'. 
Peripherals 
(i) Teleprinter/Graphic Display: Listing of arrays as numeric data. 
(ii) Graphic Display: Graphic representation of the data. 
(iii) Magnetic Tape: Data mass storage 
(iv) Paper Tape: Storage of data as binary data on paper tape. 
(v) D/A Converter: Output of digital data as analog signals. 
(p) PRCG 
Generates a PRTS noise according to the parameters entered. 
Operation 
Calculates the feedback ·loops for the shift registers from the polyno-
mial co-efficients supplied and generates the PRTS noise. using the results of 
equation (1.16). The initial state of the registers can be explicitly specified 
if desired. 
(s} STRT 
: Initially the data storage is divided into named sections each having 
its type - integer, real or complex - and size in number of data samples. STRf 
converts this information into absolute memory addresses which are stored in 
an administrative register for later use. 
(t) TRIG 
Penni ts calculation of the . 'cos 1 , 1sin' or 'arctan' of the data array 
specified. Units of the angles are radians and the routines used are the tri-
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gonometric programs from CALC. 
(u) UNIT 
Selects the unit to be used when addressing the magnetic tape units. 
Operation 
The master or slave unit are selected by typing '00' or 'Ul' respectively. 
(v) VARI 
Calculates the transients of the specified data array as required before 
correlating or Fourier transforming. 
Operation 
The transients are obtained by first calculating the nean of the data 
and then subtracting this from each data sarrple to give the transient data 
sample. The original data is destroyed by the routine. 
(w) WNlli 
Applies one of three windows to the data array specified. The types 
available are (i) First Order (ii) Hanning and (iii) Hamming which are dealt 
with in detail in appendix B. 
Note: (i) The use of data windows prior to calculation of the FFT improves the 
accuracy of the resulting transform but will not improve the correlation 
function calculated using the FFT. 
(ii) The window cannot be applied cyclicly - i.e. To use it the data 
cannot lie synnnetrically about the 't=O' axis but must occupy a section 
'i' to 'j' where i <·j. 
(z) ZEro 
Inserts zeros into the array section specified. It is used to initia-
, 
lize an array or to form the added sarrples of an augmented array. 
3.2.1 PRJGRAM LISTINGS 
A full listing of the above programs and their supporting sub-routines 
are given in the program file for the thesis - appendix E. The appendix 
contains listings of all the other programs used with explanations where 
required. 
3.3 ·sUMMARY OF IDKIT 
The con~lete data processing facility dedicated to calculating system 
weighting functions using correlation techniques can be sunnnarized by the 
diagram given in figure (3.1). 
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GIAP'IER 4 PLANT PERTIJRBATION EXPERIMENT AND CORRELATION RESULTS 
Once the software was completed and the correlation technique had been 
thoroughly tested by identifying systems simulated on an analog computer, 
attention was focused on the plant. 
Briefly the procedure adopted for perturbing the plant is as follows. 
Two PRTS noise signals of different periods were generated at the computing 
centre using PRTS paraneters which were selected on the strength of observations 
made of normal plant operating behaviour. The PRTS noise was recorded on an 
analog tape recorder so that the tape could be used to convey information 
between .the plant and the computer. During the experinent the plant was con-
trolled by the PRTS noise while all relevant data was recorded on the magnetic 
tape. After the experiment the completed tape was taken back to the computing 
centre and the data collected on it was processed to yield the plant weighting 
function. 
4.1 PRTS NOISE SELECTION 
Applying the criteria discussed in section (1.3.1) the digit length of 
the PRTS noise was chosen to be 3520 s which represents a compromise between 
the requirenents of the plant bandwidth as determined from plant records -
section 1.3.1 - and the number of samples per digit that the EPURAN analyser 
had to provide to avoid aliasing. Thus an 8 digit PRTS would have a period of 
7,7 hours and would, judging from plant records, allow the resulting cross-
correlation function "to settle between the pulses of the auto-correlation 
fmction of the PRTS noise. However experience gained in the laboratory had 
shown that the system settling tine of an unknown system is usually under-
estimateu when selecting a PRTS period and a 26 digit PRTS noise with a period 
of 25,1 hours was also recorded. Details of the two PRTS, noise signals are 
given in the table below. 
PRTS Noise 8 Digit PRTS 26 Digit PRTS 
Polynomial 112 1021 
Digit Length 3520 s 3520 s 
Period 7, 72 h 25,1 h 
Amplitude 3,79 and 0,76 ls-1 0, 76 ls-1 
ACF Impulse Area 3,80xl04 and 7 ,63xl02 7 04xl02 12s -l , . 
Both sequences were generated using the Varian computer, converted to 
an analog signal by the D/A converters and recorded on the instl1.1100nt tape 
recorder at its fast speed. The use of magnetic tape required to convey the 
data between the plant and· the computing facilities also ensured that the main 
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experimental JOOasurements made would be synchronized with each other and the 
PRJ'S noise. This is important in correlation techniques since a lag between 
the input and output measureiOOnts will manifest itself in the input-output CCF 
as an equal lag. The tape recorder also provided a means of decreasing the 
time required for data handling during processing because its speed range allows · 
a gain of 32 in tiJOO between the fastest and the slowest speeds. 
An important practical point not considered in the simulations was the 
availability of feed liquor for the perturbations. The existence of feed 
storage tanks of finite capacity favoured a nett increase in pregnant solution 
consl.IDJltion during the tests rather than a decrease since the buffer tank is 
kept fu,ll by an automatic level control system. The CDilSl.IDJltion curves for the 
two test signals are the time integrals of the transient pregnant solution fl.<M 
rates and were designed to be predominantly positive. The curves are shown in 
figure (4.1) and it is obvious that in order to satisfy the storage tank 
Prcg Consumption (kl) Preg Consumption (kl) 
5 
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~Tnoise r .. brn-r"· n n~ DO Time 0 0[ Time 
(a) First Pilot Test (b) Second Pilot Test 





ITO olJqp 0 D Ubu D JlP 0 -'.Pi me 
(c) J;ia,in Test 




requirerrents, the starting points of the PRTS noise signals have l;leen chosen 
to give large first order time IIOments. The disadvantages of this are well 
Imown 4 but since it mainly aggravates the drift inherent in the experimental 
instrumentation, its effects can be eliminated by de-trending the data prior 
to correlation - appendix B. 
4.2 EXPERIMENTS 
On the plant the recorder was connected to the experimental equipment 
which had previously been installed and calibrated, and the complete experi-
mental set-up was checked for linearity and calibrated. The electronic voltage 
mixer and the DC supply were adjusted to give the desired flow perturbation 
amplitudes -first 3,79 ls-1 (=50 gpm) and then later 0,76 ls-1 (=10 gpm) -on 
-1 -1 steady state flow rates of 26,51 ls (=350 gpm) and 30,31 ls (=400 gpm) for 
the pregnant solution. 
Prior to initialization of each test, steady state conditions were 
attained on the plant and the production of the leaching plant checked to 
ensure that the supply of pregnant solution required for the duration of the 
experiment could be maintained. The leaching plant was always operating 
nonnally so the latter condition was readily satisfied for all the experi.Joonts 
but the former presented sore problem. The plant was down on the first day 
scheduled for the tests and although this shut-down was useful for breaking 
the pneumatic lines to the pregnant solution control valve and installing the 
control transfer system of figure (2 .6), it reant a delay of 12 to 24 hours 
from the time of starting the plant until steady state conditions were obtained. 
Occurrence of the <Dlltinuous aqueous condition was the nnst problematic single 
factor which prevented steady state operation since the stages are highly 
inter-ac;tive due· to the free-flow inter-stage cormections. Hence each stage 
was affected by the aqueous condition before the plant settled, 
During the experiments thunder storms due to the geographical position 
of tl1e plant, and mining operations were uncontrollable factors. external to 
the plant which were likely to disturb the plant at any time. Shortly after 
the start of one experirent it had to be postponed when an unusually powerful 
~der-ground explosion tripped the plant 1s electrical system and the plant had 
to be re-started and allowed to settle before the test could be re-run. 
4.2.1 THE PILOT TESTS 
The 8 digit PRfS noise test was run first since it required a short 
experimental time - approximately 12 hours - and few difficulties are experienced 
in maintaining plant stability over such a period. In addition rough estimates 
for the CCF had to be calculated using a desk calculator to check whether the 
CCF interfered between pulses of the PRTS noise ACF. For an 8 digit PRTS test 
the records used for correlation coUld be limited to 50 samples each without. 
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having aliasing problems. 
Plant simulations - section (2.5.2) -had shown that a perturbation 
amplitude of 0, 76 ls -l would .cause sufficient variations in the uranium loading 
on the loaded solvent to be detected by the EPURAN analyser on settler 4. 
However it was decided to attempt a m:>re violent initial perturbation of 
3,79 ls-1 which would ensure large variations in the uranium loadings and also 
give an indication of plant reaction to large pregnant ·:solution flCM rate 
changes thus revealing possible non-linearities. The results showed that the 
plant is readily forced into the 1 continuous aqueous condition 1 so correlation · 
of the measurements taken were unreliable as the inter-stage flow rates 
required continuous adjustment in attempts to eliminate the aqueous condition. 
The chart record of the uranium concentration of the loaded solvent is given 
in figure ( 4.2) which also shows the results of the .next e~eriment for 
comparison. The plant flow charts for the test are given in figure (4.3). The 
large low frequency variations in the solvent loading closely resemble those 
of the contim.nus aqueous condition shown in figure (2. 5) and the graph was 
held to be unreliable. So although the CCF interfered it was considered· to 
be invalid for two reasons. Firstly because of the continuous aqueous condition 
and secondly because no settling half cycle was applied to the plant as it 
tripped before completion of the test run. The CCF calculated from the results 
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Since the first test had required continual adjustment on inter-stage 
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flows during its execution the plant could not be regarded as operating about 
a single steady state operating point. In fact each alteration of the weirs 
and valves made to eliminate the aqueous condition shifted the steady state 
operating point of the plant. So as. to avoid the necessity for adjusting the 
plant during the e:xperiiOOntal cycle, the pregnant solution flow rate for the 
second 8 digit test was perturbed by 0,76 ls-l and the resulting uranium 
concentration variation , which is the small amplitude trace on the chart in 
figure (4.2) appears more normal by comparison with figure (2.5), The correspon-
ding record of plant flow rates is shown in figure (4 .5). The rate100ter output 
was sampled for the whole of the test period and then correlated with the PRTS 
noise which perturbed the pregnant solution flow rate to give the CCF shown 
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period was too short. Thus the first test might not have been as invalid as 
at first suspected. 
4 • 2 • 2 'IHE MAIN TEST 
Results obtained from the pilot tests showed that the digit length of. 
3520 s and the flow perturbation of 0, 76 ls-1 were suitable for perturbation 
of the plant in obtaining its weighting function. However the period of the 
test signal was too short and so the 26 digit PRTS noise signal was applied to 
the plant next. This test would require approximately 36 hours of stable plant 
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operation. From experience gained during the execution of the pilo,t tests it 
was felt that such an extended period of steady state operation would be 
difficult to obtain even though plant records showed that periods of stable 
operation in excess of 72 hours were not uncommon. 
Perturbations of the pregnant solution flow rate were started following 
a period of steady state operation of the plant but during the first shift an 
in-experienced plant operator managed to aggravate the continuous aqueous 
condition present in mixer-settler 4. However shortly after the start of the 
second shift and before the test period, the plant returned to nonnal. For the 
duration of tl1e test cycle no weirs or valves were adjusted to alter inter-
stage flows so that the plant was effectively being perturbed about a single 
steady state operating point. The ratemeter output and plant flow charts are 
given in figures (4.7) and (4.8). 
The uraniwn concentration of the loaded solvent during the main test was 
calculated from the digital print-out rather than the ratemeter output since 
' 
the lCOJ s count interval of the former effectively filtered out the noise due 
to the random decay rate of the radio-isotope which only manifests itself over 
the 100 s interval as used for the ratemeter. However using a 1000 s sampling 
interval for the pregnant solution flow rate - i.e. the PRTS noise - resulted 
in severe aliasing so the 1000 s interval for the uraniwn record was effectively 
reduced to 250 s by digital interpolation of the EPURAN output record and 
aliasing in the flow rate samples was avoided by using a 250 s sampling interval. 
The actual record of tl1e EPURAN digital output and the interpolated version of 
the uranium loading are shown in figure (4.9). The oscillations in the latter 
(called 'ringing') are due to slight aliasing in the actual record samples 
and were eliminated before the record was used for correlation. 
Random noise in measurerents taken for identifying a system using correla-
tion is more readily rejected than harmonic noise - appendix A - so it is 
advantageous to check the system output record for randomness before correlating 
it with the input. The ACF is the most convenient test for randomness in this 
case: A random function will have an ACF which rapidly falls off from its 
zero lag value. The ACF of the transient uranium concentration of the loaded 
s~lvent recorded during the main test is given in figure (4.10) and clearly 
shows that the loading variations are predominantly random. 
4.3 INPUT OU1PUT CROSS-CORRELATION 
The plant input, the transient pregnant solution flow rate, and its 
corresponding output, the uraniwn concentration of the loaded solvent, measured 
during the main test period were converted to digital data and stared in two 
512 sample data records for correlation. The data is graphed in figure (4 .11). 
Thus the correction factors applied by multiplication to the CCF calculated 
0,1 
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Figure 4.11 
to give the impulse response between the pregnant solution flow rate and the 
extract uranit.nn loading are: 
2 
1 I 7 ,04xl0 
512/312 
to correct for the ACF impulse area. 
since a 312 sample pregnant solution flow rate record 
was augmented with zeros to fonn ·a 512 sample record. 
The plant weighting function obtained from the main test is given in 
figure (4.12). The shape of the impulse response does not confonn exactly 
to that obtained from the theoretical plant 100del derived in section (2 .5 .2) 
since the first order response expected has a significant oscillatory mode 
super-imposed on it~ These oscillations can most easily be explained qualita-
tively in terms of the inter-stage free flow system used in the plant. For 
example consider a step increase in the pregnant solution flow rate. This will 
raise the level of the interface between ·the aqueous and organic phases in 
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Figure 4.12 
interface level which in tum increases· the flow of low concentration organic 
phase from settler 3 to stage 4. Thus the loading of stage 4 will initially be 
decreased by the organic phase flow from settler 3 but once the levels settle 
an increase due to the increased pregnant solution flow rate will be observed 
as predicted by the steady state node! - appendix c. It is possible that the 
settling of levels following a flow perturbation will result in an oscillatory 
super-position on ti1e' theoretical exponential plant behaviour. 
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CHAP1ER 5 'IHE PLANT :tvDDELS 
The mathematical rodel of the plant describing the transient uranilUil 
concentration of the loaded solvent in tenns of the pregnant solution flow 
rate changes is empirically and fully given by the weighting function shown in 
figure (4.12). Applications of the rodel in this form are limited to predic-
tions of the plant output concentration variations which result from changes 
in the input flow rate by using the convolution integral of equation (1.3). 
Hence two al temati ve rodels, the differential equation or analytic rodel 
derived from fundamental conservation laws and the empiric frequency response 
rodel, are given here. The models are readily handled by classical control 
theory and hence more sui table for the development of control strategy and 
analysis of stability. The fonner nndel is not as flexible as that of the 
experimental weighting function, the spline nndel or any other empiric rodel 
since its form is rigidly defined by the order of the differential equation 
and so its shape can only be altered by changing the co-efficients of the 
differential equation. However it has the advantage that it is based on 
fundamental laws IS and e~n though the secondary effects - the oscillations 
present in the experirental response - could not be explained by it, the basic 
exponential behaviour of the plant is contained in it. 
5.1 TilE ANALYTIC M)DEL 
The best available analytic IT() del which is based on fundamental laws is 
that derived in section (2.5.2). The JT()del parameters (i.e. the components of 
matices A and B) are JT()re m.unerous than the constraints imposed by the 
impulse response of figure (4.12) and hence cannot be uniquely determined 
from the results of the PRTS noise tests. However by observing that 
I 
(i) TI1e theoretical response~ y4, to changes in pregnant solution flow 
rate, A, is not sensitive to variations of the co-efficients in the 
first and second rows of matrix~- equation (2.14). 
(ii) Nor is it sensitive to changes in component a32 since variations 
in y 3 due to pregnant solution flow changes are small compared 
with those in y4 - simulation results in section (2.5.2). 
(iii) The step response gain is given by b32 I a33 • 
the relevant portion of matrix equation (2 .14) which will describe the output 
concentration in tenns of the pregnant solution flow rate is given by 
where y4 is the uranium concentration of the loaded solvent 
A is the pregnant solution flow rate 
a33 and b32 are components of matrices A and~ respectively. 
(5.1) 
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The solution to equation (5 .1) when an unit impulse is applied to· the pregnant 
solution flow rate is given by 
where y4 (o) = b32 
T = 1 I a33 
M:>del Parameters 
(5 .2) 
The oodel parrureters, a33 and b32 , were determined by a trial and error 
~thad in which y4(t) was calculated from equation (5.2) using various values 
for y4 (0) and T and COJll:>aring it with the weighting function of figure (4.12). 
The parrureters chosen were those for which the response y
4
(t) appeared to fit 
the impulse response best. No fonnal curve fitting technique was used since 
the accuracy of the nndel will be poor whatever parrureters are chosen because 
of the oscillations. Incorporation of a time lag, •, in equation (5,2) 
produced better results and the values selected for the parameters are given 
below: 
and the model is given by 
T = 1,5 h 
-4 -1 a33 = 1,09xl0 s 
-5 -1 b32 = 1,85xl0 ls 
for 0 < t < • 
y4 (t} = y4 (0) exp{-(t-•)/T} for • < t < oo 
The impt;Use response of this IOOdel and that derived experi~ntally are shown 
in figure (5 .1). 
Discussion 
The amplitude of the oscillations in the experinental response are so 
large that the theoretical model cannot adequately describe the transfer 
function between the uranium concentration of the loaded solvent and the 
pregnant solution flow rate, And since analytic nndelling of the effects 
introduced by the free-flow inter-stage connections was not feasible for 
the plant (levels at the overflows cannot be measured because the mixer-
settlers are closed welded units) the empiric model was adopted as the :nnst 
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5.2 1HE EMPIRIC M)DELS 
5.2.1 THE IMPULSE RESPONSE 
( The~retioal 
time 
In general when no analytic mdel is availabe ~ the empiric mdel in 
the fonn of an impulse response is regarded as complete .11 Thus the empiric 
JJDdel is given by the weighting ftm.ction as shown in figure ( 4 .12) and does 
not require selection of parameters. The major disadvantage of the impulse 
response description is that it can only be used to evaluate the uranium 
concentration of the loaded solvent in tenns of the pregnant solution flow 
rate and not for designing a control system which prefers a frequency response 
representation of the mdel. However its validity as a mdel for the plant can 
be demnstrated by predicting the uranium loadings which were produced by the 
PRTS noise variations in the pregnant solution flow rate during the tests 
perfonned on the plant. The results are shown in figures (5 .2) and (5 .3). 
Discussion 
The discrepancy between the predicted and the measured uranium loadings 
in the 26 digit test can be attributed to noise introduced in the plant which 
was not produced by the PRTS noise and hence eliminated by correlation. In the 
pilot tests the basic shape of the uranium loadings are predicted in both 
cases but for the second test a DC component proportional to the mean value 
of the PRTS noise over a half cycle is present in the theoretical response 
but not in the experimental especially towards the end of the test run. No 
satisfactory explanation could be fotm.d for this although it suggests that 
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the plant characteristics are tine dependent or that the plant is, a non-
minimal phase system. 
-o,l 
Uranium Concentration (e-1-1 ) 
Experimental.-----....__~ 
• . . 
•• 










IiLII.IIf TEST EXPERH1ENTAL /diD PRl~DICr.I'E:D EX'rRACT SOLVENT LOADIHGS 
Figure 5.3 
5.2.2 THE FREQUENcY RESPONSE 
The frequency response for the plant is shown in figure (5.4). No 
further information is contained in this representation of the impulse 
response for the plant, but it supports the validity of the analytic m:>del 
I 
by having an amplitude variation with frequency which is predominantly that 
of a first order system. The phase angle is however very erratic and again 
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The conclusions drawn from the results of laboratory and field 
experiments for identifying unknown systems using correlation teclmiques 
have been divided into two sections. The first deals with the correlation 
method as a tool for identification and the second with the actual plant 
JJDdels obtained using the method. 
CDRRELATION 
Failure of the step response analysis to yield consistent results• 
necessitated the use of another nethod for identifying the uranium plant. The 
correlation technique using PRTS noise perturbations of the plant input was 
selected on the strength of its inherent noise rejection properties. These 
properties were thoroughly investigated - appendix A - and have shown the 
method to be superior to the step response test in identifying a simulated 
1noisy I system. ThUS for the Same resultS, smaller perturbations COuld be 
imposed on the input and the system could be validly linearized about a steady 
state operating point. Results of the predictions making use of the weighting 
function. obtained from the correlation function - figures (5.2) and (5.3) -
attest to the effectiveness of the correlation method as a tool for on-line 
identification of a production-line system for which the step response test 
was unsuccessful. 
However simplicity of the input test signal was compromised in order to 
achieve the noise rejection: Selection of a step input signal requires speci-
fication of one paraneter, namely, amplitude whereas the PRTS requires in 
addition to amplitude, that the digit length and period be specified. These 
parameters are selected using the criteria discussed in section (1..3.1) which 
require sone apriori knowledge of the unknown system characteristics. Since 
th~ parameters are invariably incorrectly selected, pilot tests have to be 
run before a suitable PRTS noise can be chosen for identifying the system. 
Apart from studying plant records for which the bandwidth of the input is 
usually inadequate, or conducting a pilot test which effectively reduces the 
method to one of trial and error, no technique could be found whereby the 
characteristics of the unknown system could be estimated. Thus further work 
on this aspect of system identification would be extremely useful. 
PLANT M)ffiLS 
Inter-stage free-flow on the plant and the inaccessibili~ of the weirs 
and butterfly. valves con trolling these flow rates result in a sys tern which is 
essentially non-analytic. It is doubtfUl whether any analysis would produce 
a satisfactory node! of the process without the nndel becoming excessively 
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corrplex. Hence the errpiric Irodel was chosen as that Irost sui ted tp describing 
the transfer ftmction between the uraniwn concentration of the loaded sol vent 
and the pregnant solution flow rate. The sirrple hunped parrureter nndel was 
however fitted to the data as it is the most appropriate analytic.nndel 
available. However it fails to describe the irrpulse response· of the plant 
satisfactorily and cannot be regarded as a valid approximation to the plant 
behaviour. 
The irrpulse response of figure (4.12) completely describes the model 
but, finding application primarily in the convolution integral, it is liDSUited 
to aiding the design of a control strategy. Its. frequency response - figure · 
(5 .4) - shows the plant to be a non-minimal phase system creating further 
complications in implerenting automatic control of the plant. The free-flow 
errployed between the stages of the plant is the source of the phase pecu-
liarity of the model as was explained qualitatively in section ( 4. 3) • Thus 
control of inter-stage flow rates, as found on nnst mixer-settler systems, 
would improve controllability of the' plant in a control system which uses a 
system such as the EPURJ'IN uraniwn analyser to reasure the plant output and 
the pregnant solution flow rate to control the uraniwn loading of the output. 
Lastly, considerable problems were experienced during execution 
of the experim:mts by the presence of aqueous phase (or air bubbles) in the 
sol vent sarrples purrped through the detector of the EPURAN which affected the 
readings of the EPURAN analyser. A settler on the sarrple stream, as suggested 
by Mr. U .Frischmuth, would be essential prior to its use in an automatic 
control system for the plant. The delays required to settle the aqueous phase 
(or to rennve the air bubbles from the solvent) would however have to be 
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APPENDIX A CORRELATION TECHNIQUE NOISE REJECTION 
Gau5sian white noise does not correlate with any signal and even its ACF 
rapidly falls off to zero from its zero.lag value. Since PRTS noise approxi-
mates white noise, the statistical properties of white noise also apply to it, 
but to a lesser extent. The following simulation of system indentification 
using step and cross-correlation techniques for obtaining the system weighting 
function illustrates (i) the limitations of PRTS noise in suppressing noise 
through its statistical properties and (ii) the advantages of the correlation 
method over the step response analysis in identifying 'noisy 1 systems. 
1HE SYSTEM 
Block Diagram 
A second order system was chosen for identification in preference to a 
first order because it has two different time constants associated with it -
one is the natural oscillation period· and the other is the settling time - thus 
requiring the PRTS noise digit length and period to be selected independently. 
The system was simulated on an analog computer and is shown in block diagram 






SECOlill ORDER SYSTEM BLOCK DIAGRAr~ 
where x(t) is the system input 
, y(t) is the output due to x(t) 
n(t} is the noise added to y(t) 
n(t) 
' z(t) is the simulated reasured output of a noisy system. 
Transfer Function 
The system trqnsfer function, G(s), is given by 
~ 100 
G(s) = ~ = s 2 + 10 s + 1000 




(ii) Damping Factor 
(iii) Natural Frequency 
(iv) Steady State Gain 
(-~ + j/1- ~2') wn = (-5,0 + j ~,8) 
~ = 0,158 
-1 wn = 31 , 6 rad s 
K = 10-l 
soT = 198,7 ms n 
-1 Note: All time is given in 'computer tire 1 which is 10 of real tire. 
Theoretical Step and Impulse Responses 
The theoretical system responses to step and impulse inputs were calcu-
lated so that the step and PRTS noise impulse responses obtained experimentally 
might be checked against theory. 
(a) The Step Response 
(b) The Impulse Response 
e -~wnt, wn 
y. (t) = A K sinCwn/1 - ~2 t) 
1mp 11 - ~2' ' 
where A is the step amplitude and the impulse area 
1/(~wn) is the time constant 
/1 - ~2 · w is the oscillation frequency n 
THE EXCITATION, x(t) 
(A.l) 
(A;2) 
The system was perturbed with a 10 V step function and a 5V PRTS noise 
signal which was chosen using the criteria given in section (1.3.1) and the 












Digits/Cycle N = 26 
Digit Length t0~ 80 ms 
Period Nto= 2,08 s 
Amplitude a = 5 V 
ACF ~xx(t) = 1,39 c(t) 
lliE NOISE, .n ( t) 
'IWo distinctly different noise signals, narely, random and hann:mic, 
were chosen to simulate the noise which might be present in the measurements 
taken from a real system. The Gaussian white noise tests determined the signal 
to noise ratio tolerated by each iden~ification rethod and the sinusoidal 
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noise illustrated their frequency dependence. The noise details are 












Hewlett-Packhard 3722A Noise Generator 




Hewlett-Packhard 3311A Function Generator 
0, 3 Vrms 
0,1 1 2 4 and 10Hz 
Sine 
The PRTS noise signal was generated on the Varian corrputer using the 
software described in chapter 3 and recorded on one channel of the instl1.llrent 
tape recorder. The step responses we:r:e recorded on a second channel of the 
recorder and in the PRTS test the system output was recorded on a third charmel 
so that the input and output were obtained as synchronous signals. For processing 
the data the Varian corrputer was used and the analog signals from the recorder 
were sampled with the following sampling details 
Sampling Time T = 8 ms 
No of Samples N = 1024 for the PRI'S test input and output 
= 224 for the calculated CCF 
= 192 for the step response 
RESill,TS 
The input, the output, the calculated CCF and the step responses obtained 
are graphed in figures (A.2) to (A.lO). On the CCF and the step response plots 
the 'ideal' case- i.e. n(t) = 0- are shown as dotted graphs. 
Analysis of the step and irrpulse responses using the peaks of the re-
sponses and equations (A.l) and (A.2), the following system characteristics 
were obtained: 
Step Irrpulse Block 
Response Response Diagram 
wn 33,6 33,5 30,8 
r;; 0,211 0,218 0,158 
K 0,11 0,12 0,10 
These parameters were substituted into equations (A.l) and (A.2) and the 
theoretical responses were calculated using a BASIC program whiCh is listed 
in appendix E. The experimental points were read in and plotted on the same 
graphs as the theoretical responses - figilre (A.l) - and shows that the experi-
mental and theoretical responses using the above expe:r:~mental p~r~ters are 
- A4 -
in good agreerent. The discrepancy between the block diagram and experi-
mental system parameters was attributed to inaccurate potentiometer settings 
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EXPERIMEl~TAL AND THEOHETICAL SYSTEM RESPOUSES 
Figure A.l 
Note: (i) Two cycles of PRTS noise were applied to the system in the correla-
tion tests. The first cycle is required to allow transients to decay (strictly 
speaking only half a cycle is needed for a correctly selected code.) It is 
sometimes held that this 'settling cycle' is applied so that the output can 
be correlated with the input since correlation involves a shift of the output 
in time past the input, But since the CCF is calculated from one cycle of the 
input and output using cyclic correlation, this is not the reason for the first 
cycle, 
(ii) Four correction factors were applied to the CCF to yield the 
• 
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to adjust for the ACF area of 1,39. 
to counter-act the tape recorder scaling. 
since a 196 sample output was used in a 1024 sample 
correlation - section 3.2. 
since a 392 sample input was used in a 1024 sample 
correlation - section 3.2, 
Trends exhibited by the results are nore important than the individual 
cases given. 
The PRTS noise is particularly effective in eliminating random noise as 
might be expected from the statistical properties of each signal which make 
them both stochastically independent of other signals. The distortion ampli-
tude should theoretically be linearly dependent on the noise amplitude although 
this is not clearly illustrated in the cases given. 
In the case of hanronic noise, the stochastic independence of the PRTS 
noise and the harnonic noise is a function of frequency and the distortion due 
to the noise decreases with increase in frequency as expected from equation 
(1.2) and the PRTS noise Fourier Transfonn - figure (B.2). 




















(b) :3tep Hesponse Analysis 
SYSTEM ID~.i:NTIFICATION : Noise: 0,1 V Gaussian Noise rrns 
Figure A.2 · 














(a) Correlation Impulse Hesponse Analysis 




(b) Step Response Analysis 
SYSTEM IDl!!NTIFICATION Noise: 0,3 V Gaussian Noise rms 
Figure A.3 















(a) Correlation Impulse Response Anal~sis 





(b) Step Hesponse Analysis 
SYS'.J:lE.M IDm~riFICATIOJ'L! Noise: 0 5 V Gaussian Noise 
' rms 
Figure A.4 
















(a) Correlation Impulse Response Analysis 
2,0 
System Step Hesponse (V) 
0 
Time (rna) 
(b) Step Response Analysis 
SYSTEM IDEl'JTIFICATION Noise: 0,8 V Gaussian Noise rms 
Figure A.S 
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(a) Correlation Impulse Response Analysis 
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(b) Step Response Analysis 
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(a) Correlation Impulse Response Analysis 
2,0 System Step nesponse (V) 
. ·Boo 
0 ~-----------------------------------Time (ms) 
(b) Step nesponse Analysis 
SYSTEM IIJJi!NTIFICATION: Noise: 0,3 V 4Hz Sine.Have rms 
Figure A. 7 
















(a) Correlation Impulse Response Analysis 




(b) Step Response Analysis 
SYSTEM IDENTIFICATION: Noise: 0,3 v rms 2 Hz Sine Wave 
Figure A.B 
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(a) Correlation Impulse Hesponse Analysis 
J System Step Hesponse (V) 




(b) Step Response Analysis . 
SYS'rEM IDl~N'J.liFICATIONs Noise: 0,3 V 1Hz Sine-Wave rms 
Figure A.9 
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Input Output Cross-Correlation lrunction (v2 ) 




(a) Correlation Impulse Response Analysis 





(b) Step Response Analysis 
SYSTEM IDENTIFICATION : N'oise: 0,3 V 0,1 Hz Sine i-Jave · rrns 
. Figure A.lO 
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APPENDIX B DISCRETE DATA PROCESSING 
OJntinuous signals from the plant were sampled either by the plant 
instrumentation or by the Varian computer A/D converter before the data could 
be processed to yield the required correlation functions. Effects that are 
introduced by the sampling of continuous data and discrete digital data pro-
cessing - e.g. Fourier Transformation and correlation - can, unless avoided, 
completely distort the results. The important aspects of digital processing 
are outlined here to identify these effects. 
SAMPLING CONTINUOUS SIGNALS 
Sampling rates for equi-spaced data samples must exceed the Nyquist 
sampling ·frequency for band-limited signals and wide-band signals require 
filtering by a low pass filter before sampling to avoid aliasing. Aliasing 
is readily observed in the Fourier Transfonn of the signal which will be non-
zero at the folding frequency if thete is aliasing. Once a signal is incorrectly 
sampled the samples cannot be processed to eliminate the aliasing. 
Further discrepancies between the actual signals and the sampled version 
cou1d be caused by quantization- i.e. finite number of bits in the A/D con-
verter - finite sampling aperture - i.e. time required for the converter to 
sample, settle ·and convert - skew between the channels in multi-charmel sampling 
as used in correlation tedmiques for synchronously sampling the input and 
output. But since the resolution and bandwidth of the Varian equipirent - table 
(B.l) -exceed that qf the plant instnunentation and the tape recorder, these 




No of Charmels 8 2 
No of Bits 12 12 
Range -10 to +10 v -10 to +10 V 
Resolution 4,8 mV 4,8 mV 
Aperture <sons -
Conversion Time <25 )lS <10 )lS 
· Channel Skew <100 ]lS -
DISCRETE RlURIER TRANSRJRMA.TION 
The discrete Fourier Transform - DFT - and its high speed .computational 
algorithm, the. Fast Fourier Transform - FFT - are only of interest in this 
section in so far as they approximate the continuous Fourier Transform - CFT. 
So starting with the definition of the DFT, the rethod used to improve the 
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DFI' to CFT correspondence is considered and an analysis of the co:rrespondence 
is given. 
Fonnally no CFT exists for a set of sampled data points, f(nT) where T 
is the sampling interval. But the DFT, F(kn), which is discrete in both time 
and frequency, and hence sui table for digital computations, can be defined by 
the pair of summations: 
f(nT) 
F(krl) 
where N,Tn = 21r. 
N-1 ,_,.., 
= r F(kn) ej~,nT 
k=O N-1 
= ~ r f(nT) e -jknnT 
n=O 
Note: (i) Both f(nT) and F(kn) are cyclic in N samples. 
(B.l) 
(ii) The similarity between the expressions and the Fourier Series. 
For the FFT, the number of samples, Nf, nust be a power of 2 to satisfy 
the requirements of the IBM routine IDURl. Arrays with less points - as are 
usually encotmtered in practice - can be augmented with zeros to give augmented 
function, f (nT). Its FFT, F (knf), is related to the DFT of f(nT), namely, a a 
F(kn), by 
F (k{-~.f}) = !. F( {~}rlf) (B.2) 
a r r r 
where r = NtfN and NfTnf = 21r 
If k/r is not integer, the value of F( {~}nf) is intuitively deduced from 
F (kn). 
The degree to which the FFT will approximate the (unknown) CPT can be 
improved by the use of 'data windows 1 which reduce the effects of leakage 
between' the CFT samples which is caused by using finite data records and affect 
the FPT calculated. 
It should be noted that the algorithm IDURl regards the finite data record 
as cyclic in time thus yielding discrete Fourier components and since the time 
function was sampled, the resulting spectrwn is cyclic in frequency. 
Data Windows 
Finite data records of a signal can be regarded as the infinite signal 
multiplied by a 'hat function' - or zero order data window. The multiplication. 
operation in the time domain is equivalent to convolution in the frequency 
domain and since the zero order window has a CPT of the form sin x , the side-x 
lobes of this ftmction will cause leakage when convolved with the CPT of the 
infinite record. Obviously this leakage can be reduced by the use of data win-
dows with smaller side-lobes and the resulting convolution will approximate 
the I true t CFT of the signal nnre accurately. 
The four main data windows, namely, the zeroth order, w0 ( t), the first. 
0 
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order, w1 (t), the Hanning window, w (t), and the Hannning window, w: (t), are n m 
shown in figure (B.l). The corresponding Fourier Transform moduli of the zeroth 
order, W (w), and the Hanning, W (w), which is representative of the other two o n 
are also given. 
w(t) 
(a) Data Window 
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(b) Normalized Data Window Transforms 
DATA ~HNDOWS IN 'rHE TINE AND FREQUENCY DOMAINS 
Figure B.l 
Figure (B.2) shows the improvements which result in the FFT from the use 
of a data window, other· than a zeroth~ which is applied to a 26 digit PRTS 
noise signal that ha.S a theoretical CFT with a s~ x shape. A 260 SaJl!>le PRTS 
code was augrrented with zeros to f-orm a 1024 SaJl!>le record suitable for trans-
forming. The reasons for using such a long augmented function are e:xplained 
later. ' 
Relating tl1e FFf to the CFT. 
The effects of SaJl!>ling a continuous signal to produce a finite discrete 
data record and then using the FFT to calculate the DFT can most readily be 
seen mathematically by considering the continuous time function f(t) with CFTj. 
F(w) • 
. f(t) is SaJl!>led to produce a finite data record of N SaJl!>les which is 
augmented with zeros to form an L sample array (L=2m, m being integral) that 
is considered to be cyclic in L samples. These operations can be described 
by the following 
* 00 00 





where x E o (t-nT) is the sampling operato.r (a Dirac comb) with sampling inter-
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PRTS Noise x Hanning Window Normalized Fourier Transform 
EPFECT OF DATA WINDOHS ON THE FAST FOUHIE.'R TRANSFOR1MTIOiif 
Figure B.2 
I 
x •w(t) is the application of the data window 
~ E o(t-nLT) produces periodicity in the LT samples (Also a Dirac comb) 
n=-oo 
·~·means convolution and'xmultiplication 
The above operations are illustrated in figure (B.3) 
* Fourier transforming f ( t) and using the fact that multiplication in the 
time domain becomes convolution in the frequency domain and vica-versa, 
* 
00 00 
F (w) .= a F(w) Ci I: o (w-kL!'l) ~ W(w) x I: o (w-kn) 
k=-oo k=-oo 
where 'a is a constant produced by Fourier transforming the Dirac combs 
and n = fr, the sampling interval in the frequency domain. 
Re-arranging the transform it becomes 
* 
00 00 
F (w) =a F(w) xI: o(w-k.\2) ~ W(w) ®I: o(w-kLn) 
k=-oo . k=-oo 
(B .4) 
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* Since F (l<Q) can be related to the FFT by the integral 
00 * F(kn) = f F (kn) dw 
-oo 
and by comparison of equation (B.4) with (B.3), it is clear that the result 
of the FFI' algorithm is a sampled version of the continuous function, F(w), 
f(t) 
Continuous ) 
/ __ a--, 
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HYPOTHBTICAL FUNC'riONS f(t) AlJD f*(t) 
Figure B.3 
which is convolved with the CFT of a data window and a dirac comb which produces 
periodicity in the frequency domain. The latter convolution need not be 
considered further provided the data is sampled without aliasing - as is assl..lmed 
here. 
Note: (i) The sampling interval, T, determines the periodicity of the FFI'. 
(ii) The frequency resolution/sampling interval is dependent on the 
length of data record and is improved with longer arrays. 
(iii) The CFT of any data window used will span a minimum of two 
frequency intervals . and it is beneficial to the FFT that it should 
span rrore than two since this will reduce ripple in the FFT (the 
so-called picket fence effect.l9). 
(iv) The frequency components can be emphasized by rerroval of the DC 
component of f(t) before transforming. 
' (v) From a practical point of view, it is beneficial to rerrove any 
linear trends in the data as well· since these are propably due to 
drift in the equipment. For an array of sampled data, y(nT), the 
trend-free data, z(nT), is given by 
N 




The discrete CCF - DCCF - of two discrete functions x(nT) and y(nT) of 
infinite length is defined - analogously with equation (1.1) - by. the summation 
~ (kT) = lim _1 ~ x(nT) y(nT+kT) (B.S) 
xy 1 ~ ~ 21 n=-1 
As with the continuous case, the expression changes for cyclic functions x and 
y: the limit is dropped and the functions are cyclicly correlated. 
Consider two functions x(t) and y(t) which are sampled to produce 
sampled data records x(nT) and y(mT) of N and M samples respectively and 
augmented with zeros to fonn 1 sample arrays. The cyclic correlation of the 
augmented fLU1ctions is then given by 
1 
a~ (kT) = _! E x(nT) y( {nT+kT}) 
xy 1 n=O 
(B.6) 
where ({nT+kT}) is T{(n+k)modulo 1} thus ensuring periodicity in 1 samples. 
Apart from its use in the fast calculation of the Fourier Transfonn of signals 
the FFT is used to give economic and fast computations of the correlation and 
convolution integrals. The DFT, aqJ . (k.Q), of the DCCF, a~ (nT), is given by . xy xy 
the following equation -see section 1.1.1 
a~xy(kn) = x:(kn) Ya(lill) (B. 7) 
where Xa (k.Q) and Ya (kn) are the DFT of the augmented versions of x(nT) and 
y(mT) using an 1 sample FFT. The relationship between the DCCF of the augmented 
functions and the true DCCF of the functions which are cyclic in, say, M 
sanples is given by 
(B. 8) 
since the DFT of an augmented function is given by equation (B. 2) • 
DIGITAL INTERPOLATION OF DISCRE'IE DATA 
For discrete data processing the use of linear interpolation or sorre 
other fonn of interpolation is usually not suitable and introduces spurious . 
frequency components into the signal. The method used for interpolation here · 
is described in detail elsewhere 22 but is outlined below. 
The data is first transfonned to the frequency domain usi,ng the FFT. 
Then provided there is no aliasing, the transfonn can be augmented by the 
addition of zeros about the folding frequency mtil the desired· number of 
samples is obtained - must be a power of 2 when using FOUR!. Inverse 
transformation of the resulting DFT then· yields the desired interpolated 
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function. The entire process involved is illustrated by figure (B~4) • 
• • •• ••• • 
• • 
• • 
·········~ ···············~····~···········~ t t • • 
. . ••• 
~im~ __ Domain f F32(4T) i F8{41") 
• 
1
Inserted. r· Zeros ' • a. f 
• • 







APPENDIX C 1HE PROCESS EQUILIBRIUM CURVE 
For mathematical rodelling of mixer-settler units in series sore 
relationship is required for the ratio of uranium concentration in the two 
phases leaving a settler to provide a unique solution to the mixer-settler 
behaviour. It is usual to ass tune that the phases are in equilibrium when 
leaving the settler. For the plant considered this assumption is valid. 
The equilibrium curve for paraffin, water and uranium oxide can be 
derived by a dilution technique in the laboratory and also from samples taken 
on the plant. The difference between the two curves represents a decrease in 
the uranilUll maximum loading of the sol vent in the plant which is due to the 
presence of impurities. Curves for the laboratory and pilot plant as well as 
the operating points of the plant units are shown in figure (C.l) and the 
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Figure C.l 
Plant Operating Line at steady State Operation 
Steady state modelling of plant behaviour can be done successfully 
using the equilibrilUll curve and the plant operating line which will be 
derived below; 




where A and 0 are the aqueous and organic phase flow rates respectively. 
xn and xn+ 1 are the aqueous phase uranitun loadings. 
Y and y are the organic phase urnaitun loadings. n-1 . n 
Writing mass balance equations for the stage at steady state and re-
arranging the following equation is obtained 
(C.l) 
I 
Tiris is the 'operating line' for the stage and is shown in figure (C,2). The 
transient cross-phase relationship which is the slope, k ' of the equilibrium 
n 
curve at the point (x ,y ) is also graphed to show the difference between it n n 













THE EQUILIBRIUM ·CURVE IN STAG.!~ MODELLING 
Figure C.2 
Equation (C.l) can be generalized to describe a ~ti-stage plant and 
the operating line for the plant in which the stage flow rates are independent 
of the stage number is graphed in figure (C.3). The loadings of all streams 
are defined by this line whose slope is given by the flow rate ratios and 
intercept by shifting the line with slope 0/A to give the correct feed 
concentrations; 
The rodel is valid for the steady state conditions only 10 and so can 
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action. For example a large value for the flow ratio 0/A will result in less 
uranium being extracted by the sol vent and represents in-efficient plant opera-
tion. On the other hand a small value will result in loss of uranium through 
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PLANT OPERATING LIUES 
Figure C.4 · 
- A25 -
APPENDIX D PLANT AARDWARE GlARAGrERISTICS 
The characteristics of all plant hardware were linearized for the 
purposes of obtaining simple transfer functions for the equiprent used in the 
perturbation experiments. For completeness all the characteristic curves and 
the linearized versions are given in the following sections. The graphs also 
serve to give visual indications of the errors likely to be introduced by 
the linearization. 
D .1 EXISTING PLANT EQUIPMENT 
(a) EPURAN Calibration Lines 
The experimental points and the least squares lines - equation (2 .2) -
for the EPURAN uranium analysers on settlers 3 and 4 are shown :in figure (D.l). 
Theoretically the points should lie randomly distributed about an exponential 
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EPURAN 3 CALIBHATION LINE 




The spread in the sample points can be attributed to the de~ay rate of 
the radio-isotope. 
l,O 





EPURAN 4 CALIBRATION LINE 
Figure D.l (b) 
(b) Pregnant Solution Valve Characteristics 
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characteristics and the error introduced is minimal, The theoretic,al transfer 
function is parabolic as are those for the D.P.Cells used to monitor flow rates. 
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Figure D.3 
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LOADED SOLVENT D.P.CELL CHARACTERISTICS -
Figure D.4 
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D.2 EXPERIMENTAL EQUIPMENT 
.\ 
The experimental points were obtained from off-line tests performed after 
the installation of the equipment on the plant and the lines are the least 
squares fits to the data. 
(a) Voltage-to-Pressure Transducer 
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Figure D.S 
(b) Pressure-to-Val tage Transducers 
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Least Squares Line 
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Figure D.6 
