The Probability Hypothesis Density (PHD) filter is a multipletarget filter for recursively estimating the number of targets and their state vectors from sets of observations. The filter is able to operate in environments with false alarms and missed detections. Two distinct algorithmic implementations of this technique have been developed. The first of which, called the Particle PHD filter, requires clustering techniques to provide target state estimates which can lead to inaccurate estimates and is computationally expensive. The second algorithm, called the Gaussian Mixture PHD (GM-PHD) filter does not require clustering algorithms but is restricted to linear-Gaussian target dynamics, since it uses the Kalman filter to estimate the means and covariances of the Gaussians. This article provides a review of Gaussian filtering techniques for non-linear filtering and shows how these can be incorporated within the Gaussian mixture PHD filters. Finally, we show some simulated results of the different variants.
Introduction
The multiple-target tracking framework based on random-sets was proposed to unify the problems of detecting, identifying, classifying and tracking targets within a unified Bayesian paradigm [1] . An optimal multi-target Bayes filter, analogous to the single target Bayes filter, can be derived which propagates a multi-target posterior density in time. The complexity of computing this recursion grows exponentially with the number of targets and is thus not practical for more than a few targets. The Probability Hypothesis Density (PHD) filter was proposed as a practical suboptimal alternative to computing the full multiple-target posterior distribution by propagating the firstorder moment statistic [2] . This approach has led to efficient multiple target tracking algorithms for jointly estimating the number of targets and their states from a sequence of observation sets with data association uncertainty, missed detections, false alarms and noisy measurements.
A closed-form solution to the PHD filter was derived under linear assumptions on the system and observation equations and Gaussian process and observation noises, called the Gaussian Mixture PHD filter [3] . The PHD is approximated at each stage with a mixture of Gaussians, where the means and covariances of the Gaussian components are calculated according to the Kalman filter equations, and the weights are calculated according to the PHD filter equations.
It is a common misperception that target trajectories can not be maintained with the PHD filter since in the original formulation methods for target state estimation and track continuity were not explicitly defined [2] . In the Gaussian mixture implementation, the multiple target states are estimated by taking the Gaussian components with highest weights and tracks can be maintained by labelling the Gaussian components [4] . More complex methods for dealing with target resolution uncertainty have been developed using this approach as a basis [5] . These techniques are also directly applicable to other Gaussian mixture intensity based filters such as the Cardinalized PHD filter [6] and to the methods described in this paper. However, since the main focus of the paper is on different Gaussian filtering techniques and not track continuity, we do not exploit these techniques here.
In this paper, we investigate strategies for calculating the Gaussian mixture recursion with non-linear motion and observation models. If the posterior distribution can be approximated by a Gaussian density, then the core objective is to find techniques for Gaussian quadrature. Approaches for this include sigma-point filters such as the unscented Kalman filter, central difference, and divided difference filters. Other approaches which have been studied include Gauss-Hermite quadrature, which computes the integral exactly, and Quasi-Monte filtering, which attempts to deterministically choose sample points to calculate the density more efficiently than standards Monte Carlo integration. These techniques are based on approximating the means and covariances in the Kalman filter recursion. An alternative approach uses Monte Carlo integration and importance sampling to approximate the integrals in the Bayes filter directly, called the Gaussian Particle filter [7] . Based on the Gaussian mixture framework, we compare different strategies for approximating the PHD recursion under non-linear target dynamics.
Gaussian Filtering
The single-target filtering problem is to estimate recursively in time, the probability distribution p(x k |Z k ) of the signal, where x 0:t := {x 0 , ..., x k } be an unobserved signal process of dimension n that we wish to estimate, and Z k := σ({z 1 , ..., z k }) be the σ-algebra generated by noisy observations of dimension m ≤ n related to this process.
Expressed in Bayesian terms, the problem is to estimate recursively in time the posterior distribution, p k (x k |Z k ). The posterior distribution is predicted according to the transition density f k|k−1 (x k |x k−1 ),
(1)
When the new measurement, z k , has been observed, the posterior is updated with the likelihood g k (z k |x k ) according to Bayes' rule,
Gaussian filtering is a special case of the nonlinear filtering problem which is restricted to Gaussian distributions with Gaussian state and observation models, so we assume that each target follows a Gaussian dynamical and observation model i.e.
When functions ϕ k−1 and h k are linear and the process and observation noises, Q k−1 and R k , are Gaussian, then the optimal estimate is given by the Kalman filter [8] , which can be written as the following closed form version [9] of the Bayes filter,
where ϕ k−1 (x) = F k−1 x and h k (x) = H k x here,ẑ k|k−1 is the predicted measurement and S k|k−1 is the innovation covariance. Since a Gaussian is uniquely characterised by its mean and covariance, it suffices to find the recursion in terms of these two moments. The predicted state estimate and covariance to time k arê
When a measurement is received, the updated meanx k and covariance P k are given bŷ
which can be computed witĥ
P k = (I − P x,z,k|k−1 )P k|k−1 (13) where the Kalman gain K k , predicted measurementẑ k|k−1 , innovation covariance S k|k−1 , and covariances P x,z,k|k−1 and P z,z,k are given by
In the next few subsections, we present different methods of approximating the Gaussian filter with nonlinear dynamical and observation models. The next three subsections are based on methods for calculating the predicted mean and covariance, in equations (7) and (8), and then computing (14) (15) (16) (17) (18) in order to compute the mean and covariance update, in equations (12) and (13) . The technique presented in the final subsection takes a different approach in that it attempts to approximate the Gaussian Bayes recursion, in equations (5) and (6), directly through Monte Carlo integration and importance sampling.
Taylor Series Extensions
The extended Kalman filter linearises about the current mean and covariance using Taylor series expansions. The nonlinear functions, ϕ k−1 and h k can then be expanded in terms of their Taylor series,
where F k−1 and G k−1 are the following partial derivatives required for the state equation,
and similarly H k and U k are the partial derivatives required for the measurement equation,
Higher order expansions can also be found, such as the truncated or modified second order filter [10] , or iterated extended Kalman filters [11] .
Stirling's Interpolation
The divided difference filter is based on polynomial approximation of a non-linear function using Stirling's interpolation [12] . The advantage of this expansion over the Taylor series expansion used in the extended Kalman filter is that it does not require calculation of Jacobians. The first order version is also known as the Central Difference filter [13] . Define P 1/2 to be the (lower) Cholesky square root matrix of covariance matrix P, so that P = P 1/2 (P 1/2 ) T , and let h 2 = 3. The non-linear function ϕ k−1 can be written in the form
which can be approximated using Stirling's interpolation formula,φ
whereD ∆z andD 2 ∆z are the first and second order divided difference operators defined bỹ
and
where [P 1/2 ] i is the i th column of matrix P 1/2 . In order to compute equations (14-18), we are required to calculate the divided difference matrices S
for the first order divided difference filter (DD1), and matrices S
We first compute the first order divided difference matrix,
and the secord-order one,
The second order divided difference matrix needed for the update is
The mean and covariance can be computed witĥ
Gauss-Hermite Quadrature
The Gauss-Hermite filter [13] uses the Gauss-Hermite quadrature rule to compute the integral
which holds for all polynomials up to degree 2m − 1 with quadrature points x i . Let J be the symmetric tridiagonal matrix with zero diagonals and 
where
, which is exact for all polynomials up to degree 2m − 1 .
The Unscented Kalman filter [14] is a specific instance of the Gauss-Hermite filter which is exact for all quadratic polynomials. A set of sigma-points are chosen so that their mean and covariance arex k−1 and P k−1 . The non-linear transform is applied to each of the points to obtain a set of transformed points with meanx k|k−1 and covariance P k|k−1 . If the state dimension is n, then M := 2n + 1 sample points are chosen deterministically with
where κ ∈ R and w (i) k−1 is the weight associated with the i th sigma point at time k − 1. Similarly, a set of points are computed for the observation equation h k .
Monte Carlo Integration
The Quasi Monte Carlo Kalman filter (QMC-KF) [15] uses Quasi Monte Carlo integration [16] to compute the integral of a non-linear function multiplied by a Gaussian distribution. A deterministic set points is found by finding a mapping φ that projects the integration domain to the unit hypercube. Suppose that {u 
The integral can then be approximated with
A non-deterministic alternative to the QMC-KF can be found by drawing a set of sample points {x 
Gaussian Particle Filtering
The Gaussian Particle filter [7] , takes a different approach to the above Gaussian filters in that it does not approximate all the means and covariances in equations (14-18) but instead uses Monte Carlo integration and importance sampling to approximate the Bayes filter directly. This approach has been extended for more general probability distributions [17] within a Gaussian sum framework, and we have shown that this approach can be extended to intensity functions [18] . Suppose that the Gaussian posterior density, N (ξ; m k−1 , P k−1 ), is projected through nonlinear state function ϕ k−1 (·) with process noise Q k−1 . Then we are required to calculate
Since the state function is nonlinear, there does not exist a closed form solution, so we resort to Monte Carlo integration as follows, For j = 1, . . . , M, sample particles x
. Then the integral can be approximated with
which, by the strong law of large numbers, converges almost surely to (39) as M → ∞. Kotecha and Djuric [7] showed that the sample means and covariances converge to the MMSE of the means and covariances. Importance sampling is performed for the Gaussian prediction density. For j = 1, ..., M draw sample particles x
Choices for this importance function could include the associated prediction component, N (x k|k−1 ; m k|k−1 , P k|k−1 ), or use one of the Gaussian filter updated densities given above Gaussian with measurement z k . The sum of these weights converges almost surely to
as M → ∞, which is used as an approximation to the Gaussian N (z;ẑ k|k−1 , S k|k−1 ).
(42)
The next section describes the PHD filter methodology and how the Gaussian filters can be implemented within a mixture framework.
Random Set Filtering

Multiple Target Bayes Filtering
The multiple target tracking framework based on random-sets was proposed by Mahler [2] as a mathematically rigorous attempt to unify the problems of detection, classification and tracking. The approach uses a Bayesian paradigm for recursively estimating and updating a multi-target density function based on measurements received at each time-step.
The set of objects tracked at time k is modelled by the point process or Random Finite Set (RFS)
where Y k|k−1 is the RFS of targets survived at time t from multitarget state X k−1 1 at time k − 1, B k|k−1 is the RFS of targets spawned from X k−1 and Γ k is the RFS of targets that appear spontaneously at time t. The multi-target measurement at time t is modelled by RFS
where Θ k (X k ) is the RFS of measurements from multi-target state X k and K k is the RFS of measurements due to clutter. The optimal multi-target Bayes filter propagates the multitarget posterior density p k (·|Z 1:k ) conditioned on the sets of observations up to time k, Z 1:k , with the following recursion
where the dynamic model is governed by the transition density f k|k−1 (X k |X k−1 ) and multi-target likelihood g k (Z k |X k ) and µ s takes the place of the Lebesgue measure, as described in [19] . The function g k|k (Z k |X k ) is the joint multi-target likelihood function, or global density, of observing the set of measurements, Z, given the set of target states, X, which is the total probability density of association between measurements in Z and parameters in X. The parameters for this density are the set of observations, Z = {z 1 , ..., z k }, the unknown set of target states, X = {x 1 , ..., x k }, the sensor noise distribution, or observation noise, clutter models, and the detection profile of sensor or field of view.
The PHD filter is an approximation developed to alleviate the computational intractability in the multi-target Bayes filter. Instead of propagating the multi-target posterior density in time, the PHD filter propagates the posterior intensity, a firstorder statistical moment of the posterior multi-target state [2] . This strategy is reminiscent of the constant gain Kalman filter, which propagates the first moment (the mean) of the singletarget state.
For a RFS X on X with probability distribution P, its firstorder moment is a non-negative function v on X , called the intensity, such that for each region S ⊆ X [20] 
In other words, the integral of v over any region S gives the expected number of elements of X that are in S. Hence, the total massN = R v(x)dx gives the expected number of elements of X. The local maxima of the intensity v are points in X with the highest local concentration of expected number of elements, and hence can be used to generate estimates for the elements of X. The simplest approach is to roundN and choose the resulting number of highest peaks from the intensity. The intensity is also known in the tracking literature as the Probability Hypothesis Density (PHD) [2] .
The PHD Recursion
Let v k and v k|k−1 denote the respective intensities associated with the multi-target posterior density p k and the multi-target predicted density p k|k−1 in the recursion (45)-(46). The prediction equation is given by
where f k|k−1 (·|ζ) = single target transition density at time k, p S,k (ζ) = probability of target existence at time k, γ k (·) = intensity of spontaneous births at time k, and the update equation is given by
where Z k = measurement set at time k, g k (·|x) = single target measurement likelihood at timek p D,k (x) = probability of target detection at time k κ k (·) = intensity of clutter measurements at time k,
For simplicity we do not consider spawning in this paper. It is clear from (48)-(49) that the PHD filter completely avoids the combinatorial problem that arises from the unknown association of measurements with appropriate targets. Furthermore, since the posterior intensity is a function on the single-target state space X , the PHD recursion requires much less computational power than the multi-target recursion (45)-(46).
Gaussian Mixture Implementations
Along with the Gaussian model for individual targets, the multi-target model includes certain assumptions on the birth, death and detection of targets. We omit the labelling of the Gaussian components to maintain target continuity [4] for simplicity of presentation. These are summarized below:
•. The survival and detection probabilities are state independent, i.e.
•. The intensities of the birth RFSs is a Gaussian mixture of the form
. . , J γ,k , are given model parameters that determine the shape of the birth intensity.
GM-PHD Prediction: Suppose that the posterior intensity at time k − 1 is a Gaussian mixture of the form
Substituting linear transition density f k|k−1 , posterior intensity v k−1 and and birth intensity γ k into the PHD prediction, we have
where the means m GM-PHD Update: Suppose that the predicted intensity to time k is a Gaussian mixture of the form
Substituting the prediction intensity v k|k−1 and linear Gaussian observation g k into the PHD update equation, this simplifies to
where the weights of the components are given by (57) and the means and covariances are calculated with a Gaussian filter update. 
Simulations
In this section, we present simulated results for the different Gaussian filters. We consider a standard state space model for a single-speaker Time Difference Of Arrival (TDOA) problem. The notation α k is used to represent the speaker location at the kth time frame. By defining a state vector
where n is the state dimension and φ k contains some kinematic variables for the speaker motion (e.g., velocity), we model x k by a dynamic process:
where A and B are some pre-specified matrices, and w k is a time-uncorrelated random Gaussian vector with zero mean and covariance I. In speaker location tracking, it is popular to employ the Langevin model in which φ k consists of the (x, y) velocities. The state space equations for the Langevin model are given by
Here, β and ν are model parameters called the rate constant and the steady-state root-mean-square velocity, respectively. Next, we consider the TDOA measurements. We denote by z [q] k the TDOA measured from the qth microphone pair at time frame k. The measured TDOAs are modelled by:
Here,
is the true TDOA value, {u 1,q , u 2,q } are the position vectors of the qth microphone pair, and v
k is time-uncorrelated noise. We assume that v [q] k is independent of v [p] k for any q = p, and that each v [q] k follows a Gaussian distribution with zero mean and variance σ 2 v .
Let
, be the state transition density and the likelihood for the qth speaker respectively. Let z We have implemented four of the Gaussian filters for comparison on this non-linear tracking example, the unscented filter,the second-order divided difference filter, the Gaussian particle filter and the Monte Carlo Kalman filter. In the Gaussian particle filter and Monte Carlo Kalman filter, we use 100 samples for each component to ensure that the complexity is not too great. Not all of the Gaussian filters described previously will be appropriate for this model; in particular the Kalman filter is unsuitable and the extended Kalman filter generally has poorer performance than the unscented filter. Figures 1 to 4 show the results of the filters on the same target measurements where circles indicate target state estimates and the solid lines are the true trajectories. By inspection, the unscented filter identified and followed the correct target trajectories better than the others, followed by the Gaussian particle filter, DD2 filter and Monte Carlo filter respectively. Whilst these results may be indicative of performance in this example, it should be stressed that some of the other filters may perform better in different non-linear environments. It should further be noted that the Gaussian mixture implementation of the Cardinalized PHD filter [6] would be expected to outperform the PHD filter due to its improved estimate of the target number. 
Conclusion
This article presents a review of the Gaussian mixture implementations of the Probability Hypothesis Density filters. Although a closed form solution to the Gaussian mixture Probability Hypothesis Density filter only exists for linear-Gaussian dynamical models, some non-linear dynamical models can be accommodated by using Gaussian quadrature techniques. We present a review of these Gaussian filtering techniques, including recent developments in this area. We then show how these can be incorporated within the GM-PHD filter framework and present some simulated results.
