Introduction
The parameter estimates obtained through the use of the Ordinary Least Squares (OLS) estimator have optimal performance when there is no violation of any of the assumptions of the classical linear regression model. One of the most basic of these assumptions is that explanatory variables are independent. Multicollinearity refers to the presence of strong or perfect linear relationships among the explanatory variables. Multicollinearity is an inherent phenomenon in most economic relationships due to the nature of economic magnitude (Koutsoyiannis, 2003) . When there is a perfect relationship among the explanatory variables, the regression coefficients of the OLS estimator are indeterminate, and the standard error of the estimates becomes very large. Also, when there are strong relationships among the explanatory variables, the regression estimates are determinate but possesses large standard error (Koutsoyiannis, 2003) .
Generally, the performance of OLS estimator is unsatisfactory when there is multicollinearity (Koutsoyiannis, 2003) . Several techniques have been suggested in the literature to handle this problem. Massy (1965) introduced the principal component regression to eliminate the model instability and reduce the variances of the regression coefficients. Wold (1966) developed the partial least square to deal with the problem of multicollinearity. Hoerl and Kennard (1970) proposed the ridge estimator for dealing with multicollinearity in a regression model, which modifies the OLS to allow biased estimation of the regression coefficients. This study is limited to the application of the ridge regression estimator in handling the problem of multicollinearity. Ridge estimator is defined as:
where K is a non-negative constant known as ridge parameter and I denotes an identity matrix. When K equals zero, (1) returns to OLS estimator; this is defined as follows:
The corresponding mean square error (MSE) of (1) and (2) 
where λ 1 , λ 2 , …, λ p are the eigenvalues of X'X, K is the estimator of the ridge parameter K and ˆi  is the i th element of the vector  .
Although this estimator is biased, it gives a smaller mean squared error when compared to the OLS estimator for a positive value of K (Hoerl and Kennard, 1970) . The use of the estimator depends largely on the ridge parameter, K. Several methods for estimating this ridge parameter have been proposed by different authors, as follows: Hoerl and Kennard (1970) ; McDonald and SOME CLASSIFICATION-BASED RIDGE PARAMETERS 430 Galarneau (1975); Lawless and Wang (1976) ; Hocking et al. (1976) ; Wichern and Churchill (1978) ; Gibbons (1981) ; Nordberg (1982) ; Kibria (2003) , Khalaf and Shukur (2005) , Alkhamisi et al. (2006) , Kibria (2009), Mansson et al. (2010) , Dorugade (2014) and recently, Lukman and Ayinde (2015) . The purpose of this study is to classify the ridge parameters proposed by Dorugade (2014) and Adnan et al. (2014) into different forms and various types. A simulation study is conducted and the performances of the estimators is examined via mean square error (MSE).
Model and Estimators
A linear regression model can be expressed in matrix form as:
where X is an n × p matrix with full rank, Y is a n × 1 vector of dependent variable, β is a p × 1 vector of unknown parameters, and U is the error term such that E(U) = 0 and E(UU') = σ 2 I n . The Ordinary Least Square (OLS) estimator of β is defined in (2): Model (5) can be written in canonical form. Suppose there exists an orthogonal matrix Q such that X'QX = Ʌ, where Ʌ = diag(λ 1 , λ 2 , …, λ p ) and λ 1 , λ 2 , …, λ p are the eigenvalues of X'X. Substituting α = Q'β, model (5) can be written as:
where Z'Z = Ʌ. Therefore, the ridge estimator of α can be defined as:
The corresponding mean square error (MSE) is defined as: Dorugade (2014) suggested the modification of the generalized ridge parameter in (9) by multiplying the denominator with λ max /2. The estimator is defined as: The proposed ridge estimators by Dorugade (2014) and Adnan et al. (2014) are classified into different forms and various types.
 

Ridge Parameter Proposed by Dorugade (2014)
Dorugade (2014) Its estimators in the light of different forms and various types are summarized in Table 1 . Its estimators in the light of different forms and various types are summarized in Table 2 . The ridge parameter estimators in Table 1 and 2 were examined and evaluated in this study.
Monte Carlo Simulation
The considered regression model is of the form:
where t = 1, 2, …, n; p = 3, 7. The error term U t was generated to be normally distributed with mean zero and variance σ 2 , U t ~ N(0, σ 2 ). In this study, σ were taken to be 0.5, 1 and 5.
β 0 was taken to be identically zero. When p = 3, the values of β were chosen to be β = (0.8, 0.1, 0.6)'. When p = 7, the values of β were chosen to be β = (0.4, 0.1, 0.6, 0.2, 0.25, 0.3, 0.53)'. The parameter values were chosen such that β'β = 1 which is a common restriction in simulation studies of this type (Muniz and Kibria, 2009) . We varied the sample sizes between 10, 20, 30, 40 and 50. Following McDonald and Galarneau (1975) , Wichern and Churchill (1978) , Gibbons (1981) , Kibria (2003) , Muniz and Kibria (2009) , Lukman and Ayinde (2015) , the explanatory variables were generated using the following equation:
where Z ij is independent standard normal distribution with mean zero and unit variance, ρ is the correlation between any two explanatory variables and p is the number of explanatory variables. The number of explanatory variable (p) is taken to be three (3) and seven (7). The value of ρ is taken as 0.95, 0.99 respectively. Three different values of σ, 0.5, 1 and 5, were also used. The experiment is replicated 1,000 times. The ridge parameter estimators are evaluated using mean square error (MSE).
Results
The results of the simulation are presented in Table 3 and 4. These tables provide the results of the estimated mean square error of the ridge parameter when the number of regressors is three (3) and seven (7) respectively. The mean square error increases as the multicollinearity level increases. Across each multicollinearity level, the mean square error decreases as the sample sizes increase from 10 to 50, while increasing the number of regressors increases the estimated MSE. However, it is observed that the ridge estimators based on K AYA performed consistently better than K D . Occasionally, this method performs better than K AYA . For instance, estimators VMSR D K and AMSR D K perform consistently well over estimators based on K AYA especially when the number of regressors increases to seven (7), and when the number of regressors is three (3), especially when n ≤ 20. This can be seen in Figure 1 Table 3 . Estimated Mean Square Error of ridge parameter when p = 3 p = 3, σ = 0.5, ρ = 0.95 n = 10 n = 20 n = 30 n = 40 n = 50 Table 3 , continued. p = 3, σ = 0.5, ρ = 0.99 n = 10 n = 20 n = 30 n = 40 n = 50 Table 3 , continued. p = 3, σ = 5, ρ = 0.99 n = 10 n = 20 n = 30 n = 40 n = 50 Table 4 . Estimated Mean Square Error of ridge parameter when p = 7 p = 7, σ = 0.5, ρ = 0.95 n = 10 n = 20 n = 30 n = 40 n = 50 Table 4 , continued. p = 7, σ = 5, ρ = 0.95 n = 10 n = 20 n = 30 n = 40 n = 50 Table 4 , continued. p = 7, σ = 5, ρ = 0.99 n = 10 n = 20 n = 30 n = 40 n = 50
Conclusion
In this study, ridge parameters proposed by Dorugade (2014) and Adnan et al. (2014) are classified into different forms and various types following the idea of Lukman and Ayinde (2015) , and some new ridge parameters are proposed. The performances of these estimators are evaluated through Monte Carlo Simulation, where levels of multicollinearity, sample sizes, number of regressors and error variances have been varied. The performance evaluation was done using the mean square error. The proposed estimators generally have the least minimum square error when compared to others.
