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HYPERGROUPS AND DISTANCE DISTRIBUTIONS OF RANDOM
WALKS ON GRAPHS
KENTA ENDO, IPPEI MIMURA, AND YUSUKE SAWADA
Abstract. Wildberger’s construction enables us to obtain a hypergroup from a special
graph via random walks. We will give a probability theoretic interpretation to products
on the hypergroup. The hypergroup can be identified with a commutative algebra whose
basis is transition matrices. We will estimate the operator norm of such a transition
matrix and clarify a relationship between their matrix products and random walks.
1. Introduction
The concept of hypergroup is the probability theoretic extension of the notion of lo-
cally compact group introduced by Dunkl [6], Jewett [9] and Spector [14]. We refer the
reader to the monograph [1] by Bloom-Heyer for details of the general theory of (locally
compact) hypergroups. Discrete hypergroups are generalizations of discrete groups. As
was the case with groups, we can completely determine structures of hypergroups of low
order. Structures of finite hypergroups of low orders have been studied in [18] and [15]
for examples. In this paper, we shall treat hermitian discrete hypergroups which are
generalizations of Z/2Z.
In [16] and [17], Wildberger has introduced a method to construct a hermitian finite
hypergroup from a special graph by considering random walks on the graph. However, all
graphs do not always produce hypergroups. A hypergroup is a ∗-algebra, which requires
the product structure and its associativity. Note that the hypergroup derived from a graph
becomes a commutative algebra. We may not be able to define a product of elements at
all, and even if we can do the associativity or the commutativity may fail, depending on
graphs. In this paper, we treat only connected infinite graphs and connected finite graphs
equipped with some condition which is weaker than the condition of self-centered treated
in [11]. These assumptions give the well-definedness of the product. Hence it is important
whether or not the product is commutative and associative to get hypergroups by this
construction. A non-associative hypergroup is called a pre-hypergroup. In Wildberger’s
construction, a random walk on a graph is that a random walker jumps about distance
which is not necessary the distance 1, and we consider time evolutions of distances given
by only two jumps from a fixed base point. Recently, Ikkai-Sawada [11] studied a condi-
tion of not necessarily finite graphs that one can get hermitian discrete hypergroups by
Wildberger’s construction. They showed that one can get hermitian discrete hypergroups
from any distance regular graphs.
We shall give an outline of this paper. In Section 2, we will prepare the basic concept
of graphs and recall Wildberger’s construction.
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We will explicitly define a probability space and random variables which describe a
time evolution of distances given by random walks on a Cayley graph in Section 3. We
will also discuss the Markov property of the time evolution in the finite case.
In Section 4, we will find a probability theoretic interpretation of m-th products on
the pre-hypergroup derived from a graph, related to random walks on the graph. For a
graph Γ which is not necessarily distance regular, let H(Γ) be the pre-hypergroup with a
basis x0, x1, x2, . . .. Then a product formed as xi ◦xj has a probability theoretic meaning.
However, for m > 2, the meaning of a product formed as ((· · · ((xi1 ◦ xi2) ◦ xi3) ◦ · · · ) ◦
xim−1) ◦ xim has not been clarified yet. We will show that the m-th product includes
informations of probabilities with respect to m times jumps when Γ has some symmetries
which are weaker than the distance regularity.
We shall explain Section 5. Any discrete hermitian hypergroup is isomorphic to a
matrix algebra whose basis is transition matrices. The matrix algebra associated with the
hypergroup derived from a distance regular graph Γ is closed to the Bose-Mesner algebra
of Γ in [2]. We can apply the construction of transition matrices to pre-hypergroup. We
will estimate the operator norms of transition matrices obtained by the pre-hypergroups
derived from a graph. When Γ produces a hypergroup and has the symmetries the result
of Section 4 implies that their matrix products describe a distribution of distances between
a fixed vertex and a random vertex in each steps.
We prepare the notations used in this paper. Let N be the set of all positive integers,
N0 = N ∪ {0}, Z the set of all integers, R the set of all real numbers and C the set of all
complex numbers. For a set S, let CS denote the free vector space of S over the field C.
2. Preliminaries
In this section, we prepare definitions, notations and facts related with the graph theory
and Wildberger’s construction of hermitian (discrete) hypergroups from some graphs.
2.1. Graphs. We refer the reader to [8] for the general graph theory. Let Γ is a graph
with a vertex set V . When a base point v0 ∈ V is fixed the pair (Γ, v0) is called a pointed
graph. For v, w ∈ V , let d(v, w) denote the distance between v and w, that is, the length
of the shortest paths from v to w. In particular, we denote by |v| = d(v0, v) the distance
between the base point v0 and a vertex v ∈ V . We also define
I(Γ) = I(Γ, v0) = {n ∈ N0 | |v| = n for some v ∈ V },
M(Γ) =M(Γ, v0) = sup I(Γ, v0),
Sn(w) = {w′ ∈ V | d(w,w′) = n}
for each n ∈ N0 and w ∈ V . In particular, the set Sn(v0) is sometimes denoted by Sn
simply. Note that supn∈I(Γ) |Sn| < ∞ if and only if supn∈I(Γ) |Sn(v)| < ∞ for all v ∈ V .
In this paper, assume that any graph Γ is
(i) simple, connected and locally finite,
(ii) has at most countable vertices, and
(iii) satisfies SM(Γ)(v) 6= ∅ for any vertex v.
Here, the third condition in our assumption is weaker than self-centered.
We shall recall the notion of Cayley graphs and define some notations related with
graphs. For the general theory of Cayley graphs, see [10]. For a discrete group G and a
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symmetric finite subset S ⊂ G not containing the unit element e in G and generating G,
the Cayley graph Cay(G, S) of the pair (G, S) is a graph whose vertex set is G and edges
are defined by the follows: a vertex v ∈ G is adjacent to a vertex w ∈ G if v−1w ∈ S. The
Cayley graph Cay(G, S) is sometimes denoted by G simply when we need not to specify
the subset S. In this paper, we always assume any base point in a Cayley graph G is the
unit element e in G.
Now, we shall introduce some symmetric conditions for graphs as follows:
Definition 2.1. Let Γ be a graph with a base point v0. We define conditions
(S1) the function |Si(·)| is a constant for each i ∈ I(Γ, v0), and
(S2) the function |Si(·) ∩ Sj(v0)| is a constant on Sk(v0) for each i, j, k ∈ I(Γ).
Definition 2.2. A graph Γ with a vertex set V is said to be distance regular if for every
i, j, k ∈ I˜(Γ) := {n ∈ N0 | d(v, w) = n for some v, w ∈ V }, the cardinality |{x ∈ V |
d(v, x) = i, d(x, w) = j}| is independent of the choice v, w ∈ V with d(v, w) = k. The
above cardinality is denoted by Q(Γ)ki,j.
Note that the above definition of distance regular graphs is not the original definition
but the one in the aspect of association schemes. It is known that they are equivalent
(for example, see [11, Proposition 2.4]). We refer the reader to [5] and [4] for the general
theory of distance regular graphs. It is clear that any distance regular graph satisfies the
conditions (S1) and (S2). Of course, the condition (S1) implies the assumption (iii).
Lemma 2.3. Any Cayley graph (G, S) (with the base point v0 = e) satisfies the conditions
(S1) and
(S3) w ∈ Si(v0) if and only if vw ∈ Si(v) for all v ∈ G and i ∈ I(G).
Proof. For l ≥ 2, the vertices v and w ∈ G is called to have the l-length path if there
exists a tuple wl = (w1, w2, . . . , wl−1) ∈ Gl−1 satisfies the condition Pl(w0, w) :

0 ≤ j ≤ l − 1⇒ w−1j wj+1 ∈ S,
0 ≤ j ≤ k ≤ l, k − j ≥ 2⇒ w−1j wk /∈ S,
wj ∈ G \ {w0, w1, . . . , wj−1, wl} for any j = 1, 2, . . . , l − 1.
where we put w0 = v and wl = w for convenience.
Fix i ∈ I(G) and v ∈ G. It suffices to show that the map Fv : Si(v0) ∋ w 7→ vw ∈ Si(v)
is bijective. The case i = 1 is trivial. First we check the well-definedness of Fv Take
w ∈ Si(v0). Then there exists wi = (w1, w2, . . . , wi−1) ∈ Gi−1 such that wi satisfies
P (v0, w), and it holds that, for any j = 1, 2, . . . , i − 2 and wj ∈ Gj−1, wj does not
satisfies Pj(v0, w). Note that these two conditions are equivalent to w ∈ Si(v0). Now
we find that vwj = (vw1, vw2, . . . , vwi−1) satisfies Pi(v, vw) and that it holds that, for
any j = 1, 2, . . . , i − 2 and wj ∈ Gj−1, wj does not satisfies Pj(v, vw), which give the
well-difinedness of Fv. For the bijectivity, we can easily check that the map Fv−1 : Si(v) ∋
u 7→ v−1u ∈ Si(v0) is also well-defined and that this map is inverse mapping of Fv. ✷
In general, the condition (S2) is weaker than the distance regularity, however their
symmetry conditions are equivalent for a Cayley graph as follows:
Lemma 2.4. Let G be a Cayley graph with the base point e ∈ G. If G satisfies the
condition (S2) then it is distance regular.
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Proof. Fix i, j, k ∈ I˜(G) and g, g′, h, h′ ∈ G with d(g, h) = k = d(g′, h′). If we define the
action ϕx : G ∋ y 7→ xy ∈ G for each x ∈ G, by Lemma 2.3, then we have ϕh−1(Si(g) ∩
Sj(h)) = Si(h
−1g) ∩ Sj(e). By Lemma 2.3 again, we have d(h−1g, e) = d(g, h) = k =
d(g′, h′) = d(h′−1g′, e), and hence the condition (S2) implies that
|Si(g) ∩ Sj(h)| = |ϕh−1(Si(g) ∩ Sj(h))| = |Si(h−1g) ∩ Sj(e)| = |Si(h′−1g′) ∩ Sj(e)|
= |ϕh′−1(Si(g′) ∩ Sj(h′))| = |Si(g′) ∩ Sj(h′)|.
It have been proved that G is distance regular. ✷
Example 2.5. The 1-dimensional lattice Cay(Z, {±1}) is distance regular, and the 2-
dimensional lattice Cay(Z2, {(±1, 0), (0,±1)}) satisfies the condition (S1) and does not
satisfy the condition (S2).
Example 2.6. For each n ∈ N, the odd graph On with degree n is a distance regular. It
is known that On is not a Cayley graph if n > 2 by [7].
Example 2.7. The Cayley graph Pn = Cay(Z/nZ ⊕ Z/2,{(±1, 0), (0, 1)}) called the n-
gonal prism graph is distance regular if and only if n = 4. For n 6= 4, a pointed graph Pn
with an arbitrary base point does not satisfy the condition (S2).
Example 2.8. The pair (B, v0) of the binary tree B and a base point v0 in Γ defined as
Figure 1, satisfies the condition (S2) and does not satisfy the condition (S1).
◦
◦ ◦
◦ ◦ ◦ ◦
rrr
rrr ▲▲▲
▲▲▲
☎☎
☎☎ ✿✿
✿✿
☎☎
☎☎ ✿✿
✿✿
...
...
...
...
v0
Figure 1
2.2. Hypergroups derived from graphs. We shall recall Wildberger’s construction of
hypergroups from some graphs. We refer the reader to [17] and [11] for details of the
theory.
Let Γ be a graph with a vertex set V and v0 ∈ V . Let H(Γ, v0) = {xi}i∈I(Γ,v0) with
dummy symbols xi for i ∈ I(Γ, v0). If Γ is an infinite graph, then I(Γ, v0) = N0. For
i, j, k ∈ I(Γ, v0), we define
pki,j =
1
|Si(v0)|
∑
v∈Si(v0)
|Sj(v) ∩ Sk(v0)|
|Sj(v)| .(2.1)
The set {pki,j}k∈I(Γ,v0) is the distribution of distances between the base point v0 and a
random vertex w ∈ Sj(v) after a jump to a random vertex v ∈ Si(v0). By our assumptions
for graphs, the probability pki,j is well-defined for any i, j, k ∈ I(Γ, v0) by [11, Proposition
3.1]. Also, we define a product on the free vector space CH(Γ, v0) by
xi ◦ xj =
∑
k∈I(Γ,v0)
pki,jxk.(2.2)
for each xi, xj ∈ H(Γ, v0). Note that |{k ∈ I(Γ, v0) | pki,j 6= 0}| < ∞ for all i, j ∈ I(Γ, v0)
even if Γ is infinite.
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When the graph Γ has a “good symmetry”, defining x∗i = xi for each i ∈ I(Γ), the
triple (H(Γ, v0), ◦, ∗) forms a discrete hermitian hypergroup in the following sense.
Definition 2.9. Let H = {xi}i∈I(H) be a countable set whose elements are parametrized
by a index set I(H) = {0, . . . , N} for some N ∈ N0 or N0. Suppose ◦ and ∗ are a binary
operation and an involution, respectively, on the free vector space CH . We give the
following three definitions :
• The triple (H, ◦, ∗) is called a discrete hypergroup if the following conditions are satisfied.
(1) The triple (CH, ◦, ∗) is a ∗-algebra with the unit x0 ∈ H .
(2) For i, j ∈ I(H), if xi ◦ xj =
∑m
k=0 p
k
i,jxk and p
k
i,j ∈ C (k = 0, . . . , m), then we have
pki,j ≥ 0 for all k = 0, . . . , m and
∑m
k=0 p
k
i,j = 1.
(3) For all i, j ∈ I(H), one has p0i,j 6= 0 if and only if xi = x∗j .
(4) The restriction ∗|H maps onto H .
We call the above {pki,j}i,j,k∈I(H) the structure constants of H .
• The hypergroup (H, ◦, ∗) is said to be
- finite if I(H) is finite,
- commutative if (CH, ◦) is a commutative algebra,
- hermitian if the restriction ∗|H is the identity map.
• In this paper, the pair (H, ◦) is called a pre-hypergroup if (CH, ◦) is an algebra, which
may fail the associativity and satisfies (2) and
(3’) For all i, j ∈ I(H), one has p0i,j 6= 0 if and only if xi = xj.
In this paper, a hypergroup (H, ◦, ∗) or pre-hypergroup (H, ◦) is denoted by H simply.
We refer the reader to [13] for details of the general theory of discrete commutative
hypergroups. Note that a discrete hermitian hypergroup is automatically commutative.
We only treat discrete hermitian hypergroups and pre-hypergroups. Now, we note that,
for any graph Γ with a base point, one can get a pre-hypergroup H(Γ), and it becomes
a hypergroup if and only if it holds that the conditions of the associativity and the
commutativity: ∑
l∈I(Γ)
plh,ip
k
l,j =
∑
l∈I(Γ)
pli,jp
k
h,l, p
k
i,j = p
k
j,i
for all h, i, j, k ∈ I(Γ). Also, any hypergroups derived from infinite graphs are polynomial
hypergroups in the sense of [12].
Remark 2.10. Our construction of hypergroups is slightly extension of the one refered
in [11] in which we treat only self-centered graphs. Thanks to our construction, we can
sometimes get a hypergroup from a graph equipped with few symmetries as Example 2.15.
All graphs do not always produce hypergroups, however we have a sufficient condition
of graphs for producing hypergroups as follows:
Theorem 2.11. ([11, Theorem 3.3]) If (Γ, v0) is a pointed distance regular graph, then
H(Γ, v0) is a hermitian discrete hypergroup with the structure constants {pki,j}i,j,k∈I(Γ,v0).
Moreover, the structure is independent of the choice of v0.
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Example 2.12. ([11, Corollary 3.8.]) A typical example of graphs producing a hyper-
group is the 1-dimensional lattice Cay(Z, {±1}) and the hypergroup H(Z) has the struc-
ture given by xi ◦ xj = 12x|i−j| + 12xi+j for each i, j ∈ N0. The hypergroup H(Z) is the
polynomial hypergroup with respect to the Chebyshev polynomials.
In general, let Fn be the n-free group with the generator A = {a1, a2, . . . , an}. The
Cayley graph Cay(Fn, A ∪A−1) is distance regular, and hence it produces a hypergroup
Example 2.13. The 2-dimensional latticeZ2 does not produce a hypergroup. Indeed, we
can check that (x1 ◦ x2) ◦ x3 6= x1 ◦ (x2 ◦ x3). The binary tree B with the base point v0
defined in Example 2.8 does not produce a hypergroup. Indeed, the commutativity fails.
Note that the distance regularity and the conditions (S1), (S2) are not necessary con-
ditions for producing hypergroups as the following examples.
Example 2.14. ([11, Subsection 4.2])
(1) For n 6= 4, the n-gonal prism graph Pn in Example 2.7 is not distance regular, however
it produces a hypergroup.
(2) The complete bipartite graph Kn,m with partitions (n,m) produces a hypergroup for
each n,m ∈ N. For example, K2,3 is drown as Figure 2. The graph Kn,m is not regular
if and only if n 6= m and then a pointed graph (Kn,m, v0) with an arbitrary base point
v0 satisfies the condition (S2).
(3) An important example of graph producing a hypergroup is one drown as Figure 3
which is not distance regular and satisfies the condition (S1). This graph Γ produces
different hypergroups depends on base points w0, w
′
0. Note that (Γ, w0) satisfies the
condition (S2) and (Γ, w′0) does not satisfy it.
Example 2.15. A pointed graph (Γ, u0) drawn as Figure 4 is not a Cayley graph, does
not satisfy (S1) and (S2), and produces a hypergroup.
◦
◦
◦
◦
◦ ◦
◦ ◦
◦ ◦
◦ ◦
◦
◦
◦ ◦♦♦♦♦
♦♦ ❖❖❖
❖❖❖
❖❖❖
❖❖❖
♦♦♦
♦♦♦
❣❣❣❣❣❣❣❣❣❣❣
❲❲❲❲❲
❲❲❲❲❲
❲
✇✇✇✇✇✇✇✇✇✇✇✇✇
❲❲❲❲❲
❲❲❲❲❲
❲
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●●
●●
●●
●●
●●
●
❣❣❣❣❣❣❣❣❣❣❣ ✉✉✉
✉✉✉ ■■■
■■■
✗✗
✗✗
✗✗
✗✗
✗✗
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✬✬
✬✬
✬✬
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✬✬
✬✬
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❙❙❙❙
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❦❦❦❦
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Figure 2
w0
w′0
Figure 3
u0
Figure 4
Remark 2.16. Let Γ,Γ′ be two distance regular graphs. If the two hypergroupsH(Γ), H(Γ′)
are isomorphic, that is, there is a bijective ∗-homomorphism Φ : CH(Γ)→ CH(Γ′), then
each constants Q(Γ)ki,j associated with Γ in Definition 2.2, coincide with Q(Γ
′)ki,j. Indeed,
the hypergroup structures are represented as pki,j =
Q(Γ)i
j,k
Q(Γ)0j,j
and Q(Γ)jj,0 = 1.
3. Distances distribution obtained from random walks on Cayley graphs
We consider a random walk on a Cayley graph. For a convenience in the later sections,
we shall give precise definitions a probability measure and random variables describing
time evolutions of distances between the base point and vertices which a random walker
passes trough, as follows:
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Definition 3.1. Let G be a Cayley graph with the base point v0 = e and {αi}i∈I(G,v0) a
sequence of non-negative numbers with
∑
i∈I(G,v0) αi|Si(v0)| = 1. We define a probability
measure P0 on G by P0({v}) = α|v| for each v ∈ G and denote by P the probability
measure on Ω = GN via Kolmogorov’s extension theorem. For each m ∈ N, we define
a G-valued random variable Xm on Ω, which describes a distance of the n-th jump, by
Xm((ωn)
∞
n=1) = ωm for (ωn)
∞
n=1 ∈ Ω.
We call {αi}i∈I(G,v0) a distribution of G. Also, if G is finite and αi = αj for all i, j ∈
I(G, v0), we say that G has the uniform distribution.
For each n ∈ N, we also define N0-valued random variables Zn on Ω, which de-
scribes a distance between the unit element and a random vertex at the time n, by
Zn = |X1X2 · · ·Xn|. Since we assume that a random walker leaves from the unit element,
suppose Z0 = 0.
For n ∈ N, we have P(Xn = v) = α|v| and P(|Xn| = i) = αi|Si(v0)| for any v ∈ G and
i ∈ I(G).
We shall discuss the Markov property of the process {Zn}∞n=0 defined in Definition 3.1
and its stationary distribution. We refer the reader to [3] for the general theory of Markov
chains.
Let G be a not necessarily finite Cayley graph with a distribution {αn}∞n=0 satisfying
αn > 0 for all n ∈ I(G). Suppose {Xn}∞n=1 and {Zn}∞n=0 are the processes defined in
Definition 3.1. By the condition (S3), we can calculate as
P(Z0 = i0, Z1 = i1, . . . , Zk = ik)
=
∑
w1∈Si1 (v0)
∑
w2∈Si2 (w−11 )
∑
w3∈Si3 (w−12 w−11 )
· · ·
∑
wk∈Sik (w
−1
k−1···w−11 )
α|w1| · · ·α|wk|
for each i1, . . . , ik, where suppose i0 = 0. Hence, in general, the conditional probability
P
(
Zn+1 = in+1
∣∣∣∣ Z0 = i0, Z1 = i1, . . . , Zn−1 = in−1, Zn = in
)
depends on i1, . . . , in−1 ∈ I(G), that is, the process {Zn}∞n=0 is not always a Markov chain.
However, if G is finite and has the uniform distribution, that is, αn =
1
|G| for all i ∈ I(G),
then we can show that {Zn}∞n=0 is a Markov chain and, moreover, has the independently
identically distribution as follows: it holds that
(3.1) P(Z0 = i0, Z1 = i1, . . . , Zk = ik) =
1
|G|k
k∏
l=1
|Sil|
by the condition (S1). Note that P(Z0 = i0, . . . , Zn = in) 6= 0 because Sl(v0) 6= ∅ for all
l ∈ I(G). We have P
(
Zn+1 = in+1
∣∣∣∣ Z0 = i0, . . . , Zn = in
)
=
|Sin+1 |
|G| which is independent
on the choice of i1, · · · , in−1, in and coincide with P(Zn = in+1).
In such a situation, we denote by P = (pij)i,j∈I(G) the transition probability matrix
associated with the ergodic Markov chain {Zn}∞n=0. Then pij = |Sj ||G| depends only j, and
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hence we have
P =
1
|G|


1 |S1| |S2| · · · |SM(G)|
1 |S1| |S2| · · · |SM(G)|
...
...
... · · · ...
1 |S1| |S2| · · · |SM(G)|

 ,
which is idempotent, with a stationary distribution
(3.2) πG =
1
|G|(1, |S1|, |S2|, . . . , |SM(G)|).
4. Hypergroup products
In this section, we will clarify a relation between time evolutions of distances between
a base point v0 on a graph Γ and random vertices, and products on the pre-hypergroup
H(Γ) = {xi}i∈I(Γ) derived from Γ. In other words, our goal is to give a probability
theoretic interpretation to m-th products on H(Γ). Of course, by the construction, a
product formed as xi ◦ xj has the probability theoretic meaning. However, the meaning
of a product formed as ((· · · ((xi1 ◦ xi2) ◦xi3) ◦ · · · ) ◦xim−1) ◦ xim has not been clarified for
m > 2.
First, the familiy {pki,j}, given by the hypergroup product (2.1) with respect to a Cayley
graph G, can be represented by conditional probabilities as follows:
Proposition 4.1. Let G be a Cayley graph. For every i, j, k ∈ I(G) with αi 6= 0 and
αj 6= 0, we have pki,j = P
(
Z2 = k
∣∣∣∣ |X1| = i, |X2| = j
)
.
Proof. Recall that G satisfies the conditions (S1) and (S3) by Lemma 2.3. The condition
(S3) implies that there is a bijection between {w ∈ Sj(v0) | |vw| = k} and Sj(v) ∩ Sk(v0)
for all v ∈ Si(v0). Thus, we have
P(|X1X2| = k, |X1| = i, |X2| = j)
=
∑
{P(X1 = v, X2 = w) | (v, w) ∈ Si(v0)× Sj(v0), vw ∈ Sk(v0)}
=
∑
{αiαj | (v, w) ∈ Si(v0)× Sj(v0), vw ∈ Sk(v0)}
= αiαj
∑
v∈Si(v0)
∑
{1 | w ∈ Sj(v0), vw ∈ Sk(v0)}
= αiαj
∑
v∈Si(v0)
∑
{1 | w ∈ Sj(v) ∩ Sk(v0)} = αiαj
∑
v∈Si(v0)
|Sj(v) ∩ Sk(v0)|.
Since P(|X1| = i, |X2| = j) = αiαj|Si(v0)||Sj(v0)|, the condition (S1) implies that
P
(
|X1X2| = k
∣∣∣∣ |X1| = i, |X2| = j
)
=
1
|Si(v0)|
∑
v∈Si(v0)
|Sj(v) ∩ Sk(v0)|
|Sj(v0)|
=
1
|Si(v0)|
∑
v∈Si(v0)
|Sj(v) ∩ Sk(v0)|
|Sj(v)| = p
k
i,j.
✷
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Note that the distribution {αn} does not appear in a conditional probability as the
form in the previous theorm. Now, we shall define three type objects derived from m
jumps from a base point as follows:
Definition 4.2. Let (Γ, v0) be a pointed graph with a vertex set V and G a (pointed)
Cayley graph.
(1) For i1, i2, . . . , im ∈ I(Γ), we define
PL(i1, i2, . . . , im) = ((· · · ((xi1 ◦ xi2) ◦ xi3) ◦ · · · ) ◦ xim−1) ◦ xim ,(4.1)
J(i1, i2, . . . , im) =
∑
v1∈Si1 (v0)
∑
v2∈Si2(v1)
· · ·
∑
vm∈Sim (vm−1)
1∏m
j=1 |Sij(vj−1)|
x|vm|.(4.2)
(2) Let P be the probability measure given in Definition 3.1 with respect to a sequence
{αi}i∈I(G,v0) of positive numbers. For i1, i2, . . . , im ∈ I(G) and k ∈ I(G), we define
(4.3) pki1,i2,...,im = P
(
Zm = k
∣∣∣∣ |X1| = i1, |X2| = i2, . . . , |Xm| = im
)
.
Remark 4.3. (1) The right hand side of (4.1) means the m − 1 times products from the
left step by step.
(2) The coefficient p˜ki1,...,im of xk in J(i1, . . . , im) is the probability that a random walker
reaches a vertex whose distance from the base point v0 is k under m-steps jumps as
v0
i1−→ · i2−→ · · · im−→ ·.
(3) By Proposition 4.1, the probability pki,j in (4.3) is well-defined for each i, j ∈ I(G).
The definition (4.2) will play a role of giving a probability theoretic interpretation to
m-th products on H(Γ) for a graph which is not necessary a Cayley graph. For a Cayley
graph, it is shown that (4.3) coincides with the coefficient of xk in (4.2) as the following
theorem.
Theorem 4.4. Let G be a Cayley graph. For all m ≥ 2 and i1, . . . , im, k ∈ I(G), we have∑
v1∈Si1 (v0)
∑
v2∈Si2 (v1)
· · ·
∑
vm−1∈Sim−1 (vm−2)
|Sim(vm−1) ∩ Sk(v0)|(4.4)
= |{(v1, . . . , vm) ∈
m∏
k=1
Sik(v0) | |v1 · · · vm| = k}|,
and p˜ki1,...,im = p
k
i1,...,im
holds.
Proof. We shall prove (4.4). As the proof of Proposition 4.1, there exists a bijection
between Sim(vm−1) ∩ Sk(v0) and {vm ∈ Sim(v0) | |vm−1vm| = k}, and hence we have∑
v1∈Si1 (v0)
· · ·
∑
vm−2∈Sim−2 (vm−3)
∑
vm−1∈Sim−1 (vm−2)
|Sim(vm−1) ∩ Sk(v0)|
=
∑
v1∈Si1(v0)
· · ·
∑
vm−2∈Sim−2 (vm−3)
∑
vm−1∈Sim−1 (vm−2)
|{vm ∈ Sim(v0) | |vm−1vm| = k}|
=
∑
v1∈Si1(v0)
· · ·
∑
vm−2∈Sim−2 (vm−3)
|{(vm−1, vm) ∈ Sim−1(vm−2)× Sim(v0) | |vm−1vm| = k}|
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=
∑
v1∈Si1(v0)
· · ·
∑
vm−2∈Sim−2 (vm−3)
|{(vm−1, vm) ∈ Sim−1(v0)× Sim(v0) | |vm−2vm−1vm| = k}|
Repeating this argument, it equals to |{(v1, . . . , vm) ∈
∏m
k=1 Sik(v0) | |v1 · · · vm| = k}|.
By (4.4) and (S1), we have
p˜ki1,...,im =
|{(v1, . . . , vm) ∈
∏m
k=1 Sik(v0) | |v1 · · · vm| = k}|∏m
j=1 |Sij (v0)|
= pki1,...,im.
This completes the proof. ✷
Next, we shall consider the definitions (4.1) and (4.2). In the following theorem, it
will be shown that PL(i1, . . . , im) = J(i1, . . . , im) for a pointed graph (Γ, v0) with the
conditions (S1) and (S2). However, the case for two jumps (m = 2) can be shown without
the both of the conditions (S1) and (S2) as follows: for a pointed graph (Γ, v0), and
i, j ∈ I(Γ, v0), by the definitions, we have
J(i, j) =
∑
k∈I(Γ)
∑
v1∈Si(v0)
∑
v2∈Sj(v1)∩Sk(v0)
1
|Si(v0)||Sj(v1)|xk(4.5)
=
∑
k∈I(Γ)
1
|Si(v0)|
∑
v1∈Si(v0)
|Sj(v1) ∩ Sk(v0)|
|Sj(v1)| xk =
∑
k∈I(Γ)
pki,jxk = PL(i, j).
Theorem 4.5. Suppose that (Γ, v0) is a pointed graph equipped with the conditions (S1)
and (S2). Then we have PL(i1, i2, . . . , im) = J(i1, i2, . . . , im) for i1, i2, . . . , im ∈ I(Γ).
Proof. We shall show the theorem by induction. Assume that PL(i1, i2, . . . , im−1) =
J(i1, i2, . . . , im−1). As the previous argument J(i, j) = PL(i, j) in (4.5), we have
PL(i1, . . . , im) = (xi1 ◦ · · · ◦ xim−1) ◦ xim = J(i1, . . . , im−1) ◦ xim
=

 ∑
v1∈Si1 (v0)
· · ·
∑
vm−1∈Sim−1 (vm−2)
1∏m−1
j=1 |Sij(vj−1)|
x|vm−1|

 ◦ xim
=
∑
v1∈Si1 (v0)
· · ·
∑
vm−2∈Sim−2 (vm−3)
∑
k∈I(Γ)
∑
vm−1∈Sim−1 (vm−2)∩Sk(v0)
1∏m−1
j=1 |Sij (vj−1)|
xk ◦ xim
=
∑
v1∈Si1 (v0)
· · ·
∑
vm−2∈Sim−2 (vm−3)
∑
k∈I(Γ)
|Sim−1(vm−2) ∩ Sk(v0)|∏m−1
j=1 |Sij(vj−1)|
xk ◦ xim .
Now, by (S1) and (S2), we have
∑
k∈I(Γ)
|Sim−1(vm−2) ∩ Sk(v0)|∏m−1
j=1 |Sij(vj−1)|
xk ◦ xim
=
∑
k∈I(Γ)
|Sim−1(vm−2) ∩ Sk(v0)|∏m−1
j=1 |Sij (vj−1)|
∑
l∈I(Γ)
1
|Sk(v0)|
∑
v∈Sk(v0)
|Sim(v) ∩ Sl(v0)|
|Sim(v)|
xl
=
∑
l∈I(Γ)
∑
k∈I(Γ)
|Sim−1(vm−2) ∩ Sk(v0)|∏m
j=1 |Sij(vj−1)|
1
|Sk(v0)|
∑
v∈Sk(v0)
|Sim(v) ∩ Sl(v0)|xl
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=
∑
l∈I(Γ)
∑
k∈I(Γ)
∑
vm−1∈Sim−1 (vm−2)∩Sk(v0)
∑
v∈Sk(v0)
1
|Sk(v0)|
|Sim(v) ∩ Sl(v0)|∏m
j=1 |Sij(vj−1)|
xl
=
∑
l∈I(Γ)
∑
k∈I(Γ)
∑
vm−1∈Sim−1 (vm−2)∩Sk(v0)
∑
v∈Sk(v0)
1
|Sk(v0)|
|Sim(vm−1) ∩ Sl(v0)|∏m
j=1 |Sij (vj−1)|
xl
=
∑
l∈I(Γ)
∑
k∈I(Γ)
∑
vm−1∈Sim−1 (vm−2)∩Sk(v0)
|Sim(vm−1) ∩ Sl(v0)|∏m
j=1 |Sij(vj−1)|
xl
=
∑
l∈I(Γ)
∑
vm−1∈Sim−1 (vm−2)
|Sim(vm−1) ∩ Sl(v0)|∏m
j=1 |Sij(vj−1)|
xl
=
∑
l∈I(Γ)
∑
vm−1∈Sim−1 (vm−2)
∑
vm∈Sim (vm−1)∩Sl(v0)
1∏m
j=1 |Sij(vj−1)|
xl
=
∑
vm−1∈Sim−1 (vm−2)
∑
l∈I(Γ)
∑
vm∈Sim (vm−1)∩Sl(v0)
1∏m
j=1 |Sij(vj−1)|
x|vm|
=
∑
vm−1∈Sim−1 (vm−2)
∑
vm∈Sim (vm−1)
1∏m
j=1 |Sij (vj−1)|
x|vm|,
and hence
∑
v1∈Si1 (v0)
∑
v2∈Si2 (v1)
· · ·
∑
vm−2∈Sim−2 (vm−3)
∑
k∈I(Γ)
|Sim−1(vm−2) ∩ Sk(v0)|∏m−1
j=1 |Sij (vj−1)|
xk ◦ xim
=
∑
v1∈Si1 (v0)
∑
v2∈Si2 (v1)
· · ·
∑
vm−2∈Sim−2 (vm−3)
∑
vm−1∈Sim−1 (vm−2)
∑
vm∈Sim (vm−1)
1∏m
j=1 |Sij(vj−1)|
x|vm|.
This completes the proof. ✷
Example 4.6. All distance regular graphs satisfy the assumption (the conditions (S1)
and (S2)) in the previous theorem. We already know that the pointed graph (Γ, w0)
in Example 2.14 is not distance regular and satisfies the conditions (S1) and (S2). We
present other examples of such pointed graphs drown as Figure 5 and Figure 6. They all
produce hypergroups.
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On the other hand, the authors could not find any example of pointed graphs not produc-
ing hypergroups and satisfying the conditions (S1) and (S2). We propose the following
conjecture:
Conjecture 4.7. The conditions (S1) and (S2) imply producing hypergroups.
Example 4.8. The 3-gonal prism graph P3 in Example 2.7 satisfies
PL(1, 2, 1) =
6
27
x0 +
10
27
x1 +
11
27
x2 6= 2
9
x0 +
1
3
x1 +
4
9
x2 = J(1, 2, 1).
The binary tree B with the base point v0 of B defined in Example 2.8, satisfies
PL(1, 1, 2) =
1
9
x0 +
4
9
x2 +
4
9
x4 6= 1
6
x0 +
1
6
x2 +
2
3
x4 = J(1, 1, 2).
Corollary 4.9. If G is a Cayley graph equipped with the condition (S2) then we have
PL(i1, . . . , im) = J(i1, . . . , im) =
∑
k∈I(Γ) p
k
i1,...,im
xk for all k, i1, . . . , im ∈ I(Γ). We have
also pkiσ(1),...,iσ(m) = p
k
i1,...,im
for every permutation σ ∈ Sm and all k, i1, . . . , im ∈ I(G).
Proof. By Lemma 2.4, G is distance regular and produces a hypergroup H(G). Thus,
Theorem 4.4 and Theorem 4.5 imply the first assertion, and the commutativity and the
associativity of H(G) imply the second one. ✷
Example 4.10. For the Cayley graph Cay(Z2), we have PL(1, 2, 3) 6= PL(2, 3, 1).
In the end of this section, we shall present a formula with respect to the transition
probabilities giving the Markov chain discussed in Section 3, and constants of the pre-
hypergroup structure derived from G as follows:
Proposition 4.11. Let G be a Cayley graph which is not necessary finite and {pki,j}i,j,k∈I(G)
the constants giving the structure of the pre-hypergroup H(G) derived from G. For
i, j ∈ I(G) and n ∈ N, we have P
(
Z2 = j
∣∣∣∣ Z1 = i
)
=
∑
k∈I(G) p
j
i,kαk|Sk|. When G
is finite and has the uniform distribution, we have |Sj| =
∑M(G)
k=0 p
j
i,k|Sk|.
Proof. The proof is straightforward. ✷
5. Transition matrices associated with hypergroups derived from graphs
In this section, we will identify the hypergroup derived from a pointed graph with a
commutative algebra whose basis is transition matrices given by products in the hyper-
group, and estimate the operator norms of the transition matrices. We will clarify a
relationship between random walks and products of the transition matrices.
A finite hypergroup induces a finite dimensional unital algebla which can be identified
with a matrix algebra. This fact is true for the discrete infinite case. In other words,
for a not necessary finite discrete hypergroup H = {xi}i∈I(H) with a structure constant
{pki,j}i,j,k∈I(H), a family PH = {Pk}k∈I(H) of transition matrices Pk = (pjk,i)i,j∈I(H) satisfies
that PiPj =
∑
k∈I(H) p
k
i,jPk for all i, j ∈ I(H).
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Remark 5.1. The associativity of the hypergroup H(Γ, v0) derived from a pointed graph
(Γ, v0) is characterized by the commutativity of transition matrices PH(Γ,v0). That is, the
commutative pre-hypergroup H(Γ, v0) forms a hypergroup if and only if all of transition
probability matrices in PH(Γ,v0) = {Pk}k∈I(Γ,v0) mutually commute.
We can also define the transition matrices PH from a pre-hypergroup H by the same
way. Then, matrices in PH can be regarded as linear operators on the Hilbert space
ℓ2(H) := {(ξn)n∈I(H) | ξn ∈ C,
∑
n∈I(H) |ξn|2 <∞} as follows: for k ∈ I(H), we define an
operator, which is denote by Pk too, on ℓ
2(H) by Pk(ξ)n =
∑
l∈I(H) p
n
k,lξl for ξ = (ξn) ∈
ℓ2(H) with
∑
n∈I(H) |
∑
l∈I(Γ) p
n
k,lξl|2 < ∞. The actions can be regarded as the matrix
products of row vectors in ℓ2(H) and matrix Pk’s.
If Γ = G is a finite Cayley graph with the uniform distribution, then Proposition
4.11 implies that the distribution πG defined as (3.2) is a stationary distribution of all
transition matrices in PH(G). However, in the infinite case, Pk does not always have a
stationary distribution. Indeed, the transition matrix P1 associated with the hypergroup
H(Z) in Example 2.12 has no stationary distribution. For the irreducibility, there are the
case in which a transition matrix Pk associated with a hypergroup derived from a graph
is irreducible and the case in which it is reducible as follows.
Example 5.2. Let P1, P2 be the transition matrices associated with the hypergroupH(C4)
derived from the 4-cycle graph C4 = Cay(Z/4Z, {±1}). Then P1 is irreducible and P2 is
reducible.
Now, we shall estimate the operator norm of Pk associated with the pre-hypergroup
derived from a pointed graph. We define sets
Supp(k) = {(i, j) ∈ I(Γ)2 | pjk,i 6= 0}
Suppi(k) = {j ∈ I(Γ) | pjk,i 6= 0} ⊂ {|i− k|, |i− k|+ 1, . . . , i+ k},
Suppj(k) = {i ∈ I(Γ) | pjk,i 6= 0} ⊂ {|j − k|, |j − k|+ 1, . . . , j + k}.
Then, we have the following theorem.
Theorem 5.3. Let Γ be a pointed graph. For all k ∈ I(Γ), the operator Pk is a bounded
operator on ℓ2(H(Γ)). Moreover, if we define constants ck = supj∈I(Γ)
∑
i∈Suppj(k)(p
j
k,i)
2
and dk = supi∈I(Γ) |Suppi(k)| the operator norm of Pk is estimated as 1 ≤ ‖Pk‖ ≤
√
ckdk.
Proof. For every ξ = (ξn) ∈ ℓ2(H(Γ)), we have
‖Pk(ξ)‖2 =
∑
j∈I(Γ)
∣∣∣∣∣∣
∑
i∈I(Γ)
pjk,iξi
∣∣∣∣∣∣
2
=
∑
j∈I(Γ)
∣∣∣∣∣∣
∑
i∈Suppj(k)
pjk,iξi
∣∣∣∣∣∣
2
(5.1)
≤
∑
j∈I(Γ)

 ∑
i∈Suppj(k)
(pjk,i)
2



 ∑
i∈Suppj(k)
|ξi|2

 ≤ ck ∑
j∈I(Γ)
∑
i∈Suppj(k)
|ξi|2.
Interchanging of the order of the above sum, we have∑
j∈I(Γ)
∑
i∈Suppj(k)
|ξi|2 =
∑
(i,j)∈Supp(k)
|ξi|2 =
∑
i∈I(Γ)
∑
j∈Suppi(k)
|ξi|2 ≤ dk
∑
i∈I(Γ)
|ξi|2.
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By (5.1), the inequality ‖Pk‖ ≤
√
ckdk has been proved. Also, if ξ = (1, 0, . . .) ∈ ℓ2(H(Γ)),
we have ‖Pk(ξ)‖ = 1, and hence ‖Pk‖ ≥ 1 for all k ∈ I(H). ✷
Example 5.4. The transition matrix P1 associated with the hypergroup H(Z) has the
norm greater than 1. Indeed, taking ξn =
1
2n
for each n ∈ N0, the vector ξ = (ξn) ∈
ℓ2(H(Z)) has the norm 2√
3
and ‖P1(ξ)‖ =
√
2, and hence we have ‖P1‖ ≥
√
3
2
> 1.
We shall discuss the uniformly boundedness for the operators Pk (k ∈ I(Γ)) for a
pointed infinite graph Γ as the following corollary. (Obviously, when Γ is a finite graph
the set {‖Pk‖}k∈I(Γ) is bounded.)
Corollary 5.5. Let Γ be an infinite graph with a vertex set V and v0 ∈ V a base point.
If S(Γ) := supv∈V supk∈I(Γ) |Sk(v)| <∞ then we have ‖Pk‖ ≤ S(Γ)2.
Proof. It is enough to show that ck, dk ≤ S(Γ)2 by Theorem 5.3. For i, j, k ∈ I(Γ), we
have
Suppj(k) =
⋃
v∈Sk(v0)
{l ∈ N0 | Sl(v) ∪ Sj(v0) 6= ∅} =
⋃
v∈Sk(v0)
⋃
w∈Sj(v0)
{l ∈ N0 | w ∈ Sl(v)},
Suppi(k) =
⋃
v∈Sk(v0)
{m ∈ N0 | Si(v) ∪ Sm(v0) 6= ∅} =
⋃
v∈Sk(v0)
⋃
w∈Si(v)
{m ∈ N0 | w ∈ Sm(v0)}
by the definition of pjk,i. These imply that |Suppj(k)| ≤
∑
v∈Sk(v0)
∑
w∈Sj(v0) 1 = S(Γ)
2
and |Suppi(k)| ≤
∑
v∈Sk(v0) |Si(v)| ≤ S(Γ)2, and hence we have ck, dk ≤ S(Γ)2. ✷
Example 5.6. It is easy to check that the 1-dimensional lattice Cay(Z, {±1}) and the
infinite ladder graph L = Cay(Z ⊕ (Z/2Z), {(±1, 0), (0, 1)}) satisfy the assumption of
Corollary 5.5 and S(Z) = 2, S(L) = 4.
Corollary 5.7. Let (Γ, v0) be a pointed graph producing a hypergroup H(Γ) and PH(Γ)
the transition matrices associated with the hypergroup H(Γ). If Γ satisfies the conditions
(S1) and (S2) then we have (Pi1Pi2 · · ·Pim)i,j =
∑
k∈I(G) p˜
k
i1,i2,...,im
pjk,i for all m ∈ N and
i, j, i1, . . . , im ∈ I(Γ).
Under the assumption of the previous corollary, the k-th coefficient in Pim · · ·Pi1ξ0
coincides with p˜ki1,...,im, where ξ
0 = (1, 0, 0, . . .). In other words, a matrix product of Pk’s
describes a distribution of distances between and the base point and a vertex to which a
random walker reaches from the base point by some steps (see Remark 4.3 (2)).
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