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Some Distribution Numbers of the Hypercubic Association Scheme 
THOMAS BIER 
In this paper we compute various distribution numbers as defined in the preceding paper [I] for 
the case of the hypercubic (or Hamming) association scheme H(n, q). Quite generally speaking it 
appears that the computation of distribution numbers for H(n, q) is related to several topics in 
coding theory, and whenever a computation is possible, usually there is an important family of codes 
appearing as upper and/or lower bounds for the distribution numbers. 
In the first section we give some trivial upper and lower bounds, which enable us to compute the 
nth distribution number of H(n, q), and to get the very general bounds q below and qn -1 above. In 
the second section we use the orthogonal arrays of [5] to obtain many new values for distribution 
numbers, but we require q to be a prime power and n to be small, n ,,:; q + I or n ,,:; q + 2. In the 
third section we point out a generalization by relating the distribution numbers to a covering 
problem considered in [4], and this enables us to slightly improve some bounds of section one. In 
the fourth section we compute Vii (H(n, q)) for all n, q, and give some related results. In the fifth and 
sixth sections we obtain more general upper and lower bounds. In section seven we relate the 
distribution numbers of H(n, q) to those of H(n - I, q), and apply this relationship in section eight 
where we show that vl{l,2} (H(n, q)) < qn-2 for all n ;;;, q + 2, thereby complementing certain 
results in section three. The ninth section deals with the cubic case n = 3 and the tenth section with 
the binary case q = 2. 
In this paper we do not introduce any new methods to facilitate the computation of distribution 
numbers, but rather content ourselves to organising the problem in a straightforward way. To 
do sharper calculations the geometric questions must be complemented with more arithmetical 
methods. 
1. We shall apply theorem 5 of [I] to obtain some general bounds for the distribution 
numbers vt[(H(n, q». 
For I {I, 2, ... , i} we have vt[(H(n, q» ~ qn-i. (I) 
PROOFOF(l). WeletC[ = Q'x Fi C F" = H(n, q). Then obviously we have fore E C[ 
that wt(e) ~ i, i.e. C[ is an additive I-code. The corresponding additive J-design is 
CJ = F"-i X Q. We then have that CJ is a distribution set for the space E[. By theorems 
3, 5 of[l] (1) follows. 
For J = {i + I, i + 2, ... , n} we have vtJ(H(n, q» ;;;;, qi. (2) 
PROOF OF (2). Is dual to the above proof, using theorem 5 of [I] and the above sets C[, 
CJ • Alternatively we may remark that the J-designs Y = e + CJ form a disjoint union of 
qi J-designs, and for any vector e E EJ we have (e, Y) = 0 such that each J-design Y 
contributes at least one element to any distribution set X+(e), cf. Lemma I of [I]. 
We have for any subset I c J the formula vt[ ;;;;, vtJ' cf. [1] section 1. By specialising 
1= {j) c J = {j,j + I, ... , n} we obtain from (2) and this formula 
vtj(H(n, q» ;;;;, qj-I, for j = 1,2, ... , n. (3) 
Now assume some i (I ~ i ~ n) to be fixed, and let K be a set, K c {I, 2, ... , n} of 
order i. Let f E F. Define the set YAf) by 
YK(f) = {(Xl' X2, ... ,X.) E H(n, q)1 L Xk = f}. (4) 
kEK 
Apparently we have I YK(f) I = q' -I . 
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We have the following statement about the dual of the code YK(O): 
YAO)1- = {m C~K ek ) I m E Z} is an additive {O, i }-code. (5) 
Here we assume F to be the cyclic group F = Zjq, and ek = (0, ... , 0, 1,0, ... , 0). 
PROOF OF (5). The description of YK(O)1- follows directly from the defining equation of 
YK(O) in (4). Obviously every nonzero element in YK(O)1- is of weight I K I = i. 
Therefore it follows that the additive code YK(O) and more generally the additive 
codes YK(f) which are cosets of YK(O) are additive J-designs for J = {I, 2, ... , i-I, 
i + 1, ... , n}. By theorem 3 of [1] this implies that YK(f) are distribution-sets for the 
eigenspace Ei c IR[H(n, q)]. In formulas we have 
for any set I c {I, 2, ... ,n}, I =f. 0. 
Dually we may use the sets YK(f) and theorem 5 of [1] to obtain 
(6) 
(7) 
vtJ(H(n, q» ~ q, for J = {I, 2, ... , i-I, i + 1, ... , n}, (8) 
vtJ(H(n, q» ~ q, for any J ~ {l, 2, ... , n - 1, n}. (9) 
Note that (3) with j = nand (7) with I = {n} together imply 
vt.(H(n, q» = q'-', for all n, q. (10) 
Similarly note that (1) with I = {I, 2, ... , n - I} and (9) together imply 
vt/(H(n,q» = q, forI={l,2, ... ,n-I}, alln,q. (II) 
2. Let Y c H(n, q) be an orthogonal array of size N = A • qt, n constraints, q levels and 
index A of strength t. We consider Yas N rows of codewords of length n each, such that 
any subword oflength t appears in each selection of t columns exactly A times. For the exact 
definition of such an orthogonal array and for an existence result required below see [5]. We 
shall write OA(N, n, q, t, A) for such an orthogonal array. 
The following results are known: 
If Y is OA(N, n, q, t, A), then Y is a {l, 2, ... , t}-design. (12) 
For A 1, if Y is OA(N, n, q, t, I), then h + Y = {h + y lYE Y} c H(n, q) 
is also OA(N, n, q, t, 1). (13) 
(14) 
Here we assume that h, h" h2 E.Q x H(n - t, q) c H(n, q), and that some abelian group 
structure has been chosen on the alphabet F, so that H(n, q) = F" also becomes an abelian 
group. 
The result (12) and its converse is proved in [6], pp. 43-44. (13) and (14) are proved in [8]. 
Note that Y is not required to be a subgroup of H(n, q). 
Now we quote a result of Bush on the existence of OA(qt, n, q, t, 1) for q = p., prime. 
This says ([5] pp. 432-433) 
If q = p., p prime then there exists OA(q', n, q, t, 1) provided n :::; q + 
(and q > t). Further if p = 2 then there exists OA(q3, n, q, 3, 1) 
and OA(qq-" n, q, q - 1, 1) for n = q + 2. (15) 
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Ifwe let F = GF(p"), then these orthogonal arrays can be constructed as F-linear codes. 
By applying theorem 4 of [1] and using (15) we obtain 
vt{l.2 ..... tj(H(n, q» ~ qn-t, 
vt{l,2,3j(H(n, q» ~ qn-3, 
for q = pO, P prime and n ~ q + 1. 
for q = 2", n = q + 2. 
vt{l.2, ... q_I}(H(n, q» ~ q3, for q = 2", n = q + 2. 
Alternatively this follows directly from (13), (14) and lemma 1 of [1]. Together with (1) this 
implies 
vt{l,2, ... ,tj(H(n, q» = qn-t, 
vt{l,2,3j(H(n, q» = qn-3, 
vt{l.2, ... ,q_I}(H(n, q» = q3, 
for q = pO, P prime and n ~ q + 1. 
for q = 2", n = q + 2. 
for q = 2", n = q + 2, 
Dually we obtain for the complementary sets of indices 
vt{t+ 1, ... ,nj(H(n, q» = qt, 
vt{4,5, ... ,nj(H(n, q» = q3, 
vt{q,q+ I,Q+2j(H(n, q» = qn-3, 
for q = pO, P prime and n ~ q + 1. 
for q = 2", n = q + 2. 
for q = 2", n = q + 2. 
(16) 
(17) 
(18) 
(19) 
(20) 
(21) 
3. We may define a covering array of size N, n constants, q levels and index A of strength 
t as a set Y c H(n, q) such that any subword of length t appears in each selection of t 
columns of Yat least A times. Dually we may define a packing array by replacing the words 
'at least' by the words 'at most'. We shall denote covering arrays by CA(N, n, q, t, A), 
Obviously we have 
An array is orthogonal iff it is a covering and a packing array. (22) 
We now prove 
Let J = {t + 1, ... , n}, and let e E EJ be any general vector. Then the 
distribution set X+(e) is a CA(N, n, q, t, 1), where N = IX+(e)l. (23) 
PROOF OF (23). Choose any t columns, i l < i2 < . . . < it say and let (XiI' ... , Xi) be 
any given subword in those columns. The set Y c H(n, q) given by Y = {(YI' ... ,Yn) E 
F"IYi = Xi' j = 1, 2, ... , t} is a coset of the additive code C = {(YI"" ,Yn)E 
J J 
Fn I Yi = 0, j = 1, 2, ... , t}. As in the proof of (1) we see that C, therefore also Y is a 
J 
J-design. By Lemma 1 of [I] it follows that for any general vector e E EJ we have 
IX + (e) n Y I ~ 1, i.e. X + (e) contains at least one codeword whose restriction to columns 
i l < i2 < ... < it is (XiI' ... , Xi). This shows that X + (e) is indeed a CA(N, n, q, t, 1), 
with N = IX+(e)l. 
Let us denote by NCA (n, q, t, 1) the smallest possible cardinality of a covering array with 
parameters CA(N, n, q, t, 1), i.e. 
NCA(n, q, t, 1) = min {NICA(N, n, q, t, I) exists}. 
By restricting a CA(N, n, q, t, 1) to those codewords which contain a fixed symbol in the 
(say) last column, we immediately obtain 
NCA(n, q, t, 1) ~ q. NCA(n - 1, q, t - 1, 1). (24) 
10 T. Bier 
This inequality may be used to derive bounds for the size of a distribution set which are 
slightly stronger than those of (2). For example it is well-known that NCA (q + 2, q, 2, 1) ~ 
q2 + 1 and thus 
NCA(q + t, q, t, 1) ~ q' + q'-2, 
This yields for J = {t + 1, ... , n} 
for t ~ 2. (25) 
vt, (H(q + t, q» ~ q' + q' -2, for t ~ 2. (26) 
by combining (23) and (25). 
In (26) for q = 2 and t = 2, 3 equality is attained, i.e. we have 
vt,(H(2 + t,2» = N CA (2 + t, 2, t, 1) = 2' + 2'-2, for t = 2,3, (27) 
as is seen by inspecting the vector e = PAx) for any x E H(2 + t, 2). 
Also we remark that for t = n - 1 in Section 1 we have already constructed 
OA(qn-1, n, q, n - 1,1) for all n, q, and we conclude 
vtAH(n,q» = NCA(n,q,n - 1,1) = qn-'. 
More generally for any n ~ q + 2 we have NCA(n, q, 2, 1) ~ q2 + 1 and thus we have by 
(24) for all n ~ q + t, t ~ 2 
NCA(n, q, t, 1) ~ q' + q'-2 
and thus it follows that for J = {t + 1, ... , n} 
for n ~ q + t, t ~ 2. (28) 
Of course in general such estimates will be far from best possible; they should just serve to 
illustrate the point that in general vt, (H(n, q» may not just be a power of q. 
4. We now discuss the special cases t = 1 and t = 2. 
For t = 1 an OA(q, n, q, 1, 1) isjust a set of q points in H(n, q) such that no two points 
agree in any coordinate. Such a set is easily constructed for each n, q. This may be seen by 
letting 
Y = {(f,j, ... ,J)ljE F}. 
By applying theorem 5 of [1] we conclude that 
for all n, q. 
vt,(H(n, q» = qn-', 
vt{2.3 ..... n)(H(n, q» = q, 
(29) 
(30) 
For t = 2 an OA(q2, n, q, 2, 1) is just a set of n mutually orthogonal latin squares of size 
q x q over some alphabet Fwith q letters. In general for a given q it is not known for what 
values ofn ~ q + 1 OA(q2, n, q, 2, 1) exists. In case q = pa,p prime it is well known that 
for all n ~ q + 1 OA(q2, n, q, 2, 1) exists. Also for n = 4 it is a famous result (,falsity of 
Eulers conjecture') that OA(q2, 4, q, 2, 1) exists for all q i= 2, 6. This implies 
vt{l.2)(H(4, q» = q22'} 
vt{3.4)(H(4, q» = q , 
for all q i= 2, 6. 
(31) 
(32) 
For q = 2, 6 the corresponding equations (32) are not true. Indeed for q = 2 we find 
from [3] 
vt{l.2)(H(4,2» 
vt{3.4)(H(4,2» 
3 
5. 
(33) 
(34) 
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In the particular case n = q + 1 we may say slightly more. If q = p., p prime it is well 
known that OA(q2, q + 1,2, I) does exist. If Y denotes such an orthogonal array that is 
a linear code over GF(q) then the weight distribution of Y is known, cf. [7] p. 321, ch. II, 
sect. 4, theorem 6. It follows that Y has only got codewords of weight 0 or q. Applying 
theorem 5 of [1] we find from this fact combined with (I) 
for q = p., p prime, I = {I, 2, ... , q - I, q + I}. 
for q = p., p prime. 
In a similar fashion we also obtain 
for q = 2·, I = {I, 2, ... ,q - 1, q + I}, 
for q = 2·. 
(35) 
(36) 
(37) 
(38) 
5. Let F carry the structure of some abelian group, and assume that there exists a 
group code C c H(m, q) that is a J-code for some set J = {I + I, ... , m}. Then by 
theorem 5 of [1] we obtain for the set I = {I, 2, ... , I} vI/(H(m, q» ~ I C I. 
Now let n = a· m + s,O :::; s :::; m - 1 and put 
ca = {(CI, C2 , ••• , Ca, O)lc; E C} (39) 
where C; E C c H(m, q), 0 E H(s, q) and let C c H(n, q). Since C is an additive J-code, 
it clearly follows that C also is an additive J = {t + 1, ... , n} code. We have 
I ca I = I C la and thus we obtain 
vI/(H(n, q» ~ I Cia, where I = {I, 2, . . . , I}, a = [: l (40) 
We apply this simple observation in connection with the results of the previous section. 
Let q = p., p prime and let C be OA(qq+ I ~', q + 1, q, I, 1). It is clear that the dual of 
C is OA(q', q + 1, q, I, I) and thus C is an I-code for I = {I, 2, ... , I}. By taking 
m = q + 1 we get from (40) 
where a = [q : I]' q = p., p prime. (41) 
In particular for n = a(q + I) we get by combining (41) and (I) 
for n = a(q + 1), q = p., p prime. (42) 
Sometimes (42) can be improved by using BCH-codes. For a given n the BCH-code C of 
designed distance J = t + 1 and length n has dim (C) ~ n - m· t, where m is the 
smallest positive integer such that n I qm - 1. So for example if n = a(q + 1) and 
al(q - I), so that nlq2 - I, we may take m = 2 to get 
for n = a(q + I), al(q - I), 
q = p., p prime, I = {I, 2, ... , I}. (43) 
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More general estimates improving (42) are possible along similar lines. Also the bounds (42) 
and (43) imply obvious dual results like 
for n = a(q + I), q = p', p prime, 
J = {t + I, ... , n}. 
for n = a(q + I), al(q - I), q = p',p prime, 
J = {t + I, ... , n}. 
6. In this section we show that 
(44) 
(45) 
vt{1.2}(H(q + 2, q» ~ qq - I, for all q ~ 2. (46) 
Since we have (33) for q = 2 we may assume q > 2. In (1) we have seen that 
W = Fq x (0,0) C p+2 is a distribution set for 1= {l, 2}. The distribution vector is of 
the form e = q2 W - P + 2 and accordingly has the positive coordinates q2 - 1 and the 
negative coordinates - l. We shall show that for any W E W we can subtract a suitable 
multiple of the vector Pr(w) from e to obtain a vector e - IXPr(W) with distribution set 
W - {w}. 
For I = {I, 2} the vector Pr(w) takes the value (for n = q + 2) 
(n - d)(q - 1) - d + (n ~ d) (q - 1)2 - d(n - d)(q - 1) + (:) (47) 
at the coordinate x = (Xl, ... ,Xq+2) E H(q + 2, q), and where d = dt(x, w). The 
number (47) is largest for d = 0 where it is equal to 
n(q - 1) + (~) (q - 1)2, for n = q + 2, (48) 
and it is smallest for d = q and for d = q + 1, where a short calculation shows that it takes 
the value 
(49) 
if we let d range over the integers {O, 1, ... , q + 2}. 
Now we estimate the ratio of the integer in (48) and the negative of the integer in (49) 
to find (using q ~ 3) 
. [ (48) ] 
ratIo _ (49) = 
which proves (46). 
(q + 2)(q + l)(q - 1)2 + 2(q + 2)(q - I) 
q2_q+2 
(q + 2)(q + l)(q - 1)2 
> ~--~~--~~---(q - I)(q + 2) 
I do not know whether (46) generalizes to higher values of t. 
(50) 
7. We now give another general estimate connecting the distribution numbers of H(n, q) 
with those of H(n - 1, q). Decompose H(n, q) as the disjoint union of q copies of 
H(n - 1, q) by fixing the last coordinate of H(n, q) in q different ways. This induces an 
obvious orthogonal sum decomposition 
I IR[H(n, q)] = f E F IR[H(n - 1, q)j] (51) 
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where H(n - I, q)f = {(Yb ... ,Yn) E H(n, q) 1 Yn = J}. We identify H(n - I, q)f = 
H(n - I, q). 
Now let Ei~,I) and Ein- I) be the (i - I)th and ith eigenspaces in IR[H(n - I, q)] 
respectively and let 
E-(n-I,I) - {( )1 E(n-I) + + .. , + - O} i-I - VI"" ,Vq VjE i-I ,VI V2 Vq - • 
Ein-I,I) = {(v, V, .•• , v)lv E Ein- I)} c IR[H(n, q»). 
(52) 
(53) 
Then using the definitions (52), (53) and the decomposition (51) we find in IR[H(n, q)] 
Ein) = Ei~ ,I, I) .1. Ein - I, I) • (54) 
This is seen by noting the inclusions Et ,I, I) , Ein - I, I) C Ein) and then checking the dimen-
sions 
dim Ei~,I,I) 
dim Ein - I, I) 
(q _ I) dim Ei~,I) = (q - I) (~ - I) (q _ IY- I , 
I - I 
dim Ein) = (:) (q - It 
Alsoifweleti = (XI,.", xn) E H(n, q),x = (XI, ... , xn-d E H(n - I, q), then we 
have for the canonical projection vectors into the eigenspaces 
p/n) (i) = (_p;(~,I)(X) + p;(n-I)(x)"", (q - I)P/~,I)(X) + p/"-I)(X),.,. 
I st component xn component 
, .. , _p;(~,I)(X) + p/n-I)(x» 
qth component 
where the components are taken with respect to the decomposition (51), 
(55) 
Now assume that Y c H(n - I, q) is a distribution set wrt the ith eigenspace Ein-I), 
i.e, there exists a vector e E Ei" - I) such that 
<e, p;(n-I) (y» > 0, 
<e, p;(n - I) (x» < 0, 
for all Y E Y 
for all X E X - y, 
Then the vector (e, e, ... , e) E Ein - I, I) C Ein) is a distribution vector for H(n, q) wrt 
the ith eigenspace Ein) having the distribution set Y x F. This is clear from (53) (55). 
Therefore we obtain 
vti(H(n, q» ~ q' vti(H(n - I, q», for I ~ i ~ n - 1. (56) 
Similarly we may sum over different eigenspaces to obtain 
vt[(H(n, q» ~ q' vt[(H(n - I, q», forIc {l,2, ... ,n-I}. (57) 
We may apply (57) in connection with (46) to obtain 
vt{l,2}(H(n, q» ~ qn-2 - qn- q -2, for all n ~ q + 2. (58) 
This formula complements (for t = 2 at least) the formula (26). 
8. In this section we give some (rather weak) bounds for the case of even and odd sets 
I c {I, . , . , n}, We call a subset I c {I, 2, . , . , n} even or odd if it contains only even 
or odd numbers. 
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We let F = Zlq and construct the following group codes. For n = 2m we define 
C c H(2m, q) by 
(59) 
where ei = (0, ... , 1, ... , 0) and < ... ) denotes the abelian group generated by the 
elements inside the bracket. Obviously C is a group code and I C I = qm. Also it is clear from 
(59) that all elements in C have even weight. Thus we may apply theorem 5 of [1] and obtain 
for any odd set I. (60) 
In particular by letting I = {I, 3, ... , 2m - I} and J = {2, 4, 6, ... , 2m} we obtain 
dually 
for J = {2, 4, 6, ... ,2m}. (61) 
Here W = C.l is a distribution set of size qm. 
For n = 2m + I we again define C by (59), C c H(2m + 1, q), and as before we find 
vl/(H(2m + I, q)) ~ qm, 
vIJ (H(2m + I, q)) ~ qm+l, 
for any odd set I, 
for J = {2, 4, 6, ... ,2m}. 
(62) 
(63) 
In connection with (36) we obtain the particular cases 
V/{I,3}(H(4,3)) = VI{2.4}(H(4,3)) = 9. (64) 
9. Most of the results obtained so far have been trivial in the sense that the number 
vI/(H(n, q)) was a power of q. In this section we shall discuss those distribution numbers 
of the cubic case n = 3 that have not yet been obtained, i.e. the cases 1= {2}, J = {I, 3} 
and we shall show that the results will be numbers strictly less than q2 (for q > 2). 
First consider E2 c IR[H(3, q)], and choose a particular point, i.e. (0, 0, 0) E H(3, q). 
Let 
Yi = {(YI,Y2,0)IYI #- OandY2 #- O} u {(0,0,Y3)IY3 #- OJ, (65) 
so that Y2 consists of all points on the face Y3 = ° of the cube H(3, q) which are second 
associates of (0, 0, 0) together with all points not on that face which are first associates of 
(0, 0, 0). Then Y2 is a distribution set with respect to the distribution vector 
e= LP2 (Y)EE2 • (66) 
yE Y2 
First we record the values of the Krawtchouk-polynomials needed for this case, i.e. f9r 
K2 (x) = K2 (x, 3) we find 
K2(0) = 3(q - 1)2, K2(l) = (q - I) (q - 3), K2(2) = - 2q + 3, K2(3) = 3. (67) 
Then we use these values to calculate the inner products <e, P2 (z) for Z E H(3, q) as 
follows 
<e, Piz) q • (2q - 1), for z = (YI, Y2' 0) and YI #- 0, Y2 #- 0. 
<e, P2(z) q( _ (q _ 1)2), for z = (YI, Y2, 0) and exactly one of Yl> Y2 
being nonzero. 
<e, P2(z) q(_(q _ 1)2), for z = (0, 0, 0). 
<e, P2(z) q( - I), for z = (YI, Y2' Y3) with Y3 #- 0, (YI, Y2) #- (0,0). 
<e, P2(z) q(q2 _ I), for z = (0, 0, Y3) with Y3 #- 0. (68) 
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These calculations show that Y2 is a distribution set wrt E2 c IR[H(3, q)], and therefore we 
find 
(69) 
Now regard E{I,3} c IR[H(3, q)] and choose a particular point, i.e. (0, 0, 0) E H(3, q). 
Let 
(70) 
so that YI,3 consists of all points with exactly one nonzero coordinate. Then we can show 
that for q > 2 the set YI,3 is a distribution set wrt E{I,3} with associated distribution vector 
e = PI (0, 0, 0) - P3(0, 0, 0). (71) 
For any x E H(3, q) with dt(x,!D = i, ° ~ i ~ 3 the inner products <e, PI (x) + P3(x) 
are given by 
<e, PI (x) + P3(x) = KI(i) - K3(i), 
which can be calculated to be 
KI(O) - K3(0) 
KI (l) - K3(1) 
KI (2) - K3 (2) 
_q3 + 3q2 - 2, 
q2 _ 2, 
-2, 
KI (3) - K3(3) - 2. 
(72) 
(73) 
It clearly follows that for q ~ 3 YI,3 is a distribution set, while for q = 2 the set 
Y1,3 u {(O, 0, O)} is a distribution set. This implies 
vt{l,3} (H(3, q)) ~ 3q - 3, for q ~ 3, (74) 
vt{l.3}(H(3, 2)) ~ 3q - 2 = 4, for q = 2, (75) 
We shall see in the next section that we have equality in (75). 
On the other hand we may construct the following vector in EI,3 C IR[H(3, 3)] that 
shows vt{l,3}(H(3, 3)) ~ 4: 
-1 -1 -4 -1 -1 -4 -4 -4 -16 
-7 20 -1 
20 -7 -1 
20 -7 -1 
-7 20 -1 
-1 -1 -4 
-1 -1 -4. 
Indeed by a laborious elaboration of all possibilities we see that 
vtp, 3} (H(3, 3)) = 4, 
vt2(H(3, 3)) = 6, 
showing that for q = 3 we have equality in (69), but not in (74). 
(76) 
(77) 
10. We now discuss the special case of the binary hypercubic association scheme H(n, 2), 
Denote by u = (1, 1, . , . , 1) E H(n, 2) the all-one vector. Let C c H(n, 2) be the 
(n - I)-dimensional code consisting of all vectors of H(n, 2) of even weight. For any 
x E H(n, 2), and for i odd, 1 ~ i ~ n we find 
Pi(x) + ~(x + u) = 0, 
which implies 
vt/(H(n, 2)) for any odd set Ie {l, 2, .. , , n}. (78) 
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Dually we obtain 
vtJ (H(n, 2» = 2, for any J :::> {2, 4, ... , 2 . [~]} . (79) 
In (78) a distribution set is obtained as H(n - 1,2), and in (79) a distribution set is 
obtained as {O, u}. Similarly it is not difficult to show that for n = 2m we have 
vt/(H(2m,2» = 4, for I = {2, 4, ... , 2m - 2}, (80) 
and a distribution set is given by {O, u, x, x + u} where x E H(2m, 2) and wt(x) == 1(2). 
For any x E H(n, 2) and i even we note the relation 
P;(x) = P;(x + u), 
which implies that 
vt/(H(n, 2» == 0(2), for any even set I c {I, 2, ... , n}. 
More precisely we note the relation 
vt2;(H(n + 1,2» = 2VI{2i_,.2ij(H(n, 2» 
and a corresponding relation for any even subset I c {I, 2, ... , n} 
(81) 
(82) 
vt/(H(n + 1,2) = 2vIJ (H(n, 2» (83) 
where J = Uie[ {i - I, i}. 
Formulas (82) and (83) follow from the isomorphism Ei7 + I) ~ Ei7~ 1 1. Ei7) carrying 
P2i(X) into P2i - 1 (x) + P2i (X), where x = x or x = x + u whichever is in H(n, 2). 
We have seen in (78) and (79) that the sets {I, 3, 5, ... } and {2, 4, 6, ... } do not give 
interesting distribution problems in the binary case. However we have certain other sets 
which play the role of the sets {l, 3, 5, ... } and {2, 4, 6, ... } for q > 2. These are 
1(1, 2) {l, 2, 5, 6, ...... }, 
1(2, 3) = {2, 3, 6, 7, ...... }, 
1(3, 4) {O, 3, 4, 7, 8, ... }, 
(84) 
1(1,4) {O, 1, 4, 5, 8, ... }, 
where in general I(i,}) = {kiO ~ k ~ n, k == i(4) or k == }(4)}. 
We have the following general results about the dimensions of E[ and the configurations 
p/(x) E E/ for x E H(n, 2). 
Letn == 1(4) and I = 1(1,2),] = 1(3, 4)orletn == 3(4) and I = 1(2,3),] = 1(1,4). 
Then we have 
dim E[ = 2" - 1 = dim EJ (85) 
and the configuration of vectors p/(x) is obtained by the matrix 
(86) 
where n = 2m + I and H 2n _ I is the standard Hadamard matrix with constant row sum 
- 2m and of size 2" - 1 X 2" - I. 
This observation leads us to define the distribution problem for any Hadamard matrix 
HN of constant row sum - 2M and of order N = (2M)2 as the distribution problem of the 
2N vectors given in the matrix 
[(2M) • Id, HN]' 
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TABLE I 
I dimE, vt,(H(4,2» 
{I, 2, 3, 4} 15 I 
{I, 2, 3} 14 2 
{I, 2, 4} II 2 
{I, 3, 4} 9 4 
{2, 3, 4} II 2 
{I,2} 10 3 
{I, 3} 8 8 
{I,4} 5 5 
{2, 3} 10 3 
{2,4} 7 2 
{3,4} 5 5 
{I} 4 8 
{2} 6 4 
{3} 4 8 
{4} I 8 
All other cases of n odd with the above sets I (i, j) are reducible to the cases n even in a 
straightforward sense. 
In the case n even all the spaces E/, EJ and configurations p/(x), PAx) can either be 
related to certain obvious smaller configurations, or they are related to the spaces and 
configurations arising from the decomposition of the spaces ~[V± (2m)] into the eigen-
spaces of the (0, I, -I)-adjacency matrix of the graphs V± (2m), which are defined by the 
quadratic forms Q± : ~2m -+ ~ (see [2], Kap. IV) 
Q±(xl , ••. , X2m) = XIXm + 1 + ... + XmX2m + B(X~ + xt,,), 
where B = 0 for + and B = I for -. The details of these assertions as well as computations 
for vt/(H(n, 2» for the above sets I = I(i,j) shall be given in another paper. 
Concluding we give (without complete proof, but many of the entries have been given 
above) in Table I the distribution numbers of H(4, 2). 
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