Linear widths of weighted Sobolev classes with conditions on the highest
  order and zero derivatives by Vasil'eva, A. A.
ar
X
iv
:2
00
6.
11
56
4v
1 
 [m
ath
.FA
]  
20
 Ju
n 2
02
0
Linear widths of weighted Sobolev classes with
conditions on the highest order and zero derivatives∗
A.A. Vasil’eva†
Abstract
In this paper order estimates for the linear widths of some function classes
are obtained; these classes are defined by restrictions on the weighted Lp1-
norm of the rth derivative and the weighted Lp0-norm of zero derivative.
Keywords: weighted Sobolev classes, function class intersections, linear widths
1 Introduction
In [1] order estimates for the Kolmogorov widths of some weighted Sobolev classes
with conditions on the highest order and zero derivatives in a weighted Lebesgue
space were obtained. These classes are defined as
M =
{
f : Ω→ R :
∥∥∥∥∇rfg
∥∥∥∥
Lp1 (Ω)
6 1, ‖wf‖Lp0(Ω) 6 1
}
(1)
(here Ω ⊂ Rd is a domain, r ∈ N, 1 < p0, p1 6∞, g, w : Ω→ (0, ∞) are measurable
functions). The weighted Lebesgue space is defined as
Lq,v(Ω) =
{
f : Ω→ R| ‖f‖Lq,v(Ω) <∞
}
, where ‖f‖Lq,v(Ω)=‖fv‖Lq(Ω);
here 1 6 q < ∞, v : Ω → (0, ∞) is a measurable function. Three examples were
considered. In the first two of them, Ω is a bounded John domain, the weights are
functions of the distance from an h-set Γ ⊂ ∂Ω. In the third example, Ω = Rd, the
weights have the form
g(x) = (1 + |x|)β, w(x) = (1 + |x|)σ, v(x) = (1 + |x|)λ. (2)
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In this paper we obtain the estimates for the linear widths of a set M in the space
Lq,v(Ω).
The problem on estimating the Kolmogorov and linear widths of weighted Sobolev
classes with different constraints on the derivatives was studied in [2–14]. For details,
see [1].
We give the necessary definitions.
Let X be a normed space. By L(X, X) we denote the family of linear continuous
operators on X , by rkA, the dimension of the range of an operator A. Let C ⊂ X ,
n ∈ Z+. The linear n-width of a set C in the space X is defined as
λn(C, X) = inf
A∈L(X,X), rkA6n
sup
x∈C
‖x−Ax‖.
For 1 6 p 6∞, we write p′ = p
p−1
.
Definition 1. Given s∗, θ˜, θˆ ∈ R, we define the numbers j0 ∈ N and θj ∈ R
(1 6 j 6 j0) as follows.
1. Let p0 > q, p1 > q. Then j0 = 2, θ1 = s∗, θ2 = θ˜.
2. Let p0 > q, and, in addition, p1 < q 6 2 or 2 6 p1 < q. Then j0 = 3,
θ1 = s∗ +
1
q
− 1
p1
, θ2 = θ˜, θ3 = θˆ.
3. Let p0 6 q, p1 6 q, and, in addition, q 6 2 or min{p0, p1} > 2. Then j0 = 2,
θ1 = s∗ +
1
q
− 1
p1
, θ2 = θˆ.
4. Let p1 > q, and, in addition, p0 < q 6 2 or 2 6 p0 < q. Then j0 = 3, θ1 = s∗,
θ2 = θ˜, θ3 = θˆ.
5. Let p0 6 2 < q, p1 6 2 < q,
1
p0
+ 1
q
> 1, 1
p1
+ 1
q
> 1. Then j0 = 4,
θ1 = s∗ +
1
2
− 1
p1
, θ2 =
q(s∗+1/q−1/p1)
2
, θ3 = θˆ +
1
2
− 1
q
, θ4 =
qθˆ
2
.
6. Let p0 < p1 6 2 < q,
1
p0
+ 1
q
6 1, 1
p1
+ 1
q
6 1.
(a) If p0 < p1 < 2, then j0 = 5, θ1 = s∗ +
1
q
− 1
2
, θ2 =
p′1(s∗+1/q−1/p1)
2
,
θ3 = θˆ+
(
1
p0
− 1
p1
)(
1− θ˜
s∗
)
+ 1
p1
− 1
2
, θ4 =
p′1
2
(
θˆ +
(
1
p0
− 1
p1
)(
1− θ˜
s∗
))
,
θ5 =
p′0θˆ
2
.
(b) If p0 < p1 = 2, then j0 = 3, θ1 = s∗ +
1
q
− 1
2
, θ2 = θˆ+
(
1
p0
− 1
2
)(
1− θ˜
s∗
)
,
θ3 =
p′0θˆ
2
.
7. Let p1 < p0 6 2 < q,
1
p0
+ 1
q
6 1, 1
p1
+ 1
q
6 1.
(a) If p1 < p0 < 2, then j0 = 5, θ1 = s∗ +
1
q
− 1
2
, θ2 =
p′1(s∗+1/q−1/p1)
2
,
θ3 = θˆ +
(
1
p1
− 1
p0
)
θ˜
s∗
+ 1
p0
− 1
2
, θ4 =
p′0
2
(
θˆ +
(
1
p1
− 1
p0
)
θ˜
s∗
)
, θ5 =
p′1θˆ
2
.
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(b) If p1 < p0 = 2, then j0 = 4, θ1 = s∗ +
1
q
− 1
2
, θ2 =
p′1(s∗+1/q−1/p1)
2
,
θ3 = θˆ +
(
1
p1
− 1
2
)
θ˜
s∗
, θ4 =
p′1θˆ
2
.
8. Let p := p1 = p0 < 2 < q,
1
p
+ 1
q
6 1. Then j0 = 4, θ1 = s∗ +
1
q
− 1
2
,
θ2 =
p′(s∗+1/q−1/p)
2
, θ3 = θˆ +
1
p
− 1
2
, θ4 =
p′θˆ
2
.
9. Let p0 < 2 < q, p1 6 2 < q,
1
p0
+ 1
q
> 1, 1
p1
+ 1
q
< 1.
(a) If p1 < 2, then j0 = 6, θ1 = s∗ +
1
q
− 1
2
, θ2 =
p′1(s∗+1/q−1/p1)
2
, θ3 =
θˆ+
(
1
p0
− 1
p1
)(
1− θ˜
s∗
)
+ 1
p1
− 1
2
, θ4 =
p′1
2
(
θˆ +
(
1
p0
− 1
p1
)(
1− θ˜
s∗
))
, θ5 =
θˆ + 1
2
− 1
q
, θ6 =
qθˆ
2
.
(b) If p1 = 2, then j0 = 4, θ1 = s∗ +
1
q
− 1
2
, θ2 = θˆ +
(
1
p0
− 1
2
)(
1− θ˜
s∗
)
,
θ3 = θˆ +
1
2
− 1
q
, θ4 =
qθˆ
2
.
10. Let p0 6 2 < q, p1 < 2 < q,
1
p0
+ 1
q
< 1, 1
p1
+ 1
q
> 1.
(a) If p0 < 2, then j0 = 6, θ1 = s∗ +
1
2
− 1
p1
, θ2 =
q(s∗+1/q−1/p1)
2
, θ3 =
θˆ +
(
1
p1
− 1
p0
)
θ˜
s∗
+ 1
p0
− 1
2
, θ4 =
p′0
2
(
θˆ +
(
1
p1
− 1
p0
)
θ˜
s∗
)
, θ5 = θˆ +
1
2
− 1
q
,
θ6 =
qθˆ
2
.
(b) If p0 = 2, then j0 = 5, θ1 = s∗ +
1
2
− 1
p1
, θ2 =
q(s∗+1/q−1/p1)
2
, θ3 =
θˆ +
(
1
p1
− 1
2
)
θ˜
s∗
, θ4 = θˆ +
1
2
− 1
q
, θ5 =
qθˆ
2
.
11. Let 2 < p0 < q, p1 < 2,
1
p1
+ 1
q
6 1. Then j0 = 4, θ1 = s∗ +
1
q
− 1
2
,
θ2 =
p′1(s∗+1/q−1/p1)
2
, θ3 = θˆ +
(
1
p1
− 1
2
)
θ˜
s∗
, θ4 =
p′1θˆ
2
.
12. Let 2 < p1 < q, p0 < 2,
1
p0
+ 1
q
6 1. Then j0 = 3, θ1 = s∗ +
1
q
− 1
p1
,
θ2 = θˆ +
(
1
p0
− 1
2
)(
1− θ˜
s∗
)
, θ3 =
p′0θˆ
2
.
Notice that here for q > 2 the following cases are not considered: a) p0 > q,
p1 6 2, b) p1 > q, p0 6 2, c) p0 > 2,
1
p1
+ 1
q
> 1, d) p1 > 2,
1
p0
+ 1
q
> 1.
We formulate the theorem about order estimates of the linear widths for the
third example from [1].
Theorem 1. Let Ω = Rd, r ∈ N, 1 < p0, p1 6∞, 1 < q <∞; suppose that p0, p1, q
satisfy one of the conditions from Definition 1. Let (2) hold, r
d
+min
{
1
q
, 1
p0
}
− 1
p1
> 0,
min{β + σ + d/p0 − d/p1, β + σ} > 0. We set s∗ =
r
d
,
θ˜ =
r
d
·
σ − λ+ d
p0
− d
q
β + σ + r + d
p0
− d
p1
,
3
θˆ =
σ
(
r
d
+ 1
q
− 1
p1
)
+ β
(
1
q
− 1
p0
)
− λ
(
r
d
+ 1
p0
− 1
p1
)
β + σ + r + d
p0
− d
p1
,
Z = (r, d, p0, p1, q, β, σ, λ). Suppose that θ˜ > 0 for p0 > q, θˆ > 0 for p0 < q. Let
the set M be defined by (1), and let j0 ∈ N and θj be defined according to Definition
1. Suppose that there is j∗ ∈ {1, . . . , j0} such that θj∗ < minj 6=j∗ θj. Then
λn(M, Lq,v(R
d)) ≍
Z
n−θj∗ .
This theorem generalizes and refines the result from [7] (p. 165, Theorem 9,
except the case n = δ2).
For the first and the second example from [1], the theorem can be formulated
similarly; the number θ˜ is defined, respectively, by [1, formulas (5) and (11)]; the
number θˆ is defined, respectively, by [1, formulas (6) and (12)].
The paper is organized as follows. In §2 upper estimates for the linear widths of
the function classes BXp1(Ω)∩BXp0(Ω) are obtained (these classes were introduced
in [1]). In §3 the lower estimates are proved. This together with arguments from [1,
§4, 5] yields Theorem 1, as well as order estimates for the linear widths for the other
two examples from [1].
2 Upper estimates for the linear widths of the
classes BXp1(Ω) ∩ BXp0(Ω).
The spaces Xpi(Ω) (i = 0, 1) and Yq(Ω), the subspace P(Ω) of dimension r0 ∈ N,
the numbers c > 1, s∗ >
(
1
p1
− 1
q
)
+
, γ∗ > 0, k∗ ∈ N, α∗ ∈ R, µ∗ ∈ R are as in [1, §2];
we suppose that Assumptions A–F from [1] hold; in addition, we suppose that the
projections PE are continuous.
We set
θ˜ =
s∗
(
α∗ +
γ∗
p0
− γ∗
q
)
µ∗ + α∗ + γ∗
(
s∗ +
1
p0
− 1
p1
) , θˆ = α∗
(
s∗ +
1
q
− 1
p1
)
+ µ∗
(
1
q
− 1
p0
)
µ∗ + α∗ + γ∗
(
s∗ +
1
p0
− 1
p1
) , (3)
Z0 = (p0, p1, q, r0, c, k∗, s∗, γ∗, µ∗, α∗).
The numbers j0 ∈ N and θj ∈ R (1 6 j 6 j0) are defined according to Definition 1.
Theorem 2. Let
min
{
s∗, s∗ +
1
q
−
1
p1
, s∗ +
1
p0
−
1
p1
}
> 0, (4)
min
{
µ∗ + α∗ +
γ∗
p0
−
γ∗
p1
, µ∗ + α∗
}
> 0. (5)
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Suppose that α∗ >
γ∗
q
− γ∗
p0
for p0 > q, α∗
(
s∗ +
1
q
− 1
p1
)
> µ∗
(
1
p0
− 1
q
)
for p0 6 q,
p1 6 q or for p0 < q, p1 > q. Let p0, p1, q satisfy one of the conditions 1–12 from
Definition 1. Suppose that there exists j∗ ∈ {1, . . . , j0} such that θj∗ < minj 6=j∗ θj.
Then
λn(BXp0(Ω) ∩BXp1(Ω), Yq(Ω)) .
Z0
n−θj∗ .
Proof. In [1, p. 8] the partition {Ωt}t>t0 of Ω, the operators Pt,m : Yq(Ω) → Yq(Ω)
and the numbers νt,m, ν
′
t,m ∈ Z+ were defined. Here we notice their following
properties:
(Pt,mf)|Ω\Ωt = 0, f ∈ Yq(Ω), t > t0, (6)
rkPt,m 6 ν
′
t,m .
Z0
2γ∗k∗t · 2m, rk (Pt,m+1 − Pt,m) 6 νt,m .
Z0
2γ∗k∗t · 2m. (7)
Taking into account that the operators Pt,m are linear and continuous (since the
projections PE are continuous), and repeating the arguments from [1, pp. 14–16,
19–21], we obtain:
1. if p0 > q, p1 > q, the linear widths are estimated as the Kolmogorov widths;
this implies the upper estimate in case 1 of Definition 1;
2. if p1 < q < p0 and, in addition, q 6 2 or p1 > 2, the linear widths are
estimated as the Kolmogorov widths for p1 < q < p0, q 6 2; this implies the
upper estimate in case 2 of Definition 1;
3. if p0 6 q, p1 6 q and, in addition, q 6 2 or min{p0, p1} > 2, the linear widths
are estimated as the Kolmogorov widths for p0 6 q 6 2, p1 6 q 6 2; this
implies the upper estimate in case 3 of Definition 1;
4. if p0 < q < p1 and, in addition, q 6 2 or p0 > 2, the linear widths are
estimated as the Kolmogorov widths for p0 < q < p1, q 6 2; this implies the
upper estimate in case 4 of Definition 1.
Hence, it remains to consider the case q > 2, min{p1, p0} < 2.
Let us formulate the corollary from E.D. Gluskin’s theorem about the linear
widths of the finite-dimensional balls [15].
Theorem A. [15]. If 1 6 p < 2 < q 6∞, (p, q) 6= (1, ∞), n 6 N/2, then
λn(B
N
p , l
N
q ) ≍
p,q
min{1, n−1/2Nmax{1/q,1/p
′}}. (8)
If 1 6 p 6 q 6 2 or 2 6 p 6 q 6∞, n 6 N/2, then
λn(B
N
p , l
N
q ) ≍
p,q
1. (9)
The upper estimates also hold for N/2 < n 6 N .
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For 1 6 q 6 p 6∞ the following equation holds [16], [17]:
λn(B
N
p , l
N
q ) = (N − n)
1
q
− 1
p . (10)
Let Wt,m be the set of sequences (cj)
νt,m
j=1 such that(
νt,m∑
j=1
|cj |
p1
)1/p1
6 2µ∗k∗t · 2−m(s∗+1/q−1/p1),
(
νt,m∑
j=1
|cj|
p0
)1/p0
6 2−α∗k∗t · 2m(1/p0−1/q).
(11)
The following assertion can be proved similarly to Proposition 2 from [1].
Proposition 1. Let l ∈ Z+. Then
λl((Pt,m+1 − Pt,m)(BXp1(Ω) ∩BXp0(Ω)), Yq(Ω)) .
Z0
λl(Wt,m, l
νt,m
q ), (12)
λl(Pt,m(BXp1(Ω) ∩BXp0(Ω)), Yq(Ω)) .
Z0
2−α∗k∗t · 2−m(1/q−1/p0)λl(B
ν′t,m
p0 , l
ν′t,m
q ). (13)
We also need the following assertion: if 1
q′
= 1−λ
p1
+ λ
p0
, λ ∈ (0, 1), then
Wk,m ⊂ 2
k∗t((1−λ)µ∗−λα∗) · 2−m((1−λ)(s∗+1/q−1/p1)+λ(1/q−1/p0))B
νt,m
q′ . (14)
It is a particular case of Galeev’s result [18, Theorem 2] or the corollary of Ho¨lder’s
inequality.
We define the numbers mˆt, m˜t, mt ∈ R by the equations
2γ∗k∗t · 2mˆt = n, (15)
2m˜ts∗ = 2(µ∗+α∗+γ∗/p0−γ∗/p1)k∗t, (16)
2mt(s∗+1/p0−1/p1) = 2(µ∗+α∗)k∗t. (17)
Further, we define the numbers m
(q)
t , m
(p′0)
t , m
(p′1)
t by the equations
2γ∗k∗t · 2m
(q)
t = nq/2, 2γ∗k∗t · 2m
(p′0)
t = np
′
0/2, 2γ∗k∗t · 2m
(p′1)
t = np
′
1/2, (18)
and set mt = max{m
(q)
t , m
(p′0)
t , m
(p′1)
t }.
The numbers t∗∗∗(n), ε > 0, t1(n) ∈ [0, t∗∗∗(n)] and m1(n) will be chosen later
in dependence on Z0. Here 2
t∗∗∗(n) will be a positive power of n, depending on Z0,
2m1(n) ∈ [1, nmax{q, p
′
0, p
′
1}/2].
6
We set
2m
∗
t = max{2mˆt · 2−ε|t−t1(n)|, 1},
lt,m =
{
⌈n · 2−ε(|m−m1(n)|+|t−t1(n)|)⌉, 0 6 t 6 t∗∗∗(n), m
∗
t 6 m 6 mt,
0, otherwise.
For a sufficiently small ε > 0 we have∑
t>0, m>m∗t
lt,m .
ε,Z0
n. (19)
We set Ω˜t = ∪l>tΩl. From (6) it follows that for f ∈ Yq(Ω)
f =
∑
t06t6[t∗∗∗(n)]
Pt,[m∗t ]f +
∑
t06t6[t∗∗∗(n)]
∑
m>[m∗t ]
(Pt,m+1f − Pt,mf) + f · χΩ˜[t∗∗∗(n)]+1.
(20)
By (7), (12), (13), (15), (19), (20), in order to proof Theorem 2 it suffices to
estimate from above
S :=
∑
t06t6t∗∗∗(n)
∑
m>[m∗t ]
λlt,m(Wt,m, l
νt,m
q )+
+
∑
t6t∗∗∗(n): m∗t=0
2−α∗k∗tλlt,0(B
ν′t,0
p0 , l
ν′t,0
q ) + ‖f‖Yq(Ω˜[t∗∗∗(n)]+1).
(21)
In [1, Proposition 4] it was shown that, for p1 6 q, p0 6 q and f ∈ Xp0(Ω) ∩
Xp1(Ω),
‖f‖Yq(Ω˜t) .
Z0
2
−
α∗(s∗+1/q−1/p1)−µ∗(1/p0−1/q)
s∗+1/p0−1/p1
k∗t. (22)
The case q > 2, max{p0, p1} < 2,
1
p0
+ 1
q
> 1, 1
p1
+ 1
q
> 1. It is well-known that
λn(B
N
p , l
N
q ) ≍
p,q
dn(B
N
p , l
N
q ) for
1
p
+ 1
q
> 1 (see [15]). Hence, the estimates for the linear
widths of λn(BXp0(Ω) ∩ BXp1(Ω), Yq(Ω)) can be obtained as for the Kolmogorov
widths in [1, p. 21]. This implies the upper estimate for case 5 of Definition 1.
The case q > 2, max{p0, p1} < 2,
1
p0
+ 1
q
6 1, 1
p1
+ 1
q
6 1, p1 > p0. We define
the numbers m′t by the equation
2µ∗k∗t · 2−m
′
t(s∗+1/q−1/p1) = 2−α∗k∗t · 2−m
′
t(1/q−1/p0) · n−1/2 · 2γ∗k∗t/p
′
0 · 2m
′
t/p
′
0; (23)
the numbers t∗(n), t∗∗(n), t∗∗∗(n) are defined by the equations
m˜t∗(n) = mˆt∗(n), m˜t∗∗(n) = m
(p′1)
t∗∗(n)
, mt∗∗∗(n) = m
(p′0)
t∗∗∗(n)
. (24)
Then
m′t∗∗(n)
(16),(18)
= m˜t∗∗(n), m
′
t∗∗∗(n)
(17),(18)
= mt∗∗∗(n), (25)
7
2(µ∗+α∗+γ∗(s∗+1/p0−1/p1))k∗t∗(n)
(15),(16)
= ns∗ , (26)
2(µ∗+α∗+γ∗(s∗+1/p0−1/p1))k∗t∗∗(n)
(16),(18)
= ns∗p
′
1/2, (27)
2(µ∗+α∗+γ∗(s∗+1/p0−1/p1))k∗t∗∗∗(n)
(17),(18)
= n(s∗+1/p0−1/p1)p
′
0/2. (28)
Now we estimate the sum (21).
Let
I = {(t, m) : t > 0, m∗t 6 m 6 m
(p′1)
t , m > m˜t},
II = {(t, m) : 0 6 t 6 t∗∗∗(n), m > m
(p′1)
t , m > m
′
t},
III = {(t, m) : 0 6 t 6 t∗∗∗(n), m
∗
t 6 m 6 m˜t, m 6 m
′
t}.
In I and II we use the inclusion Wt,m ⊂ 2
µ∗k∗t · 2−m(s∗+1/q−1/p1)B
νt,m
p1 , in III we apply
the inclusion Wt,m ⊂ 2
−α∗k∗t · 2−m(1/q−1/p0)B
νt,m
p0 .
From Theorem A, (3), (22) and (28), we get
S .
Z1
n−θˆp
′
0/2 +
∑
(t,m)∈I
2µ∗k∗t · 2−m(s∗+1/q−1/p1)l
−1/2
t,m · 2
γ∗k∗t/p′1 · 2m/p
′
1+
+
∑
(t,m)∈II
2µ∗k∗t·2−m(s∗+1/q−1/p1)+
∑
(t,m)∈III
2−α∗k∗t·2−m(1/q−1/p0)l
−1/2
t,m ·2
γ∗k∗t/p′0 ·2m/p
′
0 =: S ′.
In the second sum, there is a decreasing geometric progression in m, and in the third
sum, there is an increasing geometric progression in m. Also notice that
s∗
µ∗+γ∗
(
s∗+
1
q
− 1
p1
)
µ∗+α∗+γ∗
(
s∗+
1
p0
− 1
p1
) − s∗ − 1q +
1
p1
=
= −θˆ −
(
1
p0
− 1
p1
)(
1− θ˜
s∗
)
.
(29)
For ε = 0 we calculate the values of summands at the points (t, m) = (0, mˆ0),
(0, m
(p′1)
0 ), (t∗(n), mˆt∗(n)), (t∗∗(n), m
(p′1)
t∗∗(n)
), (t∗∗∗(n), m
(p′0)
t∗∗∗(n)
) (here we take into ac-
count (16), (23), (24) and (25)):
S1(n) = 2
−mˆ0(s∗+1/q−1/p1)n−1/2 · 2mˆ0/p
′
1
(15)
= n−s∗−
1
q
+ 1
2 ,
S2(n) = 2
−m
(p′1)
0 (s∗+1/q−1/p1)n−1/2 · 2m
(p′1)
0 /p
′
1
(18)
= n−(s∗+1/q−1/p1)p
′
1/2,
S3(n) = 2
µ∗k∗t∗(n) · 2−mˆt∗(n)(s∗+1/q−1/p1)n−
1
2 · 2γ∗k∗t∗(n)/p
′
1 · 2mˆt∗(n)/p
′
1
(15)
≍
Z0
≍ 2µ∗k∗t∗(n) · 2−mˆt∗(n)(s∗+1/q−1/p1)n
− 1
2
+ 1
p′1
(15),(26),(29)
≍
Z0
n−θˆ−(1/p0−1/p1)(1−θ˜/s∗)+1/2−1/p1 ,
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S4(n) = 2
µ∗k∗t∗∗(n) · 2−m
(p′1)
t∗∗(n)
(s∗+1/q−1/p1)n−1/2 · 2γ∗k∗t∗∗(n)/p
′
1 · 2m
(p′1)
t∗∗(n)
/p′1
(18),(27),(29)
≍
Z0
≍ n−(θˆ+(1/p0−1/p1)(1−θ˜/s∗))p
′
1/2,
S5(n) = 2
µ∗k∗t∗∗∗(n) · 2
−m
(p′0)
t∗∗∗(n)
(s∗+1/q−1/p1) (18),(28)≍
Z0
n−p
′
0θˆ/2.
By the hypotheses of the theorem, there is j∗ ∈ {1, . . . , j0} such that θj∗ <
minj 6=j∗ θj . We again take into account (16), (23), (24) and (25), appropriately
choose t1(n), m1(n) and ε > 0, and obtain S
′ .
Z0
S1(n)+S2(n)+S3(n)+S4(n)+S5(n);
this gives the desired upper estimate.
The case q > 2, max{p0, p1} = 2,
1
p0
+ 1
q
6 1, 1
p1
+ 1
q
6 1, p1 > p0 is regarded
as the previous case, taking into account that mˆt = m
(p′1)
t . Hence, we obtain the
estimate S .
Z0
S1(n) + S2(n) + S3(n), where
S1(n) ≍
Z0
n−s∗−
1
q
+ 1
2 , S2(n) ≍
Z0
n−θˆ−(1/p0−1/2)(1−θ˜/s∗), S3(n) ≍
Z0
n−p
′
0θˆ/2.
The case q > 2, max{p0, p1} < 2,
1
p0
+ 1
q
6 1, 1
p1
+ 1
q
6 1, p1 < p0. We define
the numbers m′t by the equation
2µ∗k∗t · 2−m
′
t(s∗+1/q−1/p1) · n−1/2 · 2γ∗k∗t/p
′
1 · 2m
′
t/p
′
1 = 2−α∗k∗t · 2−m
′
t(1/q−1/p0); (30)
the numbers t∗(n), t∗∗(n), t∗∗∗(n) are defined by the equations
m˜t∗(n) = mˆt∗(n), m˜t∗∗(n) = m
(p′0)
t∗∗(n)
, mt∗∗∗(n) = m
(p′1)
t∗∗∗(n)
. (31)
Then
m′t∗∗(n)
(16),(18)
= m˜t∗∗(n), m
′
t∗∗∗(n)
(17),(18)
= mt∗∗∗(n), (32)
2(µ∗+α∗+γ∗(s∗+1/p0−1/p1))k∗t∗(n)
(15),(16)
= ns∗ , (33)
2(µ∗+α∗+γ∗(s∗+1/p0−1/p1))k∗t∗∗(n)
(16),(18)
= ns∗p
′
0/2, (34)
2(µ∗+α∗+γ∗(s∗+1/p0−1/p1))k∗t∗∗∗(n)
(17),(18)
= n(s∗+1/p0−1/p1)p
′
1/2. (35)
Now we estimate the sum (21).
Let
I = {(t, m) : 0 6 t 6 t∗∗∗(n), m
∗
t 6 m 6 m
(p′1)
t , m > m˜t, m > m
′
t},
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II = {(t, m) : t∗(n) 6 t∗∗∗(n), m
∗
t 6 m 6 m
(p′0)
t , m 6 m˜t},
III = {(t, m) : t∗∗(n) < t 6 t∗∗∗(n), m
(p′0)
t 6 m 6 m
′
t},
IV = {(t, m) : 0 6 t 6 t∗∗∗(n), m
(p′1)
t 6 m <∞}.
In I and IV we apply the inclusion Wt,m ⊂ 2
µ∗k∗t · 2−m(s∗+1/q−1/p1)B
νt,m
p1 , in II and III
we use the inclusion Wt,m ⊂ 2
−α∗k∗t · 2−m(1/q−1/p0)B
νt,m
p0 .
Applying Theorem A, (22) and (35), we get
S .
Z0
n−θˆp
′
1/2 +
∑
(t,m)∈I
2µ∗k∗t · 2−m(s∗+1/q−1/p1)l
−1/2
t,m · 2
γ∗k∗t/p′1 · 2m/p
′
1+
+
∑
(t,m)∈II
2−α∗k∗t · 2−m(1/q−1/p0)l
−1/2
t,m · 2
γ∗k∗t/p′0 · 2m/p
′
0 +
∑
(t, m)∈III
2−α∗k∗t · 2−m(1/q−1/p0)+
+
∑
(t,m)∈IV
2µ∗k∗t · 2−m(s∗+1/q−1/p1) =: S ′.
In the second and the third sums, there is an increasing geometric progression in m,
in the last sum, there is a decreasing geometric progression in m.
We also notice that
−s∗
α∗+γ∗/p0−γ∗/q
µ∗+α∗+γ∗(s∗+1/p0−1/p1)
− 1
q
+ 1
p0
=
= −θˆ −
(
1
p1
− 1
p0
)
θ˜
s∗
.
(36)
By the hypotheses of the theorem, there is j∗ ∈ {1, . . . , j0} such that θj∗ <
minj 6=j∗ θj . Taking into account (16) and (30) together with (31) and (32), for
appropriately chosen t1(n), m1(n), we obtain S
′ .
Z0
S1(n) + S2(n) + S3(n) + S4(n) +
S5(n), where
S1(n) = 2
−mˆ0(s∗+1/q−1/p1)n−1/2 · 2mˆ0/p
′
1
(15)
= n−s∗−
1
q
+ 1
2 ,
S2(n) = 2
−m
(p′1)
0 (s∗+1/q−1/p1)n−1/2 · 2m
(p′1)
0 /p
′
1
(18)
= n−(s∗+1/q−1/p1)p
′
1/2,
S3(n) = 2
−α∗k∗t∗(n) · 2−mˆt∗(n)(1/q−1/p0)n−1/2 · 2γ∗k∗t∗(n)/p
′
0 · 2mˆt∗(n)/p
′
0
(15)
≍
Z0
≍ 2−(α∗+γ∗/p0−γ∗/q)k∗t∗(n) · n−1/q+1/p0 · n−1/2+1/p
′
0
(33),(36)
≍
Z0
n−θˆ−(1/p1−1/p0)θ˜/s∗+1/2−1/p0 ,
S4(n) = 2
−α∗k∗t∗∗(n) · 2−m
(p′0)
t∗∗(n)
(1/q−1/p0)n−1/2 · 2γ∗k∗t∗∗(n)/p
′
0 · 2m
(p′0)
t∗∗(n)
/p′0
(18)
≍
Z0
≍ 2−(α∗+γ∗/p0−γ∗/q)k∗t∗∗(n) · n−(1/q−1/p0)p
′
0/2
(34),(36)
≍
Z0
n−(θˆ+(1/p1−1/p0)θ˜/s∗)p
′
0/2,
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S5(n) = 2
µ∗k∗t∗∗∗(n) · 2−m
(p′1)
t∗∗∗(n)
(s∗+1/q−1/p1)n−1/2 · 2γ∗k∗t∗∗∗(n)/p
′
1 · 2m
(p′1)
t∗∗∗(n)
/p′1
(18)
≍
Z0
≍ 2(µ∗+γ∗(s∗+1/q−1/p1))t∗∗∗(n) · n−(s∗+1/q−1/p1)p
′
1/2
(35)
≍
Z0
n−θˆp
′
1/2.
The case q > 2, max{p0, p1} = 2,
1
p0
+ 1
q
6 1, 1
p1
+ 1
q
6 1, p1 < p0 is regarded
as the previous case; here we take into account that mˆt = m
(p′0)
t . Hence, we obtain
the estimate S .
Z0
S1(n) + S2(n) + S3(n) + S4(n), where
S1(n) ≍
Z0
n−s∗−
1
q
+ 1
2 , S2(n) ≍
Z0
n−(s∗+1/q−1/p1)p
′
1/2,
S3(n) ≍
Z0
n−θˆ−(1/p1−1/2)θ˜/s∗ , S4(n) ≍
Z0
n−θˆp
′
1/2.
The case q > 2, max{p0, p1} < 2,
1
p0
+ 1
q
6 1, 1
p1
+ 1
q
6 1, p1 = p0. We
denote p = p0 = p1. Arguing as in the previous cases and taking into account that
m
(p′0)
t = m
(p′1)
t , we obtain the estimate S .
Z0
S1(n) + S2(n) + S3(n) + S4(n), where
S1(n) ≍
Z0
n−s∗−
1
q
+ 1
2 , S2(n) ≍
Z0
n−(s∗+1/q−1/p)p
′/2,
S3(n) ≍
Z0
n−θˆ+1/2−1/p, S4(n) ≍
Z0
n−θˆp
′/2.
The case q > 2, max{p0, p1} < 2,
1
p0
+ 1
q
> 1, 1
p1
+ 1
q
< 1. Then 1
p1
< 1
q′
< 1
p0
.
Let λ ∈ (0, 1) be such that
1
q′
=
1− λ
p1
+
λ
p0
. (37)
Then
2µ∗k∗t · 2−m˜t(s∗+1/q−1/p1)n−1/2 · 2γ∗k∗t/p
′
1 · 2m˜t/p
′
1
(16)
=
= 2((1−λ)µ∗−λα∗)k∗t · 2−m˜t((1−λ)(s∗+1/q−1/p1)+λ(1/q−1/p0))n−1/2 · 2γ∗k∗t/q · 2m˜t/q,
(38)
2−α∗k∗t · 2−mt(1/q−1/p0)
(17)
=
= 2((1−λ)µ∗−λα∗)k∗t · 2−mt((1−λ)(s∗+1/q−1/p1)+λ(1/q−1/p0)).
(39)
We define the numbers m′t by the equation
2µ∗k∗t · 2−m
′
t(s∗+1/q−1/p1) =
= 2((1−λ)µ∗−λα∗)k∗t · 2−m
′
t((1−λ)(s∗+1/q−1/p1)+λ(1/q−1/p0))n−1/2 · 2γ∗k∗t/q · 2m
′
t/q;
(40)
the numbers t∗(n), t∗∗(n), t∗∗∗(n), t(n) are defined by the equations
m˜t∗(n) = mˆt∗(n), m˜t∗∗(n) = m
(p′1)
t∗∗(n)
, mt∗∗∗(n) = m
(q)
t∗∗∗(n)
, mt(n) = mˆt(n). (41)
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Now using (16), (17), (18), (37), (40), (41) we get
m′t∗∗(n) = m˜t∗∗(n), m
′
t∗∗∗(n) = mt∗∗∗(n), (42)
2(µ∗+α∗+γ∗(s∗+1/p0−1/p1))k∗t∗(n) = ns∗ , (43)
2(µ∗+α∗+γ∗(s∗+1/p0−1/p1))k∗t∗∗(n) = ns∗p
′
1/2, (44)
2(µ∗+α∗+γ∗(s∗+1/p0−1/p1))k∗t∗∗∗(n) = n(s∗+1/p0−1/p1)q/2, (45)
2(µ∗+α∗+γ∗(s∗+1/p0−1/p1))k∗t(n) = ns∗+1/p0−1/p1 . (46)
Let us estimate the sum (21).
We set
I = {(t, m) : 0 6 t 6 t∗∗∗(n), m
∗
t 6 m 6 m
(p′1)
t , m > m˜t},
II = {(t, m) : 0 6 t 6 t∗∗∗(n), m
∗
t 6 m 6 m˜t, m > mt, m 6 m
′
t},
III = {(t, m) : 0 6 t 6 t∗∗∗(n), m > m
(p′1)
t , m > m
′
t},
IV = {(t, m) : 0 6 t 6 t∗∗∗(n), m > m
∗
t , m 6 mt}.
In I and III we use the inclusion Wt,m ⊂ 2
µ∗k∗t · 2−m(s∗+1/q−1/p1)B
νt,m
p1 , in II we apply
(14), in IV we use the inclusion Wt,m ⊂ 2
−α∗k∗t · 2−m(1/q−1/p0)B
νt,m
p0 .
Applying Theorem A and taking into account (22), (45), we get
S .
Z0
n−θˆq/2 +
∑
(t,m)∈I
2µ∗k∗t · 2−m(s∗+1/q−1/p1)l
−1/2
t,m · 2
γ∗k∗t/p′1 · 2m/p
′
1+
+
∑
(t,m)∈II
2((1−λ)µ∗−λα∗)k∗t · 2−m((1−λ)(s∗+1/q−1/p1)+λ(1/q−1/p0))l
−1/2
t,m · 2
γ∗k∗t/q · 2m/q+
+
∑
(t,m)∈III
2µ∗k∗t·2−m(s∗+1/q−1/p1)+
∑
(t,m)∈IV
2−α∗k∗t·2−m(1/q−1/p0)l
−1/2
t,m ·2
γ∗k∗t/q·2m/q =: S ′.
By the hypotheses of the theorem, θj∗ < minj 6=j∗ θj . In addition, (38), (39), (40),
(41), (42) hold. Hence, for appropriate t1(n), m1(n) the estimate S
′ .
Z0
S1(n) +
S2(n) + S3(n) + S4(n) + S5(n) + S6(n) holds with
S1(n) = 2
−mˆ0(s∗+1/q−1/p1)n−1/2 · 2mˆ0/p
′
1
(15)
= n−s∗−
1
q
+ 1
2 ,
S2(n) = 2
−m
(p′1)
0 (s∗+1/q−1/p1)n−1/2 · 2m
(p′1)
0 /p
′
1
(18)
= n−(s∗+1/q−1/p1)p
′
1/2,
12
S3(n) = 2
µ∗k∗t∗(n) · 2−mˆt∗(n)(s∗+1/q−1/p1)n−
1
2 · 2γ∗k∗t∗(n)/p
′
1 · 2mˆt∗(n)/p
′
1
(15),(29),(43)
≍
Z0
≍ n−θˆ−(1/p0−1/p1)(1−θ˜/s∗)+1/2−1/p1 ,
S4(n) = 2
µ∗k∗t∗∗(n) · 2−m
(p′1)
t∗∗(n)
(s∗+1/q−1/p1)n−1/2 · 2γ∗k∗t∗∗(n)/p
′
1 · 2m
(p′1)
t∗∗(n)
/p′1
(18),(29),(44)
≍
Z0
≍ n−(θˆ+(1/p0−1/p1)(1−θ˜/s∗))p
′
1/2,
S5(n) = 2
−α∗k∗t(n) · 2−mˆt(n)(1/q−1/p0)n−1/2 · 2γ∗k∗t(n)/q · 2mˆt(n)/q
(15)
≍
Z0
≍ 2−(α∗+γ∗/p0−γ∗/q)t(n) · n−1/q+1/p0 · n1/q−1/2
(46)
≍
Z0
n−θˆ−1/2+1/q,
S6(n) = 2
−α∗k∗t∗∗∗(n) · 2
−m
(q)
t∗∗∗(n)
(1/q−1/p0)n−1/2 · 2γ∗k∗t∗∗∗(n)/q · 2
m
(q)
t∗∗∗(n)
/q (18)
≍
Z0
≍ 2−(α∗+γ∗/p0−γ∗/q)t∗∗∗(n) · n−(1/q−1/p0)q/2
(45)
≍
Z0
n−qθˆ/2.
The case q > 2, max{p0, p1} = 2,
1
p0
+ 1
q
> 1, 1
p1
+ 1
q
< 1. Here we argue as in
the previous case, taking into account that m
(p′1)
t = mˆt. Hence, we get the estimate
S .
Z0
S1(n) + S2(n) + S3(n) + S4(n) with
S1(n) ≍
Z0
n−s∗−
1
q
+ 1
2 , S2(n) ≍
Z0
n−θˆ−(1/p0−1/2)(1−θ˜/s∗),
S3(n) ≍
Z0
n−θˆ−1/2+1/q, S4(n) ≍
Z0
n−qθˆ/2.
The case q > 2, max{p0, p1} < 2,
1
p0
+ 1
q
< 1, 1
p1
+ 1
q
> 1. Then 1
p0
< 1
q′
< 1
p1
.
Let λ ∈ (0, 1) be given by (37). Then
2µ∗k∗t · 2−mt(s∗+1/q−1/p1)
(17)
=
= 2((1−λ)µ∗−λα∗)k∗t · 2−mt((1−λ)(s∗+1/q−1/p1)+λ(1/q−1/p0)),
(47)
2−α∗k∗t · 2−m˜t(1/q−1/p0)n−1/2 · 2γ∗k∗t/p
′
0 · 2m˜t/p
′
0
(16)
=
= 2((1−λ)µ∗−λα∗)k∗t · 2−m˜t((1−λ)(s∗+1/q−1/p1)+λ(1/q−1/p0))n−1/2 · 2γ∗k∗t/q · 2m˜t/q.
(48)
We define the numbers m′t by the equation
2−α∗k∗t · 2−m
′
t(1/q−1/p0) =
= 2((1−λ)µ∗−λα∗)k∗t · 2−m
′
t((1−λ)(s∗+1/q−1/p1)+λ(1/q−1/p0))n−1/2 · 2γ∗k∗t/q · 2m
′
t/q;
(49)
the numbers t∗(n), t∗∗(n), t∗∗∗(n), t(n) are defined by the equations
m˜t∗(n) = mˆt∗(n), m˜t∗∗(n) = m
(p′0)
t∗∗(n)
, mt∗∗∗(n) = m
(q)
t∗∗∗(n)
, mt(n) = mˆt(n). (50)
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Using (16), (17), (18), (37), (49), (50) we get
m′t∗∗(n) = m˜t∗∗(n), m
′
t∗∗∗(n) = mt∗∗∗(n), (51)
2(µ∗+α∗+γ∗(s∗+1/p0−1/p1))k∗t∗(n) = ns∗ , (52)
2(µ∗+α∗+γ∗(s∗+1/p0−1/p1))k∗t∗∗(n) = ns∗p
′
0/2, (53)
2(µ∗+α∗+γ∗(s∗+1/p0−1/p1))k∗t∗∗∗(n) = n(s∗+1/p0−1/p1)q/2, (54)
2(µ∗+α∗+γ∗(s∗+1/p0−1/p1))k∗t(n) = ns∗+1/p0−1/p1 . (55)
Now we estimate the sum (21).
Let
I = {(t, m) : 0 6 t 6 t∗∗∗(n), m
∗
t 6 m 6 m
(q)
t , m > mt},
II = {(t, m) : 0 6 t 6 t∗∗∗(n), m > m
∗
t , m˜t 6 m 6 mt, m > m
′
t},
III = {(t, m) : 0 6 t 6 t∗∗∗(n), m > m
(q)
t },
IV = {(t, m) : 0 6 t 6 t∗∗∗(n), m
∗
t 6 m 6 m
(p′0)
t , m 6 m˜t},
V = {(t, m) : 0 6 t 6 t∗∗∗(n), m > m
(p′0)
t , m 6 m
′
t}.
In I and III we apply the inclusion Wt,m ⊂ 2
µ∗k∗t · 2−m(s∗+1/q−1/p1)B
νt,m
p1 , in II we
use (14), in IV and V we use the inclusion Wt,m ⊂ 2
−α∗k∗t · 2−m(1/q−1/p0)B
νt,m
p0 .
Applying (22), (54) and Theorem A, we get
S .
Z0
n−θˆq/2 +
∑
(t,m)∈I
2µ∗k∗t · 2−m(s∗+1/q−1/p1)l
−1/2
t,m · 2
γ∗k∗t/q · 2m/q+
+
∑
(t,m)∈II
2((1−λ)µ∗−λα∗)k∗t · 2−m((1−λ)(s∗+1/q−1/p1)+λ(1/q−1/p0))l
−1/2
t,m · 2
γ∗k∗t/q · 2m/q+
+
∑
(t,m)∈III
2µ∗k∗t ·2−m(s∗+1/q−1/p1)+
∑
(t,m)∈IV
2−α∗k∗t ·2−m(1/q−1/p0)l
−1/2
t,m ·2
γ∗k∗t/p′0 ·2m/p
′
0+
+
∑
(t,m)∈V
2−α∗k∗t · 2−m(1/q−1/p0) =: S ′.
By the hypotheses of the theorem, θj∗ < minj 6=j∗ θj . In addition, (47), (48), (49),
(50), (51) hold. For appropriate t1(n), m1(n) we get the estimate S
′ .
Z0
S1(n) +
S2(n) + S3(n) + S4(n) + S5(n) + S6(n), where
S1(n) = 2
−mˆ0(s∗+1/q−1/p1)n−1/2 · 2mˆ0/q
(15)
= n
−s∗−
1
2
+ 1
p1 ,
14
S2(n) = 2
−m
(q)
0 (s∗+1/q−1/p1)n−1/2 · 2m
(q)
0 /q
(18)
= n−(s∗+1/q−1/p1)q/2,
S3(n) = 2
−α∗k∗t∗(n) · 2−mˆt∗(n)(1/q−1/p0)n−1/2 · 2γ∗k∗t∗(n)/p
′
0 · 2mˆt∗(n)/p
′
0
(15)
≍
Z0
≍ 2−(α∗+γ∗/p0−γ∗/q)k∗t∗(n) · n−1/q+1/p0 · n−1/2+1/p
′
0
(36),(52)
≍
Z0
n−θˆ−(1/p1−1/p0)θ˜/s∗+1/2−1/p0 ,
S4(n) = 2
−α∗k∗t∗∗(n) · 2
−m
(p′0)
t∗∗(n)
(1/q−1/p0)n−1/2 · 2γ∗k∗t∗∗(n)/p
′
0 · 2
m
(p′0)
t∗∗(n)
/p′0
(18)
≍
Z0
≍ 2−(α∗+γ∗/p0−γ∗/q)k∗t∗∗(n) · n−(1/q−1/p0)p
′
0/2
(36),(53)
≍
Z0
n−(θˆ+(1/p1−1/p0)θ˜/s∗)p
′
0/2,
S5(n) = 2
µ∗k∗t(n) · 2−mˆt(n)(s∗+1/q−1/p1)n−1/2 · 2γ∗k∗t(n)/q · 2mˆt(n)/q
(15)
≍
Z0
≍ 2(µ∗+γ∗(s∗+1/q−1/p1))k∗t(n) · n−s∗−1/q+1/p1 · n−1/2+1/q
(55)
≍
Z0
n−θˆ+1/q−1/2,
S6(n) = 2
µ∗k∗t∗∗∗(n) · 2
−m
(q)
t∗∗∗(n)
(s∗+1/q−1/p1)n−1/2 · 2γ∗k∗t∗∗∗(n)/q · 2
m
(q)
t∗∗∗(n)
/q (18)
≍
Z0
≍ 2(µ∗+γ∗(s∗+1/q−1/p1))k∗t∗∗∗(n) · n−(s∗+1/q−1/p1)q/2
(54)
≍
Z0
n−qθˆ/2.
The case q > 2, max{p0, p1} = 2,
1
p0
+ 1
q
< 1, 1
p1
+ 1
q
> 1. We argue as in the
previous case, taking into account that mˆt = m
(p′0)
t . Hence, we obtain the estimate
S .
Z0
S1(n) + S2(n) + S3(n) + S4(n) + S5(n), where
S1(n) ≍
Z0
n
−s∗−
1
2
+ 1
p1 , S2(n) ≍
Z0
n−(s∗+1/q−1/p1)q/2, S3(n) ≍
Z0
n−θˆ−(1/p1−1/2)θ˜/s∗ ,
S4(n) ≍
Z0
n−θˆ+1/q−1/2, S5(n) ≍
Z0
n−qθˆ/2.
The case q > 2, p1 < 2 < p0 < q,
1
p1
+ 1
q
6 1. We define m′t by the equation
2−α∗k∗t · 2−m
′
t(1/q−1/p0) = 2µ∗k∗t · 2−m
′
t(s∗+1/q−1/p1) · n−1/2 · 2γ∗k∗t/p
′
1 · 2m
′
t/p
′
1; (56)
t(n), t∗∗∗(n) are defined by the equations
mˆt(n) = m
′
t(n), m
(p′1)
t∗∗∗(n)
= m′t∗∗∗(n). (57)
Hence
2(µ∗+α∗+γ∗(s∗+1/p0−1/p1))t(n)
(15)
= ns∗+1/p0−1/2, (58)
2(µ∗+α∗+γ∗(s∗+1/p0−1/p1))t∗∗∗(n)
(17),(18)
= n(s∗+1/p0−1/p1)p
′
1/2. (59)
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Let us estimate the sum (21).
We set
I = {(t, m) : 0 6 t 6 t∗∗∗(n), m
∗
t 6 m 6 m
(p′1)
t , m > m
′
t},
II = {(t, m) : 0 6 t 6 t∗∗∗(n), m > m
(p′1)
t },
III = {(t, m) : 0 6 t 6 t∗∗∗(n), m
∗
t 6 m 6 m
′
t}.
In I and II we use the inclusion Wt,m ⊂ 2
µ∗k∗t · 2−m(s∗+1/q−1/p1)B
νt,m
p1 , in III we use
the inclusion Wt,m ⊂ 2
−α∗k∗t · 2−m(1/q−1/p0)B
νt,m
p0 .
Applying (22), (59) and Theorem A, we get
S .
Z0
n−θˆp
′
1/2 +
∑
(t,m)∈I
2µ∗k∗t · 2−m(s∗+1/q−1/p1)l
−1/2
t,m · 2
γ∗k∗t/p′1 · 2m/p
′
1+
+
∑
(t,m)∈II
2µ∗k∗t · 2−m(s∗+1/q−1/p1) +
∑
(t,m)∈III
2−α∗k∗t · 2−m(1/q−1/p0) =: S ′.
In the second sum, there is a decreasing geometric progression in m, and in the third
sum, there is an increasing geometric progression in m.
Notice that
− (α∗+γ∗/p0−γ∗/q)(s∗+1/p0−1/2)
µ∗+α∗+γ∗(s∗+1/p0−1/p1)
− 1
q
+ 1
p0
=
= −θˆ −
(
1
p1
− 1
2
)
θ˜
s∗
.
(60)
By the hypotheses of the theorem, θj∗ < minj 6=j∗ θj . In addition, (56) and (57)
hold. Taking into account (60), for appropriate t1(n), m1(n) we get S
′ .
Z0
S1(n) +
S2(n) + S3(n) + S4(n), where
S1(n) = 2
−mˆ0(s∗+1/q−1/p1)n−1/2 · 2mˆ0/p
′
1
(15)
= n−s∗−
1
q
+ 1
2 ,
S2(n) = 2
−m
(p′1)
0 (s∗+1/q−1/p1)n−1/2 · 2m
(p′1)
0 /p
′
1
(18)
= n−(s∗+1/q−1/p1)p
′
1/2,
S3(n) = 2
−α∗k∗t(n)·2−mˆt(n)(1/q−1/p0)
(15)
≍
Z0
2−(α∗+γ∗/p0−γ∗/q)t(n)·n−1/q+1/p0
(58),(60)
≍
Z0
n−θˆ−(1/p1−1/2)θ˜/s∗ ,
S4(n) = 2
µ∗k∗t∗∗∗(n) · 2−m
(p′1)
t∗∗∗(n)
(s∗+1/q−1/p1)
(18)
≍
Z0
≍ 2(µ∗+γ∗(s∗+1/q−1/p1))k∗t∗∗∗(n) · n−(s∗+1/q−1/p1)p
′
1/2
(59)
≍
Z0
n−θˆp
′
1/2.
The case q > 2, p0 < 2 < p1 < q,
1
p0
+ 1
q
6 1. We define m′t by the equation
2−α∗k∗t · 2−m
′
t(1/q−1/p0) · n−1/2 · 2γ∗k∗t/p
′
0 · 2m
′
t/p
′
0 = 2µ∗k∗t · 2−m
′
t(s∗+1/q−1/p1); (61)
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t(n), t∗∗∗(n) are defined by the equations
mˆt(n) = m
′
t(n), m
(p′0)
t∗∗∗(n)
= m′t∗∗∗(n). (62)
Hence
2(µ∗+α∗+γ∗(s∗+1/p0−1/p1))t(n)
(15)
= ns∗+1/2−1/p1 , (63)
2(µ∗+α∗+γ∗(s∗+1/p0−1/p1))t∗∗∗(n)
(17),(18)
= n(s∗+1/p0−1/p1)p
′
0/2. (64)
We estimate the sum (21).
Let
I = {(t, m) : 0 6 t 6 t∗∗∗(n), m
∗
t 6 m 6 m
(p′0)
t , m > m
′
t},
II = {(t, m) : 0 6 t 6 t∗∗∗(n), m > m
(p′0)
t },
III = {(t, m) : 0 6 t 6 t∗∗∗(n), m
∗
t 6 m 6 m
′
t}.
In I and II we use the inclusion Wt,m ⊂ 2
µ∗k∗t · 2−m(s∗+1/q−1/p1)B
νt,m
p1 , and in III we
use the inclusion Wt,m ⊂ 2
−α∗k∗t · 2−m(1/q−1/p0)B
νt,m
p0 .
Applying (22), (64) and Theorem A, we get
S .
Z0
n−θˆp
′
0/2 +
∑
(t,m)∈I∪II
2µ∗k∗t · 2−m(s∗+1/q−1/p1)+
+
∑
(t,m)∈III
2−α∗k∗t · 2−m(1/q−1/p0)l
−1/2
t,m · 2
γ∗k∗t/p′0 · 2m/p
′
0 =: S ′.
In the first sum, there is a decreasing geometric progression in m, in the second sum,
there is an increasing geometric progression in m.
Notice that
(µ∗+γ∗(s∗+1/q−1/p1))(s∗+1/2−1/p1)
µ∗+α∗+γ∗(s∗+1/p0−1/p1)
− s∗ −
1
q
+ 1
p1
=
= −θˆ −
(
1
p0
− 1
2
)(
1− θ˜
s∗
)
.
(65)
By the hypotheses of the theorem, θj∗ < minj 6=j∗ θj . In addition, (61) and (62)
hold. Taking into account (65), for appropriate t1(n), m1(n) we obtain S
′ .
Z0
S1(n)+
S2(n) + S3(n), where
S1(n) = 2
−mˆ0(s∗+1/q−1/p1) (15)= n−s∗−1/q+1/p1 ,
S2(n) = 2
µ∗k∗t(n) · 2−mˆt(n)(s∗+1/q−1/p1)
(15)
≍
Z0
≍ 2(µ∗+γ∗(s∗+1/q−1/p1))k∗t(n) · n−s∗−1/q+1/p1
(63),(65)
≍
Z0
n−θˆ−(1/p0−1/2)(1−θ˜/s∗),
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S3(n) = 2
µ∗k∗t∗∗∗(n) · 2−m
(p′0)
t∗∗∗(n)
(s∗+1/q−1/p1)
(18)
≍
Z0
≍ 2(µ∗+γ∗(s∗+1/q−1/p1))k∗t∗∗∗(n) · n−(s∗+1/q−1/p1)p
′
0/2
(64)
≍
Z0
n−θˆp
′
0/2.
3 Lower estimates for the linear widths of the
classes BXp1(Ω) ∩ BXp0(Ω).
As in [1, §3], we suppose that there exist c > 1, t0 ∈ Z+ and functions ϕ
t,m
j ∈
Xp0(Ω) ∩ Xp1(Ω) (1 6 j 6 νt,m, t > t0, m ∈ Z+) with pairwise non-overlapping
supports such that
νt,m = ⌈ν
′
t,m⌉, ν
′
t,m = c
−12γ∗k∗t · 2m, (66)
‖ϕt,mj ‖Yq(Ω) = 1, ‖ϕ
t,m
j ‖Xp0 (Ω) 6 c · 2
α∗k∗t · 2
m
(
1
q
− 1
p0
)
,
‖ϕt,mj ‖Xp1 (Ω) 6 c · 2
−µ∗k∗t · 2m(s∗+1/q−1/p1).
(67)
We denote Z1 = (c, t0, q, p0, p1, k∗, s∗, γ∗, α∗, µ∗). The numbers θ˜ and θˆ are defined
by formula (3), the numbers j0 ∈ N and θj ∈ R (1 6 j 6 j0) are as in Definition 1
(we suppose that one of its conditions holds).
Theorem 3. Let (4), (5), (66), (67) hold. Then
λn(BXp1(Ω) ∩BXp0(Ω), Yq(Ω)) &
Z1
n−θj , 1 6 j 6 j0.
Proof. The set Wt,m is defined by (11).
As in [1, p. 28], we get that
λn(BXp1(Ω) ∩ BXp0(Ω), Yq(Ω)) &
Z1
λn(Wt,m, l
νt,m
q ). (68)
We take t = t0. Since s∗ > 0, s∗ +
1
p0
− 1
p1
> 0, there is cˆ = cˆ(Z1) such that for
sufficiently large m the inclusion cˆ · 2−m(s∗+1/q−1/p1) ·B
νt0,m
p1 ⊂Wt0,m holds. We take
m such that 2n 6 ν ′t0,m .
Z1
n, and for large n we obtain the estimate
λn(BXp1(Ω) ∩ BXp0(Ω), Yq(Ω))
(66),(68)
&
Z1
n−s∗−1/q+1/p1λn(B
2n
p1 , l
2n
q ). (69)
Let p1 < 2 < q. If
1
q
+ 1
p1
> 1, we take m such that 2nq/2 6 ν ′t0,m .
Z1
nq/2 and get
λn(BXp1(Ω) ∩BXp0(Ω), Yq(Ω))
(8)
&
Z1
n−(s∗+1/q−1/p1)q/2. (70)
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If 1
q
+ 1
p1
6 1, we take m such that 2np
′
1/2 6 ν ′t0,m .
Z1
np
′
1/2, and obtain
λn(BXp1(Ω) ∩BXp0(Ω), Yq(Ω))
(8)
&
Z1
n−(s∗+1/q−1/p1)p
′
1/2. (71)
Now we apply (95) from [1] and get
λn(BXp1(Ω) ∩ BXp0(Ω), Yq(Ω)) > dn(BXp1(Ω) ∩BXp0(Ω), Yq(Ω)) &
Z1
n−θ˜. (72)
Further we write A ⊂
Z1
B or B ⊃
Z1
A if there exists c(Z1) > 1 such that A ⊂ c(Z1)B.
Let mt be defined by the equation
2−α∗k∗t · 2mt(1/p0−1/q) = 2µ∗k∗t · 2−mt(s∗+1/q−1/p1). (73)
If p1 6 p0, we have 2
µ∗k∗t · 2−mt(s∗+1/q−1/p1)B
νt,[mt]
p1 ⊂
Z1
2−α∗k∗t · 2mt(1/p0−1/q)B
νt,[mt]
p0 ;
hence,
λn(Wt,[mt], l
νt,[mt]
q ) ≍
Z1
2µ∗k∗t · 2−mt(s∗+1/q−1/p1)λn(B
νt,[mt]
p1 , l
νt,[mt]
q ). (74)
If, in addition, q 6 2 or p1 > 2, we take t such that 2n 6 ν
′
t,[mt]
.
Z1
n; applying (3),
(9), (10), (66), (68), (73), (74), we get the estimate
λn(BXp1(Ω) ∩BXp0(Ω), Yq(Ω)) &
Z1
n−θˆ. (75)
If p1 > p0, we have 2
µ∗k∗t · 2−mt(s∗+1/q−1/p1)B
νt,[mt]
p1 ⊃
Z1
2−α∗k∗t · 2mt(1/p0−1/q)B
νt,[mt]
p0 ;
hence,
λn(Wt,[mt], l
νt,[mt]
q ) ≍
Z1
2−α∗k∗t · 2mt(1/p0−1/q)λn(B
νt,[mt]
p0 , l
νt,[mt]
q ). (76)
If, in addition, q 6 2 or p0 > 2, we take t such that 2n 6 ν
′
t,[mt]
.
Z1
n; applying (3),
(9), (10), (66), (68), (73), (76), we obtain (75).
By (8), (9), (10), (69), (72), (75), we get the desired estimates for cases 1–4 from
Definition 1.
The case q > 2, 1
q
+ 1
p0
> 1, 1
q
+ 1
p1
> 1. For p1 6 p0 we apply (74), for p1 > p0
we use (76). In addition, we apply (3), (8), (66), (68), (73). We take t such that
2n 6 ν ′t,[mt] .
Z1
n and get
λn(BXp1(Ω) ∩BXp0(Ω), Yq(Ω)) &
Z1
n−θˆ−1/2+1/q; (77)
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taking t such that 2nq/2 6 ν ′t,[mt] .
Z1
nq/2, we get
λn(BXp1(Ω) ∩ BXp0(Ω), Yq(Ω)) &
Z1
n−qθˆ/2. (78)
This together with (8), (69), (70) gives the lower estimate in case 5 of Definition 1.
Before considering the other cases, we define m˜t by the equation
2−α∗k∗t · 2m˜t(1/p0−1/q) = 2µ∗k∗t · 2−m˜t(s∗+1/q−1/p1) · 2(1/p0−1/p1)γ∗k∗t · 2m˜t(1/p0−1/p1).
(79)
If p1 6 p0, we have 2
µ∗k∗t · 2−m˜t(s∗+1/q−1/p1)B
νt,[m˜t]
p1 ⊃
Z1
2−α∗k∗t · 2m˜t(1/p0−1/q)B
νt,[m˜t]
p0 ;
hence,
λn(Wt,[m˜t], l
νt,[m˜t]
q ) ≍
Z1
2−α∗k∗t · 2m˜t(1/p0−1/q)λn(B
νt,[m˜t]
p0 , l
νt,[m˜t]
q ). (80)
If p1 > p0, we have 2
µ∗k∗t · 2−m˜t(s∗+1/q−1/p1)B
νt,[m˜t]
p1 ⊂
Z1
2−α∗k∗t · 2m˜t(1/p0−1/q)B
νt,[m˜t]
p0 ;
therefore,
λn(Wt,[m˜t], l
νt,[m˜t]
q ) ≍
Z1
2µ∗k∗t · 2−m˜t(s∗+1/q−1/p1)λn(B
νt,[m˜t]
p1 , l
νt,[m˜t]
q ). (81)
The case q > 2, p0 < 2 < q, p1 6 2 < q,
1
q
+ 1
p0
6 1, 1
q
+ 1
p1
6 1, p0 6 p1.
We apply the estimate (81), taking 2n 6 ν ′t,[m˜t] .
Z1
n, 2np
′
1/2 6 ν ′t,[m˜t] .
Z1
np
′
1/2, and
applying (29). This together with (8), (66), (68), (79) yields
λn(BXp1(Ω) ∩BXp0(Ω), Yq(Ω)) &
Z1
n−θˆ−(1/p0−1/p1)(1−θ˜/s∗)−1/p1+1/2, (82)
λn(BXp1(Ω) ∩ BXp0(Ω), Yq(Ω)) &
Z1
n−(θˆ+(1/p0−1/p1)(1−θ˜/s∗))p
′
1/2. (83)
Now we use the estimate (76), taking 2np
′
0/2 6 ν ′t,[mt] .
Z1
np
′
0/2. This together with
(8), (66), (68), (73) implies
λn(BXp1(Ω) ∩ BXp0(Ω), Yq(Ω)) &
Z1
n−θˆp
′
0/2. (84)
From (69), (71), (82), (83), (84) we obtain the lower estimate in cases 6 and 8 of
Definition 1.
The case q > 2, p0 6 2 < q, p1 < 2 < q,
1
q
+ 1
p0
6 1, 1
q
+ 1
p1
6 1, p0 > p1. We
apply (80), taking 2n 6 ν ′t,[m˜t] .
Z1
n, 2np
′
0/2 6 ν ′t,[m˜t] .
Z1
np
′
0/2, and applying (36). This
together with (8), (66), (68), (79) yields
λn(BXp1(Ω) ∩ BXp0(Ω), Yq(Ω)) &
Z1
n−θˆ−(1/p1−1/p0)θ˜/s∗−1/p0+1/2, (85)
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λn(BXp1(Ω) ∩BXp0(Ω), Yq(Ω)) &
Z1
n−(θˆ+(1/p1−1/p0)θ˜/s∗)p
′
0/2. (86)
Now we apply (74), taking 2np
′
1/2 6 ν ′t,[mt] .
Z1
np
′
1/2. We use (8), (66), (68), (73) and
get
λn(BXp1(Ω) ∩ BXp0(Ω), Yq(Ω)) &
Z1
n−θˆp
′
1/2. (87)
From (69), (71), (85), (86), (87) we obtain the lower estimate in cases 7 and 8 of
Definition 1.
The case q > 2, p0 < 2 < q, p1 6 2 < q,
1
q
+ 1
p0
> 1, 1
q
+ 1
p1
< 1. Then
p0 < p1. We use (81), taking 2n 6 ν
′
t,[m˜t]
.
Z1
n, 2np
′
1/2 6 ν ′t,[m˜t] .
Z1
np
′
1/2, and applying
(29). Hence, we get (82), (83). Further, we use (76) with 2n 6 ν ′t,[mt] .
Z1
n and
2nq/2 6 ν ′t,[mt] .
Z1
nq/2. We obtain (77), (78). This together with (69), (71) yields the
estimate in case 9 of Definition 1.
The case q > 2, p0 6 2 < q, p1 < 2 < q,
1
q
+ 1
p0
< 1, 1
q
+ 1
p1
> 1. Then
p0 > p1. We use (80) with 2n 6 ν
′
t,[m˜t]
.
Z1
n, 2np
′
0/2 6 ν ′t,[m˜t] .
Z1
np
′
0/2, and take into
account (36). Hence, we get (85), (86). Further, we use (74) with 2n 6 ν ′t,[mt] .
Z1
n
and 2nq/2 6 ν ′t,[mt] .
Z1
nq/2. Now, we get (77), (78). This together with (69), (70)
gives the lower estimate for case 10 of Definition 1.
The case p1 < 2 < p0 < q,
1
q
+ 1
p1
6 1. We have p1 < p0. Applying (74) with
2np
′
1/2 6 ν ′t,[mt] .
Z1
np
′
1/2, we get (87).
Let mt be defined by the equation
2−α∗k∗t · 2−mt(1/q−1/p0) = 2µ∗k∗t · 2−mt(s∗+1/q−1/p1)n−1/2 · 2γ∗k∗t/p
′
1 · 2mt/p
′
1. (88)
We take t(n) such that
2n 6 ν ′t(n),[mt(n)] .
Z1
n. (89)
Let
k0(n) = 2
−α∗k∗t(n) · 2−mt(n)(1/q−1/p0),
k1(n) = 2
µ∗k∗t(n) · 2−mt(n)(s∗+1/q−1/p1), ν(n) = [ν ′t(n),[mt(n)]].
(90)
By (60), (66), (88), (89), we get
k0(n) ≍
Z1
n−θˆ−(1/p1−1/2)θ˜/s∗ . (91)
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We prove the estimate
λn(k1(n)B
ν(n)
p1
∩ k0(n)B
ν(n)
p0
, lν(n)q ) &
Z1
k0(n). (92)
This together with (68), (91) implies that
λn(BXp1(Ω) ∩BXp0(Ω), Yq(Ω)) &
Z1
n−θˆ−(1/p1−1/2)θ˜/s∗ . (93)
In order to prove (92), it is sufficient to check the inclusion
k0(n)B
ν(n)
2 ⊂
Z1
k1(n)B
ν(n)
p1 ∩ k0(n)B
ν(n)
p0
and apply (9). Since p0 > 2, k0(n)B
ν(n)
2 ⊂ k0(n)B
ν(n)
p0 . We show that k0(n)B
ν(n)
2 ⊂
Z1
k1(n)B
ν(n)
p1 . To this end, it suffices to check that k1(n) &
Z1
k0(n)ν(n)
1/p1−1/2; this
holds by (66), (88), (89) and (90). This completes the proof of (93).
From (69), (71), (87) and (93) we get the lower estimates in case 11 of Definition
1.
The case p0 < 2 < p1 < q,
1
q
+ 1
p0
6 1. We have p1 > p0. Applying (76) with
2np
′
0/2 6 ν ′t,[mt] .
Z1
np
′
0/2, we get (84).
Let mt be defined by the equation
2−α∗k∗t · 2−mt(1/q−1/p0)n−1/2 · 2γ∗k∗t/p
′
0 · 2mt/p
′
0 = 2µ∗k∗t · 2−mt(s∗+1/q−1/p1); (94)
t(n) is such as in (89). We use notation (90).
From (65), (66), (89) and (94) it follows that
k1(n) ≍
Z1
n−θˆ−(1/p0−1/2)(1−θ˜/s∗). (95)
We prove the estimate
λn(k1(n)B
ν(n)
p1 ∩ k0(n)B
ν(n)
p0 , l
ν(n)
q ) &
Z1
k1(n). (96)
This together with (68), (95) implies that
λn(BXp1(Ω) ∩ BXp0(Ω), Yq(Ω)) &
Z1
n−θˆ−(1/p0−1/2)(1−θ˜/s∗). (97)
In order to prove (96), it is sufficient to check the inclusion
k1(n)B
ν(n)
2 ⊂
Z1
k1(n)B
ν(n)
p1 ∩ k0(n)B
ν(n)
p0
and apply (9). Since p1 > 2, we have k1(n)B
ν(n)
2 ⊂ k1(n)B
ν(n)
p1 . We show that
k1(n)B
ν(n)
2 ⊂
Z1
k0(n)B
ν(n)
p0 . To this end, it is sufficient to check that k0(n) &
Z1
k1(n)ν(n)
1/p0−1/2;
it holds by (66), (89), (90), (94). This completes the proof of (97).
From (69), (84) and (97) we get the lower estimates for case 12 of Definition
1.
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