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 Chapter 1 
 
General introduction 
 
The world is a complex place. Information comes our way every second of 
the day, and none of it quite the same. Some information may be 
unimportant. Sitting in the train on your morning commute you may 
passively stare at the person sitting opposite you, but it doesn’t really 
matter what he looks like. You don’t need to act on it in any way. Still, the 
information is processed. At other times, information may become so 
salient you are inclined to do more than just passively take it in. This 
happens if, for example, that same person asks you to keep an eye on his 
bag while he tries to find one of the train’s toilets. Suddenly the meaning of 
the words has become important. Just listening to the rise and fall of the 
pitch of the prosodic melody is no longer enough. You need to direct your 
attention specifically to a subset of the features that make up the sound of 
speech. The face you have been staring at now also becomes something 
you need to act on. If he comes back in a few minutes it would be nice if 
you would still remember that he is actually the owner of the bag instead of 
accusing him of trying to steal his own luggage. 
 
So many things happen around us, with so many different ways to respond, 
and yet we don’t realize the complexity. Taking it all in feels so easy, almost 
effortless, even though behind the scenes words and facial features have to 
be processed, interpreted and memorized. Luckily we are equipped with a 
system that matches the world it has to process in complexity. With its 
billions of neurons communicating by trillions of connections the brain is 
quite capable of doing all the processing we need. And it does so fast. You 
don’t take seconds to process the stranger’s request. You understand him 
seemingly instantaneously, and the words you utter in response seem to 
come out almost as soon as you know which ones you want to use. The 
brain is a highly spatiotemporally organized system, and it would only be 
fair to analyse it as such. 
 
 
Visual perception 
Consider for example the visual system. By the time the first neuronal firing 
emerges in the primary areas of the occipital lobe, activity has already 
moved from the retina on the anterior edge of the brain via the lateral 
 
geniculate nucleus to this posterior region, a process that in the monkey 
brain takes about 50 ms (Thorpe & Fabre-Thorpe, 2001). Activity first 
emerges in the occipital cortex in area V1, also known as striate cortex due 
to the readily visible line of Gennari running through this region. Here, the 
low-level image properties of the perceived object are processed, such as 
orientation and spatial frequency. When activity successively spreads 
through the prestriate (V2) and extrastriate cortical areas V3, V4 and MT, 
more detailed visual information is processed, such as figure-ground 
segregation, colour, and motion, from an increasingly large part of the 
visual field. 
 
After processing in visual cortex, which takes about 20 ms in monkeys 
(Thorpe & Fabre-Thorpe, 2001), activity is traditionally believed to split up 
into two processing streams: a ventral stream and a dorsal stream (Mishkin 
et al., 1983). The ventral stream, or ‘what’-pathway traverses the inferior 
temporal lobe to the anterior end, and is thought to be involved in 
identifying an object, which in monkeys takes another 20 ms (Thorpe & 
Fabre-Thorpe, 2001). Notably, several brain regions along this pathway are 
thought to specialize in the processing of specific stimulus types, such as 
the fusiform face area (FFA) for faces, the parahippocampal place area 
(PPA) for scenes, and the extrastriate body area (EBA) for bodies (Downing 
et al., 2006). The dorsal stream, or ‘where’-pathway, on the other hand 
relays activity into the parietal cortex, and is believed to play a role in 
determining where the perceived object is in space. However, some debate 
has arisen about this specific function, with some researchers proposing 
that the dorsal stream is actually used to identify objects that can be 
manipulated (Almeida et al., 2010), and others suggesting that it is instead 
responsive to elongated shapes, which often happen to be tools (Sakuraba 
et al., 2012). Furthermore, it has been suggested that the two traditional 
streams actually consist of multiple interconnected pathways (De Haan & 
Cowey, 2011). 
 
In humans, it takes about 150 ms before a decision based on the category 
of the perceived image can be made (Thorpe et al., 1996). It has been 
suggested, however, that category-sensitive processes start around 75-80 
ms after stimulus onset, whereas a later, task-related response unrelated to 
categorical identity comes into play around 150 ms after stimulus onset 
(VanRullen & Thorpe, 2001). Other studies have suggested an even earlier 
onset of activity related to visual processing, with perceptual activity 
entering the frontal eye fields as early as 45-60 ms after stimulus onset 
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 (Kirchner et al., 2009). Indeed, there is little consensus amongst researchers 
about the onset of the first categorical information in the visual system, 
with timings ranging from faster than 75 ms (Bacon-Macé et al., 2005; 
Kirchner et al., 2009; Ramkumar et al., 2013; Seeck et al., 1997; VanRullen 
& Thorpe, 2001) to well over 100 ms (Amano et al., 2006; Bode et al., 2012; 
Carlson et al., 2011; Fuentemilla et al., 2010; Jafarpour et al., 2013; Liu et 
al., 2009; Simanova et al., 2010; Thorpe et al., 1996; Wokke et al., 2012). 
 
 
Auditory perception 
Auditory perception is organized in a manner similar, though not identical 
to visual perception. After following a subcortical pathway from the ear via 
pons, inferior colliculus and thalamus, activity emerges in the cortex in the 
superior temporal gyrus. Both primary and secondary association auditory 
cortex are located here. Primary auditory cortex is tonotopically organized, 
and mainly focuses on the processing of low-level auditory properties, like 
frequency and sound amplitude. An event related potential, N1, is detected 
over this area between 80 and 120 ms after onset of the sound (Zouridakis 
et al., 1998). Like the visual system, the auditory system also consists of a 
‘what’-pathway and a ‘where’-pathway (Alain & Arnott, 2001; Bizley & 
Cohen, 2013; Kaas & Hackett, 2000). The ‘what’-pathway starts directly in 
the auditory cortex and terminates in the inferior frontal gyrus, whereas 
the ‘where’-pathway passes through superior parietal cortex and superior 
frontal gyrus. There is however evidence that auditory-related activity, like 
visual activity, can arrive very early in the frontal eye fields, as early as 24 
ms after stimulus onset (Kirchner et al., 2009).  
 
 
Working memory 
Working memory is the process of keeping an item online while the original 
stimulus is no longer present. It is believed that information in working 
memory is kept online actively, and can be manipulated when required. 
According to the classical view of working memory by Baddeley & Hitch 
(1974), working memory can roughly be divided into three partitions. A 
visuospatial sketchpad to keep visual information active, a phonological 
loop to allow for rehearsal of auditory information, and a central executive 
unit to control the storage and manipulation of the items kept in memory.  
 
The prefrontal cortex has been shown consistently to play an important 
role during working memory maintenance. Continuous activity in the 
 
prefrontal cortex has been observed when a stimulus was kept in memory 
both in monkey single cell recordings (e.g. Funahashi et al., 1989; Fuster & 
Alexander, 1971; Goldman-Rakic, 1995; Ó Scalaidhe et al., 1999) and human 
fMRI measurements (e.g. Cohen et al., 1997; Courtney et al., 1997; Lee et 
al., 2013; Sreenivasan et al., 2014). Furthermore, the inferior frontal 
junction has been related to memory encoding (Todd et al., 2011). 
Moreover, the prefrontal cortex has been hinted to play a role in active 
maintenance as well (Cohen et al., 1997). 
 
In addition, posterior regions are implied in the storage of items in working 
memory, including parietal and occipital cortex (Christophel et al., 2012; 
Courtney et al., 1997; Han et al., 2013; Harrison & Tong, 2009; Xing et al., 
2013). Different maintenance circuits were confirmed for different types of 
working memory (Smith & Jonides, 1997). Moreover, studies in which an 
item in memory had to be reactivated upon recall have supported the view 
that the areas that were used during encoding were also activated when 
retrieving a memory (Johnson et al., 2009; Nyberg et al., 2000; Wheeler et 
al., 2000). 
 
 
Measurement of brain activity 
In general, techniques for measuring brain activity in humans can be 
divided into two classes: those with a high spatial resolution but low 
temporal resolution, and those with a high temporal resolution but low 
spatial resolution. Functional magnetic resonance imaging (fMRI), which 
measures changes in blood oxygenation levels as a proxy of neuronal 
activation, has a high spatial resolution, but a temporal resolution in the 
order of seconds. Given that the latencies of the previously described 
processes are in the order of tens of milliseconds, this poor temporal 
resolution is infeasible when attempting to assess temporal dynamics of 
brain activation. Electrophysiological recordings, on the other hand, have a 
high temporal resolution at the expense of a low spatial resolution, by 
directly measuring the electrophysiological response from activated 
neuronal populations. 
 
MEG 
Magnetoencephalography (MEG) is one of these electrophysiological 
methods. The rationale of this technique is that if a set of neurons that is 
oriented in the same direction fires in synchrony, electrical current flows 
through these neurons as if through a dipole. This current flow produces a 
 8 | Chapter 1  General introduction | 9
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Measurement of brain activity 
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MEG 
Magnetoencephalography (MEG) is one of these electrophysiological 
methods. The rationale of this technique is that if a set of neurons that is 
oriented in the same direction fires in synchrony, electrical current flows 
through these neurons as if through a dipole. This current flow produces a 
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 magnetic field around the dipole, which can be recorded outside of the 
skull without interference from intermediate tissue. 
 
Of course MEG has its own limitations. Even though the number of sensors, 
and therefore measurement locations, is in the order of hundreds of 
sensors, spatial resolution is quite coarse. Due to volume conduction a 
magnetic field originating from a focal set of neurons is picked up by 
multiple sensors, including sensors that are not over the actual source (see 
Figure 1.1A). This causes the signal to be smeared, compromising spatial 
localization. In addition, it is not possible to detect activity from sources 
that lie deep within the brain, sources that are not organized in a dipolar 
manner, and sources that are oriented perpendicular to the skull. 
Electroencephalography (EEG), in which the electrical current is measured 
instead of the magnetic field it generates, does allow for detection of 
deeper sources and sources that are oriented perpendicularly. However, in 
general the spatial resolution is worse. Not only is the number of electrodes 
a lot smaller than the number of sensors in an average MEG system, EEG is 
also sensitive to the shape and conductance of each individual skull and 
scalp through which the current has to be recorded. 
 
Source localization 
Although there is no perfect electrophysiological method in terms of spatial 
resolution, in terms of non-invasiveness and coverage MEG seems to be a 
decent method. To improve on the spatial localization of MEG it is possible 
to analyse which sources underlie the activity measured at the sensor level 
by applying source localization techniques. Here, the aim is to inversely 
model source-space activity from the measured sensor space activity, i.e. to 
determine based on the activity measured at the sensor level what the 
underlying source activation would be, by taking into account the 
conductive properties of the head (see Figure 1.1B). This is done, for 
example, by creating a spatial model that optimizes the signal coming from 
a given source, while suppressing activity coming from any other source 
(LCMV beamformer; Van Veen et al., 1997) or by estimating the dipole 
moment obtained via a filter that is created based on the leadfield of the 
data (eLORETA; Pascual-Marqui, 2007). Although source space analysis still 
suffers from a relatively coarse spatial resolution compared to fMRI, it does 
optimize spatial localization within the restrictions of electrophysiology. 
 
 
 
 
Figure 1.1 A) Sensor-space activity is measured with sensors located outside the 
scalp. Various sources in the brain contribute to a mixed activity pattern at these 
sensors. Plotting the activity of these sensors yields a general spatial pattern, but 
spatial resolution is low. B) An estimation of activity at the underlying sources 
(source-space activity) can be made by determining what sources are activated 
given the sensor-space activity and conductive properties of the head. Resulting 
activation plots are more reliable in terms of localization of activation, though they 
do not reach the spatial resolution of fMRI. 
 
 
ECoG 
It is possible to measure the aforementioned currents directly from the 
brain tissue with intracranial electroencephalography (iEEG). In this 
technique, measurement electrodes are implanted on or sometimes in the 
brain tissue. This allows for a direct measurement from a set of neurons, 
and therefore iEEG does not suffer as much from the spatial drawbacks that 
plague MEG and EEG. However, this is an invasive procedure, which is only 
performed in the context of clinical applications. For example, when 
someone suffers from epilepsy in which it has not been possible to 
determine the focus of the seizures with non-invasive methods, electrodes 
are implanted over areas which are suspected to harbour the seizure focus. 
These electrodes are first and foremost implanted to measure activity 
continuously from these suspect areas, in order to inform about any 
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 deviant neuronal activity that could indicate an area as problematic. In 
addition to this clinical application, however, these electrodes can be 
recorded from in the context of a scientific question. Although this method 
does allow for measurement from a very focal brain region, it also suffers 
from strong limitations. First, the brain regions that can be measured from 
are completely dependent on the clinical requirement. This means that 
areas that are not likely to contain a seizure location, such as occipital 
areas, are rarely included in iEEG recordings. In addition, if the electrode 
happens to be over the seizure area, the measured activity is atypical and 
therefore unsuitable for research. Related to this, it can be argued that 
results acquired based on an epileptic brain may not generalize well to the 
healthy population, as cognitive functioning may to a more or lesser extent 
be impaired due to the disease and the surgical implantation. As a result, 
activity in neurons outside the epileptic focus may still be atypical.  
 
In this thesis, I have chosen for an approach that favours a high temporal 
resolution, while aiming to optimize the spatial resolution as much as 
possible within the restrictions of the method. After all, when opting for an 
approach with a high spatial resolution it would not be possible to study the 
processes under investigation within their native time scale. This would 
only allow for an investigation of space, but not in the context of relevant 
time points. When opting for electrophysiological methods, however, even 
though the spatial resolution of MEG is inferior to that of fMRI, it is still 
possible to detect variation within the spatial dynamics modulated by time, 
whereas fMRI would not allow for a relevant variation in time modulated by 
space. 
 
 
Multivariate methods 
To optimize sensitivity, and to be able to investigate the spatiotemporal 
dynamics of the content of various cognitive processes, I have analysed the 
data in this thesis with multivariate methods. Traditionally, neuroimaging 
data are analysed using a univariate approach, in which a difference in 
activity in each feature, for example voxel or sensor, is analysed 
independently. However, this approach poses some problems. For example, 
say that we have two classes (e.g. trials in which a face is shown and trials in 
which a tool is shown; see Figure 1.2A), and we measure neuronal activity 
in two features (e.g. MEG amplitude at two sensor-timepoint pairs, or 
activity in two voxels) to analyse the difference between these two classes. 
If the features are independent, as is the case in the left panel, it is possible 
 
to distinguish between the two classes simply by looking at the average 
activity for each feature separately. However, when activity in one feature 
depends on activity in the other feature, as is the case in the right panel, 
the averaged activities for each feature overlap for the two classes. Still, 
when considering all the data points, it becomes clear that we can draw a 
single line to separate the two classes. This signifies that there is class 
information present in the two features that is invisible to the traditional 
analysis method. The solution is to assess activity in both features at the 
same time. This reveals that in one class the activity in feature 1 is always 
higher than the activity in feature 2, whereas in the other class this pattern 
is reversed. Multivariate methods allow us to take these interdependencies 
between features into account, making the method more sensitive than its 
univariate counterpart when activity is distributed like this (Kriegeskorte et 
al., 2006). 
 
Another advantage of this approach is that because a class distinction is 
made based on all features as a whole, only one statistical test is 
performed. This is especially relevant given the large number of features in 
electrophysiological data. For example, an MEG measurement of 100 ms at 
a sampling frequency of 300 Hz already consists of 275 sensors and 30 time 
samples, resulting in 8250 features. Were these data to be analysed 
univariately, comparisons between conditions would have to be made for 
each feature separately, resulting in a massive multiple comparisons 
problem. By only conducting one test the multiple comparisons problem is 
bypassed and sensitivity increases accordingly. 
 
Moreover, this method allows us to assess the content of a cognitive 
process. When a distinction is made between, for example, trials in which 
subjects watch an image versus trials in which subjects watch a blank 
screen, the difference is driven by the perception of an image as a whole, 
but it is not informative about what is perceived. With the increased 
sensitivity of multivariate methods it is possible to make a distinction 
between types of perceived images, for example trials in which a face was 
shown compared to trials in which a tool was shown. The resulting 
differences in activation specifically inform about the content of the visual 
system. 
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Figure 1.2 A) Analysis of the difference between two classes (red and blue) in two 
features when these features are independent (left) and dependent on each other 
(right). Each circle is a measurement for one of the two classes. In the independent 
case a class effect can be detected with both univariate and multivariate methods. 
In the dependent case, however, a class difference can only be detected when 
assessing both features simultaneously with multivariate techniques. B) Example of 
training and test sets for an electrophysiological dataset. One option (left-most 
selection) is to select sensors at one time point or set of time points, and both train 
and test the classifier on this data. Different trials (folds) are included in the train 
set and in the test set. This gives an estimation of the stability of a representation 
at the selected time point(s). The other option (selections on the right) is to train 
data on one time point or set of time points, and test this on another time point or 
set of time points. This transfer learning yields an estimation of the commonality in 
patterns between the training time point(s) and the testing time point(s). 
 
Methodology of multivariate methods 
Multivariate methods are a type of machine learning techniques where a 
classifier is trained to optimally distinguish between two or more classes. 
For example, imagine you have data from a task in which subjects have to 
look at pictures of faces and pictures of tools. For each subject, the trials 
are split into a training set and a test set (see Figure 1.2B). In the training 
phase, a classification algorithm is used to build a model that, based on the 
data in the training set, can optimally distinguish between trials in which a 
face was presented and trials in which a tool was presented. This model is 
then applied to the data of the test set, to determine whether the trials in 
this set would be face-trials or tool-trials. Note that this means that 
validation is done on the single trial level. Usually, this validation is done by 
cross-validation, where multiple splits of the data into training and test sets 
are used. The percentage of trials that have been sorted into the correct 
class is the accuracy of the classifier. If there was enough information in the 
training set to make a proper class distinction, accuracies will be above 
chance level. If there is no informative pattern, the resulting accuracy will 
be at chance level. 
 
Often the training set and test set are derived from the same dataset 
acquired within the same subject at the same time point. However, by 
training on one dataset and testing on another dataset one can assess to 
what extent activation patterns generalize, for example over time or 
subjects (see Figure 1.2B). This allows us to investigate common 
mechanisms that extend beyond the current instance of the mechanism 
(King & Dehaene, 2014). Furthermore, it allows us to test whether a given 
representation occurs within a set of multiple representations.  
 
Classification algorithms and models 
Different classification algorithms can be employed to distinguish between 
classes. Probably the most common one is the support vector machine 
(SVM). This method assigns weights to each feature in the feature space 
such that a hyperplane, the multidimensional version of the line shown in 
Figure 1.2A, is created that classifies as many correct trials as possible 
within the training set. This is achieved by maximizing the margin, that is, 
the distance from all data points to the hyperplane. Other methods use a 
similar approach, with added regularization parameters to pose constraints 
on the classification model. For example, the elastic net algorithm 
(Friedman et al., 2010) applies both L1-regularization, which encourages a 
sparse model by setting as many feature weights as feasible to 0, and L2-
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 regularization, which favours multiple smoother sources with lower 
weights. 
 
All classification algorithms result in a model, with weights attached to the 
different features. However, large weights are not only given to features 
that are informative for class distinction, but also to uninformative features 
as a form of noise suppression (Haufe et al., 2014). Therefore, these 
weights per se are not informative other than that in the case of L1-
regularization features with weights set to zero do not contribute to the 
obtained classification accuracy. A transformation that takes the covariance 
matrix of the data into account has to be applied to the weights to obtain 
activation patterns which can be interpreted in terms of class distinctions. 
In this way it is possible to assess the distributed representations of the 
content of a cognitive system. 
 
Previous decoding studies 
Although a relatively new method in the field of neuroscience, the 
multivariate approach has been proven quite successful. It has evolved into 
quite an established method in fMRI research, and recently it has begun to 
gain momentum in the field of electrophysiological data as well. It has given 
insight in the spatial representation of low-level image properties (Haynes 
& Rees, 2005; Kamitani & Tong, 2005), even when the stimulus was not 
consciously perceived (Haynes & Rees, 2005), as well as natural images such 
as scenes (Walther et al., 2009). In addition, applying this method to 
electrophysiological data has revealed insight in the timing, first onset and 
offset of visual information content of, among others, faces (Carlson et al., 
2011; Liu et al., 2009; Sudre et al., 2012; Tsuchiya et al., 2008), letters 
(Carlson et al., 2013) and words (Chan et al., 2011), as well as insight in the 
effect of modulation by attention (Tsuchiya et al., 2008).  
 
Furthermore, decoding of working memory has been proven specifically 
successful with fMRI, both when remembering low-level properties such as 
gratings (Harrison & Tong, 2009; Xing et al., 2013) and complex (Christophel 
et al., 2012; Christophel et al., 2015) or natural images (Han et al., 2013; 
Lewis-Peacock & Postle, 2012; Reddy et al., 2010). Although this seems to 
work quite well with stable accuracies, results assessing the temporal 
aspect of working memory content have not been shown as strongly. Still, 
there are a few studies that show signs of low-level (Polanía et al., 2012) 
and higher-order decoding within a delay period (Fuentemilla et al., 2010; 
Jafarpour et al., 2014; LaRocque et al., 2013). However the next step, to 
 
assess the spatiotemporal dynamics of working memory content, is still 
lacking. 
 
Organization of this thesis 
In this thesis, I set out to identify the spatiotemporal dynamics of stimulus 
representations during several cognitive processes, by applying multivariate 
decoding techniques to electrophysiological data. 
 
In chapter 2, I tested whether decoding of source-space MEG data provides 
a suitable method to investigate the spatiotemporal dynamics of passive 
visual perception of natural images, and to what extent this method could 
be informative about the representation of image classes in space and time. 
In this study I used a variety of different image classes, to assess which 
classes could be discerned best using this method.  
 
In Chapter 3, I investigated the cortical dynamics during active visual 
perception of natural stimuli, as well as after presentation of these stimuli, 
when they had to be retained in memory. Specifically, I tested how these 
classes were represented in space and time, and to what extent the 
spatiotemporal dynamics of these two processes resembled each other. 
 
In Chapter 4, I tested whether it was possible to detect the content of 
working memory when this memory period was not preceded by the visual 
presentation of the to-be-remembered item, but instead involved a 
reinstatement of memory content based on a cue. Furthermore, I aimed to 
assess in what spatiotemporal configuration this content was represented, 
and how multiple items were represented in working memory. 
 
In Chapter 5, I assessed the neuronal representations of task-relevant and 
irrelevant pitch and semantic information of spoken words. Specifically, I 
assessed whether irrelevant feature information could be detected in 
addition to relevant information, and to what extent this differed for the 
different features of the spoken word. 
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assess the spatiotemporal dynamics of working memory content, is still 
lacking. 
 
Organization of this thesis 
In this thesis, I set out to identify the spatiotemporal dynamics of stimulus 
representations during several cognitive processes, by applying multivariate 
decoding techniques to electrophysiological data. 
 
In chapter 2, I tested whether decoding of source-space MEG data provides 
a suitable method to investigate the spatiotemporal dynamics of passive 
visual perception of natural images, and to what extent this method could 
be informative about the representation of image classes in space and time. 
In this study I used a variety of different image classes, to assess which 
classes could be discerned best using this method.  
 
In Chapter 3, I investigated the cortical dynamics during active visual 
perception of natural stimuli, as well as after presentation of these stimuli, 
when they had to be retained in memory. Specifically, I tested how these 
classes were represented in space and time, and to what extent the 
spatiotemporal dynamics of these two processes resembled each other. 
 
In Chapter 4, I tested whether it was possible to detect the content of 
working memory when this memory period was not preceded by the visual 
presentation of the to-be-remembered item, but instead involved a 
reinstatement of memory content based on a cue. Furthermore, I aimed to 
assess in what spatiotemporal configuration this content was represented, 
and how multiple items were represented in working memory. 
 
In Chapter 5, I assessed the neuronal representations of task-relevant and 
irrelevant pitch and semantic information of spoken words. Specifically, I 
assessed whether irrelevant feature information could be detected in 
addition to relevant information, and to what extent this differed for the 
different features of the spoken word. 
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Abstract 
Visual processing is a complex task which is best investigated using sensitive 
multivariate analysis methods that can capture representation-specific 
brain activity over both time and space. In this study, we applied a 
multivariate decoding algorithm to MEG data of subjects engaged in passive 
viewing of images of faces, scenes, bodies and tools. We used 
reconstructed source-space time courses as input to the algorithm in order 
to localize brain regions involved in optimal image discrimination. Applying 
this method to the interval of 115 to 315 ms after stimulus onset, we show 
a focal localization of regression coefficients in the inferior occipital, middle 
occipital, and lingual gyrus that drive decoding of the different perceived 
image categories. Classification accuracy was highest (over 90% correctly 
classified trials, compared to a chance level accuracy of 50%) when 
dissociating the perception of faces from perception of other object 
categories. Furthermore, we applied this method to each single time point 
to extract the temporal evolution of visual perception. This allowed for the 
detection of differences in visual category perception as early as 85 ms 
after stimulus onset. Furthermore, localizing the corresponding regression 
coefficients of each time point allowed us to capture the spatiotemporal 
dynamics of visual category perception. This revealed initial involvement of 
sources in the inferior occipital, inferior temporal and superior occipital 
gyrus. During sustained stimulation additional sources in the anterior 
inferior temporal gyrus and superior parietal gyrus became involved. We 
conclude that decoding of source-space MEG data provides a suitable 
method to investigate the spatiotemporal dynamics of ongoing cognitive 
processing. 
 
 
 
Introduction 
Visual perception is an intricate yet fast process. This is not only the case for 
isolated low-level image properties such as object location and luminance.  
We are also able to discern different image categories such as faces and 
tools very rapidly. Indeed, saccade studies show that as little as 120 ms is 
required before a saccade differentiating between animals and scenes is 
initiated (Kirchner & Thorpe, 2006), and only 100-110 ms before saccading 
to human faces (Crouzet et al., 2010). As these latencies include the process 
of saccade planning, differential brain activity for faces as compared to 
other semantic categories should already be present as early as 80 ms after 
stimulus onset (Crouzet et al., 2010). However, neuroimaging research has 
been inconclusive about this exact timing, demonstrating variable latencies 
ranging from 40-75 ms (Bacon-Macé et al., 2005; Kirchner et al., 2009; 
Ramkumar et al., 2013; Seeck et al., 1997; VanRullen & Thorpe, 2001) up to 
100-150 ms (Amano et al., 2006; Bode et al., 2012; Carlson et al., 2011; 
Fuentemilla et al., 2010; Jafarpour et al., 2013; Liu et al., 2009; Simanova et 
al., 2010; Thorpe et al., 1996; Wokke et al., 2012). In addition to the fast 
onset of vision-related activity, the temporal evolution of this activity is also 
complex, consisting of multiple visual event-related potential components, 
including the P1, N1, and the face-related N170 (Bentin et al., 1996). 
 
Next to this rapid and complex temporal evolution, a multitude of brain 
regions is employed in the process of visual perception. Areas along both 
the ventral and dorsal stream of visual processing are recruited, ranging 
from the striate cortex in the occipital lobe to the anterior temporal and 
parietal lobe (Mishkin et al., 1983). Furthermore, this activity is thought to 
proceed in rapid succession (Kirchner & Thorpe, 2006; Riesenhuber & 
Poggio, 1999; Serre et al., 2007; Thorpe & Fabre-Thorpe, 2001). Therefore, 
a method is required that can capture both the temporal and spatial aspect 
of visual processing. 
 
Although electrophysiological methods do provide exquisite temporal 
resolution, they generally lack the spatial resolution to localize the 
aforementioned temporal evolution. We therefore aim to improve spatial 
localization by applying a multivariate classification algorithm to 
reconstructed source-space activity, calculated from 
magnetoencephalography (MEG) recordings. Multivariate methods can be 
more sensitive than univariate methods when discriminative information is 
distributed across multiple sources (Kriegeskorte et al., 2006; Kriegeskorte, 
2011; Lange et al., 1999). Previous work with functional magnetic 
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 resonance imaging (fMRI) data has shown that multivariate methods allow 
for the decoding of perceived stimuli from brain activity, both of low-level 
image properties (Haynes & Rees, 2005; Kamitani & Tong, 2005; Miyawaki 
et al., 2008; Thirion et al., 2006; Van Gerven et al., 2010a) as well as high-
level image categories (Carlson et al., 2003; Connolly et al., 2012; Cox & 
Savoy, 2003; Haxby et al., 2001; Kay et al., 2008; Naselaris et al., 2009; Van 
Gerven et al., 2010b). Although multivariate pattern analysis has become a 
widely used method for analysis of fMRI data, application to MEG and 
electroencephalography (EEG) data is less common. Nonetheless, 
multivariate techniques have been used to discern both image features 
(Carlson et al., 2011; Ramkumar et al., 2013) and semantic categories of 
images and words from electrophysiological data (Bode et al., 2012; Carlson 
et al., 2011; Chan et al.,  2011; Fuentemilla et al., 2010; Guimaraes et al., 
2007; Jafarpour et al., 2013; Mitchell et al., 2008; Murphy et al., 2011; 
Murphy et al., 2009; Simanova et al., 2010; Suppes et al., 1999; Suppes et 
al., 1997; Van Gerven et al., 2013).  
 
Most of these previous electrophysiological studies have used sensor-space 
data as input to the decoding algorithm. However, as these signals are a 
mixture of the time courses of the actual underlying sources, reconstructing 
and analysing these underlying source-space activity time-courses should 
improve localization of involved neuronal generators. Some studies have 
already shown that source-space activity can indeed be used successfully as 
input to a classification algorithm (Sandberg et al., 2013; Sudre et al., 2012; 
Wu & Gao, 2011). However, these studies often restrict themselves to 
predetermined regions of interest, or have used source-space activity to 
improve classification performance without drawing additional conclusions 
about localization. In contrast, we propose to apply the classification 
algorithm to all source-space activity time-courses to determine what 
sources drive the classification of representation-specific information, 
independent of any a priori assumptions about possible sources. In 
addition, we facilitate interpretability by applying an elastic net algorithm 
(Friedman et al., 2010). This algorithm enforces a sparsity constraint, 
resulting in focal and hence interpretable sources (Carroll et al., 2009). By 
using this method we aim to achieve a better identification of the neuronal 
generators involved in early visual natural image perception. Furthermore, 
by performing classification on these source-space data for each separate 
time point, we attempt to extract which sources are involved in category 
perception at any specific point in time. This allows for high-resolution 
source localization on a time-scale in the order of milliseconds.  
 
Next to source activity reconstruction with the more traditional LCMV 
beamformer (Van Veen et al., 1997), we also used the dynamic beamformer 
to get an additional estimation of source-space activity (Bahramisharif et 
al., 2012). This novel method may further improve the signal-to-noise ratio 
of the reconstructed time courses by imposing temporal smoothness on the 
source reconstructions. In this way, we aim to improve localization 
performance even further by providing less noisy input to the employed 
classification algorithm.  
 
Low-level image properties are important features based on which the 
visual system discriminates between different image categories. For 
example, the spatial frequency of an image has been shown to be an 
important feature based on which the visual system assigns category 
membership (Crouzet & Thorpe, 2011). Therefore, we attempted to 
minimize the effect of these low-level image properties by showing images 
that were corrected for both luminance and spatial frequency. As the 
correction for spatial frequency reduced the visibility of the images, we also 
showed the same images corrected solely for luminance. 
 
We used a passive viewing paradigm to avoid interference of any task-
related effects, such as encoding and attention. After all, specific attention 
towards the stimulus could boost the neuronal activity (Reynolds et al., 
2000) or even speed up the neuronal response (Noguchi et al., 2007). As 
will be shown, source-space decoding of MEG data provides a sensitive way 
to investigate the spatiotemporal dynamics of visual perception as brain 
activity proceeds along the visual hierarchy. 
 
 
Methods 
 
Subjects and stimuli 
Three right-handed subjects (two males; two subjects were aged 27, one 
25) were shown black-and-white photographs of faces, scenes, bodies and 
handheld objects. The choice for these categories was based on the spatial 
selectivity shown for these types of stimuli in the fusiform face area (faces), 
parahippocampal place area (PPA; scenes), extrastriate body area (bodies) 
and middle temporal gyrus (tools) (Downing et al., 2006). Images in the face 
category consisted of male and female faces with a neutral expression 
facing forward. Scene images were pictures from houses, forests and 
mountains. Images in the body category contained images of male and 
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 female whole bodies facing forward with the face greyed out. Tools and 
kitchen utensils made up the object category.  Each category contained 30 
different images, which were all shown twice per image correction 
condition (see below). Images were selected from different online sets. 
Face images were obtained from the Karolinska Directed Emotional Faces 
dataset (KDEF, images F1, F2, F6, F8, F9, F10, F11, F13, F17, F19, F20, F22, 
F24, F25, F27, M37, M39, M41, M42, M43, M44, M45, M47, M52, M56, 
M58, M63, M64, M65, M66; Goeleven et al., 2008; Lundqvist et al., 1998). 
The scene database was obtained from the Stanford Vision Lab (Fei-Fei & 
Perona, 2005). Images of bodies were selected from the Bodily Expressive 
Action Stimulus Test set (BEAST; De Gelder & Van den Stock, 2011). Object 
images were derived from the Bank of Standardized Stimuli (BOSS; Brodeur 
et al., 2010). All images were cropped to 300 × 300 pixels. A larger set of 
luminance and spatial frequency corrected images were rated prior to the 
study on their visibility and category membership by four naive viewers on 
a five-point scale. These four subjects did not take part in the actual 
experiment. The 30 images with the highest score were selected for the 
actual experiment. The included images all scored between 4 and 5 on 
visibility, indicating that they were very well recognizable, despite the 
blurriness of the images after correction for spatial frequency. 
 
All stimuli were corrected for luminance only, as well as for both luminance 
and spatial frequency. Correction of the images was done with the SHINE 
toolbox for MATLAB (Willenbockel et al., 2010). Luminance correction was 
performed by scaling the mean luminance and standard deviation of the 
entire image. Luminance and spatial frequency correction was performed 
by matching the Fourier amplitude spectra of the images without 
optimization of the structural similarity index, and then equating the 
luminance histograms over the entire image. In addition, this correction 
step resulted in equal root mean square values of the contrast for all 
images. We will focus on the data of the luminance and spatial frequency 
corrected images, as this is the more stringent case. Results of the 
luminance only corrected data are comparable to those of the luminance 
and spatial frequency corrected data as shown in the supplement.  
 
Images were presented to the subjects according to the design depicted in 
Figure 2.1.  
 
 
 
Figure 2.1 Study design. Images were presented for 2 s while subjects fixated on 
the fixation dot, followed by an interstimulus interval of 2 s. Subjects had to press a 
button when the fixation dot turned red. During the first second of the 
interstimulus interval, indicated by the absence of the fixation dot, the subject was 
allowed to blink. Blinking was not allowed during the next second when the fixation 
dot was present again. The face image in this figure comes from the KDEF dataset 
(M64; Lundqvist et al., 1998), the tool image comes from the BOSS set (Brodeur et 
al., 2010; CC BY-SA 3.0). 
 
 
During each trial, a natural image spanning the central 6° of the visual field 
was presented at the centre of the screen for 2 s. Subjects had to focus on a 
central fixation dot with a diameter of 0.5° to maintain fixation and to 
prevent eye movements from being made when viewing the image. In 10% 
of the trials the fixation dot turned red in order to keep the subjects’ 
attention fixed to the centre of the screen. When this happened, the 
subject had to press a button with their right hand within 1.5 s, after which 
feedback was given and a new trial would start. These catch-trials were 
excluded from analysis. In this way passive viewing was enforced, as there 
was no need to attend the images and their categories or to encode them 
to perform the task successfully. 
  
Stimuli were separated by an interstimulus interval of 2 s. During the first 
second, indicated by the absence of the fixation dot, the subjects were 
allowed to blink. Next, the fixation dot returned and subjects were again 
required to keep their gaze fixated steadily at the centre of the screen 
without blinking. 
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 The task consisted of 12 blocks of 40 trials separated by a subject-paced 
break. Every even block consisted of images that were only corrected for 
luminance, and every odd block consisted of images that were corrected for 
both luminance and spatial frequency. The study was approved by the local 
ethics review board (Commissie Mensgebonden Onderzoek Regio Arnhem-
Nijmegen). 
 
Stimuli were presented using Presentation software (Version 16.2, 
Neurobehavioral Systems, Inc.) via an LCD projector located outside the 
magnetically shielded room. Stimuli were back-projected onto a translucent 
screen via two front-silvered mirrors. The projector lag was measured using 
a photosensor placed on the screen while a black-white flickering stimulus 
was presented. Both the signal of the photosensor and the trigger of the 
stimulus were sent to an oscilloscope. The projector lag was defined as the 
lag between the trigger of the stimulus and the signal of the photosensor, 
and was found to be 35 ms.  The preprocessing analyses assumed a 
projector lag of 50 ms. This was post-hoc corrected for by shifting the MEG 
data 15 ms backwards with respect to the stimulus triggers, resulting in 
slightly shifted reported time intervals. All time indications in this 
manuscript have been fully corrected for the projector lag. 
 
MEG acquisition 
MEG data were recorded using a 275-sensor whole-head system (CTF 
Systems Inc., Port Coquitlam, Canada) at a sampling frequency of 1200 Hz. 
Due to sensor malfunction, data from two sensors (MLT37 and MLF62) 
were not recorded. Subjects were seated in a dark magnetically shielded 
room. Three coils, one in both ears and one on the nasion, were used to 
determine head position relative to the sensors. Head motion was 
monitored during the measurement using a real-time head localizer (Stolk 
et al., 2013). When head motion exceeded 5 mm, subjects were asked to 
reposition their head to the original location, visually guided by the real-
time head localizer. In this way, head motion has been kept below 5 mm 
over the entire run for two of the subjects, and below 7 mm for the third 
subject. No post-hoc correction of head movement was performed. 
 
A continuous bipolar electrooculogram (EOG) was recorded for offline 
rejection of artefacts related to eye movement. This was done with four 
electrodes around the eyes – one below and above the left eye for vertical 
EOG, as well as one left of the left eye and right of the right eye for 
horizontal EOG. An electrocardiogram (ECG) was recorded with an 
 
electrode on the left collarbone and below the right rib. The ground 
electrode was located below the elbow of the left arm. Eye movements 
were also measured using an Eye Link SR Research Eye Tracker. These data 
were used for additional rejection of eye movements that were not 
detected by the less sensitive EOG, and to ensure that the observed effects 
are not likely to be explained by ocular motion artefacts (see Multivariate 
analysis). 
 
Preprocessing 
Data were analysed using MATLAB version 7.9.0, R2009b (The Mathworks 
Inc., Natic, MA) and FieldTrip, an open source Matlab toolbox for the 
analysis of neuroimaging data (Oostenveld et al., 2011). Trials were defined 
as data ranging between 85 ms before stimulus onset and 2015 ms after 
stimulus onset. This interval was chosen as it spans the entire period during 
which the stimulus was presented (2 s), as well as a short baseline period 
before stimulus onset. MEG time courses of these trials were visually 
inspected, and trials that contained artefacts resulting from SQUID jumps 
and muscle contractions were rejected. Furthermore, EOG and eye tracker 
traces were inspected visually. Trials with evident eye movement in these 
signals were excluded from further analysis as well. After artefact rejection 
on average 49 ± 2.58 trials per category per condition remained for 
analysis.  Data were low-pass filtered at 150 Hz, and 50 Hz line noise was 
removed from the data with a DFT notch filter. The period between 185 
and 85 ms before stimulus onset was averaged per trial per channel and 
subtracted from the corresponding signal as baseline correction. The data 
were downsampled to 300 Hz to reduce memory and CPU load. Finally, 
environmental noise components measured by the third order synthetic 
gradiometers were subtracted from the sensor data.  
 
Beamforming 
Source-space activity time-courses of the whole trial were reconstructed 
with an LCMV beamformer (Van Veen et al., 1997). This method creates a 
spatial filter, which optimizes the signal coming from a given source while 
suppressing activity coming from other sources. No a priori selection of 
expected activated sources is required, making it a well-suited method for 
whole brain source activation reconstruction. An additional reconstruction 
was performed with the dynamic beamformer, which enforces a temporal 
smoothness on the reconstructed time courses by taking previous samples 
into account (Bahramisharif et al., 2012). This improves the signal-to-noise 
ratio of the activity time-courses which were used as input to the 
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room. Three coils, one in both ears and one on the nasion, were used to 
determine head position relative to the sensors. Head motion was 
monitored during the measurement using a real-time head localizer (Stolk 
et al., 2013). When head motion exceeded 5 mm, subjects were asked to 
reposition their head to the original location, visually guided by the real-
time head localizer. In this way, head motion has been kept below 5 mm 
over the entire run for two of the subjects, and below 7 mm for the third 
subject. No post-hoc correction of head movement was performed. 
 
A continuous bipolar electrooculogram (EOG) was recorded for offline 
rejection of artefacts related to eye movement. This was done with four 
electrodes around the eyes – one below and above the left eye for vertical 
EOG, as well as one left of the left eye and right of the right eye for 
horizontal EOG. An electrocardiogram (ECG) was recorded with an 
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electrode was located below the elbow of the left arm. Eye movements 
were also measured using an Eye Link SR Research Eye Tracker. These data 
were used for additional rejection of eye movements that were not 
detected by the less sensitive EOG, and to ensure that the observed effects 
are not likely to be explained by ocular motion artefacts (see Multivariate 
analysis). 
 
Preprocessing 
Data were analysed using MATLAB version 7.9.0, R2009b (The Mathworks 
Inc., Natic, MA) and FieldTrip, an open source Matlab toolbox for the 
analysis of neuroimaging data (Oostenveld et al., 2011). Trials were defined 
as data ranging between 85 ms before stimulus onset and 2015 ms after 
stimulus onset. This interval was chosen as it spans the entire period during 
which the stimulus was presented (2 s), as well as a short baseline period 
before stimulus onset. MEG time courses of these trials were visually 
inspected, and trials that contained artefacts resulting from SQUID jumps 
and muscle contractions were rejected. Furthermore, EOG and eye tracker 
traces were inspected visually. Trials with evident eye movement in these 
signals were excluded from further analysis as well. After artefact rejection 
on average 49 ± 2.58 trials per category per condition remained for 
analysis.  Data were low-pass filtered at 150 Hz, and 50 Hz line noise was 
removed from the data with a DFT notch filter. The period between 185 
and 85 ms before stimulus onset was averaged per trial per channel and 
subtracted from the corresponding signal as baseline correction. The data 
were downsampled to 300 Hz to reduce memory and CPU load. Finally, 
environmental noise components measured by the third order synthetic 
gradiometers were subtracted from the sensor data.  
 
Beamforming 
Source-space activity time-courses of the whole trial were reconstructed 
with an LCMV beamformer (Van Veen et al., 1997). This method creates a 
spatial filter, which optimizes the signal coming from a given source while 
suppressing activity coming from other sources. No a priori selection of 
expected activated sources is required, making it a well-suited method for 
whole brain source activation reconstruction. An additional reconstruction 
was performed with the dynamic beamformer, which enforces a temporal 
smoothness on the reconstructed time courses by taking previous samples 
into account (Bahramisharif et al., 2012). This improves the signal-to-noise 
ratio of the activity time-courses which were used as input to the 
 Spatiotemporal dynamics of visual category perception | 25 24 | Chapter 2
 classification algorithm. The single shell model as described by Nolte (2003) 
was used as head model. Individual grids with a resolution of 10 mm were 
calculated based on T1 weighted MRI data acquired using a 1.5 T whole 
body scanner (Siemens Magnetom Avanto, Siemens, Erlangen, Germany). 
Vitamin E markers in the ears marked the same location as the fiducial ear 
coils to allow for alignment of the MEG and MRI data. For both the LCMV 
and the dynamic beamformer the rank of the leadfield was reduced to two 
per voxel and the leadfield was normalized. Normalization was performed 
for each voxel by dividing the leadfield by the infinity norm.  
 
Single trial covariance matrices were estimated from the sensor-space data 
in the time interval of 115 to 315 ms after stimulus onset for classification 
on that interval as a whole, as well as from 85 ms before stimulus onset to 
2015 ms after stimulus onset for classification on each time point. Apart 
from the broadband filtering during preprocessing, the data were not 
additionally filtered before beamforming. The covariance matrices were 
regularized by adding 5% of the average eigenvalues of that matrix to its 
eigenvalues, to correct for the coarse estimation of the covariance matrix. 
The same filter was used for each trial in order to reconstruct time courses 
at virtual channels in the maximum power orientation. Activation of each 
virtual sensor is estimated as the first eigenvalue of the three dimensions. 
These source-space activation time-courses were used as input data to the 
classification algorithm. 
  
Multivariate analysis 
Multivariate analysis was performed with an elastic net logistic regression 
algorithm (Friedman et al., 2010). Given training data, the algorithm 
maximizes the log-likelihood, penalized by the elastic net penalty 
  
 =   12 1 −  +  

  
where  is the vector of regression coefficients. This penalty term combines 
L1 and L2 regularization through a mixing parameter  such that  = 0 leads 
to L2-regularized logistic regression and  = 1 leads to L1-regularized 
logistic regression. In all experiments, the mixing parameter was set to  = 0.01, encouraging both sparseness and smoothness of the resulting 
vectors of regression coefficients. The influence of the elastic net penalty is 
controlled by a regularization parameter , which was optimized using a 
nested cross-validation procedure. The input data were standardized prior 
 
to this analysis. Mean and standard deviation were derived from the 
training set, and the data in this set were z-transformed using these values. 
In addition, data in the test set were also z-transformed using the mean and 
standard deviation derived from the training set. 
 
Classifier performance was quantified in terms of accuracy (proportion of 
correctly classified trials). In addition, the absolute value of the estimated 
regression coefficient associated with each feature was indicative of the 
importance of that feature for classifier performance. These measures were 
computed by training a classifier on whole-brain data at the interval of 115 
to 315 ms after stimulus onset. This time period was chosen because the 
peak of the visual event-related response roughly lies within this interval 
(e.g. Ales et al., 2012; Fellinger et al., 2012; Itier & Taylor, 2004; Liu et al., 
2009; Petrov et al., 2012; Seeck et al., 1997; VanRullen & Thorpe, 2001). 
Classifier performance was validated using five-fold cross-validation. By 
using cross-validation, the classifier was always tested on data it was not 
trained on, to prevent double dipping. In sensor space, 163,800 features 
were used (600 time points × 273 MEG sensors), whereas in source space 
this number was inflated to 1,626,600 features (600 time points × 2711 
grid points). No a priori feature selection was performed. However, the 
elastic net algorithm itself, by imposing a sparsity constraint, performed 
feature selection by setting the weights of a large set of features which 
were not necessary for classification to zero. 
 
Computations were run on a distributed computing cluster with cores 
whose clock rate ranged between 2.0 and 3.6 GHz. Sensor level analyses as 
described above took about 5 minutes and required about 4 GB of RAM per 
contrast per subject. Source space analyses required about 26 GB of RAM 
and took about 21 minutes to complete.  
 
Next to analyses over all grid points, we also ran the classification algorithm 
over 115 to 315 ms after stimulus onset on a selection of source-space grid-
points, in order to assess the relative influences of different regions of 
interest. We selected grid points that belonged to non-overlapping cubes 
over respectively bilateral occipital lobes, right temporal lobe and bilateral 
frontal lobes. The grid-point cube was visually matched to the specific lobe 
in the underlying brain volume. 
 
In addition to this overall measure, we applied this same classification 
algorithm to each source-space activity time-point separately in order to 
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 classification algorithm. The single shell model as described by Nolte (2003) 
was used as head model. Individual grids with a resolution of 10 mm were 
calculated based on T1 weighted MRI data acquired using a 1.5 T whole 
body scanner (Siemens Magnetom Avanto, Siemens, Erlangen, Germany). 
Vitamin E markers in the ears marked the same location as the fiducial ear 
coils to allow for alignment of the MEG and MRI data. For both the LCMV 
and the dynamic beamformer the rank of the leadfield was reduced to two 
per voxel and the leadfield was normalized. Normalization was performed 
for each voxel by dividing the leadfield by the infinity norm.  
 
Single trial covariance matrices were estimated from the sensor-space data 
in the time interval of 115 to 315 ms after stimulus onset for classification 
on that interval as a whole, as well as from 85 ms before stimulus onset to 
2015 ms after stimulus onset for classification on each time point. Apart 
from the broadband filtering during preprocessing, the data were not 
additionally filtered before beamforming. The covariance matrices were 
regularized by adding 5% of the average eigenvalues of that matrix to its 
eigenvalues, to correct for the coarse estimation of the covariance matrix. 
The same filter was used for each trial in order to reconstruct time courses 
at virtual channels in the maximum power orientation. Activation of each 
virtual sensor is estimated as the first eigenvalue of the three dimensions. 
These source-space activation time-courses were used as input data to the 
classification algorithm. 
  
Multivariate analysis 
Multivariate analysis was performed with an elastic net logistic regression 
algorithm (Friedman et al., 2010). Given training data, the algorithm 
maximizes the log-likelihood, penalized by the elastic net penalty 
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where  is the vector of regression coefficients. This penalty term combines 
L1 and L2 regularization through a mixing parameter  such that  = 0 leads 
to L2-regularized logistic regression and  = 1 leads to L1-regularized 
logistic regression. In all experiments, the mixing parameter was set to  = 0.01, encouraging both sparseness and smoothness of the resulting 
vectors of regression coefficients. The influence of the elastic net penalty is 
controlled by a regularization parameter , which was optimized using a 
nested cross-validation procedure. The input data were standardized prior 
 
to this analysis. Mean and standard deviation were derived from the 
training set, and the data in this set were z-transformed using these values. 
In addition, data in the test set were also z-transformed using the mean and 
standard deviation derived from the training set. 
 
Classifier performance was quantified in terms of accuracy (proportion of 
correctly classified trials). In addition, the absolute value of the estimated 
regression coefficient associated with each feature was indicative of the 
importance of that feature for classifier performance. These measures were 
computed by training a classifier on whole-brain data at the interval of 115 
to 315 ms after stimulus onset. This time period was chosen because the 
peak of the visual event-related response roughly lies within this interval 
(e.g. Ales et al., 2012; Fellinger et al., 2012; Itier & Taylor, 2004; Liu et al., 
2009; Petrov et al., 2012; Seeck et al., 1997; VanRullen & Thorpe, 2001). 
Classifier performance was validated using five-fold cross-validation. By 
using cross-validation, the classifier was always tested on data it was not 
trained on, to prevent double dipping. In sensor space, 163,800 features 
were used (600 time points × 273 MEG sensors), whereas in source space 
this number was inflated to 1,626,600 features (600 time points × 2711 
grid points). No a priori feature selection was performed. However, the 
elastic net algorithm itself, by imposing a sparsity constraint, performed 
feature selection by setting the weights of a large set of features which 
were not necessary for classification to zero. 
 
Computations were run on a distributed computing cluster with cores 
whose clock rate ranged between 2.0 and 3.6 GHz. Sensor level analyses as 
described above took about 5 minutes and required about 4 GB of RAM per 
contrast per subject. Source space analyses required about 26 GB of RAM 
and took about 21 minutes to complete.  
 
Next to analyses over all grid points, we also ran the classification algorithm 
over 115 to 315 ms after stimulus onset on a selection of source-space grid-
points, in order to assess the relative influences of different regions of 
interest. We selected grid points that belonged to non-overlapping cubes 
over respectively bilateral occipital lobes, right temporal lobe and bilateral 
frontal lobes. The grid-point cube was visually matched to the specific lobe 
in the underlying brain volume. 
 
In addition to this overall measure, we applied this same classification 
algorithm to each source-space activity time-point separately in order to 
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 assess the temporal evolution of detectable information in the brain. This 
was validated using ten-fold cross-validation, and resulted in an accuracy 
trace with a temporal resolution of 3.3 ms.  
 
Finally, we applied the aforementioned classification protocol with ten-fold 
cross-validation to eye-tracker and EOG data, as well as to the input images, 
in order to test whether eye movement or low-level image properties could 
be driving classification performance. If classification on EOG or the eye 
tracker signal would be possible, classifier performance found in the MEG 
signal could be due to artificial fluctuations induced by eye motion. If this 
would not be the case, it is less likely that the signal used for classification is 
driven by fluctuations related to ocular motion. Similarly, if classification on 
the images shown to the subjects would be possible, low-level image 
properties could be driving the classifier performance on the MEG signals, 
whereas if classification on the images would not exceed chance level these 
low-level properties would be less likely to drive classification, suggesting 
the involvement of higher-order semantic properties instead. 
 
Statistical testing 
Individual accuracies were tested on their deviation from chance level with 
a binomial test. Multiple comparisons were corrected for using a Bonferroni 
correction at an alpha level of 0.05 for 54 multiple comparisons (3 subjects × 6 contrasts × 3 input data types). Differences between accuracy levels of 
classification on sensor-space data and accuracies based on the different 
source-space reconstructions were tested with a binomial test at single-
subject level, as proposed by Salzberg (1997), using a Bonferroni correction 
at an alpha level of 0.05 for 36 multiple comparisons (3 subjects × 6 
contrasts × 2 comparisons between source and sensor space data). For the 
accuracy values per time point multiple comparisons were corrected for by 
calculating the false discovery rate (FDR) and corresponding threshold value 
at an alpha of 0.05 for all three subjects at each contrast and image 
correction condition. The most conservative FDR threshold value for each 
contrast and condition was then used as the threshold for the average time 
course over subjects. 
 
 
  
 
Results 
 
Overview of classification performance 
When applying the classification algorithm to whole brain data between 
115 and 315 ms after stimulus onset, accuracies often rose well above 
chance level (0.5; Table 2.1). Classification accuracies based on the EOG and 
eye-tracker traces were not significantly better than chance, except when 
contrasting bodies and scenes with tools for one subject (Bonferroni 
corrected p < 0.05, accuracy 0.66-0.67), implying that the results were in 
general based on genuine brain activity instead of eye-motion artefacts. 
Classification accuracy based on the input images was in all cases well 
above chance level, with accuracies between 0.93 and 1 (p < 0.001).  Hence, 
it could well be that low-level properties of the perceived images at least 
partially drive classification. 
 
 
Table2.1 Mean accuracy when performing classification based on sensor-space 
data, on source-space activity reconstructed with the LCMV beamformer, and on 
source-space activity reconstructed with the dynamic beamformer.  Grand mean 
accuracies of the different data representations (sensor space and source space) 
are shown in the last row. Grand mean accuracies of the different contrasts are 
shown in the last column. The perceived images were corrected for both luminance 
and spatial frequency. Standard deviations are given between brackets. Asterisks 
indicate that the classification accuracy was significantly higher than chance level 
for all subjects (Bonferroni corrected p < 0.05). Values in bold font indicate a 
significant increase in accuracy for at least one subject compared to sensor-space 
accuracy (Bonferroni corrected p < 0.05). Values in italic font indicate a trend 
towards increase in accuracy for at least one subject compared to sensor-space 
accuracy (uncorrected p < 0.05). 
 
Contrast Sensor level (sd) LCMV 
beamformer (sd) 
Dynamic 
beamformer (sd) 
 Contrast 
average 
face-tool 0.80 (0.06) * 0.88 (0.03) * 0.90 (0.06) *  0.86 
face-scene 0.86 (0.05) * 0.87 (0.05) * 0.94 (0.06) *  0.89 
face-body 0.83 (0.11) * 0.83 (0.10) * 0.93 (0.05) *  0.86 
scene-body 0.69 (0.09) 0.77 (0.07) * 0.86 (0.12) *  0.77 
body-tool 0.69 (0.08) 0.74 (0.06) * 0.83 (0.07) *  0.75 
scene-tool 0.58 (0.09) 0.67 (0.08) 0.75 (0.10)  0.67 
      
average 0.74 0.79 0.87   
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 assess the temporal evolution of detectable information in the brain. This 
was validated using ten-fold cross-validation, and resulted in an accuracy 
trace with a temporal resolution of 3.3 ms.  
 
Finally, we applied the aforementioned classification protocol with ten-fold 
cross-validation to eye-tracker and EOG data, as well as to the input images, 
in order to test whether eye movement or low-level image properties could 
be driving classification performance. If classification on EOG or the eye 
tracker signal would be possible, classifier performance found in the MEG 
signal could be due to artificial fluctuations induced by eye motion. If this 
would not be the case, it is less likely that the signal used for classification is 
driven by fluctuations related to ocular motion. Similarly, if classification on 
the images shown to the subjects would be possible, low-level image 
properties could be driving the classifier performance on the MEG signals, 
whereas if classification on the images would not exceed chance level these 
low-level properties would be less likely to drive classification, suggesting 
the involvement of higher-order semantic properties instead. 
 
Statistical testing 
Individual accuracies were tested on their deviation from chance level with 
a binomial test. Multiple comparisons were corrected for using a Bonferroni 
correction at an alpha level of 0.05 for 54 multiple comparisons (3 subjects × 6 contrasts × 3 input data types). Differences between accuracy levels of 
classification on sensor-space data and accuracies based on the different 
source-space reconstructions were tested with a binomial test at single-
subject level, as proposed by Salzberg (1997), using a Bonferroni correction 
at an alpha level of 0.05 for 36 multiple comparisons (3 subjects × 6 
contrasts × 2 comparisons between source and sensor space data). For the 
accuracy values per time point multiple comparisons were corrected for by 
calculating the false discovery rate (FDR) and corresponding threshold value 
at an alpha of 0.05 for all three subjects at each contrast and image 
correction condition. The most conservative FDR threshold value for each 
contrast and condition was then used as the threshold for the average time 
course over subjects. 
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corrected p < 0.05, accuracy 0.66-0.67), implying that the results were in 
general based on genuine brain activity instead of eye-motion artefacts. 
Classification accuracy based on the input images was in all cases well 
above chance level, with accuracies between 0.93 and 1 (p < 0.001).  Hence, 
it could well be that low-level properties of the perceived images at least 
partially drive classification. 
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 The highest accuracies were obtained when a distinction was made 
between the perception of faces and any other category. Furthermore, 
when performing classification on source-space time-courses, 
differentiation between images showing bodies and scenes, as well as 
between bodies and tools became possible in all subjects. The only contrast 
without a stable accuracy above chance level for individual subjects and 
also with the lowest average accuracy in both sensor and source space was 
the contrast between scenes and tools. Here accuracies only rose above 
chance level for only one subject in sensor space, and for two subjects in 
source space. 
  
In general, the results seem to indicate that accuracy increased when 
applying the classifier to activity time-courses reconstructed with the LCMV 
beamformer compared to sensor-space time-courses. This trend seems 
even stronger when the classifier was applied to time courses 
reconstructed with the dynamic beamformer. A single-subject binomial test 
revealed that, for one subject, accuracy increased significantly when 
discerning faces and scenes from bodies, as well as faces from tools, based 
on activity time-courses reconstructed with the dynamic beamformer as 
compared to sensor space (p < 0.0005). In addition, there was a trend 
towards increased accuracies for at least one subject in all contrasts when 
applying the classifier to time courses reconstructed by the dynamic 
beamformer compared to sensor-space time courses (uncorrected p < 
0.05). This trend was also observed when applying the algorithm to time 
courses reconstructed with the LCMV beamformer compared to sensor-
space time-courses (uncorrected p < 0.05), albeit not for the contrast 
between faces and scenes, and between bodies and tools. For images that 
were corrected for luminance only, results were comparable, although the 
individual differences were more pronounced and variable (see 
Supplementary Table 1). 
  
  
 
For the sake of conciseness the main text of this paper will focus on results 
obtained for the luminance and spatial frequency corrected faces versus 
tools contrast, because of the high and stable accuracy in all conditions and 
subjects. Also, other contrasts with similar classification scores may have 
their drawbacks: scene-related activity could be expected to originate from 
the PPA (Epstein & Kanwisher, 1998), which may be located too medially for 
MEG to pick up. Hence, the performance of faces versus scenes may be 
explained as a face signal versus noise. In addition, the performance of the 
classifier in discriminating faces from bodies was more variable over 
subjects. 
 
Localization based on sensor level data 
The regression coefficients estimated for classification on sensor-space data 
over the interval of 115 to 315 ms after stimulus onset, averaged over time, 
are plotted in Figure 2.2. Additionally, the event related fields 
corresponding to sensors with the highest absolute feature weights are 
shown. As expected, the regression coefficients were strongest when the 
difference between the event related fields of the different categories was 
largest, implying that it is this difference that the classifier is likely to pick 
up. The features with the highest absolute coefficients were located 
towards the occipital cortex. The localization pattern seems to show some 
individual variation. However, this could also be explained by a dipole in the 
same location but with a different orientation. As sensor-space analysis is 
sub-optimal in providing more information about localization, the same 
classification algorithm was applied to source-space activity to further 
analyse the neuronal generators involved in visual perception. 
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Figure 2.2 Top panel: Individual maps per subject of time-averaged regression 
coefficients for the discrimination between faces and tools based on sensor level 
data 115 to 315 ms after stimulus onset. Warm colours indicate positive regression 
coefficients; cold colours indicate negative regression coefficients. The respective 
accuracies corresponding to these maps are 0.90, 0.77 and 0.86. Lower panel: 
event-related fields (ERFs) over the interval starting at 85 ms before stimulus onset 
until 315 ms after stimulus onset for selected sensors with high absolute regression 
coefficients. Red traces are the ERFs for tools; blue traces are the ERFs for faces. 
The black lines denote the regression coefficients per time point at a fixed yet 
arbitrary scale. The grey box indicates the part of the ERF which was not included in 
the classification. 
 
 
Source localization 
As can be seen in Figure 2.3, applying the classification algorithm to source-
space activation time-courses between 115 and 315 ms after stimulus onset 
resulted in more focal averaged feature maps than when running this same 
analysis on sensor-space data. The non-zero regression coefficients were 
still localized in biologically plausible areas in visual cortex. Again, there is 
some individual variation, as the largest source for the first subject lies in 
the left middle occipital gyrus, whereas for subjects two and three the 
largest source is positioned in the right inferior occipital gyrus, or even the 
lingual gyrus. When using the dynamic beamformer to reconstruct the 
activity time courses the features involved were localized similarly. Very 
similar localization results were obtained for images that were corrected for 
luminance only (see Supplementary Figure 1). 
 
 
 
Figure 2.3 Individual maps of time averaged regression coefficients for the 
discrimination between faces and tools based on source-space activity time-
courses 115 to 315 ms after stimulus onset. Warm colours indicate positive 
regression coefficients; cold colours indicate negative regression coefficients. A) 
Regression coefficients of classification based on source-space activity 
reconstructed with the LCMV beamformer. The respective accuracies 
corresponding to these maps are 0.87, 0.85 and 0.91. B) Regression coefficients of 
classification based on source-space activity reconstructed using the dynamic 
beamformer. The respective accuracies corresponding to these maps are 0.89, 0.85 
and 0.96.  
 
 
Classification per time point 
We assessed the temporal evolution of image category perception by 
training and testing classifiers on each source-space activity time-point 
separately. This way, accuracy values were obtained for each 3.3 ms. 
Classification accuracy peaked during the first 100-200 ms after stimulus 
onset. After this initial peak, accuracy decreased yet remained around a 
significant deviation from chance level (see Figure 2.4). For luminance-
corrected stimuli the results were again similar (see Supplementary Figure 
2). 
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 The accuracy traces based on the dynamic beamformer behaved similar to 
those based on the LCMV beamformer. However, the peaks became more 
pronounced and the traces were smoother in case of the dynamic 
beamformer. Indeed, the lag-one autocorrelation for all traces as a 
measure of smoothness revealed that for eight out of twelve contrasts the 
accuracy trace based on the dynamic beamformer was smoother (4.1 < t(2) 
< 17.5, FDR-corrected p < 0.05). The other contrasts did not show a 
significant effect, but did show a trend in the same direction (2.1 < t(2) < 
3.4, FDR-corrected p < 0.1).  
 
Focusing on the onset of the initial peak, we observed that the average 
classification accuracy rises above chance level as early as 85 ms after 
stimulus onset (see Table 2.2). For contrasts between images that were 
only corrected for luminance, latencies as short as 65 ms were observed 
(see Supplementary Table 2). Peak average classification accuracy occurred 
around 130 ms. Note that the longest latencies may not be valid. Because 
onset latency is defined as the first time point at which the average 
accuracy trace rises above the FDR-corrected threshold, latencies may not 
be extracted properly when the peak is very low or absent. After all, in 
these cases the onset may only be detected at the peak, or around later 
spurious peaks, lengthening the latency. This is the case for those contrasts 
where the onset latency is the same as the peak latency, such as with 
scenes versus bodies and tools.  
 
 
Table 2.2 Overview of the onset latency at which the average accuracy trace of 
different contrasts first rises significantly above the FDR-corrected chance level, 
and the peak latency at which the maximum classification accuracy is reached. 
 
Contrast  LCMV beamformer 
onset / peak (ms) 
Dynamic beamformer 
onset / peak (ms) 
face-tool  85.0 / 128.3 85.0 / 131.7 
face-scene  105 / 128.3 98.3 / 128.3 
face-body  88.3 / 125.0 78.3 / 138.3 
scene-body  131.7 / 131.7 125.0 / 195.0 
body-tool  91.7 /198.3 78.3 / 215.0 
scene-tool  421.7 / 421.7 171.7 / 178.3 
 
  
 
 
Figure 2.4 Average accuracy traces for the contrast faces versus tools. The red 
areas around the traces indicate the 95% confidence interval. Stimulus onset is at 0 
s. The dashed horizontal lines indicate chance level performance. The solid 
horizontal lines signify the FDR-corrected threshold for deviation from chance level. 
After the initial peak, classification performance remained sustained around the 
FDR-corrected threshold for this contrast. A) Average accuracy trace based on 
source-space activity reconstructed with the LCMV beamformer. The latency for 
which the trace starts to rise significantly above the FDR-corrected threshold is 85 
ms. B) Average accuracy trace based on source-space activity reconstructed with 
the dynamic beamformer. Again, the latency for which the trace starts to rise 
significantly above the FDR-corrected threshold is 85 ms. 
 
 
This sustained activity in the average traces was also seen when contrasting 
faces and bodies. However, in all other contrasts the average accuracy trace 
dropped to chance level after the initial peak. Still, individual traces often 
showed a sustained effect around the significance threshold when the 
average trace did not (see Supplementary Figure 3). 
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 Spatiotemporal localization 
When classifying on each single time point, a specific vector of regression 
coefficients is derived for each corresponding accuracy value. Therefore, it 
is possible to localize the features of importance for classification at a 
specific time point. This allows for identification of which brain regions 
were discriminative at each single point in time. An example of this analysis 
for the best performing subject (S3) is shown in Figure 2.5. Similar plots 
were derived for the other subjects (see Supplementary Figure 4). This 
analysis reveals that during the initial accuracy peak, 125 to 225 ms after 
stimulus onset, three main clusters were used by the classifier: one in the 
right inferior occipital gyrus/lingual gyrus, one in the superior occipital 
gyrus/cuneus, and a final cluster in the inferior temporal gyrus. During 
sustained visual stimulation signals in these areas were still used by the 
classifier. In addition, more anterior regions along the dorsal and ventral 
stream became incorporated in the classification model after the initial 
peak, specifically the inferior parietal/postcentral gyrus and a more anterior 
region of the inferior temporal gyrus. 
 
To assess the influence of specific regions on classification performance, we 
applied the classification algorithm to all time points in the interval 
between 115 and 315 ms after stimulus onset for selected regions of 
interest. Classifying faces and tools based on only occipital activity time-
courses was possible with a high accuracy (0.89 ± 0.06). Classification on 
the right temporal lobe was also possible, albeit with a less high accuracy 
(0.73 ± 0.09). Finally, applying the classifier algorithm to frontal lobe activity 
time-courses, where stimulus specific information was not expected, was 
indeed not possible (0.55 ± 0.05). 
  
 
  
 
Figure 2.5 Localization of regression coefficients for single time samples during the 
initial accuracy peak and the sustained period for the best subject (S3). Data are 
shown for the contrast faces versus tools. Source-space activity time-courses were 
reconstructed with the dynamic beamformer. Note the initial involvement of three 
clusters, one in the inferior occipital/lingual gyrus (IOG), one in the superior 
occipital gyrus/cuneus (SOG), and one in the inferior temporal gyrus (ITG). During 
the sustained period regions more anterior in the dorsal (inferior 
parietal/postcentral gyrus (IPG)) and ventral stream (more anterior inferior 
temporal gyrus (aITG)) become of importance to the classifier. Warm colours are 
indicative of positive regression coefficients; cold colours indicate negative 
coefficients. 
 
 
Discussion 
In this paper, we showed that multivariate classification algorithms can be 
successfully applied to reconstructed MEG source-space activity time-
courses in order to track the spatiotemporal dynamics of visual perception 
with a high resolution, both in the spatial and in the temporal domain. 
Overall, classification of different stimulus categories was possible with high 
accuracy, and resulted from a focal source in the inferior occipital lobe or 
 
Spatiotemporal localization 
When classifying on each single time point, a specific vector of regression 
coefficients is derived for each corresponding accuracy value. Therefore, it 
is possible to localize the features of importance for classification at a 
specific ti e point. This allows for identification of which brain regions 
were discri inative at each single point in ti e. An exa ple of this analysis 
for the best perfor ing subject (S3) is sho n in Figure 2.5. Si ilar plots 
ere derived for the other subjects (see Supple entary Figure 4). This 
analysis reveals that during the initial accuracy peak, 125 to 225 s after 
sti l s set, t ree ai  cl sters ere se  y t e classifier: e i  t e 
ri t i f ri r cci it l yr s/li l yr s,  i  t  s ri r cci it l 
r s/ s,   fi l l st r i  t  i f ri r t r l r s. ri  
t i  i l ti l ti  i l  i  t  r  r  till   t  
l i i . I  i i ,  i  i  l   l  l 
  i  i   l i i i  l   i i i l 
 i  l l   l  i l , l i  i   l  i   
( .   . ). i ll , l i   l ifi  l i   f l l  i i  
ti - r , r  ti l  ifi  i f r ti   t t ,  
i  t ssi l  ( .   . ). 
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indeed not possible (0.55 ± 0.05). 
  
 
  
 
Figure 2.5 Localization of regression coefficients for single time samples during the 
initial accuracy peak and the sustained period for the best subject (S3). Data are 
shown for the contrast faces versus tools. Source-space activity time-courses were 
reconstructed with the dynamic beamformer. Note the initial involvement of three 
clusters, one in the inferior occipital/lingual gyrus (IOG), one in the superior 
occipital gyrus/cuneus (SOG), and one in the inferior temporal gyrus (ITG). During 
the sustained period regions more anterior in the dorsal (inferior 
parietal/postcentral gyrus (IPG)) and ventral stream (more anterior inferior 
temporal gyrus (aITG)) become of importance to the classifier. Warm colours are 
indicative of positive regression coefficients; cold colours indicate negative 
coefficients. 
 
 
Discussion 
In this paper, we showed that multivariate classification algorithms can be 
successfully applied to reconstructed MEG source-space activity time-
courses in order to track the spatiotemporal dynamics of visual perception 
with a high resolution, both in the spatial and in the temporal domain. 
Overall, classification of different stimulus categories was possible with high 
accuracy, and resulted from a focal source in the inferior occipital lobe or 
 
Spatiotemporal localization 
When classifying on each single time point, a specific vector of regression 
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 nearby downstream areas. Moreover, investigating the temporal evolution 
of classification accuracy per single time point revealed that the distinction 
between image categories could be detected in the brain as early as 85 ms 
after stimulus onset. After an initial peak, this distinction was still 
detectable for some of the contrasts. Localizing the non-zero regression 
coefficients per single time point allowed us to capture the fast temporal 
dynamics of visual category perception in detail. Finally, using source-space 
activity time-courses reconstructed with the dynamic beamformer as input 
to the algorithm boosted classification accuracy as compared to using 
source-space activity time-courses reconstructed with the LCMV 
beamformer. The dynamic beamformer also gave smoother time-resolved 
accuracies as obtained from the single time point analysis. In addition to 
the analysis of visual perception, this approach to decode source-space 
MEG activity can also provide a suitable method to investigate high-
resolution spatiotemporal dynamics of other ongoing cognitive processes. 
For example, Sudre et al. (2012) have revealed spatiotemporal dynamics of 
semantic processing in a manner comparable to ours.   
 
Overall classifier performance 
A range of different natural image categories could be decoded successfully 
with our approach. Classification accuracy often exceeded 0.8, and ranged 
up to over 0.9. Especially faces were strongly dissociable from other image 
categories, with classification performance consistently exceeding chance 
level for all subjects and analysis pipelines. This is in line with the idea that 
faces are processed faster and more efficiently than other objects (Farah, et 
al., 1998). On the other hand, scenes and tools were much harder to 
dissociate from each other. For this contrast, classification performance did 
not consistently rise above chance level. This could be explained by scene-
related activity likely arising from the parahippocampal place area (Epstein 
& Kanwisher, 1998). As this area is localized medially in the brain, activity 
arising from this deep region may be harder to detect with MEG than 
activity originating in cortical sources. Therefore, scene-related activity may 
have an appreciably lower signal-to-noise ratio. An attempt to discriminate 
between scenes and any other category would then actually constitute a 
distinction between category-specific activity and aspecific activity for the 
scene trials. Hence, classification would rely on information of only one 
category. If the other category has strong category-specific activity, this 
distinction may be easily made. However, if this category-specific activity is 
not so pronounced, or if it resembles the aspecific activity pattern of scene 
trials, classification accuracy may not always reach significance. 
 
Another possible explanation for contrasts with faces having the highest 
accuracies could be the correction for spatial frequency. This correction 
decreased image visibility, and it could be that faces were better 
recognizable than other categories after correction. This is, however, 
unlikely. First, when images were only corrected for luminance, which does 
not affect image visibility, classification accuracies were still highest when 
discriminating between faces and other objects. Second, from a larger set 
only the most visible images were selected for the actual experiment, and 
all selected images were rated as well recognizable. The difference between 
faces and the other stimulus categories may also arise from a difference in 
encoding. However, as the task was unrelated to the images, subjects were 
not required to actively process the images. A difference in encoding 
strategy is therefore unlikely. 
 
Temporal evolution of classification accuracy 
Previous studies have used multivariate methods over multiple short time 
windows of electrophysiological data to get a handle on the temporal 
evolution of neuronal activity involved in the perception of stimulus 
categories (Bode et al., 2012; Carlson et al., 2003; Liu et al., 2009; 
Ramkumar et al., 2013; Simanova et al., 2010; Van Gerven et al., 2013). 
These studies have shown a very early onset of brain activity related to 
category perception, starting as early as about 100 ms after stimulus onset. 
As pointed out by Crouzet et al. (2010), category-specific information can 
be detected in the brain as early as about 80 ms after stimulus onset. In line 
with this, we observed above-chance classification as early as 85 ms after 
stimulus onset. These latencies are plausible in the light of monkey studies 
that have shown that visual information is detectable in the early occipital 
cortex around 50 ms after stimulus onset, and about 90 ms after stimulus 
onset in the temporal lobe (Thorpe & Fabre-Thorpe, 2001). 
 
Next to onset latency, we also inferred how category-specific information 
evolved during image perception. Accuracy peaked in most contrasts 
around 130 ms. This is in line with observations in the aforementioned 
studies, though the peak we found was narrower and occurred somewhat 
earlier. This may be due to the temporal resolution, which in this study was 
as high as 3.3 ms and may therefore have resulted in a less smoothed and 
hence narrower peak. The peak occurred around the P1 visual event-
related field, before the face-specific N170 (Bentin et al., 1996). Some 
studies have shown category-specificity during this P1 component (Itier & 
Taylor, 2002; Taylor, 2002) while other studies did not show this specificity 
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 nearby downstream areas. Moreover, investigating the temporal evolution 
of classification accuracy per single time point revealed that the distinction 
between image categories could be detected in the brain as early as 85 ms 
after stimulus onset. After an initial peak, this distinction was still 
detectable for some of the contrasts. Localizing the non-zero regression 
coefficients per single time point allowed us to capture the fast temporal 
dynamics of visual category perception in detail. Finally, using source-space 
activity time-courses reconstructed with the dynamic beamformer as input 
to the algorithm boosted classification accuracy as compared to using 
source-space activity time-courses reconstructed with the LCMV 
beamformer. The dynamic beamformer also gave smoother time-resolved 
accuracies as obtained from the single time point analysis. In addition to 
the analysis of visual perception, this approach to decode source-space 
MEG activity can also provide a suitable method to investigate high-
resolution spatiotemporal dynamics of other ongoing cognitive processes. 
For example, Sudre et al. (2012) have revealed spatiotemporal dynamics of 
semantic processing in a manner comparable to ours.   
 
Overall classifier performance 
A range of different natural image categories could be decoded successfully 
with our approach. Classification accuracy often exceeded 0.8, and ranged 
up to over 0.9. Especially faces were strongly dissociable from other image 
categories, with classification performance consistently exceeding chance 
level for all subjects and analysis pipelines. This is in line with the idea that 
faces are processed faster and more efficiently than other objects (Farah, et 
al., 1998). On the other hand, scenes and tools were much harder to 
dissociate from each other. For this contrast, classification performance did 
not consistently rise above chance level. This could be explained by scene-
related activity likely arising from the parahippocampal place area (Epstein 
& Kanwisher, 1998). As this area is localized medially in the brain, activity 
arising from this deep region may be harder to detect with MEG than 
activity originating in cortical sources. Therefore, scene-related activity may 
have an appreciably lower signal-to-noise ratio. An attempt to discriminate 
between scenes and any other category would then actually constitute a 
distinction between category-specific activity and aspecific activity for the 
scene trials. Hence, classification would rely on information of only one 
category. If the other category has strong category-specific activity, this 
distinction may be easily made. However, if this category-specific activity is 
not so pronounced, or if it resembles the aspecific activity pattern of scene 
trials, classification accuracy may not always reach significance. 
 
Another possible explanation for contrasts with faces having the highest 
accuracies could be the correction for spatial frequency. This correction 
decreased image visibility, and it could be that faces were better 
recognizable than other categories after correction. This is, however, 
unlikely. First, when images were only corrected for luminance, which does 
not affect image visibility, classification accuracies were still highest when 
discriminating between faces and other objects. Second, from a larger set 
only the most visible images were selected for the actual experiment, and 
all selected images were rated as well recognizable. The difference between 
faces and the other stimulus categories may also arise from a difference in 
encoding. However, as the task was unrelated to the images, subjects were 
not required to actively process the images. A difference in encoding 
strategy is therefore unlikely. 
 
Temporal evolution of classification accuracy 
Previous studies have used multivariate methods over multiple short time 
windows of electrophysiological data to get a handle on the temporal 
evolution of neuronal activity involved in the perception of stimulus 
categories (Bode et al., 2012; Carlson et al., 2003; Liu et al., 2009; 
Ramkumar et al., 2013; Simanova et al., 2010; Van Gerven et al., 2013). 
These studies have shown a very early onset of brain activity related to 
category perception, starting as early as about 100 ms after stimulus onset. 
As pointed out by Crouzet et al. (2010), category-specific information can 
be detected in the brain as early as about 80 ms after stimulus onset. In line 
with this, we observed above-chance classification as early as 85 ms after 
stimulus onset. These latencies are plausible in the light of monkey studies 
that have shown that visual information is detectable in the early occipital 
cortex around 50 ms after stimulus onset, and about 90 ms after stimulus 
onset in the temporal lobe (Thorpe & Fabre-Thorpe, 2001). 
 
Next to onset latency, we also inferred how category-specific information 
evolved during image perception. Accuracy peaked in most contrasts 
around 130 ms. This is in line with observations in the aforementioned 
studies, though the peak we found was narrower and occurred somewhat 
earlier. This may be due to the temporal resolution, which in this study was 
as high as 3.3 ms and may therefore have resulted in a less smoothed and 
hence narrower peak. The peak occurred around the P1 visual event-
related field, before the face-specific N170 (Bentin et al., 1996). Some 
studies have shown category-specificity during this P1 component (Itier & 
Taylor, 2002; Taylor, 2002) while other studies did not show this specificity 
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 earlier than the N170 component (Rossion et al., 2003; Rousselet et al., 
2007). This study provides further evidence for detectable category-related 
information already being present as early as the P1 component. 
 
After the initial peak, accuracies were found to decrease again. In some 
cases (contrasting faces with tools or bodies) accuracy remained 
significantly above chance level. In other cases, however, average accuracy 
decreased to chance level during the remainder of stimulus presentation. 
Still, at the individual level, many contrasts did stay around their individual 
FDR threshold during this sustained period. It could well be that, as the 
individual sustained effects fluctuated around the significance threshold, 
this effect averaged out to values below the conservatively chosen group 
level threshold. Alternatively, the lack of consistent sustained activity could 
be an effect of inattentional blindness (Rees et al., 1999), as subjects solely 
had to focus on the fixation dot, and therefore paid no attention to the 
image itself.  
 
It should be noted that the onset latencies differed between the different 
contrasts. However, peak latency is often stable. This may be a signal-to-
noise issue. After all, onset latency is defined as the time between stimulus 
onset and the first time point at which the average accuracy trace passes 
the FDR threshold. Contrasts with lower peaks cross this threshold later 
than contrasts with more pronounced peaks, even when the peak occurs at 
the same latency. This may also explain the longer latencies observed for 
contrasts where scenes are involved, as scene-related activity may actually 
be noise (see above). However, this observation only holds for images 
corrected for both luminance and spatial frequency. It could be argued that 
this is an effect of a general decrease in signal-to-noise ratio for images that 
were corrected for spatial frequency as well. 
  
Localization of temporal dynamics 
In addition to the temporal dynamics that this method allowed us to 
extract, it also enabled more precise pinpointing of the neuronal sources 
underlying visual perception decoding. When classifying on all data 
measured between 115 and 315 ms after stimulus onset, features used by 
the classifier seemed to specifically lie in the inferior occipital gyrus and 
lingual gyrus, as well as the middle occipital gyrus for one of the subjects. 
Compared to sensor-space analysis, using source-space data as classifier 
input improved localization by rendering more focal, spatially unmixed 
sources. 
 
Moreover, when applying the classification algorithm exclusively to activity 
time-courses originating from the occipital lobe, classification accuracy was 
high, indicating a strong influence of signals from this specific region on the 
classifier. It is likely that classification in this region of interest was driven by 
a complex mixture of low-level image properties that make up a natural 
image. Indeed, because classification was possible with high accuracy on 
the input images, regardless of applied correction for low-level image 
properties, it is not possible to rule out the influence of these features. At 
the same time, when restricting the algorithm to activity originating from 
sources over the right temporal lobe classification was still possible. The 
involvement of these sources may be indicative of at least some semantic 
category-related information being used to drive classification. 
 
More interesting, however, is to assess the spatial features used by the 
classifier at individual time points in order to determine how neuronal 
sources evolve over time. This showed that, while classifying on all data in 
the 115 to 315 ms interval after stimulus onset binned together revealed 
only one main occipital source, this source was segregated into multiple 
clusters when assessing this interval per single time point. Indeed, between 
125 and 225 ms after stimulus onset three clusters were found to 
alternately be used to a more or lesser extent by the classifier in the 
distinction between faces and tools: the inferior occipital/lingual gyrus, the 
superior occipital gyrus/cuneus, and the inferior temporal gyrus. These 
areas are biologically plausible regions for category perception. For 
example, the occipital face area is located in the inferior occipital gyrus and 
has been shown to be related to face processing (Gauthier et al., 2000; 
Nichols et al., 2010). Also, the lingual gyrus has been implicated in face-
specific ERP responses (Allison et al., 1999; McCarthy et al., 1999). The 
superior occipital gyrus and cuneus belong to the dorsal stream, which has 
been shown to be activated by tools (Almeida et al., 2008; Almeida et al., 
2010) or at least tool-shaped objects (Sakuraba et al., 2012). The inferior 
temporal gyrus, on the other hand, is part of the ventral stream and as such 
related to object identity (Mishkin et al., 1983). 
 
Involvement of these areas was not limited to the initial peak. Also during 
sustained visual stimulation the classifier used information from these 
areas. In addition, during the sustained period areas more anterior along 
the ventral (anterior inferior temporal gyrus) and dorsal (inferior 
parietal/postcentral gyrus) stream became involved, again being suggestive 
of the additional influence of semantic category-related information. 
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Still, at the individual level, many contrasts did stay around their individual 
FDR threshold during this sustained period. It could well be that, as the 
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be an effect of inattentional blindness (Rees et al., 1999), as subjects solely 
had to focus on the fixation dot, and therefore paid no attention to the 
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contrasts. However, peak latency is often stable. This may be a signal-to-
noise issue. After all, onset latency is defined as the time between stimulus 
onset and the first time point at which the average accuracy trace passes 
the FDR threshold. Contrasts with lower peaks cross this threshold later 
than contrasts with more pronounced peaks, even when the peak occurs at 
the same latency. This may also explain the longer latencies observed for 
contrasts where scenes are involved, as scene-related activity may actually 
be noise (see above). However, this observation only holds for images 
corrected for both luminance and spatial frequency. It could be argued that 
this is an effect of a general decrease in signal-to-noise ratio for images that 
were corrected for spatial frequency as well. 
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In addition to the temporal dynamics that this method allowed us to 
extract, it also enabled more precise pinpointing of the neuronal sources 
underlying visual perception decoding. When classifying on all data 
measured between 115 and 315 ms after stimulus onset, features used by 
the classifier seemed to specifically lie in the inferior occipital gyrus and 
lingual gyrus, as well as the middle occipital gyrus for one of the subjects. 
Compared to sensor-space analysis, using source-space data as classifier 
input improved localization by rendering more focal, spatially unmixed 
sources. 
 
Moreover, when applying the classification algorithm exclusively to activity 
time-courses originating from the occipital lobe, classification accuracy was 
high, indicating a strong influence of signals from this specific region on the 
classifier. It is likely that classification in this region of interest was driven by 
a complex mixture of low-level image properties that make up a natural 
image. Indeed, because classification was possible with high accuracy on 
the input images, regardless of applied correction for low-level image 
properties, it is not possible to rule out the influence of these features. At 
the same time, when restricting the algorithm to activity originating from 
sources over the right temporal lobe classification was still possible. The 
involvement of these sources may be indicative of at least some semantic 
category-related information being used to drive classification. 
 
More interesting, however, is to assess the spatial features used by the 
classifier at individual time points in order to determine how neuronal 
sources evolve over time. This showed that, while classifying on all data in 
the 115 to 315 ms interval after stimulus onset binned together revealed 
only one main occipital source, this source was segregated into multiple 
clusters when assessing this interval per single time point. Indeed, between 
125 and 225 ms after stimulus onset three clusters were found to 
alternately be used to a more or lesser extent by the classifier in the 
distinction between faces and tools: the inferior occipital/lingual gyrus, the 
superior occipital gyrus/cuneus, and the inferior temporal gyrus. These 
areas are biologically plausible regions for category perception. For 
example, the occipital face area is located in the inferior occipital gyrus and 
has been shown to be related to face processing (Gauthier et al., 2000; 
Nichols et al., 2010). Also, the lingual gyrus has been implicated in face-
specific ERP responses (Allison et al., 1999; McCarthy et al., 1999). The 
superior occipital gyrus and cuneus belong to the dorsal stream, which has 
been shown to be activated by tools (Almeida et al., 2008; Almeida et al., 
2010) or at least tool-shaped objects (Sakuraba et al., 2012). The inferior 
temporal gyrus, on the other hand, is part of the ventral stream and as such 
related to object identity (Mishkin et al., 1983). 
 
Involvement of these areas was not limited to the initial peak. Also during 
sustained visual stimulation the classifier used information from these 
areas. In addition, during the sustained period areas more anterior along 
the ventral (anterior inferior temporal gyrus) and dorsal (inferior 
parietal/postcentral gyrus) stream became involved, again being suggestive 
of the additional influence of semantic category-related information. 
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 However, sensitivity of these areas to low-level visual features cannot be 
ruled out.  
 
There could be an additional effect of field spread. However, during whole-
brain analysis multiple separated sources were extracted that were of 
influence to the classifier. These different sources were moreover observed 
at separate time scales, indicative of being different underlying sources. 
Furthermore, classification on frontal sources only is not possible, making 
the influence of a general effect less likely. 
 
A certain amount of blurring or shifting of sources is possible, as there was 
some limited head motion in all subjects. However, although the clusters 
involved in early and sustained visual perception were located close to each 
other, they could be clearly distinguished using our approach by being 
assigned regression coefficients with different signs. Therefore it is unlikely 
that there has been mixing of these sources due to a blurring effect, or even 
field spread. 
 
Comparison of source reconstruction methods 
Next to classification on source-space activity time-courses reconstructed 
with the LCMV beamformer, we performed the same analyses on source-
space activity time-courses reconstructed using the dynamic beamformer 
(Bahramisharif et al., 2012). This beamformer method, by taking previous 
samples into account, results in smoother source-space activity time-
courses. Applying the classification algorithm to these activity time-courses 
resulted in smoother accuracy traces, as well as boosted classification 
accuracy while maintaining an equal localization performance. This effect 
can likely be explained by the increased signal-to-noise ratio of the input 
activity. 
We observed a significant increase in classifier performance when applying 
the algorithm to activity time-courses reconstructed by the dynamic 
beamformer compared to sensor-space time courses for all contrasts, as 
well as a trend for the other contrasts. We also observed a trend towards 
an increase in performance when using source-space activity time-courses 
reconstructed by the LCMV beamformer instead of sensor-space time 
courses. The lack of strong significant results despite these trends could be 
a ceiling effect, as classification accuracies were already quite high for 
sensor-level data. In addition, with about 49 trials per category an increase 
in performance of 10% would still be small in the absolute number of 
additional correctly classified trials, making significant results hard to 
 
obtain. Finally, there is a loss in power due to the multiple comparisons 
resulting from the different contrasts, subjects and data representations. It 
should be noted that, for one subject, classifier performance sometimes 
worsened when using source-space instead of sensor-space time courses. 
This could be caused by a less optimal source-space reconstruction. After 
all, anything that can influence the quality of the source-space signal in its 
turn influences the accuracy of the classification algorithm. 
 
 Observed differences between sensor-space and both source-space 
accuracies can be explained by differences in regularization. After all, the 
regularization may be differentially influenced by the various data 
representations. The average regularization parameter  was slightly 
different for contrasts based on sensor-space data (8.0), source-space 
activity reconstructed with the LCMV beamformer (10.3) and source-space 
activity reconstructed with the dynamic beamformer (12.3). In addition, the 
beamformer may suppress noise from unrelated sources, which would then 
lead to an input with a higher signal-to-noise ratio for the classifier. 
 
Interpretation of classifier parameters 
The magnitude of the regression coefficient for a given feature is indicative 
of the contribution of that feature to the current classification problem. 
This, however, does not imply that there is a direct relationship between 
features of importance to the classifier, and the underlying neuronal 
substrates driving category perception (Bießmann et al., 2012). 
Furthermore, it is possible that features of importance for the classifier are 
actually noise components (Yamashita et al., 2008). This makes a 
straightforward interpretation of regression coefficients difficult. However, 
as the elastic net method imposes a sparsity constraint, only a small 
number of features have coefficients set to non-zero values. This small set 
of features is sufficient nonetheless to reach the classification accuracies 
described.  All other features are not involved in that specific classification, 
and hence not necessary to obtain high classification accuracies. 
 
Not only the magnitude, but also the sign of the regression coefficients has 
to be interpreted with care. For example, the classification algorithm may 
decide in favour of tools when the sum of features values multiplied by 
their regression coefficients is positive, whereas the decision is in favour of 
faces when this weighted sum has a negative value. However, this does not 
mean that negative regression coefficients are indicative of ‘face-features’ 
and positive regression coefficients signify ‘tool-features’. For example, a 
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 However, sensitivity of these areas to low-level visual features cannot be 
ruled out.  
 
There could be an additional effect of field spread. However, during whole-
brain analysis multiple separated sources were extracted that were of 
influence to the classifier. These different sources were moreover observed 
at separate time scales, indicative of being different underlying sources. 
Furthermore, classification on frontal sources only is not possible, making 
the influence of a general effect less likely. 
 
A certain amount of blurring or shifting of sources is possible, as there was 
some limited head motion in all subjects. However, although the clusters 
involved in early and sustained visual perception were located close to each 
other, they could be clearly distinguished using our approach by being 
assigned regression coefficients with different signs. Therefore it is unlikely 
that there has been mixing of these sources due to a blurring effect, or even 
field spread. 
 
Comparison of source reconstruction methods 
Next to classification on source-space activity time-courses reconstructed 
with the LCMV beamformer, we performed the same analyses on source-
space activity time-courses reconstructed using the dynamic beamformer 
(Bahramisharif et al., 2012). This beamformer method, by taking previous 
samples into account, results in smoother source-space activity time-
courses. Applying the classification algorithm to these activity time-courses 
resulted in smoother accuracy traces, as well as boosted classification 
accuracy while maintaining an equal localization performance. This effect 
can likely be explained by the increased signal-to-noise ratio of the input 
activity. 
We observed a significant increase in classifier performance when applying 
the algorithm to activity time-courses reconstructed by the dynamic 
beamformer compared to sensor-space time courses for all contrasts, as 
well as a trend for the other contrasts. We also observed a trend towards 
an increase in performance when using source-space activity time-courses 
reconstructed by the LCMV beamformer instead of sensor-space time 
courses. The lack of strong significant results despite these trends could be 
a ceiling effect, as classification accuracies were already quite high for 
sensor-level data. In addition, with about 49 trials per category an increase 
in performance of 10% would still be small in the absolute number of 
additional correctly classified trials, making significant results hard to 
 
obtain. Finally, there is a loss in power due to the multiple comparisons 
resulting from the different contrasts, subjects and data representations. It 
should be noted that, for one subject, classifier performance sometimes 
worsened when using source-space instead of sensor-space time courses. 
This could be caused by a less optimal source-space reconstruction. After 
all, anything that can influence the quality of the source-space signal in its 
turn influences the accuracy of the classification algorithm. 
 
 Observed differences between sensor-space and both source-space 
accuracies can be explained by differences in regularization. After all, the 
regularization may be differentially influenced by the various data 
representations. The average regularization parameter  was slightly 
different for contrasts based on sensor-space data (8.0), source-space 
activity reconstructed with the LCMV beamformer (10.3) and source-space 
activity reconstructed with the dynamic beamformer (12.3). In addition, the 
beamformer may suppress noise from unrelated sources, which would then 
lead to an input with a higher signal-to-noise ratio for the classifier. 
 
Interpretation of classifier parameters 
The magnitude of the regression coefficient for a given feature is indicative 
of the contribution of that feature to the current classification problem. 
This, however, does not imply that there is a direct relationship between 
features of importance to the classifier, and the underlying neuronal 
substrates driving category perception (Bießmann et al., 2012). 
Furthermore, it is possible that features of importance for the classifier are 
actually noise components (Yamashita et al., 2008). This makes a 
straightforward interpretation of regression coefficients difficult. However, 
as the elastic net method imposes a sparsity constraint, only a small 
number of features have coefficients set to non-zero values. This small set 
of features is sufficient nonetheless to reach the classification accuracies 
described.  All other features are not involved in that specific classification, 
and hence not necessary to obtain high classification accuracies. 
 
Not only the magnitude, but also the sign of the regression coefficients has 
to be interpreted with care. For example, the classification algorithm may 
decide in favour of tools when the sum of features values multiplied by 
their regression coefficients is positive, whereas the decision is in favour of 
faces when this weighted sum has a negative value. However, this does not 
mean that negative regression coefficients are indicative of ‘face-features’ 
and positive regression coefficients signify ‘tool-features’. For example, a 
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 negative regression coefficient at a negative ERF component results in a net 
positive coefficient, thereby pushing the classifier decision to the opposite 
category.  
 
The focal nature of the obtained sources can partially be explained in terms 
of properties of the employed classification algorithm. The elastic net 
algorithm is regularized by an L1 and L2 norm, which respectively favours 
few focal sources and multiple smoother sources with lower corresponding 
regression coefficients. We set the mixing parameter  such that the model 
incorporated strong L2 regularization and weak L1 regularization, in order to 
be able to detect distributed, yet focal sources. Indeed, we often found 
multiple focal sources involved during the different stages of perception. 
Adjusting the mixing parameter  towards stronger L1 regularization 
resulted in a sparser model in which sources were indeed more focal (see 
Supplementary Figure 5). 
 
We observed minor individual differences in localization. For example, in 
the overall classification results, one subject showed a contribution of the 
middle occipital gyrus to the classifier, whereas for the other two subjects 
this contribution was located more inferiorly, as well as in the opposite 
hemisphere. These differences could be explained in terms of variation in 
anatomy, resulting in different dipole configurations and therefore 
differences in signal quality. The algorithm may then favour different 
clusters that have a more distinct signal. Still, this does not make the 
localizations we find arbitrary. After all, classification accuracies for all these 
models were high, and hence the selected sources can be regarded as 
highly relevant for classification of visual perception. In addition, adjusting 
the regularization parameter  does not change the location of the source, 
only the sparsity of that source. Also, intrasubject localization was similar 
for source-space activity reconstructed with the LCMV beamformer and 
reconstructed with the dynamic beamformer, and different amounts of 
correction of low-level image properties also showed similar plausible 
sources. Therefore, localization seemed to be robust in the light of changes 
in parameter settings and representation of input data. 
 
To summarize, we showed that by applying a multivariate classification 
algorithm to source-space activity time-courses we were able to investigate 
the spatiotemporal dynamics of visual perception. Not only did we use the 
temporal resolution of MEG data to pinpoint the early onset and temporal 
evolution of perceptual information, we also localized this temporal pattern 
 
to focal biologically plausible sources. By optimally combining the spatial 
and temporal domain, this method allowed us to study the spatiotemporal 
dynamics of perception, in order to assess the evolution of neuronal 
sources involved over time.  
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Abstract 
Visual perception is a spatiotemporally complex process. In this study, we 
investigated cortical dynamics during and after stimulus presentation. We 
observed that visual category information related to the difference 
between faces and objects became apparent in the occipital lobe after 63 
ms. Within the next 110 ms, activation spread out to include the temporal 
lobe before returning to residing mainly in the occipital lobe again. After 
stimulus offset, a peak in information was observed, comparable to the 
peak after stimulus onset. Moreover, similar processes, albeit not identical, 
seemed to underlie both peaks. Information about the categorical identity 
of the stimulus remained present until 677 ms after stimulus offset, during 
which period the stimulus had to be retained in working memory. 
Activation patterns initially resembled those observed during stimulus 
presentation. After about 200 ms, however, this representation changed 
and class-specific activity became more equally distributed over the four 
lobes. These results show that, although there are common processes 
underlying stimulus representation both during and after stimulus 
presentation, these representations change depending on the specific stage 
of perception and maintenance.  
 
 
Introduction 
In daily life, we are confronted with a rapid succession of visual stimuli. 
Processing of this endless stream of visual input has been shown to be a 
fast process that commences well within 100 ms after stimulus onset and 
activates a host of different brain regions  (e.g. Bacon-Macé et al., 2005; Isik 
et al., 2014; Kirchner et al., 2009; Ramkumar et al., 2013; Salti et al., 2015; 
Seeck et al., 1997; Van de Nieuwenhuijzen et al., 2013). During this 
 
processing, stimulus information is thought to progress through the various 
brain areas related to the various stages of the visual ventral information 
stream, including early visual areas such as occipital cortex, and higher-
order inferior temporal cortices (Kirchner & Thorpe, 2006; Serre et al., 
2007; Thorpe & Fabre-Thorpe, 2001), as well as areas along the dorsal 
stream in the case of tools, terminating in the parietal lobe (Almeida et al., 
2008; Almeida et al., 2010; Sakuraba et al., 2012). 
 
Previous studies have shown that the spatiotemporal progression of visual 
category information can be extracted from magnetoencephalography 
(MEG) data (Cichy et al., 2014; Van de Nieuwenhuijzen et al., 2013). In this 
study, we aimed to map this progression in detail to determine how 
information about stimulus category flows through the brain in terms of 
space and time. We maximized spatial and temporal resolution as well as 
sensitivity by applying a multivariate classification technique to MEG data 
during visual perception of a to-be-memorized image. Classification 
methods are more sensitive than univariate methods for probing 
distributed patterns of brain activity (Kriegeskorte et al., 2006; 
Kriegeskorte, 2011; Lange et al., 1999). We applied this method to every 
single time point, obtaining a temporal resolution at the millisecond level. 
In the spatial domain, we extracted the activation patterns underlying 
successful distinction between visual categories and thus signifying 
information content (Haufe et al., 2014). Source reconstruction of these 
activation patterns provided information about the specific underlying 
sources at each single time point. 
 
In addition to the spatiotemporal dynamics of visual category information 
during stimulus presentation, we assessed how the information flow 
behaved after the stimulus had disappeared from view, but still had to be 
maintained in memory. In some studies (Carlson et al.,  2011; Carlson et al., 
2013; Clarke et al., 2015; Ramkumar et al., 2013), though not all (Bode et 
al., 2012; Cichy et al., 2014; Liu et al., 2009; Simanova et al., 2010; Van 
Gerven et al., 2013) the period after stimulus offset starts with a short time 
window during which information about stimulus content peaks, similar to 
the peak in representational content commonly observed after stimulus 
onset. We ask whether this offset peak can be explained in terms of a mere 
undershoot of neuronal activation, or whether this peak, as well as the rest 
of the period after stimulus offset, could play a role in the encoding of the 
previously shown stimulus to working memory. 
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Subjects 
MEG data of 30 healthy subjects (17 men; 23 right-handed; age 24.50 ± 
8.01) were collected. Datasets of two subjects were excluded, one due to 
malfunctioning of the MEG system and one because an MRI scan could not 
be acquired, rendering source-space analyses infeasible. This resulted in 
data of 28 subjects (16 men; 22 right-handed; age 22.93 ± 2.80). All subjects 
had normal or corrected-to-normal vision, and gave written informed 
consent. The study was approved by the local ethics review board (CMO 
region Arnhem-Nijmegen, The Netherlands).  
 
Paradigm and stimuli 
The data used in this study were part of an extended delayed match-to-
sample task, in which subjects had to memorize images belonging to 
different categories (neutral faces, handheld objects and handwritten 
letters). These images were presented at the centre of the screen, spanning 
6° of the visual field. Each category consisted of 42 different images, divided 
into two subcategories: male and female faces, tools and kitchen utensils, 
and the letters I and N. Face images were derived from the Karolinska 
Directed Emotional Face dataset (KDEF; images F1, F2, F3, F6, F7, F8, F9, 
F10, F11, F13, F17, F19, F20, F21, F22, F24, F25, F26, F27, F30, F33, M37, 
M39, M41, M42, M43, M44, M45, M46, M47, M52, M54, M56, M58, M59, 
M60, M61, M62, M63, M64, M65, M67; Goeleven et al., 2008; Lundqvist et 
al., 1998). Object images came from the Bank of Standardized Stimuli 
(BOSS; Brodeur et al., 2010). Letter images were derived from the Tilburg 
Character dataset (TICH; Van der Maaten, 2009). All images were resized 
and cropped to 300 × 300 pixels, converted to greyscale, and corrected for 
luminance with the SHINE toolbox for MATLAB (Willenbockel et al., 2010). 
 
A schematic of the task is shown in Figure 3.1A. Each trial began with an 
inter-trial interval of 2.017 s, during which a fixation dot with a diameter of 
0.5° was presented at the centre of the screen. Next, a target image was 
presented for 0.517 s. This was followed in the next 0.217 s by a noise mask 
of the same size as the image, in an attempt to decrease the bleeding of the 
visual image into the following delay period. The delay period itself lasted 
2.017 s. During this delay period only the fixation dot was presented. In this 
study, we focus on the perception of this first target. The additional 16.7 ms 
in stimulus timing were due to a fixed delay in stimulus presentation related 
to the 60 Hz refresh rate of the projector. Trials in which the timing of the 
 
stimulus presentation turned out to be too inaccurate, i.e. in which the 
actual trial length deviated more than 0.8 ms from the desired trial length, 
were discarded.  
 
In the remainder of the task, which was not included in the analyses of this 
study, another target image, belonging to a different category than the first 
one, was presented, and again followed by a mask and a delay period. 
Subjects were then presented with a retro-cue, indicating either 1, 2, or 
1+2, meaning that from that point onwards only the first, only the second, 
or both targets had to be maintained in memory. After a final delay period 
of 6 s, subjects were probed with an image that was either the same as the 
target that had to be memorized, or a different image from the same 
subcategory. When both targets had to be maintained, either the first or 
second target was probed. Subjects had to indicate whether the probe was 
the same or different from the target image. Responses were made with 
the dominant hand by pressing the left (same) or right (different) button on 
a button box. Subjects had 1 s to respond. Feedback was given after each 
trial. 
 
Trials were presented in 18 blocks of 14 trials. Each block ended with a 
subject-paced break during which the progress of the task as well as the 
average reaction time and percentage correct thus far were displayed. 
Twenty seconds of resting state, during which subjects were solely required 
to look at the fixation dot, preceded blocks 1, 7 and 13. These data were 
not analysed in this study. All images were presented twice as the first 
target, and twice as the second target. The order of the targets was pseudo-
randomized, such that all combinations of Target 1 and Target 2 categories 
occurred equally often. Before the start of the actual task, subjects were 
presented with eight practice trials with different target stimuli than those 
that were used in the actual experiment. 
 
Stimuli were presented with Presentation software (Version 16.2, 
Neurobehavioral Systems, Inc.) via an LCD projector with a refresh rate of 
60 Hz outside the magnetically shielded room, and projected on a 
translucent screen via two front-silvered mirrors. The projector lag was 
measured at 35 ms, which was corrected for by shifting the time axis of the 
data accordingly. 
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 MEG recordings 
MEG data were recorded with a 275-sensor whole-head system (CTF 
Systems Inc., Port Coquitlam, Canada) at a sampling rate of 1200 Hz. Data 
of two sensors (MRF66 and MRO52) were not recorded due to sensor 
malfunctioning. Subjects were seated in a dark, magnetically shielded room. 
Head location was measured with two coils in the ears and one on the 
nasion. To reduce head motion, cushions were fitted between the head and 
the helmet, and a neck brace was used to stabilize the head. Head motion 
was monitored online throughout the task with a real-time head localizer 
(Stolk et al., 2013). If subjects had moved their head more than 5 mm from 
the starting position they were repositioned during block breaks. 
 
A continuous electrooculogram (EOG) was recorded with four electrodes 
around the eyes: two above and below the left eye for vertical EOG, as well 
as one left of the left eye and one right of the right eye for horizontal EOG. 
Furthermore, an electrocardiogram was recorded with an electrode on the 
left collarbone and one below the right ribs. The ground electrode was 
placed at the left mastoid. Eye motion was additionally measured with an 
Eye Link SR Research Eye Tracker. 
 
Preprocessing 
Data were analysed with MATLAB version R2013a and the open source 
MATLAB toolbox FieldTrip for analysis of neuroimaging data (Oostenveld et 
al., 2011), as well as FreeSurfer (Version 5.3.0; Fischl, 2012) and MNE-Suite 
(Version 2.7.0; http://www.martinos.org/mne/stable/index.html) for some 
steps of source localization (see below). 
 
Data were low-pass filtered at 100 Hz and line noise was removed with a 50 
Hz notch filter. Environmental noise, measured with third-order synthetic 
gradiometers, was subtracted from the data. 
 
Only trials in which a correct response to the probe was given were 
included, as an incorrect behavioural response could indicate a failure in 
perception of the target stimulus. The data were then visually inspected, 
and trials containing artefacts caused by muscle activity and SQUID jumps 
were rejected. This resulted in the inclusion of on average 70.50 ± 9.64 
trials in which faces were presented, 70.93 ± 8.36 trials in which letters 
were presented, and 69.71 ± 8.45 trials in which objects were presented. 
Faulty sensors were removed based on visual identification. 
 
Next, data were downsampled to 300 Hz, a baseline correction was 
performed per trial on the period of 800 to 600 ms before stimulus onset, 
and independent component analysis (ICA) was performed. Eye motion and 
heart beat components were identified visually and removed from the data. 
The decomposition was then backprojected to sensor-level data. As this 
study focused on the presentation of the first target only, trials were 
henceforth defined as data between 500 ms before the onset of the first 
target and 1200 ms thereafter. The resulting time-domain data were used 
for further analyses. 
 
Classification analysis 
Classification analyses were performed with an elastic net logistic 
regression algorithm (Friedman et al., 2010). This algorithm maximizes the 
log-likelihood, taking into account the elastic net penalty 
 =   12 1 −  +  

  
where  is the number of sensors and  is the vector of regression 
coefficients. In this penalty term, the mixing parameter  combines L1 and 
L2 regularization such that  = 1 leads to L1-regularized logistic regression, 
and  = 0 results in L2-regularized regression. In this study  was set to 
0.01. The influence of this penalty on the coefficient estimates was 
controlled by a parameter , which was optimized using a nested cross-
validation procedure. Data were standardized to have zero mean and unit 
standard deviation before classification, apart from transfer learning (see 
below), where this was done separately for each fold. 
 
Binary classifications were performed between faces and letters, faces and 
objects, and letters and objects. Classification accuracy was defined as the 
proportion of correctly classified trials. Classifier performance was validated 
using five-fold cross-validation. This ensures that the classifier was always 
tested on trials it was not trained on, thus preventing double dipping 
(Kriegeskorte et al., 2009). 
 
This classification paradigm was applied for each individual subject to every 
time point of the sensor-space data, i.e. for each time point the input to the 
classifier was a vector of amplitudes per sensor. With a sampling frequency 
of 300 Hz this means that every 3.3 ms a classification accuracy and 
corresponding vector of regression coefficients were obtained. 
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 MEG recordings 
MEG data were recorded with a 275-sensor whole-head system (CTF 
Systems Inc., Port Coquitlam, Canada) at a sampling rate of 1200 Hz. Data 
of two sensors (MRF66 and MRO52) were not recorded due to sensor 
malfunctioning. Subjects were seated in a dark, magnetically shielded room. 
Head location was measured with two coils in the ears and one on the 
nasion. To reduce head motion, cushions were fitted between the head and 
the helmet, and a neck brace was used to stabilize the head. Head motion 
was monitored online throughout the task with a real-time head localizer 
(Stolk et al., 2013). If subjects had moved their head more than 5 mm from 
the starting position they were repositioned during block breaks. 
 
A continuous electrooculogram (EOG) was recorded with four electrodes 
around the eyes: two above and below the left eye for vertical EOG, as well 
as one left of the left eye and one right of the right eye for horizontal EOG. 
Furthermore, an electrocardiogram was recorded with an electrode on the 
left collarbone and one below the right ribs. The ground electrode was 
placed at the left mastoid. Eye motion was additionally measured with an 
Eye Link SR Research Eye Tracker. 
 
Preprocessing 
Data were analysed with MATLAB version R2013a and the open source 
MATLAB toolbox FieldTrip for analysis of neuroimaging data (Oostenveld et 
al., 2011), as well as FreeSurfer (Version 5.3.0; Fischl, 2012) and MNE-Suite 
(Version 2.7.0; http://www.martinos.org/mne/stable/index.html) for some 
steps of source localization (see below). 
 
Data were low-pass filtered at 100 Hz and line noise was removed with a 50 
Hz notch filter. Environmental noise, measured with third-order synthetic 
gradiometers, was subtracted from the data. 
 
Only trials in which a correct response to the probe was given were 
included, as an incorrect behavioural response could indicate a failure in 
perception of the target stimulus. The data were then visually inspected, 
and trials containing artefacts caused by muscle activity and SQUID jumps 
were rejected. This resulted in the inclusion of on average 70.50 ± 9.64 
trials in which faces were presented, 70.93 ± 8.36 trials in which letters 
were presented, and 69.71 ± 8.45 trials in which objects were presented. 
Faulty sensors were removed based on visual identification. 
 
Next, data were downsampled to 300 Hz, a baseline correction was 
performed per trial on the period of 800 to 600 ms before stimulus onset, 
and independent component analysis (ICA) was performed. Eye motion and 
heart beat components were identified visually and removed from the data. 
The decomposition was then backprojected to sensor-level data. As this 
study focused on the presentation of the first target only, trials were 
henceforth defined as data between 500 ms before the onset of the first 
target and 1200 ms thereafter. The resulting time-domain data were used 
for further analyses. 
 
Classification analysis 
Classification analyses were performed with an elastic net logistic 
regression algorithm (Friedman et al., 2010). This algorithm maximizes the 
log-likelihood, taking into account the elastic net penalty 
 =   12 1 −  +  

  
where  is the number of sensors and  is the vector of regression 
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 Classification accuracy traces after stimulus onset were compared against 
the accuracies before stimulus onset by cluster-based permutation testing 
as implemented in FieldTrip (Maris & Oostenveld, 2007). Briefly, this 
method tests the largest sum of neighbouring t-values whose 
corresponding p-value exceeded a threshold of 0.05 against the maximum 
sum obtained when condition labels were reshuffled randomly 1000 times. 
Because the baseline period was shorter than the post-baseline period, the 
post-baseline period was divided into three parts and tests against baseline 
were made for each part separately. The first part was the period between 
stimulus onset and 500 ms thereafter. The second part spanned from 500 
to 1000 ms after stimulus onset. The last part was the period between 700 
and 1200 ms after stimulus onset, such that it was of the same length as the 
previous parts and the baseline. These three separate tests against baseline 
allowed us to draw conclusions about classification accuracy both during 
stimulus onset and after stimulus offset, as within a cluster-based 
permutation test conclusions can only be drawn about the largest cluster 
per comparison. Multiple comparisons were corrected for with Bonferroni 
correction. We could not test the baseline period against the chance level 
of 0.5, as this method does not allow for one-sample tests. 
 
In order to interpret the classification model underlying successful 
classification, regression coefficients of each classification model were 
premultiplied with the covariance matrix of the corresponding training 
data, conform Haufe et al. (2014). This resulted in activation patterns 
which, unlike the regression coefficients, indicate features that are 
informative about the identity of the perceived stimulus. As a classification 
accuracy at chance level indicates that the classifier was unable to discern 
between the two classes based on the data at hand, the underlying 
activation patterns cannot be considered to be informative. On the other 
hand, if the classification accuracy did rise significantly above chance level, 
the underlying activation patterns can be considered to be informative as 
well. In this way, the activation patterns derive their significance from the 
corresponding classification accuracy. 
 
In addition, for each individual subject we trained classifiers on each single 
time point, and tested them on every other time point to assess the 
similarity of the data at different time points (King & Dehaene, 2014). This 
transfer learning was validated by a leave-two-out procedure, leaving out 
one trial for each class per fold. This ensured that a classifier was never 
tested on a trial that was also used for training, as within trial similarity may 
 
unjustly boost classification accuracy when the same trial is used both in 
the train and in the test set. Accuracies were tested with a within-subjects 
t-test against the averaged accuracies obtained from transfer learning on 
time points between 300 and 100 ms before stimulus onset. Multiple 
comparisons were corrected for using the false discovery rate (FDR). 
 
Source reconstruction 
Sources of the activation patterns were reconstructed with the exact 
LORETA (eLORETA) solution (Pascual-Marqui, 2007), which has  been shown 
to yield images of current density with exact localization, albeit with low 
spatial resolution. T1-weighted MRI data were acquired using a 1.5T whole 
body scanner (Siemens Magnetom Avanto, Siemens, Erlangen, Germany). 
Vitamin E markers in both ears, in ear molds identical to those containing 
the head coils during the MEG session, indicated the locations of the 
corresponding fiducials during the MEG measurement. The location of the 
fiducial at the nasion was estimated based on the anatomy of the ridge of 
the nose. These anatomical scans were first resliced to 1 mm slices with a 
dimension of 256 × 256 voxels, skull-stripped and realigned to the Talairach 
space. These data were further processed using FreeSurfer’s anatomical 
volumetric processing pipeline and surface-based processing pipeline, 
which resulted in a reconstruction of the cortical surface. MNE-suite was 
used to create the source space, i.e. to extract a cortex-restricted mesh of 
source grid points from this surface. These source locations were then co-
registered to sensor space using FieldTrip, by co-registering the volumetric 
images that were created by FreeSurfer to the sensor array by means of the 
fiducials. After this, a volume conduction model and leadfield were created. 
The dipole moment was estimated such that  = , where  represents 
the sensor-space activations and  is the eLORETA filter. This filter was 
obtained with the previously created leadfield and with the regularization 
parameter  of the weighted minimum norm estimation set to 0.05. The 
power per source grid point was then extracted as the sum of squares of 
the dipole moment. 
 
For each subject, source grid points were divided into 74 atlas regions of 
the Destrieux atlas per hemisphere, as extracted with FreeSurfer (Destrieux 
et al., 2010). The larger atlas areas (i.e. areas larger than 1.5 times the 
average of the 20 smallest regions) were then further split into smaller 
regions, as many times as it took to approach the average of the 20 smallest 
regions. This resulted in 245 atlas regions in the left hemisphere and 250 
atlas regions in the right hemisphere, with on average 15.20 ± 2.67 grid 
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 points included in each region, rendering the regions more homogeneous in 
size than before this split (54.64 ± 46.14). Activation values per subject for 
each region were expressed as relative activation increases compared to 
baseline by dividing them by the averaged activation values obtained 
between 300 and 100 ms before stimulus onset. We then normalized these 
values such that for each subject the scale of the patterns was in a similar 
range, to prevent a skewed influence of some subjects at the expense of 
other subjects in the group average. We performed this normalization by 
dividing each relative activation value by the sum of all relative activation 
values within a subject. These normalized relative activation values were 
then averaged over subjects. 
 
 
Results 
 
Behavioural results 
Reaction times to trials in which letters were probed (658 ± 71 ms) were 
slower than to trials in which faces (629 ± 66 ms; t(27) = 4.56, p = 0.0001) 
and trials in which objects were probed (636 ± 74 ms; t(27) = 3.84, p = 
0.0007). Reaction times to trials in which faces were probed did not differ 
significantly from those in which objects were probed (t(27) = 1.30, p = 
0.21). Likewise, the percentage of correct trials in which letters were 
probed (74.15% ± 11.65%) was lower than the percentage of correct trials 
in which faces (85.76 ± 8.49%; t(27) = 8.974, p < 0.0001) or objects were 
probed (83.27 ± 10.16%; t(27) = 6.55, p < 0.0001). However, when 
corrected for multiple comparisons (Bonferroni correction with six multiple 
comparisons), the percentage of correct trials in which faces were probed 
did not differ significantly from that of trials in which objects were probed 
(t(27) = 2.12, p = 0.04 (uncorrected)). This suggests that, in terms of the 
memory task, letters were more difficult to remember than both faces and 
objects, which were equally difficult to memorize. This difference in 
reaction times and memory performance for letters compared to the other 
categories is likely due to the letter stimuli being more similar to each other 
than faces and tools were. 
 
Classification per time point 
First, classification was performed on each individual time point (Figure 
3.1B). Comparing the accuracies to the baseline accuracies obtained before 
stimulus onset reveals that for the face-object contrast the significant 
 
cluster starts 63 ms after stimulus onset (accuracy = 0.54 ± 0.07; summed t-
values = 954.02, p = 0.001). For the face-letter contrast, this onset occurs as 
early as 73 ms after stimulus onset (accuracy = 0.53 ± 0.07; summed t-
values = 940.31, p = 0.001). Finally, for the letter-object contrast, the onset 
of significant information is observed at 70 ms after stimulus onset 
(accuracy = 0.51 ± 0.06; summed t-values = 719.44, p = 0.001). 
 
Accuracy peaked at 133 ms after stimulus onset for the face-object 
(accuracy = 0.72 ± 0.09) and 123 ms after stimulus onset for the face-letter 
contrast (accuracy = 0.69 ± 0.13). For the letter-object contrast, accuracy 
peaked after 180 ms (accuracy = 0.63 ± 0.06). After this initial peak, 
accuracies decreased but remained well above chance level throughout the 
presentation of the stimulus for the face-letter and face-object contrasts. 
Of note is that for the face-object contrast accuracies decreased more 
strongly before rising again than was the case for the other contrasts. 
 
When the stimulus disappeared from the screen, neuronal evidence for the 
perceived stimulus class did not vanish. For the face-object contrast, 
information was still detected for most of the remainder of the analysed 
trial, lasting until 677 ms after stimulus offset (accuracy = 0.55 ± 0.07; 
summed t-values = 762.67, p = 0.001). Similarly, stimulus information also 
remained present for 620 ms for the face-letter contrast (accuracy = 0.58 ± 
0.07; summed t-values = 715.44, p = 0.001). For the letter-object contrast, 
information was only present until 277 ms after stimulus offset (accuracy = 
0.54 ± 0.06; summed t-values = 486.99, p = 0.001). 
 
Directly after stimulus offset, the accuracy traces appeared to peak slightly 
before decreasing. This offset peak occurred 83 ms after stimulus offset for 
the face-object contrast (accuracy = 0.66 ± 0.08), after 73 ms for the face-
letter contrast (accuracy = 0.67 ± 0.09), and after 90 ms for the letter-object 
contrast (accuracy = 0.64 ± 0.05). Note that, again for the face-object 
contrast, accuracies dropped directly after this peak before returning 
upwards again. For the letter-object contrast, the offset peak seemed to be 
larger than those observed for the face-letter and face-object contrasts. 
Because of the difference in task-difficulty for the letter-class, however, it 
cannot be discerned whether this was related to a difference in perception 
or encoding, or whether this larger peak was due to a task-difficulty effect. 
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the face-object contrast (accuracy = 0.66 ± 0.08), after 73 ms for the face-
letter contrast (accuracy = 0.67 ± 0.09), and after 90 ms for the letter-object 
contrast (accuracy = 0.64 ± 0.05). Note that, again for the face-object 
contrast, accuracies dropped directly after this peak before returning 
upwards again. For the letter-object contrast, the offset peak seemed to be 
larger than those observed for the face-letter and face-object contrasts. 
Because of the difference in task-difficulty for the letter-class, however, it 
cannot be discerned whether this was related to a difference in perception 
or encoding, or whether this larger peak was due to a task-difficulty effect. 
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Figure 3.1 Task design and accuracies over time. A) Task design. Subjects were 
shown two images of different classes (faces, objects or letters) per trial. These 
images were followed by a delay period. After the second delay period a cue was 
presented, informing the subject which target stimulus had to be kept in memory. 
After a final delay period, the subject was probed with a same-difference task. In 
this study we only used data of the period around the presentation of the first 
target, depicted as the period enclosed by the red square. All presentation timings 
were in reality 16.7 ms longer than depicted due to a fixed delay in stimulus 
presentation. The face image belongs to the KDEF dataset (M64; Lundqvist et al., 
1998), the tool image is part of the BOSS set (Brodeur et al., 2010; CC BY-SA 3.0). B) 
Averaged accuracy traces for the face-letter (green), face-object (red), and letter-
object (blue) contrasts. The first black vertical line indicates stimulus onset, the 
second line coincides with stimulus offset. Bright colours indicate accuracies 
significantly above the accuracies obtained at baseline (before stimulus onset). We 
only tested post-stimulus onset accuracies against baseline. The dashed vertical 
line denotes the chance-level value of 0.5.  
 
 
Classification on the eye tracker and EOG data, from which eye motion 
components were not cleaned with ICA as was the case with the MEG data, 
was possible for the face-object contrast between 243 and 983 ms after 
stimulus onset (maximum accuracy 0.62 at 510 ms after stimulus onset; 
summed t-values = 341.66 and 714.68, both p = 0.001), for the face-letter 
contrast between 240 and 948 ms after stimulus onset (maximum accuracy 
 
0.64 at 450 ms after stimulus onset; summed t-values = 327.85 and 598.98, 
both p = 0.001), and for the letter-object contrast between 780 and 800 ms 
after stimulus onset (maximum accuracy 0.55 at 183 ms after stimulus 
onset; summed t-values = 18.23, p = 0.01). However, as these data 
contained eye motion components which have, at least to a certain degree, 
been removed from the MEG data, it is likely that for the eye tracker and 
EOG data classification was driven by eye motions that were no longer 
present in the actual MEG signal. To assess the likelihood that eye motions 
were driving classification on the MEG signal, we correlated the accuracy 
traces of the EOG and eye tracker data with the traces obtained when 
applying the classifier to the MEG data. For none of the contrasts these 
correlations were significant at any time point when correcting for multiple 
comparisons with the FDR (face-object: all p > 0.0028, all absolute r < 0.54; 
face-letter: all p > 0.0003, all absolute r < 0.63; letter-object: all p > 0.0007, 
all absolute r < 0.60; FDR-corrected alpha = 0.0001). Furthermore, as is 
shown in the topographic representation discussed below (Figure 3.2A), 
none of the underlying sources of this over-time classification seemed to 
originate from sources related to eye movement. These results indicate 
that even if some eye motion artefacts remained in the MEG data, these 
were unlikely to drive classification of the MEG signal. 
 
The remainder of the analyses focused on the face-object contrast only, as 
no difference in task difficulty was detected for these two types of stimuli, 
thereby excluding task difficulty as a potential confound. 
 
Localization of activation patterns 
In order to identify what brain areas were involved in the distinction 
between the perception of faces and objects at each specific time point, 
and hence which areas could successively be thought to contain 
information about stimulus identity, we assessed the model underlying the 
aforementioned classification accuracies. These spatiotemporal dynamics 
of perception are shown for a subset of salient time points in Figure 3.2A. 
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Figure 3.2 Spatiotemporal dynamics of visual perception. A) Localization of 
activation patterns of the face-object contrast at selected time points for the right 
hemisphere averaged over subjects. Warmer colours indicate a larger average 
normalized relative increase in activation compared to baseline. Areas with large 
values contain information about the identity of the perceived or remembered 
stimulus. Figures above the black horizontal line correspond to time points during 
stimulus presentation, figures below this line belong to time points after stimulus 
offset. B) Smoothed traces of the proportion of total averaged normalized relative 
activation originating from each lobe over time. The first black vertical line 
indicates stimulus onset, the second line coincides with stimulus offset. The 
horizontal dashed line indicates 0.25, which indicates an equal distribution of 
activation over the four lobes. 
 
 
Specifically, we observed a spreading of activation over time, starting in 
occipital cortex within 100 ms after stimulus onset. At that time point, 
mainly occipital areas were activated, such as the occipital pole, superior 
occipital gyrus and lingual gyrus. Starting at 103 ms after stimulus onset, 
activation was found to be spread out more anteriorly, to also include parts 
of the inferior and superior temporal gyrus, as well as the fusiform gyrus. 
This activation of both occipital and temporal areas continued with 
increasing activation of both lobes for the next 17 ms, and then started to 
decrease again, until 160 ms after stimulus onset. During this period also 
parts of the frontal lobe were activated, such as the superior frontal gyrus. 
After that, activations were restricted to the occipital lobe again. 
 
This occipital-temporal pattern repeated itself throughout the remainder of 
stimulus presentation, albeit with lower and more diffuse activations. This 
happened for example between 200 and 250 ms after stimulus onset, and 
between 340 and 500 ms after stimulus onset. During this last peak in 
activation, the relative weights of the activations in temporal and occipital 
lobe shifted. Whereas previously activations were strongest in occipital 
lobe, in this last case the pattern reversed, with little activation in the 
occipital lobe at 413 ms after stimulus onset. In the temporal lobe, 
however, activations were stronger and spread mainly towards the most 
anterior parts of the superior temporal lobe, even including the temporal 
pole. 
 
After stimulus offset, activation patterns initially mimicked those during 
stimulus presentation, including mainly occipital and temporal lobe, with 
most of the weight on the occipital regions. It seemed temporal activations 
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 were not as pronounced as during the same time period after stimulus 
onset. For example, during the peak of accuracies at 83 ms after stimulus 
offset, the largest activations were observed in the occipital lobe whereas 
activations in the temporal lobe were less strong. In comparison, the 
corresponding peak after stimulus onset at 133 ms involved strong 
activations in both occipital and temporal lobe. This focus on occipital lobe 
was especially noteworthy for example at 763 ms after stimulus onset (246 
ms after stimulus offset), where despite the absence of class-specific 
stimulus input for more than 200 ms activations were still mainly observed 
in occipital areas. 
 
In contrast to the post-onset period, starting 183 ms after stimulus offset a 
distinct frontal component localized around the opercular and triangular 
part of the inferior frontal gyrus became activated. This frontal component 
was observed throughout the period where accuracies remained above 
chance level, occasionally accompanied by activations in occipital and 
inferior parietal areas. However, it should be noted that this inferior frontal 
component, albeit specific in time, was driven solely by one subject. 
Rejecting that subject from the analysis abolished the prominence of this 
component. 
 
The activation patterns observed for the right hemisphere were very similar 
to the activation patterns observed for the left hemisphere. However, for 
the left hemisphere, activation localized to the supramarginal gyrus instead 
of to the inferior frontal gyrus around 150 ms after stimulus offset. Again, 
the presence of this supramarginal component was driven solely by a single 
subject. 
 
The dynamics of the relative importance of the different lobes over time 
can be seen in Figure 3.2B. After stimulus onset, activations were 
predominant in the occipital lobe, followed slightly after this first occipital 
peak by the temporal lobe. In contrast, activations in the parietal and 
frontal lobe each made up less than 25% of the total activation. This order 
remained the same until about 150-200 ms after stimulus offset when 
these proportions of dominance changed to a more uniform distribution 
again, with relatively more activation in parietal and frontal areas than 
before, and relatively less activation in occipital and temporal areas.  
 
  
 
Similarity of stimulus representation before and after stimulus offset 
To further investigate the representation of stimulus information after 
stimulus offset, we assessed the similarity of cortical activity during the 
onset and the offset peak with transfer learning. In this procedure, a 
classifier was trained on data during one time point, and tested at every 
other time point. This can be seen as a test for pattern similarity, where 
high accuracies indicate that the patterns at a time-point pair are highly 
similar. The emerging temporal patterns can be informative about the 
extent to which an underlying process at a given time point is also present 
at another time point, or whether it is already replaced by a different 
process. Given the notion that similar processes would underlie transfer 
learning, a lack of transfer learning over different time windows would 
suggest different processes playing a role at these different points in time, 
whereas any distinct block of high transfer learning values would indicate a 
similar underlying process (King & Dehaene, 2014).  
 
As can be seen in Figure 3.3, transfer learning accuracies rose above 
baseline for several sets of time-point pairs. First, training and testing on 
the time points around the onset peak (see Figure 3.3, arrow 1) resulted in 
a distinct period of high, above-chance accuracies for transfer learning 
between 70 and 180 ms after stimulus onset. This coincided with the peak 
of high accuracies after stimulus onset. The focality of this set suggests that 
a transient, distinct neuronal mechanism is at work that ends directly after 
this peak. Interestingly, however, there was significant transfer learning 
when training on the time points along this initial peak and testing on time 
points later during stimulus presentation (from 313 ms onwards; arrow 2) 
and even well after stimulus offset. This transfer learning was strongest 
until about 610 ms after stimulus onset, before disappearing and 
reappearing 710 ms after stimulus onset. From this time point onwards, 
transfer learning remained above chance level, but not as strongly as 
before (arrow 3). This band of above-chance classification accuracies was 
not observed when training on the time points directly after the first peak, 
suggesting that although the neuronal process observed during this peak 
was observed later during perception and memorization as well, this was 
not the case for the processes directly following the peak (until about 410 
ms after stimulus onset). These processes seemed to be specific to stimulus 
perception instead. 
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Figure 3.3 Transfer learning results. Average accuracies obtained when classifiers 
were trained on the MEG signal at the time points on the y-axis, and tested on 
signals at the time points on the x-axis. Higher accuracies were marked as more 
red. Outlined accuracies were significantly higher than the averaged accuracies 
obtained from transfer learning on time points between 300 and 100 ms before 
stimulus onset (FDR-corrected). The left vertical and upper horizontal line indicate 
stimulus onset. The right vertical and lower horizontal line indicate stimulus offset. 
Arrows indicate different blocks of transfer learning that are elaborated on in the 
text. 
 
 
From about 320 ms to 590 ms we observed a broad generalization within 
this time window (arrow 4). This is suggestive of a single process that was 
going on over this prolonged period of time. Alternatively, this block being 
much wider than the initial block around the onset peak may suggest that 
by this time the timing of the underlying neuronal processes had become 
more temporally jittered, whereas this was still more strictly tied to 
stimulus onset during the onset peak. 
 
Finally, after stimulus offset there is a final block of largely generalizing 
transfer learning that started around 650 ms and spanned the remainder of 
the period after stimulus offset (arrow 5). Again, the large time period 
showing successful transfer learning could suggest that the same neuronal 
process was happening during the entire period after stimulus offset. 
Alternatively, it is not unlikely that the underlying processes were not very 
tightly time-locked to stimulus onset. 
  
 
Discussion 
In this study we investigated the spatiotemporal dynamics during and after 
visual perception. We showed that activation patterns signifying visual 
category information were first present in the occipital lobe. Subsequently, 
this spread out towards more anterior regions to include the temporal lobe. 
After this, activation was solely observed in the occipital lobe again. This 
pattern occurred for the first time within the first 170 ms after stimulus 
onset. During the remainder of stimulus presentation this pattern of 
occipital involvement followed by the inclusion of temporal regions 
continued. The activation patterns did, however, become more diffuse 
during the late stage of stimulus presentation. After stimulus offset, 
category information did not disappear from the brain signal until 677 ms 
after stimulus offset, although this information did seem to be processed in 
a different manner from about 200 ms after stimulus offset onwards, as the 
activation patterns were more equally distributed over all lobes during this 
last phase. 
 
Onset of visual category information 
A distinction between faces and objects could be made based on the MEG 
signal as early as 63 ms after stimulus onset, with classification accuracies 
peaking at 133 ms. The timing of this peak resembles the one observed for 
the same contrast in a previous study with the same stimuli corrected for 
spatial frequency (Van de Nieuwenhuijzen et al., 2013). However, the onset 
of representation-specific information was earlier than in the previously 
mentioned study, and falls within the lower range of onsets found for a 
host of other types of visual stimuli and visual perception paradigms. These 
studies have found the first signs of stimulus-specific information between 
70 and 135 ms after stimulus onset (Bode et al., 2012; Carlson et al., 2011; 
Carlson et al., 2013; Clarke et al., 2015; Liu et al., 2009; Simanova et al., 
2010; Van Gerven et al., 2013), although not with the temporal precision of 
3.3 ms we used in this study. 
 
These results by no means suggest that there is no stimulus information 
present in the brain within 63 ms after stimulus onset. However, it does 
mean that a distinction between different classes could not yet be made 
based on the data. This could be because information is similar for the 
different stimulus classes during that period, or because the information at 
that moment still resides in brain areas from which it is not possible to 
measure properly with MEG. For example, information about visual 
stimulation is only thought to progress out of the lateral geniculate nucleus 
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more temporally jittered, whereas this was still more strictly tied to 
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 of monkeys after about 30-50 ms (Thorpe & Fabre-Thorpe, 2001), rendering 
it invisible to MEG until that moment. 
 
It should, of course, be noted that the definition of onset and offset of 
category information is based on the interpretation of significant clusters, 
which is heavily dependent on the reliability of the accuracy traces, as well 
as on the way the cluster-based permutation test defines inclusion of a 
value into a cluster. As such, a seemingly later onset of discrimination 
between faces and letters (73 ms) compared to the discrimination between 
faces and objects (63 ms) does not necessarily mean that objects are 
processed faster than letters. This alleged difference might simply be due to 
larger inter-subject variability in accuracies, or lower signal-to-noise ratio of 
the neuronal activity patterns that are used for classification in the face-
letter contrast, resulting in a higher threshold for accuracies to be deemed 
above chance level. The peaks of the accuracy traces do coincide, 
suggesting that information content is maximal at the same time for these 
different contrasts.  
 
This initial peak could be driven by differences in event related fields (ERFs), 
although both the onset and the peak of information occurred well before 
the face-selective N170 (Bentin et al., 1996). The P1, however, which is also 
thought to differ based on stimulus category (Itier & Taylor, 2004; Taylor, 
2002) could underlie classification during the first 100 ms. The early onset 
at 63 ms even coincides with the preceding C1 component of the visual 
evoked response, thought to have an onset latency as short as 55 ms (Di 
Russo et al., 2001). 
 
Spatiotemporal dynamics of visual category perception 
After the initial peak in classification accuracy, although accuracies did 
decrease, the distinction between faces and objects could still be made 
throughout the entire period the stimulus was presented. For the face-
object contrast accuracies even increased after this initial drop after the 
onset peak. The brain regions underlying successful classification did, 
however, change as time progressed. 
 
Although the spatial resolution of MEG is not very high due to volume 
conduction, it is still possible to gain some information about the underlying 
spatial distribution of the activation patterns by assessing their source 
space representations. When stimulus information first became discernible, 
this was localized predominantly in the occipital lobe, specifically occipital 
 
pole, superior occipital gyrus and lingual gyrus. The involvement of 
posterior parts of the occipital lobe before 100 ms after stimulus onset, 
especially of the occipital pole, is in line with the generators of the C1 visual 
evoked response (Di Russo et al., 2001). Moreover, the onset of visual 
stimulus information in V1 as early as 63 ms after stimulus onset falls 
almost within the range of 40-60 ms for V1 and within the window of 50-70 
ms for V2, denoted by Thorpe & Fabre-Thorpe (2001) as being the latencies 
for visual processing in monkeys. 
 
Soon after this, the activation pattern expanded rapidly to include more 
anterior areas, such as inferior and superior temporal gyrus and the 
fusiform gyrus. This spreading starts to occur around 103 ms after stimulus 
onset, coinciding with the onset of the P1 of the visual evoked response, 
which has been thought to originate from the fusiform area (Di Russo et al., 
2001). In addition, this anterior progression to include the inferior temporal 
gyrus resembles the progression along the ventral stream (Mishkin et al., 
1983), in which a visual image is processed first based on its basic image 
properties in the occipital lobe, and later based on more global category 
information in the temporal lobe. This also suggests that categorical 
information about the stimulus is not only represented distinctly for faces 
and objects in temporal cortex based on the higher-order category itself, 
but that this distinction is already present in the representation of the 
lower-level images properties. Finally, the onset of anterior temporal 
activation is almost within the window of 80-100 ms, during which the 
spread to the anterior temporal lobe is thought to be occurring in monkeys 
(Thorpe & Fabre-Thorpe, 2001). 
 
The activation of the temporal lobe, however, is transient, and activation 
retreats after peaking in intensity to the occipital lobe within 30 ms. This 
decrease in activation in downstream areas could be interpreted in terms of 
thorough processing of categorical information to be only transient. After 
this deep semantic processing has subsided, bottom-up sensory stimulation 
dominates stimulus processing again. 
 
Over the course of stimulus presentation, the information flow from 
occipital to temporal areas and back seemed to repeat itself. However, 
these later activation patterns were more widely distributed than during 
the first instance. An explanation for this could be that the timing of the 
electrophysiological signal becomes more jittered over trials and subjects 
later during stimulus presentation. This inter-trial and inter-subject jitter 
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which has been thought to originate from the fusiform area (Di Russo et al., 
2001). In addition, this anterior progression to include the inferior temporal 
gyrus resembles the progression along the ventral stream (Mishkin et al., 
1983), in which a visual image is processed first based on its basic image 
properties in the occipital lobe, and later based on more global category 
information in the temporal lobe. This also suggests that categorical 
information about the stimulus is not only represented distinctly for faces 
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activation is almost within the window of 80-100 ms, during which the 
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retreats after peaking in intensity to the occipital lobe within 30 ms. This 
decrease in activation in downstream areas could be interpreted in terms of 
thorough processing of categorical information to be only transient. After 
this deep semantic processing has subsided, bottom-up sensory stimulation 
dominates stimulus processing again. 
 
Over the course of stimulus presentation, the information flow from 
occipital to temporal areas and back seemed to repeat itself. However, 
these later activation patterns were more widely distributed than during 
the first instance. An explanation for this could be that the timing of the 
electrophysiological signal becomes more jittered over trials and subjects 
later during stimulus presentation. This inter-trial and inter-subject jitter 
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 would result in more variation in the activation patterns, rendering the 
averaged localizations later in perception less focal than was the case just 
after stimulus onset. This is in line with the transfer learning results, which 
became more spread out over time as stimulus presentation progresses, 
suggestive of a less time-locked signal (King & Dehaene, 2014). After all, 
with inter-trial temporal jitter, similar signals will be displayed over various 
time points in different trials, resulting in decodability based on signal 
similarity over a larger period of time than would be the case if it were time 
locked. These blocks of transfer learning, which can be interpreted in terms 
of time periods with a distinct underlying process, can also be viewed in 
terms of a static representation. A dynamic representation, on the other 
hand, would be indicated by an absence of above-chance transfer learning 
accuracies when generalizing over time. Astrand et al. (2015) have shown a 
mixture of static and dynamic representations for attention and perception 
in monkeys. In line with this, we also observe clusters of static, similar, 
representations interleaved with periods of dynamic representations. 
 
Although during stimulus presentation activations were strongest in 
occipital cortex, this was different towards the end of the presentation 
period. During the last 100 ms of stimulus presentation, activation was 
most pronounced in the anterior temporal lobe and even temporal pole, 
with activations in the occipital lobe decreased in comparison. As stimulus 
offset always occurred at the same latency after stimulus onset, this could 
be indicative of a last attempt to thoroughly process the stimulus before it 
would disappear from view. 
 
Visual representations after stimulus offset: committing the visual stimulus 
to memory 
Information about the perceived visual stimulus category was maintained 
well after the actual presentation of the stimulus had ended. Indeed, 
classification accuracies remained above chance level until 677 ms after 
stimulus offset. This does not mean that after this time all stimulus 
information has disappeared from the brain. In fact, as all trials included in 
these analyses were trials in which the subsequent memory task was 
performed correctly, the presented stimulus has to be successfully retained 
in working memory. However, categorical information is no longer 
represented in sensor level amplitudes, or alternatively, images of different 
categories are no longer represented in a differential manner in MEG time-
domain data. 
 
 
At 83 ms after stimulus offset, a peak in accuracy was observed, similar in 
shape to the accuracy peak after stimulus onset, albeit somewhat lower in 
amplitude. In fact, the shape of the offset peak mimics that of the onset 
peak to such an extent that for the face-object contrast, where there is 
large drop and subsequent increase in accuracies after the onset peak, this 
same drop and increase was also observed for the offset peak. For the 
other contrasts, where this decrease followed by increase was not observed 
after the onset peak, this was also not observed for the offset peak. 
Therefore, the onset peak seems to mimic the offset peak. Such an offset 
peak has been observed in only some of the aforementioned studies 
(Carlson et al., 2011; Carlson et al., 2013; Clarke et al., 2015; Ramkumar et 
al., 2013), but not in all (Liu et al., 2009; Simanova et al., 2010; Van Gerven 
et al., 2013). In these studies, the offset peak seems to be observed in MEG 
data, but not in intracranial and electroencephalography data, suggesting 
this effect requires a relatively high signal-to-noise ratio to be detected. 
 
As suggested by Carlson et al. (2011), the offset peak can be explained in 
terms of an effect similar or related to a visual after-image, caused by the 
sudden change in perceptual input, resulting in an undershoot of neuronal 
firing. This is in line with the similarity between the onset and the offset 
peak. Both are in this case a response to the change in visual presentation. 
It is in this scenario possible to classify on the offset peak, because the 
same neuronal population that fired during stimulus presentation is 
showing an undershoot after stimulus offset. If there was category-specific 
information encoded in these populations, i.e. when decoding was possible 
during stimulus presentation, this same information can be detected after 
stimulus offset, as it is the same neuronal population that is showing an 
undershoot effect. 
 
If the offset peak is solely driven by the mechanistic response of an 
undershoot in neuronal firing as described above, one would expect only 
minimal processing of stimulus information. After all, this processing then 
only occurs by accident, as a side effect of stimulus offset, without the aim 
to process stimulus information fully as would be required when it would 
have a behavioural function. 
 
Assessing the underlying activation during the offset peak revealed that the 
patterns, albeit with a lower amplitude, resembled those during the onset 
peak, including both the occipital and temporal lobe, with more weight 
added to the occipital lobe. This similarity in activation patterns is in line 
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 with the above-chance transfer learning accuracies from the onset to the 
offset peak, suggesting that the underlying processes of these two peaks 
resemble each other. Previous studies applying transfer learning from 
stimulus onset to stimulus offset, however, have shown accuracies below 
chance level when training on the onset peak and testing on the offset peak 
(Carlson et al., 2011; Carlson et al., 2013). These patterns underlie an anti-
correlation between patterns during the onset and offset peak as a result of 
an undershoot of the involved sensor level amplitudes (Carlson et al., 
2011). One explanation for this difference could be that the previously 
mentioned studies have no working memory component in the trials 
included in the analysis, which is the case for the current study. It could 
therefore well be that for the previous studies only a mechanistic 
undershoot effect was detected. In this study, however, after stimulus 
offset the stimulus had to be memorized. The above-chance accuracies 
could indicate a continued encoding process in the absence of the actual 
stimulus, to keep the to-be-remembered stimulus available in working 
memory. This suggests that the offset peak could in some cases simply be 
the effect of a mechanistic undershoot, for example when it occurs in the 
absence of a task (Ramkumar et al., 2013). However, it may also, when the 
circumstances require it, play a role in the process of committing a visual 
stimulus to working memory.  
 
As in this study activation restricted to the occipital lobe was still observed 
246 ms after stimulus offset, it may seem unlikely that this signifies passive 
processing of the visual stimulus due to neuronal undershoot, as there has 
been no visual input that contained class information for over 200 ms to 
respond to. However, this could be interpreted as the visible persistence 
phase of iconic memory. This phase has been associated with prolonged 
visual representations in the occipital lobe, and is thought to last about 
150-300 ms after stimulus offset, depending on the specific stimulus 
properties (e.g. Coltheart, 1980; Jacob et al., 2013; Nikolić et al., 2009; 
Sperling, 1960).  
 
After 183 ms after stimulus offset the activation pattern gradually changes, 
seemingly to include increased activation in the right inferior frontal gyrus 
and left supramarginal gyrus, which was observed throughout the 
remainder of the period after stimulus offset. These areas have been 
implicated in working memory. Specifically the right inferior frontal gyrus 
has been associated with visuospatial working memory (Baddeley, 2003). 
This is in line with the strategy often reported by subjects to keep the image 
 
in memory by trying to repeatedly visualize it. In addition, the left 
supramarginal gyrus has been implicated in the phonological working 
memory (Heinrichs-Graham & Wilson, 2015; Paulesu et al., 1993; Salmon et 
al., 1996), as well as in retrieval of episodic memories together with the 
neighboring angular gyrus (Hutchinson, 2009; Vilberg & Rugg, 2008; 
Wagner et al., 2005). Although the task itself was not a verbal task, subjects 
did report afterwards to have memorized objects and features by naming 
them to themselves, which could explain the involvement of a phonological 
working memory system. However, although this effect fits well within this 
framework, it should be noted that it is driven by a single subject, and 
hence should be interpreted with care. This effect does seem to be 
specifically related to the time period at the very end of each trial, and 
therefore it is still possible that these frontal components display a genuine, 
albeit uncommonly observed, process. Further research should assess 
whether this is the case, or whether this is a spurious finding. 
 
Importantly, activation in the aforementioned areas does not only mean 
that these regions play a role in working memory. As they underlie 
successful classification, the identity of the stimulus kept in working 
memory is represented in these regions. Hence, over the course of 
memorization of a visual stimulus, the representation first resembles the 
one also observed during perception of said stimulus, before being 
committed to another representation that is more distributed over the 
different lobes. After this, the representation changes yet again, such that it 
can no longer be detected with MEG and classification is no longer possible. 
 
Common processes during and after visual stimulus presentation 
We observed common processes acting both during and after stimulus 
presentation. The process underlying the initial peak in information after 
stimulus onset reoccurred during the late phase of stimulus presentation 
and even after stimulus offset. Moreover, processes occurring towards the 
end of stimulus presentation resembled those after stimulus presentation 
as well. This suggests that stimulus perception and stimulus memorization 
are not thoroughly different processes, and these common processes in 
areas related to the previously perceived stimulus may aid in memorization 
of said stimulus.  
 
However, although there were large commonalities between the processes 
before and after stimulus offset, they are by no means identical. Especially 
during the late phase of the delay period activation patterns shifted from 
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therefore it is still possible that these frontal components display a genuine, 
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whether this is the case, or whether this is a spurious finding. 
 
Importantly, activation in the aforementioned areas does not only mean 
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successful classification, the identity of the stimulus kept in working 
memory is represented in these regions. Hence, over the course of 
memorization of a visual stimulus, the representation first resembles the 
one also observed during perception of said stimulus, before being 
committed to another representation that is more distributed over the 
different lobes. After this, the representation changes yet again, such that it 
can no longer be detected with MEG and classification is no longer possible. 
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 those associated with stimulus identification, suggested by the main 
involvement of occipital and temporal lobe, to memorization, indicated by 
change to a relatively equal distribution of information over the four lobes. 
Still, the above-chance level transfer learning accuracies when training on 
the first 100 ms of stimulus onset and testing on the period well after 
stimulus offset suggest that in addition to these higher-order processes 
there is still a continuation of the processes associated with initial stimulus 
perception. 
 
Conclusion 
We investigated the spatiotemporal dynamics of visual object processing 
during and after stimulus presentation. Category-specific information was 
first detected in the occipital lobe within 70 ms after stimulus onset. 
Information then continued to include the temporal lobe before returning 
to mainly occipital lobe, after which this pattern repeated itself for the 
remainder of the period the stimulus was presented. After stimulus offset, 
cortical representations differed depending on time after stimulus offset. 
Whereas within the first few hundred milliseconds categorical information 
was represented comparable to the representation during stimulus 
presentation, this representation switched to a pattern in which 
information was more equally distributed over all lobes. 
  
 
Chapter 4 
 
Content representations in sustained visual working memory 
 
 
Abstract 
Working memory consists of multiple processes, including encoding and 
maintenance. In order to disentangle working memory maintenance from 
the effects of stimulus presentation and subsequent encoding, subjects 
were cued to recall which of two previously presented items had to be 
retained in working memory. We show that it is possible to decode the 
reinstated content of working memory using this paradigm, albeit only in a 
few subjects. Items in working memory were mainly detectable during the 
first second after cue presentation. Effect sizes in general were weak, and 
caveats and future directions are described to improve on this study in 
order to gain more insight in the representations of items kept in working 
memory. 
 
 
Introduction 
Working memory is a complex cognitive process, involving several brain 
areas engaged over an extended period of time. One could argue that it is a 
composite process, consisting of various processes that are executed at 
different stages. For example, during and directly after stimulus 
presentation the item has to be encoded into working memory. After the 
stimulus has disappeared, the now encoded representation has to be 
maintained in the absence of relevant sensory input. Furthermore, if the 
item is cued later on, it must be reinstated in some form without any aid of 
previous sensory stimulation. 
 
Previous studies have investigated these stages at the functional level 
(Collette et al., 1999; Jonides et al., 2005; Rowe & Passingham, 2001). 
However, one important drawback in these mass-univariate studies is that, 
although they identify any brain activity related to working memory 
processing, they do not specifically address the distributed activity 
associated with the actual representations of the content of working 
memory. This is, however, possible by applying multivariate methods to the 
data. This technique has been widely used in various fMRI experiments (e.g. 
Harrison & Tong, 2009; Lewis-Peacock et al., 2012; Polyn et al., 2005). 
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 those associated with stimulus identification, suggested by the main 
involvement of occipital and temporal lobe, to memorization, indicated by 
change to a relatively equal distribution of information over the four lobes. 
Still, the above-chance level transfer learning accuracies when training on 
the first 100 ms of stimulus onset and testing on the period well after 
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Conclusion 
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Chapter 4 
 
Content representations in sustained visual working memory 
 
 
Abstract 
Working memory consists of multiple processes, including encoding and 
maintenance. In order to disentangle working memory maintenance from 
the effects of stimulus presentation and subsequent encoding, subjects 
were cued to recall which of two previously presented items had to be 
retained in working memory. We show that it is possible to decode the 
reinstated content of working memory using this paradigm, albeit only in a 
few subjects. Items in working memory were mainly detectable during the 
first second after cue presentation. Effect sizes in general were weak, and 
caveats and future directions are described to improve on this study in 
order to gain more insight in the representations of items kept in working 
memory. 
 
 
Introduction 
Working memory is a complex cognitive process, involving several brain 
areas engaged over an extended period of time. One could argue that it is a 
composite process, consisting of various processes that are executed at 
different stages. For example, during and directly after stimulus 
presentation the item has to be encoded into working memory. After the 
stimulus has disappeared, the now encoded representation has to be 
maintained in the absence of relevant sensory input. Furthermore, if the 
item is cued later on, it must be reinstated in some form without any aid of 
previous sensory stimulation. 
 
Previous studies have investigated these stages at the functional level 
(Collette et al., 1999; Jonides et al., 2005; Rowe & Passingham, 2001). 
However, one important drawback in these mass-univariate studies is that, 
although they identify any brain activity related to working memory 
processing, they do not specifically address the distributed activity 
associated with the actual representations of the content of working 
memory. This is, however, possible by applying multivariate methods to the 
data. This technique has been widely used in various fMRI experiments (e.g. 
Harrison & Tong, 2009; Lewis-Peacock et al., 2012; Polyn et al., 2005). 
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 Unfortunately, due to the methodological shortcomings of fMRI these 
studies have not been able to assess any temporal pattern of working 
memory content at a satisfactory temporal resolution. Electrophysiological 
measurement techniques do have access to brain activation patterns at the 
millisecond level, but multivariate analyses of these data related to working 
memory have only been performed sparsely, without assessing the 
neuronal representations spatiotemporally (Foster et al., 2015; Fuentemilla 
et al., 2010; Jafarpour et al., 2014; LaRocque et al., 2013; Polanía et al., 
2012).  
 
In this study, we aimed to assess the neuronal representations of the 
content of working memory. In a previous study, we showed that both the 
content of visual perception and of the delay period after visual perception 
can be decoded convincingly from MEG data (Van de Nieuwenhuijzen et al., 
2016). However, because this study focussed on the working memory delay 
period directly following visual presentation of the encoded item, effects 
due to stimulus presentation could not be disentangled from pure working 
memory maintenance. Therefore, we ensured in the current study that the 
delay interval that was assessed was not preceded by visual presentation of 
the item that had to be kept in memory. 
 
First, we asked when information related to working memory content is 
reinstated in the brain. This representation could be present at all times 
during the delay interval. However, it may be more efficient to only 
reactivate or reinstate the to-be-remembered item once, or only 
occasionally. This can occur for example directly after it has become clear 
which item has to be maintained, or directly before probe onset. 
  
Secondly, we assessed where this content of working memory is 
represented. Various brain areas have been implicated in working memory, 
but not all these activations necessarily arise from areas involved in content 
specific maintenance. Specifically, both frontal lobe and brain regions 
implicated in perception of the item in memory have been linked to 
working memory maintenance (e.g. Collette et al., 1999; Jonides et al., 
2005; Ranganath et al., 2004; Ranganath et al., 2000; Rowe & Passingham, 
2001). It is however unclear to what extent the frontal lobe is involved in 
the representation of working memory content instead of having solely an 
executive role. Some studies have found that frontal regions represent 
memory content (e.g. Funahashi et al., 1989; Goldman-Rakic, 1995; Lee et 
al., 2013; Sreenivasan et al., 2014; Ó Scalaidhe et al., 1999), though other 
 
studies only find content representation in posterior areas (e.g. Christophel 
et al., 2012, Christophel et al., 2015; Han et al., 2013; Rowe & Passingham, 
2001). These perception-related areas may be activated during working 
memory as a reactivation of the original stimulus (Nyberg et al., 2000; 
Wheeler et al., 2000) and hence may specifically represent the content of 
working memory.  
 
Finally, we assessed the temporal pattern of working memory content 
when two items were cued to be maintained in memory instead of one. As 
the target stimuli were presented serially, we hypothesize that when these 
two items have to be reactivated simultaneously, they will be replayed 
serially, in the order they were presented (Lisman & Idiart, 1995).  
 
 
Methods 
 
Subjects 
Magnetoencephalography (MEG) data of 30 healthy subjects were collected 
(17 men; 23 right-handed; age 24.50 ± 8.01). Data of two subjects were 
rejected, one due to malfunctioning of the MEG system, the other because 
an anatomical magnetic resonance imaging (MRI) scan could not be 
acquired, which rendered source space reconstruction infeasible. This 
resulted in data of 28 subjects (16 men; 22 right-handed; age 22.93 ± 2.80) 
that were included in the analyses. All subjects had normal or corrected-to-
normal vision, and gave written informed consent. The study was approved 
by the local ethics review board (CMO region Arnhem-Nijmegen, The 
Netherlands). Part of this dataset has previously been described and 
analysed (Van de Nieuwenhuijzen et al., 2016). 
 
Paradigm and stimuli 
Subjects performed an extended delayed match-to-sample task, 
comparable to tasks used by for example Polanía et al. (2012) and Harrison 
& Tong (2009). During this task, natural images had to be memorized. 
Images depicted a neutral face, a handheld object, or a handwritten letter. 
Each category consisted of 42 different images, subdivided into two 
subcategories of 21 images each. Images in the face category consisted of 
photos of forward facing male and female faces, and were derived from the 
Karolinska Directed Emotional Face dataset (KDEF; images F1, F2, F3, F6, F7, 
F8, F9, F10, F11, F13, F17, F19, F20, F21, F22, F24, F25, F26, F27, F30, F33, 
M37, M39, M41, M42, M43, M44, M45, M46, M47, M52, M54, M56, M58, 
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 M59, M60, M61, M62, M63, M64, M65, M67; Goeleven et al., 2008; 
Lundqvist et al., 1998). Object images were photos of tools and kitchen 
utensils, obtained from the Bank of Standardized Images (BOSS; Brodeur et 
al., 2010). Images in the letter category consisted of the letter I and N, and 
were derived from the Tilburg Character dataset (TICH; Van der Maaten, 
2009). All images were resized and cropped to 300 × 300 pixels, converted 
to greyscale, and corrected for luminance with the SHINE image processing 
toolbox for MATLAB (Willenbockel et al., 2010). 
 
A schematic of the task is shown in Figure 4.1. Each trial started with an 
inter-trial interval of 2.0167 s, during which a white fixation dot with a 
diameter of 0.5° of the visual field was presented at the centre of the 
screen. After this, a first target image was shown (Target 1) for 0.5167 s at 
the centre of the screen, spanning 6° of the visual field. This image was 
followed by a mask for 0.2167 s and a first delay period (Delay 1) of 2.0167 
s, during which the fixation dot was shown. Next, a second target image 
was presented (Target 2), which always belonged to a different category 
than the first target. This image was again followed by a mask and a delay 
period (Delay 2). Subjects were then presented with a retro-cue for 0.5167 
s, indicating which of the previously shown targets had to be maintained in 
memory for the remainder of the trial. Subjects were cued to memorize the 
first target image (‘1’), the second target image (‘2’), or both target images 
(‘1+2’). The cued item had to be kept in memory during the final delay 
period of 6.0167 s (Delay 3). After this, subjects were presented with a 
probe image, which was either the same image as the memorized target 
item, or a different image from the same subcategory. In trials in which 
both target images had to be kept in memory, either the first or the second 
target was probed. Subjects had 1.0167 s to respond by pressing the left 
(same) or right (different) button on a button box with their dominant 
hand. Feedback was given after each trial. The additional 16.7 ms in timing 
of the presentation of the various intervals of the task were due to a fixed 
delay in stimulus presentation related to the 60 Hz refresh rate of the 
projector. 
 
 
 
 
Figure4. 1 Task design. Subjects were shown two target images belonging to two 
different categories, followed by a delay period. After the second delay period a 
cue was presented, indicating whether the first, second or both target images had 
to be maintained in memory during the final delay period. Subjects were then 
probed with a same-difference task. Due to a fixed delay in stimulus presentation, 
all depicted presentation times were in reality 16.7 ms longer. The face image 
belongs to the KDEF dataset (M64; Lundqvist et al., 1998), the tool image is part of 
the BOSS set (Brodeur et al., 2010; CC BY-SA 3.0). 
 
Trials were presented in 18 blocks of 14 trials. Each block was followed by a 
self-paced block break, during which feedback about behavioural accuracy 
and reaction time thus far, as well as about progression of the task was 
shown. Before the start of block 1, 7, and 13, 20 s of resting state were 
recorded, during which subjects only had to focus on the fixation dot. These 
data were not analysed in this study. Eight practice trials preceded the 
actual task, in which stimuli were shown that were not presented in the 
actual experiment. 
 
Trials were pseudo-randomized such that there was an equal number of 
face, object, and letter trials presented both as Target 1 and as Target 2. All 
images were shown twice as Target 1, and twice as Target 2. Furthermore, 
all combinations of Target 1 and Target 2 categories occurred equally often. 
The number of trials in which Target 1, Target 2, and both targets were 
cued was also equal, as well as which target was probed when both targets 
were cued, and whether a probe was the same or different from the target 
kept in memory. 
 
Stimuli were presented using Presentation software (Version 16.2, 
Neurobehavioral Systems, Inc.), via an LCD projector with a refresh rate of 
60 Hz outside the magnetically shielded room, and projected on a 
translucent screen via two front-silvered mirrors. The projector lag was 
measured at 35 ms, which was corrected for by shifting the time axis of the 
data accordingly. 
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recorded, during which subjects only had to focus on the fixation dot. These 
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actual task, in which stimuli were shown that were not presented in the 
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images were shown twice as Target 1, and twice as Target 2. Furthermore, 
all combinations of Target 1 and Target 2 categories occurred equally often. 
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cued was also equal, as well as which target was probed when both targets 
were cued, and whether a probe was the same or different from the target 
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 MEG recordings 
MEG data were recorded with a 275-channel whole-head system (CTF 
Systems Inc., Port Coquitlam, Canada) at a sampling rate of 1200 Hz. Due to 
sensor malfunctioning, data of two channels (MRF66 and MRO52) were not 
recorded. Subjects were seated in a dark, magnetically shielded room. Head 
location was measured with two coils in the ears and one on the nasion. In 
order to minimize head motion, cushions were fitted between the subject’s 
head and the helmet. A neck brace was used to further stabilize the head. 
Head motion was monitored online throughout the task with a real-time 
head localizer (Stolk et al., 2013). If the head position deviated more than 5 
mm from the original position, subjects were repositioned during block 
breaks. 
 
Eye motion was measured using a continuous electrooculogram (EOG) with 
four electrodes around the eyes. Electrodes above and below the left eye 
measured vertical eye motion, and electrodes left of the left eye and right 
of the right eye measured horizontal eye motion. Furthermore, an 
electrocardiogram was recorded with one electrode on the left collarbone 
and one electrode below the right ribs. The ground electrode was placed on 
the left mastoid. An Eye Link SR Research Eye tracker was used for 
additional monitoring of eye movement. 
 
Preprocessing 
Data were analysed with MATLAB version 2013b and the open source 
MATLAB toolbox Fieldtrip for analysis of neuroimaging data (Oostenveld et 
al., 2011), as well as FreeSurfer (Version 5.3.0; Fischl, 2012) and MNE-Suite 
(Version 2.7.0; http://www.martinos.org/mne/stable/index.html) for some 
steps of source localization (see below). 
 
A 100 Hz lowpass filter was applied to the data, as well as a 50 Hz notch 
filter to remove line noise. Environmental noise, measured with the third-
order synthetic gradiometers, was subtracted from the data.  
 
Next, trials were split into intervals to ease data handling. Further analyses 
were run per interval instead of over the entire trial, to save computational 
resources. The intervals around Target 1 and Target 2 started at 500 ms 
before stimulus onset, and were 1500 ms long. The intervals around Delay 1 
and Delay 2 started 500 ms before the start of the delay period (so after 
offset of the mask) and lasted 3 s. Finally, the interval around Delay 3 was 
defined to start 500 ms before the start the interval (so after cue offset) 
 
defined to start 500 ms before the start the interval (so after cue offset) 
and lasted 7 s. This definition allowed for overlap between the intervals. 
The target intervals included the preceding baseline or delay period, the 
target itself, as well as the mask and part of the following delay period. 
Delay intervals included part of the previous stimulus or cue, and continued 
into the next target, cue or probe. In addition, a dedicated interval between 
500 and 0 ms before onset of Target 1 was extracted and artefact rejection 
was performed on these trials separately, such that a minimal number of 
trials was rejected. These trials were used for baseline correction preceding 
independent component analysis (ICA; see below). 
 
Trials were visually inspected, and trials with artefacts due to SQUID jumps 
and muscle activity were rejected. As this visual inspection was done per 
interval, a trial with an artefact was only removed from the interval in 
which it appeared. The other intervals of that trial were, when free of 
artefacts, kept in, to preserve as much data as possible. This did, however, 
result in different trials that were included for analysis in each interval. 
Faulty sensors were removed upon visual identification as well. The 
amplitude of missing channels was interpolated based on the amplitude of 
the neighbouring sensors before classification analysis. 
 
Data were then downsampled to 300 Hz to save computational resources, 
and baseline corrected for each trial and channel by subtracting the mean 
amplitude in the interval 300 to 100 ms before Target 1 onset. Trials 
without a corresponding baseline due to artefact rejection were removed 
from the analysis. All intervals were then concatenated, and ICA was 
applied to all trials in all intervals. Eye movement and heart beat 
components were rejected based on visual inspection of the ICA 
components, and the remaining data were backprojected to sensor-level 
data and split into intervals again. Finally, only trials in which a correct 
response was given were included in the analysis. 
 
Classification analysis 
Classification analyses were performed with a logistic net regression 
algorithm (Friedman et al., 2010). This algorithm maximizes the log-
likelihood under an elastic net penalty 
 =   12 1 −  +  

  
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amplitude of missing channels was interpolated based on the amplitude of 
the neighbouring sensors before classification analysis. 
 
Data were then downsampled to 300 Hz to save computational resources, 
and baseline corrected for each trial and channel by subtracting the mean 
amplitude in the interval 300 to 100 ms before Target 1 onset. Trials 
without a corresponding baseline due to artefact rejection were removed 
from the analysis. All intervals were then concatenated, and ICA was 
applied to all trials in all intervals. Eye movement and heart beat 
co ponents were rejected based on visual inspection of the ICA 
components, and the remaining data were backprojected to sensor-level 
data and split into intervals again. Finally, only trials in which a correct 
response was given were included in the analysis. 
 
Classification analysis 
Classification analyses were performed with a logistic net regression 
algorithm (Friedman et al., 2010). This algorithm maximizes the log-
likelihood under an elastic net penalty 
 =   12 1 −  +  

  
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 MEG recordings 
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 where  is the number of sensors and  is the vector of regression 
coefficients. The mixing parameter  combines L1 and L2 regularization such 
that  = 1 leads to L1-regularized logistic regression, and  = 0 results in 
L2-regularized regression. In this study  was set to 0.01. The influence of 
this penalty on the coefficient estimates was controlled by a parameter , 
which was optimized using a nested cross-validation procedure. Input data 
were standardized to have zero mean and unit standard deviation. This was 
done separately for each fold. 
 
Binary classification was performed between trials in which a face was 
perceived or memorized and object trials. This contrast was chosen 
because, as was shown in a previous study based on this data, there were 
behavioural differences between face and letter trials, and between object 
and letter trials, but not between face and object trials (Van de 
Nieuwenhuijzen et al., 2016). To rule out a confound based on task-
difficulty, we focussed in this study only on the face-object contrast. For the 
Delay 3 period, trials in which the first target was cued and trials in which 
the second target was cued were pooled when assessing single 
representations. The analysis of trials with double representations is 
described below. 
 
Classifiers were trained for each subject separately on each time point, and 
subsequently tested on each time point, i.e. for every time sample a vector 
with amplitudes per sensor was used as input to the classifier. With a 
sampling frequency of 300 Hz this means that classification accuracies and 
corresponding models were obtained at every 3.3 ms. This transfer learning 
results in an accuracy matrix for all train-test time pairs, and allows for 
assessment of the degree to which similar, common processes occur over 
the course of a full trial, and to what extent different processes were 
happening, i.e. the amount of temporal generalization (King & Dehaene, 
2014). The diagonal of this matrix indicates the instances at which the 
classifier is trained and tested at the same time point. Transfer learning was 
done per interval, such that the test was always a test of ‘faceness’ or 
‘objectness’, which would not be possible when this was done over the full 
trial. After all, the classes of Target 1 and Target 2 images were never the 
same within a trial, so by running transfer learning per interval, it is ensured 
that all Target 1 and Target 2 trials were trials in which faces or objects 
were shown. This also means that slightly different trials were used for 
different intervals, as some trials have been rejected due to artefacts in one 
but not the other interval.  
 
Classification accuracy was defined as the proportion of correctly classified 
trials. Given the binary classifications performed in this study, chance level 
was at 0.5. Accuracy was estimated by a leave-two-out cross-validation 
procedure, in which per fold one trial of each class was used in the test set. 
This ensured that the trials on which each classifier was tested were never 
one of the trials that it was trained on, as signals within a trial are likely to 
be more common than between trials. In this way, circularity by double 
dipping was prevented (Kriegeskorte et al., 2009). Furthermore, 
classification was balanced, such that there was always an equal number of 
trials per class used in the train and test set per fold. 
 
In order to interpret the classification model that underlies successful 
classification, we converted the classification weights to activation patterns 
by multiplying them with the data covariance (Haufe et al., 2014). These 
activation patterns indicate which features contain information about 
stimulus identity. The classification model was only regarded informative if 
the corresponding accuracy exceeded chance level.  
 
Double representations 
In order to assess the trials in which both Target 1 and Target 2 were cued, 
classifiers were trained on the face-letter contrast and the object-letter 
contrast during and shortly after the presentation of Target 1. These 
classifiers were then tested on the Delay 3 trials in which both a face and an 
object had to be kept in memory. The proportion of trials in which a face 
was selected based on the face-letter classification model indicated to what 
extent face information was present. The proportion of trials in which an 
object was selected based on the object-letter classification model 
indicated the amount of object information. This analysis was run 
separately for trials in which the first target was a face, and trials in which 
the first target was an object, as it can be hypothesized that for the first 
type of trials the alternation would start with a face representation 
followed by an object representation, whereas this would be reversed for 
the second trial type.  
 
Source reconstruction 
Source reconstruction was performed as described in our previous study 
(Van de Nieuwenhuijzen et al., 2016). In short, the activation patterns 
obtained from the classifier weights (see above) were reconstructed with 
the exact LORETA (eLORETA) solution (Pascual-Marqui, 2007). T1-weighted 
MRI data were acquired with a 1.5T whole body scanner (Siemens 
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trials per class used in the train and test set per fold. 
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by multiplying them with the data covariance (Haufe et al., 2014). These 
activation patterns indicate which features contain information about 
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indicated the amount of object information. This analysis was run 
separately for trials in which the first target was a face, and trials in which 
the first target was an object, as it can be hypothesized that for the first 
type of trials the alternation would start with a face representation 
followed by an object representation, whereas this would be reversed for 
the second trial type.  
 
Source reconstruction 
Source reconstruction was performed as described in our previous study 
(Van de Nieuwenhuijzen et al., 2016). In short, the activation patterns 
obtained from the classifier weights (see above) were reconstructed with 
the exact LORETA (eLORETA) solution (Pascual-Marqui, 2007). T1-weighted 
MRI data were acquired with a 1.5T whole body scanner (Siemens 
 Content representations in sustained visual working memory | 79 78 | Chapter 4
 Magnetom Avanto, Siemens, Erlangen, Germany). Vitamin E markers in ear 
molds identical to those used during the MEG measurement were used to 
indicate the location of the corresponding fiducials. The fiducial of the 
nasion was identified based on the anatomy of the ridge of the nose.  
 
The anatomical scans were resliced to 1 mm slices of 256 × 256 voxels, 
skull-stripped and realigned to Talairach space. A reconstruction of the 
cortical surface was obtained by using FreeSurfer’s anatomical volumetric 
processing pipeline and surface-based processing pipeline. A cortex-
restricted mesh of source grid points was created from this surface using 
MNE-suite. These source locations were co-registered to sensor space with 
FieldTrip, and volume conduction models and leadfields were created. The 
dipole moment was estimated such that  = , where  represents the 
sensor-space activations and  is the eLORETA filter, with the 
regularization parameter  of the weighted minimum norm estimation set 
to 0.05. Power per source grid-point was extracted as the sum of squares of 
the dipole moment.  
 
Per subject, grid points were mapped to the 74 atlas regions per 
hemisphere of the Destrieux atlas (Destrieux et al., 2010) and split into 
smaller regions. Activation values per subject per region were expressed as 
relative activation increases compared to baseline by dividing them by the 
averaged activation values obtained between 300 and 100 ms before delay 
onset, and normalized per subject. 
 
Statistics 
Accuracies were tested against chance level at the group level with a t-test. 
Individual accuracies per subject were tested against chance level with a 
binomial test. Multiple comparisons were corrected for with the false 
discovery rate (FDR), with an alpha of 0.05. In the case of the full temporal 
generalization matrix, alpha was lowered to 0.001 to decrease the absolute 
number of false positives in this large (3910 × 3910) matrix. Individual 
accuracy traces were sorted based on the area under the curve (AUC) 
between the accuracy trace values and chance level (0.5), calculated over 
the period between onset and offset of Delay 3. In this way, any individual 
differences in the precise timing of decodability were averaged out in 
favour of a peak in accuracy anywhere during the delay period. 
 
 
  
 
Results 
 
Behavioural results, reason for face-objects 
As was described previously in a study using the same data (Van de 
Nieuwenhuijzen et al., 2016), reaction times to trials in which faces were 
probed (629 ± 66 ms) and trials in which objects were probed (636 ± 74 ms) 
did not differ significantly (t(27) = 1.30, p = 0.21). However, responses to 
trials in which letters were probed (658 ± 71 ms) were slower compared to 
both face trials (t(27) = 4.56, p = 0.0001) and object trials (t(27) = 3.84, p = 
0.0007). Similarly, the percentage correct trials in which faces were probed 
(85.76% ± 8.49%) did not differ from the percentage correct object trials 
after Bonferroni correction for multiple comparisons (83.27% ± 10.16%; 
t(27) = 2.12, p = 0.04 (uncorrected)). However, responses were more likely 
to be incorrect for trials in which letters were probed (74.15% ± 11.65%), 
compared to both face (t(27) = 8.974, p < 0.0001) and object trials (t(27) = 
6.55, p < 0.0001). This suggests that, in terms of the memory task, letters 
were harder to remember or discern than faces and objects. We therefore 
focus on the face-object contrast, which is not confounded by task 
difficulty. 
 
Decoding working memory 
In order to assess information content of single representations in 
perception and memory over the entirety of the task, as well as 
commonalities in the representations of this information, we first trained a 
classifier on each time point and tested this on every time point within the 
entire trial, ranging from 500 ms before onset of Target 1 to 500 ms after 
onset of the final probe (see Figure 4.2A). For Delay 3, only trials were used 
in which one target image was cued. High classification accuracies in this 
figure indicate similarities between the neuronal patterns in the train data 
and test data. Values on the diagonal correspond to instances in which the 
train and test data are the same time point, and therefore are 
representative of the reliability of the neuronal representation at that time 
point. In off-diagonal cases accuracies are an estimation of the 
commonality in neuronal patterns at two different time points. 
 
This transfer learning method revealed high accuracies when training and 
testing on each interval in which a stimulus was presented (Target1, Target 
2 and Probe), indicating a temporal generalization of common 
representational patterns during visual stimulus perception, which 
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 extended well into the subsequent delay period.  This stimulus activation 
always followed the same pattern – a first peak very focal in time around 
100 ms after stimulus onset, followed by a more diffuse temporal pattern 
of similarity that extends well after stimulus offset – regardless of the time 
within the full trial and whether a previous item was already kept in 
memory (Target 2) or not (Target 1; Figure 4.2A). However, when training 
and testing the classifier on the target 2 interval, accuracies seemed to 
decrease faster to chance level after stimulus offset than when target 1 was 
involved in either training or testing. For the first delay period, accuracies 
dropped below the FDR threshold for the first time 710 ms after onset of 
the delay period, whereas for the second delay period the first drop below 
this threshold already occurred at 257 ms after delay onset  (Figure 4.2A). 
Because these time points are derived from the group level significance 
test, only one time point was obtained per delay period. It is therefore not 
possible to test the significance of this difference.  
 
Training and testing on the third delay interval yielded significant results 
only during the first second (see arrow in Figure 4.2A). Training on the 
presentation of Target 1 and testing on Delay 3 did not show 
representational commonalities between the perception and memory 
period. The delay period following Target 1, however, did show some 
resemblance to the third delay period. In summary, it seems that common 
representational patterns are mainly observed during and directly after 
perception. When a memory is reinstated, these patterns seem to resemble 
delay period activity instead of representation during stimulus perception. 
 
Assessing specifically the accuracies obtained from training and testing on 
the same time point, as a measure of reliability of the representation during 
that time point (Figure 4.2B), reveals that during the first two delay periods 
accuracies drop off at a steady pace after the high accuracies achieved 
during stimulus perception, but do remain above chance level for over half 
a second into the delay period. However, when the delay period was not 
preceded by visual presentation of the stimulus but by a cue indicating the 
target that would be probed at the end of the trial, such as is the case for 
the third delay period, accuracies rose above chance level mainly during the 
first second after stimulus offset, but not as pronounced as during the 
earlier delay periods. This indicated that representations of the reinstated 
stimulus type were most reliable during the first second after cue offset, 
but not later during this delay period. 
 
 
 
Figure 4.2 A) Transfer learning accuracies averaged over subjects when training and 
testing on each single time point, starting at the last 500 ms of the inter trial 
interval (ITI), including Target 1 (T1), Delay 1 (D1), Target 2 (T2), Delay 2 (D2), the 
cue and Delay 3 (D3), until the first 500 ms after probe onset. Classifiers were 
trained on each single time point on the y-axis and tested on every time point on 
the x-axis. The upper four horizontal lines indicate on- and offset of Target 1 and 
Target 2. The fifth and sixth line indicates the onset and offset of the cue. The last 
line indicates probe onset. Vertical lines indicate the same time points for the test 
samples. Train-test time pairs encircled by a black line indicate samples in which 
the accuracies significantly rose above chance level (0.5) with an FDR-corrected 
alpha of 0.001. B) Accuracies at the diagonal of the temporal generalization matrix 
presented in Figure 4.2A. These accuracies correspond to training and testing on 
the same time point. The vertical lines indicate the same time points as those in 
Figure 4.2A. The dotted horizontal line indicates chance level (0.5). Accuracies 
above the red horizontal line rise significantly above chance level with an FDR-
corrected alpha of 0.05. 
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 Despite the higher accuracies observed for the first and second delay 
period, the remainder of this chapter will focus on the third delay period. 
This is motivated by the fact that activation in this delay period was not 
influenced by the preceding visual presentation of the target stimulus, as 
the visual presentation of the cue was unrelated to the visual image that 
has to be kept in working memory. Moreover, the representation of image 
content in the first delay interval has been described previously (Van de 
Nieuwenhuijzen et al., 2016). 
 
Single subject decoding results 
Even though on the group level a slight increase in classification accuracies 
was observed during the third delay interval, this effect was relatively small. 
One of the reasons for this small effect size could be related to individual 
differences in the timing of the actual cue-based recall. Not only is it likely 
that some subjects respond faster than other subjects, it could also be that 
different subjects deploy different strategies. For example, some subjects 
may recall the to-be-remembered item directly after cue onset, whereas 
others may only do so directly before the probe was shown. 
 
As shown in Figure 4.3A, which focuses on the diagonal of Delay 3 only, 
with accuracy traces sorted by their area under the curve (AUC), there is 
indeed a large difference in the accuracy traces of the different subjects. 
However, the main difference does not lie in the timing of an accuracy peak 
per se, but rather in whether information about working memory content 
could be detected at all or not. Indeed, high accuracies were only observed 
in a small set of subjects, whereas in most other subjects accuracies did not 
rise above chance level. When assessing these subjects on the group level, 
the many subjects with accuracies around chance level averaged out the 
effects of the few subjects that do show strong memory effects. We 
therefore focussed on the subjects with the highest area under the curve.  
 
When assessing the distribution plot of the individual AUCs (Figure 4.3B), 
the best four subjects seem to stand out a bit compared to the rest of the 
distribution. When assessing the individual binomial p-values obtained per 
time point for the four best subjects, only the best three subjects have 
accuracies that rise above chance level at any time during the delay period 
(FDR-corrected with an alpha of 0.05/4 = 0.0125; see Figure 4.3A). 
Summarizing, in three out of 28 subjects working memory content can be 
reliably detected after cued memory reinstatement. Although the largest 
accuracies tend to be observed during the first second of the delay period, 
 
accuracies may also increase during the last second (see for example 
subject 2). 
 
Assessing the underlying classification model to determine the activation 
patterns that drive successful classification for these best subjects, reveals 
jittered patterns, with various different areas becoming activated for a few 
milliseconds before returning to baseline. Among others, occipital cortex, 
superior temporal gyrus, frontal and parietal areas show these brief bursts 
of activation. There does not, however, seem to be a systematic pattern as 
observed for visual perception and subsequent delay periods (Van de 
Nieuwenhuijzen et al., 2016). 
 
Double representations 
The previous results have assessed the representations of memory content 
when a single item had to be maintained. Next, we tried to determine how 
these representations change when both targets had to be kept in memory. 
Based on the serial presentation of the two targets, we expected a serial, 
alternating pattern of reinstatement of the two target images. 
  
In order to test this, we trained two classifiers on the period after Target 1 
offset, one on the face-letter contrast and another one on the object-letter 
contrast, as this time period seemed most informative about the Delay 3 
representations (see Figure 4.2A). These classifiers were then tested on 
Delay 3 interval trials in which both a face and an object had to be retained. 
When applying the face-letter classifier to this test set, the rationale was 
that if a face-related representation was detected at a given time point, the 
classifier would be more likely to decide the trial was a face-trial as opposed 
to a letter-trial. Conversely, if the object-letter classifier would detect 
object-related activity, it would be more prone to suggest that an object 
was present in memory rather than a letter. Anti-correlations between 
these face-related and object-related traces would be expected if there is a 
serial alternation of reinstatement of the two cued items. 
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Figure 4.3 A) Accuracy traces per individual subject during the third delay period, 
with cue offset at 0 s and probe onset at 6.0167 s (indicated by vertical bars). 
Traces were sorted based on the area under the curve (AUC), with the trace with 
the highest AUC shown in the upper left corner, and smoothed with a smoothing 
kernel of 16.7 ms for aesthetic reasons. Plots indicated in the red rectangle belong 
to the subjects that have the highest AUC, as indicated in the histogram of AUCs 
(Figure 4.3B). The dashed horizontal line indicates chance level (0.5). A red line 
indicates the FDR-threshold for the best four subjects (with an alpha of 0.05/4 = 
0.0125). B) Histogram depicting the distribution of the individual AUCs. The first 
four subjects in Figure 4.3A make up the slightly separated part on the right side of 
the distribution.  
 
Anti-correlated traces were only observed in four subjects, two of which 
were previously identified as one of the three best subjects previously. For 
trials in which Target 1 was a face only one subject (the best subject 
observed in the previous analysis) showed significant anti-correlation (r = -
0.45, p < 0.0001). The other subjects did not show anti-correlations (r = -
0.01, p = 0.77; r = -0.04, p = 0.11 and r = 0.03, p < 0.26 respectively). 
However, these subjects did show anti-correlated traces in trials in which 
Target 1 was an object (r = -0.34, p < 0.0001; r = -0.32, p < 0.0001 and r = -
0.33, p < 0.0001 respectively). Moreover, the only subject that showed anti-
correlations in trials in which Target 1 was a face also showed anti-
correlations in trials in which Target 1 was an object (r = -0.41, p < 0.0001). 
Furthermore, in this subject the faceness and objectness traces did indeed 
seem to show some form of alternation. This seems to suggest that an 
alternation between Target 1 reinstatement and target 2 reinstatement is a 
possible mechanism, although this effect is weak, and not observed in the 
majority of the subjects. 
 
 
Discussion 
This study aimed to decode the memory trace, in order to discern how and 
when the content of a reinstated memory was represented. Moreover, it 
aimed to assess whether for items that were stored in a serial manner 
reactivation of these items would follow the same temporal pattern and 
would therefore show up in an alternating fashion. We found that the 
content of working memory could be decoded in a subset of subjects during 
the first second of the delay interval. 
 
Unlike decoding of visual perception, which showed reliable accuracies in 
many subjects consistently over time (e.g. Carlson et al., 2013; Clarke et al., 
2015; Ramkumar et al., 2013; Van de Nieuwenhuijzen et al., 2013; Van de 
Nieuwenhuijzen et al., 2016), decoding of working memory based on MEG 
data only yielded robust accuracies in a subset of subjects. This can be 
attributed to various reasons, which will be explored in the caveats section. 
Still, despite the small number of subjects with reliable results, this study 
does provide proof of principle that it is possible to decode the content of 
working memory without any aid from the previous visual perception of the 
memorized item.  
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 Representation of working memory content 
One theory about memory maintenance is that the to-be-remembered item 
is reactivated, in such a way that the representations of items reinstated in 
memory resemble those during memory encoding (Nyberg et al., 2000; 
Wheeler et al., 2000). In this study, we observed that it was specifically the 
encoding period after stimulus perception, rather than during stimulus 
presentation, that shared common representational patterns with the 
reinstated memory. In that respect, it could be argued that this study does 
not show evidence of reactivation of perceptual representations, but 
instead of representations in a later stage of encoding. 
 
Representations of the to-be-remembered memory item on average 
seemed to occur mainly during the first second after cue offset. After this, 
classification accuracies were found to be at chance level. It may well be 
that what is decoded is not necessarily the content of working memory 
maintenance, but rather the reinstatement of an item into working 
memory. This may only need to be done once, which makes it most 
efficient to occur only subsequently to the cue. In one of the subjects, 
however, a peak in accuracy was observed shortly before onset of the 
probe. This may be a result of the fixed delay interval, which allowed this 
subject to recall the cued item close to the probe it had to be compared to. 
 
There is a striking difference in accuracy between intervals in which a 
stimulus is presented directly before the delay period (Delay 1 and Delay 2) 
and when the delay period started with a cue to reinstate one of the target 
images. This could simply be explained in terms of these being two different 
processes. Previously we observed differences in representations as the 
delay period after visual perception progressed (Van de Nieuwenhuijzen et 
al., 2016), suggestive of different processes in this delay period. Moreover, 
towards the end of this delay period it was no longer possible to decode the 
item in memory, even though it was still in memory as the behavioural 
results suggest. It may well be that this final stage of the first delay period 
consists of a process similar to the one underlying a delay period after a 
cue. With this in mind, it is not strange that the two types of delay periods 
behave differently. During a delay period directly after stimulus 
presentation there may be some additional processing stages to working 
memory maintenance, like residual perceptual processes and encoding 
processes. A delay period requiring reinstatement of a previous percept 
would consist of this process in addition to keeping the memory online. It 
may well be that it is this maintenance process that is difficult to detect 
 
with MEG. It should be noted, however, that training on the delay period 
after stimulus presentation does yield some accuracies above chance level 
when testing on the delay period after cue, suggesting that these processes 
are not completely orthogonal. 
 
Activation patterns were localized throughout the brain without any 
perceivable systematic pattern. In some brief and sporadic moments 
occipital areas, suggestive of a reactivation of representational patterns of 
perception, became activated. At other moments, activation patterns were 
localized in the frontal cortex.  This suggests that in some cases the content 
of working memory seems to reside in frontal cortex, even though this area 
was not implicated to host the representations of items kept in memory in 
some previous decoding studies (e.g. Christophel et al., 2012, Christophel et 
al., 2015; Han et al., 2013; Rowe & Passingham, 2001), whereas other 
studies do imply this (e.g. Funahashi et al., 1989; Goldman-Rakic, 1995; Lee 
et al., 2013; Sreenivasan et al., 2014; Ó Scalaidhe et al., 1999). 
 
We hypothesized that if both target items had to be reinstated, these items 
would reactivate and hence be detectable serially, in the order they were 
presented throughout the trial (Lisman & Idiart, 1995). However, this study 
did not provide strong evidence for this. Although one subject, which was 
one of the few subjects to show high individual classification accuracies, did 
seem to suggest an alternating reactivation pattern, this was not observed 
in other subjects. This does not fully disprove this hypothesis though. Low 
accuracies in the delay period may have rendered it impossible to reliably 
test this.  
 
Caveats and future directions 
One of the major caveats in this study is the low classification accuracy 
observed throughout the third delay period. Moreover, accuracies only rose 
significantly above chance level in three subjects. This renders any follow-
up analyses, such as localization of the activation patterns and assessment 
of the representation of multiple items in memory, unreliable. In the 
following section I will pinpoint some of the possible causes for these low 
accuracies, and propose how these caveats could be prevented in future 
studies to allow for assessment of the questions on spatiotemporal 
dynamics and double representations posed in this chapter. 
 
One major reason for low accuracies could be found in inter-trial jitter. A 
delay period directly following a stimulus may benefit from the time-
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 lockedness of the preceding perception period. Perceiving an image is a 
highly time-locked process, and although we do observe that as the 
subsequent delay period progresses activation gets more jittered, as 
suggested by the transfer learning accuracies that spread out further away 
from the diagonal later in the delay period (King & Dehaene, 2014), it may 
still be a more effective time-locking effect than presentation of a cue. 
Instead of simply observing a stimulus, the cue has to be interpreted as 
well, and the correct item has to be selected from memory. This may be 
easier, and therefore faster, for some subjects and in some trials compared 
to others. Moreover, as the task progresses it may become more difficult, 
as more trials with similar target configurations may confound the current 
memory. This may not directly result in a decline in behavioural accuracy, 
but it may cause a delay in the response to the cue. If due to this jitter, 
either as a result of the described mechanism or any other cause, the time 
period of reinstatement differs over trials, average accuracies will be 
relatively low throughout the entire post-cue period. Future studies should 
employ methods that take this temporal jitter into account. 
 
Another issue may arise from MEG’s lack of spatial specificity. If there is too 
much spatial overlap between two classes the distinction can possibly no 
longer be made based on electrophysiology alone, especially when the 
effect is already weak due to other factors mentioned in this paragraph.  
Although faces and objects have been found to be readily dissociable based 
on MEG during visual perception and the delay period directly thereafter 
(Van de Nieuwenhuijzen et al., 2013; Van de Nieuwenhuijzen et al., 2016), 
this does not necessarily mean that these classes can be easily separated in 
all tasks. Choosing stimulus classes that are even further apart, for example 
by spanning over modalities as has been done by LaRocque et al. (2013), 
would favour separability even on the spatial scale of MEG, and would 
therefore boost accuracies. Trials with double representations may 
specifically benefit from this, as a lack of separability may have led to the 
two items not being represented as independent items, but as an additive 
mixture from which the original single representations could no longer be 
discerned. In addition, it is also possible that the content of working 
memory maintenance cannot be accessed with MEG at all, for example 
because it is represented by changes in synaptic potentiations on the 
cellular level, as proposed by LaRocque et al. (2013). However, as we are 
able to assess working memory content in some subjects, it is unlikely that 
using electrophysiological methods for this purpose is completely 
infeasible. 
 
Differences between subject traits and memory strategies may explain why 
in some subjects classification accuracies do rise above chance level, 
whereas this is not the case for most other subjects. One of these 
differences can be observed in the data of this study, with one subject 
specifically reinstating a memory item right before probe onset, whereas 
other subjects perform this task following the cue. It may well be that other 
subjects only reinstate the memory item by the time the probe is shown, as 
they had ample time to perform the task after probe onset. Unfortunately, 
any reinstatement occurring when the probe is shown cannot be 
disentangled from the large effect of probe perception. 
 
In addition to differences in when the cued memory was retrieved, 
different mnemonic strategies may also lead to different results. For 
example, some subjects reported naming the faces, some remembered only 
salient parts of the image and others reported mentally describing the item 
to themselves. Although these were all strategies that allowed them to do 
well on the task, this may not have been helpful for the classifier. Not only 
does this change the reinstated representation such that it may no longer 
be possible to generalize between stimulus presentation and memory 
recall, it may also make the classes less separable than they were during 
perception. This is however a general issue that may plague any working 
memory study, and as working memory can in general be decoded well 
from fMRI data (e.g. Harrison & Tong, 2009; Lewis-Peacock et al., 2012; 
Polyn et al., 2005), this is not likely to be the full explanation for the low 
decoding accuracies observed in this study. 
 
Concluding remarks 
Overall, this study poses some suggestions towards the representation of 
the content of working memory, albeit weakly and at times not very 
reliable. However, although we did not reliably detect the memory trace 
over a large number of subjects, this does not mean that decoding working 
from MEG is not a feasible method to assess the spatiotemporal 
representation of working memory content. Addressing the caveats 
mentioned in this chapter may allow for this research to be carried out 
properly and to reveal more conclusive answers to the questions posed in 
the introduction of this chapter. When stable classification accuracies are 
obtained this research could provide more insight in the representations of 
the content of working memory, both when one item is remembered and 
when multiple items, well extending beyond the two used in this study, 
have to be memorized. 
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Decoding of task-relevant and task-irrelevant intracranial EEG 
representations 
 
Adapted from: Van de Nieuwenhuijzen, M E, Axmacher, N., Fell, J., Oehrn, 
C. R., Jensen, O., & Van Gerven, M. A. J. (2016). Decoding of task-relevant 
and task-irrelevant intracranial EEG representations. NeuroImage, 137, 
132–139. 
 
 
Abstract 
Natural stimuli consist of multiple properties. However, not all of these 
properties are equally relevant in a given situation. In this study, we applied 
multivariate classification algorithms to intracranial 
electroencephalography data of human epilepsy patients performing an 
auditory Stroop task. This allowed us to identify neuronal representations 
of task-relevant and irrelevant pitch and semantic information of spoken 
words in a subset of patients. When properties were relevant, 
representations could be detected after about 350 ms after stimulus onset. 
When irrelevant, the association with gamma power differed for these 
properties. Patients with more reliable representations of irrelevant pitch 
showed increased gamma band activity (35-64 Hz), suggesting that 
attentional resources allow for an increase in gamma power in some but 
not all patients. This effect was not observed for irrelevant semantics, 
possibly because the more automatic processing of this property allowed 
for less variation in free resources. Processing of different properties of the 
same stimulus seems therefore to be dependent on the characteristics of 
the property. 
 
 
Introduction 
In daily life, we encounter many stimuli that are a conjugation of simple and 
complex properties. For example, single-word utterances contain 
information about, among others, pitch, loudness, semantics, and speaker 
identity. However, not all stimulus properties are equally relevant in each 
situation. Therefore, it could be argued that the relevant properties for the 
task at hand have to be attended to, whereas irrelevant properties do not 
require as much attention. 
 
 
Selectively attending to a stimulus or a specific stimulus property has been 
shown to modulate its neuronal processing. For example, the amplitude of 
event-related potentials (ERPs) in electroencephalography data decreases 
when an auditory stream is unattended (Hillyard et al., 1973; Näätänen et 
al., 1992; Woldorff & Hillyard, 1991), and brain activity measured with 
functional magnetic resonance imaging (fMRI) increases in regions 
corresponding to the attended property (Degerman et al., 2006; Downar et 
al., 2001; Johnson & Zatorre, 2006; Paltoglou et al., 2009). In the visual 
domain, this biases neuronal population activity as measured by fMRI such 
that specifically the attended property can be decoded from an ambiguous 
stimulus (Jehee et al., 2011; Kamitani & Tong, 2005, 2006; Niazi et al., 
2014). Finally, neuronal firing rates of monkey single-unit recordings 
increase with selective spatial attention (Benson & Hienz, 1978). 
 
Selective attention to one particular stimulus feature in the visual domain is 
associated with pronounced modulation of the neuronal response by task-
relevance (e.g. Davidesco et al., 2013; Harel et al., 2014). However, it 
remains unclear whether the unattended property is still represented 
throughout the entire task interval between stimulus onset and task-
related response. Therefore, in this study we explored the neuronal 
representations of the stimulus properties ‘pitch’ and ‘semantics’ of single 
spoken words throughout an auditory Stroop task, when these properties 
were either relevant (attended to) or irrelevant (unattended) (Haupt et al., 
2009; Oehrn et al., 2014). We examined to what extent the identity of these 
properties are still represented when this identity was not relevant for the 
task at hand. Studies on feature-based attention (e.g. Krumbholz et al., 
2007; O’Craven et al., 1999) suggest that unattended stimulus properties do 
not necessarily remain unprocessed. Thus, we hypothesize that although 
the specific identity of a stimulus property may not be relevant for the task, 
this identity is still processed and represented in the brain to a certain 
extent. 
 
Since such neuronal representations of irrelevant stimulus properties are 
likely relatively weak, a method with a high signal-to-noise ratio is required. 
We thus re-analysed existing intracranial electroencephalography (iEEG) 
data of a large group of patients (n=21). These data have a superior signal-
to-noise ratio compared to conventional scalp recordings, as well as a high 
temporal and spatial resolution, because they are measured close to the 
brain without interference from the skull. 
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Conventionally, Stroop data, in which stimuli are presented with properties 
that are conflicting in meaning (such as the word ‘high’ spoken in a low 
pitch), are analysed based on this conflict between these stimulus 
properties. In this study, however, we focused on the effect of task-
relevance on the representation of these properties. The amount of 
competition between the relevant (attended) and the irrelevant 
(unattended) property caused by the auditory Stroop paradigm depends on 
the automaticity with which the irrelevant property is processed. Here, the 
property ‘semantics’ is thought to be processed more automatically than 
the property ‘pitch’ (Haupt et al., 2009; Oehrn et al., 2014). It has been 
suggested, that when two conflicting properties are presented, activity 
related to the task-irrelevant property is suppressed (e.g. Iguchi et al., 2005; 
Liu et al., 2016; Mansouri et al., 2009; Polk et al., 2008). Because of its 
previously described role in attention, we hypothesize power in the alpha 
band to be related to this top-down suppression (8-12 Hz; e.g. Jensen et al., 
2012; Jensen & Mazaheri, 2010; Klimesch et al., 2011; Klimesch, 2012). 
Furthermore, as gamma power (35-64 Hz) has also been associated with 
attentional processes, (Brovelli et al., 2005; Fries et al., 2008; Tallon-Baudry 
et al., 2005) and has been suggested to be increased in some cases related 
to an unattended stimulus (Martinovic et al., 2009), we also expect a role of 
this frequency band in the way different levels of task-relevance are 
represented. 
 
We found that pitch and semantics of a spoken word were represented 
both when these features were relevant and when they were irrelevant. 
Furthermore, patients with a higher decodability of unattended pitch 
representations tended to have larger increases in gamma power. This 
effect was not observed for unattended semantics. Therefore, the specific 
relationship the representation of an irrelevant property has with 
frequency power seems to differ depending on the property itself. 
 
 
Methods 
 
Patients and paradigm 
Intracranial EEG data of 22 patients with pharmacologically intractable 
epilepsy (age 36.4 ± 13.6; 14 males; 21 right-handed, one ambidextrous) 
were recorded, while these patients performed an auditory version of the 
Stroop task (Haupt et al., 2009; Oehrn et al., 2014). One patient was 
 
excluded from further analysis because all responses in one condition were 
incorrect, resulting in 21 patients (age 35.7 ± 13.6; 13 males; 20 right-
handed, one ambidextrous). 
 
The paradigm, as well as the data of 13 patients, was the same as described 
by Oehrn et al. (2014). Patients were presented with the German words for 
‘high’ and ‘low’, spoken in either a high- or low-pitched male voice. The 
word meaning and the corresponding pitch either matched (congruent 
trials: the word ‘high’ spoken in a high-pitched voice, or the word ‘low’ 
spoken in a low-pitched voice) or were reversed (incongruent trials: the 
word ‘high’ spoken in a low-pitched voice, or the word ‘low’ spoken in a 
high-pitched voice). In addition, in control trials the German word for ‘good’ 
was spoken with either a high or a low pitch. 
 
In one of two blocks, patients had to indicate whether the pitch was high or 
low, regardless of the word’s semantics (pitch task). In the other block, they 
had to indicate whether the word meaning was ‘high’ or ‘low’, regardless of 
the pitch (semantic task). Four patients started with the pitch task. The rest 
of the patients started with the semantic task. Each block consisted of 40 
congruent, 40 incongruent, and 40 control trials, which were randomly 
presented throughout the block. In each of these conditions the pitch was 
high in half of the trials. Responses were given by left and right button 
presses with the dominant hand. Response mapping was counter-balanced 
between participants. For the control trials no response was required in the 
semantic task. Only trials in which the response was correct were included 
in the analyses. 
 
In each trial the spoken word was presented for 0.5 s, during which the 
response task was shown on a screen. After the word was spoken, the task 
instructions remained on screen for an additional 2 s, during which patients 
were still allowed to respond. Trials were separated by a variable inter-trial 
interval of 1.5-3.3 s, while a fixation cross was presented in the centre of 
the screen. Stimuli were presented with Presentation software (Version 
14.5, Neurobehavioral Systems Inc.). This design has been shown previously 
to evoke a typical Stroop effect both in healthy subjects (Haupt et al., 
2009), and in epileptic patients with implanted electrodes (Oehrn et al., 
2014).  
 
The digitized sound files, all voiced by the same male experimenter, were 
transposed either to a low or high pitch, such that the interval between the 
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 low- and high-pitched words was a fifth on the musical interval scale. The 
words were aligned with the Entropic Timescale Modification function of 
the GoldWave audio editing software (http://www.goldwave.com/) to 
ensure an equal length of 0.5 s. 
 
Intracranial recordings 
Depending on clinical criteria, patients were either implanted with subdural 
or depth electrodes or both, for diagnosis of the focus of pharmacologically 
intractable epilepsy. Subdural electrodes were made of stainless steel and 
consisted of strips or grids with a contact diameter of 4 mm and a centre-
to-centre spacing of 10 mm. Depth electrodes had a diameter of 1.3 mm 
and contained cylindrical platinum electrodes of 2.5 mm every 4 mm. 
Electrodes were located over the frontal and temporal lobe, including the 
medial temporal lobe and hippocampus, with some strips extending into 
parietal and occipital areas (Figure 5.1A). The location of the electrodes was 
dependent on the suspected epileptic focus. The data were recorded at a 
sampling frequency of 1000 Hz, referenced to linked mastoids and band-
pass filtered from 0.01 Hz to 300 Hz, using the digital EPAS system 
(Schwarzer, Munich, Germany) and Harmonie EEG software (Stellate, 
Montreal, Canada). Measurements were performed in the Klinik für 
Epileptologie in Bonn, Germany. The study was approved by the local ethics 
committee. All patients gave written informed consent before participating 
in the study. 
 
Artefact rejection 
Electrodes located over the epileptic focus were excluded. The remaining 
data were further inspected visually with BrainVision Analyser 2 (Brain 
Products). Electrodes that showed more than occasional epileptic activity, 
such as spikes and high frequency high amplitude bursts, were excluded as 
well. The electrodes that were included for analysis are shown in Figure 
5.1A. In total, 432 electrodes were included (mean per patient 20.67 ± 
8.91). Finally, trials in which artefacts were visually detected in the 
remaining electrodes were rejected. On average, this resulted in 194.19 ± 
23.76 trials per patient that remained for analysis. Data were then exported 
and further analysed using MATLAB version 8.1.0.604, R2013a (The 
Mathworks Inc.) and FieldTrip, an open source Matlab toolbox for the 
analysis of neuroimaging data (Oostenveld et al., 2011). 
 
  
 
Preprocessing 
The data were low-pass filtered at 100 Hz with a Butterworth IIR filter, and 
a 50 Hz notch filter was applied to remove the line noise. After this, 
baseline correction was performed relative to the period between stimulus 
onset and 200 ms before. Subsequently, the data were downsampled to 
300 Hz to reduce memory and CPU load. These time-domain data were 
used for further classification analyses. 
 
For additional correlation analyses between classification accuracy and 
power in various frequency bands, time-frequency representations were 
calculated for the alpha (8-12 Hz) and gamma (35-64 Hz) frequency band. 
Frequency bands had a resolution of 1 Hz, and were calculated using a 
Fourier analysis applied to sliding time-windows with a step size of 50 ms 
and an adaptive length, such that each window contained four cycles of the 
frequency of interest. These windows covered data ranging from 2 s before 
stimulus onset to 4.5 s after stimulus onset. Hanning tapers were applied to 
the data before Fourier analysis to smooth the data. To account for 
individual power differences due to, for example, electrode positioning, a 
relative baseline correction of the power spectrum was then performed 
against a baseline period of 500 to 200 ms before stimulus onset, as this 
period was not already used for baseline correction of the raw signal. 
Power values of each patient were then averaged over trials, electrodes 
and time period between 0 and 1500 ms after stimulus onset to match the 
time-domain data to which the classifier was applied. This resulting power 
value was then correlated to classification accuracy (see below). 
 
Furthermore, to assess whether these correlation effects are selective to 
the alpha and gamma band or whether they extend into other frequencies 
as well, successive frequency bins of 4 Hz each were computed following 
the same method as described above. This resulted in one power value 
averaged over time, electrodes and trials per patient for each frequency 
bin. The centre frequencies of these bins ranged from 3 to 88 Hz, and were 
shifted with a step size of 1 Hz. Power in each bin was correlated to 
classification accuracy (see below).  
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 low- and high-pitched words was a fifth on the musical interval scale. The 
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the alpha and gamma band or whether they extend into other frequencies 
as well, successive frequency bins of 4 Hz each were computed following 
the same method as described above. This resulted in one power value 
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bin. The centre frequencies of these bins ranged from 3 to 88 Hz, and were 
shifted with a step size of 1 Hz. Power in each bin was correlated to 
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 Classification 
A linear support vector machine (SVM) algorithm was used for 
classification. The soft margin parameter , which acts as a regularizer, was 
set to a default value of 
 = 0.1 ∙  1  

 −  1   



  
where  is a linear kernel such that  is the inner product between trials  
and , and  is the total number of trials that constitute the training data. 
In short, this algorithm trains a classification model to optimally discern 
between data of two classes (for example between trials with a high pitch 
and trials with a low pitch). It then uses a subset of the data that was not 
used during the training phase to test how well the model generalizes, 
which prevents circularity (‘double dipping’; Kriegeskorte et al., 2009). 
 
Classifier performance was quantified in terms of accuracy (proportion of 
correctly classified trials). Because this is a binary classification problem, 
and because each class is equally likely to occur, chance level is 0.5. 
Classification accuracies at chance level indicate that the classifier is unable 
to differentiate between the two classes based on the classification model 
obtained during training. However, if the classifier performs above chance 
level this model is informative about the neuronal representations of the 
stimulus properties that are being discerned. 
 
The number of trials included during classifier training and testing was 
always balanced, such that it was equal for both classes. Training and 
testing of the classifier was done on time-domain data. The feature space 
consisted of all selected electrodes per patient and all time points between 
stimulus onset and 1500 ms thereafter. Note that we did not apply pattern 
classification analysis to time-frequency-domain data, i.e. we did not assess 
whether a property was represented in the frequency domain or in a 
specific frequency band. 
 
This algorithm was first applied to the relevant properties (i.e. discerning 
trials with a low pitch from trials with a high pitch in the pitch task, and 
discerning trials in which the word ‘low’ was spoken from trials in which the 
word ‘high’ was spoken the semantic task). Pitch classification was 
performed on all trials of the pitch task. Semantics classification was 
performed on all trials of the semantic task apart from the control trials. In 
 
addition, we applied this algorithm to the respective irrelevant properties 
(i.e. pitch in the semantic task, and semantics in the pitch task). Here, pitch 
classification was performed on all trials of the semantic task block 
(including control trials). Classification of semantics was performed on all 
trials in the pitch task, apart from the control trials. 
 
Furthermore, we trained the classifier on trials in which a property was 
relevant, and tested the model on trials in which that property was not 
relevant (e.g. training on low versus high pitch discrimination in the pitch 
task and testing on low versus high pitch discrimination in the semantic 
task). This transfer learning can be interpreted as a test of similarity of the 
neuronal signals: if the neuronal signal of task-relevant pitch is similar to 
the neuronal signal of irrelevant pitch, the test data will fit the classification 
model that was generated based on the training data. In this case, 
classification accuracy will be high. However, if the signals of the train and 
test data differ too much for the testing data to fit the training model, the 
resulting classification accuracy will be at chance level. 
 
In the previously mentioned analyses, the classification algorithm was 
applied to time-domain data from stimulus onset to 1500 ms afterwards as 
a whole, i.e. resulting in one classification accuracy per patient for this 
entire time window. To obtain a more fine-grained temporal representation 
of classification accuracy, data from consecutive windows of 50 ms were 
averaged over time and each window was used as an input to the 
classification algorithm, resulting in a feature space for each window of one 
averaged time-domain amplitude per electrode. These 50 ms windows 
spanned the interval of 2 s before stimulus onset to 4.5 s after stimulus 
onset with the outer 0.5 s potentially overlapping with the previous or next 
trial due to the variable inter-trial interval. This resulted in 130 classification 
accuracy values for each patient (130 windows of 50 ms spanning a total of 
6500 ms), forming a trace of accuracies over time which indicated when 
class information was detectable from the iEEG signal. 
 
To assess the relationship between power in different frequency bands and 
the ability of the classifier to detect the representations of the irrelevant 
stimulus properties in the time-domain, classification accuracies obtained 
for the irrelevant properties were correlated with power in the different 
frequency bands mentioned above (see Preprocessing). Power was 
averaged over all electrodes and over time between stimulus onset and 
1500 ms thereafter to match the data used to obtain the classification 
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used during the training phase to test how well the model generalizes, 
which prevents circularity (‘double dipping’; Kriegeskorte et al., 2009). 
 
Classifier performance was quantified in terms of accuracy (proportion of 
correctly classified trials). Because this is a binary classification problem, 
and because each class is equally likely to occur, chance level is 0.5. 
Classification accuracies at chance level indicate that the classifier is unable 
to differentiate between the two classes based on the classification model 
obtained during training. However, if the classifier performs above chance 
level this model is informative about the neuronal representations of the 
stimulus properties that are being discerned. 
 
The number of trials included during classifier training and testing was 
always balanced, such that it was equal for both classes. Training and 
testing of the classifier was done on time-domain data. The feature space 
consisted of all selected electrodes per patient and all time points between 
stimulus onset and 1500 ms thereafter. Note that we did not apply pattern 
classification analysis to time-frequency-domain data, i.e. we did not assess 
whether a property was represented in the frequency domain or in a 
specific frequency band. 
 
This algorithm was first applied to the relevant properties (i.e. discerning 
trials with a low pitch from trials with a high pitch in the pitch task, and 
discerning trials in which the word ‘low’ was spoken from trials in which the 
word ‘high’ was spoken the semantic task). Pitch classification was 
performed on all trials of the pitch task. Semantics classification was 
performed on all trials of the semantic task apart from the control trials. In 
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 accuracies. Also, only the trials that were used in the calculation of these 
classification accuracies were included in the average power calculation. 
Spearman correlation (ρ) was used to correlate the classification accuracies 
with power in the different frequency bands. 
 
Using a classification method allows for a dissociation between the 
representations of relevant pitch and of irrelevant semantics and vice versa, 
even though these representations exist in the same trial. After all, in each 
trial of the pitch task, pitch is relevant and semantics are irrelevant. 
However, because both incongruent and congruent trials were included 
(pitch congruent mean per patient = 15.9 ± 3.15; pitch incongruent mean 
per patient = 14.52 ± 4.58; semantic congruent mean per patient = 17.26 ± 
2.55; semantic incongruent mean per patient = 17.4 ± 2.07), the class of the 
relevant property (e.g. high or low pitch), was not consistently related to 
the class of the irrelevant property (e.g. ‘high’ or ‘low’ semantics). 
Therefore, the classification contrast made on one property (high versus 
low relevant pitch), is unrelated to the contrast of the other property (‘high’ 
or ‘low’ unattended semantics), disentangling the representations of 
relevant pitch from irrelevant semantics and vice versa. In addition, this 
renders it unlikely that semantics are driving pitch classification or that 
pitch drives classification on semantics. 
 
Statistical analysis 
As the data were not normally distributed, we used non-parametric testing. 
One-sample and pair-wise tests were performed using the Wilcoxon signed-
rank test. Multiple comparisons were in these cases corrected for using 
Bonferroni correction. For correlations over multiple frequency bands, 
multiple comparisons were corrected for with the FDR. 
 
For classification over time, the classification accuracies after stimulus 
onset were compared to the baseline accuracies before stimulus onset and 
corrected for multiple comparisons using cluster-based permutation testing 
implemented in FieldTrip (Maris & Oostenveld, 2007). In short, this method 
tests the largest sum of neighbouring t-values whose corresponding p-value 
exceeded a threshold of 0.05 against the maximum sum obtained when 
class labels were reshuffled randomly for 500 permutations. 
  
 
  
 
Results 
 
Behavioural results 
First, we assessed whether the task indeed induced a Stroop-like effect, as 
has been observed before by Oehrn et al. (2014) and Haupt et al. (2009). 
Pair-wise Wilcoxon signed-rank tests revealed a slowing in reaction times 
for incongruent pitch trials compared to congruent pitch trials (Z = 2.83, p = 
0.005), as well as slower reaction times on incongruent pitch trials 
compared to congruent (Z = 3.18, p = 0.001) and incongruent semantic trials 
(Z = 3.04, p = 0.002; Figure 5.1B). The other three contrasts were not 
significant (all Z < 2.45, all p > 0.01, Bonferroni corrected α for six contrasts 
is 0.008). Similarly, task accuracy was lower on incongruent pitch trials 
compared to congruent (Z = 3.10, p = 0.002) and incongruent semantic trials 
(Z = 3.18, p = 0.001; Figure 5.1C). Furthermore, task accuracy was lower in 
congruent phonetic trials than in semantic incongruent trials (Z = 2.76, p = 
0.006). The other three contrasts were not significant (all Z < 2.58, all p > 
0.01, Bonferroni corrected α for six contrasts is 0.008). This larger Stroop 
effect for pitch discrimination suggests that semantics is the more 
automatic process in terms of the auditory Stroop task, as has been 
suggested before with this paradigm (Haupt et al., 2009; Oehrn et al., 
2014). 
 
Pitch and semantic information can be decoded from single-trial neuronal 
representations 
We applied the classification algorithm to trials in which pitch was relevant 
(i.e. the pitch task) to distinguish between high and low pitch based on 
time-domain data from stimulus onset to 1500 ms afterwards. Additionally, 
we applied this same method to trials in which semantic content was 
relevant (i.e. during the semantic task) to distinguish between the word 
meanings ‘high’ and ‘low’. As can be seen in Figure 5.1D, classification 
accuracies rose above chance level for both pitch (classification accuracy: 
0.64 ± 0.08; Z = 3.02, p = 0.003) and semantics (classification accuracy: 0.60 
± 0.12; Z = 3.92, p < 0.0001). Classification accuracy was not related to the 
number of features used for classification (pitch: ρ = 0.37, p = 0.10; 
semantics: ρ = 0.38, p = 0.09).  
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Figure 5.1 Electrode coverage, behavioural results and classification accuracy. A) 
Location of all electrodes that passed artefact rejection and were used in further 
analyses. Different colours indicate electrodes of different patients. B & C) Reaction 
times (B) and task accuracy (C) for the different conditions (congruent and 
incongruent) and tasks (pitch task and semantic task). Asterisks indicate contrasts 
that were significant at p < 0.05 (Bonferroni corrected). D) Group averaged 
accuracies for pitch (red) and semantics (blue) when these features were task-
relevant, irrelevant, and when the classifier was trained on the relevant property 
and tested on the irrelevant property (transfer). The black horizontal line indicates 
chance level. An asterisk indicates classification accuracies that are significant 
above chance level (Bonferroni corrected). Contrasts indicated with n.s. are not 
significant when correcting for multiple comparisons. E) Averaged classification 
accuracies over time. The red line indicates the classification accuracy trace for 
pitch, the blue line represents the trace for semantics. Stimulus onset was at 0 s. 
The black horizontal line indicates chance level. The bright part of the blue line 
indicates the time points at which the classification accuracy trace for semantics 
significantly exceeded the baseline traces (before stimulus onset). 
 
Temporal distribution of relevant property representations 
Classification over consecutive time bins showed classification accuracies 
above chance level, as quantified by the baseline before stimulus onset, 
from 325 to 525 ms after stimulus onset for pitch (cluster with largest 
summed t-values t(18) = 16.66, p = 0.004). For semantics, classification 
accuracies were found to be above chance level from 375 to 1225 ms after 
stimulus onset (cluster with largest summed t-values t(18) = 67.10, p = 
0.002). Average peak classification accuracies (pitch: 0.58 ± 0.07; semantics: 
0.60 ± 0.08) were reached at 475 ms and 625 ms, respectively (see Figure 
5.1E). No differences were detected between these time courses (cluster 
with largest summed t-values: t(18) = 2.95, p = 0.40).  
 
Above-chance classification accuracies for irrelevant properties 
Next, to test to what extent a property remains represented in the brain 
when it is not relevant to the task, we applied the classification algorithm to 
the irrelevant property, i.e. classifying pitch during the semantic task and 
vice versa. Average classification accuracies for irrelevant pitch 
classification remained above chance level (Z = 2.94, p = 0.003) and were 
not decreased compared to classification accuracies for relevant pitch (0.55 
± 0.07; Z = 2.57, p = 0.01; not significant when Bonferroni corrected for 10 
multiple comparisons: six tests comparing accuracies to chance level and 
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 the classification accuracies obtained for relevant pitch, transfer accuracies 
did not decrease (Z = 1.93, p = 0.05; see Figure 5.1D). This suggests that 
there is no difference when testing on relevant or irrelevant pitch with a 
model trained on relevant pitch, supporting the notion that the 
representation of relevant and irrelevant pitch does not differ.  
 
For semantic information, transfer learning accuracies only just failed to 
rise above chance level (0.57 ± 0.09; Z = 2.80. p = 0.0051; not significant 
when Bonferroni corrected for 10 multiple comparisons, see above). 
However, this accuracy was not reduced compared to classification 
accuracies obtained for relevant semantics (Z = 2.52, p = 0.01; not 
significant when Bonferroni corrected for 10 multiple comparisons, see 
above). This suggests that there may be a small difference in the 
representation of relevant and irrelevant semantics. However, we did not 
have sufficient power to test where these differences would originate if 
they would indeed exist. 
 
It is unlikely that classification was driven by the motor response. After all, 
the motor response was the same regardless of which property was 
relevant (pitch or semantics), and there was no relationship between 
classification accuracies when the pitch or semantics was relevant (ρ(19) = 
0.04, p = 0.86). Moreover, of the six patients that had individual 
classification accuracies above chance level for pitch and of the four 
patients that had above-chance classification accuracies for semantics, only 
one patient had a classification accuracy above chance for both pitch and 
semantics. Classification accuracies seem therefore quite different for pitch 
and semantics, which is not what would be expected if the common motor 
response would play a role. Finally, as the motor response was only related 
to the relevant property and not to the irrelevant property, a motor effect 
would imply that classification on the irrelevant property would not be 
possible or at least would do worse than classification on the relevant 
property. However, as shown above, this was not the case, rendering an 
effect of the motor response on classification unlikely. 
 
Classification accuracy of irrelevant properties is differentially related to 
gamma power 
Finally, we assessed the relationship between classification accuracies of 
irrelevant properties and power in the alpha and gamma frequency band. 
Power in the gamma band seemed to be behaviourally relevant, as patients 
that showed increased power had faster reaction times (ρ(19)= -0.55, p = 
 
0.01; Figure 5.2A). This was not the case for alpha (ρ(19)= -0.44, p = 0.05). 
Note that for average power and reaction times no clear distinction could 
be made between relevant pitch and irrelevant semantics in the pitch task 
and vice versa in the semantic task. After all, unlike for classification, no 
contrast was made based on high and low pitch and ‘high’ and ‘low’ 
semantics to tease these cases apart.  
 
High classification accuracies of irrelevant properties suggest that these 
properties are still detectable from the iEEG signals, whereas classification 
accuracies at chance level indicate that the representation cannot be 
detected. A high classification accuracy, hence a clear representation of the 
irrelevant property, may have resulted from a failure in the suppression of 
this representation or a faulty recruitment of attentional resources towards 
it. To test this hypothesis, we correlated the patient-specific classification 
accuracies of irrelevant properties with the individual power in the alpha 
and gamma band (Figure 5.2B). Classification accuracies for irrelevant pitch 
were significantly correlated with activity in the gamma (ρ(19) = 0.69, p = 
0.0005) but not alpha frequency range (ρ(19) = 0.21, p = 0.37). By contrast, 
for irrelevant semantics, classification were neither correlated with alpha 
(ρ(19) = -0.41, p = 0.06) nor with gamma power (ρ(19) = 0.16, p = 0.48). 
These results show that in patients in which irrelevant pitch was better 
detectable, gamma power was higher. 
 
As shown in Figure 5.2C, the correlations in the gamma band did not carry 
over to lower frequencies, although it did seem to include part of the higher 
beta band. This analysis revealed that the effect of the correlation with 
gamma power extended between centre frequencies of 23 Hz (ρ(19) = 0.53, 
p = 0.01) and 63 Hz (ρ(19) = 0.54, p = 0.001), with the highest correlation at 
49 Hz (ρ(19) = 0.74, p = 0.0001; all p-values FDR-corrected). This may seem 
odd given the notch filter at 50 Hz. However, it should be kept in mind that 
frequency bins with a width of 4 Hz were used, meaning that for this peak 
correlation frequencies below 50 Hz (47-51 Hz) were also included. 
Furthermore, as the plateau of high correlations extended widely beyond 
50 Hz, it is unlikely that these effects were only due to any residual effect of 
line noise. 
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 Discussion 
In this study we investigated the effect of task-relevance on the 
representation of pitch and semantics of spoken words. We found that 
pitch and semantics were represented in the brain not only when the 
property was relevant, but also when this was irrelevant. Furthermore, we 
observed that an individual’s gamma power was related to the stability of 
irrelevant pitch representations. This suggests a differential effect of task-
relevance on the representation of stimulus properties, which we 
hypothesize could be operationalized by attention, depending on the 
automaticity of the processing of these properties. 
 
Neuronal representations of relevant properties 
We found that relevant property representations were accurate enough to 
allow for stable single-trial distinctions between the two classes (high 
versus low pitch, and ‘high’ versus ‘low’ semantics; Figure 5.1D). 
Furthermore, the temporal representation of these relevant properties 
started with a sharp increase in accuracy, followed by a peak around 475-
625 ms before returning to baseline (Figure 5.1E). This peak seems to occur 
just before the time of conflict resolution of the Stroop task (about 725 ms 
after stimulus onset; Oehrn et al., 2014). It may well be that the signals 
before accuracies rise above chance level are a mixture of both the relevant 
and irrelevant property, which could be difficult to disentangle. After 300-
500 ms however, the properties may start to be segregated into a relevant 
and irrelevant information stream, enabling above-chance classification. 
After this segregation it is then possible to resolve the conflict. 
 
This relatively late onset of decodability could in addition be explained by 
electrode placement. As no electrodes were located over the primary 
auditory cortex (Brodmann area 41), and only 11 electrodes (3.2%) were 
located over the remainder of the auditory cortex (Brodmann area 22; no 
electrodes were located over Brodmann area 42), it is unlikely that 
consistent differences in early neuronal representations could be detected 
in this study. Therefore, the seemingly late response we observed may be 
related to predominantly higher-order task-specific processing in temporal 
and frontal cortex. It should be noted that although it was not possible with 
this electrode placement to look at early low-level representations of pitch, 
this placement did allow us to assess the representation of pitch and 
semantics throughout the remainder of the task period in terms of the task 
and task-relevance. 
  
 
 
 
Figure 5.2. Relation between irrelevant property representations and power in the 
alpha and gamma band. A) Correlations over patients of power change in the alpha 
(left plot) and gamma band (right plot), with average reaction times over all trials. 
An asterisk at the correlation coefficient ρ indicates a Bonferroni corrected 
significant correlation. B) Correlations over patients of classification accuracies of 
irrelevant pitch (upper plots) and irrelevant semantics (lower plots), with power 
changes in the alpha (left plots) and gamma frequency band (right plots). An 
asterisk at the correlation coefficient ρ indicates a Bonferroni corrected significant 
correlation. C) Correlations over patients of classification accuracy of irrelevant 
pitch (dark grey line) and semantics (light grey line), with power in consecutive 
frequency bands with a width of 4 Hz and centre frequencies between 3 and 88 Hz. 
The dotted black line indicates a correlation of zero. The dotted dark grey lines 
indicate the threshold for FDR-corrected significant correlations between 
unattended pitch accuracies and the various frequency bands. The light grey dotted 
lines indicate the estimated threshold for FDR-corrected significant correlations 
between unattended semantics accuracies and the various frequency bands. 
Because none of the correlations with classification accuracies for semantics were 
significant, the correlation corresponding to the FDR-corrected alpha value for 
semantics was estimated based on the pitch correlation with a p-value closest to 
this FDR-corrected alpha value. Note that this means that for the correlation 
between frequencies and classification accuracies for unattended semantics 
accuracies none of the correlations were significant, whereas the correlations 
based on unattended pitch were significant between 23 and 63 Hz. 
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 Finally, it could well be that information was present during a longer time 
period than we detected. As the presence of information was defined by 
whether the classification accuracies were higher than those during 
baseline, this definition is largely dependent on the signal-to-noise ratio of 
the underlying accuracy traces. We observed relatively low classification 
accuracies, which could be explained by the heterogeneity of electrode 
localization. After all, classification accuracies from patients with electrodes 
only over non-informative brain areas are unlikely to rise above chance 
level. This would result in a relatively large variance between patients, as 
well as decreased average classification accuracies. In turn, this could result 
in accuracies not being judged to be above chance level, although this may 
actually be the case for some patients. 
 
Assessing correlations between classification accuracy and frequency power 
in either frontal or temporal electrodes yielded no further distinction in 
correlation significance for different brain areas (all absolute ρ(19) < 0.64, 
all p > 0.02; not significant when Bonferroni corrected for four multiple 
comparisons). Moreover, no significant correlations were observed 
between classification accuracies of relevant properties and either alpha or 
gamma band activity (all absolute ρ(19) < 0.20, all p > 0.39), suggesting that 
the correlation between gamma power and classification accuracies of 
irrelevant pitch is specific to the irrelevant representation. Finally, we found 
no significant correlations between reaction time and classification 
accuracy of either property, both relevant and irrelevant (all absolute ρ(19) 
< 0.28, all p > 0.23).  
 
Differential effects of irrelevant property representations 
Although classification of a distracter stimulus based on fMRI data has 
yielded average classification accuracies at chance level for the visual 
domain (Woolgar et al., 2015), we showed that representations of 
irrelevant properties are detectable, comparable to the representations of 
the relevant properties (Figure 5.1D). Irrelevant pitch and semantics are 
therefore likely still being processed. This is in line with what we 
hypothesized based on studies on feature-based attention showing that 
when one property of a stimulus is attended to, another irrelevant or 
unattended property is still processed to a certain extent (Krumbholz et al., 
2007; O’Craven et al., 1999). 
 
Although the classification accuracies for relevant and irrelevant properties 
were not found to differ, this does not necessarily mean that they are 
 
represented similarly. Therefore, we tested for a possible similarity in 
representations by training on the relevant property and testing on the 
irrelevant property. Although we did not detect the classification accuracies 
for this transfer learning to be decreased compared to the accuracies 
obtained for the relevant property, the transfer learning accuracy for 
semantics did not rise significantly above chance level. This could be a 
result of the relatively low signal-to-noise ratio in this study, but this may 
just as well mean that the representations of semantics differ when they 
are relevant as compared to irrelevant. Future research should assess 
whether there is indeed a difference in these representations, and if so, 
activation patterns in which brain regions drive these differences.  
 
In addition, we observed a correlation between individual gamma power 
and classification accuracies for irrelevant semantics, but not irrelevant 
pitch (Figure 5.2B). Gamma power has been suggested to play a role in 
attention (Brovelli et al., 2005; reviewed by Fell et al., 2003; Tallon-Baudry 
et al., 2005). Furthermore, especially low gamma has been thought to 
decrease for unattended stimuli (Pitts et al., 2014; Sokolov et al., 2004), and 
is thought to play a role in active suppression of this irrelevant stimulus 
(Sokolov et al., 2004). If this decrease in gamma would not occur, or to a 
lesser extent, then this suppression may be lifted and the property would 
be detectable by classification again. This is indeed what we observe in our 
correlation results. However, what would underlie this differentiation in 
gamma power? Martinovic et al. (2009) found that in some cases gamma 
power related to an unattended stimulus did increase. This was mainly the 
case when that stimulus was familiar during a task with a low load. It may 
well be that in the current study some subjects had resources to spare for 
the familiar pitch property during the easier semantic task, while others did 
not. During the more difficult pitch task, however, there were fewer 
resources to spare, hence gamma could not increase as easily in response 
to the irrelevant semantic property. 
 
The correlation with classification accuracies of irrelevant pitch is first 
observed at 23 Hz. Although low gamma has sometimes been defined to 
start as early as 20 Hz, and effects in these lower frequencies could 
therefore be explained in the same framework as above, this could also be 
regarded as the high beta band. An increase in this frequency has been 
hypothesized to signify a decrease in mental flexibility in extreme cases 
(Engel & Fries, 2010). Potentially this is the case in some of the patients in 
this study, resulting in an inability to suppress irrelevant pitch, even though 
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 it should be relatively easy to do so. This effect may be specific to irrelevant 
pitch, as semantics are thought to be the more automatic process in this 
paradigm, rendering it difficult to suppress in all subjects and thus reducing 
variability based on beta power. 
 
Alternatively, it may be that the correlation with gamma power is related to 
gamma activity as a correlate of pitch, as previous studies have shown 
activity in the high gamma range (80-120 Hz) during pitch perception (e.g. 
Kumar & Schönwiesner, 2012; Sedley et al., 2012), as well as around 40 Hz 
(e.g. Crone et al., 2001; Ross et al., 2005). Activity in the gamma band 
would then signify the processing of pitch, and hence influence to what 
extent pitch could be decoded. After all, the better irrelevant pitch is 
processed, the easier the classification algorithm can distinguish the two 
classes that make up the pitch category. However, the correlation we 
observed between classification accuracies for irrelevant pitch and gamma 
power was strongest for frequencies below 70 Hz, as opposed to the higher 
frequencies that have been related to pitch processing (Figure 5.2C). 
Furthermore, if gamma band activity was indeed an indication of the 
processing of pitch, we would also observe a correlation between gamma 
and classification accuracies for attended pitch. This, however, was not the 
case, suggesting that the correlation with gamma band activity was not 
related to pitch processing per se. 
 
As semantics has been thought to be the more automatically processed 
property, one could argue that in order to successfully perform the auditory 
Stroop task, this automatic processing has to be suppressed actively. This is 
in line with the theory that when two conflicting properties are presented, 
activity of the irrelevant property is suppressed (Mansouri et al., 2009). 
Alpha oscillations are thought to serve as a mechanism for active 
suppression of task-irrelevant processes (e.g. Jensen et al., 2012; Jensen & 
Mazaheri, 2010; Klimesch et al., 2011; Klimesch, 2012). However, we only 
observed a non-significant trend that patients with lower levels of alpha 
power, hence less suppression, showed a larger detectability of the 
representations of irrelevant semantics by the classifier (Figure 5.2B). This 
absence of a significant correlation could be due to the high inter-patient 
variability and small number of data points, possibly destabilizing a minor 
correlation. This hypothesis is supported by the overall strength of the 
correlations for frequencies surrounding the alpha band instead of a strong 
correlation only for the alpha band itself. Further research should validate 
 
this trend to determine whether alpha oscillations could regulate the 
amount of automatic processing of semantics.   
 
Differences in task difficulty may affect the attentional modulation of 
neuronal activity (Altmann et al., 2008), and indeed in this study the 
semantic task was easier than the pitch task, in line with the observed 
Stroop effect. However, it can be argued that task difficulty is in fact related 
to the automaticity with which a property is processed. After all, the more 
automatically a property is processed, the easier it will be extracted for 
processing, and the harder it is to suppress that property when it is 
irrelevant, rendering the task more difficult. Along these lines, the pitch 
task would be more difficult simply because the irrelevant semantic 
property is processed more automatically. In this respect, automaticity 
could be the construct through which task difficulty modulates the different 
representations. 
 
In summary, pitch and semantics seem to be represented in the brain both 
when these properties are relevant and when they are irrelevant. 
Furthermore, whereas the detectability of irrelevant pitch representations 
was related to an increase in gamma power, this was not the case for 
semantics. We suggest an attentional role for gamma power, dependent on 
the extent to which the property is processed automatically. Processing of 
different properties of the same stimulus is therefore not trivial, but seems 
to be highly dependent on the characteristics of the property. 
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 Chapter 6 
 
General discussion 
 
 
In this thesis, I aimed to identify the spatiotemporal dynamics of stimulus 
representations during visual perception, visual working memory and 
auditory perception, by applying multivariate decoding techniques to 
electrophysiological data. In Chapter 2, I have shown that this method is a 
viable approach to investigate visual perception of natural images of 
various classes, such as faces, objects and scenes, even when these images 
were only viewed passively. Applying multivariate methods to source-space 
time-courses allowed for an optimal assessment of spatiotemporal 
dynamics. In Chapter 3, I have extended this analysis to visual perception of 
images that were to be regarded actively in order to commit them to 
memory, as well as to the subsequent working memory period.  Class 
information was observed within 70 ms in occipital cortex, and remained 
activated in temporal and occipital lobe alternatingly. These spatiotemporal 
dynamics representing the items in the visual system initially resembled the 
representations of items in a subsequent working memory period. 
However, late in this delay period the representations changed into a 
different, more diffuse pattern. In Chapter 4, I have assessed working 
memory when it was not directly succeeding the visual stimulus that had to 
be remembered, but instead was to be reinstated. I have shown that, 
although not as strongly as perception or memory directly following 
perception, it is possible to detect the content of working memory in some 
subjects, most commonly during the first second of the delay period. 
Finally, in Chapter 5 I have assessed the representation of the pitch and 
semantics of spoken words, and shown that the representation of different 
properties of the same stimulus seems to depend on the characteristics and 
relevance of that property. 
 
 
Spatiotemporal representations of categorical content 
 
Perception 
Let us return to the example of Chapter 1, where you are sitting in the train, 
and someone asks you to mind his luggage in his absence. As he asks you 
this favour, you make sure to carefully watch his face, so you can still 
 
recognize him when he returns to reclaim his bags. As soon as you lay your 
eyes on him, the brain starts analyzing. Within 60 to 80 ms information 
about the face you see before you becomes apparent in the occipital lobe 
of the neocortex, and over the next 40 to 60 ms this representation starts 
to stabilize, while employing temporal cortex in addition to the occipital 
lobe (Chapter 2 and Chapter 3). As time progresses the representation 
becomes slightly less stable, but as long as you are still looking it is still 
reliable enough to determine the faceness based on the alternating 
occipital and temporal activation patterns.  
 
The onset of detectable visual information detected in this thesis (85 ms in 
Chapter 2 and 63 ms in Chapter 3) falls neatly within the range observed in 
previous studies (Bacon-Macé et al., 2005; Kirchner et al., 2009; Ramkumar 
et al., 2013; Seeck et al., 1997; VanRullen & Thorpe, 2001). However, there 
is little consensus about the exact timing, as other studies find categorical 
information onset well after 100 ms (Amano et al., 2006; Bode et al., 2012; 
Carlson et al., 2011; Fuentemilla et al., 2010; Jafarpour et al., 2013; Liu et 
al., 2009; Simanova et al., 2010; Thorpe et al., 1996; Wokke et al., 2012). 
 
Indeed, even the two visual perception studies presented in this thesis 
differ more than 20 ms in their onset of cortical information in neocortex, 
despite the stimuli, measurement technique and analysis pipeline being 
similar. It may be tempting to ascribe this alleged difference to one of the 
main differences between the two studies: whether the stimulus had to be 
regarded passively (Chapter 2) or actively (Chapter 3), or whether spatial 
frequency correction was performed on the image (Chapter 2), which as a 
side-effect blurs the image, making it harder to see what was on it. The 
actual reason, however, may boil down to statistics. Although the onset of 
information differed, the peak in information stability occurred at almost 
the same time (after 128 ms in Chapter 2 and after 123 ms in Chapter 3). 
This suggests that the responses to the stimuli may in fact overlap for the 
two studies. As the time point of categorical information onset is 
determined as the first time point at which classification accuracy rises 
above chance level, this is highly dependent on the statistical properties of 
the underlying traces themselves, such as differences in inter-subject 
variability on the group level and lower signal-to-noise ratio. The peak, 
however, is not dependent on these properties, so it may well be that the 
actual onset of information is similar as well. 
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 When assessing the pitch and semantics of an auditory spoken word in 
Chapter 5, yet another version of the timing of information content in 
neocortex occurs. Both onset and peak of class information were strongly 
delayed compared to visual perception. Information onset was detected 
around 350 ms after stimulus onset, and peaked around 500 ms. This does 
not mean, however, that auditory perception is delayed compared to visual 
perception. Instead, this difference may just as well arise from a difference 
in measurement method and task. First, in this iEEG study there were no 
electrodes over early auditory cortex, which means that an effect of early 
stimulus presentation could not be detected even if it were there. In the 
visual perception studies on the other hand early visual areas were included 
in the analysis. Second, in this task different conflicting properties (pitch 
and semantics) within one percept (a spoken word) were assessed, unlike 
the visual perception studies in which the perceived image had to be 
processed as a whole in which no conflict needed to be resolved. Conflict 
between different properties within one stimulus is believed to be resolved 
around 725 ms after stimulus onset (Oehrn et al., 2014). It may well be that 
in the early auditory percept the representations of pitch and semantics 
were still mixed, to the extent that they could not be disentangled 
separately yet. As the conflict between those two properties became 
resolved and one property became attended due to its relevance and the 
other one ignored, these mixed representations may have become 
separated and consequently the information of the two properties may 
have become detectable. 
 
When listening to the request to watch the luggage, the different 
properties that make up the spoken words differ in their relevance for your 
current task of understanding what is asked. The pitch of the words, though 
informative for the intonation, does not convey the semantic meaning of 
the sentence. Therefore, you will in this specific case direct your attention 
to the task-relevant property semantics, and not as much to the pitch. 
However, regardless of the task-irrelevance of pitch in this example, pitch 
information is still processed, as is the task-relevant property semantics 
(Chapter 5). The specific processing of the task-irrelevant property does 
seem to be dependent on the specific characteristics of that property, 
whereas this does not seem to be the case for the relevant property. 
 
Working memory 
By now the person on the train has left, but you still have to keep his face in 
memory for when he will eventually return. During the first 200 ms after his 
 
departure, the brain has been keeping the information online within the 
same alternating occipital and temporal lobe patterns as when he was still 
in view (Chapter 3). This memory-related pattern resembles perception in 
more ways than just by keeping information present within the same 
circuits. Within the first 100 ms a peak in information stability occurs just as 
happened when you started looking, similar both in the spatial and 
temporal pattern. 
 
After about 200 ms the representation changes. At this point, information 
likely leaves the visual persistence phase of iconic working memory 
(Coltheart, 1980; Jacob et al., 2013; Nikolić et al., 2009; Sperling, 1960). A 
second change in representation occurs another 500 ms later, when 
stimulus category can no longer be detected from non-invasive 
electrophysiological signals. This does not mean the information is no 
longer kept in memory. After all, you are still able to recognize the person 
when he returns. It is however no longer detectable by the methods used in 
this thesis. One possibility is that the memory item is now represented on 
the cellular level, as proposed by LaRocque et al. (2013). As MEG is only 
capable of detecting consistent firing patterns in a neuronal population, this 
would have hidden the memory from the measurement device. 
 
When the person returns after a while, the memory you had of him has to 
be reinstated in order to test whether the face you remember matches the 
face you see, and that you are really looking at the owner of the luggage 
again. In Chapter 4 I tested this by cuing the to-be-remembered item while 
it was still out of sight. The memory that would be tested in a later stage 
seemed to become reactivated within the first second after the cue 
disappeared, although in one subject this happened just before onset of the 
probe against which the memory item had to be tested. During the 
remainder of the delay period information again disappeared from MEG’s 
view. 
 
 
What type of categorical information is represented? 
All of the studies in this thesis have assessed the categorical content of a 
given cognitive process. However it can be debated what specific aspect of 
categorical information is represented in these spatiotemporal patterns. It 
may be tempting to say that the conceptual class, i.e. the concept of a face 
or the concept of a tool, is perceived or stored in working memory, but it 
may just as well be that a low-level image property differs structurally from 
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 one class to the next. For example, the spatial frequency of an image differs 
for faces compared to other stimuli (Keil, 2008). As the classification 
algorithm detects any difference in brain activity between the two classes, 
this may just as well be activation driven by a difference in image 
properties. Even though the studies in this thesis have been corrected to 
some extent for these image properties, it cannot be said that there has 
been no influence of image properties whatsoever. 
 
Does this mean that all representations that are observed in this thesis are 
due to low-level image properties that are not corrected for, such as the 
difference in shape between the oval face and the elongated tool? 
Although this cannot be excluded, it may not necessarily be the full story. 
For example, during passive perception (Chapter 2), representational 
patterns were still detected even when only sources in the temporal lobe 
were included, and in Chapter 3 representations were found in both 
temporal and occipital sources. This does not exclude the effect of low-level 
image properties, as classification on occipital sources alone also resulted in 
accuracies above chance level, but it does suggest that there may at least 
be some conceptual higher order information detected in brain activity. In 
addition, when assessing properties of an auditory stimulus without any 
coverage over early auditory cortex, information about these properties 
could still be detected (Chapter 5). The timing of this information hundreds 
of milliseconds after stimulus onset provides additional support that what is 
detected is not low-level information, but rather a higher order task-related 
representation. 
  
Of course, it can be argued that what is represented is dependent on the 
task. In a working memory study in which the task is to remember a given 
exemplar within a category and test that against another exemplar of the 
same category, as was the case in Chapter 3 and 4, it may not be the best 
strategy to only encode and maintain the concept of the class an image 
belongs to. After all, a face would always be tested against another face. A 
better strategy would be to pay attention to the specific configuration that 
makes this image different from the others. For example, the shape of the 
face becomes a salient feature, or the distance between the eyes. Any 
categorical distinctions that are made when classifying one class against 
another are therefore likely performed on what is actually encoded and 
maintained, and not on the conceptual class. This also means that the 
representations observed in this thesis may differ from representations of 
 
the same stimuli in other tasks, simply because the content of the cognitive 
system will depend on the task at hand. 
 
This of course raises the question what part of the stimulus is represented 
in the alternating occipital and temporal pattern in Chapter 3. Is the same 
property always represented throughout the entirety of the task, or does 
this perhaps change dependent on what location shows the highest 
activation? Does for example a strong representational pattern in occipital 
lobe contain low-level image properties, whereas activation in the temporal 
lobe harbours more semantic representations? Future research should 
determine what type of stimulus information is represented at what time 
and place of the spatiotemporal pattern. 
 
 
Moving beyond the ERF 
When decoding visual perception, the most salient feature of the accuracy 
trace is the peak around 120 ms. This early peak coincides with two 
components of the visual event-related field (ERF), namely the C1 (Di Russo 
et al., 2001) and P1 component (Itier & Taylor, 2004; Taylor, 2002). 
Moreover, processes that are more time-locked (e.g. visual perception) 
tended to yield higher classification accuracies than less time-locked 
processes (e.g. working memory). Based on this, it could be argued that this 
method is just another way to detect ERFs.  
 
However, although the classifier does benefit from the underlying ERF 
components, information remains stably represented far beyond these 
initial components. Both during passive (Chapter 2) and active perception 
(Chapter 3) classification accuracies remain elevated above chance level for 
the entirety of the stimulus duration, and during subsequent working 
memory maintenance it takes hundreds of milliseconds before accuracies 
return to chance level (Chapter 3). In addition, accuracy traces of working 
memory reinstatement after a cue (Chapter 4), as well as of task-relevant 
properties during auditory word perception (Chapter 5) do not show this 
ERF-related peak in information stability. Classification accuracies, however, 
still become elevated for a prolonged period of time. This suggests that an 
underlying ERF may be beneficial, but not necessary for successful 
classification. 
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determine what type of stimulus information is represented at what time 
and place of the spatiotemporal pattern. 
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et al., 2001) and P1 component (Itier & Taylor, 2004; Taylor, 2002). 
Moreover, processes that are more time-locked (e.g. visual perception) 
tended to yield higher classification accuracies than less time-locked 
processes (e.g. working memory). Based on this, it could be argued that this 
method is just another way to detect ERFs.  
 
However, although the classifier does benefit from the underlying ERF 
components, information remains stably represented far beyond these 
initial components. Both during passive (Chapter 2) and active perception 
(Chapter 3) classification accuracies remain elevated above chance level for 
the entirety of the stimulus duration, and during subsequent working 
memory maintenance it takes hundreds of milliseconds before accuracies 
return to chance level (Chapter 3). In addition, accuracy traces of working 
memory reinstatement after a cue (Chapter 4), as well as of task-relevant 
properties during auditory word perception (Chapter 5) do not show this 
ERF-related peak in information stability. Classification accuracies, however, 
still become elevated for a prolonged period of time. This suggests that an 
underlying ERF may be beneficial, but not necessary for successful 
classification. 
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 Multivariate methods: a feasible method to analyse spatiotemporal 
dynamics? 
Are multivariate methods in combination with electrophysiological 
methods, as has been the method used throughout this thesis, an optimal 
way to assess spatiotemporal representations of cognitive processes? 
When considering the results obtained by applying this method to visual 
perception, the answer seems to be a clear ‘yes’. Classification accuracies 
rise over 0.7 on the group level (Chapter 3), and individual accuracies rise 
well over 0.8 (Chapter 2). Moreover, accuracies remained high throughout 
the entire duration of stimulus presentation. 
 
This success may be ascribed partially to the sensitivity of the multivariate 
analyses techniques. Due to the high temporal resolution of MEG and the 
sensitivity of the method, it is possible to obtain spatial patterns almost at 
the millisecond level, which allows for a very fine grained representation of 
spatiotemporal dynamics, while only paying the multiple comparisons 
penalty for the time points on which classification is performed. Moreover, 
due to this sensitivity it is possible to obtain convincing results on the single 
subject level (Chapter 2 and Chapter 4). This is especially an important 
feature when individual differences have to be taken into account, such as 
in Chapter 4. Here, working memory content could only be detected in a 
handful of subjects, and classification accuracies peaked at different time 
points. Averaging over all subjects did not only result in low overall accuracy 
traces, it also did not give a complete view of the exact timing of the peak 
of the accuracy trace given the differences between subjects. As different 
subjects used different memory strategies, for example by reinstating the 
to-be-remembered item directly after the cue or just before the probe, it 
may only be fair to assess the results on an individual basis as well. 
 
However, as also has become evident from Chapter 4, not all cognitive 
processes may be as suitable for this method. As mentioned before, this 
method seems to benefit strongly from the time-lockedness of a process. 
However, as soon as there is inter-trial jitter accuracies drop, even if there 
are reliable underlying representations on the single-trial level. After all, if 
this representation is jittered in time for each different trial, a classification 
model may only fit the few trials where the representation is at the time 
point it expects it to be, but not all other trials in which that pattern is 
shifted in time. On average the classification accuracy would then be low, 
despite testing on the individual trials. For these cognitive processes this 
 
method can therefore only be deemed feasible when these inter-trial 
variations are taken into account. 
 
 
Future directions 
Although this thesis provides an initial step into the assessment of 
spatiotemporal representations, there are some open issues that will be 
worth pursuing to further our understanding of these patterns. 
 
One important issue that arose in this thesis is the problem of low 
classification accuracies for cognitive processes that are less time-locked, 
such as working memory. High accuracies are vital in order to be able assess 
representations reliably, and it is therefore important to improve on 
classification accuracies before further analysing the representations in 
those processes. One way to achieve this is to develop new methods that 
can take inter-trial variation in timing of a representation into account. 
 
Another key to improved classification accuracies may lie in spatial 
specificity. This may be one of the reasons why decoding of working 
memory has been done quite successfully based on fMRI data (e.g. 
Christophel et al., 2012, Christophel et al., 2015; Han et al., 2013; Harrison 
& Tong, 2009; Lewis-Peacock et al., 2012; Reddy et al., 2010; Xing et al., 
2013), but quite less and with lower accuracies based on 
electrophysiological data (Fuentemilla et al., 2010; Jafarpour et al., 2014; 
LaRocque et al., 2013; Polanía et al., 2012). If there is too much spatial 
overlap between two classes, it will not be possible to separate them based 
on electrophysiological data. This may become even more prominent when 
due to other factors such as increased inter-trial variation the effect is 
already not as strong. Classification accuracies may be boosted by choosing 
classes that are spatially as distinct as possible. For example, in one of the 
few successful memory decoding studies based on electrophysiology data, 
visual orientation and semantics were the classes the classifier had to 
distinguish between (LaRocque et al., 2013). Because the spatial separation 
of these different systems is larger than the separation of classes within the 
visual system as have been used in this thesis, the classifier could more 
readily distinguish between the two classes. 
 
In this thesis I have focussed solely on time domain data, but information 
about stimulus content may reside in different representations just as well. 
Oscillatory patterns for example have been shown to harbour the 
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 representations of working memory in previous studies (Fuentemilla et al., 
2010; Jafarpour et al., 2014; LaRocque et al., 2013; Polanía et al., 2012), and 
to obtain a complete view of the spatiotemporal dynamics of 
representations it would be vital to extend the method applied in this thesis 
to the spectro-spatiotemporal domain. 
 
Finally, when accuracies are elevated such that reliable representations can 
be assessed, it will be important to determine what type of categorical 
information is represented exactly, and whether different stimulus 
properties are represented throughout the spatiotemporal pattern. In 
addition, high accuracies will allow us to assess several of the questions I 
set out to answer in Chapter 4, but could not reliably do. For example, the 
spatiotemporal patterns of the content of working memory during and 
after reinstatement could be assessed more reliably. Moreover, with high 
accuracies it would be possible to assess how multiple items are 
represented in working memory, as well as how information flows related 
to top-down and bottom-up processing.  
 
 
Conclusion 
In this thesis, I have assessed the spatiotemporal representations of visual 
perception, working memory and auditory word perception. Specifically, I 
have shown how visual information, both during perception and memory is 
represented in space and time, and how task-relevance and the specifics of 
stimulus properties influence these representations. As such, I have 
provided insight into the dynamics of various neuronal processes involved 
when we perceive, maintain and recall complex information from our 
environment, by using a method that, when adapted to the specific 
requirements of the cognitive process under investigation, allows us to 
investigate the spatiotemporal dynamics of any cognitive process. 
  
 
Supplementary material 
 
Supplementary Table 1 Mean accuracy when performing classification based on 
sensor-space data, on source-space activity reconstructed with the LCMV 
beamformer, and on source-space activity reconstructed with the dynamic 
beamformer.  Grand mean accuracies of the different data representations (sensor 
space and source space) are shown in the last row. Grand mean accuracies of the 
different contrasts are shown in the last column. The perceived images were 
corrected for luminance. Standard deviations are given between brackets. Asterisks 
indicate that the classification accuracy was significantly higher than chance level 
for all subjects (Bonferroni corrected p < 0.05). Values in bold font indicate a 
significant increase in accuracy for at least one subject compared to sensor-space 
accuracy (Bonferroni corrected p < 0.05). Values in italic font indicate a trend 
towards increase in accuracy for at least one subject compared to sensor-space 
accuracy (uncorrected p < 0.05). It should be noted that, in addition to the overall 
trend of improved accuracies for source-space activity, classification performance 
decreased for LCMV beamformer activity for one subject when contrasting faces 
with scenes and bodies, as well as contrasting bodies with scenes and tools for 
source-space activity reconstructed with both the LCMV beamformer and the 
dynamic beamformer. Of note is that it is always the same subject that shows a 
decrease in classification performance. This is also the subject for which 
classification performances based on source-space activity are not always 
significant. 
 
Contrast Sensor level (sd) LCMV 
beamformer (sd) 
Dynamic 
beamformer (sd) 
 Contrast 
average 
face-tool 0.82 (0.07) * 0.85 (0.09) * 0.91 (0.05) *  0.86 
face-scene 0.86 (0.02) * 0.85 (0.13) * 0.89 (0.12) *  0.87 
face-body 0.82 (0.07) * 0.85 (0.07) * 0.91 (0.03) *  0.86 
scene-body 0.77 (0.05) * 0.80 (0.12) 0.84 (0.20)  0.80 
body-tool 0.72 (0.09) 0.79 (0.10) 0.77 (0.11)  0.76 
scene-tool 0.68 (0.16) 0.74 (0.17) 0.81 (0.19)  0.74 
      
average 0.78 0.81 0.85   
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Supplementary Figure 1 Individual maps of time-averaged regression coefficients 
for the discrimination between luminance corrected faces and tools based on 
source-space activity time-courses 115 to 315 ms after stimulus onset. Warm 
colours indicate positive regression coefficients; cold colours indicate negative 
regression coefficients. A) Regression coefficients of classification based on source-
space activity reconstructed with the LCMV beamformer. The respective accuracies 
corresponding to these maps are 0.80, 0.80 and 0.95. B) Regression coefficients of 
classification based on source-space activity reconstructed using the dynamic 
beamformer. The respective accuracies corresponding to these maps are 0.91, 0.87 
and 0.96.  
 
 
 
 
Supplementary Figure 2 Average accuracy traces for luminance corrected faces 
versus tools. The red areas around the traces indicate the 95% confidence interval. 
Stimulus onset is at 0 s. The dashed horizontal lines indicate chance level 
performance. The solid horizontal lines signify the FDR-corrected threshold for 
deviation from chance level. After the initial peak, classification performance 
remained sustained around the FDR-corrected threshold for this contrast. A) 
Average accuracy trace based on source-space activity reconstructed with the 
LCMV beamformer. The latency for which the trace starts to rise significantly above 
the FDR-corrected threshold is 81 ms. B) Average accuracy trace based on source-
space activity reconstructed with the dynamic beamformer. The latency for which 
the trace starts to rise significantly above the FDR-corrected threshold is 85 ms.  
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Supplementary Figure 3 A) Average accuracy traces for the contrast between 
luminance and spatial frequency corrected faces and  scenes reconstructed with 
source-space activity reconstructed by the LCMV beamformer. B, C, D) Individual 
accuracies for this contrast. Horizontal lines indicate the FDR-corrected chance 
level. Although the average accuracy trace did not remain sustained above chance 
level, this is the case for subject S1 (B) and to a lesser extent subject S3 (D). 
 
Supplementary Table 2 Overview of the onset latency at which the average 
accuracy trace of different contrasts of luminance corrected images first rises 
significantly above the FDR-corrected chance level, and the peak latency at which 
the maximum classification accuracy is reached. 
 
Contrast  LCMV beamformer 
Onset / peak (ms) 
Dynamic beamformer 
Onset/ peak (ms) 
face-tool  81.7 /125.0 85.0 / 125.0 
face-scene  81.7 / 118.3 81.7 / 125.0 
face-body  65.0 / 118.3 68.3 / 115.0 
scene-body  68.3 / 148.3 68.3 / 85.0 
body-tool  148.3 / 148.3 85.0 / 148.3 
scene-tool  85.0 / 95.0 85.0 / 91.7 
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Nederlandse samenvatting 
 
Ieder moment van de dag is ons brein bezig met het verwerken van de 
grote hoeveelheid informatie die op ons af komt. Deze 
informatieverwerking is zó gestroomlijnd en zó snel, dat we vaak niet eens 
beseffen dat achter de schermen een lange reeks van processen doorlopen 
wordt om ons in staat te stellen iets relatief eenvoudigs te doen, zoals het 
waarnemen van een gezicht. 
 
In dit proefschrift heb ik onderzocht hoe het brein deze informatie 
representeert over tijd. In de meeste gevallen (hoofdstukken 2, 3 en 4) was 
deze informatie visueel van aard. Hierbij werd aan proefpersonen gevraagd 
naar een afbeelding te kijken van onder meer gezichten en 
gereedschappen, en deze in sommige gevallen te onthouden. In de studie 
beschreven in hoofdstuk 5 werden gesproken woorden als stimulus 
gebruikt. Terwijl proefpersonen naar de stimuli keken, luisterden, of deze 
probeerden te onthouden, werd hun hersendata met behulp van 
electrofysiologische technieken gemeten. Het grote voordeel van deze 
meetmethodes is dat hersenactiviteit op millisecondenniveau gemeten 
wordt. Deze data heb ik geanalyseerd door middel van multivariate 
decodeertechnieken. Hierbij wordt een model gebouwd dat op basis van 
hersenactiviteit kan onderscheiden of een proefpersoon naar, bijvoorbeeld, 
een gezicht of naar gereedschap kijkt. Uit dit model kan vervolgens worden 
afgeleid hoe deze categorische informatie in het brein gerepresenteerd 
wordt. Door deze analysemethode toe te passen op elk tijdspunt van de 
data, kan in kaart worden gebracht hoe de informatie zich naarmate de tijd 
vordert door het brein verspreidt.  
 
In het onderzoek beschreven in hoofdstuk 2 van dit proefschrift heb ik laten 
zien dat dit een geschikte methode is om de spatiotemporele dynamiek van 
cognitieve processen te benaderen. Ik heb hierbij specifiek gekeken naar de 
evolutie van de representaties van afbeeldingen, die proefpersonen 
moesten bekijken zonder daarbij speciaal aandacht aan het plaatje te 
besteden. Het bleek mogelijk om per 3 milliseconden met hoge 
betrouwbaarheid te bepalen naar welke afbeeldingscategorie – een gezicht, 
een landschap, gereedschap, of een lichaam – de proefpersoon aan het 
kijken was. Het beste onderscheid op basis van hersendata was te maken 
tussen momenten waarop een proefpersoon naar een gezicht keek en 
momenten waarop een afbeelding uit een andere categorie te zien was. 
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 Daarna heb ik, zoals beschreven in hoofdstuk 3, deze methode toegepast 
op actieve perceptie. Hierbij moesten de proefpersonen wel degelijk 
aandacht aan de afbeelding besteden, omdat deze later onthouden moest 
worden. Ik heb hierbij zowel gekeken naar de periode waarin de afbeelding 
te zien was, als naar de daaropvolgende periode, waarin de proefpersoon 
de afbeelding moest onthouden. Vanaf 63 milliseconden nadat de 
afbeelding verscheen, was het mogelijk om de representaties van gezichten 
en gereedschap in het brein te onderscheiden. Deze representaties 
bevonden zich in dat stadium in de occipitale kwab, het achterste deel van 
de grote hersenen. Naarmate de presentatie van de afbeelding vorderde, 
veranderde de representatie, waarbij informatie uitbreidde naar de verder 
naar voren gelegen temporale kwab, om vervolgens weer alleen in de 
occipitale kwab te vinden te zijn. Deze afwisseling in representatie bleef 
doorgaan tot 200 milliseconden na het verdwijnen van de afbeelding. In de 
500 milliseconden die daarop volgden werd informatie meer diffuus en 
gelijkmatiger over alle kwabben verspreid. Dit suggereert dat 
gemeenschappelijke processen ten grondslag liggen aan de representatie 
van een visuele stimulus tijdens en na perceptie, maar dat de precieze 
representatie afhangt van het stadium waarin de informatieverwerking zich 
bevindt. 
 
In hoofdstuk 4 ben ik dieper ingegaan op de representatie van visuele 
informatie in het geheugen. Hierin heb ik laten zien dat het in een subgroep 
van proefpersonen mogelijk is om de inhoud van het geheugen te 
decoderen, niet alleen direct na het zien van de gememoriseerde 
afbeelding, maar ook nadat een afbeelding na langere tijd weer voor de 
geest gehaald moest worden. Deze representatie was het sterkst in de 
eerste seconde nadat duidelijk was gemaakt welke afbeelding uit het 
geheugen opgehaald moest worden, en was zowel te vinden in gebieden 
die tijdens het bekijken van de afbeelding actief waren, als in frontale 
gebieden. 
 
In de laatste studie van dit proefschrift, beschreven in hoofdstuk 5, heb ik 
gekeken naar de representaties van verschillende componenten van 
gesproken woorden. Tijdens het luisteren naar deze woorden was steeds 
alleen de toonhoogte of alleen de betekenis van het woord relevant. De 
andere component was op dat moment irrelevant voor de taak die de 
proefpersoon uit moest voeren. De representaties van de relevante 
component konden worden gedetecteerd vanaf ongeveer 350 
milliseconden nadat het geluid begon. Dit gold voor zowel een relevante 
 
toonhoogte als een relevante woordbetekenis. Een verschil ontstond 
wanneer een component irrelevant was. Hoe goed de representatie van 
toonhoogte gedecodeerd kon worden, hing af van activiteit in de 
gammaband – een hoogfrequent signaal in de electrofysiologische data. De 
representatie van de betekenis van het woord was wanneer deze irrelevant 
was niet afhankelijk van dit signaal. Het verwerken van de verschillende 
componenten waaruit een gesproken woord is op opgebouwd, lijkt dus 
afhankelijk te zijn van de specifieke eigenschappen van deze componenten. 
 
Samenvattend heb ik in dit proefschrift neuronale activiteit gerelateerd aan 
de representatie van visuele en auditieve informatie geïdentificeerd, zowel 
tijdens perceptie als wanneer deze informatie zich in het geheugen bevindt. 
Hiermee heb ik inzicht verschaft in de spatiotemporele dynamiek van de 
verschillende neuronale processen die actief zijn wanneer we iets 
waarnemen, in ons geheugen vasthouden, en deze complexe 
eigenschappen weer uit ons geheugen ophalen. 
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 Dankwoord 
 
Ik kijk terug op een mooie reis. Een weg die me over hoge pieken en door 
diepe dalen heeft geleid naar dit boekje. Nu, aan het einde gekomen, ben ik 
blij en dankbaar dat ik deze reis niet alleen heb hoeven ondernemen. Want 
zonder iedereen die met me mee is gegaan – de hele weg of maar een klein 
stukje – zou deze tocht een heel stuk moeilijker en veel minder leuk 
geweest zijn. 
 
Marcel, ook al leek het misschien niet altijd zo, ik had me geen betere 
begeleider kunnen wensen. Dank voor alles wat je me geleerd hebt, niet 
alleen op academisch gebied, maar ook over mezelf. 
 
Ole, I will always remember one of the most important things you’ve taught 
me: change something you doubt into something you can test. Thank you 
for your supervision and your support over the years. 
 
Peter, dank dat je mijn promotor wilt zijn, zodat ik mijn reis succesvol af kan 
sluiten. 
 
Sanne, wat was het enorm gezellig om bij jou op de kamer te zitten. Ik heb 
genoten van het geklets, het frusten wanneer nodig, de biertjes in het 
Cultuurcafé, en het samen werkgroepen geven (codewoord treinen). Ik ben 
blij dat je nu, na al die jaren steeds ongeveer op hetzelfde punt in het 
proces te hebben gezeten, mijn paranimf bent. 
 
Max, de maandag en donderdag waren altijd twee hoogtepunten van de 
week, omdat jij dan weer op de kamer verscheen. Dat betekende niet 
alleen nog meer gezelligheid, maar ook iemand die ons overhaalde om met 
z’n allen te gaan lunchen, wat natuurlijk veel leuker was dan toch maar 
weer die pauze over te slaan omdat er nog van alles gedaan moest worden. 
 
  
 
Ronald, ik moet het je toch vragen: is er iets wat je niet weet? Welk 
onderwerp er ook op tafel kwam tijdens de lunch of gewoon op de kamer, 
jij wist me altijd wel een ding of twee te leren. Daarnaast was je ook een 
geweldige clusteradmin. Ik hoefde mijn stoel maar om te draaien en de 
clusterproblemen werden al aangepakt. 
 
Mijn stagiaires, Eva en Nadine. Ik heb genoten van de samenwerking met 
jullie. De papers die er uiteindelijk uit zijn voortgekomen zijn de kers op de 
taart. Nadine, ik ben blij dat je na je stage uit bent gegroeid tot een enorm 
fijne collega, en uiteindelijk nu tot mijn paranimf.  
 
Group members of the CCN lab:  Katja, Silvan, Sander, Umut, Andrew, Ali, 
Claudia, Irina, Elena and Pasi. You have been a great gang of people to work 
with. I’ve enjoyed all the chats we had, all the brainstorm moments, help, 
and everything in between.  
 
Members of the CAI-group: Lieve en Thea (voor de geweldige 
administratieve hulp), Marjolein (voor de helft van je bureau waar ik het 
eerste jaar mijn hoekje had), Giulio (we should see Sabaton again sometime 
\m/), Mark, Jeroen, Yvonne, Rik, Linsey, Marianne, Alex, Rutger, Jason and 
Louis (I really enjoyed the UAC project – drones are funny things!), Franc, 
Iris, Makiko, Philip, Pim, Ida and Paul. Thank you for all those lunches that 
may have taken a bit longer than initially planned, epic D&D sessions, and 
just running into each other every once in a while for a chat. 
 
And of course the members of my other group, Neuoscers: Lisa, Haiteng, 
Tom, Bart, Jim, Maarten, Jörn, Tineke, Til, Johanna, Eelke, Tzvetan, Tobias, 
Mathilde, René, Jan, Linda and Cecilia. I end this journey filled with fond 
memories of Heidagen, barbeques and hanging out at the BIOMAG 
conferences. And of course of meeting in the MEG lab, hoping that the 
system would have a good day and not crash.  
 
  
 Dankwoord | 153 152 | Dankwoord
 Dankwoord 
 
Ik kijk terug op een mooie reis. Een weg die me over hoge pieken en door 
diepe dalen heeft geleid naar dit boekje. Nu, aan het einde gekomen, ben ik 
blij en dankbaar dat ik deze reis niet alleen heb hoeven ondernemen. Want 
zonder iedereen die met me mee is gegaan – de hele weg of maar een klein 
stukje – zou deze tocht een heel stuk moeilijker en veel minder leuk 
geweest zijn. 
 
Marcel, ook al leek het misschien niet altijd zo, ik had me geen betere 
begeleider kunnen wensen. Dank voor alles wat je me geleerd hebt, niet 
alleen op academisch gebied, maar ook over mezelf. 
 
Ole, I will always remember one of the most important things you’ve taught 
me: change something you doubt into something you can test. Thank you 
for your supervision and your support over the years. 
 
Peter, dank dat je mijn promotor wilt zijn, zodat ik mijn reis succesvol af kan 
sluiten. 
 
Sanne, wat was het enorm gezellig om bij jou op de kamer te zitten. Ik heb 
genoten van het geklets, het frusten wanneer nodig, de biertjes in het 
Cultuurcafé, en het samen werkgroepen geven (codewoord treinen). Ik ben 
blij dat je nu, na al die jaren steeds ongeveer op hetzelfde punt in het 
proces te hebben gezeten, mijn paranimf bent. 
 
Max, de maandag en donderdag waren altijd twee hoogtepunten van de 
week, omdat jij dan weer op de kamer verscheen. Dat betekende niet 
alleen nog meer gezelligheid, maar ook iemand die ons overhaalde om met 
z’n allen te gaan lunchen, wat natuurlijk veel leuker was dan toch maar 
weer die pauze over te slaan omdat er nog van alles gedaan moest worden. 
 
  
 
Ronald, ik moet het je toch vragen: is er iets wat je niet weet? Welk 
onderwerp er ook op tafel kwam tijdens de lunch of gewoon op de kamer, 
jij wist me altijd wel een ding of twee te leren. Daarnaast was je ook een 
geweldige clusteradmin. Ik hoefde mijn stoel maar om te draaien en de 
clusterproblemen werden al aangepakt. 
 
Mijn stagiaires, Eva en Nadine. Ik heb genoten van de samenwerking met 
jullie. De papers die er uiteindelijk uit zijn voortgekomen zijn de kers op de 
taart. Nadine, ik ben blij dat je na je stage uit bent gegroeid tot een enorm 
fijne collega, en uiteindelijk nu tot mijn paranimf.  
 
Group members of the CCN lab:  Katja, Silvan, Sander, Umut, Andrew, Ali, 
Claudia, Irina, Elena and Pasi. You have been a great gang of people to work 
with. I’ve enjoyed all the chats we had, all the brainstorm moments, help, 
and everything in between.  
 
Members of the CAI-group: Lieve en Thea (voor de geweldige 
administratieve hulp), Marjolein (voor de helft van je bureau waar ik het 
eerste jaar mijn hoekje had), Giulio (we should see Sabaton again sometime 
\m/), Mark, Jeroen, Yvonne, Rik, Linsey, Marianne, Alex, Rutger, Jason and 
Louis (I really enjoyed the UAC project – drones are funny things!), Franc, 
Iris, Makiko, Philip, Pim, Ida and Paul. Thank you for all those lunches that 
may have taken a bit longer than initially planned, epic D&D sessions, and 
just running into each other every once in a while for a chat. 
 
And of course the members of my other group, Neuoscers: Lisa, Haiteng, 
Tom, Bart, Jim, Maarten, Jörn, Tineke, Til, Johanna, Eelke, Tzvetan, Tobias, 
Mathilde, René, Jan, Linda and Cecilia. I end this journey filled with fond 
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conferences. And of course of meeting in the MEG lab, hoping that the 
system would have a good day and not crash.  
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 Other Donderians, Alex (ik vond het erg leuk om de eerste studie van mijn 
PhD samen met jou te doen), Christian (for the feedback on that very first 
paper), Luca, Suhas (we haven’t been roommates for long, but I envy those 
who still share the room with you), Vitória, Stan en Mark (voor de basis die 
jullie me via mijn onderzoeksassistentschap hebben meegegeven), Izabela 
(great times in Paris!), Remco, Sabine (voor de waardevolle 
mentorgesprekken), Paul (veel meer dan anatomische scans heb ik voor 
mijn PhD-project niet gemaakt, maar aan jouw passie voor de scanners 
heeft dat zeker niet gelegen); my fellow Donders Discussions organizers 
Sina, Winke, Yvonne, Flora and Michiel; degenen bij wie ik altijd terecht kon 
voor problemen met de MEG: Sander, Uriël en Erik; de zo enorm 
belangrijke administratie: Nicole, Sandra en Jolanda; en Fieldtrip masters 
Jan-Mathijs en Robert. 
 
Thanks also to all those who welcomed me and made me feel at home 
those three months in Bonn: Nikolai, Jürgen, Carina, Yilmaz, Thomas, 
Marcin, Amir, Leila, Hui and Andrew. It was great working and hanging out 
with you!  
 
Ondanks dat een groot deel van mijn reis me door het territorium van de 
academische wereld heeft gevoerd, zou ik mijn tocht nooit volbracht 
kunnen hebben zonder iedereen die me op mijn rustmomenten buiten 
academia de nodige hulp en steun heeft gegeven, en de mogelijkheid om 
mezelf weer even helemaal op te laden voor de volgende etappe. 
 
Willy, viermaal dank. Voor al die momenten waarop je me door een 
tegenslag hebt weten te coachen, voor de perfecte schrijfomgeving om de 
laatste hoofdstukken van dit proefschrift te schrijven, voor de 
spreekstemtrainingen ter voorbereiding op mijn verdediging, en voor al die 
zanglessen waarna ik met zoveel energie naar huis ging dat een paper 
schrijven opeens een peulenschil bleek te zijn. 
 
  
 
Willem, je hebt je toen ik nog solliciterende was opgeworpen als een soort 
mentor voor de academische wereld. Nu, jaren verder, zitten we in een 
creatief avontuur wat als een perfect tegenwicht voor mijn academische 
leven heeft gefungeerd. Want hoewel plotselinge momenten van inspiratie 
niet altijd goed uitkomen als je met een proefschrift bezig bent, is het juist 
ook de flow die daaruit voortkwam geweest waarop ik een groot deel van 
datzelfde proefschrift heb geschreven.  
 
ICA-groepje! Johanneke, Jan Joost, Chen, Gwen, Patrick en Samira. Want 
soms is het enige dat je nodig hebt na een lange werkweek gewoon lekker 
spelletjes doen en lol hebben. 
 
Familie Van de Nieuwenhuijzen en familie Van Eijk, Minke en Jan. Dank voor 
jullie steun, interesse en gezelligheid. Twee van jullie wil ik extra bedanken. 
Trudy, bedankt voor de prachtige coverillustratie, en Ton, ik vind het erg 
leuk dat ik dit proefschrift bij jou heb kunnen laten drukken. Zo is het toch 
een beetje een familieaangelegenheid geworden. 
 
Papa, mama en Erik. Bedankt voor jullie steun en vertrouwen. En voor alles 
wat jullie me in mijn leven, zowel voor als tijdens mijn PhD-traject, hebben 
meegegeven. Zonder jullie zou ik nu niet zijn waar ik ben, zou ik niet zijn wie 
ik ben, en zou dit proefschrift nooit geschreven zijn. 
 
En ten slotte Sandra. Waar te beginnen? Dank voor je liefde, je geduld, je 
relativatie, je luisterend oor, je schouder om op uit te huilen, je 
onvoorwaardelijke steun, en dat veilige thuis waar ik iedere dag weer naar 
terug kon keren, in de wetenschap dat ik met jou aan mijn zijde de hele 
wereld aan kan. 
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 Donders Graduate School for Cognitive Neuroscience 
 
For a successful research Institute, it is vital to train the next generation of 
young scientists. To achieve this goal, the Donders Institute for Brain, 
Cognition and Behaviour established the Donders Graduate School for 
Cognitive Neuroscience (DGCN), which was officially recognised as a 
national graduate school in 2009. The Graduate School covers training at 
both Master’s and PhD level and provides an excellent educational context 
fully aligned with the research programme of the Donders Institute.  
 
The school successfully attracts highly talented national and international 
students in biology, physics, psycholinguistics, psychology, behavioral 
science, medicine and related disciplines. Selective admission and 
assessment centers guarantee the enrolment of the best and most 
motivated students. 
 
The DGCN tracks the career of PhD graduates carefully. More than 50% of 
PhD alumni show a continuation in academia with postdoc positions at top 
institutes worldwide, e.g. Stanford University, University of Oxford, 
University of Cambridge, UCL London, MPI Leipzig, Hanyang University in 
South Korea, NTNU Norway, University of Illinois, North Western University, 
Northeastern University in Boston, ETH Zürich, University of Vienna etc.. 
Positions outside academia spread among the following sectors: specialists 
in a medical environment, mainly in genetics, geriatrics, psychiatry and 
neurology. Specialists in a psychological environment, e.g. as specialist in 
neuropsychology, psychological diagnostics or therapy. Positions in higher 
education as coordinators or lecturers. A smaller percentage enters 
business as research consultants, analysts or head of research and 
development. Fewer graduates stay in a research environment as lab 
coordinators, technical support or policy advisors. Upcoming possibilities 
are positions in the IT sector and management position in pharmaceutical 
industry. In general, the PhDs graduates almost invariably continue with 
high-quality positions that play an important role in our knowledge 
economy. 
 
For more information on the DGCN as well as past and upcoming defenses 
please visit: http://www.ru.nl/donders/graduate-school/phd/  
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