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Spectral Asymptotics for Toeplitz Matrices Having Certain
Piecewise Continuous Symbols
Richard A. Libby
Abstract
The limiting behavior of the eigenvalues of the Toeplitz matrices Tn[σ] = (σˆ(i− j)),
where 0 ≤ i, j ≤ n, as n→ ∞, is investigated in the case of complex valued functions
σ defined on the unit circle T and having exactly one point of discontinuity. It is
found that if σ(z) = (−z)βτ(z), β not an integer and τ satisfying certain smoothness
conditions, then detTn[σ] = G[τ ]
n+1n−β
2
E[τ, β](1 + o(1)) as n → ∞, where G[τ ]
denotes the geometric mean of τ and E is a constant independent of n. A value for E
is found in terms of the Fourier coefficients of τ and an analytic function of β. These
results were known previously in the case that ℜβ, the real part of β, was sufficiently
small. A corollary of this result is a determination of the limiting set and limiting
distributions for the eigenvalues of Tn[σ].
1 Introduction
A classical result of Szego¨ describes the limiting behavior of the eigenvalues for the Toeplitz
matrices Tn[σ] = (σˆ(i − j)), 0 ≤ i, j ≤ n, for bounded, measurable, real valued functions
σ defined on the unit circle T as n → ∞. Here σˆ(k) denotes the kth Fourier coefficient
of σ. Let m denote Lebesgue measure on T normalized so that m(T) = 1. Define µσ as
the measure given by µσ(A) = m(σ
−1(A)) for measurable sets A. Let µn,σ denote the
discrete measure assigning to each point λ in the spectrum of Tn[σ] measure
1
n+1 times the
multiplicity of λ. Szego¨’s well known result is that the measure µn,σ tends weakly to µσ as
n→∞; i.e., for any continuous function F ,
lim
n→∞
1
n+ 1
n∑
i=0
F (λi,n) =
1
2π
∫ 2π
0
F (σ(eiθ))dθ, (1)
where λ0,n, . . . , λn,n are the eigenvalues of Tn[σ], counted according to multiplicity. For
general σ : T → C such that (1) holds, the eigenvalues of Tn[σ] are said to be canonically
distributed (see [W2]).
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For the moment, consider also the limiting set of the eigenvalues of Tn[σ], namely the set
of limit points of sequences having the form {λij ,nj : j = 1, 2, 3, . . . , j < k ⇒ nj < nk}. If
σ is continuous, bounded, and real valued, then from an application of the finite section
method, as developed by Bo¨ttcher and Slibermann ([B-S,1]), and a theorem of Hartman
and Wintner ([Dou], pp. 179-183), one finds that the limiting set of the eigenvalues is equal
to the range of σ.
These results need not hold for σ complex-valued. A trivial example is provided by the
function σ(z) = z, for which the finite Toeplitz matrices are strictly lower triangular.
The measures µn,σ equal the Dirac measure at {0} and clearly do not converge in any
meaningful way to µσ, which in this case is just our normalized Lebesgue measure m.
Canonical distribution has been shown to fail in general for Laurent polynomials ([S-S])
and for rational functions with poles off T ([D]). The limiting sets, too, behave differently
from the real valued case. Canonical distribution is known to hold for certain classes
of symbols σ that have (among other features) the property that σ cannot be extended
analytically to any open annulus either containing T or having T as a component of its
boundary. It is an outstanding conjecture of Widom that this last condition is sufficient
for canonical distribution to hold (see [W2]).
In order to obtain information concerning the eigenvalue distributions of these matrices,
one begins with the asymptotic nature of their determinants Dn[σ] = detTn[σ]. Note that
if σ is positive and bounded away from 0 and if (1) holds, then from the case F (x) = log(x)
one obtains
lim
n→∞
1
n+ 1
logDn[σ] = logG[σ], (2)
where as before, G[σ] denotes the geometric mean of σ, namely
G[σ] = exp
(
1
2π
∫ 2π
0
| log σ(θ)|dθ
)
.
Under certain conditions on σ, a technique due to Widom allows one to obtain (1) for
general F from the special case (2). Much research beginning with Szego¨’s original work
has been devoted to proving results similar to (2) for other classes of functions, and the
theory of Toeplitz determinants has also been extended to cases where σ itself is matrix
valued. The oldest of these results considers the cases where σ is sufficiently smooth, real
valued, and has no zeroes. In 1952 Szego¨ ([S2]) showed that if σ′ satisfies an appropriate
Lipschitz condition, then
Dn[σ] =G[σ]
n+1E[σ] (1 + o(1)) ,
where
E[σ] = exp
(
∞∑
k=1
k · l̂og σ(k)l̂og σ(−k)
)
.
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This result does not hold if σ has zeroes or discontinuities, the case under present consider-
ation. Relevant in this case is a conjecture of Fischer and Hartwig ([F-H]), who considered
functions with a finite number of zeroes and discontinuities. These functions can be written
as
σ(eiθ) = τ(eiθ)
R∏
r=1
(2− 2 cos(θ − θr))
αr eiβr(θ−θr),
where βr is not an integer for any r and τ is a sufficiently smooth non-vanishing function
with winding number zero. By considering special cases whereDn[σ] is explicitly calculable,
they conjectured that
Dn[σ] = G[τ ]
n+1n
∑
(α2r−β
2
r )E[τ, α1, . . . , αR, β1, . . . , βR] (1 + o(1)) ,
where E does not depend on σ. Research of this conjecture includes the work of Widom
[W1], Basor [Bas], Bo¨ttcher and Silbermann [B-S,3], and others, providing verification
of the conjecture in several cases. In 1973 Widom proved the conjecture in the case that
βr = 0 for all r, τ is continuously differentiable and of winding number zero, and τ
′ satisfies
a Lipschitz condition with positive exponent. A value for E was also obtained. He also
found a proof in the case R = 1, |ℜα| < 12 , |ℜβ| <
1
2 , without specifying the value for
E. In 1979 Basor verified the conjecture in the case αr = 0 for all r, |ℜβ| <
1
2 for all r,
obtaining an expression for E as well. In the 1980’s Bo¨ttcher and Silbermann verified the
conjecture for other cases, for example, when αr is real, |αr| <
1
2 , |βr| <
1
2 , and αrβr = 0
for all r. In these cases E was expressed as E[τ ] per Szego¨’s definition, multiplied by an
explicit analytic function of the αr’s and βr’s.
The present work examines the conjecture in the case R = 1 and α1 = 0. The significance
of this case lies in the fact that the winding number of σ will not be assumed to be bounded.
The main result obtained is that if β is not an integer and
σ(eiθ) = τ(eiθ)eiβ(θ−θ1) (3)
where τ is C∞ and non-vanishing of winding number zero, then
Dn[σ] = G[τ ]
n+1n−β
2
G(1 + β)G(1 − β)e−inβθ1E[τ ] (1 + o(1)) . (4)
Here G[τ ] again denotes the geometric mean; G(·) denotes the Barnes G-function ([Bar], a
formula for G is given below) and E[τ ] again uses Szego¨’s definition. From this result one
finds that the eigenvalues of the matrices Tn[σ] are canonically distributed as n→∞ and
that the limiting set of the eigenvalues is the closure of the range of σ.
The main idea behind the proof is as follows. We start with Widom’s result for the case
|ℜβ| < 12 in which he constructs a pair of operator equations via Wiener-Hopf factorization,
which allows us to describe the asymptotic behavior of certain elements of the inverse
matrices Tn[σ]
−1 as n→∞. This information yields the desired asymptotic formula of the
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main result, by way of Jacobi’s generalization of Cramer’s rule. This technique allows us
to determine the general nature of the asymptotic formula for almost all β. An application
of the Poisson-Jensen formula and careful estimates for the behavior of the determinants
as β approaches the remaining set of measure zero show that the asymptotic formula holds
there as well. The product of the Barnes G-function and E[τ ] in (4) is the same as is
found by Basor and by Bo¨ttcher and Silbermann, via use of Vitali’s convergence theorem,
making the extension of Widom’s result minus the restriction on β complete. Much of the
machinery for this result was developed in the author’s Ph.D. thesis to prove the result
when |ℜβ| < 52 ; the goal of the present work is to remove this last restriction.
2 Solutions to Finite Toeplitz Systems
2.1 Preliminaries
For complex valued β we set zβ = exp (β log |z|+ i arg(z)) where arg takes its values in
the interval [−π, π). In the expression (3) we will assume without loss of generality that
θ1 = π so that we may write
σ(z) = (−z)βτ(z). (5)
The minus sign in this expression simplifies many of the expressions which follow.
Definition 1. Let Cβ denote the class of functions σ : T→ C of the form σ(z) = (−z)
βτ(z),
where τ satisfies the following conditions:
i) τ is continuous on T,
ii) 0 /∈ range(τ),
iii) ∆0≤θ≤2π arg
(
τ(eiθ)
)
= 0,
iv) τ is C∞ away from θ = 0 and the left and right hand limits
lim
θ→0+
dk
dθk
τ(eiθ) lim
θ→2π−
dk
dθk
τ(eiθ)
exist for all k > 0.
Let |ℜβ| < 12 and suppose σ ∈ Cβ. It is known ([W1] and [Bas]) that
Dn[σ] =G[τ ]
n+1n−β
2
E[τ, β] (1 + o(1)) (6)
where G[τ ] is the geometric mean and
E[τ, β] = G(1 + β)G(1 − β)E[τ ],
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where
E[τ ] = exp
(
1
2π
∞∑
k=1
k · l̂og τ(k)l̂og τ(−k)
)
and G(·) denotes the Barnes G-function ([Bar])
G(z + 1) = (2π)z/2e−[z
2(γ+1)+z]/2
∞∏
n=1
[(
1 +
z
n
)n
ez
2/(2n)−z
]
,
γ being Euler’s constant. The Barnes G-function is perhaps best understood in terms of
its functional equation G(z + 1) = Γ(z)G(z) and its value G(1) = 1.
We make use of the following facts ([B-S,1], pp. 26-39). Let PC denote the algebra of
all bounded, measurable, complex valued functions σ on T that are continuous except for
finitely many points, such that the right and left hand limits of σ exist at these points of
discontinuity. For σ ∈ PC let Rσ denote the continuous curve obtained by adjoining to
the range of σ the straight line segments connecting the right and left hand limits of each
discontinuity of σ. Let w(Rσ) denote the winding number of Rσ about the origin ([Ahl],
pp. 114-117), provided it exists. LetH2(T) ⊂ L2(T) denote the Hardy space of square inte-
grable functions on T whose negative Fourier coefficients vanish; define for any σ ∈ L∞(T),
the Toeplitz operator with symbol σ on H2(T), as T [σ] = PM [σ], where M [σ] denotes mul-
tiplication by σ and P is the standard projection of L2(T) onto H2(T). Let Pn denote the
projection of H2(T) onto the subspace spanned by the functions {1, eiθ , . . . , einθ}. With
respect to this basis, the operator PnM [σ]Pn has matrix representation Tn[σ]. Taking a
minor liberty with operator and matrix notation we can examine the nature of any conver-
gence of operators Tn[σ] → T [σ] by imagining the matrices Tn[σ] growing without bound
to a semi-infinite matrix representing T [σ].
Theorem 1. For any σ ∈ PC, T [σ] is a Fredholm operator if and only if w(Rσ) exists, in
which case the index of T [σ] is equal to −w(Rσ).
Theorem 2 (Coburn). For any σ ∈ L∞(T) not identically zero, either T [σ] or T [σ¯] has
trivial kernel.
Here σ¯ denotes the complex conjugate of σ.
By imposing the restriction |ℜβ| < 12 it easily follows from these two theorems that σ ∈ Cβ
implies T [σ] is invertible on H2(T). From an application of the finite section method, it
follows that Tn[σ] is invertible for n sufficiently large (the main focus of this method being
the suitability of PnT [σ]
−1Pn as an approximate inverse for Tn[σ]; see [B-S,1], ch. 3). For
what follows we will assume n to be thus sufficiently large.
For p ≤ n letX denote the p×pmatrix with (i, j) entry xi,j equal to the (n−p+i+1, j) entry
of Tn[σ]
−1. Jacobi’s theorem concerning minors of inverse matrices (extending Cramer’s
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rule, see [Gan], p. 20) implies that
detX =
(−1)(n+1)p det T˜
Dn[σ]
where T˜ is the matrix obtained from Tn[σ] by deleting the last p columns and the first p
rows. An easy inspection of these matrices shows that
T˜ = Tn−p[z
−pσ] = (−1)−(n−p+1)pTn−p[(−z)
−pσ],
so that
Dn−p[(−z)
−pσ] = (−1)p detX ·Dn[σ]. (7)
It follows that if a first order asymptotic expression for detX is found, then a first order
asymptotic expansion is obtainable for the determinants of related Toeplitz matrices with
symbols not subject to the restriction |ℜβ| < 12 . To this end, since X is a submatrix
of Tn[σ]
−1, we determine the entries of X by investigating the solution to finite Toeplitz
systems of equations.
2.2 Wiener-Hopf Factorization
For a starting point it will be most convenient to consider Tn[σ] as acting on the space of
polynomials in the variable z of degree at most n. The equation
Tn[σ]p = q (8)
will be taken to mean that
qˆ(i) =
n∑
j=0
σˆ(i− j)pˆ(j)
where
p(z) =
n∑
i=0
pˆ(i)zi q(z) =
n∑
i=0
qˆ(i)zi.
Setting qi(z) = z
i and Tn[σ]pi = qi it follows that the (i, j) entry in the matrix Tn[σ]
−1 is
given by p̂j(i). We obtain from these definitions and that of X that
xi,j = pˆ(n− p+ 1 + 1). (9)
Equation (9) and the condition on σ yield the equation
σp = q + φ+ znψ (10)
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where φ ∈ zH1 and ψ ∈ zH1. (Here Hs = {f ∈ Ls(T) : n < 0 ⇒ fˆ(n) = 0}, 1 ≤ s ≤ ∞;
the variable z takes values in T.) The solution of (10) proceeds by means of the Wiener-
Hopf factorization of σ and the introduction of certain projection operators. The notation
f ∼
∑∞
i=−∞ fˆ(i)z
i will be used to denote the representation of a function by its Fourier
series.
For g ∈ L2(T) define
P+g(z) =
∞∑
i=0
gˆ(i)zi
P−g(z) =
0∑
i=−∞
gˆ(i)zi
P+g(z) = g(z) − P
−g(z)
P−g(z) = g(z) − P
+g(z)
g˜(z) = −i (P+g(z) − P−g(z))
The operator P+ is the standard orthogonal projection of L2[T] onto H2[T]. P− is the
projection onto H2[T]. The two operators P+ and P− are a simple way of excluding zero
from sums defining P+ and P−, respectively. If g satisfies an additional Lipschitz condition
with exponent greater than zero, then it follows that log g and ˜log g are continuous ([Z],
theorem III.13.27).
Set
g± = exp
(
1
2
(
log g ± i˜log g)) ,
so that g = g−g+, the Wiener-Hopf factorization of g. The function g+ (respectively,
g−) extends analytically and is nonzero inside (respectively, outside) the unit circle of the
complex plane. Taking the Wiener-Hopf factorization of the function τ from equation (5)
we define
σ+(z) = (1− z)
βτ+(z)
σ−(z) = (1− z
−1)−βτ−(z)
so that σ = σ−σ+ and the function σ+ (respectively, σ−) also extends analytically and is
nonzero inside (respectively, outside) the unit circle. Equation (10) may now be written as
a pair of equations
σ+p =
q
σ−
+
φ
σ−
+
znψ
σ−
z−nσ−p =
q
znσ+
+
φ
znσ+
+
ψ
σ+
.
(11)
The condition |ℜβ| < 12 implies that φ ∈ zH
2, ψ ∈ zH2, σ±1+ ∈ H
2, and σ±1− ∈ H
2. As p
is a polynomial of finite degree, σ+p ∈ H
2 and z−1σ−p ∈ H2. We apply the operators P−
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and P+ to these equations, obtaining
0 = P−
(
q
σ−
)
+
φ
σ−
+ P−
(
znψ
σ−
)
0 = P+
(
q
znσ+
)
+ P+
(
φ
znσ+
)
+
ψ
σ+
.
Let u(z) = σ−(z)σ+(z) and let v(z) = 1/u(z). Setting z = e
iθ we have u(z) = (2−2 cos θ)−β τ−(θ)τ+(θ) .
Define operators U and V by
U(g) = P+(z
−nug)
V (g) = P−(z
nvg).
Our pair of equations can now be written as a matrix equation:
[
I V
U I
] [ φ
σ
−
ψ
σ+
]
=
 −P− ( qσ−)
−P+
(
q
znσ+
) .
Multiplying on the left by the matrix
[
I −V
−U I
]
yields
[
I − V U O
O I − UV
][ φ
σ
−
ψ
σ+
]
=
−P− (znvP− ( qznσ+))
−P+
(
z−nuP+
(
q
σ
−
)) .
This last equation has a solution if the matrix on the left is invertible, which in turn yields
a solution of (10) for p. As it happens, we need only consider the invertibility of I − V U ,
namely the solution of the equation
(I − V U)
(
φ
σ−
)
= −P−
(
znvP−
(
q
znσ+
))
. (12)
In keeping with our identification of L2 functions with their Fourier series, the above equa-
tion can be interpreted as a semi-infinite matrix equation on the space of series indexed
by the negative integers. The operator V U has the matrix representation with (i, j) en-
try
(V U)i,j =
∞∑
k=1
uˆ(k + n− j)vˆ(i− n− k), (13)
the convergence of the series depending on the restriction |ℜβ| < 12 .
The estimation of detX is obtained from this information in two steps. The first step
consists of finding a complete asymptotic expansion for the entries xi,j of X as n → ∞.
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The second step is the use of this expansion to find a first order expression for detX. To
achieve step one we first approximate V U by an integral operator acting on a particular
function space, the approximation being in the context of finding an estimate for (12)
and relying on a simple identification of a sequence of complex numbers with a function
on the real line that is constant between consecutive integers. Under this identification a
matrix acting on sequences behaves like an integral operator with kernel consisting of a
function in the plane which is constant on squares with unit length edges and integer-valued
coordinate vertices. The operator I − V U is first approximated by an operator with more
easily obtainable asymptotic information, and the approximation is then improved using
a Neumann expansion and the Euler-Maclaurin summation formula. By keeping track of
pertinent details of the resulting asymptotic expansions of the entries of X a relatively
straightforward attack on detX is possible, yielding a solution for step two.
3 Invertibility of I − V U
We start with a consideration of the asymptotics for the entries in the matrix V U .
Lemma 1. As n→∞ we have
i) uˆ(n) ∼
∑∞
m=0 cmn
−1+2β−m
ii) vˆ(−n) ∼
∑∞
m=0 c
′
mn
−1−2β−m
These expansions follow directly from Erde´lyi’s method of integration by parts (see, for
example, [B-H], pp. 89-91).
Definition 2. For x ∈ R let {x} denote the smallest integer greater than or equal to x,
called the ceiling of x.
Let M : R2 → C be given by
M(x, y) = V U{−x},{−y}. (14)
We formally define the integral operator
Mf(x) =
∫ ∞
0
M(x, y)dy.
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Lemma 2. As n→∞ and for any δ > 0 we have
M(x, y) = c0c
′
0
∫ ∞
0
(n+ {x}+ z)−1−2β(n+ {y}+ z)−1+2βdz
+ o
(
(n+ {x})−
1
2
−β−δ(n+ {y})−
1
2
+β−δ
)
.
Proof. Apply Lemma 1, (14), and the Euler-Maclaurin summation formula ([W-W], pp.
127-128; the calculation is carried out in full in [L], pp. 17-18).
Definition 3. We make use of the following function spaces and their norms:
i) L2,β(0,∞) = {f(x) : (1 + x)−βf(x) ∈ L2(0,∞)}
‖f(x)‖2,β = ‖(1 + x)
−βf(x)‖2
ii) L2,β,n(0,∞) = {f(x) : f(nx) ∈ L2,β(0,∞)}
‖f(x)‖2,β,n = ‖f(nx)‖2,β
L2,β and L2,β,n with the given norms are easily shown to be Banach spaces.
Definition 4. Let
K(x, y) = c0c
′
0
∫ ∞
0
(n + x+ z)−1−2β(n+ y + z)−1+2βdz.
We define the following operators on L2,−β,n(0,∞):
Kf(x) =
∫ ∞
0
K(x, y)f(y)dy
Kef(x) =
∫ ∞
0
[M(x, y)−K(x, y)]f(y)dy.
Lemma 3. I −K is a bounded invertible operator on L2,−β,n(0,∞). The norm of I −K
does not depend on n.
Proof. Let K˜ = AKA−1, where
Ag(x) = e(
1
2
+β)xg (n(ex − 1)) .
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Direct calculation shows that
K˜f(x) =
∫ ∞
0
k(x− y)f(y)dy,
where
k(x) = c0c
′
0e
( 12+β)x
∫ ∞
0
(z + 1)−1+2β(z + ex)−1−2βdz.
Calculation also shows that A is a norm-preserving linear isomorphism of L2,−β,n onto
L2, and that K˜ is a Wiener-Hopf operator (namely, an operator of the form W[σ]f =
F−1P (σFf), where F denotes the Fourier transform; see [W3], p. 111) with symbol given
by the Fourier transform of k:
kˆ(ξ) = c0c
′
0
π2 csc
(
π
(
1
2 − β + iξ
))
csc
(
π
(
1
2 − β − iξ
))
Γ(1 + 2β)Γ(1 − 2β)
.
The values of the constants c0 and c
′
0 are useful at this point, being obtained from an
integration by parts in each case:
c0 =
Γ(1− 2β) sinπβ
π
·
τ−(1)
τ+(1)
c′0 =
Γ(1 + 2β) sinπβ
π
·
τ+(1)
τ−(1)
These formulas yield
kˆ(ξ) = −
sin2 πβ
cosh2 πξ − sin2 πβ
.
Since |ℜβ| < 12 it follows that ‖K˜‖2 ≤ ‖kˆ(ξ)‖∞ < ∞, implying that K˜ is a bounded
operator. Also, the curve {1 − kˆ(ξ) : ξ ∈ R} never vanishes and has winding number zero
about the origin. These facts imply that the operator I− K˜ is invertible on L2(0,∞) and
consequently that the operator I−K is invertible on L2,−β,n (see [G-F], p. 41).
Finally, the norm of I−K is seen to be independent of n since A is norm-preserving and
the norm of K˜ is independent of n.
Lemma 4. ‖Ke‖2,−β,n = o(n
−δ).
Proof. The kernel Ke(x, y) = o
(
(n+ x)−
1
2
−β−δ(n+ y)−
1
2
+β−δ
)
, from the definition and
from Lemma 2. The Schwarz inequality for the spaces L2,β,n is given by
‖fg‖1 ≤ ‖f‖2,β,n‖g‖2,−β,n,
11
hence
‖Kef(x)‖2,−β,n = ‖(1 + x)
βKef(nx)‖2
≤
∫ ∞
0
(1 + x)β(n+ nx)−
1
2
−β−δdx · n
1
2
+β−δ · ‖f‖2,−β,n
= c′n−2δ‖f‖2,−β,n.
Proposition 1. I−M is invertible on L2,−β,n for n sufficiently large.
Proof. I−M = I−K−Ke. Apply Lemmas 3 and 4 and the fact that the set of invertible
operators is open.
The conclusion to be drawn from Proposition 1 is that for n sufficiently large, the operator
I − V U is invertible on the space of sequences l2,−β,n(Z+) obtained from L2,−β,n(0,∞)
by considering the subspace of functions constant on open intervals between successive
integers.
4 Asymptotics of a Section of Tn[σ]
−1
We state first an important step towards the desired result of this section.
Proposition 2. detX = (−1)pG[τ ]−pn−p
2+2βpc (1 + o(1)), where c is a constant.
The proof of this identity is divided into three parts. The first part is a factorization,
essentially due to Widom, for which the evaluation of the determinants of the individual
terms is facilitated.
Lemma 5. X = −Tp−1[1/σ−]Y Tp−1[1/σ−], where Y is the p× p matrix with (i, j) entry
yi,j =
(
z−nu(I − V U)−1zj
)ˆ
(−i). (15)
Proof. Recall X has (i, j) entry
xi,j = p̂j(n− p+ i+ 1)
=
p−1∑
k=1
σ̂−1− (i− k)σ̂−pj(n− p+ k + 1)
12
since σ−1− ∈H
2. From (11) we obtain
z−nσ−pi = z
i−nσ−1+ + z
−nu
φ
σ−
+
ψ
σ+
.
Now
φ
σ−
= −(I − V U)−1
(
P+
(
zi
σ−
))
−
zi
σ−
so that
z−nσ−pi = −z
−nu(I − V U)−1
(
P+
(
zi
σ−
))
,
as ψσ+ ∈ zH
1. Putting the above identities together yields the desired matrix identity. An
auxiliary fact is the
Corollary. detX = (−1)pG[τ ]−p detY .
Using the identity (I − V U)−1 = I + (I − V U)−1V U we write
yi,j = uˆ(n− i− j) +
∞∑
k=0
uˆ(n− i+ k)
[
(I − V U)−1V Uzj
]ˆ
(−k). (16)
The second part of the proof of Proposition 2 establishes the following asymptotic expan-
sion.
Lemma 6. yi,j ∼
∑∞
k=0 pk(i, j)n
−1+2β−k, where pk is a polynomial of degree k.
Proof. We use the Euler-Maclaurin summation formula to obtain terms in the asymptotic
expansion of yi,j. As in the previous section we utilize an approximation of V U by an
operator with smooth kernel. As it happens, the particular operator used previously is not
suitable for obtaining a complete asymptotic expansion. We alter the given operators as
follows. Define complex-valued functions ζ1(x) for 0 ≤ x < ∞ and ζ2(x) for −∞ < x ≤ 0
by the formulas
ζ1(x) =
M∑
m=0
cmx
−1+2β−m
ζ2(−x) =
M∑
m=0
c′mx
−1−2β−m
for x ≥ 0, where the constants cm and c
′
m are defined previously by Lemma 1 and M is
as large as we like (for any fixed value of β, we require only finitely many terms in any of
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these expansions, the number growing larger as the modulus of β increases). From these
definitions and Lemma 1 we immediately conclude that
uˆ(n)− ζ1(n) = o(n
−1+2β−M ) vˆ(−n)− ζ2(−n) = o(n
−1−2β−M )
and that
(V U)i,j =
∞∑
k=1
ζ1(n− j + k)ζ2(−n+ i− k) + o(n
−1−M ).
Let
W (x, y) =
∞∑
k=1
ζ1(n+ {y}+ k)ζ2(n− {x} − k)
and let W denote the integral operator on L2,−β,n(0,∞) with kernel W (x, y). Letting o
notation here be in the context of operator norm, it follows that M = W + o(n−M ) and
hence by Proposition 1 that I −W is invertible on L2,−β,n(0,∞) and that (I −M)−1 =
(I−W)−1 + o(n−M ). Replacing our old definitions of K and Ke we write
K(x, y) =
∫ ∞
0
ζ1(n+ y + z)ζ2(−n− x− z)dz
Ke(x, y) =W (x, y)−K(x, y)
gk = K(x,−k)
gk,e = Ke(x,−k)
and let K and Ke denote the integral operators on L
2,−β,n(0,∞) with kernels K(x, y) and
Ke(x, y), respectively. We obtain
(I−M)−1Mzk = (I−K−Ke)
−1(gk + gk,e) + o(n
−M ),
where again, o(n−M ) refers to a function with this norm on L2,−β,n(0,∞). K is just
a perturbation of our previous operator of this name; it is easy to show that I − K is
invertible for n sufficiently large and that the norm of the new K is the same as the old,
up to a term of norm o(1). The operator Ke, too, behaves like its previous version; in
particular we have ‖Ke‖ = o(n
−1) as n→∞. We therefore obtain a Neumann expansion
for the inverse:
(I−K−Ke)
−1 = (I −K)−1
∞∑
i=0
[
Ke(I−K)
−1
]i
.
Applying Euler-Maclaurin summation to each term in this series, we obtain an expansion
(I −K−Ke)
−1(gk + gk,e)(x) ∼
∞∑
i=0
(n− k)−1−ihi
(
j + k
n− j
)
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where the functions hi do not depend on n or k. Using Euler-Maclaurin summation on the
expansion
∞∑
k=0
uˆ(n − i+ k)
∞∑
l=0
(n− j)−1−lhl
(
j + k
n− j
)
,
Lemma 1 and the binomial theorem applied to uˆ(n− i− j), counting carefully the resulting
powers of the i and j terms, yield the desired result.
The third part of the proof of Proposition 1 now uses the above information to compute
the desired determinant.
Lemma 7. detY = cn−p
2+2βp (1 + o(1)), where c is a constant.
Proof. Given the expansion
yi,j =
M∑
k=0
pk(i, j)n
−1+2β−k + o(n−1+2β−M ),
we compute the determinant of Y directly. For the computation that follows we shall use
for the sake of convenience the definition 00 = 1. We have
detY =
M∑
k0=0
· · ·
M∑
kp−1=0
det
[
(pki(i, j))0≤i,j<p
]
n−p+2βp−k0−···−kp−1 .
Writing the polynomials in the above expression as sums of monomials and expanding the
determinant we obtain a sum of terms of the form
cdet
[(
ik1,j jk2,j
)
0≤i,j<p
]
n−p+2βp−k0−···−kp−1
where k1,i + k2,i ≤ ki. This last expression equals
c
p−1∏
i=0
ik1,i det
[(
jk2,i
)
0≤i,j<p
]
n−p+2βp−k0−···−kp−1 .
In collecting these terms to obtain an expression for detY one finds considerable algebraic
cancellation. Note that if k2,i1 = k2,i2 for some 0 ≤ i1 6= i2 < p, then the determinant
of the matrix
[(
jk2,i
)
i,j
]
is zero. Furthermore, if k1,i1 = k2,i2 for 0 ≤ i1 6= i2 < p, then
the collection of terms constituting detY will contain two terms corresponding to the
permutations of the set {i1, i2}; these terms cancel each other as they differ by a factor
of (−1). From these observations we conclude that nonzero contributions to a first order
asymptotic expansion of detY arise from the case in which k1,i0 , . . . , k1,ip−1 are distinct
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and k2,i0 , . . . , k2,ip−1 are distinct. Having these two sets of distinct elements implies in turn
that
k0 + · · ·+ kp−1 ≥ k1,i0 , . . . , k1,ip−1 + k2,i0 , . . . , k2,ip−1
≥ 2
p−1∑
i=0
i = p2 − p.
The leading term in the asypototic expansion of detY is therefore of the form
cn−p+2βp−(p
2−p) = cn−p
2+2βp,
yielding detY = cn−p
2+2βp (1 + o(1)), as desired.
Proof of Proposition 1.
detX = (−1)pG[τ ]−p detY
= (−1)pG[τ ]−pcn−p
2+2βp (1 + o(1)) ,
as desired.
Having this result we may now partially extend equation (6) for values of β outside of the
region of the complex plane |ℜβ| < 12 , along the lines of the remarks following equation
(7).
5 Asymptotics of Dn[σ] and Eigenvalue Distributions
Proposition 3. For σ ∈ Cβ, |ℜβ| <
1
2 , Dn[(−z)
pσ] = G[τ ]n+1n−(p+β)
2
c (1 + o(1)) for any
integer p.
Proof. The case p = 0 is just equation (5). The case p < 0 follows from equations (5),
(7), and Proposition 2. The case p > 0 is obtained from the case p < 0 by matrix
transposition.
We have obtained our first order asymptotic expression for Dn[σ] for σ ∈ Cβ, provided
β /∈ Z + 12 . It remains to remove this last condition and to determine the value of the
constant c in the above proposition. To this end, we use the following corollary of the
Poisson-Jensen formula ([Ahl], p. 208; see also [W1], p. 358).
Lemma 8. Suppose h is an analytic function on the disk |z| ≤ 1 and satisfies there
|h(z)| ≤ |ℜz|−c for some constant c > 0. Then for each subdisk |z| ≤ ρ < 1 we have
|h(z)| ≤ A where A is a constant depending only on c and ρ.
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A proof of this lemma appears in [L]. We now come to our main results.
Theorem 3. For σ(z) = (−z)βτ(z) ∈ Cβ we have
Dn[σ] = G[τ ]
n+1n−β
2
G(1 + β)G(1 − β)E[τ ] (1 + o(1)) ,
where
E[τ ] = exp
(
∞∑
k=1
k · ̂log τ(k)̂log τ(−k)) ,
as n→∞.
Proof. The proof of this theorem is in several steps. We first determine the behavior of
the coefficients yi,j as |ℜβ| <
1
2 , |ℜβ| →
1
2 . The idea, with Lemma 8 in mind, is to show
that the formula for yi,j at most blows up only polynomially at the boundary |ℜβ| =
1
2 .
In [L], pp. 49-53, the estimate |yi,j| ≤ d
−M1
β n
−1+2ℜβ is obtained from equation (16), where
dβ = min{
1
2 −ℜβ,
1
2 + ℜβ} and M1 is a constant. From this result one demonstrates that
detY itself at most blows up only polynomially at |ℜβ| = 12 , the formula being
|detY | ≤ cd−M2β n
−p2+2ℜβp, (17)
where c is a constant depending on τ , Y is p × p, and M2 is a constant. The means by
which these results are obtained are as follows. In [L] it is shown that p2 − p+ 1 terms of
the asymptotic series for the coefficients yi,j are required to obtain the first order term for
detY , due to the large number of cancelling terms, along the lines of the proof of Lemma
7. Writing yi,j = wi,j + ǫi,j, where
wi,j =
p2−p∑
k=0
pk(i, j)n
−1+2β−k
denotes the first p2 − p+ 1 terms in the expansion of yi,j, we consider the expansion
detY = det
[
(wi,j)0≤i,j<p + (ǫi,j)0≤i,j<p
]
= det
[
(wi,j)0≤i,j<p
]
+ ǫ
where ǫ denotes the error obtained by the multilinear expansion of the determinant. This
expansion gives the exponent of n of equation (17); the polynomial growth of dβ arises
from the polynomial growth of the corresponding term in yi,j and from the fact that the
coefficients of the polynomials pk(i, j) are also polynomially bounded; see [L], Lemma 5.6.
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We now make use of the estimate |Dn[(−z)
βτ ]|nβ
2
≤ cd−3β , essentially done in [W1], §XIII,
the details of which are found in [L], Lemma 5.7. In combination with the previous result,
we obtain the estimate
|Dn[(−z)
βτ ]|nβ
2
≤ cd−M3β ,
where we now take dβ = dist(β,Z +
1
2) and M3 is a constant. Applying Lemma 8 we
conclude that
Dn[(−z)
βτ ]n−β
2
= O(1)
uniformly on compact subsets of the complex plane. It follows that
Dn[σ] = G[τ ]
n+1n−β
2
c (1 + o(1))
where c depends on τ and β. If |ℜβ| < 12 then a result due to Basor [Bas] and Bo¨ttcher
[Bo¨t] states that
c = G(1 + β)G(1 − β)E[τ ]
Since the foregoing results demonstrate that, for fixed τ but variable β, Dn[σ] is an analytic
function of β, Vitali’s convergence theorem ([Tit], p. 168) implies that the formula for c
holds for all β, proving Theorem 3.
Theorem 4. If β /∈ Z then the eigenvalues of Tn[σ] are canonically distributed as n→∞.
Moreover, the limiting set L of the eigenvalues of Tn[σ] equals the closure of the range of
σ.
Proof. We have
lim
n→∞
1
n+ 1
log |Dn[σ − λ]| = logG [|σ − λ|] ,
which holds in the sense of measure for λ ∈ C, as the constant term c of Theorem 3 is
nonzero. By a result of Widom ([W2], Lemma 5.1), this fact implies canonical distribu-
tion of the eigenvalues. Now let {λ0,n, . . . , λn,n} denote the eigenvalues of Tn[σ], counted
according to multiplicity. Let λ be a point in the closure of the range of σ and for ǫ > 0
let Fǫ be a continuous function, positive near λ and zero outside the open disk of radius
ǫ centered at λ. We have
∫
(Fǫ ◦ σ)dθ > 0; by the above discussion it follows that for any
n sufficiently large, there is an in such that dist(λin , λ) < ǫ. Thus λ is a limit point of
a sequence of eigenvalues and therefore is in L. L therefore contains the closure of the
range of σ. For the reverse inclusion, suppose λ is not in the closure of the range of σ.
By Theorem 3, Dn[σ − λ] is bounded away from zero for n sufficiently large and it easily
follows that the estimate holds uniformly for any λ˜ in a small neighborhood of λ. It follows
that no infinite sequence {λik ,nk}
∞
k=0 tends to λ, so λ /∈ L.
Corollary 1. For any ǫ > 0 the number of eigenvalues λi,n within ǫ distance of a given
point in the range of σ is O(n).
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Corollary 2. For any ǫ > 0 there is a number N such that the eigenvalues of Tn[σ] are
within ǫ distance of the range of σ whenever n > N .
Proof. Suppose not, i.e., that there exists a sequence {λik ,nk}
∞
k=0, with n0 < n1 < · · · ,
outside the set of points within ǫ distance of the range of σ. As the eigenvalues of Tn[σ] are
uniformly bounded in absolute value by the (finite) operator norm of T [σ] on H2, it follows
that {λik,nk}
∞
k=0 has a subsequence which converges to a value λ, which by construction is
not in the range of σ, a contradiction of Theorem 4.
We conclude by noting that the condition β /∈ Z is necessary, as the counterexample β = 1,
τ(z) = 1, σ(z) = −z, easily demonstrates.
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