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Abstract. This study assesses the feasibility of identifying self-reported sports practition-
ers (soccer players) on Facebook. The main goal is to develop a system to support mar-
keters with the decision as to which prospects to target for advertising purposes. To do so,
we benchmark several algorithms (i.e., random forest, logistic regression, adaboost, rota-
tion forest, neural networks, and kernel factory) using five times twofold cross-validation.
To evaluate performance and variable importances, we build a fusion model, which com-
bines the results of the other algorithms using the weighted average. This technique is
also referred to as information-fusion sensitivity analysis. The results reveal that Facebook
data provide a viable basis to come up with sports predictions as the predictive perfor-
mance ranges from 72.01% to 80.43% for area under the receiver operating characteristic
curve (AUC), from 81.96% to 83.95% for accuracy, and from 2.41 to 3.06 for top-decile lift.
Our benchmark study indicates that stochastic adaboost, the fusion model, random forest,
rotation forest, and regularized logistic regression are the best-performing algorithms.
Furthermore, the results show that the most important variables are the average number
of friends that play soccer, membership of a soccer group, and the number of favorite teams. We
also assess the impact of our results on profitability by conducting a thorough sensitivity
analysis. Our analysis reveals that our approach can be beneficial for a wide range of
companies. The analysis and results in this study will assist sports brands with decisions
regarding their implementation of targeted marketing approaches.
Keywords: Facebook • sports • predictive models • social media • sensitivity analysis
1. Introduction
The sports industry is flourishing with opportunities
in sports marketing, sponsorship, and marketing. Con-
currently, competition to secure some of these oppor-
tunities has become more fierce (Belzer 2016). Hence,
to survive and sell their products, sports brands need
to adopt new ways to market their products, such as
social media marketing, and embrace targeted adver-
tising. A targeted advertising strategy implies that
sports companies identify customers who are most
likely to buy to subsequently send them advertise-
ments (Burez and Van den Poel 2007). For example,
to sell soccer gear, a viable strategy may be to iden-
tify and target soccer players. Before the existence of
social media, companies had to rely on expensive com-
mercial databases to implement targeted marketing
strategy companies (D’Haen et al. 2016). However, the
Internet and social media offer an inexpensive and
effective alternative (Ballings and Van den Poel 2015a).
In that regard, Facebook can be considered as the
most important social media channel given that (1) it
has 1.79 billion monthly active users (Facebook 2017)
and (2) it contains a large number of variables related
to customer engagement (e.g., likes and comments)
(Malthouse et al. 2013). For example, users who are
active in a soccer group on Facebook are more likely to
be interested in soccer and thusmight bemore inclined
to buy soccer gear.
Despite the fact that sports companies acknowledge
social media plays an important strategic and opera-
tional role, advertising research in the sports industry
has not yet advanced tousing socialmediadata in apre-
dictive context (Filo et al. 2015). In the sense of targeted
marketing approaches, to the best of our knowledge,
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no study has looked into whether one can accurately
predict which Facebook users are sports practitioners.
This is an important question because if the answer
is “yes” it would mean that the sports industry now
has a large amount of data and contact information of
1.79 billion consumers at its disposal, as such solving
the biggest data-sourcing problem that companies are
currently facing. Secondary questions are the follow-
ing: (1) Which variables are the driving force of these
predictions? and (2) How are these variables related
to the probability of being a sports practitioner? The
answers to these questions will pave the way for com-
panies, or Facebook, Inc.1, for that matter, to imple-
ment a targeting system efficiently and effectively. For
example, Facebook, Inc., could implement our targeted
advertising approach to provide more customized tar-
geting options to marketers.
To fill this gap in literature, this paper mines all
available data in Facebook to evaluate the feasibility of
identifying self-reported soccer practitioners (i.e., Face-
book users who may be interested in buying soccer
gear). It is important to note that we are not targeting
all soccer players who are on Facebook, but instead all
soccer players on Facebook who have self-reported to
be a soccer player. Stated differently, we are targeting
a subset of soccer players on Facebook. Our model can
be used to make predictions for all users. For exam-
ple, soccer players who did not self-report to be soccer
players and have profiles similar to self-reported soc-
cer players will receive a high predicted probability of
being soccer players. We chose soccer as our focal sport
because the soccer market is considered one of the
biggest industries in Europe, and in effect the biggest
sport, with revenues of the top 20 clubs rising up to
$6.6 billion (Deloitte 2016). To that end, our Facebook
data were collected via an application on the Facebook
page of a European soccer team. This application was
advertised several times on their Facebook page. To
increase awareness and interest, an incentive (i.e., a
signed jersey) was offered to use the application. Users
who signed in on the application were informed that
their Facebook data would be collected for academic
purposes. Only data from users who gave their autho-
rization were collected. As a consequence, our data set
contains a lot of information specifically related to soc-
cer. Next to assessing the capacity of Facebook data to
accurately predict which Facebook users play soccer,
we also contribute to the decision analysis process in
the following ways. First, we benchmark several algo-
rithms (i.e., logistic regression, neural network, rota-
tion forest, random forest, stochastic adaboost, and ker-
nel factory) to determine which algorithms work best
on this problem. Second, we use information fusion to
build a fusion model and determine which variables
are important (Sevim et al. 2014). Information fusion
is a technique that intelligently combines the results of
different algorithms (Oztekin et al. 2013). To combine
these results, information fusion takes the weighted
averages of the results of the individual prediction
models. This implies that models with a better perfor-
mance will have a higher weight in the final prediction
and variable importance score. Finally, we assess how
our results can be used in practice by decision makers
and evaluate the impact on firm profitability by con-
ducting sensitivity analysis.
The remainder of this article is organized as follows.
In Section 2 we provide an extensive literature review
and highlight our contribution. In Section 3, we explain
ourmethodology. Section 4 contains a discussion of the
results. Section 5 elaborates on the implications of our
results for decision makers. Section 6 summarizes the
main conclusions. Finally, we discuss the limitations
and avenues for future research in Section 7.
2. Literature Overview
Predicting whether or not someone is a soccer player
falls under the most commonly used segmentation
framework inmarketing calledAOI, short for activities,
opinions, and interests (Hoch 1988). To highlight our
contribution, we therefore review predictive studies in
social media about AOI that can be used for a targeted
advertising strategy. These predictive studies can be
categorized according to the social media data they use
and which activities, opinions, or interests they pre-
dict. Of all social media sites, Facebook and Twitter
are most widely adopted (Shapira et al. 2012, Tumasjan
et al. 2010). Other social media platforms that are used
for predicting AOI are Instagram (Cesario et al. 2016),
Flickr (Kisilevich et al. 2010), and Foursquare (Gao
et al. 2013). Predictions of “interests” on social media
have already been applied in several fields, such as
music (Passant and Raimond 2008), movies (Quĳano-
Sanchez et al. 2011), items (Guy et al. 2010), and online
communities (Baatarjav et al. 2008). For example,
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Table 1. Overview of Social Media Literature for Targeting
Author Data Places Music Movie Item Group Event User mobility Political preferences Sports
Berjani and Strufe (2011) Gowalla X
Chang and Sun (2011) Facebook X
Gao et al. (2013) Foursquare X
Passant and Raimond (2008) MySpace/Last.fm X
Bu et al. (2010) Last.fm X
Mesnage et al. (2011) Facebook X
Quĳano-Sanchez et al. (2011) Facebook X
Shapira et al. (2012) Facebook X
Said et al. (2011) MoviePilot X
Guy et al. (2010) Lotus X
Baatarjav et al. (2008) Facebook X
Kim and Saddik (2013) Last.fm X
Rosaci and Sarne (2014) Facebook X
Carmagnola et al. (2009) Facebook X
Kayaalp et al. (2009) Last.fm X
Zhang et al. (2013) Facebook X
Bogaert et al. (2016a) Facebook X
Cesario et al. (2015) Twitter X
Cesario et al. (2016) Instagram X
Kisilevich et al. (2010) Flickr X
Tumasjan et al. (2010) Twitter X
Golbeck and Hansen (2011) Twitter X
Our study Facebook X
Shapira et al. (2012) combine profile data with friends
data to come up with reliable movie recommenda-
tions for a certain user. Regarding “opinion” prediction
studies, several authors have tried to accurately predict
political orientation (Golbeck and Hansen 2011) and
election outcomes (Tumasjan et al. 2010) using Twitter
data. Finally, activities on social media have already
been studied in several fields of application. For exam-
ple, check-in behavior (Chang and Sun 2011), event
attendance (Bogaert et al. 2016a), and movement pat-
terns (Cesario et al. 2015) have been studied using dif-
ferent social media platforms. Table 1 provides a repre-
sentative overview of the most important AOI studies
that can be used for targeted advertising.
From Table 1, it is clear that there are no studies that
investigate how Facebook data can be used to make
accurate sports predictions. In more general terms, we
can state that no study has investigated the feasibility of
predicting someone’s hobbies. Table 1 shows that cer-
tain activities, such as places, events, and user mobil-
ity, already have been studied. However, the question
whether or not a person’s leisure activities can be pre-
dicted using social media data is, to the best of our
knowledge, not yet researched. The capacity to predict
who is more likely to practice a certain sport (or, more
in general, a hobby) opens a lot of targeted advertising
opportunities for decision makers (e.g., sport retailers
and sport brands). For example, if sports companies
want to acquire new customers, the standard approach
is to conduct market research to segment and profile
the customer base. In a later phase, the company then
tries to target these customers through Internet, TV, or
radio advertising. A problemwith this approach is that
the reach of those advertisements is often too wide,
resulting in extra costs for the company (e.g., people of
other segments click on a web advertisement for which
the company also pays per click). Another option is to
come up with a one-to-one targeting approach (Burez
and Van den Poel 2007). Whereas before companies
had to rely on expensive internal company databases
to implement such one-to-one strategies, the Internet
and, in particular, social media websites, now offer a
viable alternative (D’Haen et al. 2016). The question of
whether or not Facebook data is able to drive such a tar-
geting approach in sports or, in general, leisure activi-
ties is therefore of major importance in decision analy-
sis. It allows decision makers to answer questions such
as the following: (i) “Which customer do we need to
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target?” (ii) “Where can we find prospects with a high
likelihood of becoming a customer?” (iii) “Which cost-
effective data source can we use to drive accurate and
reliable results?” In that regard, Facebook has consid-
erable potential to be a cost-effective data source. First,
Facebook has a very large amount of data in terms of
user behavior, characteristics, and preferences (Lampe
et al. 2007). Second, Facebook is the fastest growing
social media platform with 1.79 billion monthly active
users (24% of the world population) (Facebook 2017).
In addition, Facebook is considered to be the most
effective advertising channel of all social media plat-
forms (Egan 2016).
This study builds on several areas of literature. First,
we aim to fill the gap in extant literature by assessing
the feasibility of accurately predicting which Facebook
users play soccer (we do not distinguish between pro-
fessional, semiprofessional, or nonprofessional play-
ers). In general terms, we try to assess the capacity of
Facebook to accurately predict a given user’s hobbies
and leisure activities. Given that there exists a large
number of application domains, and the predictive
potential in each domain is different, we feel that this is
a valuable contribution. This study adds a piece to the
puzzle in AOI prediction. By doing so, we contribute
to the generalizability of Facebook as a data source
for one-to-one targeting. To make these predictions, we
have gathered data via a Facebook application that we
developed for a European soccer team. Hence, we have
many soccer-related variables and soccer players in our
database. Previous research has shown that includ-
ing Facebook data contains many valuable variables
and can lead to accurate recommendations (Kalam-
pokis et al. 2013). For example, Ballings and Van den
Poel (2015a) revealed that accurate predictions can be
achieved for Facebook usage frequency using a wide
variety of user-related variables. Bogaert et al. (2016a)
went one step further and showed that the inclusion of
Facebook friends is beneficial in event prediction.
The second contribution of this study is that we
test different algorithms to determine which one has
the best predictive performance in the field of sport
predictions. In total, we benchmark six algorithms:
logistic regression (Guisan et al. 2002), neural network
(Baldi and Hornik 1989), rotation forest (Rodriguez
et al. 2006), random forest (Breiman 2001), stochastic
adaboost (Friedman 2002), and kernel factory (Ballings
and Van den Poel 2013). In addition, we also include a
fusion model, which can be seen as an ensemble of all
other prediction models (Oztekin et al. 2016).
Third, we use variable importancemeasures to deter-
mine which variables are most important. In line with
previous research on Facebook data, we can make
hypotheses about which variables will be important.
It has been shown that Facebook likes (Passant and
Raimond 2008), user characteristics and preferences
(Zhang et al. 2013, Hsu et al. 2012), and social network
variables (Zhang et al. 2013, Konstas et al. 2009) are
important. Moreover, a lot of these variables are related
to fan engagement and loyalty (Funk 1998, Yoshida
et al. 2014, Bauer et al. 2008). For example, users can
indicate their favorite team on Facebook and like pages
of sports teams. Thus, if a user has a favorite team
or a certain sport and likes a lot of pages related to
one sport, this can serve as an indicator of high sport
engagement, as such increasing the propensity of play-
ing a certain sport. Moreover, research on fan engage-
ment has shown that highly engaged customers are
more loyal and are also more likely to buy sports gear
(Bauer et al. 2008). As such, we can hypothesize that
the number of sports that a user practices and variables
related to likes (e.g., number of favorite teams, number of
sports pages liked) will be among the most important
variables.
3. Methodology
3.1. Data
To gather data from profiles of Facebook users, we
developed a Facebook application. This application has
been built for a European soccer team. To stimulate
usage of our application, we performed several actions.
First, we offered a signed football shirt of a well-known
soccer player as a prize to the person who could cor-
rectly answer several questions about the soccer club.
Second, we regularly advertised our application on the
Facebook page of the European soccer team as this
page is very often visited since it is one of the most
famous teams in Europe. Third, to increase aware-
ness, we also added the application to the main page
tabs. To avoid privacy issues, users of the Facebook
application were immediately presented an authoriza-
tion box where they had the possibility to give per-
mission to the application to extract data from their
Facebook user profile. Along with this authorization
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box, we added a section with rules and regulations,
which also included our contact information. In addi-
tion, we promised that all informationwould be anony-
mous and that we would not extract private messages.
Finally, we also added information about the purpose
of our research. The authorization box and data extrac-
tion were followed by some questions to determine
the winner of the prize. The data collection started on
May 7, 2014, and finished on June 9, 2014. Our data
consists of 5,010 unique observations, and every obser-
vation represents a unique Facebook user. Next to user
data, we also included information about the Face-
book friends of our participants serving as network
variables.
The dependent variable in our study is binary {0:
non-soccer player, 1: soccer player}. On Facebook, users
can indicate which sports they practice. Users who
entered soccer were considered to be soccer players.
For the entire collection of observations, 15.44% of the
Facebook participants play soccer, and 84.66% do not.
To cope with class imbalance, we oversampled the
response variable (Bogaert et al. 2016b).
3.2. Variables
We have included different types of independent
variables that describe the user’s characteristics, pref-
erences, and Facebook behavior. The following vari-
ables describe the characteristics of the user: demo-
graphic and identification variables (e.g., gender and
age), professional and educational variables (e.g., work
and schools), geographical variables (e.g., location and
hometown), social variables (e.g., groups and relation-
ship status), and general Facebook account variables
(e.g., length of relationship). The preference variables
of the user include a user’s likes concerning, for exam-
ple, religion, politics, books,movies, andmusic. Finally,
Facebook behavioral variables encompass the differ-
ent posts of a user (e.g., statuses, photos, videos, and
albums) and the user’s interactions with other users
(e.g., comments made and received, likes and tags).
The aforementioned categories of variables can be
related to the Facebook user specifically and are, in that
case, included as Facebook user variables. For exam-
ple, a certain user is a male, who lives in New York,
working in finance, is in a relationship, likes soccer,
and has posted 15 photos and made 17 comments on
statuses. These variables can also refer to the user’s
Table 2. Summary of Sports-Related Variables (Other
Categories Are Not Shown Because of Space Constraints)
Variable
COUNT(sports other than soccer)
IND(soccer groups)
COUNT(favorite teams)
COUNT(books/music/television programs/check-ins related to
sport/soccer)
COUNT(likes related to sport/soccer)
COUNT(sport/soccer events)
COUNT(interest sport/soccer)
AVERAGE(friends playing soccer)
AVERAGE(soccer groups over all friends)
AVERAGE(likes related to sport/soccer over all friends)
AVERAGE(sport/soccer events over all friends)
AVERAGE(books/music/television programs/check-ins related to
sport/soccer over all friends)
AVERAGE(interest sport/soccer over all friends)
AVERAGE(number of sports over all friends)
friends. In that case, they are calculated as the average
value over all friends of a given user. We note that we
only included a selection of the Facebook friends vari-
ables. More specifically, we only added variables that
are related to sports and soccer. For example, the aver-
age number of soccer-related likes and groups of Facebook
friends are included while the average number of status
updates over all friends are excluded.
The like variables in our study are variables related
to likes generated by the user specifically and thus not
likes generated by a Facebook friend when, for exam-
ple, liking the user’s post. These likes are only available
for a page (e.g., soccer team), music group, and leisure
activity. Since our dependent variable denotes whether
or not someone is a soccer player, we summarize all
variables related to the sports category in Table 2.
Because of space constraints, we do not show variables
unrelated to soccer as these are likely to be less impor-
tant than soccer-related variables. COUNT refers to
the frequency. For example, the variable COUNT(sports
other than soccer) sums up all the sports a user prac-
tices besides soccer. AVERAGE stands for the average
frequency over all friends (e.g., average number of soc-
cer groups a user’s friends are part of ). IND refers to an
indicator variable (e.g., whether or not the user is part of
a soccer-related group). In total, we have 520 variables in
our model of which 56 are friend-related variables and
464 are user-related. All variables are either Boolean,
numeric, or integer.
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3.3. Classification Algorithms
In this section, we explain the classification algorithms
used in this study. We use several single classifiers
and ensemble methods. The single classifiers include
logistic regression (LR) and neural network (NN). The
ensemble methods are random forest (RF), adaboost
(AB), kernel factory (KF), and rotation forest (RoF). For
a detailed description of the classification techniques,
we refer the reader to Appendix A.
3.3.1. Regularized Logistic Regression. Logistic re-
gression uses the logistic (or sigmoid) function to link
a binary dependent variable and a set of indepen-
dent variables. To fit the model, logistic regression uses
maximum likelihood. The predicted probability scores
are restricted to [0, 1] (James et al. 2013, p. 130). A com-
mon issue with logistic regression is overfitting (i.e.,
the model estimates random error or noise instead of
the underlying relationship) (Babyak 2004). To avoid
the problem of overfitting, we use the lasso approach
to regularized logistic regression. Lasso, which stands
for least absolute shrinkage and selection operator,
imposes a bound on the total sum of the absolute val-
ues of all coefficients. Hence, it shrinks the coefficients
toward zero (Guisan et al. 2002, James et al. 2013).
3.3.2. Neural Networks. Neural networks is a nonlin-
ear classification technique that fits models by mimick-
ing the behavior of the human brain. A neural network
consists of three layers, namely the input layer, one or
more hidden layers, and the output layer (Baldi and
Hornik 1989, Dreiseitl and Ohno-Machado 2002). The
input layer represents the independent variables, and
the output layer represents the dependent variable.
The hidden layer handles complexity with the acti-
vation function (e.g., sigmoid function; Specht 1990).
We use artificial neural networks optimized by the
BFGS algorithmwith one hidden layer of neurons. This
approach has good performance in terms of efficiency
and reliability (Ballings et al. 2015, Dreiseitl and Ohno-
Machado 2002).
3.3.3. Random Forest. Random forest is an ensem-
ble learning method that uses bagging in combina-
tion with random feature selection (Dudoit et al. 2002).
This means that the random forest algorithm trains
every tree on an independently bootstrapped sample
of the initial data set while each node split is deter-
mined by searching across a randomly selected subset
of variables (Breiman 2001). To construct the ensem-
ble, every tree votes for the most popular class, and
the final prediction is determined by rule of major-
ity voting (Breiman 2001). By doing so, random for-
est decorrelates the trees and lowers the variance of
the classification errors (Chan and Paelinckx 2008,
Gislason et al. 2006).
3.3.4. Adaboost. Boostingisageneralensemblemethod
for improving the performance of algorithms. In ada-
boost, every model is built in a sequential way by
reweighting the training data (James et al. 2013, p. 322).
As such, each model is dependent on the previous
one. Every misclassification in the current model gets
a higher weight in the next iteration, and a correctly
classified observation gets a lower weight (Chan and
Paelinckx 2008, Freund et al. 1996). Adaboost thus gives
a higher importance to the observations that are hard to
classify (Chan and Paelinckx 2008, Freund et al. 1996).
In contrast to other ensemblemethods, adaboost lowers
both the bias and variance component of the classifica-
tion errors (Friedman 2002).
3.3.5. Kernel Factory. Ballings andVandenPoel (2013)
propose an ensemble method for kernel machines. By
using a row and column parameter, they create a num-
ber of mutually exclusive partitions by randomly split-
ting the training data followed by scaling. They apply
the burn method to automatically select the best ker-
nel function to transform each partition. They use each
partition as training data for a single base classifier
(e.g., random forest). Finally, they combine the number
of predictions equal to the number of partitions into
one final prediction by using a weighted average. They
determine the optimal weights by applying a genetic
algorithm.
3.3.6. Rotation Forest. Rotation forest is a classifier
ensemble technique-based feature extraction (Rodri-
guez et al. 2006). The training set for each base classifier
(i.e., a decision tree) is formed by randomly partition-
ing the feature set into K disjoint subsets and apply-
ing principal components analysis (PCA) to each subset
(De Bock and Van den Poel 2011). By doing so, a rota-
tion of the feature axes takes placewithout reducing the
variability in the informationof thedata. Rotation forest
promotes diversity by applying PCA and accuracy by
keeping all principal components and using the whole
data set as training data (Rodriguez et al. 2006).
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3.4. Performance Evaluation
To evaluate our models, we use the most commonly
used performance measures in CRM: accuracy, the
area under the receiver operating characteristic curve
(AUROC or AUC), and top-decile lift (Coussement
et al. 2010). The accuracy or the percentage correctly
classified is defined as follows (He and Garcia 2009):
Accuracy TP+TN
TP+TN+FP+FN
, (1)
with TP (true positives), FN (false negatives), FP (false
positives), TN (true negatives).
Weworkwith probabilistic output sincewe are inter-
ested in ranking users by their likelihood of playing
soccer. To determine which instance is considered to
be a positive or negative example, we calculate the
accuracy with rate-fixed threshold (Hernandez-Orallo
et al. 2012). A rate-fixed threshold implies that a cer-
tain percentage of the sample needs to have a score
above a given threshold (Hernandez-Orallo et al. 2012).
Hence, in our case, we calculated the accuracy after
dichotomizing the propensity scores using a threshold
that results in the top 10% of users being assigned a 1
and the remaining users being a 0. This model eval-
uation corresponds to the real-life situation in which
10% of the users will be targeted (Ballings and Van den
Poel 2015a).
The downsides of working with a rate-fixed thresh-
old are that (1) it is dependent upon the distribu-
tion of the data (i.e., sensitive to high class imbal-
ance) and (2) it only considers one specific cutoff (i.e.,
highly dependent upon the chosen threshold) (He and
Garcia 2009). To overcome these problems, we use the
most commonly used portmanteau measure: the AUC.
The AUC—and portmanteau measures in general—
uniformly aggregate over all possible rates and assign
an equal weight to all classes (Hernandez-Orallo et al.
2012). As a consequence, the AUC is an appropriate
measure when the operating conditions are unknown
and the data are unbalanced. The receiver operating
characteristic curve (ROC curve) is a graphical depic-
tion between the sensitivity and one minus specificity
for all possible cutoff values (Ulvila and Gaffney 2004).
Sensitivity is also called the detection rate or true pos-
itive rate (i.e., the ability of a model to identify soccer
players), and 1 minus the specificity is often referred
to as the false positive rate (i.e., the proportion of false
alarms). In that case, the AUC can be seen as the prob-
ability of identifying a soccer player given a certain
false positive rate (Ulvila and Gaffney 2004). Sensitiv-
ity and specificity are defined as follows (James et al.
2013, p. 148):
Sensitivity TP
TP+FN
, (2)
Specificity TN
TN+FP
, (3)
and AUC calculates the area under the ROC curve,
which is defined as (Hanley and McNeil 1982)
AUC
∫ 1
0
TP
TP+FN
d
FP
FP+TN

∫ 1
0
TP
P
d
FP
N
, (4)
with P (positives) and N (negatives).
The AUC value can be interpreted as the prob-
ability that a randomly chosen positive example is
ranked higher than a randomly chosen negative exam-
ple (Hanley and McNeil 1982). Hence, it displays the
ability of a classifier to avoid misclassification. The
AUC can take values ranging from 0.5 to 1. A value
of 0.5 indicates that the predictions are not better than
predictions by a random model whereas a value of 1
indicates that the predictions are perfect (Langley 2000,
Ulvila and Gaffney 2004). In contrast to the accuracy,
AUC remains unchanged across different cutoff values.
More specifically, accuracy only considers one specific
cutoff value whereas AUC includes the entire range of
possible cutoff values (Ballings and Van den Poel 2012,
Langley 2000).
Next to AUC, another measure often used in CRM
applications is the top-decile lift (Burez and Van den
Poel 2007). The top-decile lift only focuses on the
prospects with the highest probability of converting
(i.e., the top 10% proportion of users) (Coussement
et al. 2010). The top-decile lift is defined as the propor-
tion of identified customers in the top 10% compared
with the proportion of customers in the total data set
(Lemmens and Croux 2006):
Lift
Ptop10%/(Ptop10% +Ntop10%)
P/(P +N) . (5)
Hence, the top-decile lift evaluates how much bet-
ter our model is in detecting soccer players in the top
10% compared with a random model. This implies
that a higher top-decile lift denotes a better model
(De Bock and Van den Poel 2011). A randommodel has
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a top-decile lift of 1; a perfect model has a top-decile
lift equal to one divided by the proportion of positive
cases in the data set (in our case, 1/0.154  6.4935). It
is clear that the top-decile lift is an interesting mea-
sure for decision makers since it implicitly assumes
that marketing budgets are limited and only a certain
percentage of the users can be targeted (Coussement
et al. 2010). Also, the top-decile lift is directly related
to profitability and thereby allows decision makers to
calculate the impact of their prospectingmodel on firm
performance (Lemmens and Croux 2006).
3.5. Cross-Validation
To obtain results that are not overly optimistic or pes-
simistic, we use five times twofold cross-validation
(5× 2cv). This process starts by randomly dividing the
data in two samples. Each sample is used once as a test
sample and once as a training sample. This process is
repeated five times. As such, this results in 10 AUCs,
accuracies, and top-decile lifts per model (Dietterich
1998). We take the median of all AUCs (accuracies and
top-decile lifts) per model to end up with the over-
all AUC (accuracy and top-decile lift) for each model
while using the interquartile range (IQR) as a measure
of dispersion.
To test for significant difference between the per-
formance of our classifiers, we use the Friedman test
with Bonferroni–Dunn post hoc test as suggested by
Demšar (2006). The Friedman test compares the aver-
age ranks of the algorithms to find significant differ-
ences. To evaluatewhich algorithms differ significantly,
we use the Bonferroni–Dunn test. The performance
of two classifiers differs significantly when the corre-
sponding ranks differ with at least the critical differ-
ence (in our case, 2.548799). For a more detailed expla-
nation, we refer to Demšar (2006).
3.6. Information-Fusion Sensitivity Analysis
Researchers commonly agree that there exists no sin-
gle best technique that works for every data set and for
every application. Therefore researchers often aggre-
gate results of several algorithms to obtain more accu-
rate and precise results (Predd et al. 2008, Wang et al.
2011). Dietterich (2000) states that ensembles solve the
representation, statistical, and computational problem
of single classifiers. In that mindset, information fusion
intelligently combines the results of different classi-
fiers to extract more useful and accurate information
in comparison to single classifiers (Oztekin et al. 2013).
Hence, instead of using the results of one prediction
model, information fusion combines all the available
information of all prediction models (Oztekin et al.
2016). Given a dependent variable y and a set of inde-
pendent variables X with X  {x1 , x2 , . . . , xn}, a classi-
fier i can then be represented as
yˆindividuali  fi(x1 , x2 , . . . , xn) fi(X). (6)
The classifier fi can take on many forms. For exam-
ple, in the case of regression, our classifier fi becomes
the following:
fi(X) β+AXT . (7)
In Equation (7), β represents the intercept, and A are
the coefficients ofXwithA {a1 , a2 , . . . , an}. Given that
we have k classifiers, information fusion is defined as
follows (Sevim et al. 2014):
yˆfusion Ψ( yˆindividual1 , yˆindividual2 , . . . , yˆindividualk )
Ψ( f1(X), f2(X), . . . , fk(X)). (8)
In Equation (8), Ψ is the fusion operation. If we
assume the Ψ is a linear combination of classifiers fi
with αi as the individual weighting coefficient of each
classier fi , then Equation (8) can be reformulated as
yˆfusion
k∑
i1
αi fi(X)α1 f1(X)+α2 f2(X)+ · · ·+αk fk(X),
where
k∑
i1
αi 1. (9)
The values of α are the weighted average of the predic-
tive performance of each classifier fi(x). Hence the bet-
ter the predictive performance of the individual pre-
diction model, the higher their α values and the larger
their weight in the fusion function Ψ (Oztekin et al.
2013). This implies that information extracted from
highly accurate models will receive higher weight than
poorly performing algorithms. In our case, we use the
weighted average of the 5×2cv median AUCs for our α
values.
Next to determining our fusion function, another
important aspect of decision analysis is to assess which
variables are the driving force of predictive perfor-
mance (Sevim et al. 2014). The most common way of
conducting sensitivity analysis in data mining is by
means of variable importances (VIM). VIM capture the
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effect on predictive performance of permuting on a
certain variable. Hence VIM can be seen as a form of
sensitivity analysis since they show how the output
varies as we change the input values (Wei et al. 2015).
The higher the change in predictive performance when
permuting on a certain variable, the higher its sensi-
tivity and the higher its variable importance. Several
techniques for calculating VIM have been proposed in
literature, such as the mean decrease in Gini index or
mean decrease in accuracy (Breiman 2001). However,
a problem with most of these techniques is that the
underlying performance measures are sensitive to the
underlying distribution of the data (Janitza et al. 2013).
To alleviate this problem, we use the mean decrease
in AUC as proposed by Janitza et al. (2013). The mean
decrease in AUC is more robust to changes in the dis-
tribution since it uses the AUC to determine the change
in predictive performance. If we then rewrite Equa-
tion (9) in terms of an information fusion–based sen-
sitivity measure of the variable n with k prediction
models (i.e., mean decrease in AUC after permuting on
the variable n), we obtain Equation (10):
Vn(fusion) 
k∑
i1
αiVin  α1V1n + α2V2n + · · ·+ αkVkn . (10)
In Equation (10) Vin stands for the variable impor-
tance measure of variable n in prediction model i. The
values of α are the same as in Equation (9), namely
the weighted average of the median 5 × 2cv AUCs of
the different classifiers.
4. Results
4.1. Model Performance
All performance results were obtained by running the
algorithms on a server with 128 GB RAM and 24 cores
operating at 2.67 GHz. The run time of all algorithms
combined was approximately 10 hours. Some algo-
rithms (random forest, logistic regression, and rotation
forest) had run times of a few minutes. Other algo-
rithms (adaboost, neural networks, and kernel factory)
took several hours. The reason for this discrepancy
is that adaboost works sequentially, and neural net-
works and kernel factory have to perform an extensive
grid search for the optimal parameter settings. Another
reason is that some algorithms have a faster C++ or
FORTRAN backend whereas other algorithms rely on
R-code.
Table 3. 5× 2cv Median AUC, Accuracy, and Lift
LR RF AB KF NN RoF Fusion
AUC 0.7646 0.7875 0.8043 0.7510 0.7201 0.7761 0.8007
Accuracy 0.8295 0.8271 0.8395 0.8232 0.8196 0.8255 0.8323
Lift 2.7190 2.6410 3.0550 2.5115 2.4080 2.6020 2.8220
Table 3 provides an overview of the cross-validated
results. We also included the fusion model based on
Equation (8), which can be seen as an ensemble of the
different algorithms. The model performance is calcu-
lated as the median AUC, accuracy, and top-decile lift
for each algorithm. The main research question was
the following: “Can we accurately predict, using Face-
book data, if someone is a self-reported soccer player
or not?” The results clearly indicate that predicting
whether a user plays soccer is a viable approach since
the median AUC ranges from 72.01% to 80.43% and
the median accuracy from 81.96% to 83.95%. The top-
decile lift shows us how much better our model is at
identifying soccer players in the top 10% of the predic-
tions as opposed to randomly selecting users. Table 3
shows that the best algorithm is 3.0550 times better at
detecting soccer players than a random model. This
measure offers an indication that the strategy we pro-
pose in this study affords decision makers to set up an
effective targeting campaign.
Table 3 also indicates that the adaboost model is the
top-performing algorithm across all performance mea-
sures. Kernel factory (KF) and neural networks (NN)
come in last. In terms of AUC, the fusion model is
the second best performer, followed by random forest
(RF), rotation forest (RoF), and logistic regression (LR).
However, in terms of accuracy and top-decile lift, the
fusion model is followed by logistic regression. Hence,
this implies that, over the whole range of cutoff values,
random forest and rotation forest perform better than
logistic regression, but when focusing on the top 10%,
proportion logistic regression is superior.
Table 4 provides an overview of the average ranks
and the Friedman test combined with the Bonferroni–
Dunn post hoc test. The Friedman test statistic indicates
that we can reject the null hypothesis of no significant
differences between classifiers for AUC, accuracy, and
top-decile lift. To determine which classifiers perform
significantly worse than our top performer, we used
the Bonferroni–Dunn post hoc test. In doing so, we can
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Table 4. Average Ranks Based on AUC, Accuracy, and Lift
LR RF AB KF NN RoF Fusion Friedman χ2 (6)
AUC 5 3.10 1.30 5.40 6.70 4.70 1.80 50.74, p < 0.001
Accuracy 3.65 4.65 1.35 5.35 6.35 4.55 2.10 40.63, p < 0.001
Lift 3.85 4.05 1.30 5.55 6.50 4.55 2.20 42.18, p < 0.001
Table 5. Interquartile Ranges
LR RF AB KF NN RoF Fusion
AUC 0.0221 0.0068 0.0082 0.0104 0.0131 0.0896 0.0064
Accuracy 0.0058 0.0026 0.0044 0.0036 0.0062 0.0178 0.0086
Lift 0.2070 0.1170 0.1420 0.1355 0.1943 0.5568 0.2585
divide the classifiers into two groups based on their
performance compared with the best-performing algo-
rithm. Classifiers for which the difference in average
rank is greater than the critical difference (2.548799)
perform statistically worse than the best-performing
algorithm; others have an equal performance in statis-
tical terms. The latter are highlighted in bold in Table 4.
More specifically, Table 4 indicates that adaboost, the
fusion model, and random forest perform equally in
terms of AUC. For accuracy and top-decile lift, logis-
tic regression performs equally well as adaboost and
the fusion model. This difference can be explained by
the fact that AUC is an aggregate performance mea-
sure and hence considers all possible cutoffs whereas
accuracy only considers a threshold corresponding to
the selection of the top 10% of instances. Hence, ran-
dom forest performs well across the whole range of
cutoff values whereas logistic regression performs bet-
ter when considering the top 10%.
The viability of predicting whether someone plays
soccer is also confirmed when looking at the stability
of our results. As a measure of stability, we use the in-
terquartile range (IQR). Table 5 displays the interquar-
tile range per algorithm for AUC, accuracy, and top-
decile lift. The IQR ranges from 0.64% to 8.96% for
the AUC, from 0.36% to 1.78% for accuracy, and from
11.70% to 55.68% for top-decile lift. In terms of AUC,
the fusion model achieves the most stable results. In
terms of accuracy, rotation forest outperforms all oth-
ers, and in terms of top-decile lift, random forest takes
first place. These findings substantiate our hypothesis
that Facebook data can be used to predict whether a
Facebook user plays soccer or not.
4.2. ROC Analysis
To determine the impact of true positives and false
negatives on classifier performance, we added a ROC
analysis for our top-performing algorithm. We choose
adaboost as our top-performing algorithm since it
achieved the best results on two out of three perfor-
mance measures and its performance is equal to the
fusion model in statistical terms. Moreover, the run
time of adaboost is much lower in comparison to the
fusion model. The ROC curve denotes the trade-off
between the true positive rate (TPR) and the false pos-
itive rate (FPR) (Ulvila and Gaffney 2004). The FPR
informs decision makers of the cost of marketing to
a few “non-soccer players” while the TPR is a linear
function ofmissing true “soccer players” (i.e., false neg-
ative rate (FNR) or 1 − sensitivity). Hence, the ROC
curve allows managers to make an informed trade-
off between the benefits (i.e., revenues) of a marketing
campaign and the costs of a marketing campaign. If a
marketer wants to focus on generating revenue, regard-
less of the costs, themarketer will choose a point on the
right-hand side of the ROC curve. If a marketer wants
to minimize the costs of an advertising campaign, the
marketer will choose a point on the left-hand side of
the ROC curve. This implies that each point on the ROC
curve refers to a specific propensity threshold, FPR and
TPR, which, in turn, is related to a specific revenue–
cost scenario (Ulvila and Gaffney 2004). Figure 1 plots
the 5×2cvmedian ROC curve for adaboost (black solid
line) and presents three possible scenarios. The straight
grey solid line at 45 degrees in Figure 1 represents a
random model.
In the first case, the marketer decides that the mar-
keter wants to lower the costs of the advertising cam-
paign. The marketer therefore decides to allow a FPR
of 0.10, which corresponds to a TPR of 0.4238 for
adaboost. In this case, the cost of the campaign will be
low, but the revenues will also be lower. If the marketer
would choose a random model (TPR  0.10), revenues
would be much lower. In the second case, the manager
chooses a point in the middle of the ROC curve (FPR
0.50). In this scenario, the cost of the campaign will
be larger, but the campaign will target a lot of soccer
players. Again, we see that there is a large difference
between the performance of adaboost (TPR  0.9225)
and the random case (TPR 0.50). In the final scenario,
themanager chooses a point on the far right of the ROC
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Figure 1. 5× 2cv Median ROC Curve of Adaboost
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curve (FPR  0.90 and TPR  0.9974). In this case, the
advertising strategy will target most of the soccer play-
ers, but the costs of targeting nonplayers will be consid-
erably large. The difference between adaboost (TPR 
0.9974) and the random model (TPR  0.90) decreases
in this scenario. In the managerial implications (Sec-
tion 5), we conduct a thorough sensitivity analysis on
how these three scenarios affect profitability.
4.3. Information-Fusion Sensitivity Analysis
We made a scree plot (Figure 2) to evaluate which
variables are most important in predicting whether a
Facebook user plays soccer. The scree plot shows the
top 200 variables in decreasing order by the 5× 2cv
information-fusion sensitivity score. The sensitivity
score is calculated by means of Equation (10). The val-
ues of α are the weighted average 5×2cvmedian AUCs
displayed in Table 3. The variable importances are cal-
culated as themedian 5×2cvmean decrease inAUC for
each model. The final sensitivity score is then obtained
by inputting the α values together with the 5×2cv vari-
able importances into Equation (10). This technique is
preferred above the traditional VIM since it integrates
the results of all predictions into one measure of sen-
sitivity (Oztekin et al. 2013). Also, in contrast to the
traditional VIM, our sensitivity score explicitly incor-
porates the predictive performance of our prediction
models. Figure 2 then orders the sensitivity scores from
high to low and plots the scores against their respec-
tive ranks. From Figure 2, it is clear that variables with
a rank higher than 35 only add little to the predic-
tive performance. Because of space constraints, we only
summarize the top 15 variables (Table 6). We refer the
reader to Appendix B for the top 35 variables.
Figure 2. Scree Plot of the Sensitivity Score of All Variables
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We can divide the most important variables into
three major categories. In Table 6, S represents sports
variables, G general Facebook variables, and N net-
work variables. First, 66% of the top variables are gen-
eral Facebook variables. For example, the gender of the
user is one the most important variables. If the user
is male, the prospensity of being a self-reported soc-
cer player is larger. Second, 27% of the variables are
related to sports, such as number of sports and num-
ber of favorite teams. The importance of these variables
can be explained by the fact that they all indicate a
certain degree of fan loyalty and engagement (Bauer
et al. 2008). The higher the degree of engagement, the
more positive the attitude toward soccer and the higher
the chances of playing soccer (Funk 1998). Third, 7%
of the variables are network variables (e.g., the average
number of friends who play soccer). The average number of
friends who play soccer is the most important variable.
Table 6. Top 15 Variables Based on Information Fusion
Sensitivity
Rank Variable name score Type
1 AVERAGE(friends playing soccer) 0.0204 N
2 IND(soccer group) 0.0189 S
3 COUNT(favorite teams) 0.0162 S
4 IND(gender female) 0.0155 G
5 IND(“interested in” present) 0.0090 G
6 IND(relationship status single) 0.0070 G
7 Age 0.0063 G
8 COUNT(likes related to soccer) 0.0061 S
9 IND(biography present) 0.0059 G
10 IND(education college) 0.0053 G
11 COUNT(likes related to sport) 0.0052 S
12 COUNT(television shows) 0.0052 G
13 IND(relationship status relationship) 0.0046 G
14 IND(relationship statusmarried) 0.0041 G
15 COUNT(friends) 0.0038 G
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Hence, themore friendswho play soccer, the higher the
propensity that the focal user is a soccer player as well.
This finding is in line with Bogaert et al. (2016a), who
found, based on homophily (McPherson et al. 2001),
that the number of friends who attend an event was
amongst the top predictors of event attendance.
In sum, we found that the most important variables
can be grouped into different types. First of all, we
showed that several important variables are directly
related to sport and fan engagement (e.g., number of
favorite teams, membership of a soccer group, and number
of sport likes). Second, social network variables, such as
the number of friends playing soccer, contribute strongly
to ourpredictions. Third, several general Facebookvari-
ables have a strong impact on our dependent variable.
In Appendix C, we explain the relationship between
the most important variables and the response more in
depth using partial dependence plots.
5. Managerial Implications
5.1. ROC Analysis and Profitability
Our findings present important insights for decision
makers of sports-oriented companies (e.g., retailers or
sports clothing brands) and sports organizations. To
highlight the impact of our results on the decision-
making process,we present a decision tree analysis that
shows the key decisionswhen implementing a targeted
advertising approach in Figure 3. The first decision per-
tains to the level of false alarms the company is willing
to allow. We introduced three scenarios in Section 4.2
corresponding to different trade-offs between benefits
and cost. Once a scenario has been chosen, the deci-
sion maker needs to decide whether to use a predictive
model or not.Given the chosen scenario andwhether or
not the decision maker relies on a predictive model, we
can calculate the average profits of the campaign.
To calculate the monetary impact of the three sce-
narios, we use the equation of Verbraken et al. (2013).
They rearranged the formula of Neslin et al. (2006)
such that the average profit instead of the total profit
is calculated and the false positive and true positive
rate are used instead of the top-decile lift. According to
Verbraken et al. (2013), the average classification profit,
across customers, of a prediction model then becomes
Profitaverage  B(γ(1− δ) −φ)TPR− B(δ+φ)FPR. (11)
In Equation (11), γ refers to the percentage of iden-
tified soccer players that eventually become customers
(i.e., the success rate), B is the potential benefits of a
future customer, δ  d/Bwith d the cost of the incentive
provided by the company to persuade the prospect to
becomeacustomerandφ f /Bwith f representing the
cost related to contacting a user. The parameters γ, δ, φ,
TPR, andFPR in Equation (11) are dimensionless, and B
is expressed in dollars. The first part of Equation (11)
represents the total revenues of a campaign, the second
part the total costs. We note that the average profit is
independent of the targeted customers. Equation (11)
informs us that profits will be higher if the benefits of
a future customer are higher (B), the campaign is more
successful (γ), and the cost of the incentive (d) and con-
tacting a customer ( f ) are lower. Given a certain thresh-
old, the average profit also increases if the TPR rises or
the FPR declines. In contrast, if the FPR goes up or the
TPR goes down, the average profit will decline. In that
regard Equation (11) is perfectly fit to assess the impact
of varying sensitivity and specificity. It allows decision
makers to select a certain point on the ROC curve and
calculate the impact on average performance.
To provide a flexible decision tool for managers, we
consider a wide range of values for all parameters.
Table 7 summarizes the range of parameter values and
the base case values.Wehave twobase cases: (1) an opti-
mistic situation with a high campaign success rate (γ),
high total benefits of the customer (B), and relatively
low campaign costs (d) and (2) a conservative situation
with lowsuccess rate, lowcustomerbenefits, andhigher
campaign costs. The former is denoted as Base(good),
the latter as Base(bad). The cost of contacting a cus-
tomer ( f ) is set fixed to $1. We note that both cases re-
present boundary situations. We do believe that it is
important for decision makers to consider all possible
scenarios. Given space constraints, however, we do not
elaborate on any other possible cases. In the next para-
graphs, we perform a detailed sensitivity analysis for
the different decisions.
5.2. Sensitivity Analysis
Recall that decision makers are faced with two crucial
questions (Figure 3): (1) “Which level of false alarms
do we allow?” and (2) “Do we use a predictive model
to target our customer?” Based on these decisions, the
following scenarios and performance values are used:
(1) in scenario 1, the marketer wanted few false posi-
tives: {FPR  0.10, TPRAB  0.4238, TPRRandom  0.10},
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Figure 3. Decision Tree
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where TPRAB is the true positive rate of the adaboost
model and TPRRandom is the true positive rate of the ran-
dom model; (2) in scenario 2, the manager accepted a
higher number of false positives: {FPR  0.50, TPRAB 
0.9225,TPRRandom  0.50}; (3) and in scenario 3, the deci-
sion maker allowed a lot of false positives: {FPR  0.90,
TPRAB  0.9974, TPRRandom  0.90}. Table 8 summarizes
theaverageprofits (per customer) for the twobase cases.
The parameter values for the base cases can be found in
Table 7.We note that for the optimistic base case, all sce-
narios have a positive average profit. However, for the
conservative base case, all scenarios are negative. Even
with the adaboost model, the extra benefits of targeting
the right customers do not outweigh the costs of a false
detection.
Since the average profits for the conservative base
case were always negative, we decide to perform a
one-way sensitivity analysis for the success rate (γ)
and the total benefits (B) in Figure 4. We note that
all other parameters are kept constant at the conser-
vative base case values (Table 7). We refer the reader
Table 7. Ranges of Parameter Values and Base Cases
Parameters Min Max Base(good) Base(bad)
B 100 3,000 2,000 200
γ 0.05 0.30 0.20 0.05
d 1 100 20 50
Table 8. Average Profit Simulation for Both Base Cases (in $)
Case Model Scenario 1 Scenario 2 Scenario 3
Base(good) Adaboost 165.30 353.89 375.07
Random 37.40 187.00 336.60
Base(bad) Adaboost −2.35 −19.50 −39.42
Random −4.45 −22.25 −40.05
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Figure 4. One-Way Sensitivity Analyses for the Benefits and the Success Rate with Conservative Base Values
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(f) Scenario 3: Gamma
Note. The circles represent the adaboost model, the triangles the random model.
to Appendix D.1 for the one-way sensitivity analyses
of companies with optimistic base values. In Figure 4,
the circles represent the adaboost model, the triangles
the random model. For the total benefits (Figures 4(a)–
4(c)),wenotice that thedifference between the adaboost
model and the randomcase increaseswhen the allowed
false alarms decrease (i.e., if the company wants to
lower the cost of the campaign). For example, with
the adaboost model, the company can already achieve
a profit from a customer benefit of $400 whereas in
the random case the benefits have to be at least $1,000
(Figure 4(a)). The more false positives the company
accepts, the smaller the difference between the ran-
dom model and the adaboost model becomes. How-
ever, the adaboost model always achieves higher prof-
its than in the random case. When varying the success
rate (Figures 4(d)–4(f)) the difference between the pre-
dictive model and random assignment becomes even
more clear.We see that in the random case the company
is not able to achieve an average profit across all scenar-
ios. However, if the company chooses to implement a
predictivemodel, an average profit occurs if the success
rate is 7% in scenario 1 and 17% in scenario 2.
To study the joint effect of the success rate and the
total benefits on profitably, we also conducted a two-
way sensitivity analysis. Figure 5 plots whether or
not the combination of success rate and total benefits
yields a profit for the random case (Figure 5(a)) and
the adaboost model (Figure 5(b)) for scenario 1. Again,
the other parameter values are set to the conservative
base case values. The upper right area (black) repre-
sents a profit; the lower left (grey) is a loss. We notice
that the profit area is much bigger with the adaboost
model in comparison to random. For example, if the
expected benefits are $500 and the success rate is 5%,
the campaign will not be profitable in the case of ran-
dom assignment. However, with the same success rate
and expected benefits, the adaboost model would yield
a profit. We note that the difference between the profit
area and loss area decreases when increasing the num-
ber of false alarms (e.g., see Appendix D.2). This two-
way sensitivity analysis reinforces our finding that a
one-to-one advertising campaign can be beneficial for a
lot of different companies.Also,we believe that this tool
provides managers a good overview of under which
conditions they should implement a targeted advertis-
ing campaign.
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Figure 5. Two-Way Sensitivity Analysis of the Success Rate and Total Benefits for Scenario 1
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Note. The grey area represents a loss, the black area a profit.
In sum, we can state that our sensitivity analy-
sis shows there exists a certain trade-off between the
allowed false alarms, the true positives, and the aver-
age profits. We showed that increasing the false posi-
tives is not always beneficial, especially in the case in
which the expected benefits and the success rate of the
campaign are low.Wehave also shown the effectiveness
of our predictive modeling approach. Especially in the
case in which companies want to limit the number of
false alarms (scenario 1 and 2), the difference in prof-
itability between our predictive model and the random
approach is significant.
6. Conclusion
One of the most important data-sourcing challenges
that companies are faced with today manifests itself
in the area of prospecting. Where can companies find
a large pool of potential customers, and can a suffi-
cient amount of data be captured about these prospects
so that a viable decision support system can be devel-
oped? The purpose of this study was to develop such a
decision support system to help sports brands with the
implementation of a targeted advertising approach.We
support the following decision: “Which users should
we target to sell soccer-related items?” First, we eval-
uated the feasibility of predicting whether a Face-
book user plays soccer or not by applying a broad
range of Facebook variables. Second, we benchmarked
six algorithms (i.e., logistic regression, random for-
est, adaboost, kernel factory, neural network, and rota-
tion forest) to determine the best performer. Further-
more, to facilitate the decision analysis process, we
included variable importance measures and partial
dependence plots. This allows decision makers to gain
insight into themost important variables and their rela-
tionship with the response. We also conducted a thor-
ough sensitivity analysis on the impact on profitability
of implementing our one-to-one strategy. We thereby
introduced several scenarios across a wide range of
parameter values.
The results clearly indicate that predicting whether
a user plays soccer, by applying Facebook data, is a
feasible strategy since the AUC ranges from 72.01%
to 80.43%, the accuracy from 81.96% to 83.95%, and
the top-decile lift from 2.4080 to 3.0550. The best-
performing algorithm was adaboost in terms of accu-
racy and top-decile lift. In terms of AUC, adaboost was
the top performer followed by the fusionmodel (i.e., an
aggregator of all the other prediction models), random
forest, rotation forest, logistic regression, kernel factory,
and neural networks. We note that adaboost, the fusion
model, and random forest had an equal statistical per-
formance in terms of AUC. In terms of accuracy and
lift, logistic regression did not perform significantly dif-
ferently in comparison with adaboost and the fusion
model. We also included a ROC-curve analysis for the
adaboostmodel anda randommodel.Weelaboratedon
three possible scenarios for decisionmakers.
The top-performing variables fall into three cate-
gories: general Facebook variables, network variables,
and soccer-specific variables. The top-performing vari-
able is the average number of friends who play soc-
cer. The more friends who play soccer, the higher the
chances the focal user is a soccer player as well. Hence,
we found evidence that users on Facebook tend to
choose friends who are alike (McPherson et al. 2001).
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There are several other important variables related to
fan engagement, such as themembership in a soccer group,
number of favorite teams,number of favorite teams, andnum-
ber of sports the user likes. In addition, social networkvari-
ables were important. The higher users scored on these
variables, the higher their engagement in sports, and
thus the higher their propensity for playing soccer.
Finally, we believe that our targeted modeling ap-
proach has a lot of application fields. For example,
sports retailers and sports teams can use this approach
to identify and attract new customers. Sports retail-
ers can use it to sell soccer gear, and soccer teams can
use it to increase season ticket sales. We conducted
a decision tree analysis, which summarizes the most
important decisions to implement a targeted advertis-
ing campaign. To calculate the impact on profitabil-
ity, we introduced Equation (11), which allows decision
makers to link different points on the ROC curve with
the averageprofits (Verbraken et al. 2013).Weemployed
a wide range of parameter values and two base cases
for which we conducted a rigorous sensitivity analy-
sis. Our sensitivity analysis shows that increasing the
allowed number of false alarms does not always lead
to beneficial results. Especially in the case in which the
expected benefits are low, it is utterly important to rely
on a predictive model if the company wants to achieve
a profit. Therefore, decision makers should carefully
assess the trade-off between the benefits and costs of
a one-to-one advertising strategy. We believe that our
sensitivity analysis can serve as a powerful tool for deci-
sionmakers to assess the impact of different parameters
and scenarios.
In sum, there exist a significantnumberof application
domains, and the predictive potential in each domain
is different. This study makes a contribution to litera-
ture bymaking clear recommendations toward compa-
nies regarding how to use a data source (i.e., Facebook),
encompassing 24% of the world population. By doing
so, we solve one of the hardest problems that marketers
around the globe are facing: sourcing data for cus-
tomer acquisition purposes. Specifically, we show that
Facebook data can drive accurate models and deliver
predictions for very large numbers of consumers. This
study lays out clear guidelines in terms of data, algo-
rithms, variables, and sensitivity analysis for advertis-
ers to replicate our system. In addition, we recommend
Facebook, Inc., expand its advertising tools to include
customizedmodels, such as the oneswe develop in this
study and make them available alongside their more
general targeting options.
7. Limitations andFutureResearch
Our study is limited because of several reasons. First,
for some variables, Facebook only provides the 25most
recent entries. To circumvent this problem, we used
the frequency in a specific time period to avoid reach-
ing this limit. We used the last year to calculate the
frequency of video uploads and notes, the last four
months to create the frequency of check-ins and album
uploads. The frequency of status updates, link uploads,
and photo uploads were determined by looking at the
last seven days.
The second limitation of our study is related to how
we gather our data. We extracted our data through a
Facebook page of a European soccer team. To gather
our data, wemade use of a Facebook app that we intro-
ducedon the Facebookpage of the soccer team.Wegave
an incentive to Facebook users to subscribe to the app
by offering a prize, more specifically, a signed shirt of
the soccer team. To avoid privacy issues, we (1) explic-
itly asked permission from the user, (2) included a
section with rules and regulations along with our con-
tact information, (3) promised the user that all informa-
tion is anonymous and no private messages would be
extracted, and finally, (4) added a disclaimer to provide
information about the purpose of the research. How-
ever, we still acknowledge that part of the Facebook
users may not be willing to share their data. For exam-
ple, this may be because they are not interested in this
specific reward or because they are not eager to share
personal information. Those who are not willing to
share their information may be different from the ones
who shared their data. Another downside of our data
extraction lies in the fact that we advertised our appli-
cation through the Facebook page of a European soccer
team.Hence, ourdata set consists of userswhowere fol-
lowing the team’s Facebook page (or had friends who
were), and thus, all users are at least slightly interested
in soccer. As a result, our sample of Facebook users is
not completely representative for the entire population
of Facebook. Nevertheless, our goal was to assess in a
plausible setting whether identifying soccer players is
feasible on Facebook. Companies that want to take this
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approachwill have access to the samepopulation (some
users will donate their data and some will not), and
therefore, we cannot say that we have selection effects
in our study. We are not generalizing to the entire Face-
book population, but we are providing a plausible use
case.
Additionally, our research is limited by only includ-
ing a small number of friends variables, more specif-
ically, the variables that are directly related to sports.
Future research could add more friends variables and
compare the performance of the algorithms. Interesting
variables to includewouldbe theaverageageof all Face-
book friends. As such, practitioners can assess the dif-
ference in model performance and determine the most
important elements tomake accurate predictions.
Another limitation is related to the fact that we only
consider self-reported soccer players as our dependent
variable. We deliberately chose soccer since it is the
biggest sports industry in Europe. However, we believe
that a valuable addition to future research may be to
broaden the predictions from soccer practitioners to
other sports players and see how the results change
across the different sports categories.
The final limitation is related to the fact that we only
include Facebook data. It might be valuable to augment
our datawith other types of data. A possible avenue for
future research is to add other data coming from sev-
eral social media platforms. For example, Twitter is a
platform that contains a large amount of data, such as
tweets, retweets, and likes. Other interesting data plat-
forms are Instagram and Swarm.
Even though this study has several limitations, we
are—to the best of our knowledge—the first to evaluate
the feasibility of identifying self-reported soccer play-
ers using Facebookdata.As a result,we believe that this
studymakes a valuable contribution to literature.
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Appendix A. Classification Algorithms
A.1. Regularized Logistic Regression
Logistic regression is a commonly used statistical modeling
technique that measures the relationship between a depen-
dent variable and several independent variables by return-
ing probability scores as predicted values for the dependent
variable. Logistic regression uses the logistic function, and
the estimated relationship is given by the following equation
(James et al. 2013, p. 132):
p 
1
1+ e−β0+β1X1+β2X2+···+βiXi+ε
, (A.1)
where p stands for the probability of the outcome of interest,
β0 is the intercept term, β1 , . . . , βi represent the coefficients
related to the independent variables X1 , . . . ,Xi , and i repre-
sents the unique subscript for each independent variable (Tu
1996). Themodel is fit using themaximum likelihoodmethod
(James et al. 2013, p. 130).
When confronted with a lot of independent variables,
logistic regression could measure random error or noise and
the idiosyncrasies of our data instead of the underlying rela-
tionship (i.e., ovefitting) (Babyak 2004). To solve this issue, we
use the lasso (least absolute shrinkage and selection opera-
tor) approach to regularized logistic regression, which sets a
bound on the total sum of the absolute values of all coeffi-
cients (Guisan et al. 2002, James et al. 2013).
The shrinkage parameter λ determines howmuch the coef-
ficients will be shrunk toward zero. Increasing λwill result in
smaller coefficients. In the case inwhich the shrinkage param-
eter is sufficiently large, it forces some of the coefficients to
be exactly zero. As a result, lasso performs variable selection
(James et al. 2013, p. 130).
We optimize the lasso shrinkage parameter by means
of cross-validation. To fit the model, we use the statistical
R-package glmnet (Friedman et al. 2015). We set the α param-
eter to one to obtain the lasso approach and nlambda to the
default value (100).
A.2. Neural Networks
Weuse feed-forward neural networks optimized by the BFGS
algorithm with one layer of hidden neurons. It has been
shown that this optimization technique is more efficient and
reliable than backpropagation (Dreiseitl and Ohno-Machado
2002). In advance of using the neural network, we rescale
the numerical variables to (−1, 1). We do this by subtracting
the midrange from each column, followed by dividing by the
half of the range (Ballings et al. 2015). The binary variables
remain untouched and are given by the values {0, 1}. Scaling
is required to overcome numerical problems, obtain training
efficiency, and guard against reaching local optima (Ballings
et al. 2015).
We use the statistical nnet R-package to implement the
algorithm (Ripley and Venables 2015). At the start of the iter-
ative procedure, the initial weights are chosen at random
(Ripley 2007, p. 154). Consequently, the results of subsequent
neural networks may differ, which can be compared with
the human brain (Venkatesh et al. 2014). As recommended
by Spackman (1991), we set the entropy parameter to the
maximum likelihood method. To control the range of ini-
tial random weight values, we left the rang parameter at the
default value (0.5). Additionally, we left the abstol parameter
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and rel parameter to their default values (respectively, 1.0e4
and 1.0e8). To cope with overfitting, we used weight decay
(Dreiseitl and Ohno-Machado 2002). The maximum number
of iterations (maxit) and the maximum number of weights
(MaxNWts) both equal 5,000 as to avoid the possibility of early
stopping. Finally, the number of nodes in the hidden layer
and the weight decay factor are determined by performing a
grid search (Dreiseitl and Ohno-Machado 2002). The optimal
combination was selected by sequencing over all combina-
tions of decay = {0.001, 0.01, 0.1} (Ripley 2007, p. 163) and size
= [1, 2, . . . , 20] (Ripley 2007, p. 170).
A.3. Random Forest
Random forest is an ensemble technique that copes with the
suboptimal performance of decision trees (lack of robustness)
(Dudoit et al. 2002). Random forest uses a combination of tree
predictors in which each tree depends on the values of a ran-
domvector. Tobuild these ensembles, bagging is used to grow
each tree (Breiman 2001). Bagging (or bootstrap aggregation)
creates new training data sets by randomly sampling with
replacement from the original data set. Bagging improves
classification accuracy by lowering the variance of classifica-
tion errors, and thus, random forest copes with the instabil-
ity of a classifier (Breiman 2001, Chan and Paelinckx 2008,
Gislason et al. 2006).
In combination with bagging, random forest uses random
feature selection to construct multiple trees. This implies that
at each node split only a random subset of the predictors is
considered. The final ensemble is built by means of majority
voting across all bootstrapped trees (Breiman 2001).
Random forest only requires two parameters: the num-
ber of trees and the number of variables to try at each split.
Along with Breiman’s recommendation, we use a large num-
ber of trees (500), and we set the number of variables equal
to the square root of the total number of variables. To cre-
ate our model, we use the randomForest R-package (Liaw and
Wiener 2002).
A.4. Adaboost
In the initial adaboost algorithm, everymodel is built sequen-
tially by reweighting the training data (James et al. 2013,
p. 322). At each iteration, incorrectly classified instances
receive more weight than correctly classified observations.
As such the model focusses on instances that are hard to
classify (Chan and Paelinckx 2008, Freund et al. 1996). The
final prediction model is the weighted sum of the previous
models (Chan and Paelinckx 2008, James et al. 2013, Freund
et al. 1996).
We use a recent variant of the initial adaboost algorithm,
namely stochastic boosting, which includes randomness as
an integral part of the procedure by drawing bootstrap sam-
ples at every iteration. The chance that an observation is
selected is proportional to the weight in the current iteration
(Friedman 2002).
Two important parameters have to be set: the number of
iterations and the number of terminal nodes. In line with the
recommendation of Friedman (2002), we set the number of
iterations to 500. In addition, we set the maximum depth of
our trees to three to determine the number of terminal nodes.
We use the R-package ada to fit our stochastic boosting model
(Culp et al. 2006).
A.5. Kernel Factory
Kernel factory is built by randomly dividing the data into
row and column partitions (Ballings and Van den Poel 2013).
Each partition is mutually exclusive and transformed into a
kernelmatrix K by a kernel function. The burnmethod is used
to automatically select the best kernel function (polynomial,
radial base, or linear). In a next phase, a random forest model
is built for each kernel matrix K. This leads to a number of
predictions equivalent to the number of mutually exclusive
partitions. The final predictions are calculated by taking the
weighted averages optimized by a genetic algorithm (Ballings
and Van den Poel 2013).
The kernel factory approach has the advantage of induc-
ing bothdiversity and accuracy.While diversity is augmented
because the partitions are based on randomly selected fea-
tures and observations, accuracy is preserved by the ker-
nel function and genetic algorithm (Ballings and Van den
Poel 2013). Kernel factory is implemented with the statistical
R-package kernelFactory of Ballings and Van den Poel (2015b).
A.6. Rotation Forest
Rodriguez et al. (2006) propose an ensemble based on fea-
ture selection. The rotation matrix is used to create the train-
ing data that can be used by a base classifier. The rotation
matrix is created as follows (Rodriguez et al. 2006). First, the
feature set is split into K subsets. Second, a bootstrap sam-
ple is built for every subset followed by applying principal
component analysis (PCA). The goal of PCA is to create a low-
dimensional representation of the data by finding an orthog-
onal transformation of the variables, called principal compo-
nents. Every dimension found by PCA is a linear combination
of the features (De Bock and Van den Poel 2011). The coeffi-
cients obtained by PCA are stored in a matrix. Next, the rota-
tion matrix is created by rearranging the matrix in the order
that matches the original features. The final step in building
the training set is to transform the original training set using
the rotation matrix (De Bock and Van den Poel 2011). Predic-
tions are made by applying decision trees as base classifier
on every new training set. Decision trees are used because of
their sensitivity to rotation of the feature axes (Rodriguez et al.
2006). Rotation forest builds an ensemble that is both diverse
and accurate. Diversity is induced by the feature selection for
every base classifier while accuracy is promoted by keeping
all principal components and using the entire data set to train
every base classifier (Rodriguez et al. 2006).
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We use the statistical R-package rotationForest of Ballings
and Van den Poel (2015b) to implement rotation forest. The
number of base classifiers (L) and the number of variable sub-
sets (K) were both set to their default (respectively, 10 and
three) (Ballings and Van den Poel 2015b).
Appendix B. Information-Fusion Sensitivity
Analysis
Table B.1. Top 35 Variables Based on Information Fusion
Sensitivity
Rank Variable name score Type
1 AVERAGE(friends playing soccer) 0.0204 N
2 IND(soccer group) 0.0189 S
3 COUNT(favorite teams) 0.0162 S
4 IND(gender female) 0.0155 G
5 IND(“interested in” present) 0.0090 G
6 IND(relationship status single) 0.0070 G
7 Age 0.0063 G
8 COUNT(likes related to soccer) 0.0061 S
9 IND(biography present) 0.0059 G
10 IND(education college) 0.0053 G
11 COUNT(likes sports category) 0.0052 S
12 COUNT(television shows) 0.0052 G
13 IND(relationship status relationship) 0.0046 G
14 IND(relationship statusmarried) 0.0041 G
15 COUNT(friends) 0.0038 G
16 COUNT(music) 0.0036 G
17 IND(relationship status present) 0.0035 G
18 IND(quotes present) 0.0034 G
19 COUNT(movies) 0.0034 G
20 COUNT(interest soccer) 0.0034 S
21 RECENCY(album comments) 0.0032 G
22 COUNT(sports other than soccer) 0.0030 S
23 IND(like TV show) 0.0029 G
24 IND(religion present) 0.0029 G
25 AVERAGE(albums for friends) 0.0028 G
26 COUNT(languages) 0.0024 G
27 IND(education high school) 0.0024 G
28 AVERAGE(soccer groups over all friends) 0.0023 N
29 COUNT(likes music category) 0.0022 G
30 IND(hometown present) 0.0021 G
31 COUNT(likes related soccer) 0.0019 S
32 AVERAGE(public albums) 0.0019 G
33 COUNT(likes) 0.0017 G
34 COUNT(TV show related to soccer) 0.0017 S
35 RECENCY (video tags) 0.0017 G
Appendix C. Partial Dependence Plots
We visualize the relationship between the most important
variables and the response by utilizing partial dependence
plots (PDP). PDP allow us to consider the relationship while
eliminating the effect of the other independent variables
(Friedman andMeulman 2003).We follow themethod of Berk
(2008) to create partial dependence plots. First, a fusionmodel
based on Equation (9) is built on the original sample. Next, for
every distinct value v of a variable x, a new data set is built
that only takes on that one value vwhile leaving all other vari-
ables untouched. Next, we predict the response for every new
data set using the ensemble model that has been created on
the original data set. This is followed by taking the mean of
half the logit of the predictions, resulting in one single value
p for all instances. Finally, we plot all values v against their
corresponding p (Berk 2008). In Figure C.1, we depict the rela-
tionship between the response and the top six variables.
Table 6 clearly indicates that the average number of some-
one’s Facebook friends playing soccer is the most important vari-
able. Figure C.1(a) illustrates that the proportion of friends
who play soccer is positively relatedwith the dependent vari-
able. The more friends who play soccer, the more points of
interaction the user will have with soccer and the more likely
that the user will be interested in playing soccer. A possi-
ble explanation in extant literature is provided by the princi-
ple of homophily in social networks (McPherson et al. 2001).
The theory states that people spend time with people who
share their personal characteristics, behavioral features, and
socio-demographic characteristics. As such, homophily limits
users’ socialworld by the information they are exposed to, the
attitudes they form, and the interactions they have (McPher-
son et al. 2001). This is also in line with Bogaert et al. (2016a),
who found that the number of friends who attend an event
have a positive influence on the propensity of attending the
focal event.
Another important variable is the number of favorite teams.
Figure C.1(c) indicates a strong positive relationship between
the number of favorite teams of a Facebook user and our
dependent variable. We found similar relationships for the
variables that indicate whether or not the user is part of a soc-
cer group on Facebook (Figure C.1(b)), the number of soccer likes
(Figure C.1(f)), and the number of likes related to a sport cate-
gory (FigureC.1(e)). The relationship of the number of favorite
teams, soccer groups, soccer-related likes, and likes related
to a sport category can be explained by looking at theories
concerning fan loyalty and fan engagement. Several studies
demonstrate the importance of fan loyalty and engagement
in the purchase intentions of the customer (Bauer et al. 2008,
Funk 1998, Yoshida et al. 2014). The number of favorite teams,
membership in a soccer group, number of soccer likes, and liking a
sport category are all indicators of users having a positive atti-
tude toward soccer. Therefore, we can consider them as vari-
ables that indicate the degree of engagement or loyalty (Funk
1998, Yoshida et al. 2014, Bauer et al. 2008). The higher the
degree of engagement for a certain sport, the higher the prob-
ability that the user is also practicing the focal sport. Conse-
quently, a higher value on these variables indicates a higher
engagement toward soccer and thus corresponds to a higher
probability of playing soccer.
Finally,we see thatwhether or not the user is male or female has
an influence on the chances of playing soccer (Figure C.1(d)).
The chances of playing soccer are smaller when the user is
female.
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Figure C.1. Partial Dependence Plots (PDP)
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Appendix D. Sensitivity Analysis
D.1. One-Way Sensitivity Analysis
Figure D.1 plots the one-way sensitivity analysis for the suc-
cess rate and the benefits of a campaign with optimistic base
values (see Table 7). We notice that with optimistic parameter
values the adaboost model always yields a profit while the
randommodel is still too costly with small expected benefits.
Figure D.1. One-Way Sensitivity Analyses for the Benefits and the Success Rate with Optimistic Base Values
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D.2. Two-Way Sensitivity Analysis
Figure D.2 depicts the trade-off between the success rate of
a campaign and the expected benefits of a customer for sce-
nario 3. We see that the difference between the profit area
(black) and the loss area (grey) are almost the same for the
adaboost model and the random model. This was expected
since the differences between the true positives rates are
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Figure D.1. (Continued)
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Note. The circles represent the adaboost model, the triangles the random model.
Figure D.2. Two-Way Sensitivity Analysis of the Success Rate and Total Benefits for Scenario 3
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rather small between the two models in scenario 3 (see Fig-
ure 1); this can also be seen in the one-way sensitivity analysis
of both parameters (see Figures 4(c) and 4(f)). In general, we
can state that the more false alarms a company accepts, the
smaller the difference between the adaboost model and the
random case.
Endnote
1We use the term “Facebook, Inc.” to indicate the company whereas
the term “Facebook” refers to the social media platform.
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