Introduction
The object of this paper is to provide an introduction to the study of Hermite-Padé approximation, multiple orthogonal polynomials, and some of their asymptotic properties. For the most part, the attention is restricted to the case of multiple orthogonality with respect to an important class of measures introduced by E.M. Nikishin in [40] . For this reason, they are referred to in the specialized literature as Nikishin systems.
Throughout the years, with the assistance of colleagues and former Ph. D. students, I have dedicated a great part of my research to this subject area and I wish to express here my gratitude to all those involved. This material is not intended to present new results, but a mere account of the experience I have accumulated for the benefit of future research from the younger generations.
1.1. Some historical background. In 1873, Charles Hermite publishes in [28] his proof of the transcendence of e making use of simultaneous rational approximation of systems of exponentials. That paper marked the beginning of the modern analytic theory of numbers.
The formal theory of simultaneous rational approximation for general systems of analytic functions was initiated by K. Mahler in lectures delivered at the University of Groningen in 1934-35. These lectures were published years later in [37] . Important contributions in this respect are also due to his students J. Coates and H. Jager, see [14] and [29] . K. Mahler's approach to the simultaneous approximation of finite systems of analytic functions may be reformulated in the following terms.
Let f = (f 1 , . . . , f m ) be a family of analytic functions in some domain D of the extended complex plane containing ∞. Fix a non-zero multi-index n = (n 1 , . . . , n m ) ∈ Z m + , |n| = n 1 + . . . , n m . There exist polynomials a n,1 , . . . , a n,m , not all identically equal to zero, such that i) deg a n,j ≤ n j − 1, j = 1, . . . , m (deg a n,j ≤ −1 means that a n,j ≡ 0), ii) a n,0 + m j=1 a n,j (z)f j (z) = O(1/z |n| ), z → ∞. for some polynomial a n,0 . Analogously, there exists Q n , not identically equal to zero, such that i) deg Q n ≤ |n|, ii) Q n (z)f j (z) − P n,j (z) = O(1/z nj+1 ), z → ∞, j = 1, . . . , m, This work was supported by research grant MTM2015-65888-C4-2-P of Ministerio de Economía y Competitividad, Spain.
for some polynomials P n,j , j = 1, . . . , m.
The polynomials a n,0 and P n,j , j = 0, . . . , m, are uniquely determined from ii) once their partners are found. The two constructions are called type I and type II polynomials (approximants) of the system (f 1 , . . . , f m ). Algebraically, they are closely related. This is clearly exposed in [14] , [29] , and [37] . When m = 1 both definitions coincide with that of the well-known Padé approximation in its linear presentation.
Apart from Hermite's result, type I, type II, and a combination of the two (called mixed type), have been employed in the proof of the irrationality of other numbers. For example, in [10] F. Beukers shows that Apery's proof (see [1] ) of the irrationality of ζ(3) can be placed in the context of mixed type Hermite-Padé approximation. See [46] for a brief introduction and survey on the subject. More recently, mixed type approximation has appeared in random matrix and non-intersecting brownian motion theories (see, for example, [8] , [15] , [31] , and [32] ), and the Degasperi-Procesi equation [9] .
In applications in the areas of number theory, convergence of simultaneous rational approximation, and asymptotic properties of type I and type II polynomials, a central question is if these polynomials have no defect; that is, if they attain the maximal degree possible. Definition 1.1. A multi-index n is said to be normal for the system f for type I approximation (respectively, for type II,) if deg a n,j = n j − 1, j = 1, . . . , m (respectively, deg Q n = |n|). A system of functions f is said to be perfect if all multi-indices are normal.
It is easy to verify that (a n,0 , . . . , a n,m ) and Q n are uniquely determined to within a constant factor when n is normal. Moreover, if a system is perfect, the order of approximation in parts ii) above is exact for all n. The convenience of these properties is quite clear.
Considering the construction at the origin (instead of z = ∞ which we chose for convenience), the system of exponentials considered by Hermite, (e w1z , . . . , e wmz ), w i = w j , i = j, i, j = 1, . . . , m, is known to be perfect for type I and type II. A second example of a perfect system for both types is that given by the binomial functions (1 − z) w1 , . . . , (1 − z) wm , w i − w j ∈ Z. When normality occurs for multi-indices with decreasing components the system is said to be weakly perfect. Basically, these are the only examples known of perfect systems, except for certain ones formed by Cauchy transforms of measures.
1.2.
Markov systems and orthogonality. Let s be a finite Borel measure with constant sign whose compact support consists of infinitely many points and is contained in the real line. In the sequel, we only consider such measures. By ∆ we denote the smallest interval which contains the support, supp s, of s. We denote this class of measures by M(∆). Let
denote the Cauchy transform of s. Obviously, s ∈ H(C \ ∆); that is, it is analytic in C \ ∆. If we apply the construction above to the system formed by s (m = 1), it is easy to verify that Q n turns out to be orthogonal to all polynomials of degree less than n ∈ Z + . Consequently, deg Q n = n, all its zeros are simple and lie in the open convex hull Co(supp s) of supp s. Therefore, such systems of one function are perfect. These properties allow to deduce Markov's theorem on the convergence of (diagonal) Padé approximations of s published in [38] . For this reason, s is also called a Markov function.
Markov functions are quite relevant in several respects. Many elementary functions can be expressed as such. The resolvent function of self-adjoint operators admits that type of representation. If one allows complex weights, any reasonable analytic function in the extended complex plane with a finite number of algebraic singularities adopts that form. This fact, and the use of Padé approximation, has played a central role in some of the most relevant achievements in the last decades concerning the exact rate of convergence of the best rational approximation: namely, A.A. Gonchar and E.A. Rakhmanov's result, see [26] , [24] , and [5] , on the best rational approximation of e −x on [0, +∞); and H. Stahl's theorem, see [44] , on the best rational approximation of x α on [0, 1].
Let us see two examples of general systems of Markov functions which play a central role in the theory of multiple orthogonal polynomials.
1.2.1. Angelesco systems. In [2] , A. Angelesco considered the following systems of functions. Let ∆ j , j = 1, . . . , m, be pairwise disjoint bounded intervals contained in the real line and s j , j = 1, . . . , m, a system of measures such that Co(supp s j ) = ∆ j .
Fix n ∈ Z m + and consider the type II approximant of the so called Angelesco system of functions ( s 1 , . . . , s m ) relative to n. It turns out that
Therefore, Q n has n j simple zeros in the interior (with respect to the euclidean topology of R) of ∆ j . In consequence, since the intervals ∆ j are pairwise disjoint, deg Q n = |n| and Angelesco systems are type II perfect.
Unfortunately, Angelesco's paper received little attention and such systems reappear many years later in [39] where E.M. Nikishin deduces some of their formal properties.
In [25] and [3] , their logarithmic and strong asymptotic behavior, respectively, are given. These multiple orthogonal polynomials and the rational approximations associated have nice asymptotic formulas but not so good convergence properties. In this respect, a different system of Markov functions turns out to be more interesting and foundational from the geometric and analytic points of view.
Nikishin systems.
In an attempt to construct general classes of functions for which normality takes place, in [40] E.M. Nikishin introduced the concept of MT-system (now called Nikishin system). Let ∆ α , ∆ β be two non intersecting bounded intervals contained in the real line and σ α ∈ M(∆ α ), σ β ∈ M(∆ β ). With these two measures we define a third one as follows (using the differential notation)
; that is, one multiplies the first measure by a weight formed by the Cauchy transform of the second measure. Certainly, this product of measures is non commutative. Above, σ β denotes the Cauchy transform of the measure σ β . Definition 1.2. Take a collection ∆ j , j = 1, . . . , m, of intervals such that ∆ j ∩ ∆ j+1 = ∅, j = 1, . . . , m − 1.
Let (σ 1 , . . . , σ m ) be a system of measures such that Co(supp σ j ) = ∆ j , σ j ∈ M(∆ j ), j = 1, . . . , m. We say that (s 1,1 , . . . , s 1,m ) = N (σ 1 , . . . , σ m ), where s 1,1 = σ 1 , s 1,2 = σ 1 , σ 2 , . . . , s 1,m = σ 1 , σ 2 , . . . , σ m is the Nikishin system of measures generated by (σ 1 , . . . , σ m ).
Fix n ∈ Z m + and consider the type II approximant of the Nikishin system of functions ( s 1,1 , . . . , s 1,m ) relative to n. It is easy to prove that x ν Q n (x)ds 1,j (x) = 0, ν = 0, . . . , n j − 1, j = 1, . . . , m.
All the measures s 1,j have the same support; therefore, it is not immediate to conclude that deg Q n = |n|. Nevertheless, if we denote
the previous orthogonality relations may be rewritten as follows
where p 1 , . . . , p m are arbitrary polynomials such that deg p k ≤ n k − 1, k = 1, . . . , m. Definition 1.3. A system of real continuous functions u 1 , . . . , u m defined on an interval ∆ is called an AT-system on ∆ for the multi-index n ∈ Z m + if for any choice of real polynomials (that is, with real coefficients) p 1 , . . . , p m , deg p k ≤ n k − 1, the function
has at most |n| − 1 zeros on ∆. If this is true for all n ∈ Z m + we have an AT system on ∆. In other words, u 1 , . . . , u m forms an AT-system for n on ∆ when the system of functions (u 1 , . . . , x n1−1 u 1 , u 2 , . . . , x nm−1 u m ) is a Tchebyshev system on ∆ of order |n| − 1. From the properties of Tchebyshev systems (see [30, Theorem 1.1]), it follows that given x 1 , . . . , x N , N < |n|, points in the interior of ∆ one can find polynomials h 1 , . . . , h m , conveniently, with deg h k ≤ n k − 1, such that m k=1 h k (x)u k (x) changes sign at x 1 , . . . , x N , and has no other points where it changes sign on ∆.
In [40] , Nikishin stated without proof that the system of functions (1, s 2,2 , . . . , s 2,m ) forms an AT-system for all multi-indices n ∈ Z m + such that n 1 ≥ n 1 ≥ · · · ≥ n m (he proved it when additionally n 1 − n m ≤ 1). Due to (1) this implies that Nikishin systems are type II weakly perfect. Ever since the appearance of [40] , a subject of major interest for those involved in simultaneous approximation was to determine whether or not Nikishin systems are perfect. This problem was settled positively in [20] (see also [21] where Nikishin systems with unbounded and or touching supports is considered).
In the last two decades, a general theory of multiple orthogonal polynomials and Hermite-Padé approximation has emerged which to a great extent matches what is known to occur for standard orthogonal polynomials and Padé approximation. From the approximation point of view, Markov and Stieltjes type theorems have been obtained (see, for example, [11, 16, 17, 18, 19, 25, 27, 35, 36, 40] ). From the point of view of the asymptotic properties of multiple orthogonal polynomials there are results concerning their weak, ratio, and strong asymptotic behavior (see, for example, [3, 4, 6, 22, 33, 35] ). This is specially so for Nikishin systems of measures on which we will focus in this brief introduction.
On the perfectness of Nikishin systems.
Let us begin with the following result which was established in [20] . It constitutes the key to the proof of many interesting properties of Nikishin systems; in particular, the fact that they are perfect. From the definition it is obvious that if (σ 1 , . . . , σ m ) generates a Nikishin system so does (σ j , . . . , σ k ) where 1 ≤ j < k ≤ m.
Theorem 2.1. Let (s 1,1 , . . . , s 1,m ) = N (σ 1 , . . . , σ m ) be given. Then, the system (1, s 1,1 , . . . , s 1,m ) forms an AT-system on any interval ∆ disjoint from ∆ 1 = Co(supp σ 1 ). Moreover, for each n ∈ Z m+1 + , and arbitrary polynomials with real coefficients p k , deg p k ≤ n k − 1, k = 0, . . . , m, the linear form p 0 + m k=1 p k s 1,k , has at most |n| − 1 zeros in C \ ∆ 1 . For arbitrary multi-indices the proof is quite complicated and based on intricate transformations which allow to reduce the problem to the case of multi-indices with decreasing components. For such multi-indices the proof is pretty straightforward and we will limit ourselves to that situation. Let us first present two auxiliary lemmas.
Lemma 2.1. Let (s 1,1 , . . . , s 1,m ) = N (σ 1 , . . . , σ m ) be given. Assume that there exist polynomials with real coefficients ℓ 0 , . . . , ℓ m and a polynomial w with real coefficients whose zeros lie in
If N ≥ 2, we also have
In particular, L 1 has at least N −1 sign changes in the interior of ∆ 1 (with respect to the Euclidean topology of R).
Proof. Let Γ be a positively oriented closed smooth Jordan curve that surrounds ∆ 1 sufficiently close to ∆ 1 . Since L0(z) w(z) = O(1/z), z → ∞, if z and the zeros of w(z) are in the unbounded connected component of the complement of Γ, Cauchy's integral formula and Fubini's theorem render
which is (2) .
Then, using Cauchy's theorem, Fubini's theorem and Cauchy's integral formula, it follows that
and we obtain (3).
. . , σ m ) and n = (n 0 , . . . , n m ) ∈ Z m+1 + be given. Consider the linear form
where the polynomials p k have real coefficients. Assume that n 0 = max{n 0 , n 1 − 1, . . . , n m − 1}. If L n had at least |n| zeros in C \ ∆ 1 the reduced form p 1 + m k=2 p k s 2,k would have at least |n| − n 0 zeros in C \ ∆ 2 .
Proof. The function L n is symmetric with respect to the real line L n (z) = L n (z); therefore, its zeros come in conjugate pairs. Thus, if L n has at least |n| zeros in C\ ∆ 1 , there exists a polynomial w n , deg w n ≥ |n|, with real coefficients and zeros contained in C\∆ 1 such that L n /w n ∈ H(C\∆ 1 ). This function has a zero of order ≥ |n| − n 0 + 1 at ∞. Consequently, for all ν = 0, . . . , |n| − n 0 − 1,
From (3), it follows that
taking into consideration that s 1,1 = σ 1 and ds 1,k (x) = s 2,k (x)dσ 1 (x), k = 2, . . . , m.
These orthogonality relations imply that p 1 + m k=2 p k s 2,k has at least |n| − n 0 sign changes in the interior of ∆ 1 . In fact, if there were at most |n| − n 0 − 1 sign changes one can easily construct a polynomial p of degree ≤ |n| − n 0 − 1 such that p(p 1 + m k=2 p k s 2,k ) does not change sign on ∆ 1 which contradicts the orthogonality relations. Therefore, already in the interior of ∆ 1 ⊂ C \ ∆ 2 , the reduced form would have the number of zeros claimed.
Proof of Theorem 2.1 when n 0 ≥ n 1 ≥ · · · ≥ n m . In this situation assume that the linear form p 0 + m k=1 p k s 1,k , has at least |n| zeros in C \ ∆ 1 . Applying Lemma 2.2 consecutively m times we would arrive to the conclusion that p m has at least n m zeros in C but this is impossible since its degree is ≤ n m − 1.
From Theorem 2.1 the following result readily follows. Proof. Consider a Nikishin system N (σ 1 , . . . , σ m ). Let us prove that it is type I perfect. Given a multi-index n ∈ Z m + condition ii) for the system of functions ( s 1,1 , . . . , s 1,m ) implies that
x ν (a n,1 + a n,2 s 2,2 + · · · + a n,m s 2,m ) (x)dσ 1 (x) = 0, ν = 0, . . . , |n| − 2.
These orthogonality relations imply that A n,1 := a n,1 + a n,2 s 2,2 + · · · + a n,m s 2,m has at least |n| − 1 sign changes in the interior of ∆ 1 (with the Euclidean topology of R). Suppose that n is not normal; that is, deg a n,j ≤ n j − 2 for some j = 1, . . . , m. Then, according to Theorem 2.1, A n,1 can have at most |n| − 2 zeros in C \ ∆ 2 . This contradicts the previous assertion, so such a component j cannot exist in n.
The proof of type II perfectness is analogous. Suppose that there exists an n such that Q n has less than |n| sign changes in the interior of ∆ 1 . Let x k , k = 1, . . . x N , N ≤ |n| − 1 be the points where it changes sign. Construct a linear form
with a simple zero at each of the points x k and a zero of multiplicity |n| − N − 1 at one of the end points of ∆ 1 . This is possible because there are sufficient free parameters in the coefficients of the polynomials p k and the form is analytic on a neighborhood of ∆ 1 . By Theorem 2.1 this linear form cannot have any more zeros in the complement of ∆ 2 than those that have been assigned. However, using (1), we have
which is not possible since the function under the integral sign has constant sign on ∆ 1 and it is not identically equal to zero.
3.
On the interlacing property of zeros.
In the sequel, we restrict our attention to multi-indices in
Interlacing for type I. Fix n ∈ Z m + (•). Consider the type I Hermite-Padé approximant (a n,0 , . . . , a n,m ) of ( s 1,1 , . . . , s 1,m ) for the multi-index n = (n 1 , . . . , n m ). Set A n,k = a n,k + m j=k+1 a n,j s k+1,j , k = 0, . . . , m − 1.
We take A n,m = a n,m .
Proposition 3.1. For each k = 1, . . . , m the linear form A n,k has exactly n k + · · · + n m − 1 zeros in C \ ∆ k+1 , where ∆ m+1 = ∅, they are all simple and lie in the interior of ∆ k . Let A n,k be the monic polynomial whose roots are the zeros of A n,k on ∆ k . Then
where A n,0 ≡ 1.
Proof. According to Theorem 2.1 applied to the Nikishin system N (σ k+1 , . . . , σ m ), the linear form A n,k cannot have more than n k + · · · , n m − 1 zeros in C \ ∆ k+1 . So it suffices to show that it has at least n k + · · · + n m − 1 sign changes on ∆ k to prove that it has exactly n k + · · · + n m − 1 simple roots in C \ ∆ k+1 which lie in the interior of ∆ k . We do this producing consecutively the orthogonality relations (4) .
From the definition of type I Hermite-Padé approximation it follows that z ν A n,0 = O(1/z 2 ), ν = 0, . . . , |n| − 2. From (3) we get that
which is (4) when k = 1. Therefore, A n,1 has at least n 1 + · · · + n m − 1 sign changes on ∆ 1 as we needed to prove. Let A n,1 be the monic polynomial whose roots are the zeros of A n,1 on ∆ 1 . Since z ν A n,1 /A n,1 = O(1/z 2 ), ν = n 2 + · · · + n m − 2 (recall that the multi-index has decreasing components) from (3) we get (4) for k = 2 which implies that A n,2 has at least n 2 + · · · + n m − 1 sign changes on ∆ 2 as needed. We repeat the process until we arrive to A n,m = a n,m = A n,m .
where e ℓ is the m dimensional canonical vector with 1 in its ℓ-th component and 0 everywhere else. the multi-index which is obtained adding 1 to the ℓ-th component of n. Notice that n ℓ need not belong to Z m + (•); however, we can construct the linear forms A n ℓ ,k corresponding to the type I Hermite-Padé approximation with respect to n ℓ .
. . , m}. For each k = 1, . . . , m, A n ℓ ,k has at most n k + · · · + n m zeros in C \ ∆ k+1 and at least n k + · · · + n m − 1 sign changes in ∆ k . Therefore, all its zeros are real and simple. The zeros of A n,k and A n ℓ ,k in C \ ∆ k+1 interlace.
Proof. Let A, B be real constants such that |A| + |B| > 0. For k = 1, . . . , m, consider the forms G n,k := AA n,k + BA n ℓ ,k . From Theorem 2.1 it follows that G n,k has at most n k + · · · + n m zeros in C \ ∆ k+1 . Let us prove that it has at least n k + · · · + n m − 1 sign changes on ∆ k . Once this is achieved we know that all the zeros of G n,k are simple and lie on the real line. In particular, this would be true for A n ℓ ,k .
Let us start with k = 1. Notice that
Consequently, G n,1 has at least n 1 + · · · + n m − 1 sign changes on ∆ 1 as claimed. Therefore, its zeros in C \ ∆ 2 are real and simple. Let W n,1 be the monic polynomial whose roots are the simple zeros of G n,1 in C \ ∆ 2 .
Observe that z ν G n,1 /W n,1 = O(1/z 2 ), ν = 0, . . . , n 2 + · · · + n m − 2. Consequently, from (3)
which implies that G n,2 has at least n 2 + · · · + n m − 1 sign changes on ∆ 2 . So all its zeros are real and simple. Repeating the same arguments we obtain the claim about the number of sign changes of G n,k on ∆ k and that all its zeros are real and simple for each k = 1, . . . , m. Let us check that A n,k and A n ℓ ,k do not have common zeros in C \ ∆ k+1 . To the contrary, assume that x 0 is such a common zero. We have that A ′ n,k (x 0 ) = 0 = A ′ n ℓ ,k (x 0 ) because the zeros of these forms are simple. Then
n,k (y) = 0 for all y ∈ (x 1 , x 2 ) we obtain that G y0 n,k (z) has a zero of order ≥ 2 (with respect to z) at y 0 which contradicts what was proved above. Consequently, (G y n,k ) ′ (y) = A ′ n l ,k (y)A n,k (y) − A n l ,k (y)A ′ n,k (y) takes values with constant sign for all y ∈ (x 1 , x 2 ). At the end points x 1 , x 2 , this function cannot be equal to zero because A n,k , A n l ,k do not have common zeros. By continuity, (G y n,k ) ′ preserves the same sign on all [x ν , x ν+1 ] (and, consequently, on each side of the interval ∆ k+1 ). Thus
we obtain that signA n,k (x 1 ) = signA n,k (x 2 ) ; consequently, there must be an intermediate zero of A n,k between x 1 and x 2 .
The linear forms A n,k , k = 0, . . . , m satisfy nice iterative integral representations. Let us introduce the following functions
where the A n,k are the polynomials introduced in the statement of Proposition 3.1. We take A n,0 ≡ 1 ≡ A n,m+1 . We have:
Proof. Relation (7) is (4) (with the index k shifted by one) using the notation introduced for the functions H n,k (z). From (2) applied to the function A n,k /A n,k , k = 0, . . . , m − 1, we obtain
Using (4) with k + 1 replacing k it follows that
Combining these two integral formulas we get
Notice that the varying measure appearing in (6) has constant sign on ∆ k+1 .
3.2.
Interlacing for type II. Now, let us see what happens with the type II Hermite Padé approximants. Let us introduce the following functions.
where Q n is the type II multiple orthogonal polynomial. The next result is [27, Proposition 1] .
For k = 0, . . . , m− 1, the function Ψ n,k has exactly n k+1 + · · · + n m zeros in C\ ∆ k , where ∆ 0 = ∅), they are all simple and lie in the interior of ∆ k+1 . The function Ψ n,m has no roots in C \ ∆ m .
Proof. The statement about the zeros of Q n = Ψ n,0 was proved above. The proof of (8) is carried out by induction on k. The statement is equivalent to showing that for each k = 1, . . . , m, we have (9) x ν Ψ n,k−1 (x)ds k,j (x) = 0, ν = 0, . . . , n j − 1, j = k, . . . , m.
When k = 1 we have Ψ n,0 = Q n and (9) reduces to the orthogonality relations which define Q n . So the basis of induction is settled. Assume that (9) is true for k ≤ m − 1 and let us show that it also holds for k + 1. Take k + 1 ≤ j ≤ m and ν ≤ n j − 1. Then
where p ν−1 is a polynomial of degree ≤ ν − 1 ≤ n j − 2 < n k − 1 (because the indices have decreasing components). Since s k+1,j (t)dσ k (t) = ds k,j (t) the induction hypothesis renders that both integrales on the last line equal zero and we obtain what we need. Applying (9) with j = k, we have
Therefore, using the definition of Ψ n,k , it follows that
In other words Ψ n,k (z) = O(1/z n k +1 ), z → ∞.
Relations (8) applied with k replaced with k + 1 ≤ m, together with Theorem 2.1, imply that Ψ n,k has at least n k+1 + · · · + n m sign changes on the interval ∆ k+1 . Let Q n,k+1 be the monic polynomial whose roots are the zeros of Ψ n,k in C \ ∆ k . Take Q n,m+1 ≡ 1. Obviously deg Q n,k+1 ≥ N k+1 = n k+1 + · · · , n m , N m+1 = 0.
Notice that Ψ n,k /Q n,k+1 ∈ H(C \ ∆ k ) and Ψ n,k /Q n,k+1 = O(1/z n k +N k+1 +1 ), z → ∞, and the order is > N k + 1 if deg Q n,k+1 > N k+1 . Similar to the way in which (2) and (3) were proved, it follows that
The second one of these relations also implies that Ψ n,k−1 has at least N k sign changes on ∆ k . Notice that should Ψ n,k have more than N k+1 zeros in C\∆ k we get at least one more orthogonality relation in (11) and we would have that Ψ n,k−1 has more than N k zeros in C \ ∆ k−1 , ∆ 0 = ∅. Applying this argument for decreasing values of k we obtain that if for some k = 1, . . . , m, Ψ n,k has more than N k+1 zeros in C\∆ k then Ψ n,0 = Q n would have more that |n| = N 1 = n 1 +· · · , n m zeros in C which is not possible. Consequently, for k = 1, . . . , m the function Ψ n,k has exactly N k+1 zeros in C \ ∆ k they are all simple and lie in the interior of ∆ k+1 , ∆ m+1 = ∅ as stated.
Set
H n,k := Q n,k−1 Ψ n,k−1 Q n,k .
Proposition 3.4. Fix n ∈ Z m + (•). For each k = 1, . . . , m (12) x ν Q n,k (x) H n,k (x)dσ k (x) Q n,k−1 (x)Q n,k+1 (x) = 0, ν = 0, . . . , n k + · · · + n m − 1,
where Q n,0 = Q n,m+1 ≡ 1.
Proof. Using the notation introduced for the functions H n,k , (11) adopts the form (12) . In turn, this implies that
Separating this integral in two and using (10) we obtain (13) .
For n ∈ Z m + (•) and ℓ ∈ {1, . . . , m} we define n ℓ as was done above. Though n ℓ need not belong to Z m + (•), we can define the corresponding functions Ψ n ℓ ,k . Theorem 3.2. Assume that n ∈ Z m + (•) and ℓ ∈ {1, . . . , m}. For each k = 0, . . . , m − 1, Ψ n ℓ ,k has at most n k+1 + · · · + n m + 1 zeros in C \ ∆ k and at least n k+1 + · · · + n m sign changes in ∆ k+1 . Therefore, all its zeros are real and simple. The zeros of Ψ n,k and Ψ n ℓ ,k in C \ ∆ k interlace.
Proof. The proof is similar to that of Theorem 3.1 so we will not dwell into details. For each k = 0, . . . , m − 1 and A, B ∈ R, |A| + |B| > 0 define
From here, it follows that there exists a monic polynomial W n,k+1 , deg W n,k+1 ≥ N k+1 = n k+1 + · · · , n m , N m+1 = 0, whose roots are the zeros of G n,k in C \ ∆ k such that
These relations imply that G n,k has at most n k+1 + · · · + n m + 1 zeros in C \ ∆ k and at least n k+1 + · · · + n m sign changes in ∆ k+1 . In particular, this is true for Ψ n ℓ ,k . So, all the zeros of G n,k (and Ψ n ℓ ,k ) in C \ ∆ k are real and simple. The interlacing is proved following the same arguments as in Theorem 3.1 The details are left to the reader.
Weak asymptotic.
Following standard techniques, the weak asymptotic for type I and type II Hermite-Padé polynomials is derived using arguments from potential theory. We will briefly summarize what is needed.
4.1.
Preliminaries from potential theory. Let E k , k = 1 . . . , m, be (not necessarily distinct) compact subsets of the real line and C = (c j,k ), 1 ≤ j, k ≤ m, a real, positive definite, symmetric matrix of order m. C will be called the interaction matrix. Let M 1 (E k ) be the subclass of probability measures in M(E k ). Set
Given a vector measure µ = (µ 1 , . . . , µ m ) ∈ M 1 and j = 1, . . . , m, we define the combined potential
denotes the standard logarithmic potential of µ k . Set
where cap(supp(σ)) denotes the logarithmic capacity of supp(σ) and γ n is the leading coefficient of the (standard) n-th orthonormal polynomial with respect to σ. See [45, Theorems 3.1.1, 3.2.1] for different equivalent forms of defining regular measures and its basic properties. In connection with regular measures it is frequently convenient that the support of the measure be regular. A compact set E is said to be regular when the Green's function, corresponding to the unbounded connected component of C \ E, with singularity at ∞ can be extended continuously to E. In Chapter 5 of [42] the authors prove (we state the result in a form convenient for our purpose). 
For details on how Lemma 4.1 is derived from [42, Chapter 5] see [7, Section 4] . The vector measure λ is called the equilibrium solution for the vector potential problem determined by the interaction matrix C on the system of compact sets E j , j = 1, . . . , m and ω λ := (ω λ 1 , . . . , ω λ m ) is the vector equilibrium constant. There are other characterizations of the equilibrium measure and constant but we will not dwell into that because they will not be used and their formulation requires introducing additional notions and notation.
We also need Lemma 4.2. Let E ⊂ R be a regular compact set and φ a continuous function on E. Then, there exists a unique λ ∈ M 1 (E) and a constant w such that
In particular, equality takes place on all supp λ. If the compact set E is not regular with respect to the Dirichlet problem, the second part of the statement is true except on a set e such that cap(e) = 0. Theorem I.1.3 in [43] contains a proof of this lemma in this context. When E is regular, it is well known that this inequality except on a set of capacity zero implies the inequality for all points in the set (cf. Theorem I.4.8 from [43] ). λ is called the equilibrium measure in the presence of the external field φ on E and w is the equilibrium constant.
As usual, a sequence of measures (µ n ) supported on a compact set E is said to converge to a measure µ in the weak star topology if for every continuous function f on E we have lim n f dµ n = f dµ.
We write * lim n µ n = µ. Given a polynomial Q of degree n we denote
where δ x is the Dirac measure with mass 1 at point x. In the previous sum, each zero of Q is repeated taking account of its multiplicity. The measre µ Q is usually called the normalized zero counting measure of Q.
One last ingredient needed is a result which relates the asymptotic zero distribution of polynomials orthogonal with respect to varying measures with the solution of a vector equilibrium problem in the presence of an external field contained in Lemma 4.2. Different versions of it appear in [23] , and [45] . In [23] , it was proved assuming that supp σ is an interval on which σ ′ > 0 a.e. Theorem 3.3.3 in [45] does not cover the type of external field we need to consider. As stated here, the proof appears in [22, Lemma 4.2] . Lemma 4.3. Assume that σ ∈ Reg and supp σ ⊂ R is regular. Let {φ n }, n ∈ Λ ⊂ Z + , be a sequence of positive continuous functions on supp σ such that (14) lim
uniformly on supp σ. Let (q n ), n ∈ Λ, be a sequence of monic polynomials such that deg q n = n and
x k q n (x)φ n (x)dσ(x) = 0, k = 0, . . . , n − 1.
Then
where λ and w are the equilibrium measure and equilibrium constant in the presence of the external field φ on supp σ given by Lemma 4.2. We also have
where · E denotes the uniform norm on E and ∆ is the smallest interval containing supp σ.
4.2.
Weak asymptotic behavior for type II. In the proof of the asymptotic zero distribution of the polynomials Q n,j we take E j = supp σ j . We need to specify the sequence of multi-indices for which the result takes place and the relevant interaction matrix for the vector equilibrium problem which arises. Let Λ = Λ(p 1 , . . . , p n ) ⊂ Z m + (•) be an infinite sequence of distinct multi-indices such that
Obviously, p 1 ≥ · · · ≥ p m and m j=1 p j = 1. Set
Let us define the interaction matrix C N which is relevant in the next result. Set (19) 
This matrix satisfies all the assumptions of Lemma 4.1 on the compact sets E j = supp(σ j ), j = 1, . . . , m, including c j,k ≥ 0 when E j ∩ E k = ∅ and it is positive definite because the principal section (C N ) r , r = 1, . . . , m of C N satisfies
Let λ(C N ) = (λ 1 , . . . , λ m ) be the solution of the corresponding vector equilibrium problem stated in Lemma 4.1. The next result, under more restrictive conditions on the measures but in the framework of so called Nikishin systems on a graph tree is contained in [27] . We have practically reproduced their arguments which incidentally can also be adapted to the study of so called mixed type Hermite-Padé approximation in which the definition contains a mixture of type I and type II interpolation conditions. For details see [22] .
Theorem 4.1. Let Λ be a sequence of multi-indices verifying (18) . Assume that σ j ∈ Reg and supp σ j = E j is regular for each j = 1, . . . , m. Then, (20) * lim n∈Λ µ Qn,j = λ j , j = 1, . . . , m.
where λ = (λ 1 , . . . , λ m ) ∈ M 1 is the vector equilibrium measure determined by the matrix C N on the system of compact sets E j , j = 1, . . . , m. Moreover,
where ω λ = (ω λ 1 , . . . , ω λ m ) is the vector equilibrium constant. For j = 1, . . . , m
ω λ k /P k uniformly on compact subsets of C \ (∆ j ∪ ∆ j+1 ) where ∆ m+1 = ∅ and the term with P m+1 is dropped when j = m.
Proof. The unit ball in the cone of positive Borel measures is weak star compact; therefore, it is sufficient to show that each one of the sequences of measures (µ Qn,j ), n ∈ Λ, j = 1, . . . , m, has only one accumulation point which coincides with the corresponding component of the vector equilibrium measure λ determined by the matrix C N on the system of compact sets E j , j = 1, . . . , m.
Let Λ ′ ⊂ Λ be such that for each j = 1, . . . , m * lim n∈Λ ′ µ Qn,j = µ j . Notice that µ j ∈ M 1 (E j ), j = 1, . . . , m. Taking into account that all the zeros of Q n,j lie in ∆ j , it follows that (23) lim n∈Λ ′ |Q n,j (z)| 1/|n| = exp(−P j V µj (z)), uniformly on compact subsets of C \ ∆ j .
When k = 1, (12) reduces to x ν Q n,1 (x) dσ 1 (x) |Q n,2 (x)| = 0 , ν = 0, . . . , |n| − 1.
According to (23)
uniformly on ∆ 2 . Using Lemma 4.3, it follows that µ 1 is the unique solution of the extremal problem
Using induction on increasing values of j, let us show that for all j = 1, . . . , m
(when j = 1 or j = m the terms with P 0 and P m+1 do not appear,) and
where Q n,0 ≡ Q n,m+1 ≡ 1 and N n,j = n j + · · · + n m . For j = 1 these relations are non other than (24)-(25) and the initial induction step is settled. Let us assume that the statement is true for j − 1 ∈ {1, . . . , m − 1} and let us prove it for j.
Taking acount of the fact that Q n,j−1 , Q n,j+1 and H n,j have constant sign on ∆ j , for j = 1, . . . , m, the orthogonality relations (12) can be expressed as
and using (13) it follows that
x ν Q n,j (x) Q 2 n,j−1 (t) |x − t| |H n,j−1 (t)|dσ j−1 (t) |Q n,j−2 (t)Q n,j (t)| dσ j (x) |Q n,j−1 (x)Q n,j+1 (x)| = 0 , for ν = 0, . . . , N n,j − 1 .
Relation (23) implies that
uniformly on ∆ j . (Since Q n,0 ≡ 1, when j = 1 we only get the second term on the right hand side of this limit.)
Taking into consideration these inequalities, from the induction hypothesis, we obtain that (30) lim
Taking (28) and (30) into account, Lemma 4.3 yields that µ j is the unique solution of the extremal problem (26) and
According to (13) the previous formula reduces to (27) . We have concluded the induction. Now, we can rewrite (26) as
(Recall that the terms with V µ0 and V µm+1 do not appear when j = 0 and j = m, respectively.) By Lemma 4.1, λ = (µ 1 , . . . , µ m ) is the solution of the equilibrium problem determined by the interaction matrix C N on the system of compact sets E j , j = 1, . . . , m and ω λ = (ω ′ 1 , . . . , ω ′ m ) is the corresponding vector equilibrium constant. This is for any convergent subsequence; since the equilibrium problem does not depend on the sequence of indices Λ ′ and the solution is unique we obtain the limits in (20) . By the same token, the limit in (27) holds true over the whole sequence of indices Λ. Therefore,
Then, according to (32) 
ω λ k /P k and (21) immediately follows using (33) . For j ∈ {1, . . . , m}, from (13), we have (34) Ψ n,j (z) = Q n,j+1 (z) Q n,j (z)
where Q n,0 ≡ Q n,m+1 ≡ 1. Now, (20) implies
uniformly on compact subsets of C \ (∆ j ∪ ∆ j+1 ) (we also use that the zeros of Q n,j and Q n,j+1 lie in ∆ j and ∆ j+1 , respectively). It remains to find the |n|-th root asymptotic behavior of the integral. Fix a compact set K ⊂ C \ ∆ j . It is not difficult to prove that (for the definition of K n,j see (29))
Taking into account (21)
From (34), (35) , and (36), we obtain (22) and we are done.
Remark 4.2. In the case of type I Hermite Padé approximation, asymptotic formulas for the forms A n,j and the polynomials A n,j can be obtained following arguments similar to those employed above, see [41] or [42] . Basically, all one has to do is replace the use of the formulas in Proposition 3.4 by the ones in Proposition 3.2. I recommend doing it as an exercise.
4.3.
Application to Hermite-Padé approximation. The convergence of type II Hermite-Padé approximants for the case of m generating measures and interpolation conditions equally distributed between the different functions was obtained in [11] . When m = 2 the result was proved in [40] . Other results for more general sequences of multi-indices and so called multipoint Hermite-Padé approximation were considered in [18, 19] . For type I, the convergence was proved recently in [35] . Here we wish to show how the weak asymptotic of the Hermite-Padé polynomials allows to estimate the rate of convergence of the approximants. We restrict to type II. The presentation follows closely the original result given in [27] . Consider the functions
which are the remainders of the interpolation conditions defining the type II Hermite-Padé approximants with respect to the multi-index n of the Nikishin system of functions ( s 1,1 , . . . , s 1,m ). Because of (37), P n,j is the polynomial part of the Laurent expansion at ∞ of Q n s 1,j . It is easy to check that
For example, this follows using Hermite's integral representation of Q n s 1,j −P n,j , Cauchy's integral formula, and the Fubini theorem. According to the way in which s 1,j is defined, we have
Notice that Φ n,1 = Ψ n,1 . We wish to establish a connection between the functions Φ n,j and Ψ n,k , 1 ≤ j, k ≤ m. 
( s 1,j − s 1,j−1 s j,j + s 1,j−2 s j,j−1 + · · · + (−1) j−1 s 1,1 s j,2 + (−1) j s j,1 )(z) ≡ 0,
Proof. Notice that
.
On the right hand side, use that
to separate the integral in a sum. In each one of the resulting integrals, the numerator cancels one of the factors in the denominator, and the integral splits in the product of two which easily identify with the remaining terms in the formula. Now we can prove the connection formulas.
Lemma 4.5. We have that Ψ n,1 = Φ n,1 and for j = 2, . . . , m
Proof. Obviously, Ψ n,1 = Φ n,1 . Notice that formula (38) remains valid if the measures σ 1 , . . . , σ m are signed and finite. All what is needed is that they are supported on intervals which are consecutively non intersecting. It is easy to see that Φ n,j (z) = Q n σ 1 , σ 2 , . . . , σ j (z), j = 2, . . . , m.
The symbol · means taking the Cauchy transform of · . On the other hand Ψ n,j (z) = σ j , . . . , σ 2 , Q n σ 1 (z), j = 2, . . . , m.
Taking into consideration the previous remarks, using formula (38) with dσ 1 replaced with Q n dσ 1 , after trivial transformations we obtain (39) . The collection of formulas (39) for j = 2, . . . , m together with Φ n,1 = Ψ n,1 can be expressed in matrix form as follows
where (·) t is the transpose of the vector (·) and D is the m × m lower triangular matrix given by
Obviously D is invertible and
is the matrix form of the relations which express each function Φ n,j in terms of Ψ n,k , k = 1, . . . , j.
The matrix D −1 is also lower triangular and it may be proved, using (38) in several ways, that
Using (41) and the expression of D −1 we obtain (40) .
Let λ = (λ 1 , . . . , λ m ) ∈ M 1 be the vector equilibrium measure determined by the matrix C N on the system of compact sets E j = supp(σ j ), j = 1, . . . , m. In the sequel we assume that the hypothesis of Theorem 4.1 hold. For each j = 1, . . . , m, set
The potentials of the components of the equilibrium measure define continuous functions on all C (see the equilibrium equations). Thus, the functions U λ j are defined and continuous on all C. Fix j ∈ {1, . . . m}. For k = 1, . . . , j define the regions
Some D j k could be empty. Denote ξ j (z) = max{U λ k (z) : k = 1, . . . j}.
Ratio asymptotic.
In the study of the ratio asymptotic of Hermite-Padé approximants conformal mappings on Riemann surface and boundary problems of analytic functions come into play. 
where the upper and lower banks of the slits of two neighboring sheets are identified. Fix ℓ ∈ {1, . . . , m}. Let ψ (ℓ) , ℓ = 1, . . . , m, be a single valued rational function on R whose divisor consists of one simple zero at the point ∞ (0) ∈ R 0 and one simple pole at the point ∞ (ℓ) ∈ R ℓ . Therefore,
where C 1 and C 2 are constants different from zero. Since the genus of R equals zero (it is conformally equivalent to C), such a single valued function on R exists and is uniquely determined up to a multiplicative constant. We denote the branches of the algebraic function ψ (ℓ) , corresponding to the different sheets k = 0, . . . , m of R by
In the sequel, we fix the multiplicative constant in such a way that
Since ψ (ℓ) is such that C 1 > 0, then
In fact, define φ(z) := ψ (ℓ) (z). Notice that φ and ψ (ℓ) have the same divisor (same poles and zeros counting multiplicities); consequently, there exists a constant C such that φ = Cψ (ℓ) . Comparing the leading coefficients of the Laurent expansion of these two functions at ∞ (0) , we conclude that C = 1.
In terms of the branches of ψ (ℓ) , the symmetry formula above means that for each k = 0, 1, . . . , m:
; therefore, the coefficients (in particular, the leading one) of the Laurent expansion at ∞ of the branches are real numbers, and
Among other things, the symmetry property entails that all the coefficients in the Laurent expansion at infinity of the branches ψ In [6, Lemma 4.2] the following boundary value problem was proved to have a unique solution. In (49) below, we introduce a slight correction to the formula in [6] . We are ready to state a result on the ratio asymptotic for type II Hermite-Padé polynomials of a Nikishin system. This result was obtained in [6] (see also [33] ). Sketch of the proof. Fix ℓ ∈ {1, . . . , m}. Because of the interlacing property of the zeros of the polynomials Q n,k and Q n ℓ ,k it follows that for each fixed k ∈ {1, . . . , m} the family of functions (Q n ℓ ,k /Q n,k ), n ∈ Λ, is uniformly bounded on each compact subset of C\∆ k . To prove the theorem we need to show that for any Λ ′ ⊂ Λ such that lim n∈Λ ′ Q n ℓ ,k Q n,k = G ℓ k , k = 1, . . . , m, the limiting functions do not depend on Λ ′ . To prove this, it is shown that their exist positive constants c 1 , . . . , c m such that (c k G ℓ k ) m k=1 verifies the system of boundary value problems (48). Properties 1), 2), and 2') are easily verified by (G k ) m k=1 with 1 on the right hand side of 2) and 2'). Thanks to the orthogonality properties contained in (12), using results on ratio and relative asymptotic of orthogonal polynomials with respect to varying measures contained in [12, Theorem 6] and [13, Theorem 3.2] one can also prove that (G k ) m k=1 satisfies 3) with a constant different from 1 on the right hand side. Normalizing the functions G k appropriately one obtains all the boundary conditions and it follows that c k G ℓ k = F ℓ k , k = 1, . . . , m. Then using that G ℓ k (∞) = 1, k = ℓ + 1, . . . , m and (G ℓ k )) ′ (∞) = 1, k = 1, . . . , ℓ. one sees that G ℓ k has to be the function on the right hand side of (50) independently of Λ ′ . Remark 5.2. An interesting open question is if one can relax the assumption n 1 − n m ≤ d in the theorem. That restriction is connected with the conditions which have been found to be sufficient for the ratio and relative asymptotic of polynomials orthogonal with respect to varying measures. Those theorems in [12, 13] would have to be improved. Perhaps this could be done without too much difficulty if n 1 − n m = o(|n|), |n| → ∞. Sequences verifying something like (18) , as in the case of weak asymptotic, would require a deep consideration and substantial new ideas.
