Abstract. We give an example of a graphon such that there is no equivalent graphon with a degree function that is (weakly) increasing.
Introduction
A central fact in the theory of graph limits (see e.g. the book by Lovász [6] ) is that each graph limit can be represented by a graphon, but this representation is not unique. We say that two graphons are equivalent if they define the same graph limit; thus there is a bijection between graph limits and equivalence classes of graphons.
Recall that graphons are symmetric measurable functions W : Ω × Ω → [0, 1], where Ω = (Ω, F, µ) is a probability space. We may always choose Ω to be [0, 1] with Lebesgue measure, in the sense that any graphon is equivalent to a graphon defined on [0, 1], but it is often advantageous to use graphons defined on other probability spaces Ω too.
The characterization of equivalence between graphons is known to be complicated; it includes a.e. equality and taking the pull-back by a measure preserving map (see below for definitions), but is not limited to this. See e.g. [7] , [1] , [4] , [2] and [5] .
Given a graph limit, it would be desirable to somehow define a canonical graphon representing it (at least up to a.e. equality); in other words, to define a canonical choice of a graphon in the corresponding equivalence class. In some special cases, this can be done in a natural way. For example, see [3] , a graph limit that is the limit of a sequence of threshold graphs can always be represented by a graphon W (x, y) on [0, 1] that only takes values in {0, 1}, and furthermore is increasing in each coordinate separately (we say that a function f (x) is increasing if f (x) f (y) when x y); moreover, two such graphons are equivalent if and only if they are a.e. equal. There is thus a canonical graphon representing each threshold graph limit.
Similarly, if a graphon W (x, y) defined on [0, 1] has a degree function
that is a strictly increasing function [0, 1] → [0, 1], then it not difficult to show that any equivalent graphon that also has an increasing degree function is a.e. equal to W . (Use (2.5) below. We omit the details.) Hence, a graphon with a strictly increasing degree function can be regarded as a canonical choice in its equivalence class. Of course, not every graphon is equivalent to such a graphon; for example not a graphon with a constant degree function. Nevertheless, this leads to the following interesting question. We repeat that we use 'increasing' in the weak sense (also known as 'weakly increasing'): f is increasing if f (x) f (y) when x y;
Problem. Given any graphon W , does there exist an equivalent graphon on [0, 1] with an increasing degree function (1.1)?
The purpose of this note is to show that this is not the case. Remark 2. The analogue for finite graphs of the problem above for graphons is the trivial fact that the vertices of a graph can be ordered with (weakly) increasing vertex degrees. Note that there will always be ties, so even for a finite graph, this does not define a unique canonical labelling.
1.1. Some notation. [0, 1] will, as above, be regarded as a probability space equipped with the Lebesgue measure and the Lebesque σ-field. (We might also use the Borel σ-field. For the present paper, this makes no difference; for other purposes, the choice of σ-field may have some importance.) Let (Ω 1 , F 1 , µ 1 ) and (Ω 2 , F 2 , µ 2 ) be two probability spaces. A function ϕ : Ω 1 → Ω 2 is measure preserving if µ 1 (ϕ −1 (A)) = µ 2 (A) for any measurable A ⊆ Ω 2 . If W is a graphon on Ω 2 and ϕ : Ω 1 → Ω 2 is measure preserving, then the pull-back W ϕ is the graphon W ϕ (x, y) := W ϕ(x), ϕ(y) defined on Ω 1 . As mentioned above, a pull-back W ϕ is always equivalent to W .
The example
Our example is the graphon
Note that the degree function is given by (The probability space Ω, µ) can be taken as [0, 1] with Lebesgue measure, but we have no need for this. Instead, we prefer to use the notation Ω and µ to distinguish between this space and [0, 1], which hopefully will make the proof easier to follow.) Since ϕ and ψ are measure preserving, we have for every Borel measurable
We use this repeatedly below. In particular, (2.3) and (2.4) imply that for a.e.
(2.5)
Hence, for every real r ∈ (0,
Since we have assumed that D 1 is increasing, this implies (2.8) and, similarly,
Then (2.3) implies, similarly to (2.5), for a.e. x ∈ Ω,
This will yield our contradiction. We first calculate h 1 . If 0 < a < b < 1, then, using (2.7), (2.4), (2.10), (2.5), and (2.4) again,
However, by (2.8) and (2.2),
Consequently, (2.11) and (2.12) show that for every a ∈ (0, 1) and ε ∈ (0, 1 − a), We may now complete the proof. It follows from (2.14) that h 1 (ψ(x)) = 1 4 a.e. on Ω, while (2.8) implies that h(x) = 
