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Abstract 
The Internet is a fundamental infrastructure in modern life, supporting many different 
communication services. One of the most critical properties of the Internet is its ability to 
recover from failures, such as link or equipment failure. The goal of network resilience heavily 
influenced the design of the Internet, leading to the use of distributed routing protocols.  
While distributed algorithms largely solve the issue of network resilience, other concerns 
remain. A significant concern is network management, as it is a complex and error-prone 
process. In addition, network control logic is tightly integrated into the forwarding devices, 
making it difficult to upgrade the logic to introduce new features. Finally, the lack of a common 
control platform requires new network functions to provide their own solutions to common, 
but challenging, issues related to operating in a distributed environment.  
A new network architecture, software-defined networking (SDN), aims to alleviate many of 
these network challenges by introducing useful abstractions into the control plane. In an SDN 
architecture, control functions are implemented as network applications, and run in a logically 
centralized network operating system (NOS). The NOS provides the applications with 
abstractions for common functions, such as network discovery, installation of forwarding 
behaviour, and state distribution. Network management can be handled programmatically 
instead of manually, and new features can be introduced by simply updating or adding a control 
application in the NOS. 
Given proper design, an SDN architecture could improve the performance of reactive 
approaches to restoring traffic after a network failure. However, it has been shown in this 
dissertation that a reactive approach to traffic restoration will not meet the requirements of 
carrier grade networks, which require that traffic is redirected onto a back-up route less than 
50 ms after the failure is detected. To achieve 50 ms recovery, a proactive approach must be 
used, where back-up rules are calculated and installed before a failure occurs. Several different 
protocols implement this proactive approach in traditional networks, and some work has also 
been done in the SDN space. 
However, current SDN solutions for fast recovery are not necessarily suitable for a carrier 
grade environment. This dissertation proposes a new failure recovery strategy for SDN, based 
on existing protocols used in traditional carrier grade networks. The use of segment routing 
allows for back-up routes to be encoded into the packet header when a failure occurs, without 
needing to inform other switches of the failure. Back-up routes follow the post-convergence 
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path, meaning that they will not violate traffic engineering constraints on the network. An 
MPLS (multiprotocol label switching) data plane is used to ensure compatibility with current 
carrier networks, as MPLS is currently a common protocol in carrier networks. 
The proposed solution was implemented as a network application, on top of an open-source 
network operating system. A geographically distributed network testbed was used to verify the 
suitability for a geographically distributed carrier network. Proof of concept tests showed that 
the proposed solution provides complete protection for any single link, link aggregate or node 
failure in the network.  In addition, communication latencies in the network do not influence 
the restoration time, as they do in reactive approaches. Finally, analysis of the back-up path 
metrics, such as back-up path lengths and number of labels required, showed that the 
application installed efficient back-up paths.  
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Chapter 1 
Introduction 
The Internet is a fundamental infrastructure for modern life, with over 3.6 billion users [1]. 
While the Internet has disrupted many sectors such as education, communication, and research, 
it has created entirely new sectors as well. Many services and applications now rely on the 
Internet’s robustness to meet business goals, and users expect a consistent level of service. 
Therefore, one of the most important characteristics of the Internet is its ability to maintain 
performance regardless of equipment failures in the network.  
This ability to recover from failures, or resilience, has been a fundamental goal since the 
inception of the Internet, and significantly influenced its design. The distributed nature of the 
Internet’s routing protocols contributed significantly to its resilience [2], since distribution 
means that there is no single point of failure. In addition, distributed systems generally scale 
better than centralized systems which may experience performance bottlenecks.  
While distribution is an enabler of resilience, it significantly complicates management and 
configuration of the network. Many different devices must be individually configured, 
requiring an operator to use many different vendor specific and low-level languages. This 
makes device configuration and network management complex and error-prone [2]. As the 
network scales, the management becomes more complex [3]. The result is a system where 
innovation is slow, management and operational costs are high, and errors are difficult to trace 
and fix. 
Distributed algorithms also hinder the flexibility of the network, since it is hard to implement 
new features in a large set of devices. Firmware upgrades are not always possible, and hardware 
upgrades are prohibitively expensive to perform regularly. In order to introduce new features 
into the network, such as load balancing, firewalls, and traffic engineering, operators rely 
heavily on specialized networking equipment, called middleboxes, to provide these functions 
[2]. Middleboxes are devices that transform, inspect, filter, or otherwise manipulate network 
traffic. This increases both the capital and operational cost of the network, as well as further 
complicating network management. 
Network inflexibility impacts not only the network cost, but also revenue. While the cost per 
bit is not necessarily decreasing as the network scales [3], consumers increasingly want more 
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data at a lower cost. To remain profitable and attract customers, operators must therefore either 
make their networks more efficient, lowering the cost per bit, or they must look for additional 
revenue streams. A more flexible network could provide these additional revenue streams by 
enabling services that are currently challenging, such as dynamic bandwidth allocation and 
time-of-day access control.  
These issues stem, in large part, from the lack of a common control platform or network-
wide management abstraction [4] [5]. The control plane in traditional networks is tightly 
integrated into the forwarding devices, and its distribution model is fixed by the network 
topology. The data plane forwards traffic based on the local forwarding model calculated by 
the control plane. However, the process to calculate the local forwarding model relies on 
information from other nodes, and thus the control plane must perform non-local calculations. 
Finally, the management plane provides operational access and monitoring [6]. All three of 
these planes are contained within a traditional router, as shown in Figure 1 below. 
Due to the lack of a common control platform, new control functions must provide their own 
implementations of various common functions, such as network discovery and state 
distribution. This introduces a significant barrier to innovation, as the new functions must first 
solve the hard, low-level problem of designing a distributed protocol [4].  
A new networking architecture, software-defined networking (SDN), has been proposed to 
alleviate some of these issues by introducing useful abstractions into the network. In an SDN 
paradigm, control functions run as applications within a logically centralized network operating 
system (NOS). Another common term for the NOS is ‘SDN controller’, and these terms will 
be used interchangeably. The NOS provides the applications with a global network view, as 
well as a programmatic interface to allow direct control of the network’s forwarding devices 
[6]. This architecture decouples the control plane from the data plane, allowing the switches to 
become simpler devices that only forward traffic and do not contain a control plane, and 
allowing the NOS to run on general purpose servers [4].   
Control Plane 
Data Plane 
Management  
Plane 
Figure 1 – Traditional operational planes of a router [6] 
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In addition, the control plane’s distribution is no longer fixed by the underlying network 
architecture, and well-established cloud computing techniques can be used to run the NOS on 
a distributed set of servers, enabling reliability and scalability [4]. While the control plane will 
still be distributed, state distribution is now the responsibility of the NOS, and not the control 
functions. State distribution primitives only need to be implemented once in the NOS, and then 
made available to the network applications [4]. Figure 2 shows a high-level view of this 
architecture, as laid out in a recommendation from the International Telecommunications 
Union (ITU) [7].  
 
1.1. Research Motivation 
The main aim of SDN is to introduce useful abstractions into the control plane, particularly 
by providing a global network view and a standardized, programmatic interface to the network 
devices.  To accomplish this, the control plane is decoupled from the forwarding devices, which 
also allows the control plane software to be updated independently of the network hardware. 
Although this approach has many well-documented benefits, and the field is maturing 
rapidly, there are still a number of open challenges that must be solved before adoption 
becomes more widespread [2]. Some of these challenges are introduced by the SDN 
architecture, while others are present in current networks.  
Data transport and processing 
Control support 
Abstraction 
Orchestration 
Application support 
Application 
Application 
M
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lt
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er
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an
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em
en
t 
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n
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SDN control layer 
Resource layer 
Application layer 
Application-control 
interface 
Resource-control 
interface 
Figure 2 - High-level SDN architecture  [7] 
4 
 
One of these open areas is network resilience. As already mentioned, resilience is a key 
property of the Internet, and computer networks in general. With the control plane removed 
from the switches, they can no longer independently recalculate the forwarding information 
base (FIB) required to correctly forward traffic. This could limit the ability of the switches to 
handle failures in the data plane (e.g. link or node failure), or failures in the controller-switch 
communication link. Furthermore, a centralized NOS could introduce a single point of failure, 
that could disable the entire network if it were to fail. 
Many of these concerns have been already addressed in practical SDN implementations. For 
instance, controller-switch link failures can be dealt with by routing control traffic through 
neighbouring switches that still have a connection to the NOS [8]. Reliability in the control 
plane can be achieved through replication or redundancy, using multiple active instances of the 
NOS or back up instances [9]. Switches can connect to multiple instances of the NOS (using 
only one as the active controller) to further mitigate against controller failure and controller-
switch link failure. 
Data plane failures, however, are still a challenging area of concern. This is true in traditional 
networks, but SDN introduces some additional concerns since the switches do not contain 
control logic.  
Typically, traditional networks respond to failures by propagating the topology update 
through the network, and recalculating the FIB at each node based on the new topology. This 
process could take a few milliseconds, or hundreds of seconds, depending on the network and 
the switches [10]. During this process, traffic may be lost, and transient micro-loops often form. 
Since the Internet is a best-effort transport network, these failures are largely hidden from the 
users by fault handling mechanisms at the application level which retransmit the lost data [10].  
A similar reactive approach is typically implemented in SDN, where switches notify the 
controller of the failure, and the controller calculates and installs a new FIB at the affected 
switches. This approach is less likely to form transient loops, but there are concerns that the 
control plane could form a bottleneck during a topology change.  
There are many scenarios, however, where this reactive approach to network failures is 
insufficient. In carrier-grade networks, operators typically expect traffic to be redirected onto 
a back-up path within 50 ms of a failure being detected [11]. This requirement originates from 
Synchronous Optical Networking (SONET), an optical transport protocol that guarantees sub 
50 ms failover times when back-up fibre links are available [10]. Since SONET is a physical 
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layer protocol, efforts have been made to provide similar failover times that are independent of 
the underlying physical layer. Various Fast Reroute (FRR) protocols have been developed to 
achieve this, including Internet Protocol (IP) FRR and Multiprotocol Label Switching (MPLS) 
FRR [10].  
To implement FRR in a traditional network, a node must pre-calculate a set of back-up 
forwarding actions to take if a node or link fails. A simple approach is to pre-compute a back-
up next hop that will not cause a loop to form. This next-hop is called a loop-free alternate 
(LFA) [12]. This approach does not require any co-ordination with other nodes, as it relies on 
the pre-failure network paths. However, the presence of a suitable LFA depends heavily on the 
topology, and protection cannot always be guaranteed. 
To demonstrate the concept of LFAs, Figure 3a shows a hypothetical network topology 
where a suitable LFA is present. The numbers next to the links represent the weight of the link 
used in the routing algorithm, which chooses the path with the least combined link weight. The 
primary network path between the source S and the destination D uses node A, and is 
represented by solid green lines. To protect against a failure of link S-A, node B can be used 
as a backup next-hop. The pre-failure network path from B to D will use link B-D, and traffic 
will not loop. This backup path is represented by dashed green lines. If link S-A fails, node S 
can repair the path to D by rerouting traffic away from the failure, onto link S-B. This is a local 
repair action; hence node S is called the point of local repair (PLR).  
 
 
 
 
 
 
 
 
However, if the link weight of B-D is increased to 10, as shown in Figure 3b, node B is no 
longer a suitable LFA. The primary path from B to D is via node S and node A, which means 
that if node S redirects traffic to B, it will be returned. Therefore, if link S-A fails and node S 
Figure 3 - Network topology with a suitable LFA (a) and without (b)  [14] 
S 
D 
A B 
2 
2 4 
2 S 
D 
A B 
2 
2 10 
2 
(a)               (b) 
6 
 
attempts to repair the path by redirecting traffic to B, a loop would form, represented by dashed 
red lines. 
To increase coverage (the percentage of failures the FRR scheme can protect against), the 
LFA method can be extended to use remote LFAs (RLFAs). A remote LFA is a node that will 
correctly forward the traffic to the destination using pre-failure network paths that do not 
traverse the failure, without causing any loops in the network. When a failure occurs, the PLR 
will forward traffic directly to an RLFA, generally using some type of tunnelling technique to 
ensure the traffic reaches the RLFA.  
In IP networks, an IP tunnelling method such as IP-in-IP can be used [13].  In MPLS-enabled 
networks, tunnels can either be manually pre-provisioned, or dynamically established, but 
operators typically prefer to manually provision the tunnels [14]. Alternatively, a relatively 
new source routing protocol, Segment Routing (SR), can be used to encode the tunnel in the 
packet headers [15]. This removes the need to configure tunnels in the network. 
SDN is particularly well-suited to implement a FRR strategy, as many of the complexities of 
FRR algorithms are solved by SDN’s features. A FRR algorithm would no longer need to 
generate its own view of the network, as a global network view is provided by the NOS. The 
algorithm is also aware of the pre-failure forwarding rules in each switch. Control applications 
can programmatically configure switches with the required backup rules and tunnels, instead 
of operators manually configuring the routers. Finally, the control applications can run as a 
graph algorithm on powerful commodity servers, instead of as a distributed algorithm on 
resource constrained routers [16].   
1.1.1. Problem Definition 
To achieve SDN’s primary goals of introducing control abstractions, simplifying network 
management, and enabling innovation, it is necessary to separate the control plane from the 
data plane. Removing the control plane from the forwarding devices raises several resilience 
concerns, particularly with regards to data plane failure handling.  
One of the primary concerns is that a reactive approach to traffic recovery, where the 
controller is involved in calculating a new FIB, will not meet carrier-grade networks’ FRR 
timing requirements. Thus far, SDN appears to have primarily been deployed in small to 
medium size networks, or in data-centres. In these environments, a reactive restoration 
approach has been sufficient, as the processing and communication delays involved are not 
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significant compared to traditional network re-convergence times. These networks typically do 
not have the same FRR requirements as carrier-grade networks. 
As SDN moves more into carrier networks that are larger both in terms of geographical size, 
as well as number of nodes, a fast restoration approach will become more critical to SDN’s 
success. SDN could also improve some of the issues with current FRR techniques, resulting in 
more widespread implementation of FRR. 
With backup rules installed, it has been shown that the 50 ms fast failover requirement can 
be met, and exceeded, using SDN switches [17]. However, calculation of the backup rules is 
non-trivial, and requires careful consideration and design. Various metrics can be used to 
determine the success of the FRR algorithm, such as coverage, backup path length, or number 
of additional flow rules [18]. Additionally, the FRR algorithm should be suitable for use in a 
carrier network, which often covers a large geographical area and has traffic engineering 
constraints. The FRR solution should also be scalable, automatic, and provide protection 
against any single link or node failure. Ideally, it would require minimal or no change to 
existing protocols, and the algorithm should run entirely as a control plane application. 
1.1.2. Research Questions 
The main research questions investigated can be summarized as follows: 
 Given ideal circumstances (a high-performance control plane and low latency 
controller-switch communication), can existing controller-based reactive approaches to 
failure recovery meet the 50 ms restoration requirement for carrier-grade networks? 
 If a reactive restoration approach can meet carrier-grade requirements in ideal 
circumstances, what are the scaling limitations on the network? Of particular 
importance is the maximum controller-switch latency, and the number of NOS 
instances required for a particular topology. 
 Are current SDN implementations of FRR suitable for a carrier-grade network? 
Important properties for carrier networks are scalability, coverage, automatic 
protection, and traffic engineering.  
 Can new or existing FRR strategies for traditional networks be implemented in an SDN 
network to achieve carrier-grade resilience? 
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1.2. Dissertation Objectives 
The success of software-defined networking in carrier networks will depend heavily on 
SDN’s ability to meet the requirements of the operators. Resilience is an important 
requirement, as operators often have strict service level agreements (SLAs) with customers, 
and network downtime can have significant financial consequences.  
The first objective of this dissertation is to present the available literature on current 
approaches for handling failures in the SDN data plane. To do this, a brief overview of the 
relevant aspects of the SDN architecture will be presented, along with a review of the reactive 
and proactive strategies of handling failures.  
Secondly, the suitability of current methods of recovering from data plane failures will be 
analysed, as well as their scaling limitations. This will be done by performing experiments 
using a network testbed with ideal network conditions, as well as more realistic conditions. 
Finally, the primary aim of this dissertation is to design and implement a fast reroute SDN 
control application that could be suitable for use in a carrier grade network. The focus will be 
on calculation of the backup rules. To analyse the suitability of the control application for 
carrier networks, the application will be tested using network topologies that are representative 
of carrier networks. The application will also be tested in a geographically distributed network 
testbed. 
1.3. Scope and Limitations 
The scope of this dissertation is limited to SDN resilience as it relates to data plane failures, 
specifically, either link or node failures. The literature review will, however, briefly consider 
other aspects of SDN resilience. 
The scope is further limited to networks within a single administrative domain, that is, 
controlled by a single operator. Protection for single points of failure in the network will not 
be considered, as this cannot be performed using back-up routes but requires provisioning 
additional links or switches. Furthermore, only the core of the network will be considered. 
Carrier networks consist of three layers: the access layer, the aggregation or distribution layer, 
and the core layer. The core network is where fast reroute strategies are most critical, as the 
core is responsible for transporting large amounts of traffic. 
It is assumed that if a switch has been programmed with backup rules, it will be capable of 
rerouting traffic within 50 ms of detecting a failure.  This has been shown to be true in 
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numerous experiments, and can also be expected since current production switches are required 
to be capable of meeting this switching time. Therefore, the proposed solution is not required 
to meet the 50 ms timing requirement if lower-performance switches are used, but it must be 
capable of installing backup rules that guarantee protection against failures.  
The scope of this dissertation includes fast reroute for unicast traffic, and does not include 
multicast traffic. 
1.4. Dissertation Outline 
The remainder of this document is structured as follows. 
Chapter 2 presents a brief overview of the architecture of SDN, to provide context to the 
work, as well as some necessary background on carrier routing protocols. A more in-depth 
literature review of current approaches for data plane resilience in SDN is then presented. The 
literature on both reactive and FRR approaches is considered.  
Chapter 3 presents the requirements of a FRR approach for carrier networks, as well as the 
design of the proposed approach. The requirements and design of a network testbed suitable 
for evaluating the proposed solution, as well as current data plane failure recovery techniques, 
is also presented. The network testbed must allow for testing of the control applications in ideal 
network conditions, as well as more realistic conditions.  
Chapter 4 presents the implementation of the proposed FRR algorithm, as well as the network 
testbeds. The proposed FRR solution is implemented as a network application, built on top of 
an existing open-source NOS. Two network testbed platforms are used to test the existing and 
proposed solutions in different environments. The validation and performance testing tools are 
also described. 
In Chapter 5 the results of the proposed FRR algorithm are detailed, focusing on coverage 
against failures as well as back-up path metrics. The performance results of the current reactive 
approach are also presented. The existing and proposed data plane resilience techniques are 
subjected to validation and performance tests under ideal and realistic network conditions.  
Chapter 6 presents some conclusions from the work, and summarizes the contribution of the 
dissertation. Future work is also discussed. 
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Chapter 2 
Background and Literature Review 
The previous section introduced the basic concepts and aims of SDN, as well as some of the 
resilience concerns surrounding the architecture. In particular, the problem of data plane 
resilience was expanded in more detail. This section provides more detail on the architecture 
of SDN and its main components. Then, a brief description of routing protocols used in carrier 
networks is given, as necessary background for the fast reroute (FRR) approach proposed in 
later chapters. Finally, existing reactive and proactive data failure recovery strategies are 
described in more detail, with a focus on software-defined networks. 
2.1. Software-Defined Networking Architecture 
As shown in Figure 2, the ITU’s reference architecture for SDN contains three main layers: 
the resource layer, the control layer, and the application layer. Figure 4 shows a simplified view 
of this same reference architecture, highlighting the main components [2]. Instead of the ITU 
terminology of application-control and resource-control interfaces, the terms northbound 
application programming interface (API) and southbound API can be used. Northbound and 
southbound are software directions from the reference point of the NOS. This section will 
follow a bottom-up approach to discuss each of the main components.  
 
 
 
 
 
  
 
 
 
 
 
Network Operating System 
Network applications 
Network infrastructure  
Northbound API 
Southbound API 
Figure 4 - A simplified view of the SDN architecture [2] 
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2.1.1. Data forwarding elements 
On the lowest layer, the data forwarding elements, or switches, are responsible for 
forwarding traffic based on their forwarding tables, which are installed by the NOS. They also 
capture network statistics and communicate these back to the NOS. A commonly deployed 
SDN switch architecture is the OpenFlow architecture, specifically OpenFlow version 1.3 [19]. 
Later versions have been released, but are not as widely supported as version 1.3 [20]. 
OpenFlow 1.3 switches contain one or more flow tables, as well as a group table [21]. 
Received packets enter the data processing pipeline, consisting of a series of flow tables. The 
flow tables contain flow entries, which consist of a packet matching rule, actions to apply to 
matching packets, and traffic statistics. Actions include forwarding, modifying, or dropping the 
packet. Packets can be forwarded to a port, a flow table, a specific group in the group table, or 
to the controller [21]. Figure 5 shows the breakdown of a flow rule in more detail, as well as a 
few of the more than 40 possible matching criteria in OpenFlow 1.3 [2]. 
 
 
 
 
 
 
 
 
A group allows for more complex and specialized packet operations than can easily be 
defined in a flow table, such as load-balancing, multicast, and fast failover [19]. The fast-
failover type group is of particular relevance to this work, as it allows for a fast reroute function 
to be implemented in the switch. 
A group contains a list of actions, with each item in the list referred to as a bucket. Fast-
failover group buckets contain a watch port (or watch group) parameter, as shown in Figure 6. 
The status (up or down) of the associated watch port determines whether or not the bucket can 
be used. When a packet is forwarded to the group, the first usable (or live) bucket is selected, 
and its list of actions is applied to the packet [19].  
Rule Action Counters Priority Timeout 
 
 
Packet + byte counters 
 
 
 
 Forward packet to port(s) 
 Forward packets to group 
 Drop packet 
 Encapsulate and send to controller 
 
 
 
Ingress 
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MPLS 
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TCP 
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TCP 
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Figure 5 - Breakdown of an OpenFlow rule [2] [52] 
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Figure 6 - The OpenFlow fast-failover group [19] 
A fast reroute strategy can therefore be implemented by installing the action corresponding 
to the primary path into the first bucket in a fast-failover group, and the action corresponding 
to the backup path into the second bucket in the same group. The first bucket should monitor 
the liveness of the primary output port. If this port goes down due to failure of the link or 
neighbouring node, the primary bucket will be disabled, and the actions in the second group 
will be applied to the traffic. 
The select group type is also relevant, as it allows for load balancing traffic across multiple 
paths, or multiple parallel links between two switches.  A watch port can also be specified for 
a select group bucket, which is used to determine the liveness of the bucket. A packet entering 
a select group may use any of the live buckets within the group. The bucket selection algorithm 
is not specified by the OpenFlow protocol, and is left to the switch implementation. Load 
balancing can either be done on a per-packet basis, or a per-flow basis. A flow is a set of packets 
from a source to destination.  
2.1.2. Southbound API 
The southbound interface connects the switches and the NOS, allowing the NOS to install 
forwarding rules, collect traffic statistics, and gather the global network view. A number of 
southbound APIs exist, such as OpenFlow, NetConf, and ForCES [2]. The most common of 
these is the OpenFlow protocol [2], which is the southbound protocol used by OpenFlow 
switches. However, NOSes often support more than one southbound API. 
The OpenFlow protocol provides an open, standard interface for SDN controllers to 
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communicate with switches, in a way that abstracts the implementation details of the 
forwarding pipeline. This is a significant shift away from the status quo of vendor specific 
network languages, and creates a suitable environment for active, open-source development.  
This standardized, open interface is particularly useful as it allows a network operator to use 
switches and controllers from multiple vendors or open-source projects. It also means that the 
operator is not locked in to a particular NOS or switch, as either can be substituted for another 
OpenFlow supporting equivalent [2]. 
2.1.3. Network Operating System 
The network operating system, or SDN controller, provides similar functions for network 
applications as a computer operating system provides for computer applications [22]. Its 
primary purpose is to abstract device-specific details, and provide common functionalities and 
essential services. Some of these services and functionalities include network state and 
topology, device discovery, distribution of network configuration, as well as installation of 
forwarding rules. 
The network operating system is, of course, a critical component in the SDN architecture, 
and its design must be suited to the requirements of the network. To accommodate different 
networks, a wide variety of NOSes have been developed with widely varying architectures, 
feature sets, and performance characteristics. When choosing a NOS, a number of selection 
criteria are important, such as architecture, industry partners, supported northbound and 
southbound APIs, modularity, documentation, intended application domain, and existing 
applications.  
One of the primary distinguishing features of a NOS is whether it is centralized or distributed.  
Production controllers for large, resilient networks should be distributed in order to provide 
fault tolerance in the control plane, as well as allowing for performance to be scaled by adding 
more instances of the controller. However, distributed controllers must maintain state between 
instances, which does introduce some additional complexities. 
While many different NOSes exist, OpenDaylight and ONOS are notable as they are 
arguably the best candidates for production networks. The main differentiator between these 
two is that ONOS is primarily focused on carrier networks, while OpenDaylight originally 
focused on the data-centre [20]. These different focuses influence the architecture to some 
extent, as well as the available network applications. 
14 
 
A third controller, RYU, is relevant for this work as it is one of the most commonly used for 
research and development purposes. However, given that it has a centralized architecture, and 
therefore no resilience in the control plane, it is not suitable for a production carrier-grade 
network [20]. 
Table 1 presents a comparison of some of the features of these three controllers. A more 
exhaustive survey and comparison of most of the available controllers can be found in [20] and 
[2].  
Table 1 - Feature based comparison of three popular SDN controllers 
 Programming 
Language 
Modularity Distributed/ 
Centralized 
Southbound APIs Northbound 
APIs 
Application 
Domain 
ONOS Java High Distributed OF1.0, 1.3, 
NETCONF 
REST API Datacentre, 
WAN and 
transport 
ODL Java High Distributed OF1.0, 1.3, 1.4, 
NETCONF/YANG, 
OVSDB, PCEP, 
BGP/LS, LISP, 
SNMP 
REST API Datacentre 
RYU Python Fair Centralized OF 1.0, 1.2,1.3, 1.4, 
NETCONF, 
OFCONFIG 
REST API Campus 
 
2.1.4. Northbound API 
The northbound API is the interface between the NOS and the network applications which 
calculate the forwarding state of the switches, based on high level network strategies and goals. 
The abstractions and functionalities provided by the NOS must be made available to the 
applications through the northbound interface. 
Unlike the southbound, where OpenFlow is widely-adopted, the northbound interface does 
not yet have a widely-adopted, standardized protocol. Although some standardization 
organizations are working on a northbound API [23], the common trend in software is likely 
to occur, where standards typically follow implementation [2].  
Currently, most controllers have at least two northbound APIs. The first is a programmatic 
interface, specific to the controller. This requires the application to be written in the same 
language as the controller, and allows the application to read network state, be updated with 
new topology information, and program the switches. This approach is useful as it allows the 
NOS to notify the application when new information is available, and the interaction between 
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the application and the NOS can make use of all the features of the programming language. 
The second API generally provided is a representational state transfer (REST) API. REST is 
a common architectural style used in web development, and allows a client to communicate 
with a server using a simple set of Hypertext Transfer Protocol (HTTP) methods.  Since most 
controllers provide similar REST interfaces, network applications could be adapted to work 
with another controller with less work than the programmatic interface would require. 
However, REST APIs have a number of architectural constraints. A significant constraint of 
the REST interface is that the application cannot subscribe to notifications about new 
information, but must continuously poll the NOS. This can result in a significant processing 
overhead, or a significant delay in receiving new information. 
2.1.5. Network applications 
Network applications contain network goals and business policy, and calculate the 
forwarding state of the switches accordingly. Common goals are routing, isolation, security, 
traffic engineering, and load balancing [2]. Many NOS vendors provide a number of network 
applications to cover common functionalities. The preferred approach is a modular or micro-
service approach [20], where each application is responsible for one specific function. This 
allows for these applications to be easily reused in different combinations, depending on the 
particular use case. 
The majority of popular NOSes are open-source, allowing users to modify the internals of 
the controller, as well as develop new applications to meet their own requirements. This allows 
for a faster pace of innovation than the traditional model of relying on vendors to introduce 
new features. 
2.2. Carrier Network Routing Protocols 
To properly discuss FRR strategies in carrier networks, it is necessary to first understand the 
routing protocols used in these networks. Operators often make use of MPLS in the core of 
their network. The original benefit of MPLS was that MPLS switches could operate faster than 
IP switches, but as switching hardware has improved, this benefit has largely fallen away. 
MPLS has other benefits that are still relevant, such as traffic engineering and quality of service 
(QoS) capabilities [10], as well as the ability to transport a variety of traffic protocols. However, 
some scalability issues have been identified with the traffic engineering solutions in MPLS, 
and a new routing protocol, segment routing (SR), has recently been proposed. Segment routing 
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has a number of benefits, and can utilize the MPLS data plane without modification, possibly 
allowing for a phased introduction.   
2.2.1. Multiprotocol Label Switching 
In IP networks, each switch runs a routing algorithm to determine the next-hop for a 
particular traffic flow, based on the IP packet header [24].  In an MPLS network (Figure 7), 
however, routing algorithms are only run at the edge of the network, in the provider edge (PE) 
routers [25]. The PE router determines the path that the traffic should take through the network, 
and assigns a short, fixed-length MPLS label accordingly. Paths corresponding to the different 
labels are installed in the interior provider (P) routers, using a forwarding table [24]. These 
paths are called label-switched paths (LSPs), since the P routers switch traffic based only on 
the MPLS label. 
 
 
 
 
 
 
 
MPLS enables QoS in the network by creating different LSPs for the same path, that have 
different priorities. Traffic engineering is enabled with the Resource Reservation Protocol – 
Traffic Engineering (RSVP-TE), which allows LSPs to be created that take into account 
network constraints and traffic requirements. 
Although the interior P routers are simplified by MPLS, as they do not have to run a routing 
algorithm to make forwarding decisions, a large amount of network state is still required to be 
stored in these routers. Each LSP requires an entry in the P router, and it has proven difficult 
for providers to cope with the thousands of paths often needed in the network [15].  
2.2.2. Segment Routing 
Segment routing is similar in concept to MPLS in that it uses labels for routing, but unique 
labels are assigned to nodes (and links, if required), instead of being assigned to paths. At the 
Figure 7 – An MPLS network topology showing P and PE routers [25] 
PE 
PE 
P P 
P P 
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edge of the network, PE routers attach a stack of labels to the traffic that defines its path through 
the network [15]. The forwarding table of each P router therefore only contains entries for each 
node in the network, and not for each LSP. In this way, the network state is removed from the 
core of the network, and is only held in the edge routers. 
This approach is very flexible, as PE routers can specify the traffic’s path with various levels 
of granularity by either attaching a single label, specifying the final PE, or it can specify 
intermediate nodes as well. If too many labels are attached, issues may arise with MPLS 
switches that only support attaching a limited number of MPLS labels to a particular packet. 
However, various techniques can be used to minimize the stack depth while ensuring the 
optimal path is used [26]. A number of prototype SDN controllers have been developed 
showing that SR is a viable SDN forwarding protocol [27] [28]. 
To illustrate the operation of segment routing, a SR network is shown in Figure 8, where 
each node has a unique SR label between 9000 and 9007. Links can be labelled with an 
adjacency label, as shown for the two links between node 9002 and 9005. Adjacency labels are 
only significant to a specific node. Incoming traffic at PE1 that is destined for PE2 can be 
labelled with a single label, 9002. The traffic would then take the shortest path through the 
network, which would be determined by the routing protocol used and the link weights. With 
equal link weights, the traffic would be load-balanced over multiple paths if the routing 
protocol supports equal-cost multipath (ECMP) routing. 
However, a specific path can also be enforced by attaching additional labels for intermediate 
nodes. For example, to force the traffic through node 9002, the edge router would simply push 
the label stack 9002, 9007. Traffic would still be load balanced over ECMP paths, if available. 
To explicitly specify the entire route, including a specific link, the edge router can push the 
label stack 9001, 9002, 2023, 9006, 9007. 
 
   
 
 
 
 
Figure 8 – A SR network showing node and adjacency labels [15] 
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2.3. Data Plane Failure Recovery 
As discussed in Chapter 1, there are two basic approaches to responding to data plane 
failures. A reactive recovery approach will only recalculate the forwarding rules once a failure 
has occurred, and there may be traffic loss for several seconds. A proactive approach pre-
emptively installs back-up forwarding rules in case of a failure, which can reduce traffic loss 
to below 50 ms. This section provides more detail on each of these approaches, focusing on 
implementations in SDN. 
2.3.1. Reactive Approaches 
In traditional networks with distributed control planes, data plane failures are communicated 
to other nodes by broadcasting the information as a topology change. Nodes then re-compute 
the forwarding tables accordingly. The time involved in distribution of the information and re-
computation defines the minimum time for responding to the network failure [4]. This can be 
a lengthy process in some networks, as the information must travel through multiple hops, and 
the processing time of the routing algorithm is constrained by the computing power of the 
switches. 
In a software-defined network, there are five basic steps that occur in order to recover from 
a failure, as shown in Figure 9 [16]. In order, they are: 
1. A switch detects the failure 
2. The switch notifies the controller of the failure 
3. The controller computes the required updates 
4. The updates are pushed to the switches 
5. The switches update their forwarding table 
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Figure 9 - The five steps that must occur when a failure occurs [16] 
This process could be faster than in a traditional network, and at least will not be worse. This 
is because the switches communicate the change directly to controller, rather than flooding the 
network, and the controller can run on more powerful server hardware than the weak 
management CPUs in switches [16].  
Therefore, the restoration time (𝑇𝑟) can be broken down into four main components, as shown 
in Equation (1) below. These are the failure detection time (𝑇𝑑), the switch-controller 
communication latency (𝑇𝑐𝑠), the computation time (𝑇𝑐), and the flow installation time (𝑇𝑖).  
𝑇𝑟 = 𝑇𝑑 + 2𝑇𝑐𝑠 + 𝑇𝑐 + 𝑇𝑖 (1) 
The restoration requirement specifies that traffic must be redirected within 50 ms of the 
failure being detected [29], and therefore the 50 ms requirement does not include 𝑇𝑑. However, 
the failure detection time 𝑇𝑑 is still important, as it is critical to minimizing traffic loss. A 
commonly used network protocol to detect link or node failures is Bidirectional Forwarding 
Detection (BFD) [11]. Two nodes establish a session over a particular path, and exchange 
frequent control messages to confirm that the path has not failed [17]. Alternatively, a simple 
loss-of-signal (LOS) approach can be used [11]. 
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Sharma et al. used BFD sessions established between the path end-points to detect failures 
within 40 to 44 ms [11]. By using per-link BFD sessions instead, and increasing the frequency 
of the control messages, van Adrichem et al. were able to reduce the detection time to 
approximately 3 ms [17]. 
The switch-controller latency 𝑇𝑐𝑠 is largely a function of the network between the switch and 
controller, and will depend on the network. This factor can be reduced by geographically 
distributing the controller instances, so that each switch has a nearby controller. The network 
between the switch and controller could also possibly be improved. Both of these steps would 
increase the cost of the network, and the physical properties of the transmission link would still 
pose a restriction, since the latency of an optical fibre link is approximately 1 ms per 200 km 
[30]. A possible solution would be to first determine the maximum allowable value for 𝑇𝑐𝑠 by 
measuring the other variables in Equation (1), and then designing the network to achieve this 
value. 
The computation time 𝑇𝑐 is dependent on a number of factors, such as the routing application, 
the controller performance, and the hardware the controller is running on. The performance of 
the controller in terms of responses per second and response time appears to be high enough to 
meet carrier-grade requirements. A comparison of the most popular controllers found most of 
the controllers tested had a response time of less than 10 µs, and many can process upwards of 
a million responses per second [20]. This does not include the recalculation time, which 
depends on the number of flow rules that must be recalculated, and has been found to exceed 
100 ms in several implementations [11] [31]. 
Finally, the flow installation time 𝑇𝑖 is determined by the switch implementation. Flow 
installation times for a popular software switch, Open vSwitch, were found to be around 1 ms 
per flow installation [32]. These results are several years old, but show that flow installation 
could become a significant bottleneck in large-scale networks using software switches, if 
performance has not improved in recent years. Hardware switches are more likely to be used 
in a carrier network, however, and these should have a lower installation time. 
Given that the four variables that contribute to the total restoration time in Equation (1) are 
all in the millisecond timescale, it appears unlikely that a restoration approach will be viable to 
meet the carrier-grade requirement of 50 ms. Furthermore, given that two of these variables, 
𝑇𝑐 and 𝑇𝑖, are dependent on the number of flows affected, a restoration approach will have 
scaling limitations. 
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2.3.2. Proactive Approaches 
Traditional approaches to fast reroute (FRR) were described in Chapter 1.1. Similar concepts 
can be applied in SDN, where the global network view of the network simplifies the task of 
calculating the optimum back-up paths. In addition, the programmability of the network could 
alleviate some of the network management complexity of current FRR solutions, which has 
limited its deployment in production networks. In an SDN FRR solution, there are two main 
tasks: calculating the optimum back-up paths before a failure occurs, and configuring the data 
plane to use the back-up paths as soon as a failure occurs. This section will first discuss the 
process of configuring the data plane, and then discuss approaches to calculating the back-up 
paths. 
Data plane configuration 
In contrast to reactive approaches, proactive approaches to SDN data plane resilience 
preconfigure the switches to allow them to reroute traffic onto a back-up path without involving 
the controller. In a proactive strategy, there are two steps that the data plane must take in order 
to restore traffic:  
1. A switch detects the failure 
2. The switch selects the back-up rules 
The restoration time calculation is modified from Equation (1) to reflect these two steps, and 
presented in Equation (2) below, where 𝑇𝑠 represents the time taken to select the back-up flow 
rules. 
𝑇𝑟 = 𝑇𝑑 + 𝑇𝑠 (2) 
The failure detection method is just as critical as in a reactive approach, and the same 
methods can be used. It is typically the most significant factor in the traffic restoration time, as 
the selection of back-up actions is very fast [17] [33]. Since the 50 ms requirement does not 
include the failure detection time, it is based only on 𝑇𝑠 for a proactive approach.  
Two different methods of selecting the backup rules were proposed prior to the introduction 
of OpenFlow fast failover groups in OpenFlow 1.1. The first project, OpenState, extends the 
OpenFlow traffic processing pipeline by introducing a finite state machine, allowing different 
sets of flow rules to be used depending on the state held in the switch [34]. When a failure is 
detected, the state of the switch changes, and a different set of rules are selected. This approach 
introduces additional complexity in the switch, which goes against some of the principles of 
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SDN. This, combined with the fact that it requires use of non-standard protocol, means that is 
unlikely to see much real-world adoption. 
The second proposal was to install back-up rules into the same flow table as the primary 
rules, but with a lower priority. An auto-reject mechanism was implemented, which 
automatically deleted the primary rules when a failure occurred, causing the back-up rules to 
be selected [33]. Back-up actions are installed per-path, as requested, and require additional 
flow rules for each possible link and node failure on the protected path. This leads to a high 
number of flow rules needed, even in small to medium size networks. This approach also 
requires an extension of the OpenFlow protocol, and fast failover groups in later OpenFlow 
standards perform the same function, so it is also unlikely to see real world adoption.  
OpenFlow fast failover groups allow the status of a port to influence the forwarding actions 
that are applied to a traffic flow, as explained in section 2.1.1 of this chapter. This 
implementation has the advantage that it does not require additional matching rules in the flow 
table, and it is a standard OpenFlow protocol which is already widely adopted.  
Several works have implemented a protection scheme using the OpenFlow fast failover 
groups, and have shown that the recovery time is independent of path length and network size, 
since it is a local action [17].  
Using per-path BFD to detect failures, Sharma et al. achieved a recovery time of 42 – 48 ms 
[11]. By using a per-link BFD configuration with more frequent control methods, van 
Adrichem et al. achieved a recovery time of 3.3 ms [17], which is substantially faster than the 
50 ms requirement for carrier grade networks. This recovery time also includes the failure 
detection time.  
However, implementing a fast reroute scheme that provides protection against all or most 
failures is not as simple as configuring a fast failover group to output traffic to a different port. 
The existence of an adjacent LFA is topology dependent, and often traffic must be forwarded 
to a remote LFA.  
A common SDN approach to ensure that the traffic is forwarded to the RLFA is to install 
back-up flow rules in each switch along the back-up path. Packets are tagged at the point of 
local repair to notify other switches that they should be forwarded according to the back-up 
rules [18] [34] [35]. Once the traffic reaches the RLFA, the tag can be removed, and the primary 
forwarding rules used to reach the destination [35].  
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Back-up rule calculation 
An early approach to calculate back-up rules took an end-to-end path protection approach, 
using disjoint paths [36]. Disjoint paths are paths that do not share any link or node, besides 
the end points. MPLS was used in the data plane, with a primary label switched path (LSP), as 
well as a disjoint back-up LSP. The end point switches monitored the connectivity of the 
primary path and switched over to the back-up path when the primary path failed. However, 
using disjoint paths is inefficient as the resulting primary path can be substantially longer than 
the shortest path possible [35]. Additionally, a single failure on a multi-hop path would cause 
the capacity of all the links to be wasted. 
A later attempt, implemented on top of OpenState, used an approach where the traffic is 
tagged and sent back along the primary path after a failure, until a node is reached that can 
calculate a suitable alternate path to the destination. The tagged packets signal the failure to 
this repair node, and all subsequent packets are redirected down this alternate path [34]. This 
approach essentially selects a remote LFA on the primary path, at a point before the failure. 
However, a more optimal RLFA could easily exist that is not on the primary path. This 
approach will result in packets arriving out of order, which may be a problem for certain 
protocols. The initial paths for the repair traffic are relatively long, and could possibly be 
shortened by using the optimum RLFA. A further drawback of this approach is that it uses a 
custom OpenFlow extension, and adds extra state into the nodes. 
Finally, a solution for IP networks was proposed by van Adrichem et al. [35]. This approach 
recognises that traffic can be re-routed along the primary path, to only avoid the failure, and 
still use the other available links. This is more efficient than a disjoint path method, which 
avoids all resources along the primary path. To calculate the back-up route in case of a specific 
failure, the element (link or node) is removed from the network graph, and the new shortest 
path found. This shortest-path is installed in the nodes along the path as additional forwarding 
rules, that match on the tag added by the node that detected the failure. The back-up action tags 
the traffic with information of the failure so that the correct forwarding rules are selected in 
following switches. This essentially creates a tunnel to the RLFA, where the tag is removed 
and the traffic uses normal primary forwarding rules to reach the destination. Traffic 
engineering was not considered in this approach, and the presence of multiple equal cost paths 
required significantly more rules to be installed. In addition, the solution does not support 
multiple parallel links, called link aggregates, between two nodes. Carriers often use traffic 
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engineering, link aggregates, and equal cost multipath routing (ECMP) for load balancing, so 
a carrier solution would require these issues to be addressed. 
2.4. Chapter Discussions 
This chapter first presented an overview of the SDN architecture, with a focus on fast failover 
groups, which are useful for a fast reroute strategy. Secondly, some background on carrier 
routing protocols was presented. Some of the challenges of reactive approaches to data plane 
failures were highlighted, as well as current efforts in this area. These challenges will make it 
difficult to achieve scalable carrier grade resilience with a reactive approach. Finally, the data 
plane support for proactive strategies was discussed, and the challenges in the control plane 
calculation of the back-up rules highlighted. Many current solutions have inefficient back-up 
paths, with the most suitable solution for IP networks being proposed by van Adrichem et al. 
However, a carrier solution would require some additional features, such as support for link 
aggregates, ECMP routing, and traffic engineering. 
The following chapter will introduce the requirements of a FRR approach for carrier 
networks in more detail, as well as the design of the proposed solution. The requirements and 
design of a suitable network testbed for evaluation is also presented. 
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Chapter 3 
Requirements and Design of a Carrier Grade SDN FRR Solution 
Chapter 2 presented the current work on fast reroute solutions for SDN. The main aim of this 
dissertation is to develop a solution for the core of carrier grade networks, and therefore it is 
important to consider the requirements of these networks.  This section will first look at carrier 
networks, specifically focusing on the core of the network.  From this, the requirements of the 
proposed solutions will be formulated. The algorithm of the proposed solution will then be 
presented.  
3.1. Carrier Core Network  
This section details the architecture of a typical carrier network, and then considers the 
topology and functions of the core network. The requirements of the core network are then 
discussed, and used in section 3.2 to determine the requirements of the FRR solution. 
3.1.1. Carrier Network Architecture 
Due to the scale of national carrier networks, operators of these networks typically use a 
three-tier hierarchical network model to design a reliable, scalable and cost-efficient network 
[37] [38]. The three layers are: the access layer, the distribution layer, and the core layer.  
 
Figure 10 - Three tier hierarchical network [37] 
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Figure 10 shows an example network topology using these three layers. The access layer is 
referred to as the ‘last-mile’ part of the network, and provides connectivity and access to the 
customers by connecting to customer premises equipment (CPE). The distribution layer 
aggregates traffic from the access layer for transport on the core layer, provides policy-based 
connectivity, and is the boundary between the core and access layers. As it connects resources 
in the city or town it is located in, the distribution layer is also referred to as the metropolitan 
area network. Finally, the core layer connects the distribution network layers from different 
geographical areas, typically over long distances [38].  
3.1.2. Core Network Topology 
An example of a typical carrier core network topology in the United States is presented below 
in Figure 11. An interesting characteristic to note is the low number of links per node. A survey 
of 11 service provider core networks found the number of nodes ranged from 16 to 600, and 
the average node-to-link ratio was 1:2.3 [39].  
 
Figure 11 - Example core network for a US carrier [38] 
A second important characteristic is the use of multiple links between two nodes, forming an 
aggregate link. In addition to single link and node failures, the fast reroute solution must take 
into account the various failure scenarios for these aggregate links. If a single link in the 
aggregate should fail, the optimum back-up path will likely use another link in the aggregate. 
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However, it is likely that the entire aggregate could fail at once (which is still classified as a 
single failure) due to a line cut or node failure. The FRR solution must take different actions 
for these different scenarios, and not simply avoid the entire aggregate if one link in the 
aggregate fails, as this would be inefficient. 
3.1.3. Core Network Requirements 
The function of the core network influences its design and requirements. The main 
requirements of the core layer are as follows: 
 Provide high-speed switching [37] 
 Provide reliability and fault tolerance [37] 
 Provide traffic engineering functions [38] 
 Support multiple types of traffic  [40] 
High-speed switching is required to switch large amounts of traffic quickly, while 
minimising the cost of the networking hardware. While modern routers can implement fast IP 
header lookups and path calculations in hardware, these devices are expensive.  A label 
switching protocol like MPLS provides a more efficient solution by performing the path 
calculation once, at the edge of the network, and assigning a short label accordingly. Cheaper 
switches, as opposed to routers, then switch the traffic in the core of the network based on this 
label.  
As mentioned previously, for the core network to be considered carrier-grade, the fault 
tolerance requirement is that traffic must be redirected away from a failure within 50 ms of the 
failure being detected [11]. A specific example of this specification can be found in the standard 
for MPLS Tranport Profile [29]. 
Carrier networks require traffic engineering functions in order to utilise the network 
resources efficiently and cost-effectively. For complex networks, this requires the use of a 
routing protocol that can allocate resources to specific traffic flows, as well as define explicit 
routes for traffic flows [38]. 
Finally, the network should support multiple types of traffic, such as voice, data, and 
multimedia. This allows consolidation of different networks, like the public switched telephone 
network (PSTN) and the IP network, into one network, reducing costs [40]. 
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3.2. Fast Reroute Requirements and Design Considerations 
Many fast reroute solutions consider a failure of a single individual link or node. However, 
given that core network topologies will likely contain multiple links between nodes, which 
could fail independently or collectively, a carrier FRR solution should also provide support for 
these link aggregates. The three types of failures that must be protected against are therefore: 
 Failure of a single link within an aggregate  
 Failure of all direct links between two nodes 
 Failure of a node  
Furthermore, due to the specific requirements of the core network, a fast reroute solution 
aimed at the core network has different requirements to a restoration approach used for a 
general network. Working directly from the four main requirements of carrier networks, the 
following requirements of the fast restoration approach can be identified: 
 Support a label-switching routing protocol 
 Redirect traffic within 50 ms of a failure being detected 
 Use back-up paths that are aware of the traffic engineering constraints on the network 
 Protect multiple types of traffic (e.g. IP and non-IP) 
In addition to these requirements, there are other important design considerations. Firstly, 
the length of the back-up paths should be optimized, without increasing the length of the 
primary path, to maximise the efficiency of the network [35]. Secondly, the number of 
additional flow rules required should be minimised, as switch memory can be limited and quite 
expensive. The solution should also be automatic, as manual configuration is expensive and 
error-prone. Finally, the solution should not require the SDN control plane to be significantly 
overdesigned compared to what is required for normal operation. This is with respect to the 
number of control plane instances, as well as the minimum controller-switch latency. 
3.3. Design of the Proposed Fast Reroute Algorithm 
The first design decision that must be made is whether a reactive or proactive approach is 
used. Given that meeting the 50 ms recovery requirement with a reactive approach is difficult 
in emulated networks [8], it is unlikely to be feasible in a large-scale, geographically distributed 
carrier network. Therefore, a proactive approach was chosen, with back-up routes installed into 
the switches before a failure occurs. 
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The second design decision was the selection of a label-switched routing protocol for the 
back-up paths. MPLS appears to be the most common choice for carrier networks, but MPLS 
FRR is not ideal, as it requires the provisioning of back-up tunnels. Segment routing was 
selected instead, as it can efficiently create back-up tunnels on demand by encoding path 
information in the packet header. Segment routing keeps many of the advantages of MPLS, as 
it uses the MPLS data plane without modification. This also means that primary paths could be 
routed with IP, MPLS, or another protocol, and segment routing only applied to the back-up 
paths. 
Management of link aggregates and failures within the bundles is a common problem, and 
can be performed by routers, using the link aggregation control protocol (LACP). However, to 
provide a more general, OpenFlow-only solution that will work with switches that do not 
support LACP, this function was implemented in the FRR application. The aim was to group 
links within the aggregate together, and present the aggregate to the rest of the application as a 
single link. This can be performed by adding each link to an OpenFlow select group, and using 
the port monitoring feature to implement fast failover between links within the aggregate. A 
failure of a single link within the aggregate will not be visible to the rest of the application, 
while a failure of the entire aggregate will present as a single link failure.  
Finally, the calculation of the link and node protecting back-up routes is critical to the 
solution’s ability to efficiently protect against any single link or node failure. Instead of using 
loop free alternates, the post-convergence path was chosen as the back-up path. Segment 
routing makes this easier to accomplish than in earlier protocols like IP or MPLS, as it allows 
the path to be explicitly routed without pre-provisioning tunnels or signalling other nodes [41]. 
Using the post-convergence path allows for the traffic engineering constraints on the network 
to be factored into the back-up path calculation, which helps ensure that the back-up paths meet 
the network requirements.  
The algorithm to calculate the post-convergence path therefore must take in to account two 
different failures: single link failures, and single node failures. However, the switch can only 
monitor local interfaces to determine which rules should be used, so it is not able to 
independently determine if only a single link has failed, or if the node has failed. 
The algorithm therefore assumes the failure is a single link failure, and acts accordingly. The 
node that detects the link failure cannot independently determine if the node has failed, as this 
requires information from two or more nodes. If the post-convergence path uses the node that 
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has possibly failed, the back-up rule attaches a tag to the packets indicating the link failure. 
Switches along the repair path use the presence of this tag to select the node protecting rules as 
the back-up rules, with the same primary rules. If another link has failed, it is assumed that a 
node failure has occurred, and the node protecting back-up path will be used. 
To calculate the forwarding matrix of primary and back-up rules, the basic framework of the 
algorithm proposed by van Adrichem et al. [35] was used, with several modifications. The 
main modification is that the entire back-up path is returned, rather than just an alternative next 
hop. Also, the link protecting and node protecting paths are calculated in the same iteration 
through the network, rather than two consecutive iterations. 
The proposed algorithm to calculate the forwarding matrix fw, as well as the matrices for the 
back-up rules, is presented below. The network topology information is stored in a directed 
graph G with a set N of |N| nodes and a set L of |L| links. Step 1 describes the calculation of 
the primary rules, while the rest of the steps describe the back-up rule calculation. Steps 5, 9, 
and 11 relate specifically to protection against single link failures. Steps 6, 10, and 12 relate to 
node protecting rules. 
In addition to the primary forwarding matrix fw, the algorithm outputs include the back-up 
forwarding matrices link_fw, and node_fw. The generation of Open Flow forwarding rules from 
these forwarding matrices is described in the next chapter. 
Algorithm 1: Link and node protection  
Input: Network graph  𝐺(𝑁, 𝐿) 
Outputs: Primary forwarding rule matrix fw 
               Link-protecting backup rule matrix link_fw 
               Node-protecting backup rule matrix node_fw 
1.   set 𝑓𝑤 to all-to-all shortest paths matrix 
2.   set 𝐺𝑐𝑜𝑝𝑦_𝑙  and 𝐺𝑐𝑜𝑝𝑦_𝑛 to copies of 𝐺 
3.   for each node 𝑛 𝜖 𝑁: 
4.       for each neighbouring node 𝑚:  
5.           remove link (𝑛, 𝑚) from 𝐺𝑐𝑜𝑝𝑦_𝑙 
6.           remove node m from 𝐺𝑐𝑜𝑝𝑦_𝑛 
7.           select the set of destinations {𝑑} from 𝑁 where 𝑛𝑒𝑥𝑡𝑁𝑜𝑑𝑒 = 𝑚 
8.           for each node 𝑑 in {𝑑}: 
9.                compute shortest path from 𝑛 to 𝑑 using 𝐺𝑐𝑜𝑝𝑦_𝑙 and add to 𝑙𝑖𝑛𝑘_𝑓𝑤 
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10.              compute shortest path from 𝑛 to 𝑑 using 𝐺𝑐𝑜𝑝𝑦_𝑛 and add to 𝑛𝑜𝑑𝑒_𝑓𝑤 
11.          restore link (𝑛, 𝑚) to 𝐺𝑐𝑜𝑝𝑦_𝑙 
12.          restore node 𝑚 to 𝐺𝑐𝑜𝑝𝑦_𝑛 
 
The compilation process of calculating the OpenFlow forwarding rules and groups from this 
forwarding matrix was also modified from [35] to specify the back-up path in the header of the 
affected traffic, and not by installing additional rules in switches along the back-up path. 
The back-up path is installed in the header of the packet by attaching the minimal stack of 
labels that will ensure other switches route the traffic along the back-up path, using the primary 
rules, as they are not aware of the failure.   
In IP FRR solutions, the P-space of a switch is the set of nodes that are reachable from the 
switch using the pre-failure forwarding rules, without traversing the failed link or node. The 
Q-space of the destination switch is similar, but refers to the switches that can reach the 
destination switch without traversing the failure. 
For this work, the concept of P and Q nodes is narrowed to nodes that are reachable from, or 
can reach, a particular node by using the same path as the back-up path. In other words, it is 
not sufficient for the node to be reachable using pre-failure rules, but the post-convergence 
back-up path must be followed, in order to respect the traffic engineering constraints of the 
network. 
Therefore, to find the label stack for the back-up path, the closest Q node and furthest P node 
must be found. In cases where these are the same node, only one label will be required. In cases 
where this single node is a neighbour of the repair node, no labels will be required. Otherwise, 
the nodes from the P node up to, and including, the Q node will make up the label stack.  
3.4. Functional System Architecture  
With the design of the fast reroute algorithm described, it is now possible to describe the rest 
of the system architecture used to implement and validate the proposed algorithm. The system 
architecture is comprised of the three planes in SDN: the network layer, the network operating 
system, and the applications layer. This functional architecture is shown in Figure 12. The 
function of each layer will now be described in a bottom-up approach. 
Firstly, the network infrastructure consists of hosts to generate traffic, forwarding devices to 
switch traffic, and links to connect hosts and switches. The main functional requirement is that 
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the switches are OpenFlow 1.3 switches. 
Secondly, a network operating system is required to provide network abstractions and 
network topology information to the application. The NOS must communicate with the 
switches, discover the links in the network, and install the flows and groups calculated by the 
application. 
Finally, the application layer consists of the forwarding logic and protection mechanism. The 
topology must be retrieved from the NOS, and stored in a suitable graph format for the 
forwarding matrix algorithm. During this process, link aggregates must be abstracted and 
represented by a single link. Switches form the nodes in the graph, and links form the edges.  
Next, the forwarding matrix algorithm finds all-to-all primary, link protecting, and node 
protecting paths for the topology. The output of this algorithm is a set of paths. The back-up 
path optimization function then finds the minimal set of labels that must be attached to a packet 
to route it along the post-convergence path, given the primary forwarding rules in other 
switches.  
The flow compiler then uses the primary forwarding rule set, along with the optimized label 
stack for back-up routes, to calculate the flow rules and groups that will implement this 
behaviour. The flow compiler must be aware of link aggregates, and install flow rules that 
efficiently protect against failures within the aggregate. Using the northbound API, it must then 
instruct the NOS to install these into the switches.  
Finally, the IP learning function is responsible for learning the location of the IP hosts, as 
well as installing the corresponding ingress and egress rules.  
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3.5. Chapter Discussions 
This chapter first presented the general architecture of a carrier network, and then focused 
more specifically on the topology and requirements of the core of the network. From this 
discussion, the requirements of the proposed FRR solution were established. Finally, the design 
of a suitable FRR strategy to meet these requirements was presented. The algorithm used to 
calculate the back-up paths and label stack required was presented and explained.  
The following chapter will provide more specific implementation details on the FRR 
solution. In particular, the implementation of the algorithm within a network application is 
presented, as well as the network testbed used to verify the solution. 
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Figure 12 – Functional architecture of the proposed system 
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Chapter 4 
Implementation of a Carrier Grade SDN FRR Solution and Evaluation Platform 
The previous chapter presented the requirements of carrier core networks, and then presented 
the design of the algorithm to calculate the back-up paths, as well as the algorithm to calculate 
the label stack for the back-up path. This section describes the implementation of the proposed 
FRR solution, as well as the implementation of a current reactive solution, which is used to 
evaluate the performance of current reactive approaches. A bottom-up approach is followed, 
describing the implementation of each SDN layer and the functions in the layer. The process 
of network setup and configuration will then be described, and finally, some of the evaluation 
tools used will be presented.  
4.1. Network Layer 
As shown in Figure 12, the three main components of the network layer are the OpenFlow 
switches, the network links, and the hosts used to generate network traffic. The OpenFlow 
switches will be discussed first, followed by the overall network environment, which will also 
cover the hosts and links used. 
4.1.1. OpenFlow Switch 
Two categories of switches exist: software switches and hardware switches. Software 
switches were suitable for use in this work, as the main focus was on the functionality of the 
controller, and not on switch performance. Software switches allow rapid, comprehensive 
testing of a control algorithm, and since the southbound interface to the controller (OpenFlow) 
is standardized, the functionality for both software and hardware switches should be the same. 
Open vSwitch (OVS) [42] was selected as the OpenFlow software switch, as it is widely 
used, has high performance, and supports the protocols needed, such as OpenFlow 1.3, BFD, 
and MPLS.  
Per-link BFD is used to monitor the liveness of ports, and report link failures. This liveness 
information is then used in the selection of the forwarding actions.  
OVS by default only supports pushing a maximum of 3 MPLS labels onto a packet. This 
limitation would likely not cause issues in a normal MPLS deployment, but does limit a 
segment routing deployment. In particular, it limited the proposed FRR application, as more 
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than three labels were sometimes required. Since OVS is open-source, a patch was found to 
support more MPLS labels and documented by the community for a previous version of OVS 
[43]. However, it has not been incorporated into the main codebase. Therefore, it was necessary 
to port the patch to the latest version of OVS, and re-compile the switch. Further details of the 
modification can be found in Appendix A. 
4.1.2. Network Environment 
Two network environments were used in this project. The first, Mininet, consisted of a 
number of virtual switches and virtual links within a single Linux virtual machine (VM). The 
second environment, GENI [44], consisted of geographically distributed infrastructure and was 
used to test the proposed FRR application using distributed virtual switches and physical links. 
Mininet 
Mininet is a network emulator that uses lightweight process-based virtualization to establish 
a network of virtual switches and virtual Ethernet links within a single Linux VM [45]. The 
main design goals of Mininet were to provide a network prototyping platform that is flexible, 
scalable, and realistic.  
Mininet can be viewed as a network orchestrator. The topology is programmatically defined 
in a Python script, using the Mininet API. Mininet then launches OVS instances for each 
requested switch, and connects them with virtual Ethernet links. Each OVS instance establishes 
its own connection to the controller, which is separate from Mininet. Process-based 
virtualization is then used to launch virtual hosts in isolated network namespaces. 
The Mininet API also provides useful functions for debugging and testing, such as 
administratively bringing links or interfaces down, or testing all-to-all connectivity. These 
functions can be used to automate testing a link and node failures within the network. 
These properties make Mininet ideal for development purposes, as well as verifying the 
functionality of the control algorithm using many different network topologies, with many 
nodes. 
The Amazon Elastic Cloud Compute (EC2) platform was used to host these virtual machines, 
as it allowed for thorough testing of the reactive application’s performance, without being 
restricted by computational resources. This was important to ensure that the reactive 
application’s response time was not being limited by the available resources. 
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GENI 
GENI (Global Environment for Network Innovations) provides computational and network 
resources which are geographically distributed across the United States [44]. Different sites 
can be connected with layer 2 (i.e. Ethernet) protocols, which allows for testing of non-IP 
protocols, like MPLS, between sites.  
The same OVS switches were used as in the Mininet environment, but each switch was in a 
separate Linux VM. Hosts were also implemented as separate Linux VMs. 
The GENI testbed allows for verifying that the application can also configure a physical 
network, as it uses physical network interfaces and physical links. The GENI infrastructure is 
shared with other researches, and well utilized, which limits the amount of available resources. 
In particular, the number of links that could be provisioned between different sites was limited. 
This limited the number of nodes that could be provisioned, and restricted testing to simple 
topologies. 
4.2. Network Operating System 
As mentioned in section 2.1.3, there are many different NOSes, with varying levels of 
performance and functionality. ONOS is a particularly notable controller, as it was specifically 
developed for the WAN, whereas many other controllers are aimed at the data centre. It has 
many important features necessary for core networks, such as high performance, control plane 
resilience, and scalability.  
Given the many benefits of ONOS, it was initially chosen for this work, for both the reactive 
and proactive solutions. The performance and scalability of the ONOS control plane make it 
particularly well-suited for a reactive approach, which has already been implemented by the 
ONOS team. 
However, it was found that the device drivers in ONOS do not yet support failover groups. 
This makes it unsuitable for a proactive FRR control strategy. Implementing this functionality 
was outside the scope of this work, so an alternative NOS, RYU was chosen to implement the 
proposed proactive strategy, as it does support fast-failover groups. 
While RYU is not distributed, and does have some drawbacks in terms of performance and 
scalability, this is less critical for the proactive approach, since the forwarding rules do not have 
to be recalculated within 50 ms. RYU is a popular controller in network research literature, 
possibly due to it allowing for rapid development, making it ideal for developing a prototype 
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application. 
4.3. Network Applications 
This section describes the network applications in more detail, which contain the network 
intelligence used to calculate the forwarding rules. The first application, which is an off-the-
shelf application developed for ONOS, implements a reactive approach to data plane failures. 
The second application implements the proposed proactive FRR solution. 
4.3.1. Reactive Application 
The intent framework within ONOS allows applications to specify the desired network 
behaviour in terms of policy, rather than mechanism [46]. This is a powerful framework, as it 
allows the NOS to handle flow compilation and recompilation in the event of a failure, rather 
than the application needing to implement these functions.  
The intent framework documentation states the following with regards to data plane failures: 
“A loss of throughput or connectivity may impact the viability of a successfully compiled and 
installed intent. In this case, the framework will attempt to recompile the intent, and if an 
alternate approach is available, its installation will be attempted” [46]. This indicates that a 
reactive approach is used. 
ONOS has published extensive performance measurements regarding the intent framework  
[31]. The most interesting result is the reroute latency, which is heavily influenced by the 
number of controller instances. For tests with more than one controller instance, the reroute 
latency is several orders of magnitude larger than the reroute latency with a single controller 
instance. This is likely due to the extra steps of controller synchronization, and shows that 
adding controller instances does not always improve performance. These results are shown in 
Figure 13, where the batch size refers to the number of installed intents, and the scale refers to 
the number of controller instances. All tests were run on a Dual XeonE5-2670 v2 2.5GHz 
server, with 64GB of RAM and 512 GB of solid state storage. The tested network consisted of 
a simple network with the primary path consisting of 6 hops, and the back-up path consisting 
of 7 hops [47].  
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Figure 13 - Intent reroute latencies for different configurations [31] 
These results clearly indicate that a sub 50 ms restoration time will only be possible with a 
single ONOS instance. To achieve redundancy in the control plane, the synchronization 
overhead would need to be eliminated, possibly by using one active controller, and several 
standby controllers, instead of several active controllers. For these tests, a single instance was 
used, to determine the best-case reroute latency with larger networks than the one tested by the 
ONOS performance tests. 
This intent framework was used to install host-to-host connectivity intents, using the REST 
API of ONOS. The intent framework does accept constraints, which means that it could support 
traffic engineering. However, this was out of scope for this work, and the focus was on the 
performance of the flow recompilation in the event of a failure.  
A Python application was written to request all known hosts in the network, and request host-
to-host intents to be created between each host pair. This can be summarised by Algorithm 2 
as shown below. The REST northbound API was used to communicate with ONOS. 
Algorithm 2: Host-to-host intent request 
1.   Request a list of hosts 
2.   Calculate all possible pairs of hosts 
3.   Request host-to-host intent for each pair of hosts 
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4.3.2. Proactive FRR Application 
The proactive FRR application was implemented as a RYU network application written in 
Python, using the RYU northbound API. The application developed by Niels et al. in [35] was 
used as a framework for the application, but all major components were rewritten to implement 
the proposed solution. The application will first be described by providing an overview of its 
operation, as shown in Figure 14, and then providing more specific implementation details on 
the components of the application.  
 
Figure 14 – Process diagram of the proactive FRR network application 
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When the application starts, it subscribes to notifications about topology changes and 
incoming packets. These notifications are generated by the NOS. Once the application has been 
notified of switches that have connected to the controller, and the links that have been 
discovered by the controller, it then waits for the topology to settle.  
Once the topology has settled, and a complete view of the network has been obtained, the 
primary and back-up forwarding matrices are calculated. The back-up paths are converted into 
the necessary label stacks, and OpenFlow flow rules and fast failover groups are compiled. 
These are then installed on the switches, and the network is ready for hosts to begin advertising 
their location.  
Hosts advertise their location by broadcasting address resolution protocol (ARP) messages 
in an attempt to discover another host. These ARP messages are received by the application, 
which captures the host location, and installs the necessary ingress and egress flow rules in 
edge switches. These flow rules match on the IP of the host, and attach the label corresponding 
to the edge switch the host is connected to.  
Once all the hosts have been discovered, and the corresponding edge rules installed, traffic 
is able to flow between any two hosts without any controller involvement. Additionally, if a 
link or node failure occurs, the switches automatically select the back-up rules and redirect the 
traffic around the failure without any controller involvement. 
To describe the implementation of the application in more detail, each major process in 
Figure 14 will now be described in more detail. 
Link and Node Discovery 
Link and node discovery is handled by the NOS, but the application must store this 
information in a meaningful way. The topology is stored as a graph, with each switch in the 
network as a node, and the connecting links as edges. Link aggregates are abstracted in this 
graph by only adding a single link when multiple parallel links connect a pair of switches. This 
was necessary as the graph library does not support link aggregates. The switches are also 
stored in a separate database, which contains full information about the link aggregates. 
Primary forwarding matrix  
To calculate the shortest paths in the network, the graph library NetworkX was used [48]. 
Although NetworkX provides a function to compute the all-to-all shortest path matrix, this 
function was not ideal. Due to the presence of multiple equal cost paths in the tested networks, 
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the calculated path from node A to node B often traversed different nodes as the path from 
node B to node A.  
This made it difficult to efficiently calculate the label stack for the back-up path, so the 
forwarding module was designed to guarantee that these two paths were the reverse of each 
other. This also avoids unnecessary computations, as the path between two nodes is only 
calculated once, instead of once for each direction. The algorithm was implemented as shown 
below in Algorithm 3, where the shortest path from  𝑛 to 𝑚 was calculated using the NetworkX 
library. 
Algorithm 3: Primary forwarding matrix 
Input: Network graph  𝐺(𝑁, 𝐿) 
Outputs: Primary forwarding rule matrix fw 
1.   calculate set of all node pairs in 𝐺 
2.   for each pair (𝑛, 𝑚)  of nodes: 
3.       calculate shortest path 𝑝 from  𝑛 to 𝑚 
4.       set fw[n][m] = 𝑝 
5.       set 𝑞 equal to the reverse of 𝑝 
6.       set fw[m][n] = 𝑞 
 
Back-up forwarding matrix  
The calculation of the two back-up forwarding matrices was implemented as described in 
Algorithm 1. The output of this function was two matrices, containing the paths for link 
protection and node protection. Again, the NetworkX graph library was used to calculate the 
shortest paths between a node and all other nodes in the network. 
However, these paths are not useful unless installed into the switches in a functional and 
efficient manner, which is the purpose of the following two modules.  
Back-up path label stack 
Using the segment routing protocol, it is possible to encode an explicit path into the traffic 
header, forcing it to follow a path different to the shortest path. This functionality was exploited 
to encode the repair path into the packet headers, rather than installing additional flow rules in 
switches along the route. 
To calculate the shortest label stack to direct the traffic along the repair path, the P and Q 
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nodes along the path must be found, as described in section 3.3. The entire set of P and Q node 
refers to the nodes that are reachable from the repair node and the destination node, 
respectively, using the pre-failure forwarding rules, and without traversing the failed resource. 
Given that the post-convergence path is used in this instance, to take traffic engineering 
constraints into account, the only P and Q nodes of relevance are the ones along the repair path 
that would forward along the repair path. 
To find the closest Q node, the destination node’s forwarding matrix was compared with the 
repair path. Due to the way in which the primary forwarding rules were calculated, it was 
guaranteed that the node on the repair path would use the reverse of the route the destination 
node would.  
Starting with the node closest to the destination node, each node in the repair path was 
checked to determine if it was a Q node. As soon as a non-Q node was found, i.e. one that 
would by default take a different route to the destination than the repair path specified, the 
search was stopped and the closest Q node stored. 
Next, the furthest P node was found by checking each node in the repair path against the 
default forwarding rules of the repair node’s neighbour, since the repair node could directly 
forward the packet to this neighbour. The search starts from the nearest node, and stops either 
when a non-P node is found, or the closest Q node has been reached. If the closest Q node has 
been reached, and is also a P node, this means that the P and Q spaces intersect. 
Finally, the label stack was generated using the furthest P node and closest Q node. If the 
closest Q node is a neighbour of the repair node, no label is required. If the P and Q nodes are 
the same node, but not a neighbour of the repair node, the label stack consists of a single label. 
Otherwise, the label stack consists of labels corresponding to each node in between the last P 
node and first Q node. 
Algorithm 4: Label stack 
Inputs: Back-up path 𝑏𝑝, primary forwarding matrices fw_source and fw_destination 
Outputs: Label stack 𝑙 for back-up path 𝑏𝑝 
1.   set 𝑠 to index of source node 
2.   set 𝑑 to index of destination node 
3.   set 𝑛 to index of source node’s neighbor in 𝑏𝑝 
4.   for 𝑖 in range [1, 𝑙𝑒𝑛𝑔𝑡ℎ(𝑏𝑝)]: 
5.       set 𝑏𝑝𝑡𝑒𝑠𝑡 to 𝑏𝑝[𝑑 − 𝑖: 𝑑] 
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6.       reverse 𝑏𝑝𝑡𝑒𝑠𝑡 
7.       if 𝑏𝑝𝑡𝑒𝑠𝑡 is in 𝑓𝑤𝑑𝑒𝑠𝑡𝑖𝑛𝑎𝑡𝑖𝑜𝑛: 
8.           set 𝑞𝑐𝑙𝑜𝑠𝑒𝑠𝑡 to 𝑑 − 𝑖 
9.       else: 
10.         Non-Q node found, stop search 
11.  for 𝑖 in range [1, 𝑞𝑐𝑙𝑜𝑠𝑒𝑠𝑡]: 
12.     set 𝑏𝑝𝑡𝑒𝑠𝑡 to 𝑏𝑝[𝑛: 𝑛 + 𝑖] 
13.     if 𝑏𝑝𝑡𝑒𝑠𝑡 is in 𝑓𝑤𝑠𝑜𝑢𝑟𝑐𝑒: 
14.          set 𝑝𝑓𝑢𝑟𝑡ℎ𝑒𝑠𝑡 to 𝑛 + 𝑖 
15.     else: 
16.          Non-P node found, stop search 
17. if 𝑝𝑓𝑢𝑟𝑡ℎ𝑒𝑠𝑡 and 𝑞𝑐𝑙𝑜𝑠𝑒𝑠𝑡 are equal, and equal to 𝑛: 
18.     return an empty label stack 𝑙 
19. else if 𝑝𝑓𝑢𝑟𝑡ℎ𝑒𝑠𝑡 and 𝑞𝑐𝑙𝑜𝑠𝑒𝑠𝑡 are equal, and not equal to 𝑛: 
20.     return 𝑙 = 𝑏𝑝[𝑝𝑓𝑢𝑟𝑡ℎ𝑒𝑠𝑡] 
21. else:  
22.     for 𝑖 in range [𝑝𝑓𝑢𝑟𝑡ℎ𝑒𝑠𝑡, 𝑞𝑐𝑙𝑜𝑠𝑒𝑠𝑡]: 
23.         add 𝑏𝑝[𝑖] to label stack 𝑙 
24.     return 𝑙 
 
Forwarding flow rules and groups 
The installation of the flow rules and groups takes place once the topology has been 
discovered, and the primary and back-up forwarding matrices calculated. These flow rules and 
groups fully define the behaviour of the switches, and must therefore implement a segment 
routing forwarding protocol, as well as the fast-failover actions to redirect traffic onto back-up 
paths.  
The installation process is completed by iterating through each switch in the network, and 
then iterating through each entry in the forwarding matrix for that switch. Each entry in the 
forwarding matrix corresponds to another switch in the network, and contains the primary path, 
the link protecting path, and the node protecting path. 
To implement the segment routing protocol, globally significant MPLS labels were assigned 
to each node. Locally significant adjacency labels were not assigned to specific links, since 
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link aggregates were viewed as a single link. Therefore, a node label corresponding to a 
neighbouring node, and an adjacency label corresponding to the link (or link aggregate) joining 
the two nodes, will be functionally equivalent. 
Figure 15 below describes the process of calculating the flow rules and groups for a given 
switch, corresponding to a given destination. As mentioned, this process is repeated for each 
switch and destination combination. 
 
Figure 15 – Process diagram of the flow rule and group installation for a single destination 
Calculating group IDs  
OpenFlow group IDs can be assigned arbitrarily, but were calculated using the current 
switch’s ID, as well as the destination node ID, so that the group can be easily referenced by 
other functions in the application. Two groups must be created: the pre-failure group, and the 
post-failure group. The pre-failure group handles all traffic that has not yet been routed around 
a failure, while the post-failure group handles traffic that has already been re-routed.  
Installing link aggregate groups 
If the next hop for any of the output actions was connected by a link aggregate, a select group 
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was used to implement fast failover among the links, as well as load balancing. This group was 
created by adding an action bucket for each port, with a watch parameter to disable the bucket 
if the port was disabled.  
This group is only created once for each link aggregate, and re-used by any group needing 
to output traffic to the aggregate. The select group essentially functions as a virtual port, and 
will become disabled if all of its buckets become disabled.  
 Populating primary buckets  
Within each group, the primary bucket should forward traffic along the primary path. To 
implement this, the port (or aggregate group) corresponding to the next hop along the primary 
path is set as the output action of the primary bucket within each group. The same port (or 
group) is set as the watch port (or group), and its liveness monitored to determine the 
availability of the bucket.  
A special condition applies, however, if the destination is the next hop. In this case, the 
bucket pops this label off of the packet before forwarding it, to implement penultimate hop 
popping (PHP). PHP is used to avoid the destination switch having to remove its own label, 
and recirculate the packet back to the match table to forward the packet further (either to an 
attached host, or further switch).  
Back-up path selection 
The normal selection of back-up paths uses the link protecting back-up path for the pre-
failure group, and the node protecting path for the post-failure group. If no failure has yet 
occurred, the link protecting path often provides sufficient protection, but if a failure has 
already occurred on the path, it is necessary to assume that the node has failed. 
Two special conditions exist, where the node protecting path is used in the pre-failure group 
as well as the post-failure group. If the neighbour opposite to the failed link is contained in the 
label stack, the link protecting path would attach a label explicitly routing the traffic through 
this node. If the node has failed, this traffic would be dropped by further switches, as no 
protection can be applied if the top-of-stack label points to a failed node. In this case, the node 
protecting path is used instead, as it will work for both link and node failures. 
The second special condition applies if the link protecting path passes through the potentially 
failed node, has a non-empty label stack, and if the node protecting path has an equal path cost. 
If the link protecting path attaches one or more labels, which route the traffic through a node 
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that has potentially failed, a node failure can cause a sup-optimal path to be followed. This is 
because the next node, which detects the node failure, can only calculate the shortest node 
protecting path to the switch indicated by the top-of-stack MPLS label, and not the shortest 
path to the final destination.  
Since link failures are more likely than node failures [35], a shorter link protecting path is a 
worthwhile trade-off for this suboptimal node protecting path, since the node protecting path 
will less commonly be used. However, if selecting the node protecting path immediately can 
shorten the actual path taken in the case of a node failure, and does not lengthen the path taken 
in the case of a link failure, then it should be chosen. These two selection criteria are 
summarised in Algorithm 5 below. 
Algorithm 5: Back-up path selection for pre-failure group 
1. if next hop 𝑛 is in link protecting label stack 𝑙𝑙𝑖𝑛𝑘: 
2.   use node protecting label stack 𝑙𝑛𝑜𝑑𝑒 
3. else if 𝑐𝑜𝑠𝑡𝑙𝑖𝑛𝑘 = 𝑐𝑜𝑠𝑡𝑛𝑜𝑑𝑒 and next hop 𝑛 is in 𝑏𝑝𝑙𝑖𝑛𝑘: 
4.     use node protecting label stack 𝑙𝑛𝑜𝑑𝑒 
5. else: 
6.     use link protecting label stack 𝑙𝑙𝑖𝑛𝑘 
 
Populating secondary buckets 
The secondary bucket is used if the primary bucket is unavailable, which occurs when the 
primary output port (or link aggregate group) fails. The secondary bucket must redirect the 
traffic in such a way that it follows the back-up path selected in the previous step. In the case 
of an empty label stack, this only requires forwarding the traffic to a different port. In the case 
of a non-empty label stack, additional MPLS labels are attached to the traffic to explicitly route 
it. Packets are routed based on their top-of-stack MPLS, which is the last label attached. 
Therefore, the last label in the label stack is attached first, with the first label attached last. 
Finally, the MPLS traffic class value is set to 2, to indicate to further switches that a failure 
has occurred along the primary path, and that the post-failure rules should be used. 
Populating flow rules 
Finally, the flow rules to forward incoming traffic to the correct group must be installed. Two 
sets of flow rules are needed: one for the pre-failure traffic, and one for the post-failure traffic. 
Both of these match on the MPLS label corresponding to the destination switch, and forward 
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the traffic to the correct group. The only difference, besides the output group, is that the pre-
failure flow matches on an MPLS traffic class value of 1 (which is the default value used when 
attaching MPLS labels), and the post-failure flow matches on a traffic class value of 2. 
Host learning and edge rule installation 
Once the flow rules and groups from the previous step are installed on each switch, allowing 
all-to-all connectivity between switches, edge rules are needed to map incoming traffic to the 
correct egress switch, and label the traffic accordingly.  
Since the network must support multiple protocol types, and the underlying protocol must be 
known when removing the last label, host-specific MPLS labels are needed in addition to the 
labels for the egress node. In a multi-protocol scenario, the host-specific label can indicate to 
the egress node the destination as well as the protocol. A more complete explanation can be 
found in Appendix B. 
For this application, IP hosts were used to generate traffic, and were connected directly to 
core switches. Therefore, an IP learning function was implemented to map incoming traffic to 
the egress port. Two things must be known for this mapping process: the location of each IP 
host, and which switches are edge switches. 
IP hosts broadcast ARP messages, which contain the source and destination IPs addresses, 
in order to discover a particular destination host. The switches are configured to encapsulate 
ARP packets and forward them to the controller, along with the input port. The controller uses 
this information to learn the location of the host, and also mark the switch as an edge switch.  
Ingress flow rules match on the destination IP address, and apply both the host specific label 
(determined by the IP address), and the egress switch label, before forwarding to the group 
corresponding to the egress switch. Egress rules match on the host label, remove the label, and 
output the traffic to the host. 
When a new host is learnt, its IP address is added to the database of known IP addresses. If 
the switch was not already an edge switch, it is marked as an edge switch and ingress rules for 
all known IP addresses are installed. Ingress rules are then installed for the new IP address on 
each switch in the network, except for the switch that it is connected to, which receives an 
egress rule. This process can be summarised by Algorithm 6 below.  
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Algorithm 6: IP host learning and edge rule installation 
1. if incoming packet is an ARP message: 
2.     if 𝐼𝑃𝑠𝑟𝑐 is not in 𝐼𝑃ℎ𝑜𝑠𝑡𝑠: 
3.         set 𝐼𝑃ℎ𝑜𝑠𝑡𝑠[𝐼𝑃𝑠𝑟𝑐] = (𝑠𝑠𝑟𝑐 , 𝑠𝑝𝑜𝑟𝑡)  
4.         if 𝑠𝑠𝑟𝑐 is not in 𝑠𝑒𝑑𝑔𝑒𝑠: 
5.             add 𝑠𝑠𝑟𝑐 to 𝑠𝑒𝑑𝑔𝑒𝑠 
6.             for each 𝐼𝑃 in 𝐼𝑃ℎ𝑜𝑠𝑡𝑠:  
7.                 install ingress flow rule on 𝑠𝑠𝑟𝑐 for 𝐼𝑃 
8.     for each 𝑠 in 𝑠𝑒𝑑𝑔𝑒𝑠: 
9.         if 𝑠𝑠𝑟𝑐 = 𝑠: 
10.           install egress flow rule on 𝑠 for 𝐼𝑃𝑠𝑟𝑐 
11.       else: 
12.           install ingress flow rule on 𝑠 for 𝐼𝑃𝑠𝑟𝑐 
 
4.4. Network Topologies and Set-up 
Five different network topologies were tested using the Mininet platform. To test the 
performance of the reactive approach implemented by ONOS, a simple 4 node network was 
used, as well as a larger 24 node topology more representative of a carrier core network in the 
United States [17]. To test the proposed proactive application, a topology with 7 switches was 
used to verify that the application was functioning correctly. Next, the US network with link 
aggregates was tested. Finally, a topology modelled after a possible carrier core network in 
South Africa was used. Public information from several different providers was combined to 
generate this model, which includes aggregate links [40] [49] 
Using the GENI testbed, a geographically distributed network was established, using four 
sites. Each site contained a single switch, all connected to a single controller in one of the sites. 
This network was used to measure a realistic controller-switch latency, as well as verify that 
the proposed application could configure a physical network.  
4.4.1. Mininet Topologies 
Each of the Mininet topologies were defined in Python script, using the Mininet API to 
request switches, links, and hosts in a particular configuration. The modified version of OVS 
2.6.0 was used for each switch. To obtain a graphical image of the topology, the graphical 
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topology viewer in ONOS was used. 
The simple 4 node ring topology is shown in Figure 16 below. This was used to test the 
response time of the ONOS application, as each link failure requires a similar response, and 
the response time should be similar.  
 
Figure 16 – Ring topology 
The US carrier core topology is shown in Figure 17, and was used to test the response time 
of ONOS with a larger network, with more complex repair paths. Multiple host-to-host intents 
were also installed to test the scaling limitations of the controller.  
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Figure 17 – US core topology 
 
The 7 node topology that was used to verify the correct operation of the application is shown 
in Figure 18 below. This network was designed to test the application’s response to a single 
failure within an aggregate, a failure of the entire aggregate, and a node failure. The correct 
back-up path is clearly observable in each scenario, and so the correct operation of the 
application is easy to verify. 
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Figure 18 – 7 node network used for verification testing 
The US carrier core topology with link aggregates is shown in Figure 19 below. This 
topology is used to test the various performance metrics in a large network with link aggregates. 
The SA carrier core topology is shown in Figure 20, and was used to measure the performance 
metrics in another possible scenario. To simplify the figure, the traffic generating hosts 
connected to each switch are not shown in  Figure 20. 
 
Figure 19 – US core topology with link aggregates 
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Figure 20 – South African core topology 
 
4.4.2. GENI Topologies 
GENI topologies were defined using the graphical interface provided by the GENI project. 
Using this interface, the user is able to request a specific configuration of Linux VMs, OVS 
instances and links. Geographical placement of the nodes can also be specified by placing 
nodes in different sites, and specifying the location of each site. There are GENI sites in many 
locations across the US. However, the available links between these sites are limited, placing 
some constraints on the geographical distribution of the network. 
The ring topology used is shown in Figure 21 below. Each switch has been placed in a 
different site, with stitched Ethernet links connecting them. The controller is located in the 
same site as switch 𝑠2, and has direct connections to each switch. The selection of the sites was 
made based on the available GENI resources at the time. This network allowed for measuring 
the controller-switch latency, as well as for testing the proposed application in a distributed 
network. 
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Figure 21 – Geographically distributed ring topology 
The location of the four sites are marked on a map of the United States in Figure 22 below. 
The shortest distance by road is also shown, and the distances are recorded in Table 2. 
Assuming that the links will roughly follow this path, this gives an indication of the length of 
the path. 
 
Figure 22 –Map of the sites used 
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Table 2 – Distances by road between the sites  
Link Sites Road distance (km) 
s1-s2 Wisconsin-Utah 2183 
s2-s3 Utah-Missouri 1927 
s3-s4 Missouri-Rutgers 1701 
s4-s1 Rutgers-Wisconsin 1524 
controller-s4 Utah-Rutgers 3502 
   
4.5. Performance Metrics and Evaluation Tools 
To verify the functionality and performance of the existing reactive approach, and the 
proposed FRR application, several different performance metrics were used. For the reactive 
approach, the primary metric of interest is the response time of the controller, as this determines 
the time between the failure being detected and the traffic being rerouted onto a new path. For 
the proposed proactive application, the primary metric is connectivity, and the secondary 
metrics are the back-up path lengths and label stack lengths. First, however, the method of 
producing failures will be discussed. 
4.5.1.  Failure Generation 
Since the applications must protect against three types of failures, these three types of failures 
must be generated for testing purposes. Specifically, these are: failure of a single link within 
an aggregate; failure of a single link or entire aggregate; and failure of a single node. 
For the Mininet testbed, the API provides a convenient method of administratively bringing 
a link down, by disabling the ports on both ends of the link. This method of administratively 
bringing down a link was used to remove the detection time variable from the tests. 
A Python application was written to generate the three types of failures, using the Mininet 
API. To generate single link failures, the application iterated through each link connecting two 
switches in the network, failing one link at a time and then bringing it back up. This also tested 
failures of a single link within an aggregate.  
To test failures of entire aggregates, the application found all possible pairs of switches 
within the network, and failed all the links between each pair of switches, if multiple direct 
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links existed between the pair. Each pair was tested individually, before bringing the links back 
up and moving on to the next pair.  
To test node failures, the application iterated through each switch in the network, 
simultaneously bringing down every link connected to a particular switch.  
This failure generating application was integrated with the following response time and 
connectivity tests, so that each of these metrics could be recorded for each failure. 
For the GENI testbed, this API was not available, and failures had to be generated manually 
at each node. A link was disabled by administratively disabling the ports on both switches, and 
a node disabled by disabling all of its links. 
4.5.2. Response Time 
Measuring the traffic loss would include implementation-specific variables, such as failure 
detection time and switch response time. Since the response time of the controller was of 
primary interest, the controller-switch traffic was instead monitored to isolate the controller 
performance. By monitoring the control traffic at the switch, the time it takes for new flow 
rules to be received after a failure notification has been sent can be measured. This isolates the 
switch-controller latency and the controller performance from the switch performance and 
failure detection time. 
This measurement was performed in the Mininet environment by using the failure generating 
application to generate failures, while capturing the traffic between the controller and all 
switches. The captured traffic was then analysed to determine the times between the switch 
notifying the controller of the failure, the arrival of the first new flow rule, and the last flow 
rule. A Python script was used to automate this analysis, and also record the number of flow 
rule modifications needed to reconfigure the network. 
4.5.3.  Connectivity 
Connectivity is measured by verifying that each host can reach every other host in the 
network. This ensures that any traffic entering the network will successfully reach its 
destination. This is primarily a metric for the proactive approach, to ensure that the back-up 
paths can successfully route traffic around failures without causing loops to occur, or traffic to 
be dropped for another reason. 
In the Mininet framework, this connectivity test is requested via the Mininet API. Mininet 
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sequentially instructs each host to ping every other host in network. For the GENI testbed, 
connectivity was tested manually by connecting to each host, and pinging every other host. If 
no pings fail when a particular failure has been caused in the network, then the FRR solution 
has successfully protected traffic against that failure.  
4.5.4. Back-up Path Length 
Another important metric of the proposed solution is the length of the back-up path, or the 
cost, relative to the primary path, as this indicates how efficient the back-up strategy is. The 
path costs of the link and node protecting paths is important, but the actual path followed when 
using both link and node protection is implemented is the most important metric. This is more 
complex to calculate, and not necessary for controller operation, so it was calculated offline by 
a separate application. The FRR application recorded the primary, link protecting and node 
protecting path costs, as calculated by the NetworkX library, as well as the label stacks used. 
These recorded values were used to calculate the costs of the back-up paths followed in 
different scenarios. 
If a link failure occurs, the back-up path cost is simply the cost of the link protecting back-
up path. If only node protection is applied, the back-up path cost is calculated similarly. 
However, if link and node protection is applied, the actual path followed in the case of a failure 
of node 𝑥 is not determined solely by the back-up paths installed at the first node that detects 
the failure. The first node (𝑃𝐿𝑅𝑙𝑖𝑛𝑘) that detects a failure will assume a link failure has occurred, 
and apply the link protecting action. If a node 𝑥 is on the link protecting path, then a second 
node (𝑃𝐿𝑅𝑛𝑜𝑑𝑒) will detect a failure, and determine it to be a node failure, since the traffic 
carries a tag indicating the first failure. This second node will then apply the node protecting 
action, to route the traffic around the failed node towards the final destination. In this case, the 
back-up path cost consists of the following two costs: 
 The link protecting path for the 𝑃𝐿𝑅𝑙𝑖𝑛𝑘- 𝑥 link, from 𝑃𝐿𝑅𝑙𝑖𝑛𝑘 to 𝑃𝐿𝑅𝑛𝑜𝑑𝑒 
 The node protecting path for 𝑥 from 𝑃𝐿𝑅𝑛𝑜𝑑𝑒 to 𝑙 
However, the addition of segment routing labels in some link protecting actions may cause 
a sub-optimal node protecting route to be followed. If when the traffic reaches 𝑃𝐿𝑅𝑛𝑜𝑑𝑒 , the 
top-of-stack label (𝑙) is not the label corresponding to the final destination, the 𝑃𝐿𝑅𝑛𝑜𝑑𝑒 can 
not always select the optimum node protecting route to the final destination, as it only sees the 
top of the stack. The actual path cost is then calculated by adding the costs of the following 
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paths: 
 The link protecting path for the 𝑃𝐿𝑅𝑙𝑖𝑛𝑘- 𝑥 link, from 𝑃𝐿𝑅𝑙𝑖𝑛𝑘 to 𝑃𝐿𝑅𝑛𝑜𝑑𝑒 
 The node protecting path for 𝑥 from 𝑃𝐿𝑅𝑛𝑜𝑑𝑒 to 𝑙 
 The primary path from 𝑙 to the final destination, through any other nodes in the 
remaining label stack 
To measure the efficiency of the back-up paths in different scenarios, the ratio of primary 
forwarding path to back-up path was used. The path costs were calculated from the first node 
that detects a failure. This ratio is calculated for each PLR and final destination combination, 
and then the ratios averaged. Three different scenarios were considered, as summarised below. 
In the second, where node protecting rules are applied initially, the link protecting path is used 
if the next hop is the final destination, as no node protecting path exists in this case. 
 Link failure assumed initially, no node protection 
 Node failure assumed initially, link protecting rules used if next hop is final destination 
 Link failure assumed initially, node failure assumed on detection of a second failure 
 
4.6. Chapter Discussions 
This chapter described the implementation of all three layers of the SDN paradigm: the data 
plane, the control plane, and the application layer. The existing reactive application was briefly 
described, and the proposed FRR application was described in detail. The proposed FRR 
application implements a segment routing forwarding protocol, as well as the proposed 
proactive back-up rule calculation. The network topologies were then described, discussing the 
purpose of each topology. Finally, the performance metrics were discussed, as well as how the 
measurements were made. 
The next chapter will present the evaluation results of the different topologies, using the 
different control strategies. The effect of geographical distribution on the performance of both 
applications will also be tested, by distributing the switches and controller using the GENI 
testbed.  
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Chapter 5 
Results and Discussion 
The previous chapter presented the implementation of the evaluation platform and the 
network applications to implement the reactive and proactive recovery methods. The 
performance metrics, and testing procedures were also described. This section provides the 
results for each of the applications, focusing on the relevant performance metrics.  
5.1. Reactive Approach 
For the reactive approach, the paths used after the failure are calculated by the controller, 
based on the new topology, and will therefore be the optimum paths for the current topology. 
Therefore, the primary metric for this application is the time taken by the controller to fully 
reconfigure the network, since this determines the amount of traffic loss experienced.  
To determine the optimal response time of the controller, the effect of the computational 
resources of the controller was investigated. Next, the effect of an increased number of installed 
intents in the network was investigated, to determine the scalability of the controller. These 
tests were conducted using virtual machines in the Amazon EC2 platform to provide low 
controller-switch latency, and sufficient computational resources. The controller-switch 
latency is relatively constant, and below a millisecond, so it has no significant impact on the 
response time. Some rare exceptions occur, where the communication latency briefly increases 
to a few milliseconds, but the effect of these events is limited as the measured results were the 
average of a large number of a samples. 
Each of these tests were conducted using the failure generating application to test for every 
single link failure in the network, while measuring the time taken by the controller to respond 
with the flow rule modifications for each failure (the response time). Link failures were used 
since this is the simplest failure, and the best-case scenario was being investigated.  
Two different topologies used, shown in Figure 16 and Figure 17, each generated using 
Mininet, running in a t2.micro Amazon EC2 instance, with the specifications listed in Table 3 
below.  
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Table 3 – t2.micro specifications 
Instance type Operating System vCPUs Memory (GiB) 
t2.micro Ubuntu 16.04.1 1 1 
 
5.1.1. Effect of Computational Resources on Response Time 
To test the performance of the controller with different computational resources, the response 
time to failures was measured using the same control software running on three different EC2 
instance types, using only one controller instance during each test. The specifications of the 
instances range from the minimum recommended requirements of ONOS [50] to eight times 
the minimum specifications, and are listed in Table 4. 
Table 4 –Compute optimized instance specifications 
Instance type Operating System vCPUs Memory (GiB) 
c4.large Ubuntu 16.04.1 2 3.75 
c4.2xlarge Ubuntu 16.04.1 8 15 
c4.4xlarge Ubuntu 16.04.1 16 30 
 
A simple ring network consisting of four switches and four hosts was used for this test, shown 
in Figure 16. This network was used as each link failure is similar, and require similar responses 
from the controller. This provides a consistent set of events for each controller to respond to. 
The first instance tested, the c4.large instance, serves as a baseline test, as it slightly exceeds 
the recommended specifications. As mentioned previously, the application measured the times 
between the switch notifying the controller of the failure, and the arrival of the first and last 
flow rule modifications. Each test iterated through all four link failures 10 times, generating 40 
data points for each instance. Since the response time is dependent on the number of 
modifications required [31], the average number of modifications is also recorded. The 
measured results are shown in Table 5 below.  
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Table 5 –Response times for three different instances 
Instance type First flow arrival (ms) Last flow arrival (ms) Average number of flow 
rule modifications 
 Average Max. Min. Average Max. Min. 
c4.large 28,60 45,93 23,90 33,67 52,83 27,23 20,13 
c4.2xlarge 25,66 35,43 23,40 28,40 38,18 25,79 25,12 
c4.4xlarge 24,79 31,11 23,86 27,52 34,06 25,48 25,3 
 
From these results, it appears that the response time of the controller can be improved by 
increasing the computational resources of the controller instance. Although the average number 
of flow rule modifications performed by the c4.2xlarge and c4.4xlarge instances were higher 
than the c4.large instance, the average response time was lower. This indicates an improved 
response time, even with an increased load. 
 
5.1.2. Effect of the Number of Installed Intents on Response Time 
A realistic carrier network will contain more than one traffic policy between two edge 
switches in order to connect multiple destinations beyond the edge switches, as well as to 
implement traffic engineering. For example, in an MPLS network, thousands of label switched 
paths are often needed [15]. 
Using the ONOS intent framework and traffic-generating hosts, this translates to multiple 
host-to-host intents between a pair of hosts. To test the performance of the ONOS controller 
with different numbers of installed intents, multiple identical intents were installed between 
host pairs. Although they are identical, ONOS treats each intent as a unique intent and 
calculates it independently.  
The example carrier network without link aggregates, shown in Figure 17, was used for this 
test.  The number of installed intents ranged from the minimum number required to connect all 
hosts, to 6 times this amount. For each number of intents, every possible link failure was tested, 
and the response times averaged. The results are presented in Table 6 below, along with the 
average number of flow rule modifications required to reconfigure the network. 
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Table 6 –Installed intent test results 
No. of installed intents First flow mod (ms) Last flow mod (ms) No. of flow mods 
36 23,33 32,60 72,79 
72 23,03 35,60 109,23 
108 23,19 38,31 142,86 
216 23,01 44,88 231,65 
 
From these results, it is apparent that with an increase in the number of installed intents, the 
average number of flow rule modifications required increases. The time taken for the last flow 
rule modification to be received also increases, and therefore the time to fully reconfigure the 
network is increased.  
For an individual failure, the number of intents that need to be recomputed is determined by 
the number of paths that used that particular link. The number of modifications required is a 
good indication of how many intents needed to be recomputed. A plot of the response time 
against number of flow rule modifications is shown in Figure 23 below. This clearly shows that 
the response time is dependent on the number of modifications, and the relationship appears to 
be linear. It is also clear that if more than 300 modifications are required, the response time 
with regards to the final modification will violate the 50 ms restoration requirement, even if all 
other variables are negligible. This limit of 300 flow rule modifications is not a practical 
restriction for a carrier network. 
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Figure 23- Response time plotted against number of flow rule modifications 
 
5.1.3. Communication Latencies in a Geographically Distributed Testbed 
The GENI platform can provide a geographically distributed network, but the virtual 
machines it provides have a single vCPU and 1 GB of RAM. It has been shown that the 
specifications of the controller influence the response time, and are required to be much higher 
for optimum performance. Therefore, the response time of ONOS was not tested in the GENI 
environment, but the communication latencies were measured. These communication latencies 
can simply be added to the response times in an ideal testbed, using Equation (1), to obtain the 
total response time in a distributed network. The round trip times (RTT) for communication 
between the controller and the three other sites in the distributed network in Figure 21 are 
shown in Table 7 below.  
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Table 7 –Compute optimized instance specifications 
Site RTT (ms) Distance by road (km) 
 Average Max Min  
Rutgers 53,85 56,39 53,51 3502 
Wisconsin 50,29 53,03 49,95 2183 
Missouri 24,08 24,43 23,84 1927 
 
For the first two sites, it is observed that meeting a 50 ms restoration time is impossible with 
a reactive approach, as the switch-controller latency is already above this requirement, even 
without considering the controller response time. For the third site, the latency is lower, making 
a reactive approach theoretically possible. However, given that the first flow rule modification 
is typically only received from ONOS after 24 ms, a reactive approach is still not possible. 
It is also clear that the communication latency is proportional to the geographical distance, 
as expected. The relationship is not linear, as it depends on the infrastructure and equipment 
latencies along the path, and not only the distance. However, it does show that using a reactive 
approach would limit the controller placement. 
 
5.2. Proposed FRR Approach 
For the proposed FRR application, it was first verified that the expected paths were installed, 
and the correct path costs reported, for the three different types of failures. The primary metric, 
connectivity, was then tested to verify the coverage against failures. The back-up path length 
and number of label stacks applied were then measured, to determine the efficiency of the paths 
in terms of length and traffic overhead. Finally, functionality in the GENI platform is also 
verified. This shows that the application can configure a geographically distributed network 
that uses physical interfaces and links. Traffic loss was not measured, as it depends heavily on 
implementation specific details, such as failure detection time. The important metric is the time 
taken to switch over to the back-up rules once the failure has been detected. This time has 
already been shown to be well below 50 ms, using the same fast failover groups [17]. Therefore, 
if the FRR application provides full protection against failures, it is guaranteed to meet the 50 
ms restoration requirement for any single failure. 
64 
 
5.2.1. Path Verification 
To verify that the back-up paths operated as expected, a simple network was used to verify 
the actual paths taken in the event of three different failures. This network, shown in Figure 24, 
consists of 7 switches, two traffic-generating hosts, 9 single links, and a link aggregate. Each 
single link, as well as the link aggregate, has a path cost of 1. The path cost is measured from 
the point of local repair (PLR) to the destination switch (and not the destination host). 
Three failures were tested, namely: 
 Failure of the active link within the s1-s3 link aggregate 
 Failure of the entire s1-s3 aggregate 
 Failure of node s3 
In Figure 24, the primary path from host 10.0.0.1 to host 10.0.0.2 is marked in green. Upon 
failure of the active link (𝑎) within the aggregate, the back-up action performed should reroute 
the traffic through the remaining link 𝑏. This detour segment is marked on the figure in lighter 
green. 
If the entire aggregate fails, node s1 should then apply the link-protecting back-up action, 
routing the traffic through node s2 along the yellow path. 
If node s3 fails, node s1 will not be able to determine that this is the case, and should apply 
the link protecting back-up action, since a link failure is assumed. When the traffic reaches s2, 
it should apply the node-protecting action, since the traffic is tagged as already encountering a 
failure. The primary path from s1 to s7 is through the failed node, s3, which means that a 
routing label must be attached to the traffic to route it through the node protecting path s2-s1-
s4-s5-s6-s7. Two equal cost paths exist between s4 and s7, so the primary path is either through 
s4-s1-s3-s7, or through s4-s5-s6-s7. If the path installed does go through s3, a routing label for 
s5 must be attached. Otherwise, a label for s4 is sufficient to route the traffic along the intended 
path. The selection of which label must be applied is performed when calculating the label 
stack. 
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Figure 24- Path verification network 
 
To verify that the proposed FRR application functioned as just described, the network in  
Figure 24 was generated in the Mininet platform, and the traffic paths monitored for each 
failure. Additionally, the path costs calculated by the application were recorded, to verify that 
they were correct. These results are presented in Table 8. 
Table 8 – Path verification results  
Failure Path followed Reported Path Cost 
(from PLR) 
Expected path 
followed 
None s1-𝑎-s3-s7 2 Yes 
Link 𝑎 of s1-s3 aggregate s1-𝑏-s3-s7 2 Yes 
s1-s3 aggregate s1-s2-s3-s7 3 Yes 
s3 s1-s2-s1-s4-s5-s6-s7 6 Yes 
 
These results show that the proposed FRR application correctly calculated and installed the 
expected primary and back-up paths, protecting the traffic against all three types of failures 
without requiring controller involvement after the failure. 
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5.2.2. Connectivity 
The connectivity tests were performed for several networks, using the full protection scheme 
provided by the FRR application. These tests were performed in the Mininet environment, 
using the failure generating application. For each single failure (link, link aggregate, or node), 
a full connectivity test was performed to ensure that all paths were functional. The only allowed 
loss of connectivity was for the traffic generating hosts connected directly to the failed node. 
The results of these tests are presented in Table 9 below, showing that for both networks 
tested the protection scheme was successful in protecting against all single failures. 
 Table 9 – Connectivity verification results  
Network Single link failure Aggregate failure Node failure 
Example carrier core Pass Pass Pass 
South Africa core Pass Pass Pass 
 
5.2.3. Path Lengths and Label Stacks 
The length of the back-up paths relative to the primary path is another important performance 
metric of the proposed FRR solution. As mentioned previously, the FRR application recorded 
the primary and back-up forwarding paths, path costs, and label stacks. A separate application 
was then used to process this data to calculate the actual path costs and total label stacks applied 
for node failures, as these paths are a combination of the link protecting and node protecting 
paths. 
The ideal link protecting path costs are calculated using the paths that would be followed if 
routing protocol behaviour did not influence the path selection. However, the routing protocol 
did influence the actual paths installed, as the node-protecting rules had to be used if the link 
protecting label stack contained a routing label pointing directly to a potentially failed node. 
This slightly increases the actual link-protecting path costs. The third link-protecting path cost 
is calculated for a scenario where a node failure is initially assumed. In this scenario, the node-
protecting paths are always used, unless the final destination is the next hop. If the final 
destination is the next hop, no node protecting rules exist, so the link protecting rules are used. 
The ideal node protecting path cost was also calculated for this scenario where node failure 
is assumed. It should be noted that a node protecting path is always longer than or the same 
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length as the link protecting path for the same failure. However, the measured average node-
protecting path ratios are lower than the average link-protecting path ratios. This is because a 
node-protecting path does not exist if the destination is the next hop, and the link-protecting 
path for this case is typically longer than the average path.  
Since the behaviour of the installed rules was to initially assume link failure, and then assume 
node failure once a second failure was detected, the actual path followed in the case of a node 
failure is a combination of the link protecting and node protecting paths. This path is calculated 
by following the link protecting path to the second failure detecting node, and then following 
the node protecting path to the final destination. The average node-protecting path cost ratio, 
if link failure is always assumed first, is recorded in Table 10 as the ‘link-then-node’ ratio. 
The actual installed paths were optimized, by using the node protecting paths at the first 
failure detecting node (instead of the link protecting paths) when it does not result in a longer 
link protecting path. This average path ratio is recorded in Table 10 as the ‘conditional link-
then-node’ ratio. The results show that for the US carrier core network, this optimization 
substantially lowers the path cost compared to the simple link-then-node path costs. For the SA 
carrier core network, no improvement is seen. 
For comparison between networks, the path costs are recorded as a ratio of back-up path to 
the primary path. The primary and back-up forwarding matrices were calculated 10 times, and 
the statistical mean of the path cost ratios over each iteration and back-up path in the network 
is recorded in Table 10. 
 Table 10 –Path cost measurements  
Network Link protecting path cost Node protecting path cost 
 Ideal Actual Node failure 
assumed 
Ideal Link-then-node Conditional link-
then-node 
US carrier core 1,4063 1,4064 1,4524 1,2741 1,3145 1,2863 
SA carrier core 1,9352 1,9352 1,9519 1,3817 1,3978 1,3978 
 
 The label stacks applied to reroute the traffic along the explicit post-convergence path in 
each case are also important, as each label increases the traffic overhead slightly. Additionally, 
some MPLS switches can only handle a limited number of MPLS labels attached to a particular 
packet.  
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The link-protecting and node-protecting label stack lengths were measured using the 
installed paths, taking into account the various optimizations just described. 
The results for 10 iterations using the US carrier core network with link aggregates (Figure 
19) are presented in Table 11 below.  
Table 11 – Label stack lengths for US carrier core  
 Percentage of paths with a label stack length 
of: 
Average stack length 
 0 1 2 3 4 Avg. Max Min 
Ideal link 86,21 13,79 0 0 0 0,1379   
Conditional link  80,53 
 
19,47 
 
0 0 0 0,1947 
 
0,2426 0,1721 
Node 72,45 
 
27,07 
 
0,13 
 
0,31 
 
0,05 
 
0,2846 
 
0,3315 0,2627 
Link-then-node 77,52 
 
22,37 
 
0,09 
 
0 
 
0,02 
 
0,2263 
 
0,2917 0,1993 
 
These results show that for a vast majority of back-up paths, no labels are required to reroute 
the traffic. Very few node-protecting paths require more than one label to be applied. Since the 
node-protecting path is not used if the link-protecting path does not go through the failed node, 
the actual installed rules have an average label stack depth as recorded under ‘link-then-node’ 
in  Table 11. A small percentage of paths, during some of the iterations, require 4 labels to be 
installed, which could be an issue in implementations with a limit on the number of MPLS 
labels allowed on a single packet.  
The variance in the average stack length shows that some iterations of the forwarding 
algorithm yield more optimum results than others, even though the path costs are very similar 
for all runs. This is because the primary forwarding matrix arbitrarily selects any of the ECMP 
paths between two destinations. The back-up path algorithm also independently selects one of 
the ECMP paths. If the selected paths are very different, then the back-up algorithm must attach 
many labels to explicitly route the traffic through the desired post convergence path.  
Therefore, future work could include calculating the forwarding matrix multiple times, and 
selecting the best set of rules, based on maximum number of labels required and the average 
label stack length.  
The results for 10 iterations of the same test in the SA core carrier network are presented in 
Table 12. This network contains fewer ECMP paths than the US core network, so the two issues 
just discussed are not present. There are no paths requiring more than 1 label, and there is no 
variance in the results, so any particular iteration can be used as the most optimal. 
69 
 
Table 12 – Label stack lengths for SA carrier core  
 Percentage of paths with a label stack length of: Average stack length 
 0 1  
Ideal link 72,22 27,78 0,2778 
Conditional link  72,22 27,78 0,2778 
Node 85,48 14,52 0,1452 
Link-then-node 87,10 12,90 0,1290 
 
 
5.2.4. Functionality Verification in a Distributed Testbed 
To verify that the proposed FRR application can correctly configure a geographically 
distributed network that uses physical links and interfaces, the application was tested in the 
distributed network shown in Figure 21. The communication latencies between sites are shown 
in Table 7, and clearly show that a fast response to a failure cannot rely on the controller, but 
must be a local action. 
The first test was to determine if the NOS can correctly discover the network. The link 
discovery module had to be modified slightly to correctly discover the topology, since the links 
were not direct links, but stitched inter-site links. The link discovery packets were dropped by 
the backbone switches, so a different broadcast address was used to prevent this. 
The second step was to determine if the application can correctly configure the switches with 
the forwarding rules. Since the switches are the same software switches used in the Mininet 
platform, this test succeeded without any modification to the controller. Any OpenFlow 1.3 
switch could be used, however, as long as it supported all the same functionality, as some of 
the functions used are optional in the OpenFlow standard. 
Third, the functionality of the failover action was verified. The interfaces at each end of a 
particular link were administratively disabled, and the traffic flow observed. The traffic was 
correctly rerouted along the link-protecting back-up path. 
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5.3. Chapter Discussions 
This chapter presented the results for both the available reactive approach as well as the 
proposed proactive approach.  
The response time of the reactive approach was measured using different computational 
specifications, as well as differing amounts of installed intents. As expected, it was observed 
that increasing the computational resources of the controller did have an effect on the 
performance of the controller. This shows that the controller is well designed to efficiently use 
the available resources, but also shows that more expensive computational resources are 
required to obtain the best performance. It was also observed that the response time of the 
controller rapidly approaches, and exceeds, the 50 ms requirement as the number of installed 
intents increases. Finally, the communication latencies in the distributed network were 
measured, showing that a reactive approach is unlikely or impossible even if the response time 
of the controller was lower. 
The proposed FRR application was tested in a number of different ways. First, correct 
operation was verified using a simple network, and each of the three kinds of single failure: 
single link, entire aggregate, and node. The reported path costs were also found to be correct, 
by comparing them to the expected back-up path through the network. 
Protection against all failures was then verified in both networks modelling different carrier 
core networks. By introducing every possible single failure, one at a time, and testing the 
connectivity between all traffic generating hosts, it was shown that all traffic paths are rerouted 
around any single failure. 
Next, the path costs and label stack lengths were measured to determine the efficiency of the 
solution. The costs of the back-up paths were higher than the primary paths, as expected. 
However, by applying link and node rules in an efficient manner, the FRR application was able 
to protect against all failures with shorter back-up paths than a simple approach of always 
following the node-protecting path from the first node that detects a failure. It was also found 
that the average label stack is low, with most paths not requiring any label to be applied. This 
is efficient from a traffic overhead point of view. However, with the large number of ECMP 
paths in the larger carrier network, some iterations of the forwarding algorithms yielded sub-
optimal label-stack sets.  
Finally, the functionality of the proposed application was verified in a geographically 
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distributed network, using physical links and interfaces. The only modification required was a 
trivial change in the controller’s link discovery program, showing the proposed application can 
work in a real network, and not only the emulated Mininet platform.  
The next chapter will present conclusions, as well as recommendations for future work.  
  
  
72 
 
Chapter 6 
Conclusions and Recommendations 
The previous chapters have presented the background, implementation, and results of the 
proposed solution. This chapter presents a summary of the work, conclusions that can be drawn, 
and recommendations for future work. 
6.1. Summary 
Given that resilience against failures is a critical feature of current networks, it is important 
that SDN is able to maintain the 50 ms fast restoration requirement present in current core 
networks. A thorough literature review was presented, and it was found that there was a need 
for a fast restoration solution that will meet all the requirements of a carrier core network. 
Reactive solutions guarantee that the optimal path is used, but suffer from processing and 
communication delays. Proactive approaches remove these delays, and will be fast enough. 
However, there are additional complexities due to the need to efficiently install back-up paths, 
which often require additional flow rules and pre-provisioned tunnels.  
Chapter 3 presented the requirements of carrier core networks, and it was found that single 
failures include failures of single links, entire link aggregates, or nodes. The design of the fast 
reroute algorithm was also presented, along with an overview of the functional architecture of 
the proposed SDN application to implement the algorithm. 
Chapter 4 presented the implementation of the entire SDN platform that was used to conduct 
the tests, detailing both the Mininet testbed as well as the geographically distributed GENI 
testbed. The implementation of the available reactive restoration application in ONOS was 
briefly presented, before thoroughly detailing the implementation of the proposed proactive 
FRR application. The performance metrics for each application were introduced, along with 
testing tools and network topologies used to measure the results. 
Finally, Chapter 5 presented the measured results, along with discussions of each result. The 
response time of the reactive application was thoroughly tested, and the proactive approach 
was also tested using several topologies. The functionality of the proactive FRR application 
was then verified in a distributed testbed that made use of physical links and interfaces. 
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6.2. Conclusions 
In this dissertation, the response time of a controller, ONOS, was investigated with regards 
to failure response. Using the reactive restoration application, it was found that the time it takes 
ONOS to fully reconfigure the network is dependent on the number of flow rule modifications 
required, and exceeds the 50 ms requirement when a relatively low number of modifications 
are required. Combined with the communication latencies observed in a geographically 
distributed network testbed, it is clear that a reactive approach is not practical for achieving 
carrier-grade resilience. 
The proposed FRR application was tested with a number of different topologies, and its 
functionality was verified. Connectivity tests showed that for each topology, traffic was 
protected against any single link, link aggregate, or node failure. The back-up path lengths were 
measured, showing that the optimizations used in the application’s path selection algorithm 
were efficient. The required label stacks were also measured, showing that most back-up paths 
do not require additional segment routing labels, and very few require more than 1 label.  This 
shows that it is possible to efficiently protect against all single failures without controller 
involvement. As far as the author is aware, this is the first implementation of an SDN based 
FRR application that uses segment routing. 
Since it has been shown that OpenFlow fast-failover groups are capable of switching to the 
back-up rules in well under 50 ms [17], the proposed proactive application is also definitely 
capable of meeting the 50 ms requirement.  
Therefore, this dissertation has shown that a reactive approach will not be suitable for a 
carrier network, and has shown through the developed application that a proactive approach is 
possible, and efficient. 
6.3. Recommendations  
This dissertation presented an SDN application that was capable of protecting traffic against 
single failures within a network under a single administrative domain. This application could 
be extended in several ways to improve its suitability for real world deployment. Additionally, 
there are other issues that are worth exploring. 
The first recommendation is that future work considers the impact of multiple failures within 
the network. The application could easily be extended to reconfigure the forwarding rules and 
install new back-up rules after a failure, based on the new topology. This process was not 
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implemented by the application, as the behaviour of the pre-installed back-up rules needed to 
be evaluated in isolation.  Although the controller should be able to reconfigure the network in 
a few seconds, additional failures may occur simultaneously or before the network is 
reconfigured. The single-failure rules installed by the proposed application would likely handle 
some of these instances. However, the failure combinations that will cause traffic loss should 
be identified, and additional back-up rules calculated to protect the traffic. The statistical 
possibility of each combination of failures, the number of additional forwarding rules required, 
and the failures’ effect on traffic are all factors that should be considered in deciding whether 
the additional rules should be installed. 
Since only a single administrative domain was considered, edge switches represent single 
points of failure for traffic that exits the network through that particular edge switch. However, 
practical networks, such as the Internet, consist of multiple administrative domains. Future 
work should look at the possibility of re-routing traffic through a different edge switch, by 
communicating between the administrative domains. This would require an open, standardized, 
widely adopted interface between different SDN controllers, which does not currently exist.  
Traffic engineering was also left as future work. Optimization of the primary forwarding 
path, as well as the back-up paths, should be considered. The shortest-path algorithm used by 
the proposed application for both primary and back-up paths does support a topology with 
weighted links. This opens the possibility for traffic engineering, by setting the link weights 
based on the link properties, current network congestion, and operator goals. This would ensure 
that the shortest-path route is optimal based on these criteria. However, some traffic flows 
would need to follow different paths, based on their QoS requirement, traffic type, or SLA. 
Segment routing enables this by adding extra routing labels at the ingress node, to force the 
traffic through intermediate nodes. However, if this intermediate node fails, the traffic may be 
dropped by the current solution, even though an alternative, sub-optimal route exists. Future 
work should consider a solution to this, possibly by removing the top label and forwarding 
based on the next label, if it is determined that the top-of-stack node has failed. 
A further recommendation is that the application be implemented in a distributed controller. 
Ryu is a centralized controller, and only uses one controller instance. This presents a single 
point of failure in the control plane, and possibly a performance bottleneck. A distributed 
controller should be used to provide control plane resilience. The performance is less of an 
issue, since all forwarding rules are calculated ahead of time.  
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Finally, it was found that ONOS does not currently support OpenFlow fast-failover groups 
at the driver level. Since ONOS is aimed at wide area networks, this feature should be added 
to support a carrier grade fast restoration solution, such as the one proposed in this dissertation. 
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Appendix A 
Modification to Open vSwitch to Support Additional MPLS Labels 
By default, Open vSwitch supports a maximum of 3 MPLS labels attached to any particular 
packet [43]. If a flow rule or group action attempts to add a fourth label, the packet is dropped 
and the cause of the error is recorded in the Open vSwitch log. 
This limit is fully defined in a single file (‘include/openvswitch/flow.h’) in the Open vSwitch 
source code. At the beginning of this file, the maximum number of MPLS flow labels is defined 
as 3: 
#define FLOW_MAX_MPLS_LABELS 3 
The rest of the codebase uses this definition whenever it requires the number of supported 
labels, so it is only necessary to change the value in one location. 
A second modification is required, further down in the same file, as the number of labels is 
used implicitly without referring to the defined value. The original code, which is used to verify 
that the size of a flow is as expected before allowing the code to compile, is: 
BUILD_ASSERT_DECL(offsetof(struct flow, igmp_group_ip4) + sizeof(uint32_t) 
             == sizeof(struct flow_tnl) + 248 && FLOW_WC_SEQ == 36); 
 
The second last term (‘248’) of this assert is the length of the flow, and needs to be modified 
to reflect the change in size of the MPLS section of the flow. An MPLS header is 4 bytes long, 
and padding is used by rounding the number of supported labels up to the nearest multiple of 
two. Therefore, with the default number of supported labels, the length of the MPLS header 
section in the flow is 16 bytes. To support an arbitrary number of labels, this is subtracted from 
the total of 248 bytes, and the length of the MPLS section added by calculating it from the 
defined value. The patch in [43] uses a different flow length, and requires modification as the 
flow length has changed in the latest version of OVS. The code is therefore changed to: 
BUILD_ASSERT_DECL(offsetof(struct flow, igmp_group_ip4) + sizeof(uint32_t) 
             == sizeof(struct flow_tnl) + 232 + (4 * ROUND_UP(FLOW_MAX_MPLS_LABELS, 2)) 
             && FLOW_WC_SEQ == 36); 
 
With this modification, the codebase can be successfully recompiled and installed, and will 
now support the defined maximum number of MPLS labels.  
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Appendix B 
Host Specific Labels 
In a segment routing (SR) forwarding protocol, there are a number of complexities 
introduced by using a stack of multiple MPLS labels. Correct handling of the final label in the 
stack is one of these complexities, and a number of different methods are possible. 
 The top-of-stack label specifies a destination node, and this label must be removed before 
the destination node can make the next routing decision. This label can either be removed at 
the destination node, or at the node before the destination node. This second technique is called 
penultimate hop popping (PHP). 
It is necessary, however, to know when the last MPLS label is being removed, as the Ethernet 
type must be changed from MPLS back to the protocol of the encapsulated packet (e.g. IPv4 
or IPv6). If only one traffic protocol is received at the switches, it is only necessary to know 
that the label is the last label. This can be done by adding additional flow rules to match based 
on the bottom-of-stack (BOS) flag that is set on the last label. 
With non-PHP, a switch must remove the label corresponding to itself before it can make the 
next routing decision, based on the label beneath. This requires the use of two flow tables and 
two lookups, but BOS-matching flow rules are only required on one switch, and no extra groups 
are required. 
PHP, on the other hand, avoids this extra table and lookup by removing the destination node’s 
label prior to forwarding. This is done by simply popping the top label when it corresponds to 
a neighbouring node. However, this requires BOS-matching flow rules for a node to be 
installed on all of the node’s neighbouring switches. Additionally, since the label is only 
popped in one of the group’s action buckets, and not in back-up action (as the back-up action 
will forward the packet to a different node), additional groups are also required. 
However, neither of these solutions will work if multiple protocols are received at the edge 
switches. For instance, IPv4 and IPv6 have different Ethernet types, and therefore the action 
which pops the last label must know which protocol is underneath the label stack. Not only 
would this increase the number of rules and groups required, it also requires another criterion 
to match on to select the correct protocol. This information cannot be added to the MPLS 
header, as it only contains three fields besides the label: traffic class, bottom-of-stack, and time-
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to-live. The traffic class field is used by the FRR application. 
Therefore, to support multiple protocols, and also remove the need for flow rules and groups 
that match on the BOS flag, a host-specific label is added to incoming traffic before adding the 
label for the destination. PHP can then safely be used without BOS flow rules, as any switch 
label will not be the last label. Whenever the egress node receives a packet labelled with a host-
specific label, it knows that the label is the last label and the Ethernet type must be changed 
when popping the label. If the incoming traffic is already MPLS traffic, it is not necessary to 
attach the host-specific label. 
The phrase ‘host-specific labels’ is used because the focus for this dissertation was on the 
core network, and only IP traffic-generating hosts are connected to the edge switches. In a 
practical network, an edge switch would be connected to other networks, possibly of differing 
protocols. In this case, the label would specify the protocol and destination network, rather than 
the destination host.   
This approach does require an additional MPLS label (unless the incoming traffic is already 
MPLS traffic), which increases the traffic overhead by adding 4 bytes to each packet. However, 
it also allows for a simpler forwarding protocol, as no BOS matching flow rules and groups are 
needed. A further advantage is that it ensures all traffic within the network is MPLS traffic, 
which may allow for cheaper switches to be used, as IP routers can be more expensive. 
