1 The Setting
Introduction
We consider discrete dynamical systems generated by the iteration of a holomorphic function f : C → C. This means that every z ∈ C represents a state of a dynamical system, which changes to the state f (z) in the next step. The sequence
is called the orbit of z. Every z ∈ C determines thus a certain kind of dynamical behavior, such as being an equilibrium (the orbit is eventually fixed or periodic) or being chaotic. In this paper we are interested in the set
of so-called escaping points. The holomorphic functions discussed are the exponential functions E λ (z) := λ exp(z) , λ ∈ C \ {0} .
So instead of only one function we investigate the behavior of a one-parameterfamily of holomorphic functions depending analytically on the complex parameter.
Having only one singular value, the asymptotic value 0, the exponential family can be considered as a prototypical family for transcendental entire maps of finite type -analogous to the unicritical standard polynomial families {z d +c : c ∈ C} (d ≥ 2) having only the singular value c.
We distinguish between the dynamic plane, which describes the dependence of the dynamical system on its initial value z for a fixed parameter λ, and the parameter plane, the space of possible parameters λ ∈ C. The major goal is to understand and to classify the various possibilities of the dynamics, which involves an investigation of both the parameter and the dynamic planes.
This thesis helps to endow the parameter space with structure, by marking parameters which yield a certain type of dynamics. In our case, this type is determined by the behavior of the singular orbit (z n ) n≥1 := (0, λ, λe λ , . . . ). We will mark those parameters for which the singular orbit escapes (see (1)).
The goal of understanding and classifying the dynamics has been worked on quite successfully for polynomial dynamics, beginning with the fundamental Orsay notes [DH] by A. Douady and J. Hubbard and continued by many others. It thus stands to reason that these results might be useful hints for the investigation of the exponential family.
A dynamical system generated by a holomorphic function f : C → C can be basically described in terms of its Julia set J(f ), the locus of non-normality in the sense of Montel. Roughly speaking, that means that the Julia set consists of those initial points for which the dynamical system is unstable, i.e. responding sensitively to perturbations of the initial value. The (chaotic) dynamics on the Julia set is crucial for the understanding of the dynamical system, for the dynamics on the Fatou set F (f ) := C \ J(f ) is comparably easy to understand. For polynomials p of degree d ≥ 2, there is an easy description of the Julia set, which is connected to the question of escaping: the Julia set of polynomials is the boundary of the filled-in Julia set K(p) := {z ∈ C : z not escaping}.
It turns out for polynomials p(z) = z d +c that the set of escaping points carries a natural structure which helps to understand the dynamics on the Julia set. In fact, either J(p) is a Cantor set, which is the easiest case, or K(p) is connected and simply connected. Hence there is a biholomorphic Riemann map ϕ : C \ D → C \ K(p) which transfers the structure of the rays (ϑ, t) → te 
Now if J(p)
is locally connected, which is true in many cases, then the Carathéodory Theorem asserts that every ray lands on ∂K(p) = J(p), i.e. that the limits lim t 1 R ϑ (t) ∈ J(p) exist. This gives us a surjective continuous map S 1 → J(p), allowing us to model (J(p), p) as the unit circle (S 1 , ϑ → dϑ) modulo the equivalence relation given by angles having a common landing point. The equivalence relation is respected by the dynamics; thus one just have to understand the equivalence relation in order to understand the chaotic dynamics on J(p). In other words, the key to the understanding of polynomial dynamics is to understand which rays land together. Symbolic dynamics is a very useful tool in this context, see for example [BS] .
Let us come back to our original question, whether it is possible to modify these ideas so as to be applied to a class of non-polynomials such as the exponential family. Of course, any positive answer is a great progress for the understanding of transcendental dynamics. By no means one could have expected before that it was possible to generalize the beautiful polynomial results to any class of transcendental functions whatsoever. However, the research work during the last years gave a positive answer, beginning with Bob Devaney (for example [DK] , [DGH] ) and his coauthors, who mainly handled exponential maps for real parameters λ < 1/e and for arbitrary parameters with bounded combinatorics, and Dierk Schleicher, who was the first one to get results for arbitrary parameters and combinatorics (for example [SZ] , [S1] ).
First of all, there are parameters λ for which J(E λ ) = C (for example if 0 is escaping under E λ ), so we cannot expect the concept of Julia sets to establish a sufficient structure on the dynamic plane. Instead we could for example describe attracting components (components which are attracted by a periodic orbit) or escaping points. The latter has been done in the paper [SZ] by D. Schleicher and J. Zimmer, from which the main results will be repeated in Chapter 2.1 and will be used throughout the whole paper.
As a matter of fact, the escaping points of every exponential function E λ are organized in differentiable rays -again called dynamic rays -just as in the polynomial case. (But a difference is that the union of the rays does not have Hausdorff dimension 2 anymore.) Moreover, they have a unique encoding as pairs
where s is a sequence of integers coming from a partition of the plane fitting to E λ (see Figure 2) , and t arises from a suitable parametrization of the curve. The dynamic system acts on these pairs via
The idea is to use (R + , e t − 1) as a model for escaping dynamics and to construct the rays by conjugation similar to the polynomial case (but the conjugation is constructed in the other order). The conjugation ϕ discussed above for the polynomials p(z) = z d + c is usually constructed by first pushing forward a given point n times by the dynamics (i.e. iterating) until we are close to ∞ (where p ≈ z d ), and then taking n times appropriate d-th roots. Instead, we first iterate along the positive real axis, starting at some given potential t, and then choose the backward images depending on the sequence s. This works only if t is big enough so that boundaries of the partition are not passed anymore. In this case, the image of some end of the real axis under the limit function is a ray. These ray tails can be extended down uniquely to a minimal potential t s independent from the parameter λ, except for some special cases (see Theorem 2.2). The sequence s is called the external address and t the potential.
In [SZ] , it has been shown that every escaping point is either on such a dynamic ray or a landing point of one, and there is a precise description about which pairs of external addresses and potentials refer to escaping points. The dynamic rays are the central tool used in this thesis. In addition to the classification of escaping points they give an interesting dimension paradox first mentioned by B. Karpińska [K] , stating that the union of all rays has Hausdorff dimension 1, whereas the escaping landing points together have Hausdorff dimension 2. Günter Rottenfußer [R] has completed the same program for the cosine family {E a,b (z) := ae z +be −z : a, b ∈ C * } with the difference that the escaping set even has positive two-dimensional Lebesgue measure (using a result by C. McMullen), whereas M. Lyubich showed that for the exponential functions the Lebesgue measure equals 0.
Beyond the dynamics of particular functions we are interested in the classification of and bifurcation between different types of behavior, considering a family of functions parameterized by a complex parameter. A discussion of the parameter plane defined by such a family also helps to obtain results which can be carried back to particular dynamics: the comprehension of the parameter plane of a holomorphic family yields a deep understanding of the dynamics (and vice versa).
Let us briefly resume the results from the polynomial case. This leads us to the well known Mandelbrot set M, which emerges from the discussion of the quadratic family {p c (z) = z 2 + c : c ∈ C}. Two possible ways to define a structure on the parameter plane are to decide whether for a given parameter c the critical orbit escapes (|p •n c (0)| → ∞) or whether the associated Julia set is disconnected. For polynomials these two conditions are in fact equivalent, and they define the Mandelbrot set M := {z ∈ C : J(p c ) is connected} (resp. the Multibrot sets for degrees d > 2). Parameters for which the critical point 0 escapes are called escaping parameters. They have the structure of rays R ϑ , called parameter rays, inherited by the dynamic rays. The parameter rays are an important tool for the topological and dynamical understanding of the Mandelbrot set in a similar spirit as dynamic rays are for the Julia sets. If the famous conjecture MLC (M is locally connected) is true, then we get similar as for the polynomial Julia sets discussed above a nice topological model, called the pinched disk model. This describes M as the unit circle S 1 modulo angles for which the parameter rays R ϑ land together. Hence the parameter rays constitute an essential step towards a description of the parameter plane.
After the marvellous and highly useful investigation of polynomial parameter spaces we are interested in the generalization of this theory. How can the ideas be taken advantage from for transcendental dynamics, or at least for its easiest case, the exponential dynamics? This thesis furnishes an essential first step for the project of carrying over ideas and results from polynomial parameter space to the exponential parameter space.
Again, there are several ways to define a structure on the parameter space. One is to describe the attracting components -components of parameters for which there is an attractive orbit, which necessarily attracts the singular orbit.) D. Schleicher and L. Rempe are currently working on this task. Instead, we try to give a description of the escaping parameters, the parameters for which the singular value 0 is escaping. For every such escaping parameter the Julia set coincides with C. Remember that for the polynomial families discussed above, these parameters form just the complement of the Mandelbrot (Multibrot) set. For the exponential family, the escaping points will be organized similarly to the escaping points within the dynamic planes. They form disjoint rays, called parameter rays. To be more precise, this thesis will construct the parameter rays consisting of escaping points. It is work in progress to show that every escaping parameter really is contained in one of the constructed rays or is a landing point of one.
For the construction of the parameter rays, we define a parameter κ to be on the parameter ray for external address s at potential t if the singular orbit is escaping under E κ such that the singular value 0 is on the dynamic ray for s at potential t. Since for a given external address s we can locally find a uniform potential beyond which the dynamic rays behave well (ray tails), we can begin with a parameter ray tail. This is in fact a differentiable curve and can be extended down uniquely to the minimal potential t s , which does not depend on the parameter κ.
Theorem 3.9 will show that for every possible combinatorics s there is a parameter ray G s : (t s , ∞) → C defined on the maximal interval of potentials such that there is a 1-to-1 correspondence between the parameters κ satisfying the formal definition given above and G s (t). Hence we describe all escaping parameters for which 0 is contained in some dynamic ray, rather than being landing point of one. So it only remains to handle the latter case. The next step in this direction will be to classify landing points of parameter rays, distinguishing between fast and slow external addresses as done in [SZ] .
In 2000, Günter Rottenfußer has written an intelligent program drawing exponential parameter rays. Older, pointwise drawn pictures of the exponential parameter space were not very accurate since the exponentially fast growing orbits led quickly to overflows in the computer calculations. Günter's picture (see Figure 1 ) reveals the true structure of the parameter plane. Actually it shows boundaries of attracting components, which is conjectured to form the closure of the parameter rays. This picture gives us an insight into the parameter plane. We see hyperbolic components such as the left half-plane and the main cardioid. But we get also a picture of how the parameter rays look like, being bundled in vertical distances of 2π. In fact, the parameter rays satisfy the asymptotics G s (t) = t + 2πis 1 + O(e −t ) with s 1 ∈ Z.
I also want to mention the research work of Lasse Rempe in Kiel, who has been working on exponential dynamics over the last years and answered a number of questions in both the dynamic and the parameter plane. A new idea by him is to slightly change the conjugation between the dynamic rays and the model dynamics on R + 0 by taking into account the imaginary parts. (Before and also in this paper, the conjugation uses only the real parts of the points on the ray.) In particular, this yields a faster convergence of the approximated conjugations and thus simplifies a number of proofs.
Some words about the structure of this paper: Chapter 1 briefly introduces the setting, while Chapter 2 contains old and new results about dynamic rays needed in Chapter 3, including derivatives and winding numbers of dynamic rays. The construction of the parameter rays will be done in Chapter 3.
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Basic Definitions
We are investigating the family
where C * := C \ {0}. Often we switch to the parametrization E κ (z) = exp(z + κ), which can be obtained by choosing a branch of the logarithm and setting κ := log(λ). Usually we take the standard branch of the logarithm, so that |Im(κ)| ≤ π. Depending on the situation, one parametrization is sometimes more convenient than the other one and vice versa.
Throughout the following discussion (Chapters 1 and 2), we will always fix a parameter λ = e κ ∈ C * and investigate the dynamical system generated by the iteration of the function E λ : C → C. The goal is an understanding and a classification of the behavior depending on the initial value. In the third chapter we are going to discuss how the global behavior of the dynamics of E λ depends on the parameter λ. This global behavior is determined by the singular orbit for our purposes. It will turn out that both discussions are surprisingly similar.
Let us now collect some notation and conventions. As usual, the iteration of a function is abbreviated by f
we mean the relation mapping a point or a set to its preimage, which is usually not a single point. 
The function F will be used as a parametrization function. The reason for preferring this one over the obvious candidate exp is that F can be pulled back arbitrarily often, as opposed to the Logarithm, which runs out of its domain after finitely many steps.
Our goal is to understand the set of escaping points of E λ . (Later in Chapter 3 we are going to investigate also escaping parameters). What is an escaping point?
Exponential functions have several characteristic properties. One of them is that the factor of expansion, i.e. the absolute value of the derivative, depends only on the real part. Two close points having large positive real parts can be mapped far apart from each other, whereas the whole left half plane is mapped into the unit disc. This is expressed by the formula |E λ (z)| = |E λ (z)| = exp(Re(z)). On the other hand, the imaginary parts determine the angle: arg(E λ (z)) = 2πIm(z). For points with large real parts, this yields a very sensitive dependence of E λ on the imaginary parts.
So how easy it for a point z to escape to ∞? First of all we record the following Lemma.
Lemma 1.3 (Characterization of Escaping Points)
Consider a point z ∈ C with its orbit (z k ) k≥1 := (E
Proof. This follows directly from |z k+1 | = |λ| exp(Re(z k )).
We observe that we cannot expect a thick set of escaping points, since nearby points with different imaginary part may be mapped far to the left and thus are close to 0 after two iterations. For example, consider some y ∈ R and R > 0 and let us find points in the box {z ∈ C : Re(z) > R, Im(z) ∈ [y − π, y + π]} which stay in the right half plane H R := {z ∈ C : Re(z) > R}. Then more than half of the points have to be removed after just one iteration, since the imaginary parts provide an angle which throws them out of H R . The same will happen in the next step and so on. One could guess from this idea that the escaping points meet in horizontal rays of distance 2πi. This intuitive thought has been confirmed by the work of B. Devaney, D. Schleicher, and others.
The above discussion of the dynamical properties of the exponential functions gave rise to the following construction. First of all, we need some structure of dynamical meaning on the plane, so as to obtain itineraries and thus symbolic dynamics. These are sequences of symbols assigned to each z ∈ C telling which parts of a partition are visited along the orbit {z,
In our case they are called external addresses, and they are the key to get a grip on the escaping points.
Since E κ is 2πi-periodic it makes sense to have a partition of width 2πi such that each region of the partition is the image of a branch of the logarithm. On the slit plane C := C \ R − 0 we can define a biholomorphic branch log : C → {z ∈ C : |Im(z)| < π} of the logarithm, which we will refer to as the standard branch, denoted by Log. Therefore, we consider for E κ the partition having E −1
) as boundary. We code the regions by integers: The one containing −κ will be called
This follows from the triangle inequality, applied on |Im(z n + κ) − 2πs n | ≤ π.
Definition 1.5 (Exponential Boundedness)
A sequence s ∈ S is said to be exponentially bounded if there are constants A ≥ 1,
The constants will be called growth parameters.
Remark. Note that we could drop the constant A, for if s ∈ S is exponentially bounded then there is an x > 0 such that |s k | ≤ F
(x) for all k ≥ 1. But using A has the big advantage that x can be chosen small so as to contain more information about the sequence, i.e. providing much more useful estimates. For example, if s is constant, then x > 0 can be chosen arbitrarily small.
Lemma 1.6 (External Addresses are Exponentially Bounded)
Consider an arbitrary number z = z 1 ∈ C and its orbit (z k ) k≥1 = (E
Thus all possible external addresses are exponentially bounded.
Proof. We will prove by induction that for all k ≥ 1
The induction seed for k = 1 is immediate. For the induction step we can estimate
where (*) follows from |λ| ≤ e δ − (δ + 1), which is true for every δ ≥ log |λ| + 5. Now if the orbit (z k ) k≥1 does not contain negative real numbers and δ ≥ max{δ, 2π}, then we have by Formula (2)
Dynamic Rays

Definition of Dynamic Rays
This section 2.1 summarizes results from [SZ] , which we are going to use later on. In that paper it has been shown that the converse to Lemma 1.6 is true in the sense that for every exponentially bounded sequence s ∈ S there are points with sufficiently large real part having the external address s. It turns out that escaping points sharing an external address s are organized in a differentiable curve g κ,s . These dynamic rays can be maximally extended so as to contain all escaping points: In fact every escaping point is either on a unique dynamic ray at a unique position, or it is a limit of a dynamic ray. This provides a nice classification and a useful combinatorial structure on the set of escaping points, revealing interesting paradoxes concerning the Hausdorff dimension of the escaping sets and positively answering A. Eremenko's question, whether every escaping point can be connected within the escaping set to ∞.
The construction of these rays has some similarity to the construction of the Böttcher coordinates for polynomial dynamics. There, the task is to find a conjugation ϕ : C \ K → C \ D from the polynomial dynamics outside the filled-in Julia set (i.e. on the immediate basin of ∞) to the model dynamics z → z d outside the unit disc. This is usually done by pushing forward the dynamics to a neighborhood of ∞ (where the model is very precise) by iteration and pulling back by taking appropriate branches of the d-th root (the inverse function of the model map). In our case instead, we first push forward along the model dynamics (R + 0 , F (t) = e t − 1) and then pull back using an appropriate branch L κ,j (z) = Logz − κ + 2πji of the Logarithm.
Given an exponentially bounded sequence s = (s 1 , s 2 , s 3 , . . . ) ∈ S, we define for every n ∈ N the functions
If t is sufficiently large such that the logarithms can be applied, these functions are well-defined and they converge uniformly. The limit will be the end of the dynamic ray g κ,s , called ray tail. These are curves consisting of escaping points having external address s. We will refer to the variable t as the potential according to the polynomial case. By construction of the g n , the dynamical system acts on the ray tail by shifting the external address and applying the function F (t) = e t − 1 on the potential: E λ (g κ,s (t)) = g κ,σs (F (t)). The idea behind is that the potentials model the real part respectively the escaping rate of the escaping points, and the external address is a coding of the imaginary part such that there is a 1-to-1 relationship between external addresses and rays.
After defining these rays for large potentials we can pull back so as to extend the ray to its maximal possible interval of potentials. This gave rise to the following definition of the minimal potential t s , which is clearly a lower bound for possible potentials, and which is independent of the parameter κ.
Definition 2.1 (Minimal Potential) Let s ∈ S be an external address. Define the minimal potential by
Remark.
A sequence s ∈ S is exponentially bounded if and only if t s < ∞. The minimal potential of a shifted sequence is t σ(s) = F (t s ). Moreover, if s ∈ S has the minimal potential t s , then for every ε > 0 there is an A ≥ 1 such that
(t s + ε), i.e. the growth parameter x can be chosen arbitrarily close to the minimal potential.
Unfortunately, it is not always possible to define the dynamic rays on their entire natural domain (t s , ∞), since the singular value may be passed during the process of pull-backs. The fact that this happens only if 0 escapes does not help us, since we will deal only with exactly those escaping parameters.
The following Theorem and Lemma summarize the results we will need concerning dynamic rays. 
3. The map κ → g κ,s (t) depends analytically on κ for fixed t > t |κ|,s .
The ray tail satisfies the asymptotics Re(g κ,s (t))
t→∞ −→ + ∞ along bounded imaginary parts, or more precisely, 
The ray tail can be extended uniquely onto a maximal interval
(t κ,s , ∞) ⊂ (t s , ∞). The resulting curve g κ,s : (t κ,s , ∞) → C,t 0 > F •n (t s ) such that 0 = g κ,σ n (s) (t 0 ).
In this case,t s be the largest number for there is a
6. The dynamic rays g κ,s : (t κ,s , ∞) → C satisfy the above items 2 and 3. In addition, they satisfy for every t >t κ,s the asymptotic bound
Proof.
Everything can be found in [SZ] (Proposition 3.2, Theorem 4.2, and Proposition 4.4), except for the last statement of the fourth item. Define K := |κ| and consider some t ≥ x + 2 log(K + 3) + log(4A). Then we have
Remark. The escaping points on the dynamic ray g κ,s do not need to have the external address s. (They do not have one at all if their orbit hits R − .)
Remark. In fact Dierk Schleicher and Johannes Zimmer have shown in [SZ] that every escaping point z is either on a unique dynamic ray at a unique potential or is the landing point of one or more dynamic rays: z = lim t ts g κ,s (t). In particular, dynamic rays cannot cross each other.
The following inequalities are taken from the proof of Proposition 3.4 of [SZ] .
Lemma 2.3 (More Properties of Dynamic Rays)
Let κ be a parameter with |κ| ≤ K. On the interval (2 log(K + 3), ∞), the curve g κ,s is the uniform limit of the functions g n κ,s : (2 log(K + 3), ∞) → C defined in Formula (4). They satisfy for all t > 2 log(K + 3) the following inequalities:
and for every n ∈ N:
Derivatives of Dynamic Rays
The dynamic rays constructed in [SZ] completely describe the set of escaping points for every dynamical system generated by the iteration of an exponential function E λ . We will need some more properties of them, such as a certain degree of smoothness and estimates for low potentials. The following discussion is unfortunately a bit technical. The differentiability of dynamic rays has already been proven in 1988 by M. Viana da Silva in [Vi] , as well as for bounded combinatorics by D. Schleicher in [S1] . We will prove it once more so as to obtain good estimates on the first and second derivative at large potentials.
Theorem 2.4 (The Derivative of Dynamic Rays)
For every exponentially bounded sequence s ∈ S and every parameter κ, the dynamic ray g κ,s (t) is differentiable with respect to the potential t with derivative
Moreover, for every T > t s there is an M t ≥ 0 such that 
Since F (t) = F (t) + 1 and (g
, we obtain, applying the chain rule repeatedly:
(Note that by (12), the denominators are non-zero.) We will show that this converges uniformly to
as n → ∞.
By Formula (12), every factor of the expression in (13) is contained in the right half plane. Therefore the principal branch Log of the logarithm can be applied, which yields
The last summand converges uniformly as n → ∞, so it is left to show that the sum in Formula (14) converges uniformly as well. For all N, n, m ∈ N with n > 2N we
Fix ε > 0. We have to find an N * ∈ N such that these three sums together become smaller than ε for all t > t K,s , n > 2N * and m ≥ 0. Let us start with the first sum. By Lemma (2.3) and the triangle inequality we know that the uniform convergence of (g n ) n∈N is exponentially fast: The existence of an N 2 ∈ N such that for all n ≥ N 2 the second sum becomes smaller than ε/3 follows immediately by the exponentially fast uniform convergence of (g n ) n∈N . Estimating the last sum is a little bit more involved. An estimate on the Taylor series using the geometric series shows for all z ∈ C with |z| < 1:
and so for all t > log 2
Now the Formulas (7), (8), (9), and (18) give for all t ≥ t K,s , p ≥ 2 and k ≥ 0:
where 
Define for all p ≥ 1 and k ≥ 1
We can estimate this quantity independently of p, so we are going to drop the index later on. Indeed, the triangle inequality and e
Since t > x, α(k) converges exponentially fast to 0 as k → ∞. In particular, there is an N such that for all k ≥ N we have α(k) ∈ (0, 1), and Formula (16) implies for every p ≥ 0
This converges to 0 exponentially fast as well, and there is an N 3 with the property that the whole third sum in Formula (15) becomes smaller than ε/3 for all t > t K,s if n > N 3 . The dynamic ray tail is thus continuously differentiable, and g κ,s is the uniform limit of (g n κ,s ) . Moreover, the analyticity of the pullback makes the whole dynamic ray differentiable, but we lose the above estimates.
To get Formula (11), we consider potentials t ≥ t K,s = 2x + 2 log(K + 3 + 9πA), so in particular t > t K,s and t > 2x + 2 log(3 + 9π) > 2x + 5. Note that 
Therefore, using (14) and (21) we estimate
Furthermore, we will show separately in Lemma 2.5 that for each k ≥ 1, 
, and thus
In order to show this, we first prove by induction that for every k ≥ 2
For k = 2, the first claim follows from Formula (22) 
−t ≥ F (x)
. Now assume that the above estimates are true for some k. Then F 
which completes the claim after replacing the exponentials by the F -function.
Therefore we get for every k ≥ 2
We will show now that
The sum is monotone increasing in x, so suppose w.l.o.g. x ≥ 1. This implies F
(1) = e − 1 > 1, and thus
, which shows the second claim. Finally, (23) yields 
Proof. At first let us formally differentiate equation (10) from Theorem 2.4:
where the equality (*) follows from the chain rule:
Recall that by (20), we have for such t
Remember that if x and A are growth parameters of s, then F
•k (x) and A are valid growth parameters for σ
•k (x) + 6πA + 2K + 3. This allows us to estimate the k-th summand of the sum in (24), using that |1 − wz| = |z| · |z
− 1|) for all z, w ∈ C * , as follows:
The factor in the middle is irrelevant because it almost 1 on the ray tail by Theorem 2.2. Thus if we show that
exponentially fast, then we have proven that the sum in Equation (24) really exists. To do so, let us decompose the denominator F
•k (t) of (26) into its three third roots: We will show that one of them bounds F •k (x), while another one handles the factor within the parentheses. The remaining denominator of 
(t) > 3F
•(k−1) (x) for every k ≥ 2, since t > 2x. Applying the exponential function yields
Taking the exponential function gives the desired second estimate. Summarizing, we have
Hence we obtain convergence of the partial sums to
Log(g ). In fact, the convergence is uniform on [t K,s , ∞] , since the rate of convergence is bounded below by the convergence of the lowest potential considered. Every partial sum is continuous in t, so the limit is continuous. Moreover, the partial sums are derivatives of a sequence which converges to Log(g ). Therefore g is also continuously differentiable, having the logarithmic derivative as claimed in Equation (24). Some end of the dynamic ray is thus twice continuously differentiable, and the analytic pullback extends this property to the whole dynamic ray.
In order to prove the estimates for potentials t > t K,s = 2x+2 log(2K +3+9πA), we recall the estimate (27). For every k ≥ 2 and t > t K,s , we have 
To get the first estimate, we use that A, x) ). So the above estimate yields |g (t)| < C |g (t)|e
Winding Numbers of Dynamic Rays
The estimates on the derivatives of dynamic rays will be used as a tool for providing an estimate on the winding number of dynamic rays. Since the logarithm unwraps angles to imaginary parts, this helps us controlling the dynamic rays for small potentials. We will need that to show the important Proposition 3.4.
Some ideas of the following discussion, which is in most parts taken from [S1] , were originally a contribution by Niklas Beisert.
Remember the definition of winding numbers for closed curves: Consider a closed
be an arbitrary point outside the graph. Then we define the winding number of ϕ around a by η(ϕ, a) := 1 2π
It turns out in this case that η is always an integer number which counts the number of turns of ϕ around a. We will now carry over this concept to a certain kind of curves which are not closed, so that we will be able to apply the results on dynamic rays. 
Definition 2.8 (Admissible Curves)
By an admissible curve we mean a C 2 -curve γ : (t 0 , ∞) → C with t 0 ≥ −∞, having the following properties: 
For every t
Proof. In all the statements we have integrands that are locally Riemann integrable. Therefore we only have to show that the integrals are finite. For this in turn it is sufficient to show that |φ ϕ−ã | is bounded (where ϕ is the respective curve and a = 0 for the second case andã = a otherwise). For a ∈ γ(t 0 , ∞) we can clearly bound the denominator γ − a below by some ε > 0 and the numeratorφ above, using the conditions on admissible curves and |γ(t)| → ∞ as t t 0 . In the second case, there is a T such that |γ(t)| > 1/2 for all t > T , and on the compact interval [t 1 , T ], the continuous function |γ(t)| is bounded below by some ε > 0. We thus have 0 ∈γ(t 1 , ∞). Since, Im(γ(t)) converges to 0, the same reasoning as for the first item can be applied.
In the last case we might get into trouble as t t 1 , since the denominator tends to 0. Let t > t 0 . By the Taylor Theorem applied on γ ∈ C 2 there is a ξ ∈ [t 0 , t] with
.
. Up to the sign this is half the integrand for the winding number ofγ, which we have shown already to exist. 
Letγ : (t 0 , ∞) → C be an admissible curve, and γ
Proof. Recall the definition of the winding number for a closed curve in (28), which is an integer number. If there is a homotopy H between some closed C 1 -curves ϕ 1 and ϕ 2 :
and H(t, 1) = ϕ 2 (t).) This follows from the fact that t → η (H(•, t) , a) is continuous with values in Z. Moreover, if ϕ 1 and ϕ 2 are C 2 -curves and H is continuously differentiable withḢ(
Now consider the curve ϕ from the first claim and let n := η(ϕ, a) ∈ Z. There is a C 
This shows the first claim.
If γ : (t 1 , ∞) → C is an admissible curve, then Re(γ) converges to ∞, while Im(γ) converges to some fixed number. Hence for every ε > 0 there is a T > t 1 such that
Now according to Figure 3 , find an arc
for all t ∈ [T, T + 1] and k = 0, 1, 2 .
We can clearly find such an arc satisfying |η(γ 1 , a)| ≤ 1 and |η(γ 1 , 0)| ≤ 1. By applying the first part of the Lemma on the concatenated curve ϕ :
Since ε > 0 can be chosen arbitrary small, the second claim is proven.
Proposition 2.11 (Winding Numbers and Pullback)
Proof. Note that since γ n − a n = 0, a branch of the logarithm can be applied. The choice of branch is inessential, because we are dealing only with d log.
We will show by induction that |η(γ n , 0)| ≤ 2
n+2
− 2 for all n ∈ N. This estimate will also justify that all the winding numbers are defined. The induction seed n = 0 follows by the assumption |η(γ 0 , 0)| ≤ 2.
For the induction step, let a, γ,γ denote a n , γ n , γ n+1 = log(γ n − a) respectively. We estimate
So we have by Lemma 2.10 |η(γ n , a)| ≤ |η(γ n , 0)| + 2 ≤ 2 n+2 for all n ∈ N.
Lemma 2.12 (Winding Number of Dynamic Rays)
Consider an arbitrary parameter κ and an exponentially bounded sequence s ∈ S. Let z = g κ,s (t 0 ) be any point on the dynamic ray of address s with potential t 0 > t s . Choose the growth parameters A and x of s such that t s < x < t 0 . If n ∈ N is big enough such that
Proof. Let K := |κ|. Since t n = t K,σ n s , we can apply Theorem 2.4 and Proposition 2.6 on g κ,σ n s (t) for potentials t > t n . The curve γ :
is thus admissible. (0 ∈γ follows from Formula (11).) We estimate
where (*) follows from Proposition 2.6. The absolute value of the winding number of the end of g κ,σ n−1 s to the right of E
•n λ (z) is thus less than 2. If we define γ 0 := γ and γ k+1 := L κ,s n−k (γ k ) then γ n is the initial dynamic ray starting at t 0 , and applying Proposition 2.11 settles the claim.
The following Proposition generalizes Lemma II.7.2 from [S1] .
Proposition 2.13 (The Behavior of the Singular Orbit) Let λ be a parameter such that Re(λ) > 3. Suppose there is an n ≥ 3 with the property that the first n points of the singular orbit
, and suppose z n is the first orbit point with Re(z n ) < 0. Then E λ has an attracting periodic orbit of exact period n. The same is true for n = 2 if Re(λ) < −9.
Proof. We start the proof by claiming that if n ≥ 2 is defined as in the statement above, then e|λ| exp(Re(z n )) < (|z n | + 1)
We estimate for all 1 ≤ k < n Figure 4 : The setting of Proposition 2.13.
For the first inequality we used that |z| ≤ √ 2|Re(z)| for all z ∈ {|Im(z)| ≤ |Re(z)|},
and for the second inequality we used that ( √ 2x + 1)
for every x ≥ 0. In particular, we see that for all 1 ≤ k < n we have
is positive on the interval [9, ∞], we thus get
This shows (29) for n = 2, using |λ| = |z n | and |Re(λ)| = −Re(z n ). Therefore assume n ≥ 3, so that 
This shows estimate (29) for n ≥ 3, using |Re(z n )| = −Re(z n ).
Define D n := B 1 (z n ) and let D n−1 be the component of E −1 λ (D n ) containing z n−1 . For all w 1 = w 2 ∈ D n−1 we deduce from the intermediate value theorem
This yields the inequalities
for all w ∈ D n−1 . It follows from the first equation that D n−1 does not contain 0 (so that we can define a logarithm on D n−1 ), and from the second one that 
The induction seed k = 1 is immediate, and
shows the induction step. So we have ρ 2 ≥ (|z n | + 1) −2 . But since every w ∈ D n satisfies Re(w) ≤ Re(z n ) + 1, we get by formula (29) 
, which yields an attractive cycle of exact period n.
Construction of Parameter Rays
Definition and Parameter Ray Tails
We want to turn our attention now to the parameter space by varying the parameter κ within the strip {z ∈ C : |Im(z)| ≤ π}. For a better understanding of the bifurcation locus of the Exponential Family it would be nice to establish a structure like by the successful treatment of the dynamic plane in [SZ] . Surprisingly, there is indeed a lot of similarity between the discussion of the parameter space and the dynamic spaces.
We are interested in the escaping parameters, which are those parameters for which the singular value is an escaping point. To handle them we will construct rays again, called parameter rays, which distinguish the escaping parameters by the external address and the potential of the singular value 0.
The construction is closely related to the construction of dynamic rays. We first start the construction for large potentials, where it is comparably easy. Then we will extend this parameter ray tail on the full domain of potentials (t s , ∞). Every escaping parameter for which 0 is on a ray (rather than being landing point of a ray) is contained in exactly one parameter ray. This will be proven in Theorem 3.9. We believe that actually every escaping parameter is either on a parameter ray or a landing point of some parameter ray. (Work in progress.) Definition 3.1 (Parameter Rays) Suppose that, for some parameter κ ∈ C, the dynamic ray for external address s ∈ S contains the singular value 0 at some potential t > t s :
Then we say, "The parameter κ is on the parameter ray of external address s at potential t."
Remark. At this point, the term 'parameter ray' is not yet justified as it is defined pointwise. But the notion of ray will make sense, as we will show that for every given exponentially bounded external address s and for every potential t > t s there is exactly one parameter κ with g κ,s (t) = 0, and this parameter depends continuously on t.
In order to construct the parameter ray for a given external address s, we begin with assigning a parameter to every sufficiently large potential. After this we show that the choice is unique and varies continuously with the potential, and that we can extend this ray tail continuously and uniquely to the full domain of potentials t > t s . (33), and the parameter ray tail carries the asymptotics
Proof. Consider an arbitrary fixed potential t ≥ t s and define K := 2πt. We want to find a zero κ 0 of the map κ → g κ,s (t) within the disk B K (0).
Since t ≥ t s ≥ 18 + 2 log 4 > 20 implies t/2 > 2 log(2πt + 3), we estimate t = t/2 + t/2 > 2 log(2πt + 3) + x + log(4A) = x + 2 log(K + 3) + log(4A) .
Therefore t is on the dynamic ray tail of any g κ,s with |κ| < K. More precisely, t > t K,s + log(4A), and Theorem 2.2 thus provides for all κ ∈ B K (0): +rκ (τ ),s (t) turns exactly once around the origin because it stays within the annulus {z : 0.18 < |z| < 1.82}. By Theorem 2.2, g is holomorphic in κ within any open set of parameters where g κ,s (t) is defined. We thus obtain a holomorphic mapg(z) := g(z − z 0 ) : B 1 (0) → C with the property that the winding number of 0 with respect to the curveg(S 1 ) is 1. By Rouché's Theorem,g has exactly on root within B 1 (0), and there is exactly one κ 0 with |κ 0 | < K for which g κ 0 ,s (t) = 0, being a simple root of κ → g κ,s (t).
It follows that G s has the asymptotic form t + 2πs 1 i + R s (t), where R s (t) satisfies the same bounds as r K,s (t) in Theorem 2.2, substituting K by 2πt.
Lemma 3.3 (A Bound on the Singular Orbit)
Let s ∈ S be exponentially bounded and let κ be a parameter such that g κ,s (t) = 0 for some potential t > t s . Choose the growth parameters x and A such that t s < x < t. Let n ∈ N be chosen large enough so that
•n (x) + 2 log(2K + 3 + 9πA) .
Then the singular orbit
Proof. Using Lemma 2.12, we have
. Therefore, the preimages of this ray provide a partition of the dynamic plane such that the region containing 0 is contained in {z ∈ C : |Im(z)| ≤ (2 n + 1)2π}. Since the vertical distance of this strip to the one containing z k is 2π|s k − s 1 | and dynamic rays cannot cross the boundary of the above partition, we get Formula (34). 
Moreover, there is a constant T s > t s such that for t > T s , ξ(t) := t + 1 is a valid bound.
Proof. Suppose κ is a parameter with |Im(κ)| ≤ π and g κ,s (t) = 0. Choose the growth parameters A, x of s such that t s < x < t. Clearly, Re(κ) is bounded below by −1, since parameters κ with Re(κ) < −1 (λ = e κ is contained in the main cardioid) yield attractive dynamics. Thus we only have to find an upper bound for Re(κ).
Let n ∈ N be chosen big enough so that both n ≥ 3 and
where the inequality (3) follows from the positivity of ϕ(a) := a − 2 log log(a + π) on [1, ∞), and α is any upper bound for Re(κ). (In our case α is the second argument of the maximum in the line on which (2) has been applied.) Let us first show the existence of a continuous function ξ s : (t s , ∞) → R bounding |Re(κ)| for given s. The problem withh(t, n) is that we do not know anything about n, which can be arbitrary big as soon as the potential gets closer to t s . But for every t 0 > t s there is an N (t 0 ) which suffices as n for every κ with potential t ≥ t 0 : We either have Re(κ) < t + 1, or we find a minimal n = n(κ) satisfying (35), which is equivalent to 2|κ| + 3 + 9πA < exp F
Using |κ| ≤ π +h (n(κ)), we can sharpen this condition on n(κ) for all t ≥ t 0 to 2|κ| + 3 + 9πA ≤ 4 log F
Obviously, there is an N (t 0 ) ∈ N independent of t ≥ t 0 and κ, such that the condition "!" is true for all n ≥ N (t 0 ). Therefore the desired function ξ s exists, which can be chosen to be any continuous dominant ofh(t, N (t)).
It is left to show that there is a T s such that every parameter κ with potential t ≥ T s satisfies Re(κ) ≤ t + 1. First of all, set T s :=h (3) + 7 ≥ t s = 18 + 2x + log(4A) .
For every parameter κ there is a minimal n ≥ 3 such that (37) holds. We have seen that this leads to the estimate Re(κ) <h(t, n). As pointed out above, there is an
If κ is a parameter for which n = 3 suffices, then the we obviously have Re(κ) < h(t, 3) = t + 1, sinceh (3) < t + 1. Now assume n > 3 and Re(κ) ∈ [t + 1,h (n)]. We will show that then Formula (37) is also true for n − 1 instead of n, which is a contradiction. We can choose x ∈ (t s , t) satisfying x ≥ 1, which implies F
Since t > F (x) and |κ| ≤h (n) + π, we get
By possible enlarging T s to some T s ≥ T s we may assume that for every α ≥ T s we have α/2−N +const(A, x) ≥ log(2α+3+9πA). For all t > T s we get |κ| ≥ t+1 > T s , and thus
Hence (37) holds for n − 1 as well. Proof. On the one hand, Proposition 3.2 provides existence and uniqueness under the condition that |κ| < 2πt. On the other hand, the bound in Proposition 3.4 gives |κ| ≤ |Re(κ)| + |Im(κ)| < t + 1 + π < 2πt.
Parameter Rays at Their Full Length
Lemma 3.6 (The Domain of Definition of κ → g κ,s (t)) Fix an exponentially bounded sequence s ∈ S.
• For every open ball B := B ε (κ 0 ) of parameters (with κ 0 ∈ C and ε > 0 arbitrary) and every compact interval I ⊂ (t s , ∞) of potentials there is an
is defined for all n ≥ N , κ ∈ B, and t ∈ I;
• For every κ 0 ∈ D t 0 ,s there are neighborhoods I ⊂ R and Λ ⊂ C of t 0 and κ 0 respectively such that g κ,s (t) is defined for all t ∈ I and κ ∈ Λ.
Proof. Recall that if t > t s , the only possible reason for g κ,s (t) not to be defined is the existence of an n ≥ 1 such that g κ,σ n s (t 0 ) = 0 with t 0 ≥ F
•n (t) (following Theorem 2.2).
For the first claim, let K := |κ 0 | + ε, so that |κ| < K for all κ ∈ B. Define the growth parameters x and A of s such that t s < x < inf I. Now just take N big enough so that both F 
for all t ≥ t. This shows the first statement. The third claim implies the second claim, so that it is only left to show the third item. Assume that (t 0 , κ 0 ) is a pair of a potential t 0 > t s and a parameter κ 0 ∈ C such that κ 0 ∈ D t 0 ,s . If the statement was wrong then there would be sequences (t n ) n≥1 and (κ n ) n≥1 with |t n − t 0 | ≤ 1/n and |κ n − κ 0 | ≤ 1/n for all n ≥ 1, such that
By the first step above, we may assume by passing to a subsequence that all the N n are equal to some N 0 . Furthermore, the sequence (t n ) n≥1 is contained in some compact interval [F •N 0 (t * ), t * ], where t * = inf n t n and t * is some potential on the ray tail, beyond which we have good control, compare (38). So by passing to a subsequence once more we may assume that (t n ) n converges to some t 0 ≥ F •N 0 (t 0 ). Since the map (t, κ) → g κ,σ N 0 s (t) is sequential continuous wherever it is defined, it follows from g κ n ,σ N 0 s (t n ) = 0 for all n ≥ 1 that lim n→∞ g κn,σ N 0 s (t n ) = 0 , and so g κ 0 ,σ N 0 s (t 0 ) = 0 .
(Note that we do not leave the set of pairs (t, κ) for which g κ,σ N 0 s (t) is defined.) This contradicts the assumption κ 0 ∈ D t 0 ,s .
The following Lemma will be needed several times in the following discussion.
Lemma 3.7 (Discreteness of Zeros of Dynamic Rays) Let s ∈ S be exponentially bounded and t > t s be any potential.
• The set Z t,s := {κ : g κ,s (t) is defined and g κ,s (t) = 0} is discrete in C.
• For every κ ∈ Z t,s there are neighborhoods Λ ⊂ C and I ⊂ R containing κ and t respectively, such that for every t ∈ I, the number of elements of Z t ,s ∩ Λ (counting multiplicities) equals the finite multiplicity of κ as a root of the map κ → g κ,s (t). Proof. At least we know by Lemma 3.6 that there are neighborhoods I and Λ of t 0 and κ 0 respectively on which g κ,s (t) is defined for all t ∈ I and κ ∈ Λ. By Lemma 3.7 it follows that if we choose Λ and I sufficiently small around κ 0 and t 0 , then for every t ∈ I there is a parameter κ ∈ Λ on the parameter ray for s at potential t. This defines a map G s (t) := κ, possibly involving a choice. This map G s is continuous at t 0 , since we can find such an interval I as above for arbitrary small neighborhoods Λ around κ 0 .
We are now ready to state and to prove the main result of this paper. Proof. By the implicit function theorem, all we need to show is that (∂/∂κ)g κ,s (t) = 0 for all (κ, t) for which g κ,s (t) = 0. If (∂/∂κ)g κ,s (t) = 0 would be true for some t > t s , then g κ,s (t) would have a multiple root κ 0 . But this contradicts Theorem 3.9. The first limit follows from Proposition 3.2, the second one follows from ∂ ∂t g κ,s (t) −→ 1 and ∂ ∂κ g κ,s (t) −→ −1 by Theorem 2.2 and Lemma 3.10.
