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Abstract
The aim of the project is to investigate the effects of spin-orbit coupling and many-body
interactions on the band structure of the single-layered strontium ruthenate Sr2RuO4.
This material belongs to the large family of strongly correlated electron systems in which
electron-electron interaction plays a crucial role in determining the macroscopic properties.
The experimental method used for this purpose is Angular Resolved Photoemission Spec-
troscopy (ARPES), which probes the single-particle spectral function and allows direct
measurements of the quasi-particle band structure. The analysis is based on comparison
of experimental data with electronic structure calculations. Typical methods for the band
structure calculations including density functional theory (DFT) in the local density ap-
proximation (LDA) and tight-binding calculations (TB) are one-electron approximations
and do not give insight into many-body interactions. However, comparing the measured
band structures with calculated ones allows estimating the strength of the interactions in
the considered system.
In Chapter 1 the earlier work on Sr2RuO4, which is relevant to this project is presented.
This chapter is an introduction to the data analysis and discussion of the results.
In Chapter 2 we describe the experimental setup, theoretical principles of the mea-
surement and summarize important improvements made during this project.
In Chapter 3 we give a brief introduction into density functional theory and describe
methods used within DFT to calculate the band structure. We further give a brief de-
scription of a tight binding model for Sr2RuO4. The bulk of this chapter is devoted to
present the effects of spin-orbit coupling on the band structure of Sr2RuO4. In particular,
we use a tight binding model to simulate the anisotropy of the Zeeman splitting found
experimentally.
In Chapter 4 we present the ARPES results, their analysis and discussion. A particular
focus is placed on the discussion of the surface layer Fermi surface topology and on the
discovery of strong momentum dependance of the mass renormalization factors of the
bulk β and γ bands.
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Chapter 1
Scientific Background
1.1 Introduction
The main subject of this thesis are many-body interactions in Sr2RuO4 probed by Angular
Resolved Photoemission Spectroscopy (ARPES). This single layered strontium ruthenate
belongs to the family of Strongly Correlated Electron Systems (SCES) whose macroscopic
properties are dominated by the consequences of strong interactions between electrons.
The layered crystal structure and two-dimensional electronic properties make Sr2RuO4
ideally suited for ARPES experiments.
According to Fermi liquid theory many-body interactions renormalize the single elec-
tron bands making quasi-particles, electrons dressed by virtual excitations, heavier than
bare electrons. ARPES directly measures the quasi-particle band structure - the binding
energy of the many-electron states as a function of momentum. This makes ARPES a
unique method to study many-body correlations as it not only provides information about
the strength of the interactions but also about their momentum dependence.
1.1.1 Strongly Correlated Electron Systems
Strongly correlated electron systems continue to attract attention because of their unusual
properties and extremely rich physics. Some of the intriguing states and properties of
SCES are Mott insulators, heavy fermion states, colossal magnetoresistance and high
temperature superconductivity. The discovery of all these effects came as a surprise and
their microscopic origin is still a subject of intense debate.
Conventional band theory treats electrons as a gas of non-interacting particles moving
in the fixed lattice of ions. This model works well for sp-metals such as Cu, Mg, Al, Au
but breaks down for transition and rare earth elements with partially filled d and f shells.
One of the most intriguing effects of electron correlations was first found in transition
metal oxides. In 1937 J.H. de Boer and E.J.W. Verwey [1] reported that some of the
materials predicted by the band theory to be metals are in fact insulators. As explained
later by N. Mott [2] strong electron-electron interaction can induce a phase transition from
the metallic to the insulating state by opening a gap at the Fermi level if the Coulomb
repulsion becomes higher then the kinetic energy of the electrons.
In the 1970s a new class of metals was found called the heavy fermion systems. Mea-
surements of the specific heat revealed that the quasi-particle effective mass in these
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materials is more then hundred times larger than in normal metals. As in the case of
Mott insulators the effect is driven by strong electron-electron interaction. Interactions
between electrons can also influence the magnetic properties of a material. A particularly
distinctive example is colossal magnetoresistance. Some manganites change their resis-
tivity by several orders of magnitude in a relatively weak magnetic fields because they
effectively undergo a field induced metal-insulator transition. Possibly the most striking
and exciting discovery related to strong correlations was high temperature superconduc-
tivity in transition metal oxides. Research stimulated by this discovery led to the synthesis
of a large number of new materials which revealed novel exotic phases and charge, orbital
or spin ordering driven by strong correlations.
At present there is no microscopic theory that could account for all these effects.
As the field of SCES is now very broad, systematic work to characterize the properties
and details of many-body interactions for these materials is necessary in order to find a
common denominator and lay down a basis for new theoretical treatments.
1.1.2 Fermi liquid theory
In the Sommerfeld theory of metals where interactions between electrons are neglected
the ground state resulting from Pauli’s principle is a filled Fermi sea of occupied states in
momentum space up to limiting wave vector kF = (3piN)
1
3 (N - density of particles in the
Fermi gas). The highest occupied state with energy F =
~2k2F
2me
and momentum pF = ~kF
is called the Fermi level. F and pF define the Fermi surface (FS) that separates occupied
from unoccupied states. Excited states of the Fermi sea are generated by moving up
electrons from states just below the FS to just above it. All excited states are uniquely
labelled by the momentum quantum numbers of empty (hole) states below the FS and
occupied (electron) states above it. If the interactions between the electrons are now
turned on the momentum does not have to be a good quantum number anymore, rendering
a description of such a system more involved. In the 1950s Landau has proposed a
way around this problem. He postulated that there exists a continuous and one-to-
one correspondence between the eigenvalues of the non-interacting and the interacting
systems. This idea of adiabatic continuity plays a crucial role in Fermi liquid theory
because it permits labeling the low energy states of the interacting system by the same
quantum numbers as those of the non-interacting system as the interactions are turned
on. The interactions do not change the labeling of the states, they do, however, change
their energy and wavefunctions, so the particles of the interacting systems are no longer
electrons but quasi-particles. The total energy of the interacting system can then be
written as:
E =
∑
k
~kF
m∗
(~k− ~kF)δnk + 1
2
∑
kk′
fk,k′δnkδnk′ , (1.1)
where the first term represents the energy of a single quasi-particle and the second the
interaction between the quasi-particles. The above equation introduces two new quanti-
ties, m∗ called the effective mass and fk,k′ , Landau’s f -function related to the scattering
amplitude of two quasi-particles. The difference between m and m∗ comes from the in-
teraction; electrons strongly repel each other, so as the quasi-particle moves, it creates a
back-flow in the Fermi sea and this effect modifies its effective mass. Using equation 1.1,
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one can evaluate the equilibrium properties of the interacting system such as specific heat
cv, magnetic susceptibility χ and resistivity ρel−el [3, 4]:
cv =
1
3
m∗pF
~3
k2BT, (1.2)
χ =
m∗pF
pi2~
1
1 + F a0
µ2B, (1.3)
ρel−el = A0
m∗2k2B
n~3e2k2F
T 2. (1.4)
The specific heat and magnetic susceptibility are very similar to their non-interacting
analogs. The main difference is that they depend on the effective quasi-particle mass m∗
instead of the bare electron mass. The susceptibility has an additional term F a0 which
is related to the Landau f -function and is known as Landau parameter. The effective
mass is a parameter in Landau’s theory and as such has to be determined experimentally
by specific heat, de Hass van Alphen or ARPES measurements. The resistivity ρel−el is
proportional to T 2 in Fermi liquid theory (A0 is a dimensionless parameter and n is the
electron density).
Interactions also cause a finite lifetime of the quasi-particles given by:
1
τ
∼ pi
~
|V |2g3F 2 (1.5)
where |V |2 is the scattering amplitude of quasi-particles, gF is the density of states and 
is the quasi-particle energy. When  is small (close to F ) quasi-particles are well defined
- their lifetime is very long because the decay rate is much smaller then their energy.
This no longer holds for high energies, but as long as we are concerned only with low
temperatures and excitations close to the Fermi surface the quasi-particle picture is valid.
Following Pauli’s principle the ground state of the non-interacting system consists
of occupied states below kF and empty states above kF , so the probability of finding an
electron with k < kF is equal 1 and with k > kF is equal 0. Thus the electron distribution
function of non-interacting particles is a step function with a discontinuity at k = kF (see
figure 1.1 (a)).
1
0 k F F
1
0
z
(b)(a)
kk k
n(
k)
n(
k)
Figure 1.1: Probability that a state of a given crystal momentum k is occupied for (a) a
non-interacting system and (b) a Fermi liquid, at T=0.
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The adiabatic continuity guarantees that the quasi-particle wavefunction will remain
a fraction Z of the original non-interacting excited state wavefunction [4]:
|ψqp (k)〉 =
√
Z|φel〉+ particle− hole excitations, (1.6)
where Z is the overlap of an electron and q quasi-particle wavefunction and thus measures
the probability of finding an electron in the quasi-particle eigenstate with momentum k.
Because the quasi-particles in the interacting system contain contribution from many
electrons their energy and momentum will be spread out. This translates into a step of
reduced, though finite height Z < 1 at kF and some spectral weight for k > kF , i.e.
outside the non-interacting Fermi surface (see figure 1.1 (b)).
1.2 Properties of Sr2RuO4
Sr2RuO4 is the single layered member of the Ruddlesden-Popper series Srn+1RunO3n+1
(where n is the number of layers). The entire series exhibits intriguing properties gen-
erally attributed to many-body interactions. SrRuO3 (n = ∞) is a ferromagnetic metal
with TCurie = 160 K, Sr4Ru3O10 is a ferromagnet with TCurie = 105 K that shows a
metamagnetic transition induced by magnetic field in the ab plane below 50 K. Double
layered Sr3Ru2O7 is a paramagnetic Fermi liquid and shows a metamagnetic transition
with a quantum critical endpoint [5, 6].
From transport measurements it is clear that Sr2RuO4 (n=1) is a paramagnetic Fermi
liquid [7–10]. Figure 1.2 shows resistivity and specific heat as a function of temperature
[9, 10]. The resistivity is highly anisotropic with a low temperature ratio ρc
ρab
varying
Figure 1.2: Transport properties of Sr2RuO4. (a) anisotropic resistivity as a function of
temperature reproduced from [9], (b) specific heat divided by temperature, filled squares
in zero field open circles in 14T, reproduced from [10].
between 400 and 4000 depending on sample quality. Below 20 K the in-plane (ρab) and
interlayer resistivity (ρc) have a T
2 dependence as expected within Fermi liquid theory.
Figure 1.2(b) shows the specific heat measured by Mackenzie et al. [10]. As reported
by these authors the total specific heat can be modelled by γelT + βphT
3 with γel =
11
38 mJ/molK2. The electronic contribution is constant below 15 K, consistent with eq.
1.2. At 1.5 K Sr2RuO4 becomes superconducting with an unusual p-wave symmetry of
the order parameter and spin-triplet pairing [11].
1.2.1 Crystal Structure
Sr2RuO4 crystallizes in the K2NiF4 structure with I4/mmm body-centered tetragonal
space group symmetry and is isostructural with the high temperature superconductor
LaSr2−xCuxO4. In contrast to many to high temperature superconductors, Sr2RuO4 does
not show any lattice distortion such as a rotation or a tilting of RuO6 octahedra or a
structural phase transitions down to the lowest measurable temperatures.
Figure 1.3: Crystal structure of Sr2RuO4. (a) conventional unit cell, (b) square lattice of
the RuO2 plane, (c) 3D Brillouin zone for the I4/mmm space group.
The lattice parameters measured by low temperature powder neutron diffraction are
a = 3.86 A˚, c = 12.72 A˚ [12]. Figure 1.3 shows the crystal structure and 3D Brillouin
zone of Sr2RuO4. The crystal structure is composed of alternating RuO2 and SrO2 layers.
Strontium ruthenate crystals can be grown using the floating zone technique. Crystals
used in this project were produced in the group of A. Mackenzie at the University of St
Andrews independently by A. Gibbs and D. Slobinsky. The purity of the crystals can be
characterized by the critical temperature of the superconducting state [13] which in this
case was 1.52K, the highest achieved so far, indicating an outstanding quality of samples.
1.2.2 Electronic Structure and surface reconstruction
This section briefly summarizes the historical evolution of the understanding of the elec-
tronic structure of Sr2RuO4. A detailed theoretical study of the band structure and our
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new ARPES data will be presented in Chapter 3 and Chapter 4, respectively.
The discovery of superconductivity in 1994 has moved Sr2RuO4 into the spot-light as
it is the only superconducting layered perovskite without copper. Shortly after Maeno
et al. [11] have reported a superconducting transition around 1 K Oguchi [14] performed
band structure calculations wihin density functional theory. He found three highly two-
dimensional bands at the Fermi surface. The α sheet centered at the X-point is hole-
like, while the β and γ sheets are electron-like. Because of the strongly two-dimentional
character of the bands, it is common to use a simplified two-dimensional Brillouin zone
as shown in figure 1.4 (a). The band structure calculations were later confirmed in de
Hass van Alphen (dHvA) measurements performed by Mackenzie et al. [15, 16]. These
experiments further revealed a strong quasi-particle mass enhancement for all three bands
as summarized in Table 1.1.
Γ
α
β
γ
(a) (b)
Figure 1.4: Fermi surface of Sr2RuO4 from: (a) LDA calculations by Oguchi [14], (b)
ARPES measurements by Damascelli et al. [17].
At the time of the discovery of superconductivity in Sr2RuO4 ARPES was extensively
used to study many-body effects on the band structure of the high temperature supercon-
ductors. Since this time there is an ongoing controversy as to whether ARPES can probe
bulk properties given that photoelectrons escape only from the first few atomic layers of a
material. Sr2RuO4 provide a unique opportunity to compare ARPES from correlated elec-
tron systems with bulk probes. Contrary to LDA and dHvA studies early photoemission
work by Lu [18] and Yokoya [19] predicted that the γ band is holelike. This inconsistency
could only be overcome with an analysis of the surface structure using scanning-tunneling
microscopy (STM) and low energy electron diffraction (LEED) by Matzdorf et al. [21, 22]
and by new ARPES data from Damascelli et al. [17]. The study of Matzdorf et al. showed
that the surface layer forms a (
√
2 ×√2)R45◦ reconstruction upon cleaving because the
octahedra in the top-layer rotate by 6−11◦. This is illustrated in figure 1.5 together with
the in-plane unit cells for the bulk and surface layer. As the crystal structure of the
surface differs from the bulk so does the electronic structure. ARPES measurements thus
contain information about both electronic systems and early work could not resolve the
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Fermi Surface Sheet α β γ
Character holelike electronlike electronlike
kF (A˚
−1) 0.304 0.622 0.753
m∗(me) 3.3 7.0 16.0
m∗/mband 3.0 3.5 5.5
νF (ms
−1) 1× 105 1× 105 5.5× 104
Table 1.1: Summary of quasi-particle Fermi surface parameters of Sr2RuO4 from dHvA
measurements [20].
individual contributions. Damascelli et al. [17] showed that if the sample is cleaved at
∼ 160 K the intensity of surface layer bands is substantially diminished allowing for a
clearer observation of the bulk band structure. The Fermi surface from this work with all
the bulk bands clearly resolved and in agreement with dHvA and LDA studies is shown
in figure 1.4 (b).
Figure 1.5: Surface reconstruction in Sr2RuO4. (a) square lattice of the bulk layers, (b)
rotation of the octahedra double the unit cell at the surface, (c) LEED taken at 300eV,
arrows indicate additional spots coming from the rotation of the surface octahedra.
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Chapter 2
Experimental Method
2.1 History of Photoemission
Photoemission spectroscopy is based on the photoelectric effect discovered by Hertz in
1887 [23]. In the 1880s Hertz was working on the generation and properties of electrical
oscillations. His experiments proved the existence of electromagnetic waves, predicted by
Maxwell, but also revealed a new phenomenon, the photoelectric effect. Hertz noticed
that metal contacts exhibit enhanced ability to spark when exposed to light. Shortly after
Hertz published his results, Hallwachs observed that negatively charged plates are loosing
their charge when exposed to UV light while positively charged ones do not [24]. The
interpretation of these findings was far from trivial as the electron was only discovered a
decade after Hallwachs’ experiments. In 1899 J. J. Thomson [25] reported the discovery
of new tiny sub-particles with negative charge, later called electrons. Following work of
Hertz and Hallwachs in 1902 Lenard [26] performed a series of breakthrough experiments.
He measured the energy distribution of photoelectrons by applying a variable retarding
potential. From the results he concluded that the number of emitted electrons depends
on the intensity of the light and, surprisingly, that their velocity depends only on the light
frequency. On the basis of current knowledge at the time Lenard could not explain the
relationship between the maximum kinetic energy of electrons and the wavelength of the
incident radiation.
In 1905 Einstein [27] proposed a phenomenological explanation of this effect. Based
on Lenard’s results and formalisms derived by Planck, Wien an Boltzmann (entropy of
radiation of certain frequency) he proposed that light has a particle-like nature. Its
energy is distributed discontinuously in space and electrons can absorb this quanta of
energy resulting in photoemission. Einstein formulated his prediction in the now famous
equation for the maximum kinetic energy of the photoemitted electron
Ekin =
R
N
βν − P (2.1)
where β = h
k
, k = R
N
is the Boltzmann constant and N is Avogadro’s number, P is a
potential step or some work done near the surface (today called the workfunction Φ).
The experimental confirmation of Einstein’s formula came from Millikan in 1916 [28].
Millikan built a state of the art vacuum chamber in which he could prepare clean metal
surfaces by cutting off layers from a large piece of material. He used a retarding-potential
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Faraday-cup technique to measure a photoelectric current as a function of wavelengths.
For each frequency he observed a high-energy cutoff and, most importantly, from the fit
to the experimental data got a linear dependence (figure 2.1) confirming equation 2.1.
Figure 2.1: Determination of Planck’s constant h by Millikan from the slope of electron
energy versus light frequency and Einstein’s equation. Figure reproduced from [29].
Later theoretical advances came from G. Beck [30], G. Wentzel [31] and R. Oppen-
heimer [32] who investigated the photoeffect and the angular distribution of electrons
using formalisms from quantum mechanics.
The first use of photoemission as an analytical tool, although accidentally, was by
Innes in 1907 [33]. The author investigated Pb, Zn, Ag, Pt an Au irradiated by an x-
ray source. Photoelectrons of different velocity were dispersed by a magnetic field and
particles were detected by photographic plates. The author emphasized the fact that
the electron velocity is independent from the intensity of x-rays. However, he ascribed
emitted electrons to the disintegration of atoms rather than to photoemission because of
the large kinetic energy of the electrons. The first intentional x-ray photoemission study
was performed by de Broglie in 1921 [34], who verified Einstein’s relation at high photon
energies.
After 1950 there were two great instrumental improvements made that helped to
establish photoemission as an analytical tool for the study of atoms, molecules and solids.
In the early 1950s Siegbahn and coworkers built a high resolution XPS spectrometer
[35, 36] and collected photoemission data for many of solids and gases [37, 38]. In 1960s
D. Turner and coworkers developed the first differentially pumped helium discharge lamp,
which helped to improve the resolution of UPS experiments down to ∼ 20 meV [39–41].
2.2 Kinematic description of the photoemission pro-
cess
Angle-resolved photoemission spectroscopy (ARPES) provides direct information about
the electronic band structure of solids. The main application of ARPES in recent years
16
has been the study of complex systems whose macroscopic properties are a consequence
of strong correlations between electrons.
Figure 2.2: Principle of the photoemission process. A sample exposed to a radiation
source (UV, x-ray) emits electrons. The emitted electrons are collected, energy resolved
and counted by an energy analyzer. Figure reproduced from [42].
Photoemission spectroscopy is based on the photoelectric effect, which was observed
by Hertz in 1887 [23] and explained later by Einstein [27]. In the photoelectric effect
an electron can be liberated from the solid by the incident photon if its energy exceeds
the binding energy of the electron (EB) and the potential barrier between sample surface
and vacuum, the so called work function (Φ). Because the energy is conserved during
the photoemission process one can obtain the electron’s binding energy by measuring its
kinetic energy:
Ekin = hν − Φ− EB, (2.2)
where ν is frequency of the absorbed photon. Figure 2.3 presents the relation between
the measured spectrum and the electron energy levels in the solid.
In order for the electron to be emitted into vacuum, the momentum conservation law
must be also obeyed
kf − ki = khν (2.3)
where kf is the momentum of the photoelectron in vacuum, ki is the initial momentum
and khν is the momentum of absorbed photon. For low photon energies its momentum can
be neglected as it is much smaller than the Brillouin zone size of typical solids. This means
that the optical transition between the initial and the final bulk states can be described
by a vertical transition (kf − ki = 0) or by transition between momentum-space points
connected by a reciprocal lattice vector G (kf − ki = G). Figure 2.4 illustrates the
kinematics of the photoemission process.
Because of the broken translational invariance perpendicular to the surface only the
17
Figure 2.3: Relation between the electron energy levels in the solid and the measured
spectrum in the single-particle picture. Electrons with binding energy EB can be excited
into vacuum Ev by photons with energy higher then EB + Φ. V0 is called the inner
potential and it measures the energy between bottom of the valance band and the vacuum
level Ev, as explained in text, it can be used to determine the normal component of the
momentum wave vector. Figure reproduced from [43].
component of the wave vector parallel to surface is conserved:
ki,|| = kf,|| = k|| =
1
~
√
2meEkin sin θ, (2.4)
where θ is the emission angle. Determination of k⊥ which is not conserved requires
additional assumptions about the photoelectron final state. The simplest models use
either band-like or free-electron final states, then, by using equations 2.2 and 2.4 the
component of the wave vector perpendicular to the surface is given by
k⊥ =
1
~
√
2me (Ekin cos2 θ + V0), (2.5)
where V0 is the inner potential of the crystal, which can be determined experimentally.
Equations 2.2, 2.4 and 2.5 relate the measured kinetic energy as a function of emission
angle of the photoelectron Ekin(θ) to the binding energy as function of momentum of the
electron in the solid E(k) − the band structure.
The description of the photoemission as a single coherent quantum mechanical process
is rather involved and beyond the scope of this thesis. Instead we will focus on a simplified
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description within the so-called three-step model in which the process is decomposed to
three independent events: photo-excitation of the electron, travel of the photoelectron to
the surface and escape into the vacuum.
Figure 2.4: Photoemission within the three-step model: (a) optical transition in the solid,
(b) free−electron final state in vacuum, (c) probed photoelectron spectrum(from [44]).
2.3 Theoretical Principles of Photoemission
From a theoretical point of view, the photoemission process is an optical transition be-
tween initial and final states described by many-body wave functions. The initial state
is an N -electron eigenstates and the final state is an (N − 1)-electron system plus the
photoelectron. Fermi’s Golden Rule is a convenient and starting point to describe the
photoemission process
wif =
2pi
~
|〈Ψf |H ′|Ψi〉|2ρf , (2.6)
where wif is the probability of a transition between initial and final states of the system
described by the wave functions |Ψi/f〉, H ′ is the perturbation that caused the transition
and ρf is the density of final states. The above formula can be rewritten in the following
way to calculate the probability of photoexcitation of the N -electron groundstate |Ψi〉 to
one of the possible excited final states |Ψf〉 consisting of a photoelectron with momentum
k and energy Ekin =
~k2
2me
and the remaining (N − 1)-electron system
wif =
2pi
~
|〈Ψf |HPE|Ψi〉|2δ (f − i − hν) , (2.7)
where i/f denotes the energy of the initial and final states and HPE describes the interac-
tion with the photon. The latter can be obtained by the transformation of the momentum
operator to include the electron’s interaction with an electromagnetic field p→ p− e
c
A.
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Starting from an unperturbed Hamiltonian H0 =
p2
2me
+ eV (r) one gets
H = 1
2me
(
p− e
c
A
)2
+ eV (r)
= p
2
2me
− e
2mec
(A · p + p ·A) + e2
2mec2
A2 + eV (r)
= H0 +HPE,
(2.8)
where
HPE = − e
2mec
(A · p + p ·A) + e
2
2mec2
A2. (2.9)
Here, p is the momentum operator and A is the electromagnetic vector potential. By
choosing an appropriate gauge, the scalar potential Φ can be set to zero. The quadratic
term can be omitted as it is relevant only for very high intensities of the exciting radiation.
Using the commutation relation [p,A] = −i~∇·A and the dipole approximation∇·A = 0
one gets
HPE = − e
mec
A · p. (2.10)
The dipole approximation assumes that A does not change over atomic distances. This is
true for the bulk. However, at the surface the electromagnetic field may vary over short
length scales. This can result in asymmetric lineshapes for direct transitions. However,
the effect is generally small and will be neglected here.
In spite of these simplifications the problem is still far from trivial as photoemission is
a single coherent process of absorption, electron removal and detection. The Hamiltonian
describing photoemission in a one-step model would have to contain bulk, surface and
vacuum states. Due to the complexity of such a description the photoemission event is
usually split in to three independent steps. In the so-called three-step model : i) photo-
excitation of the electron, ii) travel of the photoelectron to the surface, and iii) escape into
vacuum. Within this model the measured intensity is a product of the optical transition
probability (photo-excitation), the scattering probability during transport to the surface
and the transmission probability through the surface potential barrier. This model was
introduced by Berglund and Spicer in 1964 [45] and even-though it is purely phenomeno-
logical gives deep insight in the photoemission process.
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Figure 2.5: One-step model vs three-step model. The three-step model consists of (1)
photoexcitation of an electron, (2) travel to the surface and (3) transmission through the
surface into vacuum. In the one-step model an initial state electron is excited into a wave
that propagates freely in vacuum but decays away from the surface into the solid (from
[46]).
Step one - Photoionization
This process contains all the information about the electronic structure of the solid and
it is described within the so called sudden approximation, where the interaction between
the photoelectron and the remaining (N−1)−particle system is neglected. This allows to
write the final state wave function as a product of the wave functions of the photoelectron
|φk,f〉 and an excited state s of the (N − 1)−electron system |ΨN−1s 〉
|Ψf〉 = a|φk,fΨN−1s 〉, (2.11)
where a is an antisymmetric operator. The total transition probability is simply a sum
over all excited states s. The sudden approximation holds only for electrons with high
kinetic energy for which the escape time is much shorter than the system response time. In
the opposite adiabatic limit of slow electrons, the wave functions cannot be factorized and
one has to include the screening between photoelectron and photohole. Using factorized
forms for the wave functions the matrix elements between initial and final state can be
written as
〈Ψf |HPE|Φi〉 = 〈φk,f |HPE|φk,i〉〈ΨN−1s |ck|ΨNi 〉 (2.12)
where ck is the annihilation operator for an electron with momentum k. The total pho-
toemission intensity measured as a function of the kinetic energy Ekin at a momentum k
is equal to
I (k, Ekin) =
2pi
~
∑
fi
|Mk,f,i|2
∑
s
|cs,i|2δ
(
Ekin + 
N−1
s − Ni − hν
)
, (2.13)
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where N−1s is the energy of the eigenstate s of the (N − 1)-electron system, |Mk,f,i|2 =
|〈φk,f |HPE|φki〉|2 is the photoemission matrix element describing the transition probability
of a single electron from state |φk,i〉 to the final state |φk,f〉 and |cs,i|2 = |〈ΨN−1s |ck|ΨNi 〉|2
is a probability that the removal of the electron from state i will leave the (N−1)-electron
system in the excited state s.
Step two - Transport
During the transport to the surface electrons undergo elastic and inelastic scattering.
Elastic scattering is important only at high electron energies and the high incident photon
energies. The inelastic processes give rise to a continuous background in the measured
spectra which is usually subtracted or simply ignored. As a result of inelastic scattering
electrons lose kinetic energy by exciting secondary electrons, plasmons and phonons. This
limits the escape depth of photoelectrons, described by λ, the so-called inelastic-mean-free
path (IMFP). The number of emitted electrons depends on the distance d they have to
travel in the solid to reach the surface. The intensity of the emitted electrons is given by
I(d) = I0e
−d
λ , (2.14)
where I0 is proportional to the number of the excited electrons. The energy dependence
of λ is described by the so-called ”universal curve”.
Figure 2.6: The inelastic electron mean-free path in solids - “universal curve”. Figure
reproduced from [46].
In a typical ARPES experiment, photoexcited electrons have kinetic energies in the
range of 20-100 eV, so their mean free path is approximately 5 A˚. This means that the
technique is extremely surface sensitive and that the topmost layer has a large contribution
to the total intensity. Therefore samples for ARPES measurements need atomically flat,
clean and well-ordered surfaces.
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Step three - Escape
The only electrons that can escape from the sample are those with a component of the
kinetic energy normal to the surface sufficient to overcome the surface potential barrier.
Inside the crystal electrons travel in the inner potential of depth V0 = Ev −E0 (see figure
2.3), where Ev is the work function, and E0 is the bottom of the valence band. In order
to escape the electron must fulfill the condition:
~2
2me
k2⊥ ≥ V0. (2.15)
where k⊥ is the component of the wave vector normal to the surface.
During the escape of electrons to the vacuum, only the parallel component of the wave
vector is conserved modulo a reciprocal lattice vector (due to the periodicity of the lattice
potential parallel to the surface). Therefore, one can connect the measured kvac‖ with
kcryst‖
kvac‖ = k
cryst
‖ −G‖, (2.16)
where G‖ is a reciprocal lattice vector. Figure 2.7 shows the relation between vacuum
Figure 2.7: Momentum relation at the solid-vacuum interface in angle-resolved photoemis-
sion. In the transmission across the crystal-vacuum interface only the parallel component
of momentum is conserved, modulo a reciprocal surface lattice vector, but the normal
component is altered by the surface potential.
and solid momenta. One can express kcryst‖ via the kinetic energy and the emission angle
θ with respect to the surface normal by
kcryst‖ =
√
2me
~2
Ekin sin θ. (2.17)
The Bloch eigenstates inside the sample have to match the free−electron plane waves
in vacuum in order for the transmission to take place. The wavefunction of the final state
within the solid with energy Ef (k) is given by
φf (k) =
∑
G
uf (k,G)e
i(k+G)·r (2.18)
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Photoelectrons can escape from the crystal in a number of possible directions given by
eq. 2.17. All planewave components of the Bloch state with the same value of k‖ + G‖
will leave the crystal in the same direction giving rise to the coherent beam. The total
transmission factor
∣∣T (Ef ,k‖)∣∣2 for a given value of k‖+G‖ at a particular final state Ef
is given by ∣∣T (Ef ,k‖)∣∣2 = ∣∣t(Ef ,k‖ + G‖)∣∣2
∣∣∣∣∣∣
∑
(k+G)⊥>0
uf (G,k)
∣∣∣∣∣∣
2
(2.19)
where the sum goes over all components propagating towards surface. The reduced trans-
mission factor
∣∣t(Ef ,k‖ + G‖)∣∣2 which neglects surface scattering is given by
∣∣t(Ef ,k‖ + G‖)∣∣2 =

1 if Ekin >
~2
2me
(k‖ + G‖)2
0 if Ekin ≤ ~22me (k‖ + G‖)2
(2.20)
where Ekin is electron kinetic energy in the vacuum.
As it was already mentioned, the wavevector component perpendicular to the surface is
not conserved during the escape. One way around this problem is to study two dimensional
systems where k⊥ does not matter. If, however, one is interested in solids with three
dimensional electronic structure there is an experimental approach that allows one to
estimate k⊥. By measuring photoelectrons emitted along the surface normal as a function
of photon energy one can deduct V0 in equation 2.5 from the periodicity of the measured
E(k⊥).
2.3.1 Many body interactions in ARPES
ARPES spectra can also be described within the Green’s function formalism. The propa-
gation of a particle through a many-body system is described by the time ordered Green’s
function. In the spectral representation the removal of an electron from the N -particle
system at T = 0 is given by the following Green’s function
G−(k, ) =
∑
s
|〈ΨN−1s |ck|ΨNi 〉|2
− N−1s + Ni − iη
(2.21)
where η is small and positive. In the limit of η → 0+ the one-electron removal spectra
which can be measured by photoemission is given by a one-particle spectral function
A− (k, ) = − 1
pi
=m (G− (k, − iη+)) = ∑
s
〈ΨN−1s |ck|ΨNi 〉δ
(
− N−1s − Ni
)
(2.22)
For finite temperatures and within the sudden approximation the intensity of the ARPES
spectrum is given by
I (k, ) = I0 (k, hν,A)A (k, ) f () , (2.23)
where f () is a Fermi-Dirac distribution,  is the electron energy with respect to the Fermi
level, and I0 (k, hν,A) is proportional to the squared one-electron matrix element |Mk,f,i|2.
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The effect on the Green’s function from many-body interactions can be described by the
complex self-energy:
Σ (k, ) = <eΣ (k, ) + i=mΣ (k, ) , (2.24)
which contains contribution from all many-body processes (electron-electron, electron-
phonon, electron-impurity, etc.)
Σ (k, E) = Σel−el (k, ) + Σel−ph (k, ) + Σel−im (k, ) + ... (2.25)
The Green’s and spectral functions in terms of self energy are given by
G (k, ) =
1
− 0 (k)− Σ (k, ) (2.26)
and
A (k, ) =
1
pi
=mΣ (k, )
(− 0 (k)−<eΣ (k, ))2 + (=mΣ (k, ))2 , (2.27)
where 0 (k) is the single-particle dispersion which can be approximated by band structure
calculations.
For paramagnetic metals the contribution to the self energy comes mainly from the
electron-electron, electron-phonon and electron-impurity interaction. In the following
sections we will present model self-energies used later in the analysis of the data. In
general any many-body process will have two effects on the observed spectrum. First,
the position of the peak will be shifted by <eΣ (k, ) (mass renormalization) and second,
peaks will gain a finite width given by 2=mΣ (k, ) (quasi-particle lifetime).
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Figure 2.8: (a) Spectral function for a simple cosine band, (b) corresponding energy
distribution curves.
If the electrons do not experience any interactions, i.e. Σ (k, ) = 0, the Green’s
function
G0 (k, ) =
1
− 0 (k)± iη (2.28)
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has one pole for each k and the spectral function
A0 (k, ) =
1
pi
δ
(
− 0 (k)) , (2.29)
consists of a delta peak centered at the single-electron energy 0 (k). Figure 2.8 shows
the spectral function for a simple band with cosine dispersion 0 (k) ∝ cos (k) in the
absence of interactions. The left panel is a probability map of the energy as a function of
momentum and the right panel shows energy distribution curves (EDCs) for different k.
Electron-electron interaction
The spectral function for the general interacting system is given by equation 2.27. If
=mΣ (k, ) (− 0(k)−<eΣ (k, )) the spectral function A (k, ) is a Lorentzian peak
of width 2=mΣ (k, ) centered at ′(k) = 0 (k) + <eΣ (k, ) sitting on the background
created by the continuum of the particle−hole excitations, as illustrated in figure 2.9.
Because the spectral function describes the probability of adding or removing an electron
with momentum k and energy  it has to fulfill the sum rule:∫ +∞
−∞
dA(k, ) = 1. (2.30)
Using the above sum rule one can split the spectral function (and Green’s function) into
a part that describes the coherent quasi-particle peak Ac and the incoherent background
Ainc
A (k, ) = Z(k)Ac(k, ) + (1− Z(k))Ainc(k, ). (2.31)
Z(k) is called the quasi-particle weight and measures the overlap between electron and
quasi-particle wavefunction. From the sum rule 2.30 Z(k) < 1, which reflects the fact
that the quasi-particle state is not an isolated state but an integral part of the coupled
system.
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Figure 2.9: Separation of the spectral function (a) into quasi-particle peak centered at ′
(b) and particle−hole background (c).
Expanding the self-energy and leaving only first order terms the Green’s function is
given by
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G (k, ) =
1
− 0(k)− ∂<eΣ(k)
∂
|=(k) − i=mΣ(k)
+ background
=
Z(k)
− ′(k)− iΓ(k) + (1− Z(k))Ginch(k, ) (2.32)
from the definition of the spectral function 2.22:
A(k, ) =
1
pi
Z(k)Γ(k)
(− ′(k))2 + (Γ(k))2 + (1− Z(k))Ainch(k, ), (2.33)
where
Z(k) =
(
1− ∂<eΣ(k)
∂
|=(k)
)−1
, ′(k) = Z(k)0(k), Γ(k) = Z(k)=mΣ(k). (2.34)
The poles of the Green’s function for the interacting electron system have the energy
(mass) renormalized by the factor Z(k) and a finite width (lifetime). The quasi-particles
can then be viewed as electrons dressed in the virtual excitations that move with them
coherently. The incoherent part of the quasi-particle is hard to define rigorously as the
coherent part already contains some of the low-lying excitations.
In the Fermi liquid regime Z(k) > 0 the quasi-particle peak at the Fermi level is
infinitely sharp, and its spectral weight Z(kF ) is proportional to the mass renormalization
m0
m∗ , where m
∗ is the effective mass and m0 is the single-electron band mass. If the band
dispersion is linear in the vicinity of F the renormalization constant is given by the ratio
of the single-electron to the quasi-particle Fermi velocity (band slope at the Fermi level)
Z(kF ) =
v0F
v∗F
. (2.35)
The self−energy for the 3D Fermi liquid system is
Σel−el (, T ) = α+ iβ
[
2 + (pikBT )
2] . (2.36)
The coherent part of the spectral function is then given by
A(k, ) =
1
pi
β′2
(− ′(k))2 + β′24 , (2.37)
where
Z(kF ) =
1
1−α , 
′(k) = Z(kF )0(k), β′ = Z(kF )β. (2.38)
Figure 2.10 presents the spectral function for the three dimensional Fermi liquid.
Comparing to the non-interacting system (red line) the peaks are shifted to lower binding
energies (band renormalization) meaning that quasi-particles are getting heavier. The
quasi-particle peak has a finite width (lifetime) and sharpens up when approaching the
Fermi level where it gets infinitely sharp (well defined quasi-particle).
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Figure 2.10: (a) Spectral function of the three dimensional Fermi liquid, (b) EDC’s from
panel (a). The red line is the non-interacting band.
Electron-phonon interaction
The interaction between electrons and lattice vibrations can strongly affect quasi-particle
energies close to the Fermi level. In general the interaction of an electron with bosonic
modes (phonons, magnons, plasmons, etc.) leads to two effects: an enhancement of the
quasi-particle mass and a so called ”kink” - a sudden change of the slope of the band at an
energy characteristic for the given interaction (e.g. the Debye temperature for phonons).
The spectral function for the electron-phonon system is given by
A(k, ) =
1
pi
Zel−ph(k)Γel−ph(k)
(− ′(k))2 + (Γel−ph(k))2 , (2.39)
where Γel−ph(k) = Zel−ph(k)=mΣel−ph(k, ) and Zel−ph(k) is the electron−phonon renor-
malization constant given by
Zel−ph(k) =
(
1− ∂<eΣ
el−ph(k)
∂
∣∣∣∣
=(k)
)−1
. (2.40)
The electron−phonon interaction can be described by the Eliashberg function α2F (~ω),
where F (~ω) is the phonon density of states and α is the electron−phonon coupling pa-
rameter. The self−energy for the electron−phonon interaction is given by [47]
Σel−ph (k, , T ) =
∫
d′
∫ ~ωmax
0
d(~ω)α2F (~ω)
×
[
1−f(′,T )+n(~ω,T )
−′−~ω +
f(′,T )+n(~ω,T )
−′+~ω
]
,
(2.41)
where n(~ω, T ) is the Bose−Einstein distribution, f(, T ) is the Fermi−Dirac distribution,
and ~ωmax is the maximum phonon energy.
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For the imaginary part of Σel−ph one gets
=mΣel−ph (k, , T ) = pi ∫ ~ωm
0
α2F (′)
× [1 + 2n(′) + · · ·+ f(+ ′)− f(− ′)] d′.
(2.42)
Debye model
In the Debye model the maximum phonon energy is given by the Debye energy ~ωD.
The dispersion of phonon modes in three dimensions is linear, ~ω ∝ k, and only the
longitudinal modes interact with the electrons with α(ω) = const.. Hence, the Eliashberg
function is proportional to the density of phonon levels and is given by
α2F () =

λ
(

~ωD
)2
,  ≤ ~ωD,
0,  > ~ωD,
(2.43)
where λ is the mass-enhancement factor, and is defined by the change of the electronic
group velocity vk =
1
~
δ
δk
which changes by a factor of Zel−ph(k) = 1
1+λ
close to the Fermi
level (the electronic density of states and the band mass increase by a factor of (1 + λ)).
From eq. 2.40 we get the connection between λ and the real part of the electron-phonon
self-energy
λ = − δ<eΣ
el−ph ()
δ
∣∣∣∣
=F
, (2.44)
The mass-enhancement factor is anisotropic and temperature dependent. It decreases
with T and vanishes at high temperatures. The effect of mass renormalisation by electron-
phonon coupling can be observed for various physical properties such as the electronic heat
capacity at low temperatures, the cyclotron effective mass mc in the de Hass-van Alphen
effect, or the Fermi velocity. However, the shape of the Fermi surface remains unchanged.
λ is given by he first moment of the Eliashberg coupling function at T = 0:
λ =
∫ ~ωmax
0
α2F (~ω)
~ω
d(~ω). (2.45)
In the limit of high temperatures, one gets a linear dependence of the imaginary part
and the photoemission linewidth on the temperature
=mΣel−ph (T ) = Γ
el−ph (T )
2
= piλkBT, kBT  ~ωD. (2.46)
In the limit of T = 0 one gets an analytical description for the energy dependence of
the real and imaginary part of the self-energy
=mΣel−ph () = Γ
el−ph ()
2
=

pi
3
λ 
3
(~ωD)2
,  ≤ ~ωD,
pi
3
λ~ωD,  > ~ωD.
(2.47)
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Figure 2.11: Plots of the energy dependence of the self−energy in the Debye model for
λ = 1. Panel (a) gives the real part of the self-energy and panel (b) shows the imaginary
part of the self-energy. θD is the Debye temperature, ~ωD is the Debye energy and
Σ0 =
pi
3
λ~ωD is the normalization constant. Figure reproduced from [46].
and
<eΣel−ph () = −λ~ωD
3
[(

~ωD
)
+
(

~ωD
)3
ln
∣∣∣1− (~ωD )2∣∣∣+ ln ∣∣∣∣1+( ~ωD )1−( ~ωD )
∣∣∣∣] . (2.48)
The real part <eΣel−ph and imaginary part =mΣel−ph of the self energy are presented in
figure 2.11. The real part increases linearly from F and shows a maximum at the Debye
temperature ~ωD
kB
. Increasing the temperature shifts the maximum to higher binding
energies and decreases the value of <eΣel−ph. The imaginary part at T = 0 has a sharp
edge at ~ωD that smears out with increasing temperature.
Figure 2.12 shows the spectral function of a simple cosine band 0 (k) ∝ cos (k) with
electron-photon interaction. Panel (a) and (b) presents a gray scale plot and stack of
EDCs, respectively. As one can see, below the Debye temperature || > ~ωD, the band
has the original single-electron dispersion while above it, || < ~ωD, the electron dispersion
is renormalized by Zel−ph(k) = 1
1+λ
.
In figure 2.13 (b) we show three EDCs from the electron-phonon spectral function.
One intersecting the band at its bottom (black line), one at the Fermi level (blue line)
and one at the Debye energy (red line). These EDCs reveal that the spectra are actually
composed of two different branches. For binding energies above the Debye temperature
||  ~ωD the electron mode follows the original single-electron dispersion and the quasi-
particle peak has a constant width and intensity. For ||  ~ωD the phonon mode has
reduced dispersion, the quasi-particle peak width decreases and intensity increases when
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Figure 2.12: (a) Spectral function and (b) EDC stack for a cosine band coupled to phonons
described by a Debye model. The red line denotes the non-interacting band.
approaching the Fermi level. Exactly at the Fermi level (for T = 0) the quasi-particle
peak reaches its maximum height and is infinitely sharp. In the cross-over region for
|| ∼ ~ωD, there is a transition from an electron mode to a phonon mode, the spectral
weight of these two features gets comparable in this region and the quasi-particle peak
is not well defined anymore. All spectra exhibit a characteristic three peak structure. In
particular the cross-over region has rather complex structure due to the fact that both
branches approach each other with similar spectral weight. For the states far away from
the cross−over region (black and blue EDCs), the two incoherent features, located at
|| = ~ωD have low spectral weight compared to the coherent part, however, they do not
vanish.
Due to the complex shape of the spectral function, the peak positions from EDCs and
MDCs for the electron-phonon coupled system differ substantially, as shown in figure 2.13
by red and green lines. While EDCs show three peak structure, and hence existence of
two different branches, the MDCs are always composed of a single Lorentzian peak. This
means that the MDC dispersion can be described by a single line (red line in figure 2.13
(a)) that shows a kink at || = ~ωD, where the dispersion changes from the unrenormalized
to the renormalized band.
Momentum Distribution
The incoherent part of the spectrum has a marked influence on the momentum distribu-
tion. Its existence is simply a consequence of the interactions. The removal of an electron
leaves the system in an excited state. For the non-interacting case, this excited state is an
eigenstate of the system so the spectral function is a delta peak at the electron binding
energy. In the interacting case, however, the excited state in general is not an eigenstate
of the (N − 1)-electron system and the spectral weight is spread over all states that have
finite overlap with the groundstate. This means that the spectrum consist of the main
peak (quasi-particle) and several satellites (incoherent part) − the exact number of which
depends on the number of excited states created in the photoemission process. The fact
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Figure 2.13: (a) Spectral function for an electron-phonon coupled system reproduced from
figure 2.12 (a). The green line gives the peak position of the EDCs. Interaction splits the
band into two branches, an electron mode below Debye temperature and a phonon mode
above it. The red line shows the peak position fitted from MDCs and the kink in the
dispersion visible at the Debye temperature. Panel (b) shows three representative EDCs.
Black − band bottom, Blue − Fermi level, Red − cross-over region.
that the spectral weight is smeared over many states results in a reduced discontinuity
at the Fermi level in the momentum distribution function n(k) even at T = 0. The
momentum distribution is given by∫ +∞
−∞
df()A(k, ) = n(k). (2.49)
where f() is the Fermi distribution function. The size of the discontinuity is given by the
total renormalization resulting from electron-electron and electron-phonon interaction.
For a Fermi liquid coupled to a Debye spectrum of phonons:
Ztot(kF ) =
1
1− ∂<eΣel−el
∂
∣∣∣
=F
− ∂<eΣel−ph
∂
∣∣∣
=F
=
1
1− α + λ. (2.50)
In the non-interacting system the discontinuity at the Fermi wave vector kF defines the
Fermi surface− there are no states outside the Fermi surface. In the case of the interacting
system there is a finite occupation probability even for states with k > kF . However, for
a Fermi liquid the discontinuity is always finite (Z > 0) so one can still identify the Fermi
surface by locating the maxima of |∇kn(k)|.
The fact that the self-energy for the Fermi liquid and the Debye model is momentum
independent means that the renormalized (quasiparicle) band crosses the Fermi level
at exactly the same Fermi wave vector as the non-interacting band. This means that
the Fermi surface shape and volume calculated within one-particle theory (like density
functional theory or tight binding model) should be exactly the same as the one measured
by ARPES. Deviations from the single-particle Fermi surface indicate more exotic many-
body correlations exceeding the framework of these two standard models describing many-
particle systems.
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Figure 2.14: Momentum distribution for the interacting system. The step size is given by
the total renormalization resulting from electron−electron and electron−phonon interac-
tion [46].
2.3.2 Matrix elements, final state effects and finite resolution
effects
In a real experiment the extraction of quantitative information from ARPES data is
further complicated by effects of matrix elements, finite experimental resolution and due
to the background of secondaries. The total measured intensity can be then written as
I(k, ) = [I0(k, hν,A)f()A(k, ) +B]⊗ [R(∆)Q(∆k)] , (2.51)
where B is the background, R(∆) is the energy and Q(∆k) is the momentum resolution
function and ⊗ denotes the convolution. The convolution leads to mixing of momentum
and energy space. Momentum resolution affects not only MDCs but also EDCs and vice
versa. There is no easy way around this problem. Standard deconvolution techniques do
not work for ARPES data and full 2D fitting demands a large number of parameters. So
usually there are some simplification applied to the fitting procedure.
I0(k, hν,A) ∝ |Mf,i(k)|2 for simplicity of the data analysis is usually assumed to be
unity, however, this term may have a strong effect on the measured photocurrent and can
even lead to the complete suppression of the intensity. It depends on the photon energy,
polarization and experimental geometry.
The matrix elements are proportional to the overlap between initial and final state
wavefunction
|Mk,f,i|2 ∝ |〈φk,f |A · p|φki〉|2 (2.52)
The matrix element will be nonzero only if the product of terms in the overlap integral is
even function with respect to the mirror plane. The final state wavefunction φk,f must be
even which means that in order to get non vanishing intensity the other two terms have
to be simultaneously even or odd. This means that by choosing the polarization of the
light one can choose which atomic orbital to probe. Figure 3.8 presents the situation for
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the dx2−y2 orbital which is even. Hence, the photoemission process is symmetry allowed
only for A even (p - polarization).
Figure 2.15: Mirror plane emission from a dx2−y2 orbital. Figure reproduced from [44].
Another complication that may arise in the interpretation of ARPES data is that the
experimental linewidth contains contributions from the photohole (initial state) and pho-
toelectron (final state). The spectral function derived in the previous section describes
only the initial state of the system. However, the contribution to the spectra from the fi-
nal states can be quite large and complex. In general it can be described by a convolution
of the spectral function of the photohole with the spectral function of the photoelec-
tron. In the case of a weakly interacting system, the contributions from photohole and
photoelectron can be described by Lorentzians with linewidths Γi (photohole) and Γf
(photoelectron). The resulting linewidth Γm is a linear combination of these two, given
by
Γm =
Γi
|vi⊥| +
Γf
|vf⊥|∣∣∣ 1vi⊥ (1− mvi|| sin2 θ~k|| )− 1vf⊥ (1− mvf || sin2 θ~k|| )∣∣∣ , (2.53)
where ~v(i,f)⊥ = δ/δk⊥. For normal emission (θ = 0◦) and with |vi⊥|  |vf⊥|
Γm ≈ Γi +
∣∣∣∣ vi⊥vf⊥
∣∣∣∣Γf . (2.54)
In two dimensional systems the group velocity of the photohole perpendicular to the
surface vanishes and measured linewidths are given by
Γm =
Γi
1− mvi|| sin2 θ~k||
= CΓi. (2.55)
This means that in quasi two dimensional systems the spectra at or close to normal
emission represent the initial state properties of the photohole. However, at angles far
from normal emission - vi|| < 0 and small k||, the measured linewidth can be narrower
then Γi which is a direct consequence of the kinematic constraints of the photoemission
process (kinematic compression).
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2.4 Experimental Setup
The ARPES system at the University of St Andrews has been built and commissioned
during this project in collaboration with SPECS GmbH. It is part of the Scottish Cen-
tre for Interdisciplinary Surface Spectroscopy (SCISS) founded by the Scottish Funding
Council (SFC). Figure 2.16 shows a photograph and a CAD model drawing of the system.
The most important parts of every ARPES system are the electron spectrometer (Ana-
lyzer) and the light source. Typical laboratory light sources include UV discharge lamps,
lasers and various X−ray sources. Due to the very short photoelectron mean free path,
ARPES measurements are extremely surface sensitive and thus require ultra high vacuum
(UHV) pressures p < 1× 10−10 mbar. Any impurities on the sample surface cause strong
scattering in the initial state resulting in broader and less intense quasi-particle peaks.
Figure 2.16: UHV ARPES system built up at the University of St Andrews during this
PhD project.
Often 10% of a monolayer of contamination is enough for the detailed information
about many-body processes to be lost. This means that the sample lifetime can be
specified by the time needed to obtain a coverage of one monolayer on a surface. At a
pressure of 10−9 mbar and a sticking coefficient near 1, it takes only 20 minutes to form
a monolayer whereas at 10−11 mbar this time increases to two days. It is therefore very
important to work at as low pressures as possible. For this reason part of this work was
devoted to improvements of the sample lifetime by lowering the residual pressure of the
system. In order to keep the pressure in the range of < 5× 10−11 mbar getter pumps and
a radiation shield have been built, details of which will be discussed in the next section.
The heart of the system is the hemi-spherical electron energy analyser PHOIBOS 225
from SPECS GmbH. This hemi-spherical deflection analyser consists of two concentric
hemispheres, with mean radius of 225 mm, that are kept at a potential difference ∆V ,
symmetric around the center line potential called pass energy Epass (see figure 2.17).
Electrons that reach the entrance slit of the analyzer with the energy Epass and direction
normal to the entrance slit plane will then move along the path
Rpass =
Rin +Rout
2
, (2.56)
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Figure 2.17: Cross-section through a hemi-spherical deflection analyser. Figure repro-
duced from [48].
where Rin and Rout are the radii of the inner and outer hemisphere respectively. Electrons
whose energy differs from Epass and emission angle differs from normal will be deflected
by the electrostatic field. There is a narrow window of electron energies and emission
angles centered at Epass that can travel through the hemispheres to the exit slit without
collision with the hemisphere walls. The size of this window depends on the pass energy
and the size of the detector, and is typically ∼ 10% of Epass.
Once the electrons pass the hemispheres they are then counted by the detector. The
analyzer is equipped with a 2D-CCD detector that features a 12 bit digital camera with
dynamic range of 1000. Two dimensional channel plates allow for the simultaneous mea-
surement of photoelectrons with different kinetic energy and emission angle. Photoelec-
trons with different kinetic energy are spread along the Y−axis of the detector and with
different emission angle along the X−axis.
The resolution of the hemispherical analyzer is given by
∆E = Epass
w + d
Rpass +
α2
4
, (2.57)
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where w is the width of the entrance slit, d is detector spatial resolution, and α is ac-
ceptance angle. Because with the electrostatic field one can decelerate electrons without
changing their absolute energy spread and the resolution is proportional to the pass energy,
the analyzer is equipped with an electrostatic lens system that focuses and decelerates
electrons before they enter the hemispheres. The analyzer contains a slit orbit mechanism
allowing for the selection of one of 8 pairs of entrance slits and one of 3 exit slits. Each
of the entrance positions provides a pair of slits that limits the maximum angle of accep-
tance, which enhances the resolution but reduces the intensity. The lens may be operated
in different modes for angular or spatially resolved studies. The energy resolution is in
the range of ∆ = 3 ÷ 10 meV depending on the combination of pass energy, lens mode
and slit size. Because magnetic fields can strongly affect the electron trajectories, the
analysis chamber is entirely made out of µ−metal. Analyser and the electron lens have
double magnetic shielding reducing the magnetic field even further.
The sample manipulator used in this work was designed by A. Tamai and F. Baum-
berger. It allows to translate the samples along three axes and to rotate it in three planes.
Despite its mechanical complexity samples can be cool down to as low as 2.6 K using a
continuous flow He cryostat.
Photons are produced by a duo-plasmatron discharge He lamp (UVS 300, SPEC
Gmbh) that is connected to the UHV measuring chamber through a toroidal mirror-
plane grating UV Monochromator (TMM 304, SPECS Gmbh). The UVS 300 generates
a high density plasma by guiding the electrons from a hot cathode filament along the
lines of a strongly inhomogeneous magnetic field towards the small discharge region. The
strong ultraviolet radiation is extracted from the cathode side by the combination of a
metal and a quartz capillary. In addition to the extremely high intensity of the atomic line
He Iα (21.2 eV), the high density plasma of the UVS 300 generates a very high intensity
ion line He IIα (40.8 eV). The monochromator contains two cassettes with mirrors and
gratings optimised for maximal transmission at He I α and He II α, respectively. The
whole system contains four differential pumping stages enabling it to work at pressures
< 2× 10−11 mbar in the analysis chamber.
2.4.1 Getter Pumps
The main problem in achieving UHV is outgassing of surfaces. When chambers are opened
to air H2O, O2, N2 and other gasses adsorb on the chamber walls. The desorption time for
these gasses at room temperature can be as long as a few months. Because the desorption
depends exponentially on the temperature the way to accelerate it is bakeout of the system
at temperature of ∼ 150◦C. This procedure allows to reach pressures of ∼ 1×10−10 mbar.
For our system the complete bakeout takes around two weeks. The main drawback of the
commercial turbo-pump based pumping system is its low efficiency in removing hydrogen
which constantly diffuses from the grain boundaries of the stainless steel chamber walls.
To reduce the hydrogen partial pressure we built two additional pumps. A getter pump
and a cryopump that is located around the sample manipulator which also serves to lower
the temperature of the sample surface.
Getter pumping is achieved by binding the gas molecules in the form of stable chemical
compounds. The pump consists of a droplet of getter material that is resistively heated
what results in evaporation and coating of the chamber walls. The three dimensional
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Ce ball
Shield
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Figure 2.18: Ce evaporator. Ce ball is placed in the filament basket made of tungsten.
Pump is placed in the pumping tube connecting a turbo-molecular pump with a chamber.
Shields protect the turbo-molecular pump and the instrumentation in the chamber.
model of our design is presented on figure 2.18.
Figure 2.19: Residual Gas Analysis scans before and 12 hours after Ce evaporation.
For the getter material we have chosen Cerium which is highly reactive not only with
oxygen, nitrogen, water and carbon monoxide but can also pumps hydrogen efficiently.
Cerium is the only getter for which hydrogen diffuses in the bulk even if the surface is
oxidized. Figure 2.19 shows Residual Gas Analysis (RGA) scans performed before and 12
hours after Ce evaporation. Within this time the pressure dropped from 2× 10−10 mbar
to 5× 10−11 mbar. Ultimately pressures of 2− 3× 10−11 can be reach depending on the
amount of Ce that is evaporated. The RGA scans confirm the drop in all the residual
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gases by at least factor of two. The evaporation needs to be repeated every few weeks
after the Cerium is saturated.
2.4.2 Radiation Shield
Most of the ”heavy” gases are pumped by turbomolecular and getter pumps. The hydro-
gen remains a problem even with the getter pumping because it continuously diffuses from
the grain boundaries of the parts of the chamber walls that for technical reasons could
not be coated with the getter. To lower the pressure in the sample region even further we
have built a cryopump that surrounds the sample manipulator in the analysis chamber.
Cryo pumping uses van der Waals forces, which, at low temperatures, are strong enough
to bind the gas particles either together to form a condensate or on the solid surfaces
(cryosorption).
Figure 2.20: Left pane:l standalone coldshied. Right panel: Coldshield in the analysis
chamber.
The energies of cryosorption for most gases are larger than those of vaporisation by
a factor of 2 to 3 for heavy gases but 10 for hydrogen and around 30 for helium. As a
consequence hydrogen can be effectively cryosorbed at 20 K, helium at 4.2 K and rest of
the gases at their boiling temperature which is not lower then the temperature of liquid
nitrogen.
This means that a very effective cryopump can be already operated at liquid nitrogen
temperature. In our case, however, the problem constitutes the hydrogen. The cryopump
we built is cooled by a UHV closed cycle cryostat from Advanced Research Systems. The
cryostat is directly mounted on the measurement chamber and connected to the cryopump
with a pair of oxygen free high purity copper braids. The cryopump itself is made of two
concentric cylinders (shields) made of ultra pure aluminum with openings for the UV lamp
capilary, analyzer, laser beam and the camera. The camera viewport stays closed during
the measurement and is only opened when the sample needs to be aligned. The shields
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Figure 2.21: Thermal desorption spectrum. Note that the temperature ramp used in this
experiment is strongly nonlinear.
are fixed to the chamber bottom with vespel legs which thermally isolate the pump from
the chamber. The outer cylinder which serves as a cryoshield for the inner cylinder is
connected to the 1st cooling stage (50−80 K) and achieves a temperature of 120 K. The
inner shield is connected to the cold head (9 K) and reaches a temperature of ∼ 16 K
which is sufficient to cryosorb hydrogen. The outer shield is necessary to lower the heat
load on the inner shield. The main source of the heatload is thermal radiation from the
chamber walls which is proportional to T 4. Hence, the additional shield reduces the heat
load on the inner shield by a factor of 200 which is crucial to achieve temperatures below
20 K.
Figure 2.21 shows the thermal desorption during cryopump warm up. The cryopump
was kept running for at least 48 hours at operating temperature (16 K). The chamber
gas content was then recorded as a function of the inner shield temperature. The results
clearly confirm pumping of hydrogen (large peak at 20 K) together with other heavy gases
(secondary peak around 70K).
The second important purpose of the pump is to use it as a radiation shield for the
sample. We found that operating the cold-shield reduces the base temperature of the
manipulator from ∼ 3.5 K to ∼ 2.6 K.
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Chapter 3
Band structure of Sr2RuO4
The electronic band structure determines most thermodynamic and transport properties
of solids. Common methods for band structure calculations include the Tight Binding
model (TB) and Density Functional Theory (DFT) in the Local Density Approximation
(LDA). Both of these methods use a mean-field description of the many-body problem, i.e.
they describe a single electron propagating in the averaged potential of all ions and other
electrons. The TB model is particularly useful because of its flexibility and possible ex-
tensions to more sophisticated models describing many-body correlations (e.g. t-J model
[49] or Random Phase Approximation (RPA) [50]). The local density approximation on
the other hand is parameter free and its solution is an exact single-electron ground state
of a given system which makes it useful in the analysis of spectral function measured by
ARPES. This chapter will present the theoretical principles of both methods and some
results obtained for Sr2RuO4. We will also discuss the influence of spin-orbit coupling on
the band structure and effects of magnetic fields.
3.1 Introduction
The Hamiltonian describing a many-particle system composed of N nuclei and n electrons
is given by
Hˆ = −~
2
2
(
N∑
i=0
∇2(Ri)
Mi
+
n∑
i=0
∇2(ri)
mi
)
− 1
4pi0
N∑
i=0
n∑
j=0
e2Zi
|Ri − rj|
(3.1)
+
1
8pi0
n∑
i=0
(
n∑
j 6=i
e2
|ri − rj| +
N∑
j 6=i
e2ZiZj
|Ri −Rj|
)
,
where Ri, Mi and Zi are the position, mass and charge of the i−th nucleus, ri and mi is the
position and mass of i-th electron. For charge neutral systems the number of electrons
is given by n = ZN . The first and second terms describe the kinetic energy of nuclei
and electrons respectively, the third term is the interaction between electrons and nuclei,
while the fourth and fifth terms describe the interaction of the i-th electron with other
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electrons and the i-th nucleus with other nuclei respectively. In principle the eigenstates
and eigenfunctions could be found by solving the stationary Schro¨dinger equation
HˆΨ = EΨ. (3.2)
However, for a macroscopic system containing around 1023 particles this problem is not
exactly solvable, even with the most powerful computing facilities. A straight forward
simplification is the Born-Oppenheimer approximation. Because nuclei are much heavier,
and hence much slower then the electrons, they can be thought of as being fixed in their
equilibrium positions. This significantly reduces the problem as the kinetic energy of the
nuclei is now zero and the last term of the Hamiltonian 3.1 becomes a constant. This
simplifies the description of solids to the problem of interacting electrons moving in the
static periodic potential created by the lattice. It breaks down the Hamiltonian to three
terms
Hˆ = Tˆ + Uˆ + Uˆlattice, (3.3)
where Tˆ is the electron kinetic energy, Uˆ is the interaction between electrons and Uˆlattice
is the potential created by the lattice. Still, this problem cannot be solved exactly as the
number of particles (and thus the number of coupled equations) is ≈ 1023.
The simplest way forward is to neglect the interaction between the electrons and
between electrons and lattice. The whole problem is then reduced to the problem of a
gas of noninteracting fermions and the electron energy is given by E = ~
2k2
2me
. This simple
model can be used to describe some basic properties of metals, however, it completely fails
to even account for the existence of semiconductors and insulators. In a more realistic
description of solids one needs to include the interaction of electrons with the periodic
potential of the ion cores. Because the core electrons strongly screen the charge of the
nucleus, the lattice potential can often be treated as a small perturbation to the free-
electron energy. The most general consequence of such a weak periodic potential is the
opening of band gaps at the Brillouin zone boundaries.
+Ulattice
E
k
E
k-2pi/a 2pi/a-pi/a  pi/a0 0
Figure 3.1: (a) Free-electron parabola, (b) periodic potential leads to formation of bands
and the opening of gaps at Brillouin zone boundaries.
Away from the Brillouin zone boundaries the electron dispersion is still parabolic,
which is equivalent to describing an electron as a plane wave propagating through the
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crystal. This picture is appropriate only far away from the real space lattice sites. In
the vicinity of ions the electron feels a strong positive potential and will at least partially
retain its ”atomic” behavior. The electronic wavefuction can then be described as a
linear combination of atomic orbitals. This is the basis of the tight binding model, which
is especially effective for partially localized d−electrons in transition metals and transition
metal oxides.
Density functional theory is an alternative approach to finding the ground state of
a many-body system. DFT is based on the Hohenberg-Kohn theorems stating that the
ground state of a many-particle system is uniquely defined by the electron density. Hence,
the method can in principle map the many-electron problem onto a single-electron one.
In the following two sections I will give more details of the tight binding model and
briefly describe density functional theory within local density approximation.
3.2 The Tight Binding Model
The problem of solving the Schro¨dinger equation 3.2 for the crystal Hamiltonian
Hˆ = Tˆ + Uˆlattice, (3.4)
is essentially the problem of choosing an appropriate basis set of wave functions. Because
the crystal possesses translational symmetry the electron wave function |Ψ〉 should meet
the Bloch theorem:
Tai |Ψ〉 = eik·ai |Ψ〉, (3.5)
where Tai is a translation by the lattice vector ai, and k is the wave vector. There are
many different |Ψ〉 fulfilling equation 3.5. A particularly useful basis set is given by the
Wannier functions [51]
|Φj〉 = 1√
N
N∑
Ri
eik·Ri |ϕj〉, i = 1, 2, ..... j = 1, ..., n, (3.6)
where Ri is the position of i-th atom in the unit cell, |ϕj〉 can be associated with the
atomic wave function in a state j, n is the number of atomic wave functions in the unit
cell, and N is the number of unit cells.
One can then express the eigenfunctions of the crystal, through linear combinations
of the basis functions
|Ψj〉 =
n∑
j′=1
Cjj′ |Φj′〉, j = 1, ..., n. (3.7)
To find the final form of wave functions one has to determine the coefficients Cjj′(k),
through calculation of the j-th eigenvalue Ej(k), for the crystal Hamiltonian H
Ej(k) =
〈Ψj|H|Ψj〉
〈Ψj|Ψj〉 =
∑n
j,j′=1Hjj′(k)C
∗
ijCij′∑n
j,j′=1 Sjj′(k)C
∗
ijCij′
, (3.8)
where Hjj′(k) = 〈Φj|H|Φj′〉 and Sjj′(k) = 〈Φj|Φj′〉, (j, j′ = 1, .., n). Hij and Sij are
called the transfer matrix and the overlap matrix respectively. Ritz’ variation theorem
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says that for each value of k, the coefficients C∗ij have to minimize the energy Ei(k). After
differentiating equation 3.8 with respect to C∗ij one obtains
n∑
j′=1
Cij′Hjj′(k) = Ei(k)
n∑
j′=1
Cij′Sjj′(k). (3.9)
The above equation can be transformed to
HCi = Ei(k)SCi. (3.10)
Moving the right-hand side of equation (3.10) to the left gives
[H − Ei(k)S]Ci = 0. (3.11)
A nontrivial solution of equation 3.11 exists only if the matrix [H−Ei(k)S] has a reciprocal
matrix, which is equivalent to the condition
det [H − Ei(k)S] = 0. (3.12)
The above equation is called the secular equation. Its solution gives n eigenvalues Ei(k)
(i = 1, ..., n) for each k. With Ei(k) one can find the coefficients Ci, that are necessary
to determine the final form of the eigenfunction of the crystal |Ψj〉.
In section 3.6 we will use the tight binding method to parametrize the band structure
of Sr2RuO4 calculated within DFT. We will then include the spin-orbit coupling and use
this model to study the band structure of Sr2RuO4 in a magnetic field.
3.3 Density Functional Theory
Density Functional Theory provides an alternative to the Schro¨dinger equation for eval-
uating properties of solids. The first Hohenberg−Kohn theorem states that there exists
a one to one correspondence between the electron ground state density ρ(r) and the po-
tential acting on the electrons. The first two terms in the Hamiltonian 3.3 (Tˆ + Uˆ) are
system independent. They describe the part of the electron energy that results from the
interactions with other electrons. This term is always the same meaning that Tˆ + Uˆ
are universal. All system dependent interactions are contained in Uˆlattice which is unique
for a given system. This in turn leads to unique ground state wave function. Because
the electron density can be calculated from the wave function, Uˆlattice generates a unique
electron ground state density.
According to the second Hohenberg-Kohn theorem the total energy can be obtained
by minimization of the total energy as a functional of the electron density ρ(r)
E[ρ] = T [ρ] + U [ρ] +
∫
Ulattice[ρ]ρ(r)dr. (3.13)
The system independent part can be rewritten to
E[ρ] = T [ρ] + U [ρ] + Ulattice[ρ] = T0[ρ] + UH [ρ] + Uxc[ρ] + Ulattice[ρ], (3.14)
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where T0 is the functional for the kinetic energy of the non-interacting electron gas, UH is
the Hartree term describing the Coulomb interactions and Uxc is the exchange-correlation
energy that contains all many-body interactions. The correlation part describes the ef-
fects that arise from the fact that electrons do not move independently and includes the
exchange-correlation hole in the density of electrons of the same spin. The above equation
is essentially an expression for the total energy of the noninteracting electron gas affected
by an external potential Uxc[ρ] + Ulattice[ρ], which includes both lattice and many-body
effects.
In 1965 Kohn and Sham [52] described how to use the above expression to find the
ground state electron density. The fact that the total energy of the interacting system
can be mapped to the one of a noninteracting system moving in the effective potential
UˆH + Uˆxc + Uˆlattice means that this noninteracting system generates exactly the same
electron ground state density as the interacting one. Starting from the Hamiltonian
HˆKS = Tˆ0 + UˆH + Uˆxc + Uˆlattice
(3.15)
=
~2∇2
2me
+
e2
4pi0
∫
ρ(r′)
|r− r′|dr
′ + Uˆxc + Uˆlattice,
the wave functions of the noninteracting system are the n lowest-energy solutions of the
Kohn-Sham equation
HˆKS |φi〉 = i |φi〉 (3.16)
and the electron ground state density is simply given by
ρKS(r) =
∑
i
|φi〉 〈φi| . (3.17)
the Kohn-Sham density ρKS(r) is equal to the ground state electron density. However, φi
and i do not describe real electrons but are the eigenfunctions and eigenenergies of the
Kohn-Sham particles that have no direct physical meaning.
Because UH and Uxc depend on ρ(r) and ρ(r) itself is given by φi, which itself depends
on UH and Uxc, equation 3.16 has to be solved iteratively. One has to first postulate some
ρ(r) then calculate UH and Uxc for that ρ(r), and finally solve equation 3.16 to find φi.
From φi a new ρ(r) can be calculated and compared to the initial one. If they are the
same the self−consistency is achieved. If not, one has to repeat the cycle using a new
ρ(r) until self-consistency is reached.
Besides the Bohr-Oppenheimer approximation, density functional theory is exact.
However, the exchange-correlation functional is impossible to calculate in the general
case of an interacting many−body system and thus Uxc has to be approximated. To this
end, Kohn and Sham introduced the so called local density approximation in which the
exchange-correlation energy is given by
ULDAxc =
∫
ρ(r)(ρ(r))dr, (3.18)
where (ρ) is the exchange-correlation energy of a homogeneous interacting electron gas
with density ρ(r). Hence, Uxc depends only on the local value of the electron density
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which implies that the approximation is best suited for systems in which the electron
density varies slowly in space. For systems in which ρ has a strong spacial dependence
the LDA can be improved by calculating an exchange-correlation potential depending not
on the local value but on the local gradient of the electron density which is usually called
Generalized Gradient Approximation (GGA).
Both methods, however, approximate the many-particle system by a one-electron ap-
proach where the electron moves in the mean−field created by the ions and all other
electrons.
In order to solve the Kohn-Sham equation 3.16 one needs to find the wavefunctions
φi(r). The one−electron wavefunction can be expressed as a linear combination of the
complete set φi(r) of basis functions:
|ψi〉 =
∞∑
n=0
cin |φn〉 , (3.19)
where cin are the coefficients to be found. The Kohn-Sham equation is then a system of
linear algebraic equations, which can be solved by diagonalizing the Hamiltonian matrix.
The complete basis set contains an infinite number of wavefunctions which renders the
Kohn-Sham equations computationally impossible to solve. Therefore in practice a finite
set is used, which introduces an error because the wavefunction is no longer exact. This
error can be minimized by a careful choice of the basis.
Two general approaches to the basis set problem are the pseudopotential method
and the linearized augmented plane wave method (LAPW). The planewave method is
based on the assumption that the all physical properties of solids are determined by the
valence electrons. Thus the divergent part of the potential close to the atom core is
replaced by a smooth pseudopotential. For the potential that is now smooth everywhere,
planewaves are a good basis. It is clear, however, that the result will depend on the way
the pseudopotential was chosen.
The LAPW method combines plane waves and atomic like orbitals to describe the
wave function. The basis set is given by
|φn〉 =
{ ∑
lm almRl(|r|, R)Ylm(r), if |r| < S,
CeG·r, if |r| > S, (3.20)
where Rl(|r|, R)Ylm(r) is a solution of the Kohn-Sham equation for a spherically symmetric
potential and alm are parameters to be determined. S is the muffin tin sphere, inside
which electrons are described by atomic like orbitals, and outside of which they are best
described by plane waves.
There are a number of commercial packages available which solve the Kohn-Sham
equation using one of above methods. The results presented in this work were obtained
with the WIEN2k code [53] which uses LAPW basis functions.
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3.4 Spin-Orbit Coupling in Solids
Spin-orbit interaction leads to a lifting of the degeneracy of one-electron levels in atoms,
molecules and solids. However, in crystals it can only slightly change the energies of
atomic orbitals and in general does not influence the band degeneracy. As we will show
in section 3.5.1 and 3.6.1 the spin-orbit interaction can be thought of as an additional
on site hybridisation parameter that leads to orbital mixing which otherwise would be
prevented by the crystal symmetry. Here we will concentrate on the origin of the spin-
orbit interaction and we will derive an exact term that can later be included into our tight
binding model.
Spin-orbit coupling is a consequence of the electron motion in an electric field. The
standard solution of the non relativistic Schro¨dinger equation gives doubly degenerate
levels as the electronic spin is completely neglected. The degeneracy can be lifted by
including the interaction between the spin of the valance electron and the electric field
generated by the ions. To this end the Schro¨dinger equation must be extended to include
relativistic corrections to the energy of the electron. The basic equation that includes the
electron spin and its relativistic behavior is called the Dirac equation(
1
2m
(
p− e
c
A
)2
+ eφ− e~
2mc
σ ·B + i e~
4m2c2
E · p− e~
4m2c2
σ · (E× p)
)
ψ = Wψ.
(3.21)
It is valid for electrons with kinetic and potential energies small compared tomc2. W+mc2
is the total energy, p is the momentum operator, φ and A are the electric and magnetic
potentials. The first two terms in brackets are equivalent to those in the Schro¨dinger
equation for external fields. The third term corresponds to the interaction energy −µ ·B
of the magnetic dipole, whose moment is presented by the operator µ = e~
2mc
σ = e
mc
s. The
fourth term is a relativistic correction to the energy and does not have a classical analogy.
The last term describes the spin-orbit coupling.
In the case of centrally symmetric electric fields such as the orbital motion of an
electron in the electric field of an atomic nucleus:
E = −1
e
r
r
dV
dr
, (3.22)
and the spin-orbit term can be written in the form (s = ~
2
σ)
− e~
4m2c2
σ · (E× p) = e
2m2c2
s ·
(
−1
e
r
r
dV
dr
× p
)
=
1
2m2c2
1
r
dV
dr
(s · l) . (3.23)
The above equation results from the interaction of the spin with the electric field that
is experienced by a relativistic electron. The strength of the interaction is given by the
spin-orbit coupling parameter ξ:
ξ =
1
2m2c2
1
r
dV
dr
. (3.24)
In a free atom, the spin-orbit interaction can lift the degeneracy of states with the
same orbital wave function but with opposite spins. In solids such a splitting can be for-
bidden due to the crystal symmetry. Symmetry always preserves the Kramer’s degeneracy
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between a function ψ (r, s) and its complex conjugate ψ∗ (r, s). ψ∗ differs from ψ through
a simultaneous reversal of wave vector and electron spin. Therefore, at any point of the
BZ, one can write
E (k, ↑) = E (−k, ↓) . (3.25)
The Kramer’s degeneracy remains unaffected when including the spin-orbit coupling term
in the Hamiltonian ( ↑ and ↓ corresponds to the two quantum numbers denoting eigen-
states for a given Bloch vector). If the crystal lattice has inversion symmetry, then
E (k, ↑) = E (−k, ↑) , E (k, ↓) = E (−k, ↓) . (3.26)
Combining equations (3.25) and eq. (3.26) we find that the band structure has to satisfy
E (k, ↑) = E (k, ↓) . (3.27)
Hence the energy does not depend on the electron spin. In crystals without inversion
symmetry, like GaAs (that crystalizes in the zincblende structure) spin-orbit interaction
splits the valance bands for all k vectors and in metals it leads to a spin splitting of
the surface states − the so called Rashba effect. However, for crystals with inversion
symmetry a spin splitting is not allowed (beside singular points in the BZ, e.g. Γ), and
those solids keep their spin degeneracy.
3.5 DFT Results
The DFT band structure calculations reported in this thesis were performed using the
WIEN2k package [53] which is based on the LAPW method. The precision of LAPW
calculations depends on two parameters; the cutoff RKmax (R is the smallest muffin-tin
radius and Kmax is the magnitude of the largest k vector) and the number of k-points in
the first Brillouin zone. The only input to the LDA calculations is the crystal structure.
For all our studies we used the structural data from [54] with a = 3.86 A˙ and c = 12.72 A˙.
ε−
ε 0
ε−
ε 0
m m
Figure 3.2: Total Energy optimization for (a) RKmax and (b) number of k−points.
ε0 = 22385 Ryd. RKmax = 9.0 and 500 k−points where chosen for the band structure
calculations for Sr2RuO4.
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In order to find the optimal parameters the total energy was calculated as a function
of RKmax and number of k−points. The results are presented in figure 3.2. RKmax = 9.0
and 500 k-points were chosen for the band structure calculations. The muffin-tin radii
were set to 2.4 a0 for Ru, 1.9 a0 for O and 2.1 a0 for Sr.
The calculations, using above parameters, reported in this thesis are in good agreement
with less detailed previous studies [14, 55]. The Fermi surface consists of two electron-like
(γ, β) and one hole−like pocket (α) as shown in figure 3.3. The dominant orbital character
calculated from partial charges are color coded. The strongly anisotropic α and β pockets
originate from hybridised out-of-plane orbitals dxz and dyz (blue), while the circular γ
pocket is created by the in-plane dxy orbitals (red). Because Sr2RuO4 is strongly layered,
the three dimensional Fermi surface consists of slightly warped cylinders. Although the
warping is small, it is sufficient to cause the crossing of the α and β sheets for kz ≈ 0.25.
More details of the kz dispersion will be given in Chapter 5.
Γ
α
β
γ
Figure 3.3: LDA Fermi surface of Sr2RuO4 for kz = 0. The hole-like α and electron-like
β sheet with dxz/yz orbital character is shown in blue, while the electron-like γ deriving
from the dxy orbital is shown in red.
Figure 3.4 shows the band structure calculated along the high symmetry directions
denoted by colored lines in figure 3.3. Along the ΓX direction, the γ sheet crosses β and
α. However, no gap is opened because the dxy and dxz/yz orbitals are orthogonal in the
tetragonal environment. The same effect is visible on the Fermi surface where β and γ
sheets intersect.
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Γ Γ
γ
β
α
Figure 3.4: Band structure of Sr2RuO4 along high symmetry directions.
3.5.1 DFT + SOC
Spin-orbit coupling leads to a mixing of orbitals, which has strong consequences for the
band structure. In the case of Sr2RuO4, Haverkort et al. [55] showed that the inclusion of
SOC improves the agreement between LDA and ARPES Fermi surfaces and strongly re-
duces the kz dependence of the β and α bands. The WIEN2k package offers the possibility
to include spin-orbit coupling in the calculation using the second variational method with
scalar relativistic orbitals as a basis [56, 57]. The local density approximation is extended
to the local spin density approximation (LSDA) and calculations are carried out for two
species of spin. This removes the crossing between the β and γ pockets on the Fermi
surface (figure 3.5 (a) and (b)) and opens a gap where any of three bands cross (see figure
3.6).
a b c d
Figure 3.5: Fermi surface of Sr2RuO4: (a) plain LDA calculation reproduced from fig-
ure 3.3, (b) LSDA + SOC Fermi surface showing the avoided crossing between the β and
γ bands. (c) dxy orbital content and (d) dxz/yz orbital content.
SOC opens a gap of 91 meV between the α and β bands at the Γ point and lifts all
degeneracies along the ΓX and XM directions. Additionally, SOC leads to mixing of the
orbital character at points where a crossing is removed. At the Fermi surface the mixing
is particularly high for the β and γ bands (see figure 3.5 (c) and (d)). For the α pocket
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on the other hand, which crosses the γ sheet 0.5 eV below the Fermi level, the mixing is
negligible.
Γ Γ
Figure 3.6: LDA+SOC band structure of Sr2RuO4 along high symmetry directions. Colors
denotes band orbital character with the scale given in the inset.
This orbital mixing can have a strong influence on the many-body interactions and
their momentum dependence. In particular in chapters 3.6.2 and 4.3 we will show how
SOC can result in a momentum dependent Zeeman splitting and momentum dependent
mass renormalization.
3.6 TB Results
Ruthenium has eight electrons in the valance shell and its ground state configuration is
4d75s1. For Strontium and Oxygen in their usual valencies of +2 and −2, respectively,
this leaves four electrons on the Ruthenium 4d−shell. In an octahedral environment the
five 4d levels split into two subsets, a low energy t2g representation with dxy, dxz and dyz
orbitals which can accommodate 6 electrons and a high energy eg representation with the
dx2−y2 and dr2−3z2 orbitals (see figure 3.7). Because in Sr2RuO4 the crystal field splitting
is much higher than Hund’s coupling the four valance electrons are distributed over three
t2g levels.
This means that the tight-binding wave function can be constructed from a linear
combination of the wave functions |φxy〉, |φxz〉 and |φyz〉 of the dxy, dxz, dyz orbitals. We
assume the overlap matrix to be Sij = 1. The full Hamiltonian for Sr2RuO4 can then be
written as
H =
 Hxy Hxy/yz Hxy/xzHyz/xy Hyz Hyz/xz
Hxz/xy Hxz/yz Hxz
 . (3.28)
Using the wave functions in the form 3.6, and including interactions only up to 2nd
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Figure 3.7: Energy level diagram of d-atomic orbitals in different crystal environments.
In cubic crystals the 10 degenerate electron levels split into two subsets: low−energy t2g
and high−energy eg states. The reduced symmetry of the tetragonal and orthorhombic
environment splits them further into five spin degenerate levels − dxy, dxz, dyz, d3z2−r2
and dx2−y2 .
nearest neighbours the transfer matrix for the dxy orbital is given by
Hxy =
1
N
∑
R,R′
eik(R−R
′)〈ϕxy(r−R′)|H|ϕxy(r−R)〉
(3.29)
= xy + 2t1xy
(
cos
(
kxa
2
)
+ cos
(
kya
2
))
+ 4t2xy
(
cos
(
kxa
2
)
cos
(
kya
2
))
,
where xy is the energy of the atomic orbital dxy. The hopping parameters are t1xy =
〈ϕ1xy|H|ϕ1xy〉, t2xy = 〈ϕ2xy|H|ϕ2xy〉 for the 1st and 2nd neighbours respectively. The dxy
orbitals overlap strongly for both in-plane nearest neighbours directions and along the
lattice diagonal (see figure 3.8 (a)) which results in an almost circular dxy pocket at the
Fermi surface.
Because dxz/yz and dxy are orthogonal they do not hybridise, and Hxy/yz = Hyz/xy =
Hxy/xz = Hxz/xy = 0.
For the dxz orbital extended in the x direction, one can expect a strong overlap only
for neighbours along the x axis (see figure 3.8 (b)). Similarly, for the dyz orbitals, which
are elongated along the y direction, strong overlap can be expected only for neighbours
along the y axis. The transfer matrices for these orbitals are given by
Hxz =
1
N
∑
R,R′
eik(R−R
′)〈ϕxz(r−R′)|H|ϕxz(r−R)〉
= xz + 2t1xz cos
(
kxa
2
)
+ 2t1′xz cos
(
kya
2
)
(3.30)
+ 4t2xz
(
cos
(
kxa
2
)
cos
(
kya
2
))
+ 8tzxz
(
cos
(
kxa
2
)
cos
(
kya
2
)
cos
(
kzc
2
))
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Ru Ru
Ru Ru
Figure 3.8: Hopping parameters for (a) dxy orbitals and (b) dxz/yz orbitals.
and
Hyz =
1
N
∑
~R, ~R′
ei
~k(~R− ~R′)〈ϕyz(~r − ~R′)|H|ϕyz(~r − ~R)〉
= yz + 2t1yz cos
(
kya
2
)
+ 2t1′yz cos
(
kxa
2
)
(3.31)
+ 4t2yz
(
cos
(
kxa
2
)
cos
(
kya
2
))
+ 8tzyz
(
cos
(
kxa
2
)
cos
(
kya
2
)
cos
(
kzc
2
))
,
where xz/yz is the energy of the atomic orbital dxz/yz, t1xz/yz is the hopping parameter for
nearest neighbours in the direction of strong overlap and t1′xz/yz is the hopping parameter
for nearest neighbours in the direction perpendicular to the orbital in-plane axis (t1xz/yz 
t1′xz/yz). t2xz/yz is the hopping parameter for the next nearest neighbours and tzxz/yz is the
largest hopping parameter along z-axis. Because of strong one-dimensional character of
dxz/yz orbitals one can expect quasi-one dimensional bands. Because dxz and dyz orbitals
can hybridise for kx, ky 6= 0 they create two almost square pockets − the α and β sheets.
The hybridisation is given by:
Hxz/yz = 4txz/yz cos
(
kxa
2
)
cos
(
kya
2
)
+ 8t′zxz/zyz sin
(
kxa
2
)
sin
(
kya
2
)
cos
(
kzc
2
)
,
(3.32)
where txz/yz is the hybridisation parameter between dxz and dyz orbitals in RuO2 plane,
t′zxz/zyz is the hybridisation between dxz and dyz in different RuO2 planes and Hyz/zx =
H∗xz/yz.
The parameters were fitted to give the best match to the LDA Fermi surface presented
in section 3.5. The results are shown in figure 3.9. Red lines denote the tight binding
bands and the black dots give the position of Fermi level crossing in LDA.
The orbital energies and hopping parameters are summarised in table 3.1.
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 Γ
Figure 3.9: Tight binding Fermi surface of Sr2RuO4 fitted to the LDA calculation. Red
line - tight binding bands, black dots - LDA Fermi surface.
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ti (0) tii (a,0,0) tii (0,a,0) tii (a,a,0) tii (
a
2
, a
2
,c) ti2 (a,a,0) ti3 (a,a,0) ti2 (
a
2
, a
2
,c) ti3 (
a
2
, a
2
,c)
dxy 0.42 0.385 0.385 0.157 - - - - -
dxz 0.275 0.315 0.062 0.014 0.01 - 0.01 - 0.001
dyz 0.275 0.315 0.062 0.014 0.01 0.01 - 0.001 -
Table 3.1: Summary of tight binding parameters. Three orbital are denoted as i = 1, 2, 3 with 1 = dxy, 2 = dxz and 3 = dyz.
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3.6.1 Tight binding with SOC
The tight binding Hamiltonian including spin-orbit interaction has the form
H = H0 +HSOC , (3.33)
where H0 is a standard TB Hamiltonian (equation 3.28) and HSOC describes the spin-orbit
interaction and is given by
HSOC = ξ (s · l) , (3.34)
where ξ is the spin-orbit coupling parameter ξ = 1
2m2c2
1
r
dV
dr
introduced in equation 3.23.
Using Pauli matrices for the spin operator the spin−orbit Hamiltonian can be ex-
pressed by
HSOC =
ξ
2
(σxLx + σyLy + σzLz) , (3.35)
where
s = (σx, σy, σz) =
((
0 1
1 0
)
,
(
0 −i
i 0
)
,
(
1 0
0 −1
))
. (3.36)
In the spin representation the full Hamiltonian can then be written as:
H =
(
H↑↑ H↑↓
H↓↑ H↓↓
)
=
(
H0 +
ξ
2
Lz
ξ
2
(Lx − iLy)
ξ
2
(Lx + iLy) H0 − ξ2Lz
)
. (3.37)
Introducing lowering and raising operators for the angular momentum:
L+/− = Lx ± iLy, (3.38)
the SO Hamiltonian is given by
H =
(
H0 +
ξ
2
Lz
ξ
2
L+
ξ
2
L− H0 − ξ2Lz
)
. (3.39)
The size of the original Hamiltonian matrix doubled due to the separation for spin up
and spin down bands. Using eigenvalues of the angular momentum operators the matrix
elements for the six d-orbital atomic wave functions given by:
|d↑↓xy〉 =
√
5
16pi
xy
1
r2
|↑↓〉,
|d↑↓yz〉 = 2
√
15
16pi
yz
1
r2
|↑↓〉, (3.40)
|d↑↓xz〉 = 2
√
15
16pi
xz
1
r2
|↑↓〉,
are
〈d ↑ |HSOC |d ↑〉 =
 0 0 00 0 i ξ2
0 −i ξ
2
0
 , (3.41)
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〈d ↑ |HSOC |d ↓〉 =
 0
ξ
2
−i ξ
2
− ξ
2
0 0
i ξ
2
0 0
 , (3.42)
and 〈d ↓ |HSOC |d ↓〉 = (〈d ↑ |HSOC |d ↑〉)∗, 〈d ↓ |HSOC |d ↑〉 = − (〈d ↑ |HSOC |d ↓〉)∗.
Hence, the full (6× 6) TB Hamiltonian is given by:
H =

Hxy 0 0 0
ξ
2
−i ξ
2
0 Hyz Hyz/xz + i
ξ
2
− ξ
2
0 0
0 Hxz/yz − i ξ2 Hxz i ξ2 0 0
0 − ξ
2
−i ξ
2
Hxy 0 0
ξ
2
0 0 0 Hyz Hyz/xz − i ξ2
i ξ
2
0 0 0 Hxz/yz + i
ξ
2
Hxz

. (3.43)
 Tight Binding
 LDA + SOC
Γ M
X
Figure 3.10: Tight binding + SOC Fermi surface of Sr2RuO4 fitted to LSDA+SOC results.
Red line - tight binding bands, black dots - LSDA Fermi surface.
Figure 3.10 shows the result of fitting of the TB model to the LSDA+SOC Fermi
surface. The strength ξ = 75 meV of the spin-orbit coupling was found by adjusting
the size of the gap between β and γ sheets at the Fermi surface along the Brillouin zone
diagonal to match the LSDA+SOC value.
3.6.2 Momentum dependent Zeeman splitting
Spin-orbit coupling in a multi-orbital system can lead to an anisotropic spin-splitting of
the bands in a magnetic field. As reported by Bergemann et al. [58] such an effect is also
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present in Sr2RuO4. The behavior of the amplitude of the de Hass van Alphen signal [58]
can only be explained assuming an anomalous spin-splitting for all three Fermi surface
sheets (see figure 3.11). However, the exact value of the Zeeman splitting anisotropy could
only be extracted for the α band and was found to be ∼ 3 (in both kz = 0 and kz = 2pic ,
see figure 3.11).
zero field
surface
0zk   = zk   =2pi /c
"magnetically
steepest" bands
Figure 3.11: Sketch of the magnetic anisotropy of the α band. The inverse rate (magnetic
vF) at which the spin-up and spin-down pockets are driven apart by a magnetic field varies
by a factor of three around the Fermi surface. Reproduced from [58].
In order to study this effect we use the tight binding model derived in section 3.6.1.
To describe the band structure in a magnetic field we introduce a Zeeman term in the
tight binding Hamiltonian:
H = H0 +HSOC +HZeeman. (3.44)
For a magnetic field along the c-axis:
HZeeman = −µB, (3.45)
where B is the magnetic field strength and µ is the magnetic moment. We define HZeeman
as positive for spin down and negative for spin up.
One of the consequences of spin-orbit coupling on the Fermi surface of Sr2RuO4 is
the mixed orbital character of the γ and β sheets. The mixing is closely related to the
crossings of the β and γ pockets in the absence of spin-orbit coupling. As it was shown
in section 3.6.1 spin-orbit coupling leads to nonzero matrix elements for dxy and dxz/yz
orbitals, which in turn opens a gap at points where these orbitals cross. Because the
β and γ sheets cross right at the Fermi surface the opening of the spin-orbit gap leads
to a slight modification of the shape of these two pockets and to a strong mixing of the
orbital character. However, the spin-orbit interaction for dxy and dxz/yz is nonzero only
for opposite spins. This selective repulsion can lead to nodes in magnetically split γ and β
bands (compare figures 3.12 (b) and (c)) generating a large k-dependence of the Zeeman
splitting. The exact value of the anisotropy depends on the SOC strength. In figure 3.12
we present the tight binding model in magnetic field for different values of SOC to show
how the k-dependence is created and how it depends on the strength of the SOC.
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a b c d
Figure 3.12: Momentum dependent Zeeman splitting. The Fermi surfaces are obtained
for (a) ξ = 0 and B = 0, (b) B = 26 meV ξ = 0 (c) B = 26 meV and ξ = 25 meV, (d) B
= 26 meV and ξ = 75 meV
Figure 3.12 (a) shows the Fermi surface without SOC and for B = 0. In panel (b)
a magnetic field is introduced which results in a homogeneous splitting. Adding SOC
(panel (c)) the avoided crossing between γ ↑ and β ↓ (and vice versa) generates a strongly
k-dependent Zeeman splitting with nodes on γ that persist even for high values of ξ
(panel (d)). From this we can conclude that the effect is present whenever Fermi surface
sheets“touch” or dxy and dxz/yz bands cross at the Fermi level or its close vicinity. Note
that the strong effect visible for the β and γ sheets is absent for α pocket for which we
find a constant splitting over entire Brillouin zone. The crossing between α and β visible
Γ Z
ΓZ (a)
α
β
γ
Figure 3.13: (a) LDA Bloch spectral function A(k, EF ) calculated using the fully relativis-
tic Munich SPRKKR method [59]. (b) Fermi surface of Sr2RuO4 according to dynamical
mean field theory by Liebsch and Lichtenstein [60]. Strong reduction in the width of
dxz/yz bands generates the charge transfer to dxy band generating crossing between α and
γ bands.
in figure 3.12 (b) does not induce k-dependence because the mixing of dxz and dyz orbitals
is allowed only for parallel spins. This result is consistent with Fermi surface calculations
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with the fully relativistic KKR formalism that uses LDA result as an input. The results
of such calculations from Ref. [59] are presented in figure 3.13 (a).
Neither the tight binding model nor the KKR formalism reproduce the experimental
anisotropy of the Zeeman splitting for the α band. From the described mechanism of
anisotropy for the β and γ sheets, we conclude that in order to match the experimental
result for the α pocket, α and γ sheets have to cross or at least touch at some point
along kz. However, LDA calculations do not show such a crossing. This discrepancy
might be explained by correlation induced charge transfer between the dxy and dxz/yz
bands as predicted by dynamical mean field theory (DMFT) calculations by Liebsch and
Lichtenstein [60]. Strong correlations lead to a reduction of the width of dxz/yz bands,
and, in order to satisfy the Luttinger theorem, spectral weight transfer to the dxy band
is required. This in turn can generate a crossing between the α and γ bands (see figure
3.13(b)).
To simulate the charge transfer required for a crossing between the α and β pocket,
we increased the hopping parameters for the γ band, increasing its bandwidth and the
pocket size at the FS, and decreased the hopping for dxz/yz orbitals increasing the size of
the hole-like α sheet and decreasing the size of electron-like β band. Depending on the
relative change of the parameters we can generate a touching or a crossing between the α
and γ pockets. The results are presented in figure 3.14. The Zeeman spitting anisotropy
a b c d
Figure 3.14: Momentum dependence of the Zeeman splitting for the α band for ξ =
100 meV and B = 25 meV in the case of: (a), (b) crossing between α and γ and (c), (d)
“touching” of α and γ sheets.
for ξ = 100 meV and a such adjusted Fermi surface is a factor of 2, which is still smaller
the experimental value of 3. We point out, however, that there is significant uncertainty
in ξ and position of all three bands, which both influence the Zeeman splitting anisotropy.
To resolve this issue further DMFT or ARPES measurements for different kz are needed.
And finally the dHvA values of the spin anisotropy for β and γ would certainly help in
order to estimate the spin-orbit interaction strength more accurately.
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Chapter 4
Results and Discussion
4.1 Surface layer band structure
We will start this chapter with a description of the Fermi surface and the band structure
of the surface layer of Sr2RuO4. In order to distinguish between bulk and surface contri-
butions to the ARPES spectra we have revisited the high temperature cleaving procedure
used by Damascelli et al. [17] to diminish the intensity of the surface bands. The results
we are going to present are fully consistent with data published so far [17–19, 61–70] but
show additional features in the spectra, which we ascribe to diffraction replica (DR) of
the bulk bands.
The surface of Sr2RuO4 reconstructs in a
√
2 × √2R45◦ structure due to a rotation
of the RuO6 octahedra in the top layer by 6 − 9◦ around the c-axis [71]. The structural
differences between surface and bulk lead to two weakly coupled electronic subsystems,
located in the topmost and in deeper RuO2 planes, respectively. The most comprehensive
study of the Fermi surface to date comes from Shen et al. [64]. By the comparison of the
results of LDA calculations and ARPES spectra authors confirmed the existence of the
surface and bulk subsystems.
(a) (b) (c)
Γ M
M X
= (0,0)
(pi,pi) =
β γ
α
I
II
Figure 4.1: Fermi surface of Sr2RuO4: (a) cleave at 180 K white lines LDA bands, (b)
cleave at 10 K white lines LDA bulk bands, dashed lines - backfolded bulk bands, (c)
solid white lines - LDA bulk bands, dashed white and black lines - surface and backfolded
surface bands respectively. Figure reproduced from [64].
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Moreover they described that by cleaving the sample at 180 K one can suppress the
intensity of the surface bands (SB) enough to see only the bulk bands (BB) (figure 4.1
(a)).
We have revisited the high temperature cleaving procedure, by cleaving the samples
at 5 K, 180 K and 300 K and pressures better then 4 × 10−11 mbar. However, none of
these cleaves resulted in a significant suppression of the intensity of the surface bands.
Only after exposing the cleaved samples for ∼ 60 s to pressures in the range of 10−9 mbar
in an un-baked load-lock we were able to diminish the intensity from the SB. The Fermi
surface measured at T = 5 K and p < 4 × 10−11 mbar from a surface treated in this
way is presented in figure 4.2 (a). Besides the bulk bands we observe three additional
pockets translated by a reciprocal lattice vector of the reconstructed surface. They can be
attributed to diffraction replica of the bulk bands. The existence of diffraction replica is
consistent with LEED data [17] showing the persistence of a
√
2×√2 reconstruction after
cleaving at elevated temperature. The excellent agreement of the bulk band structure seen
in ARPES with dHvA and band structure calculations indicates that DR are final state
umklapps and not arise from a significant perturbation of the potential in deeper RuO2
layers with the periodicity of the surface.
The complete Fermi surface of Sr2RuO4, showed in figure 4.2 (b, c), is composed of:
the bulk bands (blue contours, α, β and γ pockets fully consistent with dHvA and LDA),
the surface bands (red contours) and the back-folded bulk bands (green contours).
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(a)
(b) (c)
(d) (e)
hv = 21.2 eV, T=5K
hv = 21.2 eV, T=5K hv = 21.2 eV, T=5K
hv = 21.2 eV, T=5K hv = 21.2 eV, T=5K
Figure 4.2: Fermi Surface of Sr2RuO4: (a) FS measured after room temperature cleave
and p < 1× 10−9 mbar, the blue contours indicate the TB FS, (b) FS measured after low
temperature cleave and p < 4× 10−11, (c) ARPES FS with TB surface layer bands (red),
TB bulk bands (blue) and TB bulk DR bands (green), (d) FS with TB bulk bands only,
(e) FS with TB surface bands only. Dashed line indicates SB Brillouin zone.
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From an analysis of LEED IV curves, Matzdorf et al. [71] estimated a rotation angle
of the surface octahedra of θ∆ ∼ 6− 9◦. This is consistent with the value of θ∆ = 6◦ for
which Shen et al. reported the best match between LDA calculations for an artificially
distorted bulk structure and their ARPES data [64]. Here we extended these calculations
by studying a slab of Sr2RuO4 consisting of a single RuO2 plane in-between two SrO2
planes as illustrated in figure 4.3. The vacuum layer between two slabs was set to 6 A˚
and the calculations include spin-orbit interaction.
RuO2
Vacuum
Vacuum
SrO2
SrO2
(a) (b) (c)
Figure 4.3: Slab used for the band structure calculations of the surface layer of Sr2RuO4.
(a) crystal plane stacking along the c direction in the slab, (b) single layer of RuO6
octahedra with the Sr atoms removed for clarity, (c) the ab plane unit cell of the surface
layer.
The results for different rotation angles θ∆ = 0−12◦ are presented in figure 4.4. Due to
the reduced hopping via apical O px/y orbitals the bandwidth of the dxz/yz bands decreases
from 1.8 eV in the bulk to 1.3 eV in the slab, whereas the dxy bandwidth does not change
from the bulk value of 3.6 eV. Due to rotation of the octahedra the dxy and dx2−y2 orbitals
are no longer orthogonal and thus hybridise creating a new band with minima at the Γ
and M points. The minimum at the M point acquires a strong dx2−y2 character (green
line in figure 4.4) whereas the minimum at the Γ point retains the dxy character (red line
in figure 4.4).
The rotation of the octahedra changes the bandwidth and the crystal field splitting of
the dxy and dx2−y2 bands. This is clearly visible by comparison of the position of dx2−y2
and dxy minima relative to each other. For θ∆ = 0, the dx2−y2 minimum is 0.25 eV above
the dxy minimum, whereas for θ∆ = 12
◦ the situation changes by pushing the dx2−y2
minimum 0.1 eV below the dxy one. The octahedra rotation has a negligible influence
on the dxz/yz bands because the dominant hoppings are via the rotationally symmetric
O pz orbitals. By comparing calculated band structure along ΓM for different θ∆ with
ARPES data shown in figure 4.6 we find that 6◦ gives the best match confirming the value
obtained by Shen et al. [64].
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 θ∆  
Figure 4.4: Surface layer band structure for different rotation angle of the slab octahedra θ∆. Green denotes dx2−y2 orbital
character, red dxy orbital character and blue dxz/yz orbital character.
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The Fermi surface and band structure of the surface layer were measured after cleaving
the samples at 10 K and pressures better then 4.5 × 10−11 mbar. Figure 4.5 shows the
expected band structure along ΓM and MX direction including surface and bulk bands
calculated within LDA. Both directions are equivalent for the surface band structure but
strong overlap with the bulk bands along ΓM direction could potentially make the analysis
unreliable for this cut.
Γ Γ
(a) (b)
ΓΓ
Figure 4.5: LSDA+SOC surface layer band structure for θ∆ = 6
◦ (the SOC gaps were
artificially closed for clarity): (a) along MX direction, (b) along ΓM direction. The red
lines denote surface bands and the black lines denote the bulk bands.
On figure 4.6 we present the band structure measured along MX direction. The
 α (dxz/yz)
 β (dxz/yz)
 γ (dxy)
bulk bandsΓ hv = 21.2 eV, T=5K
Figure 4.6: ARPES vs LSDA+SOC surface band structure along MX direction.
LSDA+SOC band structure was renormalized as described in the text.
rotation angle can be estimated accurately by the positions of two minima discussed
before relative to the Fermi level. We do not observe any spectral weight at Γ (X) point
meaning that the dx2−y2 minimum must be located above the Fermi level. However, at
the M point we clearly see the band bottom of the dxy band. The same position of both
features relative to the Fermi level is found in the calculated band structure only for
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θ∆ = 6
◦. For θ∆ = 7◦, the dx2−y2 part of the band is already below the EF and for θ∆ = 5◦
the dxy part is still above it, which is not consistent with the observed spectra.
Figure 4.7 presents the band structure measured along ΓM direction. The change
Γ Γ
 α (dxz/yz)
 β (dxz/yz)
 γ (dxy)
 bulk bandsΓ hv = 21.2 eV, T=5K
Figure 4.7: ARPES vs LSDA+SOC surface band structure along ΓM direction.
LSDA+SOC band structure was renormalized as described in the text.
of the relative band intensity compared to MX direction is due to matrix element effects
discussed in Chapter 2. The measured Fermi velocities of the bands show exactly the same
values as for the MX direction meaning that spectral weight of the bulk bands compared
to the surface bands is negligible.
M Γ
α2
γ
γ1
β
δ
(a) (b)
Figure 4.8: Panel (a) band structure of the surface along ΓM direction from LSDA+SOC
calculations. Color lines denote the EDC positions showed in panel (b). EDCs show a
peak dispersing below Fermi level and a large shoulder above it indicating another peak
just above EF. Clear two peak structure indicates opening of the gap, in this case driven
by the SOC.
A feature that distinguishes our measurement from previous studies is the observation
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of a gap induced by spin-orbit coupling between β and γ1 bands, as presented in figure
4.8. All EDC’s along the colored lines show spectral weight above the Fermi level. Right
at the crossing between β and γ1 bands, at the position of the blue line, the EDC shows
a peak below the Fermi level and a large shoulder above it, indicating another peak just
above EF. This means that the spin-orbit gap opens right at the Fermi level. Thus the
topology of the Fermi surface differs from that reported by Shen et al. [64], which is
reproduced in figure 4.1.
The LDA+SOC calculation of the surface layer Fermi surface for θ∆ = 6
◦ is presented
in figure 4.9. Due to spin-orbit coupling the dxy band hybridises with dxz band opening a
gap at the Fermi level. This leads to changes in the Fermi surface. The three fundamental
surface bands, which are split off the corresponding bulk bands recombine into a square
pocket around the Γ point (α1) and two lens shaped pockets (β and γ1) created with
hybridised dxy and dxz/yz character. These sheets are intriguingly similar to Fermi surface
sheets observed by Tamai et al. in Sr3Ru2O7 [72]. We therefore follow the notation
introduced in this paper.
(a) (b) (c)
α1 γ1
β
Γ
X
X X
X
MΓ
X
X X
X
M M M M
Figure 4.9: Fermi surface of the top-layer of Sr2RuO4: panel (a) from plain LDA cal-
culations - blue contours denote dxz/yz and red dxy orbital character. Panel (b) Fermi
surface from LSDA+SOC calculations. SOC causes hybridization between the dxy and
dxz/yz orbitals resulting in a opening of the gap at the Fermi level along the ΓM direction.
This changes the Fermi surface topology from that proposed by Shen et al. in Ref. [64].
Panel (c) shows the Fermi surface of Sr3Ru2O7 reproduced from [72]) for comparison.
The α1 pocket is a simple equivalent of the α pocket of the bulk of Sr2RuO4 and is
hole-like and purely dxz/yz in orbital character. Backfolding into the surface changes the
shape of the β sheet from almost square-like to lens-shaped but does not change orbital
character or polarity compared to the bulk. γ1 is reminiscent of the bulk γ band but
hybridises with β to create an electron pocket with complex shape.
The main difference of the Fermi surface of the Sr2RuO4 surface layer and bulk
Sr3Ru2O7 is thus the doubling of the number of bands at the Fermi level due to the
bilayer structure of Sr3Ru2O7. Furthermore, due to the higher rotation angle of θ∆ = 7
◦
in Sr3Ru2O7, its dx2−y2 band crosses the Fermi level creating two circular pockets (δ) at
the Γ point.
Intriguingly the mass renormalization factors in Sr3Ru2O7 are much higher then those
of Sr2RuO4 [72]. The mechanism responsible for this effect is not understood yet. How-
ever, the similarity between the band structure of the top-layer of Sr2RuO4 and the bulk
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of Sr3Ru2O7 allows us to isolate the effect of the octahedra rotation on the mass enhance-
ment. For α1 the renormalization factor was calculated as a ratio of vF,LDA to vF,ARPES.
Because neither γ1 or β crosses the Fermi level along the ΓM direction, a different ap-
proach was applied. For γ1 we compared the curvatures of the LDA and ARPES bands
at the band bottom. For β, the slope of the band between -0.012 eV and -0.015 eV was
compared to that of LDA in the corresponding energy window. Table 4.1 summarizes the
renormalization factors for the bulk and the surface of Sr2RuO4 and the bulk of Sr3Ru2O7.
bulk Sr2RuO4 surface Sr2RuO4 (ΓM) Sr3Ru2O7 (ΓM)
α1 3.0 3.9 9
β 3.5 4.5 7
γ1 5.5 6.7 8.5
Table 4.1: Summary of mass renormalization factors for the bulk and the surface of
Sr2RuO4 and the bulk of Sr3Ru2O7. Values for the bulk of Sr2RuO4 are from [73] and for
Sr3Ru2O7 from [72].
With this approach we find renormalization factors of the surface layer of Sr2RuO4
that are ≈ 20% higher than those of the bulk but 30−50% lower than those of Sr3Ru2O7.
We caution, however, that these values may change if a single electron band structure for
a semi-infinite crystal, which would likely show a larger bandwidth of the dxz/yz sheet,
would be used. However, even using vF,LDA of the bulk α band for the surface α1 pocket
does not reproduce the large renormalization found in Sr3Ru2O7. Hence, we conclude that
the rotation of the octahedra plays some role in the ruthenate family but cannot explain
the marked difference in the mass renormalization factors and thermodynamic properties
between single and double layered compounds.
Instead, the unusually high mass enhancement in Sr3Ru2O7 might be related to the
redistribution of charge within RuO2 bilayer and/or the energy of the van Hove singularity.
Intriguingly, its position relative to the Fermi level in these three systems scales with the
strength of the interactions. In bulk Sr2RuO4 it was found 14 meV [74] above the Fermi
level, in the surface layer of Sr2RuO4 it lies 10 meV below the Fermi level and in Sr3Ru2O7
4 meV [72] below the Fermi level.
4.2 Momentum dependent mass renormalization
The fact that Sr2RuO4 is a strongly correlated metal is reflected in the large enhancement
of the effective masses. Experimental values show a factor of two higher mass renormal-
ization for the γ band (≈ 6) than for the α and β bands (≈ 3). This pronounced mass
anisotropy is rather surprising as all the bands belong to the same t2g manifold and the
on-site correlations are equal for all of them at least within standard Hubbard models
[75, 76]. The band structure calculations revealed van Hove singularity in the dxy band
14 meV above Fermi level localized at M point [74]. Figure 4.10 shows the density of
states from an LSDA+SOC calculation projected on dxy and dxz/yz orbitals. Because the
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Figure 4.10: Single-electron density of states for dxy and dxz/yz orbitals. The peak in the
density of states related to van Hove singularity which was found to be 14 meV above the
Fermi level in ARPES [74] experiments lies at 40 meV in the calculations.
enhanced DOS in the vicinity of the Fermi level may increase the renormalization, the
orbital anisotropy in Sr2RuO4 was primarily ascribed to the proximity of the van Hove
singularity [60, 76]. However, recent DMFT calculations [77] showed that the effective
mass anisotropy between the in-plane and out-of-plane orbitals can at least partially be
explained by the Hund’s rule coupling J . Higher values of J do not only increase overall
the values of the mass renormalization factors but also the anisotropy.
In table 4.2 we have summarized the mass renormalization factors from de Hass van
Alphen, ARPES measurements and DMFT calculation reported in the literature. The
Fermi Surface Sheet α β γ
dHvA [73] 3.0 3.5 5.5
ARPES [67, 74] 2.4 6
DMFT[77] 2.4/3.3 2.4/3.3 3.2/4.5
Table 4.2: Summary of mass renormalization factors. Values of DMFT factors where
obtained for constant U = 2.3 eV and J = 0.3/04 eV.
DMFT results are in reasonable agreement with the experimental values for the α and
β bands but underestimate the mass renormalization for the γ band. The authors of
[77] concluded that the higher experimental value for the in-plane orbital is likely due to
proximity of the van Hove singularity.
It is an open question whether the van Hove singularity can result in a momentum
dependent mass renormalization, enhancing the mass only in its vicinity, or if it leads
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to an isotropic self-energy. The dominant interaction responsible for the mass renormal-
ization in Sr2RuO4 is electron-electron scattering, which is exponentially screened in a
three-dimentional Fermi liquid and thus has no momentum dependance in simple metals.
However, the large number of states with similar k near a van Hove singularity might al-
ter the general result and lead to a non-local electron-electron interaction, which in turn
would result in a momentum dependent self-energy.
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Figure 4.11: Bands structure of Sr2RuO4: panel (a) along ΓX direction, panel (b) along
ΓM direction. For ΓM the γ band has a factor of two lower Fermi velocity than the β
band, while for the ΓX direction all three bands disperse almost parallel.
In order to address this question we first investigate the band structure of Sr2RuO4
along the high symmetry directions ΓM and ΓX. Figure 4.11 shows ARPES data taken
at 8K after cleaving the samples at room temperature and pressures of ∼ 10−9 mbar in
to order to diminish the intensity of the surface bands. This data immediately reveals a
striking difference in Fermi velocities. Along the ΓM direction the γ band has roughly a
factor of two lower Fermi velocity than the β band whereas all three bands disperse almost
parallel along the ΓX direction. Comparing this data to single-electron Fermi velocities
obtained from LDA+SOC calculations we determined the mass renormalization factors,
shown in table 4.3. Intriguingly, the measured effective masses for both, γ and β sheets,
show a marked anisotropy between the ΓX and ΓM directions. The high anisotropy
ΓM ΓX MX
α - 2.5 2.4
β 3.4 4.1 −
γ 5.8 3.2 −
Table 4.3: Mass renormalization factors measured by ARPES along high symmetry di-
rections.
of the γ band renormalization points towards an enhanced self-energy near the van Hove
singularity at the M-point. However, the anisotropy observed for the β band is unexpected
and does not fit this scenario. The presence of a k-dependent renormalization in both
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δ
Γ
Figure 4.12: The geometry for the radial measurement of the band structure. δ denotes
the azimuthal angle.
bands rather indicates a common origin of the effect. In order to test this hypothesis we
measured the quasiparticle band structure along radial cuts as indicated in figure 4.12.
The raw data for six example band structure cuts is presented in figure 4.13, and
reproduced in figure 4.14 together with peak positions and single-electron LDA+SOC
bands.
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Figure 4.13: Band structure measured along the radial cuts, defined in figure 4.12.
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Figure 4.14: Same data as in figure 4.13 together with extracted dispersion curves. The green lines denote single-electron bands
calculated by LSDA+SOC, red dots denote the peak positions of the γ band and blue dots denote the peak positions of the β
band.
74
The Fermi velocities of the β and γ bands change as the function of azimuthal angle
δ. In order to exclude the possibility that the observed angle dependance is entirely due
to band structure effects, we have calculated the single-electron Fermi velocities for the β
and γ bands for the same cuts in momentum space using LDA+SOC and compared them
to the measured ones. The results are presented in figure 4.15. The LDA calculations
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Figure 4.15: Fermi velocities measured in ARPES and calculated by LSDA+SOC as a
function of azimuthal angle δ for: (a) the γ band and (b) the β band. Dots are the
measured/calculated values and the lines provide guides to the eye.
show an almost constant Fermi velocity as a function of azimuthal angle for the β band.
The ARPES data show the same trend up to δ ≈ 30◦ were they start to drop. The
single-electron values for the γ band, on the other hand, show a non-monotonic behavior.
They increase up to 30◦ before they start to decrease slightly.
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Figure 4.16: Renormalization factors as a function of the azimuthal angle δ calculated
using Fermi velocities shown in figure 4.15. The red line is for the γ band and the blue
line for the β band. Dots are the measured/calculated values and lines are guides to the
eye.
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Values measured in ARPES show initially a very similar trend but at δ = 30◦ they do
not turn over but instead continue to increase. This change confirms the mass anisotropy
found before and reveals that the mass renormalization factor has a strong momentum
dependance for both bands. Figure 4.16 presents the mass renormalization factors as
a function of azimuthal angle δ, calculated using the Fermi velocities presented in figure
4.15. The fact that the mass renormalizations of the β and γ bands are constant below 30◦
and start to change simultaneously in both bands above 30◦ strongly suggest a common
origin of the momentum dependance. In the following we show that hybridization due
to strong spin-orbit splitting is the primary reason for the momentum dependance of the
renormalization and can account for the effects observed in both bands.
Due to the crystal symmetry hybridization between dxy and dxz/yz orbitals is only
possible through spin-orbit coupling. In Chapter 3 we showed how SOC leads to changes
the Fermi surface by opening gaps between the γ and β bands. This effect also affects the
orbital content of these sheets. In figure 4.17 we show the orbital character of the β and γ
bands as a function of azimuthal angle for kz = 0. Evidently, its evolution with angle shows
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Figure 4.17: The orbital content for the β and γ band for kz = 0.
a striking similarity to the observed momentum dependence of the mass renormalization.
The dominant orbital content (dxy for the γ band and dxz/yz for the β band) starts to
decrease around 25◦ and the final orbital character along ΓX is an admixture of both
orbitals. Based on the orbital mixing we can model the mass renormalization factor for a
given band by a linear combination of the orbital renormalization constants
Z−1FL =
(
1− ∂<eΣ
∂
)∣∣∣∣
=F
=
vF,ARPES
vF,LDA
(4.1)
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(see section 2.3.1 for details) and the orbital content:
Z−1FL,γ(δ) = Z
−1
xy ×Dxy,γ(δ) + Z−1xz ×Dxz,γ(δ),
(4.2)
Z−1FL,β(δ) = Z
−1
xy ×Dxy,β(δ) + Z−1xz ×Dxz,β(δ),
where Di,j denotes the orbital content of orbital i in a band j. Before we go into details of
the model we will first discuss the kz dispersion of the Sr2RuO4 bands. As shown in figure
4.18 the γ band almost does not change along kz as it is derived from the in-plane dxy
orbitals. However, the kz - dispersion of the α and β bands generated by the out-of-plane
dxz/yz orbitals is sufficiently large to cause crossings between the β and γ sheets for kz = 0
to kz = 0.5 which disappears disappears for kz = 0.75 to kz = 1. Here, kz is given in
units of pi
c∗ with c
∗ = c
2
, so that a value of 1 corresponds to the Brillouin zone boundary.
In figure 4.19 we illustrate the effect of this slight kz - dispersion on the orbital mixing by
Figure 4.18: Fermi surface of Sr2RuO4 for different values of kz. Calculations were per-
formed without spin-orbit coupling for easier identification of the changes along kz axis.
comparing LDA with LDA+SOC calculations for two extreme cases: kz = 0.25 for which
the overlap is largest and kz = 1 where the separation between the β and γ sheets has
the highest value.
LDA LDA+SOC
dxz dxy dxz dxy
LDA+SOCLDA
(a) (b)
(c) (d)
(e) (f )
(g) (h)
kz = 0.25 kz = 1.0
Figure 4.19: Comparison of the topology and the orbital mixing for the FS of Sr2RuO4
at kz = 0.25 panels (a-d) and at kz = 1 panels (e-h). Clearly the orbital mixing is much
stronger for kz = 0.25, for which the overlap between the β and γ bands is present.
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Clearly, the orbital mixing is much stronger for kz = 0.25 where the overlap between
the β and γ sheets is large and increases towards ΓX.
In order to follow the change in the strength of the orbital mixing with kz we have
calculated the band structure and the orbital character for both high-symmtery directions
along the kz axis. The results of the calculations with and without spin-orbit coupling are
presented in figure 4.20. Along the ΓM direction γ and β show almost no kz dependance
of the Fermi wave vector and orbital character: γ remains almost purely dxy- and β
dxz/yz-like. The situation changes drastically for the ΓX direction where β shows a strong
variation of the Fermi wave vector along the kz axis within LDA. It initially increases and
after “meeting” the α band at kz = 0.3 it starts to decrease, crossing γ at kz = 0.6 from
where it continues to decrease. Introducing spin-orbit coupling almost entirely removes
the kz dependence of the Fermi wave vector. However, it induces orbital mixing with
a pronounced kz dependence. Within LDA+SOC the γ sheet is more dxz/yz-like below
(a) (b) (c) (d)
(e) (f) (g) (h)
- γ
- β
- α
Γ Γ Γ Γ
Γ Γ Γ Γ
X X X X
MMMM
LDA LDA+SOC dxy dxz/yz
Figure 4.20: Band structure of Sr2RuO4 as a function of kz for two high symmetry
directions. Panels (a) and (e) show the results of LDA calculations without SOC and
the rest of the panels including SOC. Colour code in panels (a), (b), (e) and (f) denotes
the FS sheet while in panels (c), (d), (g) and (h) the orbital content.
kz = 0.6 whereas above that value it retains its “original” dxy character and vice versa for
the β beta band. The strong kz dependance of the orbital mixing means that knowledge of
experimental value of kz is crucial. From recent studies of the band structure of Sr2RuO4
as a function of phonon energy hν [78], the normal component of the Fermi wave vector
for hν = 21.2 eV can be estimated as kz ≈ 0.6 at k‖ ≈ FS - crossing.
Because the experimental value of kz has some uncertainty we will estimate the or-
bital masses using the fact that the orbital content is constant along the kz axis for the
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ΓM direction. From equation 4.2 we can fit mxy and mxz/yz to give the best match
to m∗ARPES,j(ΓM,kz = 0) for Di,j(ΓM,kz = 0). Obtained orbital masses can be then
used to calculate m∗j(δ, kz) for Di,j(δ, kz). Furthermore we have fixed the orbital mass
ratio to mxy = 1.6 ×mxz/yz as given by the DMFT calculations [79]. The experimental
anisotropy for the ΓM direction is found to be 1.8, meaning that the theoretical value will
either underestimate m∗γ or overestimate m
∗
β. Because the latter case is unphysical we
find the orbital masses by fitting equation 4.2 to m∗ARPES,β which gives m
∗
xz/yz = 3.2 and
m∗xy = 5.1. Using these values and orbital content Di,j(δ, kz), presented on figure 4.21, we
have calculated m∗j(δ, kz) for kz = [0, 1; 0.1]. The results are shown in figure 4.22.
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Figure 4.21: Orbital content of the γ and β bands as a function of azimuthal angle for different values of kz.
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Figure 4.22: Mass renormalization factors as a function of azimuthal angle δ obtained from ARPES compared to mass renor-
malization factors calculated from orbital mixing for different kz assuming constant orbital renormalization constants given by
Z−1FL,xz = 3.2 and Z
−1
FL,xy = 5.1.
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From the results obtained within our model we conclude that for the experimental
value of kz ≈ 0.6 the renormalization factor of the β band Z−1FL,β(δ, kz = 0.6) almost per-
fectly agrees with the experimental, which means that the renormaliztion factor of dxz/yz
orbital is momentum independent. The effect on the γ band on the other hand is repro-
duced qualitatively only. In particular the model underestimates the renormaliztion along
ΓM. This could indicate additional many-body effects, possibly caused by the vicinity of
the van Hove singularity. However, a full understanding of such effects would require
more theoretical work, which is beyond the scope of this thesis.
Another factor supporting the orbital mixing scenario is the completely isotropic ve-
locity of the α band. The mass renormalization factor for the ΓX direction is Z−1α = 2.5
(see table 4.3). This value is very close to the one given by Ingle et al. [67] for a cut
along the Brillouin zone boundary (MX). We have repeated the measurement along MX
to confirm the isotropy of the mass renormalization for the α band. Given that the orbital
mixing is absent for this pocket (see figure 4.21) this strongly supports the above scenario.
Fermi velocities and renormalization factors for all bands are summarized in table 4.4
Finally we note that the enhanced renormalization of the γ band is intimately related
to a kink in this band around 40 meV below the Fermi level that can readily be observed
in the dispersion plots in figures 4.13 and 4.14 . We will discuss the kink and its possible
origin in the next section.
ΓM ΓX MX
vF,LDA vF,ARPES Z
−1 vF,LDA vF,ARPES Z−1 vF,LDA vF,ARPES Z−1
α - - - 2.7 0.92 2.5 2.55 1.07 2.4
β 2.9 0.87 3.4 2.78 0.68 4.1 - - -
γ 2.25 0.39 5.8 2.6 0.82 3.2 - - -
Table 4.4: Mass renormalization factors measured by ARPES along high symmetry di-
rections.
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4.3 Orbital selective kink in the bulk bands
The origin of the orbital selective kink, which was first observed by Iwasawa et al. [68], is
still an open question. The authors of Ref. [68] ascribed it to electron-phonon coupling
enhanced by ferromagnetic fluctuations. Here we will show that an alternative explanation
may also come from electron-electron interaction. In contrary to the work of Iwasawa et al.
[68] our data clearly show that the coupling strength, has a strong momentum dependence.
In figure 4.23 we present four example band structure cuts for δ = 0◦, 25◦, 35◦ and 40◦ with
fitted peak positions (red markers) and bare LDA dispersions (green lines). Clearly, the
δ =25 δ = 35 δ = 40δ = 0
vlow
vlow
vlow vlow
vhigh
vhigh
vhigh
Figure 4.23: Momentum dependent kink in the γ band for selected azimuthal angles. Red
markers: fitted peak positions from ARPES data, green lines: bare LDA bands, black
and blue lines: linear fits to the dispersion above and below the kink respectively.
kink strength weakens with increasing δ, which suggest that its momentum dependence
may be driven by the orbital mixing. In order to quantify this trend we have evaluated
its strength as a ratio of the band slope vhigh below (high binding energies) and vlow above
the kink (low binding energies) indicated by blue and black lines in figure 4.23:
λR =
vhigh − vlow
vlow
(4.3)
In figure 4.24 we compare the evolution of λR with azimuthal angle δ and the mass
renormalization factors of the β and γ bands. Clearly, the kink strength shows a very
similar momentum dependence as the renormalization of the γ band. In particular, it
rapidly drops to zero at an azimuthal angle of δ ≈ 30◦, where the orbital mixing starts.
This is consistent with the fact that no kink is observed in the β bands and strongly
suggest that λR is highly orbital dependent.
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for β and γ bands, respectively. The kink strength λR is shown in green. Lines are guides
to the eye.
In the next two sections we will try to address possible mechanisms responsible for the
kink. We start by modeling the data using electron-phonon interaction only, as proposed
by Iwasawa et al. [78]
For the analysis we have chosen the band structure cut for δ = 15◦, for which the
γ band could be traced down to EB = 150 meV. In figure 4.25 we compare the experimen-
tal dispersion with simulations assuming either Debye spectrum of phonons or multiple
Einstein modes with different coupling constants. Excellent agreement with the experi-
ment can be achieved using five boson modes located at ≈ 20 meV, ≈ 40 meV, ≈ 60 meV,
≈ 90 meV and ≈ 150 meV with coupling strengths λ = 0.8, 0.8, 0.8, 1.0 and 0.8 respec-
tively. This, however, does not imply that the model is physically meaningful which
appears questionable, given that electron-electron interaction was neglected in those fits.
This will lead to an overestimation of the coupling constants. However, the mode fre-
quencies should remain valid even after expanding the model to include electron-electron
correlations. Though, a mode energy of 150 meV, which is significantly higher than all
optical phonons, is not physical.
We next discuss to what extent electron-electron interaction can reproduce the highly
structured self-energy shown in figure 4.25 (e). As showed in Chapter 2, for low frequencies
the self-energy of a three-dimensional Fermi liquid is given by
Σ() = α+ iβ2 (4.4)
i.e. the real part of the self energy is linear. The parameter α is in general is unknown due
to many contributions to the mass renormalization factor that are not easy to separate.
In the following we use Zel−el = 0.47 found in a detailed ARPES study for the α band
by Ingle et al., which we further decrease to Zel−el = 0.3 to account for the orbital
anisotropy discussed in the previous section. In figure 4.26 (b) and (c) we show the
spectral function calculated assuming electron-electron interaction only with Zel−el = 0.47
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Figure 4.25: Modelling of the kink in the γ band by electron-phonon coupling. Red
markers: fitted peak positions, green lines: single-electron dispersion, black line: simu-
lated spectral function with =mΣ = const. and different real parts for the electron-phonon
self-energy. (b) Debye spectrum of phonons with θD = 40 meV [80] and λ = 2.5. (c) and
(d) simulations assuming several Einstein modes with frequency and coupling strength
given in the figure. (e) comparison of the experimental and simulated real parts of the
self-energy.
and Zel−el = 0.3. Clearly, the simple Fermi liquid scenario can not account for the
observed spectral function, as the model electron-electron self-energy quickly exceeds the
experimental values.
(a) (b) (c) (d)
ReΣ
E (eV)
Figure 4.26: Modelling of the kink in the γ band by Fermi liquid scenario. Red markers:
fitted peak positions, green lines: single-electron dispersion, black line: simulated spectral
function with =mΣ = const. and different real parts of the 3D Fermi liquid self-energy.
(b) Z−1el−el = 0.47, (c) Z
−1
el−el = 0.3 and (d) comparison of the experimental and simulated
real parts of the self-energy.
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The most striking feature is that the observed <eΣ() rapidly decreases at energies
above ∼ 100 meV, while within the simple Fermi liquid scenario it should monotonically
increase (see figure 4.26 (d)).
However, this type of behavior of the self-energy could be explained by a more realistic
treatment of electron correlations incorporating the crossover from the coherent to the
incoherent regime of the Fermi liquid, which we will further discuss in the following.
As described in Chapter 1, the Fermi liquid concept of quasiparticles holds only if the
quasiparticle decay rate is much smaller than its energy. This means that for some  > ∗
quasiparticles become short lived and the Fermi liquid description is no longer valid.
(a)
(b)
Figure 4.27: (a) Spectral function with three peak structure induced by correlations, (b)
the real part of the self energy with kinks located at ±ω∗. Figure reproduced from [81].
Crossing from this so called incoherent regime to the coherent Fermi liquid coincides
with a change of the slope of the real part of the self energy causing a kink in the band
structure at  = ∗. Such electronic kinks are now understood to be a generic feature of
DMFT calculations and were first reported for SrVO2 by Byczuk et al. [81]. On figure
4.27 we reprint the spectral function and real part of the self energy from [81].
The strong correlations cause the spectral function to decompose into three peaks.
The main peak at the Fermi level with the coherent part for  < |∗| and two incoherent
peaks at higher binding energies that evolve into Hubbard bands for sufficiently large U.
This three-peak structure of the spectral function has strong consequences for the shape
of the self-energy. First, at  = ∗ the slope of <eΣ() changes, generating a kink in the
band dispersion and then at  = ±Ω, at the dip in the spectral function, <eΣ() turns
over and decreases until it saturates at some negative value.
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In a recent DMFT study [77] Mravlje et al. suggested that the kink observed at 40 meV
in the γ band of Sr2RuO4 could be caused by the crossover into the incoherent regime.
To explore this idea we compare in figure 4.28 simulated spectral functions with ARPES
data. Because authors of of [77] do not show the full spectral function or self-energy we
use the real part of the self-energy from Liebsch and Lichtenstein [60] as a starting point.
Because the mass renormalization factor given by Liebsch and Lichtenstein is three times
smaller than measured value we expect to see a large difference between the simulated
and measured dispersion.
E (eV)
ReΣ
(a) (d)(c)(b) (a)
Ω1 Ω2
ε1 ε2
Figure 4.28: Modelling of the kink in the γ band by Fermi liquid cross-over scenario. Red
markers: fitted peak positions, green lines: single-electron dispersion, black line: simu-
lated spectral function with =mΣ = const. and different real parts of the self-energy for
the electron-electron interaction given by: (b) DMFT result from Liebsch and Lichtenstein
(ΣLL), (c) and (d) ΣLL with an energy axis compressed by a factor of 4 and 8 respectively,
(e) comparison of the experimental and simulated real parts of the self-energy.
In the DMFT self-energy published by Liebsch and Lichtenstein, ∗ and Ω are located
at 200 meV and 600 meV, respectively. To improve the agreement with the experiment
we have rescaled the energy axis of <eΣ() to better reproduced the observed features.
In our data we can identify two sets of ∗ and Ω that can be well reproduced by simple
rescaling of the energy axis without changing the values of <eΣ(). For a scaling factor of
4 we get Ω1 ≈ 160 meV and ∗1 ≈ 60 meV and for a scaling factor of 8 Ω2 ≈ 90 meV and
∗2 ≈ 35 meV. Results are presented on figures 4.28 (c) and (d). Neither of the two can
fully explain observed <eΣ(), comparison is displayed on figure 4.28 (d). From here we
can conclude two possible scenarios to explain full spectral function of Sr2RuO4 measured
by ARPES:
1. Femi liquid crossover. For Ω ≈ 90 meV and ∗ ≈ 35 meV we get almost perfect
agreement with the experimental spectral function at low binding energies. However, the
high binding energy part shows strong deviations because for  > |Ω| the slope of <eΣ()
is to steep. The agreement can thus be improved further by allowing for a more shallow
decrease of the self-energy a high energy. Excellent agreement with the experiment can
be achieved by rescaling the energy of ΣLL by a factor of 8 for  < |Ω| and by a factor of
4 for  > |Ω| as shown by the green line in figure 4.29a (b). We stress, however, that this
approach is purely empirical and should be tested against improved DMFT calculations.
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Σ Σ
(a) (b)
Figure 4.29: Comparison of the real part of the self energies for: original L-L (red line),
L-L with energy axis scaled by a factor of 4 (black line), L-L with energy axis scaled by
a factor of 8 (blue line). The green line represents modeled <eΣ as described in the text,
the red markers in panel (b) represent the experimental <eΣ.
2. Fermi liquid crossover with strong electron-phonon coupling.
For Ω ≈ 160 meV and ∗ ≈ 60 meV the simulated spectral function is in good agreement
with the experimental spectral function at high binding energies. This suggests that the
low energy kinks could arise from electron-phonon coupling. We therefore extend <eΣ()
from Liebsch and Lichtenstein by adding two Einstein modes at ≈ 40 meV and ≈ 80 meV.
This gives excellent agreement with the experiment, as shown in figure 4.30 (b).
λ θ
λ θ
(a) (b) (c) (d)
ReΣ
E (eV)
Figure 4.30: Momentum dependent kink in the γ band. Red markers: fitted peak posi-
tions, green lines: single-electron dispersion, black line (in panel (b) and (c)): simulated
spectral function with =mΣ = const. and the real part of the self-energy given by: (a)
the electron-electron interaction from L-L scaled by a factor of 4 and two Einstein modes
at energies ~ω1 =40 meV ~ω2 =80 meV, (b) purely electron-electron interaction scaled
and adjusted from the original L-L dispersion.
Hence, two different, largely empirical, scenarios give a good agreement with the data.
At the present stage we cannot comment on how realistic those models are. This will
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require more detailed theoretical work. Particularly important is a numerical simulation
of the correct shape of the self-energy for the electron-electron interaction. Despite some
ambiguity, our results suggest that this part of the many-body correlations in Sr2RuO4
can not be simply regarded as a Fermi liquid and that for binding energies as low as
≈ 40 - 60 meV excitations in Sr2RuO4 cross-over to the incoherent regime.
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Summary
In this work we have studied the effects of spin-orbit coupling and many body-interactions
on the band structure of Sr2RuO4.
Using results of LSDA+SOC calculations we have constructed a tight binding model
that includes the spin-orbit coupling and used it to study the effect of a magnetic field
on the band structure of Sr2RuO4. From the results we could conclude that the exper-
imentally observed spin anisotropy can not be explained without strong many-particle
correlations leading to a charge transfer between dxz/yz and dxy orbitals.
Our ARPES study revealed a strong momentum dependence of the mass renormal-
ization factors of the bulk β and γ bands, which has not been reported previously. We
showed that this effect can be explained semi-quanitatively by the orbital anisotropy of
the self-energy found in DMFT calculations and spin-orbit induced orbital mixing along
the β and γ Fermi surface sheets. Furthermore, our data demonstrated that the large and
momentum dependent renormalization of the γ sheet can be attributed to a kink in the
dispersion around EB ≈ 40 meV.
To find the origin of the kink we have studied different many-body models. From
the results we could conclude, that a simple Fermi liquid model cannot account for the
observed self-energy. However, it might be explained by a more realistic treatment of
electron-electron interactions including a cross-over to an incoherent regime for the binding
energies as low as 40− 60 meV.
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