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ABSTRACT

THE IMPACT OF ANTENNA AND RF
SYSTEM CHARACTERISTICS ON
MIMO SYSTEM CAPACITY

Matthew L. Morris
Electrical and Computer Engineering
Doctor of Philosophy

The recent growth in demand for wireless services coupled with the limited
spectrum available for these services has spawned new efforts to increase the spectral
efficiency of wireless links. Recent research has shown that in multipath propagation
environments, the spatial characteristics of the propagation channel can be exploited
to increase spectral efficiency through the use of multiple antennas at the transmitting and receiving nodes. Such multiple-input multiple-output (MIMO) systems
show promise for dramatic performance gains over their single-antenna counterparts.
However, MIMO system performance is influenced by many different factors.
Antenna array configuration directly contributes to MIMO system performance. The ability to build and integrate adaptive antenna arrays into MIMO systems
requires the development of strategies for determining which antenna array configuration best enhances performance. Since an exhaustive search of all configurations is
computationally prohibitive, this dissertation develops information theoretic based,
computationally tractable solutions for determining favorable array configurations.

The characteristics of the MIMO receiver front-end also play a large role
in determining how well the system performs. Where portable MIMO devices will
be forced to closely space antenna elements, mutual coupling can greatly impact
both capacity and diversity performance. To study strategies for mitigating mutual
coupling performance degradation, an accurate receiver front-end model is necessary.
This work realistically models amplifier noise in the receiver and determines how
matching networks may be used to improve system performance in the presence of
antenna mutual coupling and amplifier coupling.
Since MIMO systems operate by identifying optimal antenna array weights
for the channel of interest, it is surprising that array superdirectivity has yet to be
observed in theoretical solutions to the problem. When formulating system capacity
using a radiated power constraint, the capacity is shown to be overestimated due to
superdirectivity. Since superdirectivity provides for elegant theoretical results and
poor realistic performance, this work incorporates constraints into the formulation of
system capacity to arrive at phyically achievable capacity values.
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Chapter 1
Introduction
The recent growth in demand for wireless services, coupled with the limited spectrum available for these services, has spawned new efforts to increase the
spectral efficiency of wireless links. In traditional communications systems, increased
efficiency can only be obtained either by increasing the transmit signal power (which
is limited by regulatory agencies), by applying increasingly sophisticated error control
coding strategies, or increasing the bandwidth allocated to a specific user. Recent
research, however, has shown that in multipath propagation environments, the spatial
characteristics of the propagation channel can be exploited to increase spectral efficiency through the use of multiple antennas at the transmitting and receiving nodes.
Such multiple-input multiple-output (MIMO) systems show promise for dramatic
performance gains over their single-antenna counterparts.
While a great deal of research has recently appeared on antenna systems
for MIMO radios, a variety of fundamental, yet important, issues related to the
antenna properties and their impact on system performance have been overlooked.
For example, the role of antenna mutual coupling in limiting system performance
has been treated only superficially in the past. Furthermore, because MIMO systems
operate by identifying optimal antenna array weights for the channel of interest, it is
surprising that array superdirectivity has yet to be observed in theoretical solutions
to the problem.
This thesis will focus on these fundamental characteristics of the antenna
array and how they impact MIMO system performance. Modified formulations for the
channel capacity, a metric which quantifies the upper performance bound in terms of
spectral efficiency, will be derived based on rigorous inclusion of these array behaviors.
1

TX

RX
• Element positions
• Impedance matching implementation
• Array mutual coupling
• Array weights

Figure 1.1: An overview of array properties which influence MIMO capacity.

These capacity formulations will also reveal the impact of limiting array parameters,
such as the level of tolerable supergain or the complexity of the impedence matching
network attached to a coupled antenna array, on the system capacity. Figure 1.1
lists the array properties that will be considered in this dissertation. The following
sections briefly introduce each of these issues.
1.1

Antenna Selection
It has been well documented that the capacity of a MIMO system depends

on the antenna configuration [18], and therefore maximizing the system throughput may require that this configuration adapt to changing propagation conditions.
One mechanism for accomplishing this adaptation is to fabricate large arrays and
use switching networks to dynamically connect different subsets of the elements to a
smaller number of transmit and receive modules [20, 21]. To make this approach practical, however, efficient and effective methods for choosing the appropriate antenna
element subset are required.

2

Antenna selection for MIMO systems has been considered for several scenarios. For example, recent studies reveal how antenna selection can increase capacity
[22] or received signal-to-noise ratio (SNR) [23] and decrease symbol error rate [24] of
MIMO systems. Further, [25] demonstrates substantially improved symbol error rates
when using antenna selection in conjunction with simple linear receiver topologies.
However, each of these studies examines antenna selection only at one end of the link
and uses an exhaustive search to identify the optimal element set, an approach that
becomes prohibitive for large array sizes. A comprehensive look at MIMO antenna selection based upon minimizing probability of error while maximizing SNR is provided
in [26]. However, this approach again utilizes an exhaustive search for antenna selection. Alternately, [27] proposes selecting transmit antennas based upon the power
computed from the water-filling capacity solution, an approach that is compared to
the schemes derived here. Finally, [28] presents a sub-optimal yet efficient iterative
procedure for eliminating the antennas which contribute least to the capacity.
In Chapter 3, we present alternate sub-optimal yet efficient antenna selection algorithms, suitable for application to large antenna arrays, based upon metrics
derived from mutual information considerations. It is shown that with little additional computational overhead, antennas obtained using these algorithms outperform
those selected based upon power alone. Computational results obtained using realistic channel models reveal the excellent performance of the techniques despite their
computational simplicity.
1.2

Array Mutual Coupling
Providing high capacity in a MIMO system requires independence of the

channel matrix coefficients, a condition generally achieved with wide antenna element spacings. For many subscriber units, such separations are unrealistic, and the
resulting antenna mutual coupling [31] can impact communication performance.
Evaluating the impact of antenna mutual coupling on MIMO system performance has generally been approached by examining how the altered radiation
patterns change the signal correlation [32, 33] and using this correlation to derive the

3

system capacity [34]-[41]. However, this approach neglects the impact of transmit
array coupling on the radiated power as well as the power collection capabilities of
the coupled receive array connected through a matching network to the front-end amplifiers. Recent work has demonstrated how these additional considerations can be
taken into account [19, 51]. However, in past studies the noise model for the receiver
front end is overly simplistic. As a result, the prior observation that the optimal
matching network should maximize power transfer is inappropriate for typical amplifier structures with more complex noise characteristics [19]. Chapter 4 introduces
an improved noise model for this model and Chapter 5 discusses the effects that this
change in the receiver model has on the capacity of the overall system.
This improved model for a multi-antenna system with coupled antennas
is applicable to diversity receivers [64] as well as to more general MIMO systems.
Here again, past work has emphasized the effect of coupling on the radiation pattern and resulting signal correlation and has either ignored the impact of the altered antenna impedance [39]-[45] or given only limited consideration to the receive
impedance matching problem [32, 35],[46]-[48],[50]. Using our model of a matched
coupled receiver system, in Chapter 6 we create a coupled-antenna diversity receiver
that includes an improved amplifier noise model and analyze its performance based on
diversity gain. This model, while creating significantly increased analysis complexity,
allows proper characterization of antenna diversity architectures due to its realistic
representation of signal-to-noise ratio (SNR). In fact, examples using the analysis
framework with electromagnetically-characterized coupled dipoles reveal that matching for minimum amplifier noise figure can be far superior to matching for optimal
power transfer (50% improvement for the transistor used).
1.3

Amplifier Coupling
Chapter 4 - 6 focus on the impact of antenna array mutual coupling on

MIMO and diversity system performance [15],[37]-[39],[63]. These studies clearly
show that unless very sophisticated (and likely costly) impedance matching networks
are realized to connect the antennas to the transmit and receive electronics, this
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antenna coupling tends to reduce the system capacity. This understanding facilitates
effective decision-making regarding the tradeoff between antenna system complexity
and overall system performance.
While these antenna coupling studies provide a powerful framework for
analysis of MIMO systems, they neglect a second important coupling phenomenon –
that of electromagnetic signal coupling in the radio receiver front-end. As adoption
of MIMO technology increases, there will be increased desire to integrate multiple
receiver front-ends on a single chip, particularly for mobile equipment. As this integration occurs, circuit-level signal coupling will increase, potentially leading to altered
signal correlation characteristics and signal-to-noise ratio (SNR) at the front-end amplifier outputs. It is important to be able to quantify the impact of this coupling on
the overall system performance to facilitate design decisions at the circuit level.
The goal of Chapter 7 is to expand the previously-developed MIMO system
modeling framework from Chapter 4 to allow assessment of the performance degradations created by coupling in the receiver front-end amplifiers [15, 66]. This approach
develops the transfer matrix relation between the signals input to the transmit antenna terminals and the noisy signals observed at the receive amplifier outputs, and
then uses this relation to formulate the MIMO system capacity. Coupled amplifiers
are modeled using a simple yet flexible equivalent circuit. The formulation is applied
to the simple case of a MIMO system with two transmit and receive antennas, with
propagation conditions simulated using a multipath channel model. The results of
these simulations reveal that while front-end coupling does not impact capacity if ideal
impedance matching networks can be implemented, use of more practical matching
networks can lead to significant capacity degradation as the circuit coupling increases.
Having augmented the receiver model to also include amplifier coupling, the resulting
model is capable of a realistic flexible analysis of a wide variety of receiver configurations.
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1.4

Superdirectivity
Formulations for MIMO system capacity specify the properties of the op-

timal excitation and receive beamformer for the channel under consideration. Whenever we search for optimal excitations or beamforming weights of a multiple antenna
system, the possibility of superdirectivity behavior must be considered [3]-[7]. This
behavior occurs when antenna elements are closely spaced, allowing use of theoretically possible but impractical current excitations or weights that lead to very high
gain in preferred directions. If appropriate constraints are not placed on the computation to limit these types of excitations, then a properly formulated analysis may
exploit superdirectivity behavior to optimally signal over the channel.
Interestingly, it does not appear that the analysis of superdirectivity effects
in MIMO systems has yet been considered, likely due to the traditional constraints
placed on transmit excitations and assumed characteristics of the receiver noise. In
Chapter 8, we formulate an electromagnetically consistent constraint on the system
total radiated power as well as a model for noise generated external to the receive array
and demonstrate that these conditions lead to transmit and receive superdirectivity,
respectively. We then provide a framework for computing the capacity under these
circumstances for cases where the transmitter is aware and unaware of the channel.
The formulation includes a mechanism for limiting the superdirectivity effects, as
measured by the array Q factor [5]-[7], to within a bound that can be set. The
approach is applied to specific examples that highlight the effect of superdirectivity
on the capacity bound for multipath channels.
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Chapter 2
Overview - MIMO Systems
To understand the basic framework for the research to be presented in this
work, it is useful to begin by defining the general MIMO communication model and
the notation assumed in the analyses. In general, boldface uppercase and lowercase
letters will be used to represent matrices and vectors, respectively, with hi representing
the ith element of the vector h and Hij representing the element occupying the ith
row and jth column of the matrix H.
Using this notation, we will consider a narrow-band wireless system which
communicates over a multipath channel using NT and NR antennas at the transmitter
and receiver, respectively. If the NT ×1 vector of complex baseband transmit symbols
is denoted as x, where xi is the symbol transmitted from the ith antenna, then the
NR × 1 vector of received symbols can be written as
y = Hx + η = s + η,

(2.1)

where H is the NR × NT transfer matrix representing the interactions between the
transmit symbols and the receive symbols and η is a NR × 1 vector representing noise
or measurement error. In most cases and unless otherwise indicated, we will assume
©
ª
zero-mean complex Gaussian noise with covariance E ηη H = ση2 I, where I is the
identity matrix, E {·} denotes an expectation, and {·}H is the Hermitian operator.
It is the structure of this linear model of the communications system that
allows, with the appropriate knowledge of the channel matrix H, significant improvement in the system capacity. While the Shannon capacity limit for a single channel
with additive Gaussian noise is log2 (1 + SNR) where SNR is the signal-to-noise ratio,
a MIMO system provides higher capacities by allowing the user to exploit the spatial
7

diversity of the channel between transmit and receive to create independent parallel
Gaussian communication channels. It is the number and quality of these independent
channels that determine the capacity of the MIMO system.
This work models different aspects of a MIMO communication system in
an effort identify different factors that affect capacity. This overview outlines the
propagation model that is used throughout this work to specify the electromagnetic
interaction between transmitter and receiver and shows how this model contributes to
the transfer matrix H. The MIMO system capacity is also explained and computed
for two different types of constraints placed on transmit power.
2.1

MIMO Channel Modeling
The MIMO channel generally includes the propagation environment, the

physical transmit and receive arrays, and the system front-end electronics. Changes
to any of these sub-systems can have a dramatic impact on the system capacity.
The goal of this work is to examine the influence of the antenna and electronics on
performance. We will therefore assume the same propagation model for all of the
work outlined in this dissertation.
The propagation channel represents the interaction of the electromagnetic
waves and the physical scattering environment. We will assume that any scattering
by objects present in the physical environment occur in the far-field region of the
radiating and receiving antenna arrays. While this is a simplifying assumption, it has
been shown that models created under this premise can effectively predict observed
transmit to receive propagation transfer functions [12].
The propagation model, the Saleh-Valenzuela Model with Angle of Arrival/Departure (SVA), describes the propagation environment as a collection of plane
waves or “rays” that depart from the far-field of the transmitter at distinct angles and
then arrive at the receiver array far-field at different distinct angles. The individual
rays are also assumed to experience different propagation delays and to have unique
attenuation losses. For narrowband systems, the propagation delays can be modeled
by a phase shift that is incorporated into the complex path gain. The propagation
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channel is therefore described by a collection of plane waves specified by their angles
of departure(AOD), angles of arrival(AOA), and their complex path gains.
By drawing these parameters from various statistical distributions, it is
possible to create a statistical propagation model that can be used to predict the
statistics of the transfer matrix H in MIMO system studies [12]. This is accomplished by specifing a channel with L different rays, each with a complex path gain
¢
¡
βl and AOD/AOAs being represented by elevation and azimuth angles ΘTl , ΦTl and
¡ R R¢
Θl , Φl respectively. Mathematically, the function relating the propagation from
the transmitter to the receiver can be expressed as
Gr, t(ΩR , ΩT ) =

L
X

¡
¢ ¡
¢ ¡
¢ ¡
¢
T
Pl βl δ ΘR − θlR δ ΘT − θlT δ ΦR − φR
l δ ΦT − φl , (2.2)

l=1

where Pl is a unitary matrix describing the polarization characteristics of the waves
and in which the expression of solid angle, ΩR and ΩT compactly represent the spher¡
¢
¡
¢
R
ical coordinate representations of elevation and azimuth ΘTl , ΦTl and ΘR
,
Φ
rel
l
spectively. While this is the most general formulation, our studies will confine the
AOD/AOA to a the horizontal plane by setting ΘT = ΘR = π2 .
The distributions on which the complex path gain and AOD/AOA are
drawn are determined by the type of physical environment being modelled and are
influenced by the fact that the individual rays are viewed as being grouped together in
clusters. Definitions of how the rays are distributed and the implementation specifics
for this model are available in [12]-[14]. The model parameters were chosen to represent the indoor wireless environment of the 4th floor of the Clyde Building on BYU
campus as determined in [12]. With any particular realization of (2.2) the transfer
matrix elements for the MIMO system may be formulated as
I
I
Hmn = dΩr dΩt eTrm (Ωr )Gr,t (Ωr , Ωt )etn (Ωt ),
Ωr

(2.3)

Ωt

where m and n represent the mth and nth receive and transmit array elements with
far-field patterns erm and etn , respectively.
In most MIMO models, mutual coupling is ignored and all antenna elements are assumed to have the same far-field radiation patterns. With this assumption, (2.3) represents a MIMO system that is influenced only by the location and type
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of array elements and the propagation channel behavior. Knowledge of the transfer
matrix allows the computation of the theoretical capacity for the represented MIMO
system.
2.2

MIMO Capacity
The system capacity for any communications channel is defined to be the

maximum mutual information between the transmitted and the received symbols [2,
10]. For the basic MIMO communication model given in (2.1) under the assumption
that x is a vector containing Gaussian distributed random variables, the mutual
information between y and x can be expressed as
¯
¯
¯ Kxx
¯
¯ z}|{
¯
¯ H xxH HH
¯
¯
¯
MI(y, x) = log2 ¯
+ I¯ ,
2
¯
ση
¯
¯
¯
¯
¯

(2.4)

where | · | represents the matrix determinant and we have assumed E{ηη H } = ση2 I.
Defining Kxx as the covariance matrix for the transmit random variable, the capacity
is
C = max MI(y, x)
Kxx
¯¸
·¯
¯ HKxx HH
¯
¯ .
= max log2 ¯¯
+
I
¯
Kxx
ση2

(2.5)

To maximize the mutual information over all Kxx , we take the singular
value decomposition (SVD) of the channel matrix H = USVH . Substitution of this
decomposition into (2.4) gives

¯¸
·¯
¯ USVH Kxx (USVH )H
¯
¯ .
MI = log2 ¯¯
+
I
¯
σ2

(2.6)

|An×m Bm×n + In×n | = |Bm×n An×m + Im×m |

(2.7)

η

The matrix identity

allows the mutual information to be written as
¯
¯
Kt
¯
¯
¯ z }| {
¯
¯
¯ V H K V S 2
¯
¯
xx
+ I¯ ,
MI = log2 ¯
2
¯
ση
¯
¯
¯
¯
¯
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(2.8)

where we have used the unitary nature of U and the dimensionality of the identity
matrix is NT × NT .
We now use the fact that the determinant in (2.8) is bounded according to
the identity
dim{A}

|A| ≤

Y

Aii .

(2.9)

i=1

This results in the upper bound on mutual information
¯¸
µ
·¯
¶
NT
2
X
¯
¯ Kt S 2
K
S
t,ii
ii
log2
MI = log2 ¯¯ 2 + I¯¯ ≤
+1 ,
2
ση
σ
η
i=1

(2.10)

where equality occurs when Kt is a diagonal matrix. Since capacity is a maximization
operation on the mutual information, we will require equality and seek to maximize
the upper bound of the mutual information expression. Diagonalizing the problem
has effectively decomposed the linear system representing the MIMO system into NT
independent parallel Gaussian channels. We will maximize this mutual information
expression by choosing the optimal form of Kt subject to two different constraints.
The first and more generally accepted “Traditional Waterfilling” solution
constrains the square of the currents on the array elements such that
PT ≤ Tr{Kt }

(2.11)

where Tr{·} indicates the trace of the matrix. “Modified Waterfilling” assumes that
the power limited should actually be the radiated power and expresses the constraint
as
PT ≤ T r{Kt A}

(2.12)

where A is the appropriate matrix to cause Kt A to represent radiated power. The
following sections show how to formulate the capacity for these two constraints.
2.2.1

Traditional Waterfilling
Maximizing the mutual information with the primary constraint (2.11) and

a secondary constraint that the power used in any of the parallel Gaussian channels
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is greater than or equal to zero is accomplished using Lagrange multipliers. First the
Lagrangian is formed using the upper bound on mutual information in (2.10) as
ÃN
!
¶
µ
NT
T
X
X
Kt,ii Sii2
L=
+1 +γ
log2
Kt,ii − PT .
(2.13)
2
σ
η
ii=1
ii=1
Then the partial derivatives are computed and set equal to zero yielding


ση2
∂L
1


= K S2
2 + γ = 0.
t,ii ii
∂Kt,ii
+ 1 Sii
2

(2.14)

ση

Solving (2.14) for the power allocated to the individual channels gives the expression
¸
ση2
1
Kt,ii = − − 2 .
γ Sii
Substituting (2.15) into the expression arising from the partial
·

the Lagrange multiplier as

"
#
q
X
1
1
1
− =
PT + ση2
,
2
γ
q
S
ii
ii=1

(2.15)
∂L
,
∂γ

defines a form of

(2.16)

where q represents the number of parallel Gaussian channels to which power will be
allocated. The variable q is determined by the constraint that the power allocated to
any single channel must be greater than zero. Substituting (2.16) into (2.15) gives
the power in the ith channel as
Kt,ii

"
#
q
X
ση2
1
1
=
PT + ση2
−
.
q
S2
Sii2
j=1 jj

(2.17)

From this expression, q, the number of channels used in MIMO signaling, must be
chosen so as to guarantee Kt,ii > 0 for i ∈ [1 : q]. With the proper q, (2.17) is
substituted into (2.10) to give
C=

q
X
i=1

The quantity

PT
ση2

( "
# )
q
1 PT X 1
log2
+
Sii2 .
2
q ση2
S
j=1 jj

(2.18)

is the ratio of the total available power and the noise in a single

independent channel and is defined as the single-input single-output(SISO) signal-tonoise ratio(SNR). While various levels of the SISO SNR change the system capacity,
for the studies in this work, we will assume that the system achieves a SISO SNR of
20 dB.
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2.2.2

Modified Waterfilling
Maximizing the mutual information expression under a constraint such as

(2.11) is easily accomplished by application of the waterfilling algorithm. However, if
the radiated power is to be constrained, (2.10) must be maximized with (2.12) instead
of (2.11). This maximization under the new constraint is accomplished by modifying
the constraint and expression for the mutual information so that the waterfilling
solution can be applied to the modified problem. This modification involves defining
b xx = Kxx A = A1/2 Kxx A1/2 .
K

(2.19)

Eq. (2.19) implies that Kxx may be written as
b xx A−1/2 .
Kxx = A−1/2 K
Substituting this expression into (2.4) gives
¯
¯
¯
¯ H
bH
b
H
¯
¯ z }| {
}|
{
z
¯
¯
−1/2
−1/2
H
b
¯ HA
¯
Kxx A
H

¯
MI = log2 ¯
+ I¯¯
,
2
ση
¯
¯
¯
¯
¯
¯

(2.20)

(2.21)

an expression equivalent to (2.4). This modified expression for the mutual information
may now be maximized using the same waterfilling techniques, where the constraint
b xx } = Tr{Kxx A}
Tr{K
now limits the total radiated power [18].
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(2.22)
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Chapter 3
Antenna Selection Methods
3.1

Introduction
System capacity is a function of the propagation environment and the lo-

cation of the antenna elements in that enviromnent [18]. Therefore, one potential
approach for creating a system characterized by robust performance is to use reconfigurable antenna arrays that adapt to the environmen. Using new fabrication
techniques, for example, it is possible to construct a system which has a large number of antenna elements, but a limited number of transmitters/receivers [20, 21]. By
selecting the appropriate subset of antenna elements for a given propagation channel, the system can realize an average capacity which exceeds that of a system with
fixed transmit and receive array element locations. However, proper implementation
requires a method for determining which antenna elements should be used for a given
propagation channel. Previous studies of antenna selection methods have relied on
using exhaustive searches at one end of the communication link only. If the number
of total antenna elements on the transmit and receive arrays is increased, exhaustive
search methods are far too computationally intensive to be executed. Here, we present
alternate sub-optimal yet efficient antenna selection algorithms, suitable for application to large antenna arrays, based upon metrics derived from mutual information
considerations. It is shown that with little additional computational overhead, antennas obtained using these algorithms outperform those selected based upon power
alone. Computational results obtained using realistic channel models reveal the excellent performance of the techniques despite their computational simplicity.
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3.2

MIMO Antenna Selection Framework
Since the selection methods are based on metrics related to mutual in-

formation, we will introduce some statistical quantities necessary for the metric.
Given the the general channel model representation in Section 2.1, the capacity of
the MIMO system can be computed using the water-filling solution as outlined in
Section 2.2. This computation yields two key items: 1) the capacity in bits per chan©
ª
nel use (bits/s/Hz), and 2) the optimal transmit covariance matrix Kxx = E xxH .
©
ª
We can also compute the covariance matrices Kss = E ssH = H Kxx HH and
©
ª
Kyy = E yyH = Kss + ση2 I which are useful in the mutual information metrics
outlined later in this section. This computation assumes the system possesses perfect channel estimates, although a modified water-filling solution can instead be used
when this is not the case [29].
3.3

Selection Algorithms
The system of interest in this work possesses a larger set of antennas than

transmit or receive electronics. For example, recent research in reconfigurable antennas suggests the potential for fabricating large antenna arrays and using inexpensive,
high-performance switching networks to adaptively connect different subsets of the
elements to the transmit and receive modules [20, 21]. What is lacking is a technique for determining which subset of the antennas should be selected. For this work,
the optimal combination of transmit and receive sub-arrays is that which yields the
highest system capacity.
The most straightforward approach for selecting the optimal sub-array is
to exhaustively search over all possible combinations. However, this search quickly
becomes computationally prohibitive with increasing array size. For example, an exhaustive search to select 4 antennas from transmit and receive arrays with 16 elements
per array requires computation of the capacity over 3.3 million combinations. This
computational burden motivates the development of alternate, more efficient selection
approaches.
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The problem can be simplified if we utilize the basic information resulting
from the capacity computation, specifically the transfer matrix H and the computed
covariance matrices. Since the diagonal elements of these covariance matrices are
proportional to the average power transmitted or received by the individual antenna
elements, one simple approach would be to select those elements with highest power
as suggested in [27]. While this can be effective, for densely-packed arrays the signals
on a cluster of closely-spaced elements can all be characterized by high power but
possess similar information content. From the standpoint of capacity, it may be
better to choose only one element from this cluster and other lower-power signals
which provide additional information. This fact will be demonstrated by the results
in Section 3.5.
Effective algorithms for antenna selection should therefore look at the entire covariance matrix rather than simply the diagonal elements. One way to use
this additional information is to form decision metrics based upon mutual information (MI) quantities in combination, possibly, with the signal power. It should be
emphasized, however, that utilizing the covariance matrix for a large array to select
a sub-array will generally lead to sub-optimal results. This can be explained by recognizing that for a specific channel, the optimal transmit covariance for the subset
may be quite different from the covariance for the entire array. The goal of these
algorithms, therefore, is to achieve high performance with computational efficiency.
The proposed algorithms are iterative, meaning that at each step, computations are performed to determine which of the remaining elements should be
selected next. As such, we introduce the set A which contains the indices of the
antennas already selected in the iterative process. The transmit vector containing
the subset of signals represented in A is denoted as xA and has covariance Kxx,AA
consisting of the rows and columns of Kxx associated with the indices in A. This
notation also applies to the receive array using the substitution x → s. In describing
the algorithms, it is assumed that A has been initialized to contain at least one index.
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3.3.1

High Power and Low MI within Array
The first proposed metric for antenna selection involves choosing elements

with high signal power, but where the MI between the signal (element) under investigation and the already selected signals is low. For the transmit array, we therefore
need to first compute the MI between the signal xi on the ith antenna and the vector
of signals xA on the already selected antennas. This quantity is given as [11]
I(xi , xA ) = H(xi ) − H(xi |xA )

(3.1)

where H(·) represents the entropy. The variance of xi conditioned on xA can be
expressed as [30]
var{xi |xA } = Kxx,ii − kxx,iA K−1
xx,AA kxx,Ai

(3.2)

where, consistent with our notational convention, kxx,iA and kxx,Ai are row and column vectors, respectively, containing the elements identified by the indices in A of
the ith row and ith column of Kxx , respectively. The mutual information becomes
|Kxx,ii |
¯.
I(xi , xA ) = log2 ¯¯
¯
Kxx,ii − kxx,iA K−1
xx,AA kxx,Ai

(3.3)

It will be convenient to make the relative weight of the MI on the same order of
magnitude as the power Kxx,ii of the signal xi . Therefore as a measure of MI, we will
use the argument of the logarithm expressed as
|Kxx,ii |
¯.
Q(xi , xA ) = ¯¯
¯
Kxx,ii − kxx,iA K−1
xx,AA kxx,Ai

(3.4)

Note that the mutual information metric for signals on antennas in the receive array
is given by (3.4) after making the substitution x → s.
To generalize this result, let K represent the covariance matrix Kxx or Kss ,
depending on whether we are applying the algorithm for transmit or receive antenna
selection, respectively. A signal that has high average power Kii but has low MI with
the already selected signals will have a large value of the ratio of Kii to Q in (3.4),
or

¯
¯
¯
DiA = ¯Kii − kiA K−1
AA kAi .
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(3.5)

Note that (3.5) is simply the variance of the signal on the ith element conditioned
on the signals on the already selected elements. If these selected signals are fixed
and the signal on the element under investigation is highly correlated to the selected
antennas, then this variance will be low, suggesting that the ith antenna will provide
little additional information beyond what can be obtained from the already selected
antennas.
For the algorithm implementation, we initially select the element characterized by the highest average power so that A contains the index of this antenna.
The metric in (3.5) is then computed for all i, i 6∈ A, and the antenna producing the
highest metric is selected. The set A is then augmented to include this index, and
the process is repeated until the desired number of antennas has been selected. This
algorithm is applied to the transmit and receive arrays independently, resulting in
low computational cost.
Other methodologies for using this metric can be constructed, such as rejecting the antennas offering the lowest values of the metric either all at once or
using iterative algorithms. However, we have found that such variants generally do
not perform as well as this simple selection approach and require significantly increased computational cost since larger matrices are used in the matrix-vector products. Therefore, they will not be considered further.
3.3.2

High Transmit/Receive MI
The second proposed metric for antenna selection involves choosing ele-

ments that maximize the MI between the signals on the transmit and receive arrays.
To enable this approach for receive antenna selection, we will compute the MI between a partition yA of the receive vector y and the transmit vector x. For the signal
model in (2.1), this mutual information expression can be written as
¯¡
¢ ¯¯
¯
H
2
¯ HKxx H − ση I AA ¯
¯
¯
,
I(yA , x) = log2
¯ση2 IAA ¯
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(3.6)

where | · | represents a determinant. Again, using the argument of the logarithm leads
to

¯¡
¢ ¯¯
¯
H
2
¯ H Kxx H − ση I AA ¯
¯
¯
Q(yA , x) =
.
¯ση2 IAA ¯

(3.7)

For transmit antenna selection, we need to compute the MI between y and
a partition xA of x, or
I(y, xA ) = H(y) − H(y|xA ) = H(xA ) − H(xA |y)

(3.8)

where we have used the symmetry property of the information to arrive at the latter
equality. This last form is more computationally efficient, since vectors in the first
expression are larger than those in the second expression. However, we must compute
the covariance
TAA = cov{xA |y}
£
¤
= Kxx − Kxy K−1
yy Kyx AA
£
¤
= Kxx − Kxx HH K−1
yy H Kxx AA .

(3.9)

The argument of the logarithm in the mutual information expression will therefore
become
Q(y, xA ) =

|Kxx,AA |
.
|TAA |

(3.10)

In the selection algorithm using these quantities, we first let B i represent
the set of previously selected indices A plus the index i, where i 6∈ A. Initially, B i
contains only i. When selecting transmit or receive antennas, the value of i which
maximizes the value of Q(y, xBi ) or Q(yBi , x), respectively, is selected and added
to the set A. This procedure is then repeated until the set A contains the desired
number of antennas. In the examples shown later, this is implemented such that
the transmit antennas are first chosen to maximize (in this iterative sense) Q(y, xA ).
Then, the required covariance matrices are recomputed from the water-filling capacity
formulation using the columns of H corresponding to the chosen transmit antennas.
The receive antennas are then selected based upon these updated covariance matrices.
This approach yields substantially improved performance over simply independently
maximizing Q(yA , x) and Q(y, xA ).
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3.3.3

Transfer Matrix Row/Column Selection
Instead of using the full-array covariance matrix, we can iteratively choose

the rows and columns the transfer matrix H that offer the best incremental capacity.
We select the first transmit antenna by computing the capacity for each column of H
and choosing the column i (whose index is placed in A) that offers the largest capacity.
We then compute the capacity for the matrix formed from the already selected column
(in A) combined with each remaining column individually. The column that yields
the maximum capacity is then selected, and its index is added to A. This procedure
is repeated until the desired number of antennas has been selected. An identical
procedure can be applied to the rows of the new transfer matrix consisting of the
chosen columns to perform receive antenna selection.
3.4

Algorithmic Computational Cost
Before demonstrating the performance of the various antenna selection

algorithms, it is worthwhile to compare their relative approximate computational
costs. For purposes of this discussion, we will assume that we are selecting M out of N
antennas for both transmit and receive. The cost of the singular value decomposition
(SVD) of an n × m matrix required for the water-filling capacity computation (and
therefore covariance matrix construction) is C SVD = 12nm2 + 9m3 [9]. Therefore,
for all methods which first require construction of the full covariance matrices (size
N × N ) of the signals on all antennas, there is an initial cost of O(N 3 ), where O(·)
represents the order of the computation. We will use this notion of computational
order throughout the remainder of this discussion.
3.4.1

Signal Power
Selecting elements based on the diagonal terms of the covariance matrix

(signal power) only requires computation of the initial covariance matrices. Therefore,
this approach has computational cost O(N 3 ).
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3.4.2

High Power, Low MI within Array
In addition to the initial covariance matrix computation, at the kth iter-

ation of this approach, 1 ≤ k < M , we have N − k vector-matrix-vector multiplies
each of cost (k + 1)k operations. If M ¿ N , the cost for these operations roughly
scales as O(N M 2 ). This cost must therefore be added to the O(N 3 ) computation of
the initial SVD. This incremental cost is relatively small for small values of M .
3.4.3

High Transmit/Receive MI
In addition to the initial covariance matrix computation, we must perform

an initial N × N matrix multiply of cost O(N 3 ) as well as determinant computations
in each iteration, the largest of which has cost O(M 3 ). If M ¿ N , then the dominant
incremental cost incurred stems from the matrix product.
3.4.4

Transfer Matrix Row/Column Selection
This algorithm does not use the initial SVD required for the covariance

matrix construction, but does require computation of an SVD at each iteration. If
we first select the columns of H (transmit antennas), then at the kth iteration, 1 ≤
k ≤ M , we compute N − k + 1 SVDs of N × k matrices, each with a cost of O(N k 2 ).
Since the largest SVD (N × M matrix) dominates the cost expression, for M ¿ N we
observe a rough cost of O(N 2 M 2 ). Once the transmit antennas have been selected,
the SVD computations for the receive antenna selection are of reduced size (largest
matrix is M × M ) and therefore do not dominate the computation. More generally,
the computational cost of this approach can be somewhat less or more than that of the
other algorithms depending on the ratio of M/N . Generally speaking, we have found
this algorithm to execute faster than those requiring the initial SVD computation.
3.4.5

Exhaustive Search
Choosing M out of N antennas leads to N !/M !(N − M )! combinations

for each array. For each transmit antenna combination, we must search over all
combinations of the receive antennas, so that the total number of combinations is
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[N !/M !(N − M )!]2 . The capacity of the M × M sub-matrix must then be computed for each scenario, leading to the potentially huge overall computational cost of
©
ª
O [N !/M !(N − M )!]2 M 3 .
The conclusion of this analysis is that the algorithms which are based on
MI share roughly the same computational cost, although higher algorithmic complexity tends to lead to some additional burden. Furthermore, all approaches have a
substantially lower cost than the exhaustive search. Naturally, the feasibility of implementing these algorithms in a real-time communication system will depend on the
array sizes as well as the temporal channel variability which dictates the frequency
of updating the selected antenna subset.
3.5

Computational Examples
To illustrate the relative performance of the proposed algorithms, MIMO

channels were created using the path-based Saleh-Valenzuela model extended with
angle of departure/arrival information, outlines in Section 2.1. Square transmit and
receive apertures are subdivided into square sections, and antenna elements with
omnidirectional patterns in the horizontal plane are placed at the subdivision centers
as depicted in Figure 3.1. For each channel, the transfer matrix H is created for
the aperture under investigation, and the relevant covariance matrices are computed
using the water-filling capacity formulation from Section 2.2. The single-input singleoutput (SISO) signal-to-noise ratio (SNR) is set to 20 dB in each computation.
First, many channels were generated using the SVA model, and 150 of
these channels which offered a relatively uniform capacity distribution for 2λ square
transmit and receive apertures (λ is the free-space wavelength) were selected for the
computations. For each channel realization, 5,000 random arrays consisting of 2, 3,
4 and 8 elements and conforming to the array grid were generated, and the capacity
of each array was recorded. We will use the symbol Crandom to denote this set of
capacities for all array realizations of a given number of elements and for a given
channel. Also for each channel and array size, the capacity Csquare of a “square”
array placed around the grid perimeter was computed. For 2 and 3 element arrays ,
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Aperture Dimension

Figure 3.1: Antenna aperture divided into a two-dimensional grid. The antenna
elements are constrained to be placed at the centers of the grid cells (denoted by
dots).

this “square” array consisted of either 2 elements at opposite corners of the square, or
the isosceles triangle formed using elements at two adjacent corners and the middle
of the opposite side, respectively.
Because of the large array sizes considered here, an exhaustive search for
the optimal antenna subset is impractical. Instead, the maximum capacity value obtained from the 5,000 randomly-generated arrays is used to approximate this optimal
capacity. To assess the quality of this approximation, a specific channel realization
was created, and transmit and receive arrays consisting of 3 or 4 elements constrained
to a 3 × 3 grid on 2λ square apertures were formed. An exhaustive search was used to
identify the optimal array configurations, after which the best array out of 100, 1,000,
and 5,000 random realizations was chosen. Table 3.5 shows the capacities obtained
by these methods. As can be seen, the random search in some cases finds the optimal array, and generally provides a reasonable estimate of the optimal performance.
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Naturally, for larger grids, the ability of the random search to identify the maximum
capacity is reduced since more array realizations are needed to cover the search space.

Table 3.1: Capacity of the best array selected from 100, 1,000, and 5,000 randomly
generated arrays as well as the capacity of the optimal array obtained by an exhaustive
search for 3 and 4 element arrays placed in a 9-element grid.
# Elements
3
4

Exhaustive
Search
13.3
15.8

Random Arrays
100 1,000 5,000
12.4 13.3 12.9
14.7 15.4 15.7

Using this framework, we now explore the performance of the antenna
selection algorithms. As a first computation, the 2λ square apertures were divided
into square cells at a density of 2 cells per wavelength (16 transmit and 16 receive array
elements). For each channel and array size, the capacity of the array formed by the
antenna selection algorithm was recorded. This capacity was then normalized by the
capacity of the random array (of the same size) that yielded the maximum capacity for
the channel (max{Crandom }), or alternatively by the capacity Csquare of the square
array in the channel. Additionally, the capacities from the random array computation
were formed into a cumulative distribution function (CDF), and the percentile point
within the CDF corresponding to the capacity from the algorithmically selected array
was recorded. These numbers were then averaged over the 150 channels for each array
size. Figures 3.2 - 3.4 show the results of these computations. Figures 3.6 - 3.5 show
the same results when 4 antennas per wavelength were used to discretize the apertures.
In each case, the performance obtained when selecting antennas based solely on power
(the diagonal elements of the covariance matrix) are included.
These results show that the proposed algorithms outperform selection by
power alone. Furthermore, algorithms based on the covariance matrix tend to improve
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Figure 3.2: Selected array capacity
normalized by the maximum capacity from 5,000 random array configurations versus number of selected antenna elements. Each point represents
an average computed from 150 different channels. The 2λ apertures are divided into 2 gridpoints per wavelength
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Figure 3.3: Selected array capacity
normalized by the capacity for the appropriate square array versus number
of selected antenna elements. Each
point represents an average computed
from 150 different channels. The 2λ
apertures are divided into 2 gridpoints
per wavelength.

for larger sub-arrays that more closely mimic the abilities of the full array for which
the covariance was originally computed. For such large sub-arrays, selection based on
power alone is a reasonable approach. The performance of the selected arrays relative
to that of the square array decreases with increasing array size since the larger square
array is more able to fully exploit the channel spatial properties. This result suggests
that using a large fixed array of elements located on the aperture perimeter is a
reasonable approach for achieving high capacity.
Perhaps most striking is the observation that the selection based strictly on
the transfer matrix outperforms all other algorithms. This approach is superior since
it computes the capacity for each potential arrangement, while the other methods
estimate this capacity using the full-array covariance matrix. Selection based upon
high transmit/receive (Tx/Rx) MI performs nearly as well as the transfer matrix
approach, since maximization of this quantity is directly tied to the system capacity.
It is noteworthy that although this approach does not perform as well as the best
algorithm, it does do better than nearly all (and in most cases all) of the randomly
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Figure 3.4: Percentile performance
of the selected array capacity relative to the capacity statistics obtained
from 5,000 randomly generated arrays. Each point represents an average
computed from 150 different channels.
The 2λ apertures are divided into 2
gridpoints per wavelength.
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Figure 3.5: Percentile performance of
the selected array capacity relative to
the capacity statistics obtained 5,000
randomly generated arrays.
Each
point represents an average computed
from 150 different channels. The 2λ
apertures are divided into 4 gridpoints
per wavelength.

selected arrays, as shown in Figures 3.4 and 3.5. This observation also reinforces the
limitations of using a random search to identify the optimal achievable performance.
The observations discussed above can be reinforced by applying the antenna selection algorithms to 5,000 randomly generated channels. Apertures with
side length 2λ and discretized with 4 antennas per wavelength are used. Figures 3.8
and 3.9 show the complementary CDF of capacity for two and eight element arrays,
respectively, obtained using the different approaches. These results confirm the superiority of selection based upon the transfer matrix. They also demonstrate that for
these circumstances, very reasonable performance can be obtained simply by using a
square array around the aperture perimeter, particularly for large array sizes.
Finally, it is interesting to examine the impact of aperture size on the
algorithm performance. For this simulation, the capacity averaged from 5,000 randomly generated channels is plotted as a function of the square aperture side length.
The discretization size is 2 antennas per wavelength, and the selected array size is
4 elements. Figure 3.10 shows the capacity performance. These results confirm the
27

1.5

2
High Power
High Power + Low MI within Array
High Tx/Rx MI
Transfer Matrix Row/Column

1.4

1.6

1.2

1.4
Capacity/Csquare

Capacity/max{Crandom}

1.3

1.8

1.1
1
0.9

1.2
1
0.8

0.8

0.6

0.7

0.4

0.6

0.2

0.5
2

3

4

5
6
# Chosen Elements

7

0
2

8

Figure 3.6: Selected array capacity
normalized by the maximum capacity from 5,000 random array configurations versus number of selected antenna elements. Each point represents
an average computed from 150 different channels. The 2λ apertures are divided into 4 gridpoints per wavelength.
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Figure 3.7: Selected array capacity
normalized by the capacity for the appropriate square array versus number
of selected antenna elements. Each
point represents an average computed
from 150 different channels. The 2λ
apertures are divided into 4 gridpoints
per wavelength.

relative performance of the techniques and show that the performance benefit of the
best algorithms increases significantly with array size (the ratio of selected to available
antennas becomes small).
3.6

Summary
Several algorithms for selecting a subset from a large set of available anten-

nas for MIMO wireless communications have been presented as improvements over
exhaustive searchs or selection based only on power. The different algorithms use
an iterative approach to provide sub-optimal yet good performance with computational efficiency. The performance of the algorithms has been studied using channel
matrices obtained from a channel model known to provide good characterization of
indoor wireless multipath channels. These results show that simple iterative approaches based upon the large channel matrix or covariance matrices can produce
arrays that provide very good capacity. With continued development of large reconfigurable antennas, such algorithms could be used in practice for future generation
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capacity for 5,000 randomly generated
channels for different 2-element arrays selected by the various algorithms
compared to the performance of a 2element square array. The 2λ apertures are divided into 4 gridpoints per
wavelength.
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Figure 3.9: Complementary CDF of
capacity for 5,000 randomly generated
channels for different 8-element arrays selected by the various algorithms
compared to the performance of a 8element square array. The 2λ apertures are divided into 4 gridpoints per
wavelength.

wireless systems. The results also indicate that under certain circumstances, placing
the array elements around the perimeter of the transmit and receive apertures tends
to provide very good performance. This is noteworthy, since implementation of such
fixed arrays requires considerably less system complexity.
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channels for different 4-element arrays selected by the various algorithms compared
to the performance of a 4-element square array. The 2λ apertures are divided into 2
gridpoints per wavelength.
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Chapter 4
Network Receiver Model
4.1

Introduction
As MIMO capabilities become more prevalent in wireless systems, there

will be an increased interest in placing multiple antennas on compact mobile devices.
The resulting close proximity of the antenna elements leads to strong mutual coupling,
which has been shown to have a dramatic influence of the system performance [32, 33].
The major difficulty with prior studies on mutual coupling in multiple antenna systems is that most of them altogether neglect the impact of the antenna termination.
Furthermore, in cases where the termination is considered, the work has used oversimplified models for the noise, leading to somewhat misleading conclusion [34]-[41].
In this chapter we propose a system model that accounts for the effects of coupled
antennas and introduces a realistic model for noise introduced by the receiver front
end. Fig. 4.1 shows a block diagram of this system model, where the modified noise
model is incorporated into the description of the amplifiers of this receiver model.
This chapter outlines the development of this receiver model and details mechanisms
for specifing a matching network between the antenna and the amplifiers. Detailed
analyses of the the performance of MIMO systems with these characteristics appears
in Chapters 5 and 6.
Throughout this discussion, scattering parameters (S-parameters) referenced to a real impedance Z0 [52] are used to describe the signal flow within the
network, wherein the forward and reverse traveling waves are denoted as a and b,
respectively. The flow diagram representation for the receiver network, with the network blocks delineated by dashed lines, appears in Fig. 4.2. The following sections
detail the output signal of the receive antenna array, the signals of the output of
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Figure 4.1: Block diagram of the MIMO system including a mutually coupled receive
array, matching network, receiver amplifiers, and loads.

an arbitrary matching network, an appropriate noise model for uncoupled amplifiers,
and an expression for the signal across terminations placed at the outputs of the
amplifiers. We also discuss different possible matching goals for a matching network
and how to specify the matching network to achieve those goals.
4.2

Receive Antenna Port Output Signal
To preserve generality in the receiver model, we assume that the open-

circuit voltages at the receive terminals are specified as vR . The actual expression
defining the receive voltages depend on the transmitted signals and the propagation
channel model. We are now poised to formulate an expression for the traveling wave
delivered by the receive antenna terminals to a set of independent loads of resistance
Z0 . Denoting this wave as bS , the antenna port signals for a general termination are
related according to
a1 = bS + SRR b1

(4.1)

where SRR is the antenna multi-port S-parameter matrix and we have used the notation of Figs. 4.1 and 4.2. For an open-circuit termination (a1 = b1 ), this yields
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Figure 4.2: Flow diagram representation of the MIMO receiver depicted in Figure
4.1.

bS = (I − SRR )a1 ,

(4.2)

where I represents the identity matrix. We can also write that the open-circuit voltage
1/2

1/2

at the antenna terminals is vR = Z0 (a1 + b1 ) = 2Z0 a1 . Solving for a1 and placing
the result into 4.2 yields
bS =
4.3

1
1/2

2Z0

(I − SRR )vR .

(4.3)

Matching Network Output Signal
Given the multiport nature of the receiving system, the matching network

is represented using a block matrix S-parameter description, or


S11 S12
,
SM = 
S21 S22

(4.4)

where 1 and 2 refer to input and output ports respectively. This is a simple multiport
extension of basic two-port concepts.
The signal b2 at the output of the matching network can be determined
using network theory with the representation in (4.4). To begin, we use (4.1) with
b1 = S11 a1 + S12 a2 to obtain
a1 = (I − SRR S11 )−1 (bS + SRR S12 a2 ) .
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(4.5)

Since b2 = S21 a1 + S22 a2 we have
¤
£
b2 = S21 (I − SRR S11 )−1 bS + S22 + S21 (I − SRR S11 )−1 SRR S12 a2
|
{z
}

(4.6)

Γ0

where we have used Γ0 to represent the reflection coefficient at the matching network
output (see Fig. 4.1).
4.4

Noisy Amplifier Model
A standard model for a noisy two-port system specifies noise voltages en

and noise currents in (see in Figure B.1), and the manufacturer specifications quantify these parameters with surrogate quantities such as Fmin , Rn , and Γopt . Since
our receiver model uses S-parameters and forward and reverse traveling waves, it is
important to use an equivalent noise model that is implemented with traveling waves
[54]. Appendix B details the procedure for transforming standard noise and voltage
currents into forward and reverse traveling noise waves, ãη and b̃η for a single amplifier. Figure B.2 shows how these noise waves are injected into a flow diagram for a
noiseless amplifier so that the result represents a noisy amplifier.
Using the results from Appendix B for a single amplifier, the noise waves
from the m uncoupled amplifiers can now be expressed as a vector where the mth noisy
amplifier injects forward and reverse traveling noise waves aη,m and bη,m respectively
at the amplifier input [54]. Using the notation of Fig. 4.2 along with B.8 and B.9,
the amplifier signal-plus-noise output waves are of the form
a2 = SA,11 b2 + SA,12 bL − SA,11 aη + bη

(4.7)

aL = SA,21 b2 + SA,22 bL − SA,21 aη ,

(4.8)

where the subscript ‘A’ denotes the S-parameters of the amplifiers. It is the introduction of the reverse traveling noise wave bη that significantly alters this analysis
relative to prior work and that generally leads to different conclusions regarding the
impact of the matching network and the optimal achievable performance.
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4.4.1

Noise Covariance
For the mth amplifier, the statistics of the noise waves aη,m and bη,m can be

represented in terms of effective noise temperatures (Tα,m , Tβ,m , TΓ,m = Tγ,m ejφγ,m )
which are readily computed from other noise parameters [54]. The statistics of the
individual amplifier noise waves satisify the following relations
©
ª
E aη aH
= k B Tα B
η
©
ª
E bη bH
= k B Tβ B
η
©
ª
E aη bH
= kB TΓ∗ B,
η

(4.9)
(4.10)
(4.11)

where kB is the Boltzmann constant and B is the system noise power bandwidth.
To compute the different noise temperatures, we will assume amplifier models that
include transistors whose parameters specify Fmin , Rn , and Γopt and specify the standard noise temperature T0 = 290K. Expressing the optimal amplifier admittance as
Yopt =

(1 − Γopt )
Z0 (1 + Γopt )

(4.12)

and defining the real and imaginary parts of Yopt as
Gopt = Re {Yopt }

(4.13)

Bopt = Im {Yopt }

(4.14)

then allows the effective noise temperatures to be expressed as
T0
Z0
T0
=
Z0
T0
=
Z0

Tα =
Tβ
TΓ
4.4.2

¡

¡
¢
¢
Rn 1 + (Z0 |Yopt |)2 + Z0 (Fmin − 1) − 2Rn Z0 Gopt

(4.15)

¡

¢
¢
¡
Rn 1 + (Z0 |Yopt |)2 − Z0 (Fmin − 1) + 2Rn Z0 Gopt

(4.16)

¡

¤¢
£
Rn 1 − Z02 |Yopt |2 + j2Rn Z0 Bopt .

(4.17)

Noisy Amplifier Output Signal
Having defined an appropriate traveling wave model for the amplifier noise,

the output from the amplifiers can be determined from the signal flow diagram in Fig.
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4.2. Inserting (4.7) with bL = ΓL aL into (4.6) and solving for b2 leads to
£
¤
b2 = (I − Γ0 SA,11 )−1 S21 (I − SRR S11 )−1 bS + Γ0 (bη − SA,11 aη + SA,12 ΓL aL ) .
(4.18)
Using bL = ΓL aL in (4.8) leads to
aL = (I − SA,22 ΓL )−1 SA,21 (b2 − aη ) .

(4.19)

The voltage across the load is
1/2

1/2

vL = Z0 (aL + bL ) = Z0 (I + ΓL )aL .

(4.20)

Substituting (4.18) into (4.19) and subsequently solving for vL leads to the expression
vL = Q[S21 (I − SRR S11 )−1 bS + Γ0 bη − aη ]
|
{z
}

(4.21)

G

where
£
¤−1
1/2
Q = Z0 (I + ΓL ) (I − Γ0 SA,11 ) S−1
.
A,21 (I − SA,22 ΓL ) − Γ0 SA,12 ΓL

(4.22)

Finally, using the expression in (4.3) for bS leads to the final form of the load voltage
vL = Q [G bS + Γ0 bη − aη ] .
4.5

(4.23)

Matching Network Specification
We have determined a general expression for the terminal voltage of the

MIMO system model that is a function of the matching network S-parameters SM . We
therefore need to consider specification of SM , given desired design goals. Amplifier
design involves specifying an amplifier performance goal and synthesizing the source
and load terminations that achieve this goal, the sub-blocks Sij of the matching
network matrix need to be specified based on the desired reflection coefficient Γ̂0 ,
which represents the amplifier source termination. Signal amplifiers are typically
designed to provide minimum noise figure, optimal power gain, or some compromise
between the two [53].
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We restrict our discussion to lossless matching networks that ideally have
unity noise figures and are characterized by unitary S-matrices. We can take the
1/2

singular value decomposition (SVD) of the sub-blocks Sij = Uij Λij VH
ij in (4.4),
1/2

where Uij and Vij are unitary matrices of singular vectors and Λij is a diagonal
matrix of real singular values. Then, as detailed in Appendix A, relationships exist
among the sub-block singular vectors and values, leading to the forms
1/2

S11 = U11 Λ11 VH
11
S12 = −U11 ΘH (I − Λ11 )1/2 VH
22
S21 = U22 Θ (I − Λ11 )1/2 VH
11
1/2

S22 = U22 Λ11 VH
22

(4.24)

where Θ is a diagonal phase shift matrix with arbitrary complex elements of unit
magnitude.
Given this framework, assume that a desired value of Γ0 has been provided.
Using the form for Γ0 in (4.6) coupled with the expressions in (4.24) leads to
1/2

Γ0 = U22 [Λ11 − (I − Λ11 )1/2 T(I − Λ11 )1/2 ]VH
22

(4.25)

1/2

H −1
H
T = ΘVH
11 (I − SRR U11 Λ11 V11 ) SRR U11 Θ .

(4.26)

We have flexibility in choosing the singular vectors of Uii and Vii , i ∈ 1, 2, and
therefore will choose representations that lead to mathematical simplicity. First, we
1/2

see that if SRR = URR ΛRR VH
RR , then by choosing U11 = VRR and V11 = URR we
obtain
1/2

1/2

1/2

T = (I − ΛRR Λ11 )−1 ΛRR

(4.27)

which is diagonal. Furthermore, if we express the desired reflection matrix as its SVD,
1/2

Γ0 = U0 Λ0 VH
0 , examination of (4.25), indicates that if we choose U22 = U0 and
V22 = V0 , then
1/2

Λ0

1/2

= [Λ11 − (I − Λ11 )1/2 T(I − Λ11 )1/2 ].

(4.28)
1/2

Now combining (4.27) and (4.28) allows us to solve for the unknown Λ11 as
1/2

1/2

1/2

1/2

1/2

Λ11 = (Λ0 + ΛRR )(I + Λ0 ΛRR )−1 .
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(4.29)

The matrix Θ is arbitrary for achieving the design goal provided it is
diagonal with complex entries of unit magnitude, and we therefore use Θ = jI. We
have therefore specified all terms necessary required for the computation of Sij in
(4.24).
4.5.1

Matching Network Design Goals
We assume uncoupled amplifiers (SA,ij and ΓL are diagonal), so that typ-

ical design goals are achieved for diagonal Γ0 . If Γopt and ΓM S represent the (scalar)
source reflection coefficient for achieving amplifier minimum noise figure and maximum power gain [53], respectively, then achieving these goals is accomplished by
setting Γ0 = Γopt I and Γ0 = ΓM S I. Since performance in a MIMO system depends
on signal-to-noise ratio (SNR), we expect a design for minimum noise figure to outperform one for maximum power gain.
Choosing to design for a diagonal Γ0 , the matching network must be coupled to “undo” the coupling created by the antenna, and it therefore acts as an array
combining network as well as an impedance transforming network. To explore the
implication of this observation, let ER (θ, φ) represent the 2 × NR matrix with mth
column eRm (θ, φ). Then, the matrix of effective radiation patterns observed at the
matching network output ports can be constructed as
ET2 (θ, φ) =

1
1/2
2Z0

G(I − SRR )ETR (θ, φ).

(4.30)

Then, we operate the array as a radiator with transmitted field eR (θ, φ) = ER (θ, φ)iR
and total transmitted power
PRinst

1
=
2η0

Z
eTR (θ, φ)e∗R (θ, φ)dΩ,

(4.31)

where η0 is the free-space impedance and Ω represents solid angle. Equating this
expression to the radiated power computed using circuit theory (see (5.1)) yields
Z
H
(I − SRR ) ETR (θ, φ)E∗R (θ, φ)dΩ (I − SH
(4.32)
RR ) = 2η0 Z0 (I − SRR SRR )
−1/2

where we have used that iR = Z0

(I − SRR )b1 and STRR = SRR by reciprocity.
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Using these results with the matching network SVD relationships, it can
be readily shown that the matrix
Z
C=

ET2 (θ, φ)E∗2 (θ, φ) dΩ

(4.33)

is diagonal provided that Γ0 and therefore U0 are diagonal, which means that the effective radiation patterns seen at the matching network output are orthogonal. This
result indicates that 1) the coupled antennas terminated with this matching network maintain unit radiation efficiency as demonstrated in [55], and 2) these virtual
radiation patterns provide zero correlation in a propagation environment with full
angle spread [32]. Because these patterns are formed by the coupling in the antennas
and matching network before injection of the amplifier noise, the system can provide higher MIMO capacity than obtainable from uncoupled antennas without this
network.
Finally, since designing coupled matching networks is highly complex,
it is common to instead assume that the coupled antenna impedance can be adequately represented using only the diagonal elements of the full impedance matrix ZRR to obtain ZRR and computing a diagonal SRR with elements S RR,ii =
(Z RR,ii − Z0 )/(Z RR,ii + Z0 ). This value of SRR is then used in place of SRR to specify
an uncoupled matching network as outlined above. However, when analyzing the
performance of such a match, the non-diagonal form of SRR must be used in (4.23).
4.6

Summary
The analysis here provides a network model useful for analyzing the perfor-

mance of MIMO systems with antenna coupling. This model includes the impact of
antenna terminations accurate model for the receiver front-end noise. In the following
chapters we explore the performance of this receiver with the various specified amplifier source terminations. We apply the framework to diversity and MIMO systems
and specify the properties of the transmitter and/or received signal for each case.
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Chapter 5
Receiver Analysis: Capacity
5.1

Introduction
The MIMO network model in Chapter 4 allows analysis of the effects of

antenna array mutual coupling and matching network designs on system performance.
In this chapter, we examine the system performance quantified by the modified waterfilling capacity achievable with the signal vL delivered to the load. We therefore
first formulate the constraint on the radiated power as well as the covariance matrices
for the signal and noise at the load. We then use those quantities to evaluate the
capacity for different coupling levels and matching network goals.
5.2

Coupled Arrays and Propagation Channel
Chapter 4 used network analysis to characterize the signal flow through

the MIMO system. To compute capacity, we must also formulate a constraint on the
radiated power as well as a reasonable model for the propagation channel.
Refering to Fig. 5.1, we first consider the signal aT that excites the transmit
array consisting of NT mutually-coupled antenna elements and characterized by an
S-matrix ST T . The net power flowing into the network is kaT k2 − kbT k2 which,
for lossless antennas, equals the instantaneous radiated transmit power PTinst . Since
bT = ST T aT , we have
H
PTinst = aH
T (I − ST T ST T ) aT ,
|
{z
}
A

(5.1)

where {·}H is a conjugate transpose. For zero mean signals, the average radiated
power is given by

©
ª
PT = E PTinst = Tr(RT A),
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(5.2)

a1
b1

bS
aT
bT

H

a2
b2
Matching
Network
(SM)

STT

SRR

aL
bL

Amplifiers
(SA)
Γ0

Loads

ΓL

Figure 5.1: Block diagram of the MIMO system including mutually coupled arrays,
propagation channel, matching network, receiver amplifiers, and loads.
©
ª
where RT = E aT aH
T , E {·} denotes an expectation, and Tr(·) is the trace operation.
The radiation pattern for the nth element of the transmit array for a unit
driving current and all other elements in the array terminated in an open-circuit is
denoted as eT n (θ, φ), where (θ, φ) represent the angular spherical coordinates referenced to the transmit array origin. The two elements of the column vector represent
the θ̂ and φ̂ polarizations. The total transmitted field is then
eT (θ, φ) =

NT
X

eT n (θ, φ) iT n = ET (θ, φ)iT ,

(5.3)

n=1

where iT n is the excitation current on the nth antenna and eT n (θ, φ) is the nth column
of the 2 × NT matrix ET (θ, φ). The mutual coupling between the different elements
in the antenna arrays alters the radiation patterns of the individual elements. This
necessitates computation of eT n and eRn for each array configuration.
In our capacity studies, the propagation channel is modeled using the SVA.
As explained in Section 2.1 , We assume that the propagation channel between the
transmit and receive arrays consists of a set of L plane waves, with the `th wave
characterized by a complex voltage gain β` , angle of departure (AOD) (θT ` , φT ` ), and
angle of arrival (AOA) (θR` , φR` ). We also assume that each plane wave undergoes
a polarization transformation due to scattering that can be expressed as the unitary
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matrix


P` = 


p`,θθ p`,θφ
p`,φθ p`,φφ

.

(5.4)

Finally, we represent the radiation pattern of the mth coupled receive element (1 ≤
m ≤ NR ) referenced to the receiver coordinate origin as eRm (θ, φ). The open circuit
voltage on the mth receive element is then given as
vRm =

L
X

eTRm (θR` , φR` )β`

P`

NT
X

eT n (θT ` , φT ` ) iT n ,

(5.5)

n=1

`=1

where {·}T is a transpose. Rearrangement of (5.5) leads to

vRm =

NT X
L
X

eTRm (θR` , φR` )β` P` eT n (θT ` , φT ` ) iT n .

n=1 `=1

{z
2Z0 Hmn

|

(5.6)

}

where the factor of 2Z0 has been isolated for later convenience and Hmn represents
the mnth entry of the channel matrix H. The vector of received open-circuit voltages
at the antenna terminals is then
vR = 2Z0 H iT .

(5.7)

Substituting (5.7) into (4.3) produces
1/2

bS = Z0 (I − SRR )H iT .

(5.8)
−1/2

Finally, since the transmit current can be expressed as iT = Z0

(aT − bT ) and

bT = ST T aT , the transmit current can be written in terms of the forward travelling
−1/2

wave into the transmitter as IT = Z0

(I−ST T )aT . Combining this result with (4.2),

we obtain an expression for the traveling waves into the receiver that includes the
effects of the propagation channel and the mutual coupling present in the transmit
and receive arrays,
bs = (I − SRR ) H (I − ST T ) aT .
|
{z
}
SRT
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(5.9)

5.2.1

Noise Covariance
If we assume identical amplifiers (Tα,m = Tα , etc.) and that the noise in

each amplifier is statistically uncorrelated with that of all other amplifiers, then the
noise satisfies
©
ª
E aη aH
= kB Tα BI
η
©
ª
E bη bH
= kB Tβ BI
η
©
ª
E aη bH
= kB TΓ∗ BI,
η

(5.10)

where kB is the Boltzmann constant and B is the system noise power bandwidth.
From (4.23) the system noise is Q (Γ0 bη − aη ). Using the results from
(5.10), the noise covariance can therefore be expressed as
RN = QRη QH
©
ª
Rη = E (Γ0 bη − aη )(Γ0 bη − aη )H
¡
¢
∗ H
= kB B Tα I + Tβ Γ0 ΓH
0 − TΓ Γ 0 − TΓ Γ 0
|
{z
}

(5.11)

(5.12)

Tα Rηo

where we have factored out the constant Tα from Rηo so that the structure of Rηo is a
function only of the relative values Tβ /Tα and TΓ /Tα . Using this representation, the
absolute noise value controlled by kB BTα can be specified based on a desired SNR
level.
5.2.2

Capacity
The matrix RL represents the covariance of the received signal plus noise.

Using the independence of the signal and noise waves, this matrix may be expressed
as

¤ H
£
H
RL = Q GSRT RT SH
RT G + Rη Q

(5.13)

where RT was introduced in (5.2). Using this result and (5.12), the mutual information becomes
I(vL , aT ) = log2

H
|G SRT RT SH
RT G + Rη |
.
|Rη |
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(5.14)

This may be further simplified as
¤
£
H
H
I(vL , aT ) = log2 |R−1
G
S
R
S
G
+
R
|.
RT
T
η
η
RT

(5.15)

Finally, if we compute the eigenvalue decomposition (EED) Rηo = ξ η Λη ξH
η where ξ η
is unitary, and express R−1
η =

R−1
ηo
kB BTα

then the mutual information expression becomes

¯
¯
¯ YRT YH
¯
I(vL , aT ) = log2 ¯¯
+ I¯¯ ,
kB BTα

(5.16)

where Y = Λ−1/2
ξH
η
η GSRT . The capacity results when the transmit covariance matrix
RT is specified according to the modified water-filling solution from Section 2.2.2.
5.3

Computational Examples
To demonstrate application of the analysis framework developed in Chapter

4 and to illustrate the impact of antenna coupling and amplifier matching on MIMO
system capacity, we use a model problem consisting of two half-wave dipoles at transmit and receive. The simplicity of this problem allows us to accurately characterize
the coupled antennas and draw basic conclusions concerning the system operation.
5.3.1

Antenna Electromagnetic Characterization
While closed-form expressions for coupled dipole impedance matrices exist

(for reasonable antenna spacings), expressions for the patterns do not, motivating
the use of full-wave electromagnetic solutions. Furthermore, simple thin-wire simulations assume that the current is independent of azimuthal angle around the wire,
an assumption that is violated for very closely-spaced dipoles [57]-[59]. Since in this
work it is desired to characterize the coupled antennas as the spacing is reduced to
zero, we have chosen to use the finite-difference time-domain (FDTD) method [42, 60]
to perform detailed simulations that return both S-parameter and radiation pattern
descriptions for the dipole antennas. In this analysis, the z-oriented half-wave (totallength) dipoles with wire radius 0.01λ and separated by a distance d are located at
the center of the computational domain. Because we are considering narrowband systems, single-frequency antenna excitation is used. The FDTD grid uses 80 cells per
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wavelength in the z direction and 200 cells per wavelength in the x and y directions.
This finer resolution is required to adequately model the current variation as a function of azimuthal angle on the finite-radius wire for close antenna spacings. Because
of the fine grid resolution, a relatively small buffer region of only a quarter wavelength
(to minimize simulation memory) is placed between the antennas and the terminating 8-cell perfectly matched layer (PML) absorbing boundary condition (ABC). The
impact of this small buffer region was investigated previously and shown to produce
fractional errors below 10−4 relative to the results obtained for a half-wavelength thick
buffer [19], [56].
5.3.2

Receive Amplifiers
The transistor used as the foundation for the amplifier in this work is a

BJT taken from a Hewlett-Packard Application Note [61]. At a collector-emitter
bias voltage of 10 V, collector current of 4 mA, frequency of 4 GHz, and reference
impedance of Z0 = 50 Ω, the S-parameters and noise parameters are given as
S11 = 0.552∠169◦

S12 = 0.049∠23◦

S21 = 1.681∠26◦

S22 = 0.839∠ − 67◦
Γopt = 0.475∠166◦

Fmin = 2.5 dB
Rn = 3.5 Ω,

(5.17)

where Fmin , Γopt , and Rn represent the minimum noise figure, optimal source termination for noise figure, and effective noise resistance respectively. These parameters
are converted to the effective noise temperatures Tα , Tβ , and TΓ using standard techniques described in Section 4.4.1.
5.3.3

Capacity Results
We now explore the capacity of the model system under different matching

goals. In these computations, 5,000 random realizations of the path-based, clustered
channel model described in Section 2.1 [62] are generated to create a set of transfer
matrices H as in (5.6). Details on the implementation of this model, including the
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parameters used to model an indoor propagation environment, can be found in [12].
For each realization, we place single dipoles in the transmit and receive spaces and
∗
create a lossless receive matching network with S11 = SRR
so that Γ0 = 0 (all terms

are scalars). We then can simplify the single-input single-output (SISO) SNR as
SNRS =

|SRT |2
PT
2
1 − |SRR | kB BTα

(5.18)

where PT is the total transmit power. This SNR value is then averaged by moving
each dipole in 0.1λ steps over a linear range of 1.5λ. For a given transmit power, the
value of kB BTα can be computed to achieve an average SISO SNR (20 dB in this
work) for the channel realization.
We next construct the matching network to achieve the specified design
goal for each transmit/receive dipole spacing, as outlined in Section 4.5. For each
configuration, we compute the capacity averaged over the 5,000 channel matrices
H with the corresponding noise power levels kB BTα . The transmit array spacing is
fixed at 0.5λ. In all plots, we use the abbreviations ‘NF’ and ‘SI’ to indicate matching
for minimum noise figure or matching based on the self-impedance (diagonal SRR ),
respectively. We also use ‘NC’ to indicate that coupling is neglected at the receiver.
For all cases, we use the same coupled transmit configuration to facilitate meaningful
comparison of the results. Propagation is confined to the horizontal plane such that
θT ` = θR` = π/2. Since the dipoles and resulting currents are z-oriented, only the
θ̂ polarization is required in the channel description in (5.6). For general antenna
geometries that allow currents to flow in other directions, both polarizations should
be included in the model.
Fig. 5.2 plots the capacity as a function of receive dipole spacing for matching networks that achieve minimum noise figure and maximum amplifier gain. Results
for a coupled match and a simpler self-impedance match as well as for no receiver
coupling are included. We first observe that the match achieving minimum amplifier
noise figure (noise figure of F = Fmin = 2.5 dB) produces notably higher capacity
than the match providing maximum power transfer which generates a much higher
noise figure of F = 7.2 dB. This result is intuitive, since ultimately capacity depends
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on SNR as opposed to absolute signal strength. However, obtaining this result from
simulation is enabled by the improved noise model implemented in this work. We also
observe that for close antenna spacings with high coupling, the shortcomings of the
self-impedance match are evident. However, once the spacing reaches approximately
d = λ/4, this match provides near optimal performance.
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Figure 5.2: Average capacity as a function of receive dipole separation with mutual coupling (optimal and self-impedance match) as well as without without mutual
coupling. Matching for both minimum noise figure and maximum power gain are
considered.

We also observe from Fig. 5.2 that for small antenna spacings, coupled
dipoles can have a higher capacity than uncoupled ones. This stems from the orthogonal radiation patterns observed at the matching network output as discussed in
Section 4.5.1. To explore this phenomenon further, we take the EED A = ξA ΛA ξH
A
and, following the developments in [19], [56], construct the effective channel
−1/2

He = Λη−1/2 ξ H
η G SRT ξ A ΛA
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.

(5.19)

Then, we define σH as the ratio of the largest to smallest singular values of He , a
metric that represents the relative quality of the two effective spatial channels. Fig. 5.3
plots this quantity averaged over the Monte Carlo channel realizations as a function
of receive antenna spacing. As can be seen, the orthogonal radiation patterns of the
properly-terminated coupled dipoles tend to more effectively equalize the quality of
the two spatial channels (smaller σH ), which increases MIMO capacity.
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Figure 5.3: Ratio of the largest to smallest singular values of the effective channel
matrix as a function of receive dipole spacing for coupled and uncoupled receive
antennas and an optimal noise figure match.

A variety of different conclusions concerning the relative performance of
uncoupled and coupled antennas have appeared in recent literature. While many
studies have demonstrated that coupling increases capacity [34]-[37], [39]-[41], others
have suggested that this is not the case [38]. First, we point out that none of these
prior results have been generated using the model detail included here. Second, this
performance enhancement requires an appropriate coupled matching network, which
is impractical for most applications and therefore not considered in most prior studies.
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In fact, we have already observed that a more practical self-impedance match does
not provide this benefit. Third, a notable recent study has demonstrated that packing
an increasing number of dipoles into a linear array of a given aperture size leads to
an increasing MIMO capacity unless coupling is included in the analysis [16]. This
conclusion should not be viewed as inconsistent with the results included here, since
in that case the number of dipoles is varied as the antenna aperture is fixed, while in
this case the number of dipoles is fixed while the aperture is varied.
Because of the dependence of capacity on SNR, it is intriguing to consider
the match achieving Γ0 = 0 which removes the noise term Γ0 bη from (4.21) and for
this device generates a noise figure of F = 3 dB (close to the minimum of Fmin = 2.5
dB). Fig. 5.4 compares the capacity of the system using this matching network with
that obtained using the other matching criteria. As expected, for this device the
performance for Γ0 = 0 is very close to that obtained for a match achieving minimal
noise figure.
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Figure 5.4: Average capacity as a function of receive dipole separation for coupled
antennas with matching networks that achieve minimum noise figure, maximum power
gain, and zero output reflection.
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5.4

Summary
This chapter has outlined a procedure for analyzing capacity performance

of MIMO systems with mutually-coupled antenna arrays based on the model proposed
in Chapter 4. The formulation includes a realistic noise model for the receiving
amplifiers and facilitates a careful examination of the system end-to-end performance.
The framework also allows specification of the matching network transfer properties
to achieve different design goals and includes a radiated power constraint based on
the coupled transmit array characteristics. Representative computations for a 2 × 2
MIMO system employing coupled dipole antennas and a realistic front-end amplifier
transistor illustrate the performance differences associated with different matching
network goals as well as different coupling assumptions. The key conclusion drawn
from these results is that matching for minimum noise figure is superior to matching
for maximum power transfer.
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Chapter 6
Diversity Analysis
6.1

Introduction
Antenna diversity has long been an important technique for mitigating the

detrimental effects of multipath fading in wireless communication links [64]. Using
the receiver system model introduced in Chapter 4, we can characterize a coupledantenna diversity receiver and analyze its performance. This model, while creating
significantly increased analysis complexity, allows proper characterization of antenna
diversity architectures due to its realistic representation of signal-to-noise ratio (SNR).
In fact, examples using the analysis framework with electromagnetically-characterized
coupled dipoles reveal that matching for minimum amplifier noise figure can be far
superior to matching for optimal power transfer (50% improvement for the transistor
used).
Chapter 4 established the characterization of the blocks forming the basic
receiver architecture and introduces the noisy amplifier model. This chapter couples
that analysis with traditional diversity system analysis for typical incident field characteristics. Computational results showing the performance of two coupled dipoles as
a function of antenna spacing for a representative transistor are also provided.
6.2

Diversity Receiver Model
Careful characterization of an antenna diversity receiving system requires

construction of a detailed model that includes the multipath propagation channel,
coupled antenna, matching network, and receiving amplifiers with appropriate load
terminations. Fig. 5.1 shows a block diagram of this system (where the transmit array
and channel matrix will be replaced by a statistical distribution of incoming plane
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waves as discussed in Section 6.3.1). This model is described in detail in Chapter 4
and the output of this model vL and the receive signal covariance RL will allow us
to quantify the diversity performance of the system under different conditions.
6.2.1

Antenna Port Output Signal
We first wish to determine the signal vector bS at the receive antenna ports

for an incident plane wave. Let f n (Ω) represent the vector far-zone electric field of
the nth receive element for unit driving current (in = 1) with all other elements open
circuited (ik = 0 for k 6= n) normalized by the field of an isotropic radiator, where Ω
is the solid angle direction. The total normalized (dimensionless) field pattern at the
angle Ω for the array is then expressed using the superposition
e(Ω) =

X

f n (Ω) in = F(Ω) i,

(6.1)

n

where i is the column vector of excitation currents and f n (Ω) represents the nth
column of the matrix F(Ω).
Now, assume a plane wave arrives from the direction Ω0 with complex field
strength E0 and electric field polarization vector ê. The open-circuit antenna voltages
are proportional to the inner product between the vector field intensity and the vector
antenna response in the direction Ω0 [32], or
v = 2c1 E0 F(Ω0 )T ê,

(6.2)

where c1 is a complex constant (units A·m) and the factor of 2 is for later convenience.
Furthermore, if the antenna ports are open circuited in the model in Fig. 5.1, we have
the situation that b1 = a1 so that this voltage can also be expressed as
1/2

1/2

v = Z0 (a1 + b1 ) = 2Z0 a1 .

(6.3)

Using b1 = a1 in (4.1) leads to bS = (I − SRR )a1 which, when used with (6.2) and
(6.3) gives our desired result
−1/2

E0 (I − SRR )F(Ω0 )T ê

−1/2

E0 F0 (Ω0 )T ê

bS = c1 Z0
= c1 Z0
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(6.4)

where we have included the impedance mismatch factor (I − SRR ) in the effective
pattern F0 (Ω0 ) for simplicity. This specification of the receiver input is then combined
with the receiver analysis of Chapter 4 to create an expression for vL necessary for
diversity performance evaluation.
6.3

Diversity Gain
Diversity gain is defined as the improvement in the maximum ratio (MR)

combined instantaneous SNR for a multi-branch system over a single branch system
at a given probability level. In our analysis, we chose to define a quantification metric
of effective diversity order that measures system performance against the performance
of uncorrelated, equal SNR branches. To determine this diversity order, it is necessary
to specify the CDFs of MR combined SNR for uncorrelated equal SNR branch systems
of M different branches. The closed form expression for this CDF is
−x/Γn

PMR (γn ≤ x) = 1 − e

M
X
(x/Γn )k−1
k=1

(k − 1)!

(6.5)

as given in [46]. Γn = E(γn ) is the average SNR per branch for a n branch system
and γn represents instantaneous SNR per branch.
To calculate the CDF for SNR in our receiver model, the network analysis
of Chapter 4 is combined with statistical incident field models. We assume that the
antennas and incident waves have the same single polarization and that the incident
field consists of an ensemble of plane waves with amplitudes drawn from a zero-mean
complex Gaussian distribution. This assumption indicates that the received signal
voltage will be a complex Gaussian random variable that can be completely specified
©
ª
in terms of the covariance RL = E vL vH
L . We therefore focus on computing this
covariance and using it to quantify the system diversity performance.
6.3.1

Received Voltage Covariance
From the analysis in Chapter 4, the covariance matrix RL is given as
¤
£
RL = Q GRS GH + Rη QH ,
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(6.6)

©
ª
where RS = E bS bH
is the covariance of bS . The noise covariance as that in
S
(5.12) namely
©
ª
E (Γ0 bη − aη )(Γ0 bη − aη )H
¡
¢
∗ H
= kB B Tα I + Tβ Γ0 ΓH
0 − Tγ Γ 0 − Tγ Γ 0
|
{z
}

Rη =

(6.7)

Tα Rηo

where we have used the results in Section 5.2.1 and Section 4.4.1. This expression
explicitly shows how the value of Γ0 impacts the noise level (and therefore SNR) at
the receiver output.
In this diversity analysis, we depart from the incident wave model that
was proposed for the capacity analysis and assume that the incident plane waves
are uniformly distributed in arrival angle within the horizontal plane and their complex amplitudes are independent of arrival angle and have variance E 2 . Then using
(6.4) under the assumption of antennas and fields sharing the same polarization, the
covariance of bS may be written as
|c1 |2 E 2
RS =
2πZ0

Z

2π

dφ F0T (φ)F0∗ (φ).

(6.8)

0

Using (6.8), it is interesting to explore the signal covariance at the matching
network output ports, or R0 = GRS GH . First, using power conservation considerations, it is possible to show that RS = cS (I−SRR SH
RR ), with cS a constant. Then, if Γ0
and therefore U0 are diagonal, use of the results in Section 4.5 shows that R0 is diagonal. Furthermore, if ΛR = λR I and Λ0 = λ0 I, then R0 = λR0 I. Effectively, this means
that the coupled antenna and matching network combine the element patterns into
array patterns that are orthogonal with equal (spatially-averaged) gains, which also
suggests that the coupled system maintains unit radiation efficiency as demonstrated
in [55]. Because this combining is performed before the amplifier noise is injected, the
coupled system can achieve higher diversity than a system with uncoupled antennas.
6.3.2

Equivalent Diversity Branches
When the signal and noise waveforms received on each diversity branch

are uncorrelated with the waveforms on the other branches, the statistics of the
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diversity-combined SNR level assuming maximal ratio or selection combining can be
computed in closed form [64], [46]. However, in general the covariance RL computed
in Section 6.3.1 is not diagonal, indicating non-zero correlation. We will therefore
transform our received voltage vL to diagonalize RL .
Our first step in this transformation is to apply a prewhitening filter to
decorrelate the received noise. To accomplish this, we compute the eigenvalue decom−1
1/2
position (EED) Rηo = ξ η Λη ξ H
vL
η and define ζ = Qξ η Λη . We then define y = ζ

whose covariance is
Ry = ζ −1 RL ζ −H
H
−1/2
+kB BTα I,
= Λ−1/2
ξH
η GRS G ξ η Λη
{z
}
|η

(6.9)

RSo

which is seen to have uncorrelated noise.
H
If we next compute the EED of RSo = ξS ΛS ξ H
S and define z = ξ S y, we

can compute the covariance of z as
H
Rz = ξ H
S RSo ξ S + kB BTα ξ S ξ S

= ΛS + kB BTα I

(6.10)

where we have used the unitary nature of ξ S . Therefore, z represents the output
voltage vector of equivalent diversity branches with uncorrelated signals and noise.
The elements of the diagonal matrix ΛS represent the received signal power on each
equivalent branch, while all branches have a noise power of kB BTα . The SNR for the
ith independent branch is therefore SNRi = ΛS,ii /kB BTα . We also note that because
Q multiplies both the signal and the noise, it does not appear in this diagonalized
covariance representation and therefore will not impact the diversity performance.
The CDF for this now uncorrelated, unequal SNR system can now be expressed as
M
X
1
PMR (γr ≤ x) =
SNRi (1 − e−x/SNRi )
²
i=1 i

²i = SNRi

M
Y
m=1
m6=i

1−

SNRm
SNRi

where M is the total number of diversity branches [46].
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(6.11)
(6.12)

6.3.3

Effective Diversity Order
Our ultimate goal is to quantify the diversity performance of coupled an-

tennas relative to the performance for uncoupled elements. The effective diversity
order is an effective measure of overall performance since it includes both correlation
and branch SNR in a single quantitative metric [46]. To compute this quantity for
the coupled antennas, we construct the cumulative distribution function (CDF) of
the SNR for the diversity-combined signal. As previously mentioned, this CDF can
be represented in closed-form using the equivalent branch SNR values as computed
in Section 6.3.2.
Now, we select a (SNR, probability) value pair on this CDF curve. In this
study, we choose the SNR value corresponding to the 1% probability level, which
means that the achieved SNR is lower than this value only 1% of the time. We then
search to find the number of uncoupled antennas it would require to achieve this same
SNR at the 1% point assuming the signals on these antennas are uncorrelated. Since
we can only compute CDF curves for integer numbers of independent signals, we
use linear interpolation between the 1% points on these curves to find the fractional
number of elements that would be required to achieve the given performance. This
number represents the system diversity order.
To make this comparison meaningful, the branch SNR assumed for the
uncorrelated reference signals must be consistent with the SNR levels for the coupled
antenna system. To achieve this, we compute the input impedance and radiation
pattern for an isolated antenna using the same electromagnetic technique as used
for characterizing the coupled antennas. Using the framework in Section 6.3.1, we
compute the scalar variance RS (the matrix F0 becomes a simple column vector)
for this single antenna in the environment of interest. We use a matching network
corresponding to Γ0 = 0 for simplicity, yielding an average SNR for the single branch
of RS /kB BTα . The reference CDF curves for the independent branch signals are then
constructed based on this branch SNR.
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6.4
6.4.1

Computational Examples
Antenna Electromagnetic Characterization
To demonstrate application of the analysis framework developed in Chap-

ter 4 and to illustrate the impact of antenna/amplifier matching on the diversity
performance of mutually coupled antennas, we explore an array consisting of two
coupled dipoles. This development for the antenna coupling and the specific paremeters of the transistor used in the amplifier model are described in Section 5.3.1 and
Section 5.3.2. The results described in these sections are also applied to the diversity
analysis in this chapter.
6.4.2

Diversity Order Results
We now explore the impact of matching on the diversity performance of

the coupled antennas as a function of the dipole spacing. In the examples, we use
matching networks designed to achieve optimal amplifier noise figure (‘NF’), optimal
power gain, and Γ0 = 0. Matching network synthesis is based on the full antenna
coupling matrix SRR as well as the diagonal coupling matrix SRR as discussed in
Section 4.5. We use the abbreviation ‘SI’ (for self-impedance match) in the plot
legends to designate this latter case.
Fig. 6.1 plots the effective diversity order as a function of dipole spacing for
matching networks achieving optimal noise figure and power gain. Several observations regarding these results deserve attention. First, for very close antenna spacings,
the two antennas behave largely as a single element, resulting in a diversity order
near unity. This low diversity order increases rapidly with separation, however, and
for certain moderate spacings can actually exceed the diversity order achieved for
large element separation. This peak in the diversity order stems from the pattern
orthogonality created by the coupled antennas and matching network as discussed in
Section 6.3.1, which leads to higher diversity than can be achieved with the uncoupled
dipoles with the same spacing used as a reference in the diversity order computation.
Such a phenomenon is not observed in prior results [32, 47] since such coupled matching networks were not examined. The results of Fig. 6.1 also show that matching to
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Figure 6.1: Effective diversity order versus dipole spacing for matching networks that
achieve optimal noise figure or optimal power gain for the amplifier. Curves are for
optimal matching or for a matching network realized assuming the antenna impedance
matrix is diagonal (SI = self-impedance).

the self-impedance creates relatively little degradation in performance, particularly
for element spacings larger than about λ/4.
The final, and perhaps most revealing, finding from the results in Fig. 6.1
is that while optimal power transfer is a typical design goal, it is dramatically suboptimal in terms of diversity performance. This is an intuitive result, since matching
for maximum power transfer neglects the impact of the match on amplifier noise
figure which directly controls the received SNR, the key parameter in determining
the overall communication performance. This superiority of matching for minimun
noise figure is therefore general for any receiving system equipped with practical noisy
amplifiers. Prior studies in which the accurate amplifier noise model is not included
[47]-[49] are not capable of predicting this behavior since in such a case the match
only impacts the power and not the noise, leading to the conclusion that matching
for maximum power transfer is optimal.
It is important to emphasize that the uncoupled reference dipoles used in
the diversity order computation are terminated in the sub-optimal match achieving
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Figure 6.2: Effective diversity order versus dipole spacing for matching networks that
achieve optimal noise figure for the amplifier or zero output reflection. Curves are for
optimal matching or for a matching network realized assuming the antenna impedance
matrix is diagonal (SI = self-impedance).

Γ0 = 0, which explains why the diversity order is generally larger than two when a
match for optimal noise figure is implemented. If, however, the matching network
for the coupled antennas also achieves Γ0 = 0, then the diversity order is expected
to approach a value of two for large spacings where coupling is weak. This intuition
is confirmed in Fig. 6.2, which shows the diversity order for this case compared to
the results for optimal noise figure. However, this result also shows an increase in
diversity order above two for certain spacings, a phenomenon that stems from the
increased power collection capability of the coupled dipoles relative to the uncoupled
ones, as discussed in conjunction with the results of Fig. 6.1. We also note that while
Γ0 = 0 is sub-optimal both in terms of noise figure and power transfer, it performs
much better for this device than the optimal power gain match considered in Fig. 6.1.
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6.5

Summary
The receiver model from Chapter 4 has been formulated to characterize

a diversity system using mutually coupled antennas, a matching network, and independent front end amplifiers. The analysis uses network theory to formulate the
voltage at the amplifier outputs for an incident electric field, and provides a mechanism for computing the covariance of these voltages. The noise model for the amplifiers includes both forward and reverse traveling noise waves, a detail not previously
considered and which notably complicates the formulation. Using the SVD to characterize the S-parameter matrix of the matching network allowed specification of these
S-parameters for matching networks to achieve desired design goals. Examples involving electromagnetic characterization of two coupled dipoles coupled with the network
analysis revealed that on the receiver, matching networks designed to achieve minimum noise figure for the amplifiers provide superior performance to those designed to
achieve optimal signal power transfer through the network. This conclusion is general
to any practical small signal receive amplifier configuration with non-zero noise figure,
since ultimately SNR is the key parameter in determining the diversity performance.
It is important to point out, however, that this finding is not generally applicable
for diversity transmitters where transmitted power, as opposed to noise figure, is the
dominant consideration.
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Chapter 7
Receiver Amplifier Coupling
In the previous chapters, we have formulated a system model that characterizes multi-antenna systems with coupled antennas, receiver matching networks,
and noisy amolifiers. One aspect of practical designs not considered in these studies, however, is the coupling that can occur in the receiver front-end. As MIMO
systems become more prevalent, multiple front-ends will be integrated onto a single
chip, resulting in coupling through the bond wires (electromagnetic coupling) and the
integrated circuit substrate. A complete analysis should therefore take this coupling
into account. This chapter shows how our system model can be altered to include
this phenomenon.
7.1

Modified MIMO Model
Fig. 7.1 shows a block diagram of our model which includes amplifier cou-

pling. In this diagram, ST T and SRR represent the S-parameter matrices (or Smatrices) of the transmit and receive antenna arrays, respectively. While in general
antenna mutual coupling can be represented in these matrices as seen in prior chapters, we will ignore antenna coupling and highlight the impact of circuit coupling in
this analysis. The various values of Γ in the block diagram represent multiport (matrix) reflection coefficients observed at the locations indicated. Also, the propagation
channel matrix H relates the open-circuit voltages on the receive antennas to the
excitation currents on the transmit antennas as defined in Section 5.2.
The coupled amplifier model used in this analysis consists of a passive
coupling network followed by uncoupled, noisy amplifiers as shown in Figure 7.1. It
is noteworthy that a general coupled amplifier model will likely include a coupling
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Figure 7.1: Block diagram of the MIMO receiver front-end with matching and amplifier coupling networks.

network after the noisy amplifiers as well. However, the formulations in Section 5.2.2
reveal that practically speaking, MIMO system capacity is determined by the receiver
system components placed before the point of amplifier noise injection, since these
are the components that determine the system SNR. Therefore, inclusion of coupling
effects at the amplifier output will not impact the capacity results, justifying the
simplified model considered here.
The matching network, amplifier coupling network, and uncoupled amplifier blocks in the receiver are described by block matrix S-parameter representations
SM , SC , and SA respectively that assume the form


SP,11 SP,12
,
SP = 
SP,21 SP,22

(7.1)

where P ∈ {M, C, A} and 1 and 2 refer to the network input and output ports, respectively. This is identical to the formulations of the matching network and amplifier
scattering parameters, which appear in Chapter 4.
7.2

Signal Model
The developments in Chapter 4 provide a relatively lengthy S-parameter

analysis to relate the vector vL of voltages at the amplifier terminations to the vector
aT of input voltage waves at the transmitter when no coupling exists in the amplifier
(SC = I, where I is the identity matrix). We can effectively use the results of this
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analysis to simplify the derivation for the case where the amplifier coupling network
is included. Specifically, when the coupling network is removed the signal model
relating the vector of voltages at the amplifier terminations to the vector of input
voltage waves at the transmit antenna terminals is first derived in 4.23 and is
vL = Q [GM SRT aT + ΓM bη − aη ]

(7.2)

where
SRT = (I − SRR )H(I − ST T )

(7.3)

GM = SM,21 (I − SRR SM,11 )−1

(7.4)

ΓM = SM,22 + GM SRR SM,12
£
1/2
Q = Z0 (I + ΓL ) (I − ΓM SA,11 ) S−1
A,21
¤−1
× (I − SA,22 ΓL ) − ΓM SA,12 ΓL
.

(7.5)

(7.6)

The voltage wave vectors aη and bη represent the forward and reverse traveling noise
voltages generated by the noisy amplifiers. The statistical characteristics of these
noise waves can be obtained from traditional device noise parameters as outlined in
Sections 4.4.1 and 5.2.1. Equation (4.6) can also be rewritten based on this modified
notation as
b02 = GM SRT aT + ΓM a02 .

(7.7)

Our goal is now to use this result to develop the transfer function equivalent to (7.2) for the case when the coupling network is included. Substituting
a02 = SC,11 b02 + SC,12 a2 into (7.7) and rearranging the result leads to
b02 = (I − ΓM SC,11 )−1 (GM SRT aT + ΓM SC,12 a2 ) .

(7.8)

Finally, substitution of (7.8) into the equation b2 = SC,21 b02 + SC,22 a2 produces
b2 = GC GM SRT aT + ΓC a2 ,

(7.9)

GC = SC,21 (I − ΓM SC,11 )−1

(7.10)

ΓC = SC,22 + GC ΓM SC,12 .

(7.11)

where
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Eqs. (7.7) and (7.9) relate the forward and reverse traveling waves at the
uncoupled amplifier input ports for the cases when the amplifier coupling network
is excluded and included, respectively. Other than the differences in these two expressions, the remainder of the analysis required to obtain the complete transfer relationship for the two systems is identical. Therefore, comparing these two equations,
we observe that when the coupling is included, we must replace GM by the product
GC GM and the reflection coefficient ΓM by the reflection coefficient ΓC . Using these
observations in (7.2) leads to the signal model for the case when amplifier coupling is
included given by
vL = Q0 [H0 aT + η]

(7.12)

H0 = GC GM SRT

(7.13)

η = Γ C bη − a η

(7.14)

where

and Q0 results from (7.6) with ΓM replaced by ΓC .
The matrix Q0 in (7.12) is a complex function of the network parameters.
However, as shown in Section 5.2.2, since Q0 multiplies both the signal and the noise
it does not impact the system capacity and therefore will not be of concern in this
development. Therefore, we can consider the relevant output signal as y = Q−1
0 vL to
obtain the simplified signal model
y = H0 aT + η.
7.3

(7.15)

Capacity
Using the signal model of (7.15), it is straightforward to compute the capac-

ity of the MIMO system. We will assume that the transmitter is informed concerning
the channel state information, leading to a capacity that can be obtained from the
water-filling solution [2]. In computing this capacity, however, we must properly formulate the covariance of the noise vector η using the statistical properties of the
noise waves aη and bη . As outlined in Sections 4.4.1 and 5.2.1, these noise waves can
be represented as zero-mean Gaussian random variables, with noise in each amplifier
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uncorrelated with that of all other amplifiers. Using the approach outlined in Section
5.2.1, the noise covariance becomes
©
ª
E ηη †
´
³
= kB B Tα I + Tβ ΓC Γ†C − TΓ ΓC − TΓ∗ Γ†C
|
{z
}

Rη =

,

(7.16)

Tα Rηo

where we have factored out the constant Tα from Rηo so that the structure of Rηo is a
function only of the relative values Tβ /Tα and TΓ /Tα . Using this representation, the
absolute noise value controlled by kB BTα can be specified based on a desired SNR
level.
With this form of the noise covariance, the mutual information of y and
aT can be expressed as
|H0 RT H†0 + Rη |
I(y, aT ) = log2
,
|Rη |

(7.17)

n
o
where RT = E aT a†T is the covariance of the transmitted signal. Using the eigenvalue decomposition (EED) Rηo = ξ η Λη ξ†η where ξ η is unitary, the mutual information expression can be rearranged to the form
¯
¯
¯ ZRT Z†
¯
I(y, aT ) = log2 ¯¯
+ I¯¯ ,
kB BTα

(7.18)

where Z = Λ−1/2
ξ †η H0 . The capacity results when the transmit covariance matrix
η
RT is specified according to the water-filling solution, with the total transmit power
limited according to Tr(RT ) ≤ PT as outlined in Section 2.2.1.
7.4

Matching Network Specification
The effective channel response matrix H0 in (7.13) depends on the S-

parameter matrix SM describing the matching network connecting the receive antenna to the coupled amplifiers. We must therefore specify this matching network
response to evaluate the MIMO system capacity. In practical high-frequency amplifier design, the behavior of the amplifier depends on the source termination observed
by the active amplifier device. For example, this source termination can be chosen to
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achieve either minimum amplifier noise figure or maximum signal power transfer. Determining these optimal source terminations is routinely performed for high-frequency
active devices used in receiver front-ends [53].
In this analysis, we assume that we know the appropriate amplifier source
terminations to achieve a desired design goal for the uncoupled amplifiers. This knowledge then allows specification of the diagonal matrix ΓC . For example, if Γopt is the
amplifier source termination for minimum noise figure, ΓC = Γopt I. Then, (7.11) can
be rearranged to the form
£
¤−1
−1
ΓM = S−1
(Γ
−
S
)
×
S
+
S
S
(Γ
−
S
)
.
C
C,22
C,12
C,11
C
C,22
C,21
C,21

(7.19)

Simply stated, we have used our knowledge of the desired amplifier source terminations to specify the appropriate value of ΓM . With ΓM known, the techniques
developed in Section 4.5 can be used to construct the matching network S-parameter
matrix SM which achieves the desired matching condition.
7.5

Amplifier Coupling Network
Within the receiver model framework, we must develop a simple yet flex-

ible model for the amplifier coupling network that can be used to determine SC . To
facilitate drawing conclusions about the impact of coupling on MIMO system performance, we will focus on a MIMO architecture with two antennas at transmit and
receive, leading to a coupling network with two input and two output ports. The
model adopted for this network is shown in Figure 7.2, which includes coupling via
the mutual inductance M and capacitance C.
Standard even-odd mode analysis can then be used to determine SC for
this structure [52]. In even-odd mode analysis, the problem is reduced from a 4 port
problem to two 2 port problems and is split by either exciting ports 1 and 2 in phase,
the even mode or 180 degrees out of phase, the odd mode. This allows reflection and
transmission coefficients for the resulting 2 port problem to be determined and then
combined to characterize the performance of the complete system. In the even mode,
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Figure 7.2: Four-port network used to model amplifier coupling for a two-antenna
MIMO receiver.

the reflection and transmission coefficients are given by
be1
jωM
=
e
a1
Z0 + jωM
e
b
Z0
= 3e =
.
a1
Z0 + jωM

Γe =

(7.20)

Te

(7.21)

The odd mode is more complicated and yields the transmission and reflection coefficients as
−jω[M + C(Z0 + jωM )(Z0 − jωM )]
bo1
=
o
a1
(Z0 − jωM )[1 + jωC(Z0 − jωM )]
o
b
(1 − Γo )
= 3o =
.
a1
1 + j2ωC(Z0 − jωM )

Γo =

(7.22)

To

(7.23)

The symmetry of the 4 port problem specifies the complete S-paremeter matrix SC
when the interaction between port 1 and all remaining ports is known. These relationships between port 1 and the rest of the coupling network are obtained by combining
the even and odd mode results in the following manner,
1
(Γe + Γo )
2
1
=
(Γe − Γo )
2
1
=
(Te + To )
2
1
=
(Te − To ).
2

S11 =

(7.24)

S21

(7.25)

S31
S41

(7.26)
(7.27)

In the computations, we will normalize the values for M and C in SC to be
M0 = ωM/Z0 and C0 = ωCZ0 , where Z0 is the system normalizing impedance for
S-parameter specification and ω is the operation radian frequency.
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We will discuss the system capacity in reference to the level of coupling
created by the amplifier coupling network. This coupling level will be quantified by
driving one of the input ports with all other ports terminated in Z0 . The coupling
coefficient κ represents the ratio of the power exiting the coupled output port to the
sum of the powers exiting both output ports.
7.6

Computational Examples
For the following simulations, we assume the transmit and receive arrays

consist of two uncoupled half-wave dipole antennas with half-wavelength spacing. The
dipole impedance and radiation pattern are computed using closed-form expressions
[31]. The device used as a basis for the amplifier is a BJT taken from a HewlettPackard Application Note [61] and is described in Section 5.3.2.
For all simulations, 1000 realizations of the SVA channel model as outlined
in Section 2.1 are used to create a set of transfer matrices H. Details on the implementation of this model, including the parameters used to model an indoor propagation
environment, can be found in [12]. For each channel realization, we place single
dipoles in the transmit and receive spaces and create a lossless receive matching net∗
work with SM,11 = SRR
so that ΓM = 0 (all terms are scalars, and SC = I). We then

can simplify the single-input single-output (SISO) SNR as
SNRS =

|SRT |2
PT
1 − |SRR |2 kB BTα

(7.28)

where PT is the total transmit power. This SNR value is then averaged by moving
each dipole in 0.1λ steps over a linear range of 1.5λ. For a given transmit power, the
value of kB BTα can be computed to achieve an average SISO SNR (20 dB in this
work) for the channel realization.
Several matching networks are used in the simulations, with the goal of all
being minimum amplifier noise figure. First, we assume that we know SC and wish
to compensate for the coupling by creating a matching network that presents the
optimal value of ΓC to the amplifier. Note that ΓC must be diagonal since we assume
all amplifier coupling occurs in the coupling network. Therefore, this perfect matching
network must in general be coupled (SM,ij and ΓM are full matrices), and therefore
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difficult to construct. However, this simulation provides an upper bound against
which the performance of more practical matching approaches can be compared.
We may also examine the system performance when using impedance
matching networks that are more readily implemented in practice. For example,
if we determine the value of ΓM to provide the optimal ΓC as discussed above, we
can convert the reflection coefficient ΓM to the (full) impedance matrix
ZM = Z0 (I + ΓM )(I − ΓM )−1 .

(7.29)

We can them form the diagonal matrix ZM containing the diagonal elements of the
original ZM , and then compute the diagonal reflection coefficient matrix ΓM with
elements ΓM,ii = (Z M,ii − Z0 )/(Z M,ii + Z0 ). We can then construct the self-impedance
matching network to achieve this uncoupled, diagonal reflection coefficient matrix.
Finally, if we assume that we don’t know SC for the coupling network, we can design
a matching network that presents the optimal (diagonal) reflection coefficient ΓM
assuming that the coupling network is not present (equivalent to the optimal value of
ΓC discussed in the prior paragraph). We will refer to this as the uncoupled match.
Figure 7.3 shows the capacity averaged over the 1,000 channel realizations
for the three different matching assumptions as well as the coupling coefficient κ as
a function of C0 and M0 . Because the perfect match compensates for any amplifier
coupling, the capacity performance is independent of the coupling component values.
In contrast, for the other matching networks the performance degrades with increasing
M0 and C0 . It is noteworthy that while generally speaking the value of κ increases with
increased C0 and M0 , careful comparison reveals that the capacity is not closely tied
to this coupling level. Most notably, the capacity for M0 = 0 is always substantially
higher than that for M0 = 0.5, although the values of κ for these two inductance
levels actually cross at moderate values of C0 .
To more fully appreciate the correlation between amplifier coupling and
MIMO capacity degradation, we explore the behavior of the singular values of the
effective channel matrix H0 . These singular values represent the channel gains of
the eigenchannels created by the propagation environment coupled with the antenna
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Figure 7.3: Capacity for perfect and self-impedance matching (top plot), capacity for
perfect and uncoupled matching (middle plot), and coupling coefficient as a function
of amplifier coupling components C0 and M0 .

geometry and RF sub-system. For the 2 × 2 system under investigation here, the
effect of coupling on these singular values can impact the capacity in two ways. First,
if coupling creates a large imbalance between the singular values, capacity tends to
decrease since the water-filling solution concentrates most or all of the energy into the
dominant eigenchannel. Second, power loss at the loads due to impedance mismatch
created by the coupling (for the more practical matching network configurations) will
reduce the received SNR and therefore system capacity.
Figure 7.4 plots the two singular values for the system as a function of
C0 and M0 for the case of the self-impedance match (similar results occur for the
uncoupled match). As can be seen, coupling has only a minor impact on the relative
values (ratio) of the singular values. In fact, careful analysis reveals that the ratio of
the singular values gets smaller with increasing coupling component values, a trend
that tends to improve the system capacity. However, this minor effect is overwhelmed
by the large reduction in both singular values caused by the increased impedance
72

Channel Singular Values

M0 = 0.0
M = 0.5
0
M0 = 1.0
0.1

0.05

0
0

0.2

0.4

0.6

0.8

1

C0

Figure 7.4: Two singular values of the effective channel matrix as a function of the
amplifier coupling components C0 and M0 .

mismatch associated with increased coupling (for the imperfect but practical matching
network used here). As a result of this decreased signal strength, the capacity tends
to decrease with increasing coupling component values. The key point to observe
from this result is that it is not the signal coupling, but rather the reduced SNR
created by imperfect power transfer through the system, which degrades the capacity
performance.
7.7

Summary
This chapter has used a detailed model to assess the performance of MIMO

systems with signal coupling created in the receiver front-end. The model has been
applied to a MIMO system with two transmit and receive antennas with a simulated
multipath environment for different levels of amplifier coupling. The results have
illustrated that for practical impedance matching networks, the coupling reduces the
capacity due to the decreased power transfer created by the coupling-induced mismatch. The framework presented could be used with any coupled amplifier model to
assess the potential performance of other MIMO system implementations.
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Chapter 8
Supergain
8.1

Introduction
Whenever we search for such optimal excitations or beamforming weights

of a multiple antenna system, the possibility of superdirectivity behavior must be
considered [3]-[7]. This behavior occurs when antenna elements are closely spaced,
allowing use of theoretically possible but impractical current excitations or weights
that lead to very high gain in preferred directions. If appropriate constraints are
not placed on the computation to limit these types of excitations, then a properly
formulated analysis may exploit superdirectivity behavior to optimally signal over the
channel.
Interestingly, it does not appear that the analysis of superdirectivity effects
in MIMO systems has yet been considered, likely due to the traditional constraints
placed on transmit excitations and assumed characteristics of the receiver noise. In
this chapter, we formulate an electromagnetically consistent constraint on the system
total radiated power as well as a model for noise generated external to the receive array
and demonstrate that these conditions lead to transmit and receive superdirectivity,
respectively. We then provide a framework for computing the capacity under these
circumstances for cases where the transmitter is aware and unaware of the channel.
The formulation includes a mechanism for limiting the superdirectivity effects, as
measured by the array Q factor [5]-[7], to within a bound that can be set. The
approach is applied to specific examples that highlight the effect of superdirectivity
on the capacity bound for multipath channels.
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8.2

Analysis Framework
Our objective is to illustrate how superdirectivity impacts MIMO system

performance and how to assess this performance when the level of tolerable superdirectivity is limited due to practical considerations. We therefore present a communication model wherein the effect of superdirectivity can be observed and formulate
the MIMO system capacity when this superdirectivity is constrained.
We use a generalized communication scenario so that the developed framework can be adapted to specific antenna configurations and propagation environments. Consider an arbitrary propagation channel linked by transmit and receive
elements which are confined to the volumes ∆Vt and ∆Vr respectively. For simplicity,
local coordinate systems are assumed for the transmit space (rt ) and receive space
(rr ). Fig. 8.1 shows a simple diagram of this scenario.

j(rt ')

rt

∆Vt

∆Vr

rr

G 0 (Ω t , rt ')
e t (Ω t )

G 0 (Ω r , rr ')

G rt (Ω r , Ω t )

e r (Ω r )

Figure 8.1: Basic diagram showing the relevant quantities and coordinates for defining
the MIMO channel model.

We will represent the vector current distribution in the transmit volume
as a linear combination of Nt vector basis functions τ n as
j(r0t )

=

Nt
X
n=1
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τ n (r0t )in ,

(8.1)

where in is a complex weight. The vector radiation pattern in the far-field can then
be expressed as [8]
Z
dr0t G0 (Ωt , r0t )jt (r0t )

et (Ωt ) =

∆vt
N
t ·Z
X

=

n=1

|

¸
dr0t
∆vt

G0 (Ωt , r0t )τ n (r0t )
{z

in

(8.2)

}

etn (Ωt )

= Et (Ωt )i,

(8.3)

where Ωt represents a direction in solid angle with elevation and azimuth angles
θt and φt , respectively. The function etn (Ωt ), which is the nth column of Et (Ωt ),
represents the radiation pattern of the nth basis function for unit driving current
(in = 1) with all other basis functions open-circuited (iq = 0 for q 6= n). The dyadic
Green’s function G0 relates the current distribution to the radiated fields in the farzone and is normalized by the spherical wave factor e−jk0 rt /rt , with k0 the free-space
wavenumber, so that the transmitted field pattern depends only on the observation
angle.
After propagation through the channel, the field is received by Nr antennas
represented by vector basis functions ρm . We compute the far-field radiation pattern
for the mth sensor function using
Z
erm (Ωr ) =

dr0r G0 (Ωr , r0r )ρm (r0r ).

(8.4)

∆vr

If Grt (Ωr , Ωt ) represents the dyadic gain function relating the radiated field at angle
Ωt and the received field at angle Ωr , the open-circuit voltage received by the mth
sensor function is given as
I
I
vm = dΩr dΩt eTrm (Ωr )Grt (Ωr , Ωt )et (Ωt ) + ηm ,
Ωr

(8.5)

Ωt

where the integrations are over spheres surrounding the transmit and receive spaces,
{·}T is a transpose, and ηm is noise. Substitution of (8.3) into (8.5) yields the linear
system
v = Hi + η,
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(8.6)

where the discrete transfer matrix elements are given as
I
I
Hmn = dΩr dΩt eTrm (Ωr )Grt (Ωr , Ωt )etn (Ωt ).
Ωr

8.3

(8.7)

Ωt

Superdirectivity
With the communication model of (8.6), we are prepared to discuss the

superdirectivity characteristics of the transmit and receive arrays. Supergain occurs
when an antenna array of a given aperture is able to achieve gain higher than that
of the uniformly illuminated aperture. This can occur when the antenna elements
are spaced less than half a wavelength apart and very specific array weights are applied to the elements. In the next subsections, we give a brief mathematical analysis
of superdirectivity, identify several methods for quantifing superdirectivity behavior
and show how this behavior is present in the array weights derived in the waterfilling capacity solution. Since there are a variety of practical problems associated
with superdirectivity excitations, including high antenna currents (which leads to
high ohmic loss), extreme sensitivity to the excitation weights, and narrow operating
bandwidth [4], methods for limiting supergain based on the available identifiers will
also be proposed.
8.3.1

Antenna Array Factor Analysis
We will illustrate the superdirectivity effect by considering a linear antenna

array oriented along the z-axis with equal element spacing, d [70]. The far-field of the
array, assuming the standard angular specification of spherical geometry, is given by
N −1
e−jkr X
E(r, Ω) =
an en (Ω)ejnψ
r n=0

ψ = kdcosθ,

(8.8)
(8.9)

where N is the number of elements in the linear array, en (Ω) is the nth antena element
pattern, and an is the current excitation of the nth antenna element. If we ignore
mutual coupling between elements, assume the element patterns are identical, and
drop the spherical wave factor the angular dependence of the far-field can be expressed
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as
E(Ω) = e(Ω)f (ψ)
N
−1
N
−1
X
X
jnψ
f (ψ) =
an e
=
an z n
n=0
jψ

(8.10)
(8.11)

n=0

z = e ,

(8.12)

where f (ψ) is the array polynomial and |f (ψ)|2 represents the far-field pattern for
isotropic radiators. An alternative representation for the array polynomial is
f (z) = aN −1

N
−1
Y

(z − zn ),

(8.13)

n=1

where the roots, zn , correspond to the locations of the pattern nulls.
The physical angles at which the array radiates correspond to θ ∈ [0, π],
while ψ ∈ [−kd, kd] represent the associated array space angles. If d ≥

λ
,
2

then

kd ≥ π, which means that ψ will cover the full range [−π, π]. However, if d <

λ
,
2

then kd < π and ψ is less than full range. In this case, |f (ψ)|2 for ψ ∈ [−kd, kd], is
the array factor of the radiated power pattern in the visible region. Also, f (ψ) with
ψ ∈ ([−π, −kd) ∪ (kd, π]) corresponds to evanescent fields which represent energy
stored in the array vicinity.
It this region where d < λ/2 that supergain occurs. It is possible, with the
appropriate array weights, to achieve large gains at the expense of a large amount of
stored energy. Figure 8.2 shows the power pattern for a linear array with Tchebyscheff
array weights and d = λ2 . In this case the array space maps one-to-one to the visible
region. Figure 8.3 represents a linear array with the same weights, but d =

λ
.
16

In

this case, the array factor looks the same as that in Figure 8.2, however only a small
portion of the power pattern corresponding to ψ ∈ [ −π
:
16

π
]
16

maps to the visible

region. Although the power pattern is now much more directive than expected from
an array of electical length λ4 , we observe that this supergain effect is accompanied
by power levels that are 170 dB down from the corresponding radiated power for
the array with element separation

λ
.
2

Additionally, the stored fields on the array

correspond to the fields that created the power pattern in Figure 8.2 outside of the
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Figure 8.3: Visible power pattern for
a 9-element linear Tchebyscheff array
λ
with element spacing d = 16

Figure 8.2: Visible power pattern for
a 9-element linear Tchebyscheff array
with element spacing d = λ2

range ψ ∈ [−π/16 : π/16] [67]. Therefore, supergain weights allow an antenna array
to generate highly directive patterns at the cost of low efficiency and low bandwidth.
Since the costs of achieving supergain are unacceptable, methods have been devised
to quantify performance of an array with particular weightings. These evaluation
metrics allow array designers to determine whether or not a particular weighting
produces “supergain” and is therefore undesirable. The next section introduces two
different supergain identifiers and shows how the array weights from the waterfilling
solution exhibit supergain properties.
8.4

Supergain Identifiers
It has been shown that, supergain, while highly desirable in its ability to

achieve large gain for relatively small apertures, is extremely inefficient, highly sensitive to variation in the antenna element weights, and is narrowband. One early
study of supergain effects, by Yaru, proposed a

λ
4

linear array and computed the

potential gain, sensitivity, and efficiency for arrays of of this size with different numbers of elements [67]. Figure 8.4 shows that it is possible to achieve very large gains
with an antenna array of small electromagnetic size. However, since numerical gain
optimization techniques often recommend supergain excitations, the limiting factors
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associated with supergain required that different supergain identifiers be established
and incorporated into the optimization problem as constraints, so that the resulting
antenna arrays would avoid the limitations imposed in the supergain region. Two of
these identifiers are sensitivity, which is closely related to efficiency and a Q-factor,
which is closely related to usable bandwidth.
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Figure 8.4: Gain of a supergain array over a single element. Array length is fixed to
λ
.
4

8.4.1

Sensitivity Factor
Figure 8.5 shows that supergain patterns require extremely precise current

weights and antenna element locations [67]. The sensitivity factor is chosen to represent how sensitive the array pattern is to minor variations in the location of the
physical antenna element position and to a variance in the specification of the current
weights. This factor is designated as K and is given for an N element array by [68, 69]
PN

|an |2
(8.14)
K = PN n=1
| n=1 an e−jkrn ·u0 |2
where an are the element weights, rn is the location of the nth antenna from the
origin, and u0 is a far-field point in the direction of maximum radiation. If we define
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for supergain; patterns accurate to 0.5
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∆2 to be δ 2 + ²2 , where δ represents the variance on element location and ²2 the
variance on the element weights, then it can be shown that
K∆2 =

average intensity of the error pattern
.
maximum intensity of the ideal pattern

(8.15)

This expression indicates that a large K will correspond to a pattern that is very
sensitive to minor errors in weighting or position. This would indicate that the
pattern is extremely difficult to reproduce in a physical system where these errors are
present. When applying this metric to the weightings specified by the waterfilling
solution, the some of the eigenbeams are observed to have high sensitivity factors.
Since the observed increase in capacity is related to supergain, we would like to
identify a supergain metric that could be used to limit presence of supergain in the
waterfilling solution. Since K depends on the direction of the beam maximum for
each eigenbeam, it is difficult to include in the formulation for capacity [68, 69]. As
seen in Figure 8.6, supergain has extremely low radiation effeciency. Also, without
explaining the effeciency metric for supergain arrays, comparing Figures 8.5 and 8.6
illustrates the inverse relationship of efficiency to sensitivity. So supergain patterns
are much too sensitive and inefficient to consider as useful patterns.
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8.4.2

Q Factor
Having mentioned a supergain metrics that quantifys the level of superdi-

rectivity associated with an array excitation in terms of pattern error, we now seek
a metric which is closely tied to the multi-antenna capacity formulation. We will see
that the superdirectivity geometric Q factor [5]-[7], which quantifies the usable bandwidth of the array, is a particularly convenient metric for this analysis. To compute
this metric for the transmit array, we construct the Hermitian matrix
I
Bt = dΩt E†t (Ωt )Et (Ωt ),

(8.16)

Ωt

where {·}† is the matrix conjugate transpose. Assuming that all basis functions τ n
are identical other than their absolute positions, we can normalize this matrix to have
unit entries along the diagonal as
At = Bt /Bt,11 .

(8.17)

The superdirectivity Q factor for this array for a vector of transmit currents i is then
given as
Qt =

i† i
.
i† At i

(8.18)

The product of Qt and the quality factor Qe of the individual array elements represents the quality factor of the antenna array for the excitation vector i
[3]. Therefore, a high Q factor corresponds to a small usable bandwidth. For example, suppose we use an element that has Qe = 10 when operating in isolation. This
corresponds to a 10% frequency bandwidth, something easily obtainable by practical
elements such as a half-wave dipole. If the array configuration leads to a modest
Q factor of 10, the overall array quality factor will be 100, leading to a frequency
bandwidth of only 1%. Therefore, the attempt to use superdirectivity to enhance
system performance will in most cases fail due to this bandwidth reduction (in addition to the other practical difficulties outlined above). Since the goal of using MIMO
technology is to obtain high spectral efficiency, this severe bandwidth reduction can
be considered counter-productive to this fundamental goal.
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When the array is used for information communication, the excitation
vector i and therefore Qt will be time-variant. We can, however, gain insight into the
value Qt from At (which depends only on the array properties). Let the eigenvalue
decomposition (EVD) of At be represented by At = ξ t Λt ξ†t [9], where ξ t is a unitary
matrix of eigenvectors and Λt is a diagonal matrix of real eigenvalues (since At is
Hermitian). If we expand the current at time t using the eigenvectors as i(t) =
ξ tn α(t), where α(t) is a vector of weights, then Qt (t) = α† (t)α(t)/α† (t)Λt α(t). Qt
will therefore be large (indicative of superdirectivity) when the current is aligned
with eigenvectors associated with small eigenvalues, and reaches a maximum value of
Qt,max = 1/Λt,min , where Λt,min represents the smallest eigenvalue.
For the following, we will define Qt0 as the highest Q factor that we will
tolerate for the transmit array. The matrix b
ξ t then represents the eigenvectors in
ξ t associated with eigenvalues in Λt that are greater than 1/Qt0 . Similarly, we can
construct the matrix Ar using (8.16) and (8.17) with the replacements etn ← erm
and Ωt ← Ωr . Using the EVD Ar = ξr Λr ξ †r and defining the threshold Qr0 , b
ξ r then
represents the eigenvectors in ξ r associated with eigenvalues in Λr that are greater
than 1/Qr0 .
8.4.3

Noise and Receive Superdirectivity
Noise can be introduced by sources external to the receiver (interference)

and by components within the receiver (thermal noise). While thermal noise is modeled as additive white Gaussian noise, most physical MIMO systems will be interference limited rather than thermal noise limited. This distinction requires that a
realistic MIMO communications system model use an external inteference model for
the noise. Therefore, we define the noise for the case of external interference, where
a noise field n(Ωr ) impinges on the receiver. The noise in the interference case is
spatially colored and the noise vector contains zero-mean complex Gaussian random
variables where the contributions from different directions are uncorrelated, leading
to the expression
ª
©
E n(Ωr )n† (Ω0r ) = ση2 pη (Ωr )δ(Ωr − Ω0r )I,
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(8.19)

where E {·} is an expectation, I is the identity matrix, ση2 pη (Ωr ) represents the noise
angular power spectrum, and δ(·) is the Dirac delta function. According to the
convention presented in (8.5), the vector of received noise voltages is
I
η = dΩr ETr (Ωr )n(Ωr ),

(8.20)

Ωr

where erm (Ωr ) forms the mth column of the matrix Er (Ωr ). Using this result with
©
ª
(8.19), the noise covariance Rη = E ηη † is given as
I
2
Rη = ση dΩr ETr (Ωr )E∗r (Ωr )pη (Ωr ).
(8.21)
Ωr

To accommodate this non-diagonal noise covariance matrix Rη (spatially
colored noise) in the system model, it is customary to pre-whiten the received signal
using R−1/2
v [65]. Effectively, this operation represents a beamformer operating on
η
the received signal vector. If at a given time instant the vector v is aligned with
an eigenvector of Rη corresponding to a small eigenvalue, then the beamformer will
create a large signal gain. However, we recognize that Rη in (8.21) is very similar in
form to Br computed using appropriate substitutions in (8.16). In fact, if pη (Ωr ) = 1
then Rη = ση2 B∗r . Therefore, this signal gain is created by superdirectivity effects.
Physically, the array is using superdirectivity to create a spatial filter that removes
the external noise power while maintaining high gain for the desired signal. This of
course will only occur when the noise and signal arrivals are characterized by different
angular power distributions.
Our goal is to ensure that the system does not try to exploit superdirectivity beyond a predetermined level. Using our definitions in Section 8.3, we therefore
†
first apply the beamformer represented by b
ξ r to create the signal
†
†
†
v0 = b
ξr v = b
ξ r Hi + b
ξr η,

(8.22)

†

b=b
where the noise η
ξ r η has covariance
†
bη = b
ξr .
R
ξ r Rη b

(8.23)

With this projection, any subsequently applied receive beamforming weights characterized by a Q factor above Qr0 lie in the null-space of v0 and therefore will not
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contribute to the capacity. Application of the pre-whitening filter gives
†
b −1/2 v0 = R
b −1/2 b
b −1/2 η
b=R
b,
v
ξr H i + R
η
η
η
| {z }

(8.24)

H0

b −1/2 η
b has covariance I.
where the noise R
η
When the dominant noise source is thermal noise generated in the receiver
front-end, we typically assume that the vector η consists of zero-mean complex Gaussian elements with covariance Rη = ση2 I. A beamformer applied to the received signal
plus noise can no longer suppress this spatially white noise through selective spatial
filtering. Mathematically, we observe that the pre-whitening beamformer is simply
a scaled identity matrix and therefore will not introduce the small eigenvalues (and
therefore superdirectivity) observed for the case of external noise.
8.4.4

Radiated Power Constraint and Transmit Superdirectivity
A traditional transmit power constraint for the system represented in (8.6)

would be [10]

© ª
E i† i = Tr (Rt ) ≤ PT ,

(8.25)

© ª
where Rt = E ii† and Tr(·) represents a trace. However, (8.25) does not represent
the actual power radiated by the currents, which is typically the quantity constrained
by regulating agencies. Fig. 8.9 shows that for small antenna element spacings, the
traditional power constraint does not achieve a constant radiated power level. To
constrain the radiated power to a constant value for all antenna element spacings, we
use (8.3) to compute the radiated power averaged over one sinusoidal cycle (assuming
the complex envelope of the current remains constant over this interval) as
I
1
prad =
dΩt e†t (Ωt )et (Ωt )
2Z0 Ωt
·
¸
I
1
†
†
=i
dΩt Et (Ωt )Et (Ωt ) i,
2Z0 Ωt
|
{z
}
Zt =Bt /2Z0
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(8.26)

where Z0 is the intrinsic impedance of free-space. The average radiated power obtained by taking the expectation of (8.26) is
´
³
1/2
1/2
Prad = Tr (Rt Zt ) = Tr Zt Rt Zt
≤ PT ,
|
{z
}

(8.27)

bt
R

where the last inequality represents the power constraint that will be placed on the
communication system when determining the channel capacity.
The effect of the radiated power constraint of (8.27) can be readily observed
when it is applied to determine the system capacity. For the communications model
b and i satisfies [11]
in (8.24), the mutual information between v
³
´
b i) ≤ log2 det H0 Rt H†0 + I ,
I(v,

(8.28)

where det(·) is a determinant and equality occurs when i is drawn from a complex
−1/2 b

Gaussian constellation. Observing from (8.27) that Rt = Zt

−1/2

Rt Z t

and sub-

stituting this result into (8.28) shows how the small eigenvalues in Zt can lead to
spatial channels with high gain. Since Zt = Bt /2Z0 , it is evident that this condition
corresponds to transmit superdirectivity. Physically, we interpret the multiplication
−1/2

by Zt

as application of a transmit beamformer capable of putting power into the

angular directions with high channel gain to the receiver while putting little power in
directions that do not contribute to the received power.
It is important to emphasize that the traditional power constraint limits
the sum of the squares of the currents. Since this constraint does not limit the radiated
power, its implementation in the capacity formulation will not penalize a solution that
puts power into the directions that do not strongly couple to the receiver. For this
reason, transmit superdirectivity is not observed in typical MIMO system analyses
that use the traditional power constraint. It is the introduction of the radiated power
constraint of (8.27) that creates the possibility to observe this superdirectivity.
We can limit the transmit superdirectivity to have a Q factor below Qt0 by
requiring the excitation i to remain within the subspace spanned by b
ξ t . To enforce
this constraint, we express the covariance Rt in terms of the basis b
ξt through the
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parameterization
†
Rt = b
ξ t R0 b
ξt

where R0 is a positive semi-definite matrix. From (8.27),
³ ´
³
´
†
b t = Tr b
Tr R
ξ t R0 b
ξ t Zt
³ 1/2
´
b R0 Z
b 1/2 ,
= Tr Z
t
t

(8.29)

(8.30)

†
bt = b
b −1/2 R
b tZ
b −1/2 . Using this result and (8.29)
where Z
ξ t Zt b
ξ t , which leads to R0 = Z
t
t

in (8.28) leads to

³
´
bR
b tH
b† + I ,
b i) ≤ log2 det H
I(v,

(8.31)

†
b =R
b −1/2 b
b −1/2 .
ξ r Hb
H
ξt Z
η
t

(8.32)

where

bt = Λ
b Z which
We point out that since Zt and At share the same eigenvectors, Z
represents the diagonal matrix of eigenvalues of Zt corresponding to the eigenvectors
in b
ξt .
8.4.5

Capacity
Eq. (8.31) provides a concise mutual information expression that can be

maximized to determine the system capacity under the applied constraints. Under
the assumption that the transmitter is aware of the channel transfer matrix H, the
b t that maximizes capacity can be constructed from the water-filling socovariance R
b t ) ≤ PT from (8.27).
lution [2, 10] using the power constraint Tr(R
For scenarios where the transmitter is unaware of the channel matrix, we
b t = (PT /N
b t [1, 10]. Placing this covaribt )I, where N
bt is the dimensionality of R
use R
ance in (8.31) leads to the uninformed transmitter capacity
µ
¶
PT b b †
Cut = log2 det
HH + I .
bt
N
8.4.6

(8.33)

Signal Correlation
The prior discussion has indicated that the effective transmit and receive

†
b −1/2 and R
b −1/2 b
beamformers b
ξt Z
ξr in (8.32) can impact the received SNR. It is imt
η

portant to recognize that these beamformers can also change other channel matrix
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properties such as the correlation between the channel matrix elements. For example,
the elements of H corresponding to closely-spaced antenna elements will generally be
highly correlated. However, because superdirectivity can create effective beams that
b may have reduced correlation.
are nearly orthogonal, the elements of H
We will assess this impact for uniform linear arrays by assuming that the
channel matrix elements are zero mean and that their column and row indices correspond to the positions of the elements in the transmit and receive arrays, respectively.
The transmit and receive correlations taken at the antenna terminals are
Xt,q

Nq Nr
©
ª
1 XX
∗
E Hmn Hm,n+q
=
Nr Nq n=1 m=1

(8.34)

Xr,p

Np
Nt X
©
ª
1 X
∗
=
E Hmn Hm+p,n
,
Nt Np n=1 m=1

(8.35)

where Nq (Np ) represents the number of unique pairs of transmit (receive) antennas
separated by a distance qd (pd) with d the element spacing. The expectation can be
approximated by an average taken over an ensemble of channel matrix realizations.
The transmit and receive correlation coefficients are then constructed using ρt,q =
Xt,q /Xt,0 and ρr,p = Xr,p /Xr,0 , respectively. The correlation coefficients at the input
of the transmit beamformer and output of the receive beamformer can be computed
b used in place of H.
by the same procedure with H
8.5

Representative Application
The derivations in Section 8.2 provide a general framework for determin-

ing the capacity of a MIMO system under the constraint that superdirectivity is
limited. It is instructive to now apply the technique to a specific set of transmit
and receive basis functions. For simplicity, we will consider two-dimensional arrays of
Hertzian dipoles at the transmit and receive coupled with a two-dimensional, singlepolarization description of the propagation channel. The arrays at transmit and
receive will be identical.
The use of Hertzian dipoles has some consequences that must be understood. First, such elements themselves have infinite quality factor, which means they
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cannot be used over any bandwidth. However, since the superdirectivity Q factor
represents the quality factor created by the array geometry and is not dependent on
the element quality factor, these elements exhibit the same superdirectivity behavior
as any non-ideal antenna. Because half-wave dipoles have radiation patterns very
similar to those of the Hertzian dipole, the results obtained here will be very representative of what would be observed for the more practical longer dipole antenna.
Second, because the Hertzian dipole does not suffer current deformations due to mutual coupling, its use allows us to assess the impact of superdirectivity without the
added complication of the effect of electromagnetic coupling. This model problem
therefore provides computational simplicity while demonstrating the key features of
MIMO systems impacted by superdirectivity effects.
8.5.1

Basis Functions and Channel Description
Because we are operating in a single polarization environment, the basis

functions can be expressed as scalars. The Hertzian dipoles are represented as
τn (rt ) = δ(rt − rtn )
ρm (rr ) = δ(rr − rrm ),

(8.36)

where rtn = (xtn , ytn , 0) and rrm = (xrm , yrm , 0) indicate the locations of the nth transmit and mth receive dipole, respectively. With this basis, we can use the (normalized)
free-space scalar Green’s function [8]
G0 (Ω, r) = sin θ ψ(r, Ω),

(8.37)

ψ(r, Ω) = ejk0 (x sin θ cos φ+y sin θ sin φ+z cos θ) .

(8.38)

where

The radiation patterns at transmit and receive become
etn (Ωt ) = sin θt ψ(rtn , Ωt )

(8.39)

erm (Ωr ) = sin θr ψ(rrm , Ωr ).

(8.40)

We next assume a directional channel model consisting of L plane waves
confined to the horizontal plane with the `th plane wave characterized by departure
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direction Ωt` = (θt` = π/2, φt` ), arrival direction Ωr` = (θr` = π/2, φr` ), and complex
gain β` . In this analysis, the plane waves are grouped into angular clusters at transmit
and receive, with the angles of the clusters distributed uniformly in the horizontal
plane and the angles of the arrivals within a cluster satisfying a Laplacian distribution.
The complex gains β` are drawn from a complex Gaussian distribution. The details
of these distributions as well as a detailed demonstration of the model accuracy are
provided in [12]. For our single-polarization environment, the path-based channel can
be expressed as
Grt (Ωr , Ωt ) =

L
X

β` δ(Ωr − Ωr` )δ(Ωt − Ωt` ),

(8.41)

`=1

which when used in (8.7) leads to the channel matrix with elements
Hmn =

L
X

β` ψ(rrm , Ωr` )ψ(rtn , Ωt` ).

(8.42)

`=1

To construct the matrix Bt , we use (8.16) with our basis to obtain
Z π
Bt,nq = 2π dθt J0 (k0 sin θt |rtn − rtq |) sin3 θt ,
(8.43)
0

where | · | represents the magnitude and J0 (·) is the zeroth-order Bessel function.
For identical arrays as used here, Br = Bt . When considering external noise, we
will assume it arrives isotropically so that pη (Ωr ) = 1 leading to Rη = ση2 B∗r . When
thermal noise is assumed, Rη = ση2 I.
We pause here to emphasize that the general conclusions we will draw
are not strongly tied to our choices for channel and noise models. As long as these
models 1) lead to variation in the power transferred to the receiver as a function of
the transmit (departure) angle and 2) create different angular distributions for the
received signal and noise, the effects of superdirectivity will be observed. Therefore,
the focus in the following is more on the observed trends than the absolute capacity
numbers which are strongly dependent on the models used.
8.5.2

Signal-to-Noise Ratio
To compute the MIMO system capacity, we must specify the channel aver-

age single-input single-output (SISO) signal-to-noise ratio (SNR). To accomplish this,
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we first construct the scalar Bt for a single dipole using (8.43) and set Zt = Bt /2Z0
so that for a single transmit antenna, the average radiated power will be PT = |i|2 Zt .
For thermal noise where the single-receiver noise power is ση2 , the SISO SNR averaged
over all pairs of transmit and receive antennas is [2, 14]
SNRthermal =

°
PT
1 °
°H°2 ,
F
2
Zt ση Nr Nt

(8.44)

°°
where °·°F is the matrix Frobenius norm. For the isotropic noise field, we use Rη =
ση2 Bt to obtain the SISO SNR
SNRisotropic =

°
1 °
PT
°H°2 .
F
Zt Bt ση2 Nr Nt

(8.45)

In either case, we set ση2 to produce the desired SISO SNR for each channel realization.
This value is then used to construct the noise covariance as outlined in Section 8.4.3.
8.5.3

Example Computations
In the following computations, we consider uniform circular arrays with

circle diameter D and uniform linear arrays with length L, as illustrated in Fig. 8.7.
The SISO SNR is set to 20 dB. When Monte Carlo simulations are used, 500 realizations of the stochastic channel model are generated, and the results displayed
represent the average over the realizations.

y

x

x
L
D

Figure 8.7: Uniform linear and circular arrays of z-oriented Hertzian dipoles used in
the computations.
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We first consider a 16-element uniform circular transmit array with D =
λ/2, where λ is the free-space wavelength. As discussed in Section 8.3, the inverse of
each eigenvalue of At represents the Q factor associated with an excitation that equals
the corresponding eigenvector. Fig. 8.8, which plots these values, demonstrates the
large range of Q factors possible for this array. Certainly, the larger values observed in
this plot will not permit transmission of waveforms with even a modest bandwidth.
This fact, coupled with the other problems associated with superdirectivity, motivate the need to assess the performance of multi-antenna systems when the effect of
superdirectivity is constrained.
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Figure 8.8: Q factors associated with each of the eigenvectors of At for a 16-element
uniform circular array with diameter D = λ/2.

It is next interesting to explore the impact of the radiated power constraint
on the capacity. Using 8-element uniform circular transmit and receive arrays, we
compute the capacity and the optimal transmit covariance Rt for each of the 500
channel realizations using the water-filling solution with the traditional (Tr(Rt ) ≤ PT )
and modified (Tr(Rt Zt ) ≤ PT ) power constraints. We also compute the radiated
power Tr(Rt Zt ) for each solution. The average capacity and radiated power for
thermal noise and Qt0 = Qr0 = 10100 are shown in Fig. 8.9 for PT = 1. For compact
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arrays, the traditional constraint leads to much higher radiated power than specified
while the modified constraint produces the proper power. However, because the
modified constraint enables superdirectivity, the capacity for this case exceeds that
achieved by the traditional constraint. As the array element spacing increases, Zt

Capacity (bits/s/Hz)

Radiated Power

approaches a diagonal matrix and therefore the two solutions converge.
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Figure 8.9: Radiated power and capacity versus array diameter for the 8-element
uniform circular array computed using the water-filling solution with traditional and
modified power constraints. The results represent averages over 500 channel realizations.

Now, returning to the 16-element circular array with diameter of D = λ/2,
we compute the capacity averaged over the 500 channel realizations as a function of
the threshold Q factors Qt0 = Qr0 . Fig. 8.11 plots this capacity for both thermal
noise and an isotropic external noise field using the water-filling and uninformed
transmitter (Tx) solutions. The jumps in the capacity occur when the threshold
is increased enough to increase the dimensionality of b
ξt = b
ξ r . As expected, the
water-filling solution which exploits channel state information at the transmitter is
larger than the capacity for the uninformed transmitter, although the difference at
this large SNR of 20 dB is relatively small [10]. Also, as Qr0 increases, the receiver
can use superdirectivity to improve the received SNR for the case of isotropic noise.
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500 channel realizations) for a 16element circular array with diameter
D = λ/2 as a function of Qr0 with
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Figure 8.11: Capacity (averaged over
500 channel realizations) for a 16element circular array with diameter
D = λ/2 as a function of Qt0 = Qr0 for
different capacity solutions and noise
models.

However, superdirectivity does not significantly enhance the capacity for thermal
noise, leading to reduced capacity for this noise model.
Fig. 8.10 shows identical results for the case when Qr0 is varied while Qt0 =
1010 . These results reinforce the observation that the capacity for thermal noise
is relatively insensitive to Qr0 since superdirectivity does not play a large role in
determining the SNR for this scenario. However, the effect of superdirectivity for the
case of isotropic noise is dramatic, as expected. Figs. 8.11 and 8.10 both highlight the
significant impact that superdirectivity can have on the channel capacity, and further
motivate the need for a formulation such as the one given here.
Fig. 8.12 plots the capacity as a function of Qt0 = Qr0 for 4 and 16element linear arrays with length L = λ/2. An isotropic noise model is assumed in all
computations. This plot reveals that if the antenna apertures remain fixed, including
more elements within the apertures only increases the capacity if the system is allowed
to use superdirectivity. Using studies such as this, designers can assess the practical
upper bound for the number of elements to use on small devices.
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Finally, we compute the correlation coefficients for the 16-element linear
array with length L = λ/2 at the terminals of the antenna elements (channel mab For the receiver,
trix H) and the terminals of the beamformers (channel matrix H).
we then search over all shifts p in (8.35) to find the value of ρr,p with the largest
magnitude, which we will denote as ρmax . Fig. 8.13 plots the magnitude |ρmax | as a
function of the threshold superdirectivity Q factor. The plot also shows the number
of beams allowed by the beamformer under the superdirectivity constraint (which is
simply the number of array elements when H is used). These results show that the
beamformer always reduces the correlation relative to that observed at the antenna
terminals. They also reveal that when the superdirectivity constraint significantly
limits the number of beams, increasing the amount of allowable superdirectivity reduces the correlation due to reduced beam overlap (increased beam orthogonality).
However, as the number of allowed beams increases, the likelihood that they will
have some overlap also increases, which leads to the increasing correlation observed.
Identical conclusions result from examining the transmit correlation.
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8.6

Summary
When an appropriate constraint is placed on the radiated power of a MIMO

system or when the receiver noise has certain characteristics, superdirectivity behavior
impacts the capacity of the system. Because superdirectivity performance is typically
impractical to achieve, modified capacity formulations for the cases of informed and
uninformed transmitters have been developed that allow computation of the capacity
under the constraint that the superdirectivity must remain below a predetermined
threshold. Application of the framework to the capacity of MIMO systems with
uniform circular and linear arrays has revealed that limiting the superdirectivity can
have a dramatic impact on the achievable MIMO performance.
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Chapter 9
Summary and Conclusion
With the expansion of wireless communication, it is becoming increasingly
desireable to improve the spectral efficiency of communication systems. MIMO communication can be a highly effective method for providing this improved spectral
effeciency.
This dissertation presents several studies relating to spectral efficiency in
MIMO communication. Chapter 2 introduces basic concepts associated with MIMO
communication models and derives the formulations for system capacity that are utilized throughout the dissertation. Chapter 3 proposes various methods for increasing
capacity by selecting different antenna configurations for the transmitter and receiver.
Chapter 4 defines a receiver front-end model that introduces a realistic noise model
for the amplifier stage of the receiver. This is used to study the effects of appropriate
amplifier termination for mitigating the performance degradation caused by antenna
mutual coupling on capacity in Chapter 5 and on diversity in Chapter 6. Chapter 7
modifies the model introduced in Chapter 4 to include coupled amplifiers and analyzes the effects of various amplifier terminations on the system capacity realized by
the coupled amplifiers. Lastly Chapter 8 discusses how the definition for capacity can
be modified to limit the effect of antenna supergain.
9.1
9.1.1

Contributions
Antenna Selection
Chapter 3 proposes and evaluates several different methods for choosing

antenna array configurations for MIMO system. These methods are information
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theoretic and iterative in nature and demonstrate an ability to select antenna array configurations which yield high capacities, without having to conduct exhaustive
searches. The fact that exhaustive searches are not necessary, allows these methods
to be applied to much larger arrays than previously possible. While these methods
do not guarantee finding the optimal antenna configuration, studies have shown that
the results achieve near optimum MIMO system capacity.
9.1.2

Receiver Modeling
Chapters 4 - 7 investigate the effect that the receiver front-end has on ca-

pacity. A realistic amplifier noise model is introduced into the receiver network analysis. Previous receiver modeling had assumed an overly simplistic noise model that led
to incorrect conclusions about performance in relationship to amplifier termination.
The capacity and diversity performance of the improved model is characterized for
different amplifer terminations. The introduction of the new noise model changed
conclusions regarding amplifier termination that have been previously made. It is
shown, that in the presence of antenna array mutual coupling, both capacity and
diversity performance are improved when the amplifiers are terminated for minimum
noise figure. Further expansion of the model to include amplifier coupling showed
that the negative effect on capacity created by amplifier coupling may be mitigated
with the proper choice in amplifier source termination.
9.1.3

Superdirectivity Constraints
Chapter 8 recognizes that the theoretical system capacity computed with

a radiated power constraint tends to overestimate the actual system capacity. This
overestimation is identified as being linked to supergain. By identifying how supergain
is introduced into the MIMO system, the impact of this impractical phenomenon
can be excluded from the capacity solution. This method leads to lower capacity
estimates, rather than the previous result of increasing estimates as the antenna
element spacing decreases.
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9.2

Future Research
While MIMO system performance is influenced by a large number of fac-

tors, the research presented in this work has provided some opportunities to further
delve into strategies for correctly estimating and improving capacity performance.
The studies in antenna selection and supergain provide the best opportunities for
continuing research.
Since it has been shown that information theoretic quantities have provided
computationally manageable antenna selection techniques, further research might
seek to continue to use information theory to develop selection methods that can
better define antenna arrays. Consideration could be given to choosing antenna element locations, not for a specific propagation channel, but perhaps suggesting antenna
locations that could perform efficiently for a whole class of propagation channels. Alternatively, effort might be directed toward developing a selection method that would
be closer to or equal to the performance of the optimal antenna array.
Supergain in MIMO systems provides several different opportunies for future work. After identifing its presence in the capacity solution for MIMO system
capacity, we chose to project out all excitations that occured in a user-determined
supergain region. This solution, while efficient, excludes some potentially beneficial
excitations, whose inclusion would not necessarily force the system to function in the
supergain region. Further consideration needs to be given to develop a method for
excluding supergain, without necessarily excluding all the eigenvectors defining the
space of the array excitations that span the supergain region.
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Appendix A
Matching Network Structure
Lossless matching networks are characterized by unitary S-matrices such
that SH
M SM = I. Using the representation for a block S-matrix

SM = 


S11 S12
S21 S22

,

(A.1)
1/2

and substituting the SVD of the sub-blocks Sij = Uij Λij VH
ij into the lossless constraint yields the relations
Vij Θij = Vjj

Λij = I − Λjj

i 6= j,

(A.2)

where Θij is a diagonal matrix with unit-magnitude entries. This operation also
produces the condition
1/2

1/2

1/2
1/2 H
Λ11 UH
Θ12 = −ΘH
U21 U22 Λ22 .
11 U12 (I − Λ22 )
21 (I − Λ11 )

(A.3)

There is an entire family of matching networks that satisfy these conditions. Since
we are only interested in finding one lossless matching network that achieves specified
design goals, we can further specify the singular vectors/values. In this spirit, we
choose U12 = U11 and U21 = U22 . Then, according to (A.3) we obtain Θ21 =
−ΘH
12 = Θ and Λ22 = Λ11 . The sub-blocks of SM can then be expressed as in (4.24).
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Appendix B
Traveling Wave Noise Model
Typically amplifier noise is quantified in terms of noise voltage and noise
currents. Therefore, to incorporate a realistic amplifier noise model into our traveling
wave analysis of a receiver front-end, it is necessary to express noise voltage en and
current in shown in Fig. B.1 as forward and reverse traveling noise waves [54]. Fig.
B.1 represents any noisy 2 port device expressed as a combination of a noise free
device and external noise voltage and noise current generators. In our case, this
will represent a noisy amplifier. The relationship between the forward and reverse
traveling waves through the noise free idealized amplifier is

 
 

0
0
b̃
S̃
S̃
ã
 1  =  A,11 A,12  ×  1  ,
b̃2
S̃A,21 S̃A,22
ã2

(B.1)

where S̃A is the S-paremeter matrix for a single amplifier.
Standard network analysis provides the relations
V10 + Z0 I10
p
2 |Re[Z0 ]|
V10 − Z0∗ I10
= p
2 |Re[Z0 ]|

ã01 =

(B.2)

b̃01

(B.3)

where, according to Fig. B.1,
V10 = V1 − eη

(B.4)

I10 = I1 − iη .

(B.5)
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Figure B.1: A noise model for the amplifiers in the MIMO receiver depicted in Figure
4.1

Using these expressions, we can therefore separate the waves ã01 and b̃01 into signal
and noise components as
ã01 =

V + Z0 I1
eη + Z0 iη
p1
− p
2 |RRe[Z0 ]| 2 |RRe[Z0 ]|
|
{z
} |
{z
}
ã1

b̃01 =

(B.6)

ãη

Z0∗ I1

V −
eη − Z0∗ iη
p1
.
− p
2 |RRe[Z0 ]| 2 |RRe[Z0 ]|
|
{z
} |
{z
}
b̃1

(B.7)

b̃η

Substituting (B.6) (B.7) into (B.1) and solving for b̃1 and b̃2 gives
b̃1 = S̃A,11 ã1 + S̃A,12 ã2 − S̃A,11 ãη + b̃η

(B.8)

b̃2 = S̃A,21 ã1 + S̃A,22 ã2 − S̃A,21 ãη ,

(B.9)

where
e + Z0 iη
pη
2 |RRe[Z0 ]|
eη − Z0∗ iη
= p
.
2 |RRe[Z0 ]|

ãη =

(B.10)

b̃η

(B.11)

These relations show how the noise is introduced into an S-parameter representation
of the amplifier. The flow diagram representing the description of the amplifier is
given by Fig. B.2.
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