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1. Introduction
We consider a one-dimensional Euler–Poisson model for semiconductor devices which reads:⎧⎪⎪⎨⎪⎪⎩
nt + J x = 0,
Jt +
(
J2
n
+ p(n)
)
x
= nE − J
τ
,
Ex = n − b(x),
(1.1)
in the region ΠT := R×[0, T ) for some ﬁxed T > 0, where n 0, J and E denote the electron density,
the electron current density and the (negative) electric ﬁeld, respectively. The doping proﬁle b =
b(x) 0 stands for the density of ﬁxed, positively charged background ions. We assume the pressure
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F. Huang et al. / J. Differential Equations 247 (2009) 3070–3099 3071is p(n) = nγγ (γ  1) after appropriate scaling. Here γ > 1 corresponds to the isentropic case and
γ = 1 corresponds to the isothermal case. Throughout this paper, we assume for simplicity that the
momentum relaxation time τ ≡ 1. The system is supplemented with the initial data
n(x,0) = n0(x) 0, J (x,0) = J0(x), (1.2)
and the boundary value
lim
x→−∞ E(x, t) = E
−, for a.e. t ∈ [0, T ), (1.3)
which describes an outside electric ﬁeld due to an applied bias. The text book [16] is a good reference
for the derivation of the hydrodynamic model of semiconductors. We also refer to [19].
First let’s recall some known results of the homogeneous problem of (1.1), i.e. one-dimensional
Euler equation for compressible ﬂuids:⎧⎨⎩
nt + J x = 0,
Jt +
(
J2
n
+ p(n)
)
x
= 0, (1.4)
which describes the motion of the ideal gas.
For the isentropic gas, the existence of BV solution to (1.4) was established by Nishida and Smoller
[21] for some restricted class of initial data. It is well known that (1.4) is singular at n = 0 which
causes diﬃculties to the mathematical analysis. When a vacuum occurs, the ﬁrst global existence
result of L∞ weak solution with large initial data was established by DiPerna [4] for γ = 1 + 22n+1 ,
n  2, by the theory of compensated compactness. The existence problem was solved by Ding, Chen,
and Luo [3] for general γ in the interval (1, 53 ]. Ding–Chen–Luo’s result was generalized to the case
γ > 53 by Lions–Perthame–Tadmor [11] and Lions–Perthame–Souganidis [12].
For the isothermal gas, the ﬁrst result on the existence of BV solution of (1.4) with large initial
data was obtained by Nishida [18] by using the Glimm scheme. A great simpliﬁcation of Nishida’s
proof was given in [20] and a similar result was extended to the isothermal Euler–Poisson system.
All results of [18] and [20] are away from the vacuum. When a vacuum occurs, the isothermal gas
(γ = 1) is completely different from the isentropic one (γ > 1) because the term J2n is Lipschitz
continuous for γ > 1 near the vacuum, while it is not even Lipschitz continuous for γ = 1 due to the
inﬁniteness of the velocity near the vacuum. In 2002, Huang and Wang [7] proved the existence of L∞
weak entropy solution for the isothermal gas γ = 1. They [7] established a compactness framework
by using complex entropies.
We now turn to the Euler–Poisson system (1.1). Recently, many efforts were made for this sys-
tem on the whole space or bounded domain. The mathematical study was initiated by Degond and
Markowich in [2]. When γ > 1 Zhang [24] and Marcati [14] investigated the global existence of weak
entropy solutions to the initial-boundary value problem and the Cauchy problem, respectively. Li [9]
used a fractional Lax–Friedrichs scheme to prove the existence of L∞ weak entropy solution of (1.1)
with γ = 1 on a bounded interval. In this paper, we shall consider the existence of L∞ weak entropy
solution to the system (1.1) with γ = 1 for the Cauchy problem. The main reasons are the follow-
ing: (1) from the physical and engineering point of view, the isothermal hydrodynamical model is
very important for semiconductor devices, see [17]; (2) from the mathematical point of view, the
Cauchy problem is a fundamental step for the mathematical analysis of entropy solutions, moreover,
the study of the Cauchy problem is nontrivial. In the proof of the existence theorem, we need to prove
the boundedness of the approximate solutions. Yet, to prove the approximate solutions are uniformly
bounded, a key point is to show that the constructed electric ﬁelds ElR (see (4.1) below) satisfy
ElR are uniformly bounded. (∗)
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is the whole line, it is not easy to show the boundedness of ElR . How to get the property (∗) is one
of the main diﬃculties to overcome in this paper. We will use a modiﬁed Lax–Friedrichs scheme to
achieve our goal. Furthermore, our method can also be applied to the isentropic Euler–Poisson system
(γ > 1) for general initial data which admits inﬁnite mass. This generalizes Marcati–Natalini’s result
[14], where the data are assumed to be of ﬁnite mass.
We now formulate our main results. First we give the deﬁnition of weak entropy solution. Consider
the locally bounded measurable functions n(x, t), J (x, t), E(x, t), where E(x, t) is absolutely continuous
in x, a.e. in t . The weak solution of (1.1)–(1.3) with γ = 1 is deﬁned by
Deﬁnition 1.1. The vector function (n, J , E) is a weak solution to (1.1)–(1.3) with γ = 1 if for any
φ,ϕ,ψ ∈ C∞0 (ΠT ), it satisﬁes⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
+∞∫
−∞
T∫
0
(nφt + Jφx)(x, t)dxdt +
+∞∫
−∞
n0(x)φ(x,0)dx = 0,
+∞∫
−∞
T∫
0
(
Jϕt +
(
J2
n
+ n
)
ϕx + (nE − J )ϕ
)
(x, t)dxdt +
+∞∫
−∞
J0(x)ϕ(x,0)dx = 0,
+∞∫
−∞
T∫
0
{
E(x, t)ψx(x, t) +
(
n(x, t) − b(x))ψ(x, t)}dxdt = 0,
lim
x→−∞ E(x, t) = E
−, for a.e. t ∈ [0, T ).
(1.5)
A weak solution of system (1.1)–(1.3) is called a weak entropy solution if it satisﬁes the entropy
inequality
∂tη + ∂xq − ∂ Jη(nE − J ) 0, inD′,
where (η,q) are mechanical entropy–entropy-ﬂux pair satisfying
η = 1
2
J2
n
+ n lnn, q = 1
2
J3
n2
+ J + J lnn,
and η is convex with respect to (n, J ). Our main results are
Theorem 1. Let γ = 1. Suppose the initial data n0(x), J0(x) satisfy{
0 n0(x) C0,
∣∣ J0(x)∣∣ n0(x)(C0 + ∣∣lnn0(x)∣∣), a.e. x ∈ R,
n0(x) ∈ L1(R), b ∈ L1(R).
(1.6)
Then there exists a global weak entropy solution (n(x, t), J (x, t), E(x, t)) of problem (1.1)–(1.3) in the re-
gion ΠT , satisfying
0 n(x, t) C(T ),
∣∣ J (x, t)∣∣ n(x, t)(C(T ) + ∣∣lnn(x, t)∣∣), ∣∣E(x, t)∣∣ C(T ), a.e. (x, t) ∈ ΠT .
As mentioned before, the method used in Theorem 1 can be applied to the isentropic case
γ > 1, i.e.
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0 n0(x) C0,
∣∣ J0(x)∣∣ C0n0(x), a.e. x ∈ R,
n0 − b(x) ∈ L1(R), b(x) ∈ L1loc(R).
(1.7)
Then there exists a global weak entropy solution (n(x, t), J (x, t), E(x, t)) of problem (1.1)–(1.3) in the re-
gion ΠT , satisfying
0 n(x, t) C(T ),
∣∣ J (x, t)∣∣ C(T )n(x, t), ∣∣E(x, t)∣∣ C(T ), a.e. (x, t) ∈ ΠT .
Remark 1.1. Theorem 2 generalizes Marcati and Natalini’s result [14], where the initial data is assumed
to be n0 ∈ L1(R),b(x) ∈ L1(R).
Finally, it is worthy to point out that a lot of authors have considered system (1.1) on other as-
pects such as the existence and large time behavior of smooth solutions with small initial data and
relaxation limit of solutions. We refer to [5,6,8,10,13,15,17], etc. On the other hand, Wang and Chen
in [23] proved that for smooth initial data with large C1 norm, the corresponding solution of a more
general Euler–Poisson system will develop singularities in ﬁnite time. That is why we study the global
weak solution because the C1 norm of our initial data can be large.
The organization of this paper is as follows. Sections 2–5 are devoted to the isothermal case, i.e.
γ = 1. In Section 2, some preliminaries are given. In Section 3 to Section 5, Theorem 1 is proved. In
Section 6, the isentropic case (γ > 1) for inﬁnite mass is considered. We use the method in the proof
of Theorem 1 to prove Theorem 2.
2. Preliminaries
We ﬁrst introduce some basic facts on the homogeneous system (1.4) with γ = 1 , which can be
written in the following form
vt + f (v)x = 0, (2.1)
where v = (n, J )T , f (v) = ( J , J2n + n)T . The eigenvalues of (1.4) are
λ1 = J
n
− 1, λ2 = J
n
+ 1, (2.2)
and the Riemann invariants are
w = J
n
+ lnn, z = J
n
− lnn. (2.3)
The classical Riemann problem for (2.1) is⎧⎨⎩
(2.1), t > 0, x ∈ R,
(n, J)|t=0 =
{
(nl, Jl), x< 0,
(nr, Jr), x> 0,
(2.4)
where nl , Jl , nr , and Jr are constants satisfying
0< nl,nr  C, | Jl| nl
(
C + | lnnl|
)
, | Jr | nr
(
C + | lnnr |
)
. (2.5)
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2-rarefaction waves and 1-shock or 2-shock waves. If a state (nl, Jl) or (nl,ul) is given, the possible
states (n, J ) or (n,u) which can be connected to (nl, Jl) or (nl,ul) on the right by a rarefaction or
shock are respectively,
R1:
⎧⎨⎩
J − Jl = −n(lnn− lnnl) + Jlnl (n − nl), n < nl,
or
u − ul = −(lnn− lnnl), n < nl,
(2.6)
R2:
⎧⎨⎩
J − Jl = n(lnn− lnnl) + Jlnl (n − nl), n > nl,
or
u − ul = (lnn − lnnl), n > nl,
(2.7)
S1:
⎧⎪⎪⎨⎪⎪⎩
J − Jl = Jlnl (n − nl) −
√
n
nl
(n − nl), n > nl,
or
u − ul = −
√
1
nnl
(n− nl), n > nl,
(2.8)
S2:
⎧⎪⎪⎨⎪⎪⎩
J − Jl = Jlnl (n − nl) +
√
n
nl
(n − nl), n < nl,
or
u − ul =
√
1
nnl
(n − nl), n < nl,
(2.9)
where u = Jn , ul = Jlnl . Then we have
Lemma 2.1. There exists a global weak solution of Riemann problem (2.4) which is piecewise smooth function
satisfying
w(x, t) ≡ w(n(x, t), J(x, t))max{w(nl, Jl),w(nr, Jr)}, (2.10)
and
z(x, t) ≡ z(n(x, t), J(x, t))min{z(nl, Jl), z(nr, Jr)}. (2.11)
This means if the Riemann data lies in ∧ = {(n, J ): w  w0, z z0}, then the Riemann solution of
(2.4) also lies in ∧ as well.
Lemma 2.2. If {(n, J ): a x b} ⊂ ∧, then
(
1
b − a
b∫
a
ndx,
1
b − a
b∫
a
J dx
)
∈ ∧. (2.12)
Lemmas 2.1–2.2 can be found in [9]. In [7] Huang and Wang proved a compactness framework of
approximate solutions for γ = 1. That is
Theorem A. Let (nl, J l) be a sequence and satisfy
(1) 0 nl(x, t) C, | J l(x, t)| nl(x, t)(C + | lnnl(x, t)|) for some constant C ;
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ηt
(
nl, J l
)+ qx(nl, J l)
are compact in H−1loc (R × R+) for any ﬁxed ξ ∈ (−1,1) as l varies, where
η = n
1
1−ξ2 e
ξ
1−ξ2
J
n , q =
(
J
n
+ ξ
)
η.3 (2.13)
Then there exists a subsequence of (nl, J l), still denoted by (nl, J l), such that
(
nl(x, t), J l(x, t)
)→ (n(x, t), J(x, t)) in Lploc(R × R+), p ∈ [1,∞),
for some vector function (n, J ) satisfying
0 n(x, t) C,
∣∣ J (x, t)∣∣ n(x, t)(C + ∣∣lnn(x, t)∣∣).
Remark 2.1. Since Theorem A is proved by an analytic extension argument, it is easy to see that
Theorem A still holds if ηt(nl, J l) + qx(nl, J l) are compact in H−1loc (R × R+) for any ﬁxed ξ in some
subinterval I0 ⊂ (−1,1) as l varies, we refer to [7] for details.
In Sections 3–5 below, we will design a modiﬁed frictional Lax–Friedrichs scheme to construct ap-
proximate solutions (n¯l, J¯ l) so that they satisfy the conditions of compactness theorem (Theorem A).
Then we will apply Theorem A to prove the existence of entropy solution to (1.1)–(1.3), i.e. Theorem 1.
3. Construction of the approximate solutions
This section is devoted to the construction of the approximate solutions. Let the space mesh length
is l = 2−s and the time mesh length is h = h(l) = l/20(1+| ln l|), where s is a positive integer. We will
prove the Courant–Friedrichs–Lewy (CFL) condition, namely
max
i=1,2
sup
n, J
∣∣λi(n, J)∣∣< l
h
(3.1)
holds for small l later. Given a partition of the strip ΠT , for any T > 0
Sk =
{
(x, t)
∣∣ kh t < (k + 1)h}, k 0, (3.2)
set
Ik =
{
j
∣∣∣ k + j = even, − 1
l2
− k j  1
l2
+ k
}
, (3.3)
and
Qkj := Sk ∩
{
(x, t)
∣∣ ( j − 1)l x< ( j + 1)l; j + k = even}. (3.4)
3 η is a weak and convex entropy as ξ ∈ (−1,1), see [7].
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schemes. To satisfy the CFL condition, a cut off procedure is necessary. Suppose 4 < β < 5, let
v¯l0 = (n¯l0, J¯ l0)T ,
n¯l0(x) =
{
lβ, x< − 1l or x 1l ,
max{n0, lβ}, − 1l  x< 1l ,
J¯ l0(x) =
⎧⎪⎨⎪⎩
lβ E−, x< − 1l ,
lβ E+, x 1l ,
J0(x), − 1l  x< 1l ,
(3.5)
where
E+ = E− +
+∞∫
−∞
(
n0(x) − b(x)
)
dx. (3.6)
Now, we cut off the doping proﬁle b(x) as follows:
bl(x) =
{
lβ, x< − 1l or x 1l ,
b(x), − 1l  x< 1l .
(3.7)
Set
v¯l(x,0) = 1
2l
jl∫
( j−2)l
v¯l0(x)dx, j = even, x ∈
[
( j − 2)l, jl). (3.8)
For (x, t) ∈ Q 0 j , deﬁne
vl(x, t) = vlR(x, t) + H
(
vlR(x, t), E
l
R(x, t)
)
t, (3.9)
where
H
(
vlR(x, t), E
l
R(x, t)
)= (0,nlR ElR − J lR)T (x, t),
vlR(x, t) = (nlR , J lR)T (x, t) are the solutions of (2.1) with the initial data
v¯l0(x) =
{
v¯l(( j − 1)l,0), x< jl,
v¯l(( j + 1)l,0), x> jl, (3.10)
and
ElR(x, t) =
⎧⎪⎪⎨⎪⎪⎩
E−, x< − 1l − l,∫ x
− 1l −l(n
l
R(y, t) − bl(y))dy + E−, − 1l − l x< 1l + l,
E+, x 1l + l.
(3.11)
Now, we deﬁne the approximate solutions (n¯l, J¯ l) for (x, t) ∈ S0:
n¯l(x, t) =max{nl(x, t), lβ}, J¯ l = J l, v¯l = (n¯l, J¯ l)T , (3.12)
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v¯l(x,h) = 1
2l
( j+1)l∫
( j−1)l
v¯l(x,h − 0)dx, x ∈ [( j − 1)l, ( j + 1)l), j = even, (3.13)
ElR(x,h) = ElR(x,h − 0). (3.14)
Suppose that v¯l(x, t) = (n¯l, J¯ l)T (x, t) and ElR(x, t) have been deﬁned for t < kh, then set
v¯l(x,kh) = 1
2l
( j+1)l∫
( j−1)l
v¯l(x,kh − 0)dx, x ∈ [( j − 1)l, ( j + 1)l), j + k = odd, (3.15)
ElR(x,kh) = ElR(x,kh − 0), (3.16)
and deﬁne
vl(x, t) = vlR(x, t) + H
(
vlR(x, t), E
l
R(x, t)
)
(t − kh), (x, t) ∈ Qk, j, (3.17)
where vlR(x, t) = (nlR , J lR)T (x, t) are the solutions of (2.1) with the initial data
v¯lk(x) =
{
v¯l(( j − 1)l,kh), x< jl,
v¯l(( j + 1)l,kh), x> jl, (3.18)
and
ElR(x, t) =
⎧⎪⎪⎨⎪⎪⎩
E−, x< − 1l − (k + 1)l,∫ x
− 1l −(k+1)l(n
l
R(y, t) − bl(y))dy + E−, − 1l − (k + 1)l x< 1l + (k + 1)l,
E+, x 1l + (k + 1)l.
(3.19)
Then we set for (x, t) ∈ Sk
n¯l(x, t) = max{nl(x, t), lβ}, J¯ l = J l, v¯l = (n¯l, J¯ l)T . (3.20)
Remark 3.1. From the construction procedure of the approximate solutions, there are two parts with
simple approximate solutions in the domain ΠT :
(1) n¯l = lβ , J¯ l = lβ E− , ElR = E− , when (x, t) ∈ Qkj , j < − 1l2 − k;
(2) n¯l = lβ , J¯ l = lβ E+ , ElR = E+ , when (x, t) ∈ Qkj , j > 1l2 + k.
4. Uniform bounded and compactness of entropy dissipation measures
Lemma 4.1. Assume the initial data n0(x), J0(x) satisfy{
0 n0(x) C0,
∣∣ J0(x)∣∣ n0(x)(C0 + ∣∣lnn0(x)∣∣), a.e. x ∈ R,
n (x) ∈ L1(R), b ∈ L1(R).0
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lβ  n¯l(x, t) C(T ),
n¯l
(−C(T ) + ln n¯l) J¯ l  n¯l(C(T ) − ln n¯l),∣∣ElR(x, t)∣∣ C(T ),
for all (x, t) ∈ ΠT and l ∈ (0, l∗).
Proof. It is easy to see that n¯l(x, t) lβ in ΠT for all l > 0. From Section 3, for any (x, t) ∈ Sk−1, we
have
ElR(x, t) =
⎧⎪⎪⎨⎪⎪⎩
E−, x< − 1l − kl,∫ x
− 1l −kl(n
l
R(y, t) − bl(y))dy + E−, − 1l − kl x< 1l + kl,∫ +∞
−∞ (n0(y) − b(y))dy + E−, x 1l + kl.
(4.1)
Then we get
∣∣ElR(x, t)∣∣
1
l +kl∫
− 1l −kl
(
nlR(y, t) + bl(y)
)
dy + E−
for (k − 1)h  t < kh, − 1l − kl x< 1l + kl. We prove Lemma 4.1 in the following three steps.
Step 1. For the Riemann solution nlR(x, t) we shall show
l∫
−l
nlR(x,h − 0)dx
2l∫
−2l
nlR(x,0)dx. (4.2)
In fact, we consider the trapezoid generated by the four points, A: (−l,h), B: (l,h), C : (2l,0),
D: (−2l,0) in the (x, t) plane. Evidently, the lines AD and BC are
AD: x(t) = l
h
t − 2l; BC : x(t) = − l
h
t + 2l, t ∈ [0,h).
Using the Divergent Theorem and noticing the Rankine–Hugoniot condition, we get
l∫
−l
nlR(x,h − 0)dx−
2l∫
−2l
nlR(x,0)dx
= − 1√
l2 + h2
( ∫
AD
(nll − Jlh)ds +
∫
BC
(nrl + Jrh)ds
)
=
(
Jl − Jr − lhnr −
l
h
nl
)
h, (4.3)
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(x, t) ∈ ΠT
Jl
nl
+ 1< l
h
,
Jr
nr
− 1> − l
h
.
Then (4.3) implies (4.2). Similarly, for (k − 1)h  t < kh, i + k = even, j + k = even, i < j,
jl∫
il
nlR(x,kh − 0)dx
− lh (t−(k−1)h)+( j+1)l∫
l
h (t−(k−1)h)+(i−1)l
nlR(x, t)dx
jl+l∫
il−l
nlR
(
x, (k − 1)h + 0)dx. (4.2′)
Step 2. Now we shall prove ElR are uniformly bounded with respect to l. From (4.1), we have for
(k − 1)h  t < kh, − 1l − kl x< 1l + kl,
∣∣ElR(x, t)∣∣
1
l +kl∫
− 1l −kl
nlR(x, t)dx+ ‖b‖L1 + E− + 2klβ+1

− lh t+( 1l2 +2k)l∫
l
h t−( 1l2 +2k)l
nlR(x, t)dx+ ‖b‖L1 + E− + 2klβ+1

1
l +(k+1)l∫
− 1l −(k+1)l
nlR
(
x, (k − 1)h + 0)dx+ ‖b‖L1 + E− + 2klβ+1

1
l +(k+1)l∫
− 1l −(k+1)l
nlR
(
x, (k − 1)h − 0)dx+ 2lβ(l−1 + (k + 1)l)+ ‖b‖L1 + E− + 2klβ+1

1
l +2kl∫
− 1l −2kl
n0(x)dx+ 2lβ
(
kl−1 + [(k + 1) + (k + 2) + · · · + 2k]l)+ 2klβ+1 + ‖b‖L1 + E−
 ‖n0‖L1 + ‖b‖L1 + E− + 2klβ−1 + 3
(
k2 + k)lβ+1. (4.4)
Since k Th ,
l
h = 20(1+ | ln l|), and 4< β  5, then there exists l∗ such that when l l∗ ,
2klβ−1 + 3(k2 + k)lβ+1 < T . (4.5)
Then for any t < T , x ∈ R , we have
∣∣ElR(x, t)∣∣ ‖n0‖L1 + ‖b‖L1 + E− + T =: C1(T ). (4.6)
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wl(x, t) = w(nl(x, t), J l(x, t)), zl(x, t) = z(nl(x, t), J l(x, t)),
w¯l(x, t) = w(n¯l(x, t), J¯ l(x, t)), z¯l(x, t) = z(n¯l(x, t), J¯ l(x, t)),
wlR(x, t) = w
(
nlR(x, t), J
l
R(x, t)
)
, zlR(x, t) = z
(
nlR(x, t), J
l
R(x, t)
)
.
For kh t < (k + 1)h, we calculate
wl(x, t) = wlR(x, t) +
(
ElR −
wlR + zlR
2
)
(t − kh)
=
(
1− t − kh
2
)
wlR(x, t) −
t − kh
2
zlR(x, t) + ElR(t − kh)

(
1− t − kh
2
)
sup
x
{
wlR(x,kh + 0)
}− t − kh
2
inf
x
{
zlR(x,kh + 0)
}+ C(T )h, (4.7)
and
zl(x, t) = zlR(x, t) +
(
ElR −
wlR + zlR
2
)
(t − kh)

(
1− t − kh
2
)
inf
x
{
zlR(x,kh + 0)
}− t − kh
2
sup
x
{
wlR(x,kh + 0)
}− C(T )h. (4.8)
The assumption
0 n0  C0,
∣∣ J0(x)∣∣ n0(C0 + | lnn0|),
is equivalent to that ∃α0, such that⎧⎨⎩
sup
x
w
(
n0(x), J0(x)
)
 α0,
inf
x
z
(
n0(x), J0(x)
)
−α0.
(4.9)
From the cut off step, Lemma 2.1, and Lemma 2.2, it is easy to see that⎧⎨⎩
sup
x
w
(
n¯l(x,0), J¯ l(x,0)
)
 α0,
inf
x
z
(
n¯l(x,0), J¯ l(x,0)
)
−α0,
(4.10)
and for any t ∈ [0,h) ⎧⎨⎩
sup
x
w
(
nlR(x, t), J
l
R(x, t)
)
 α0,
inf
x
z
(
nlR(x, t), J
l
R(x, t)
)
−α0.
(4.11)
In view of (4.7) and (4.8), for any t ∈ [0,h),
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sup
x
wl(x, t) α0 + C1(T )h,
inf
x
zl(x, t)−α0 − C1(T )h.
(4.12)
Continuing the same procedure, we have for t ∈ [0, T ),⎧⎨⎩
sup
x
w¯l(x, t) α0 + C1(T )T ,
inf
x
z¯l(x, t)−α0 − C1(T )T ,
(4.13)
that is, there exists C(T ) > 0, s.t.{
n¯l(x, t) C(T ),
n¯l
(−C(T ) + ln n¯l) J¯ l  n¯l(C(T ) − ln n¯l). (4.14)
We complete the proof of Lemma 4.1. 
From Lemma 4.1, we see that for ﬁxed T , the choosing of h and l in Section 3 satisﬁes the condition
(3.1) when l is small. That is, the CFL condition holds in the domain ΠT . In the following we shall
prove the H−1loc compactness of entropy dissipation measures
η
(
v¯l
)
t + q
(
v¯l
)
x
associated with weak entropy pair (η,q) for γ = 1 and approximate solutions of the Lax–Friedrichs
scheme. To get this goal, we use the following embedding theorem.
Theorem B. Let Ω ⊂ Rn be a bounded open set, then
(
compact set of W−1,qloc (Ω)
)∩ (bounded set of W−1,rloc (Ω))⊂ compact set of H−1loc (Ω),
where q and r are constants satisfying 1< q 2< r ∞.
The proof of this theorem can be found in [1,22]. By using Theorem B, we have:
Lemma 4.2. The measure set
η
(
v¯l
)
t + q
(
v¯l
)
x
lies in a compact subset of H−1loc (Ω), for (η,q) with small |ξ | and bounded open subset Ω ⊂ ΠT .
Proof. For simplicity we drop the subindex l of the approximate solutions. We shall prove Lemma 4.2
in a bounded domain [−L, L]×[0, T ] for any positive constant L. The proof is divided into three steps.
Step 1. Note that in the strip kh  t < (k + 1)h, vR is the entropy solution of compressible Euler
equations (1.4). So we have
η(vR)t + q(vR)x  0, t ∈
[
kh, (k + 1)h) (4.15)
in the sense of distribution. Let ϕ0(x) 0 be a Lipschitz continuous function satisfying
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⎧⎪⎪⎨⎪⎪⎩
1, x ∈ [−L, L],
1
L (x+ 2L), x ∈ [−2L,−L],
− 1L (x− 2L), x ∈ [L,2L],
0, x /∈ [−2L,2L].
Note that vR(x, t) is a piecewise smooth function, multiplying (4.15) by ϕ0(x) and integrating the
result in R × [kh, (k + 1)h) imply
∑
j
( j+1)l∫
( j−1)l
(
η
(
vR
(
x, (k + 1)h − 0))− η(v¯kj))ϕ0(x)dx
−
(k+1)h∫
kh
∫
q(vR)ϕ
′
0(x)dxdt +
(k+1)h∫
kh
∑
i
(
σ [η] − [q])ϕ0(xi(t))dt  0, (4.16)
where
v¯kj = v¯( jl,kh + 0) =
1
2l
( j+1)l∫
( j−1)l
v¯(x,kh − 0)dx, j + k = odd,
∑
i is taken over all the shock waves in vR at ﬁxed time t , [η] and [q] denote the jump of η(vR(x, t))
and q(vR(x, t)) across the shock wave, i.e.,
[η] = η{vR(x+ 0, t)}− η{vR(x− 0, t)},
[q] = q{vR(x+ 0, t)}− q{vR(x− 0, t)},
xi(t) is the location where shock wave occurs and σ denotes the propagation speed of the shock
wave. Summing over all k in (4.16),
T∫
0
∑
i
{
σ [η] − [q]}ϕ0(xi(t))dt +∑
j,k
( j+1)l∫
( j−1)l
(
η
(
vkR−
)− η(v¯kj))ϕ0(x)dx
= I1 + I2 + I3 + I4  C(T ), (4.17)
where C(T ) depends on the initial data, T and ϕ0,
I1 =
∑
j,k
( j+1)l∫
( j−1)l
(
η
(
vkR−
)− η(vk−))ϕ0(x)dx, I2 =∑
j,k
( j+1)l∫
( j−1)l
(
η
(
vk−
)− η(v¯k−))ϕ0(x)dx,
I3 =
∑
j,k
( j+1)l∫
( j−1)l
(
η
(
v¯k−
)− η(v¯kj))ϕ0(x)dx, I4 =
T∫
0
∑
i
{
σ [η] − [q]}ϕ0(xi(t))dt,
and vkR− = vR(x,kh − 0), vk− = v(x,kh − 0), v¯k− = v¯(x,kh − 0), v¯kj = v¯( jl,kh).
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vk− − vkR− =
(
0,
(
nkR−EkR− − JkR−
)
h
)T
,
where EkR− = ER(x,kh − 0), so
nk− = nkR−, Jk− − JkR− =
(
nkR−EkR− − JkR−
)
h. (4.18)
We also have
η J = n
1
1−ξ2 −1e
ξ
1−ξ2
J
n ξ
1− ξ2 =
ξ
1− ξ2
1
n
η.
Letting J˜ kθ = J kR− + θ( J k− − J kR−) and using (4.18), we have
∣∣∣∣∣∑
j,k
( j+1)l∫
( j−1)l
(
η
(
vkR−
)− η(vk−))ϕ0(x)dx
∣∣∣∣∣

∑
j,k
( j+1)l∫
( j−1)l
∣∣∣∣∣
( 1∫
0
∇η(vkR− + θ(vk− − vkR−))dθ
)
· (vk− − vkR−)
∣∣∣∣∣ϕ0(x)dx

∑
j,k
h
( j+1)l∫
( j−1)l
∣∣∣∣∣
1∫
0
ξ
1− ξ2
1
nkR−
η
(
nkR−, J˜ kθ
)
dθ
∣∣∣∣∣∣∣nkR−EkR− − JkR−∣∣ϕ0(x)dx

∑
j,k
h
( j+1)l∫
( j−1)l
1∫
0
∣∣∣∣ ξ EkR−1− ξ2 η(nkR−, J˜ kθ )
∣∣∣∣ϕ0(x)dθ dx
+
∑
j,k
h
( j+1)l∫
( j−1)l
1∫
0
∣∣∣∣ ξ1− ξ2 J
k
R−
nkR−
η
(
nkR−, J˜ kθ
)∣∣∣∣ϕ0(x)dθ dx. (4.19)
Since
−C(T ) + lnnkR− 
JkR−
nkR−
 C(T ) − lnnkR−, −C(T ) + lnnkR− 
J˜ kθ
nkR−
 C(T ) − lnnkR−
and
η
(
nkR−, J˜ kθ
)= (nkR−) 11−ξ2 e ξ1−ξ2 J˜
k
θ
nkR− ,
we have
η
(
nkR−, J˜ kθ
)

(
nkR−
) 1
1−ξ2 e
|ξ |
1−ξ2 (C−lnn
k
R−)  C
(
nkR−
) 1−|ξ |
1−ξ2 . (4.20)
3084 F. Huang et al. / J. Differential Equations 247 (2009) 3070–3099When ξ ∈ (−1,1), it is easy to see 1−|ξ |
1−ξ2 ∈ ( 12 ,1). Thus | lnnkR−| · η(nkR−, J˜ kθ ) are bounded and this
implies
∣∣∣∣∣∑
j,k
( j+1)l∫
( j−1)l
(
η
(
vkR−
)− η(vk−))ϕ0(x)dx
∣∣∣∣∣ C(T ). (4.21)
For I2, we obtain
∣∣∣∣∣∑
j,k
( j+1)l∫
( j−1)l
(
η
(
vk−
)− η(v¯k−))ϕ0(x)dx
∣∣∣∣∣∑
j,k
( j+1)l∫
( j−1)l {nk−>lβ }
∣∣η(vk−)− η(v¯k−)∣∣ϕ0(x)dx
+
∑
j,k
( j+1)l∫
( j−1)l {nk−lβ }
∣∣η(vk−)− η(v¯k−)∣∣ϕ0(x)dx. (4.22)
Similar to (4.20), we have
η
(
nk−, Jk−
)
 C
(
nk−
) 1−|ξ |
1−ξ2 ; η(n¯k−, J¯ k−) C(n¯k−) 1−|ξ |1−ξ2 , (4.23)
which indicates
∑
j,k
( j+1)l∫
( j−1)l
∣∣η(vk−)− η(v¯k−)∣∣ϕ0(x)dx
 C
∑
j,k
( j+1)l∫
( j−1)l
l
β
1−|ξ |
1−ξ2 ϕ0(x)dx C
T
h
l
β
1−|ξ |
1−ξ2 → 0, as l → 0 for β > 4. (4.24)
Thus, if l small enough, we have
|I2|
∑
j,k
( j+1)l∫
( j−1)l
∣∣η(vk−)− η(v¯k−)∣∣ϕ0(x)dx C . (4.25)
Therefore
|I1| + |I2| C(T ) (4.26)
follows from (4.21) and (4.25). For I3 we have
I3 =
∑
j,k
( j+1)l∫
( j−1)l
(
η
(
v¯k−
)− η(v¯kj))ϕ0(x)dx
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∑
j,k
( j+1)l∫
( j−1)l
∇η(v¯kj)(v¯k− − v¯kj)ϕ0 dx
+
∑
j,k
( j+1)l∫
( j−1)l
1
2
(
v¯k− − v¯kj
)T∇2η(vθ )(v¯k− − v¯kj)ϕ0 dx =: I13 + I23, (4.27)
where
∇2η(vθ ) =
1∫
0
(1− θ)∇2η(v¯kj + θ(v¯k− − v¯kj))dθ.
It is noted that
ηnn = ξ
2
(1− ξ2)2
(
1− 2ξ J/n+ ( J/n)2)(ew) 12(1−ξ)−1(e−z) 12(1+ξ)−1,
ηn J = ξ
2
(1− ξ2)2 (ξ − J/n)
(
ew
) 1
2(1−ξ)−1(e−z) 12(1+ξ)−1,
η J J = ξ
2
(1− ξ2)2
(
ew
) 1
2(1−ξ)−1(e−z) 12(1+ξ)−1,
and
ηnnη J J − η2n J =
ξ4
(1− ξ2)3
(
ew
) 1
2(1−ξ)−1(e−z) 12(1+ξ)−1,
which indicates that if ξ ∈ (− 12 ,0) ∪ (0, 12 ), η is strictly convex with respect to n and J . Thus we
obtain if |ξ | is small,
(
v¯k− − v¯kj
)T∇2η(vθ )(v¯k− − v¯kj) c1(v¯k− − v¯kj)2 (4.28)
for some positive constant c1.
On the other hand, I13 can be divided into three parts by
I13 =
j+k=odd∑
inf
( j−1)lx( j+1)l
ϕ0(x)2
√
l
+
j+k=odd∑
2lϕ0(x)<2
√
l
+
j+k=odd∑
sup
( j−1)lx( j+1)l
ϕ0(x)<2l
=: J1 + J2 + J3.
It is straightforward to check that
| J1| =
∣∣∣∣∣
j+k=odd∑
inf
( j−1)lx( j+1)l
ϕ0(x)2
√
l
( j+1)l∫
( j−1)l
∇η(v¯kj)(v¯k− − v¯kj)(ϕ0(x) − ϕ0( jl))dx
∣∣∣∣∣
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∑
j,k
( j+1)l∫
( j−1)l
∣∣v¯k− − v¯kj∣∣2ϕ0(x)dx+ C j+k=odd∑
inf
( j−1)lx( j+1)l
ϕ0(x)2
√
l
( j+1)l∫
( j−1)l
|∇η(v¯kj)|2l2
ϕ0(x)
dx
 c1
8
∑
j,k
( j+1)l∫
( j−1)l
∣∣v¯k− − v¯kj∣∣2ϕ0(x)dx+ C(T )l3−2β|ξ |
l
√
l
· T
h
,
where we have used
( j+1)l∫
( j−1)l
(
v¯k− − v¯kj
)
dx = 0,
the number of the grid for t = kh satisfying
inf
( j−1)lx( j+1)l
ϕ0(x) 2
√
l
is O ( 1l ) and by Lemma 4.1,
∣∣∇η(v¯kj)∣∣= ∣∣∣∣( 11− ξ2
(
1− ξ J
n
)
n
ξ2
1−ξ2 e
ξ
1−ξ2
J
n ,n
ξ2
1−ξ2 e
ξ
1−ξ2
J
n ξ
1− ξ2
)(
v¯kj
)∣∣∣∣ Cl−β|ξ |. (4.29)
So if we choose |ξ | small, but not zero, we get
| J1| c1
8
∑
j,k
( j+1)l∫
( j−1)l
∣∣v¯k− − v¯kj∣∣2ϕ0(x)dx+ C(T ). (4.30)
In the same way, noticing the number of the grid for t = kh satisfying
2l ϕ0(x) < 2
√
l, x ∈ [( j − 1)l, ( j + 1)l]
is O ( 1√
l
), we have
| J2| c1
8
∑
j,k
( j+1)l∫
( j−1)l
∣∣v¯k− − v¯kj∣∣2ϕ0(x)dx+ C(T )l3−2β|ξ |
l
√
l
· T
h
 c1
8
∑
j,k
( j+1)l∫
( j−1)l
∣∣v¯k− − v¯kj∣∣2ϕ0(x)dx+ C(T ).
For J3, since the number of the grid for t = kh satisfying ϕ0(x) < 2l is O (1), then we compute
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∣∣∣∣∣
j+k=odd∑
sup
( j−1)lx( j+1)l
ϕ0(x)<2l
( j+1)l∫
( j−1)l
∇η(v¯kj)(v¯k− − v¯kj)ϕ0(x)dx
∣∣∣∣∣
 C(T ) T
h
( j+1)l∫
( j−1)l
l−β|ξ |ϕ0(x)dx
 C(T ).
Thus, notice (4.28), we have
I23 
c1
2
∑
j,k
( j+1)l∫
( j−1)l
∣∣v¯k− − v¯kj∣∣2ϕ0(x)dx
and
I3 
c1
4
∑
j,k
( j+1)l∫
( j−1)l
∣∣v¯k− − v¯kj∣∣2ϕ0(x)dx− C(T ).
Remark 4.1. Dividing the term I13 into three parts and estimating each one separately is a special con-
sideration for the isothermal case γ = 1. In this case ∑ j,k ∫ ( j+1)l( j−1)l 1{0<ϕ0(x)<1} dx = O (1)| ln l|, which
is not uniformly bounded with respect to the space mesh l due to the fact T /h = O (1)l−1| ln l|.
While for the isentropic case γ > 1,
∑
j,k
∫ ( j+1)l
( j−1)l 1{0<ϕ0(x)<1} dx = O (1) and T /h = O (1)l−1. In the es-
timation for I13,
∑
j,k
∫ ( j+1)l
( j−1)l |v¯k− − v¯kj |2ϕ0(x)dx is essentially used, instead of usual
∑
j,k
∫ ( j+1)l
( j−1)l |v¯k− −
v¯kj |21{ϕ0(x)=1} dx.
Since σ [η]−[q] 0 across the shock wave, ϕ0(x) = 1 on [−L, L] and
∫ ( j+1)l
( j−1)l (η(v¯
k−)−η(v¯kj))dx 0,
it is straightforward to check that
T∫
0
∑
xi(t)∈[−L,L]
{
σ [η] − [q]}dt + j+k=odd∑
[( j−1)l,( j+1)l)∈[−L,L]
∣∣∣∣∣
( j+1)l∫
( j−1)l
(
η
(
v¯k−
)− η(v¯kj))dx
∣∣∣∣∣
+
j+k=odd∑
[( j−1)l,( j+1)l)∈[−L,L]
( j+1)l∫
( j−1)l
∣∣v¯k− − v¯kj∣∣2 dx C(T ). (4.31)
Step 2. For any test function ϕ ∈ C∞0 ((−L, L) × [0, T )), one has
T∫
0
+∞∫
−∞
(
η(v¯)ϕt + q(v¯)ϕx
)
dxdt =
∫ ∫
suppϕ
(
η(v¯)ϕt + q(v¯)ϕx
)
dxdt
= A(ϕ) + S(ϕ) + B(ϕ) + L(ϕ), (4.32)
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A(ϕ) =
T∫
0
∑{
σ [η] − [q]}ϕ(x(t), t)dt,
B(ϕ) =
+∞∫
−∞
η
(
vR(x, T − 0)
)
ϕ(x, T − 0)dx−
+∞∫
−∞
η
(
vR(x,0)
)
ϕ(x,0)dx,
S(ϕ) =
∫ ∫
suppϕ
[(
η(v¯) − η(vR)
)
ϕt +
(
q(v¯) − q(vR)
)
ϕx
]
dxdt,
L(ϕ) =
∑ ( j+1)l∫
( j−1)l
[
η
(
vkR−
)− η(v¯kj)]ϕ(x,kh)dx =: L1 + L2 + L3,
L1(ϕ) =
∑ ( j+1)l∫
( j−1)l
(
η
(
vkR−
)− η(vk−))ϕ(x,kh)dx,
L2(ϕ) =
∑ ( j+1)l∫
( j−1)l
(
η
(
vk−
)− η(v¯k−))ϕ(x,kh)dx,
L3(ϕ) =
∑ ( j+1)l∫
( j−1)l
(
η
(
v¯k−
)− η(v¯kj))ϕ(x,kh)dx,
and vkR− = vR(x,kh − 0), vk− = v(x,kh − 0), v¯k− = v¯(x,kh − 0), v¯kj = v¯( jl,kh). The summation
∑
is
taken over all possible terms.
Step 3. Then we have
L3(ϕ) =
∑ ( j+1)l∫
( j−1)l
(
η
(
v¯k−
)− η(v¯kj))ϕ( jl,kh)dx
+
∑ ( j+1)l∫
( j−1)l
(
η
(
v¯k−
)− η(v¯kj))(ϕ(x,kh) − ϕ( jl,kh))dx
=: L13(ϕ) + L23(ϕ). (4.33)
Obviously, from (4.31),
∣∣L13(ϕ)∣∣=
∣∣∣∣∣∑
( j+1)l∫
( j−1)l
(
η
(
v¯k−
)− η(v¯kj))ϕ( jl,kh)dx
∣∣∣∣∣
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∑∣∣∣∣∣
( j+1)l∫
( j−1)l
η
(
v¯k−
)− η(v¯kj)dx
∣∣∣∣∣
 C(T )‖ϕ‖C0 .
Note
∣∣L23(ϕ)∣∣=
∣∣∣∣∣∑
( j+1)l∫
( j−1)l
(
η
(
v¯k−
)− η(v¯kj))(ϕ(x,kh) − ϕ( jl,kh))dx
∣∣∣∣∣
 ‖ϕ‖Cα0 lα
∑
j,k
( j+1)l∫
( j−1)l
∣∣η(v¯k−)− η(v¯kj)∣∣dx
 C‖ϕ‖Cα0 lαl−β|ξ |
∑
j,k
( j+1)l∫
( j−1)l
∣∣(v¯k− − v¯kj)∣∣dx
 C‖ϕ‖Cα0 lα−β|ξ |
(
T
h
) 1
2
(∑
j,k
( j+1)l∫
( j−1)l
∣∣(v¯k− − v¯kj)∣∣2 dx
) 1
2
 C‖ϕ‖Cα0 lα−β|ξ |−
5
9 . (4.34)
Therefore for α ∈ ( 89 ,1), we obtain if |ξ | is small,∣∣L23(ϕ)∣∣ C‖ϕ‖Cα0 l 14 . (4.35)
By the Sobolev theorem
W 1,p0 (Ω) ⊂ Cα0 (Ω), 0<α < 1−
2
p
,
we have
∣∣L23(ϕ)∣∣ Cl 14 ‖ϕ‖W 1,p0 (Ω), p > 21− α , (4.36)
i.e.,
∥∥L23∥∥W−1,q2  Cl 14 → 0, as l → 0, (4.37)
where
8
9
<α < 1, 1< q2 <
2
1+ α .
On the other hand, repeating the steps from (4.19)–(4.26), we get
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0
∑{
σ [η] − [q]}dt  C‖ϕ‖C0(Ω), (4.38)
where C only depends on T and L. Similarly we also have
∣∣B(ϕ)∣∣+ ∣∣L1(ϕ)∣∣+ ∣∣L2(ϕ)∣∣ C‖ϕ‖C0(Ω). (4.39)
Hence
∣∣(B + L1 + L2 + L13 + A)(ϕ)∣∣ C‖ϕ‖C0 , (4.40)
which implies
∥∥B + L1 + L2 + L13 + A∥∥M  C . (4.41)
That is,
B + L1 + L2 + L13 + A is compact in W−1,q1(Ω), 1< q1 <
n
n − 1 = 2. (4.42)
Then the conclusion
B + L + A is compact in W−1,q0(Ω), q0 = min(q1,q2), (4.43)
follows from (4.37) and (4.42). On the other hand,
S(ϕ) =
∫ ∫ [(
η(v¯) − η(vR)
)
ϕt +
(
q(v¯) − q(vR)
)
ϕx
]
dxdt
=
∫ ∫ (
η(v¯) − η(v))ϕt dxdt + ∫ ∫ (q(v¯) − q(v))ϕx dxdt
+
∫ ∫ (
η(v) − η(vR)
)
ϕt dxdt +
∫ ∫ (
q(v) − q(vR)
)
ϕx dxdt
:= S1(ϕ) + S2(ϕ). (4.44)
In view of (4.23), we get
∣∣S1(ϕ)∣∣= ∣∣∣∣∫ ∫ (η(v¯) − η(v))ϕt dxdt + ∫ ∫ (q(v¯) − q(v))ϕx dxdt∣∣∣∣
 C
∫ ∫
l
β
1−|ξ |
1−ξ2 |ϕt |dxdt + C
(
1+ ∣∣ln lβ ∣∣) ∫ ∫ lβ 1−|ξ |1−ξ2 |ϕx|dxdt
 Cl‖ϕ‖H10 . (4.45)
In the same way as in (4.18)–(4.20), we have
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
∫ ∫ ∣∣∣∣∣
( 1∫
0
∇η(vR + θ(v − vR))dθ
)
· (v − vR)ϕt
∣∣∣∣∣dxdt
+
∫ ∫ ∣∣∣∣∣
( 1∫
0
∇q(vR + θ(v − vR))dθ) · (v − vR)ϕx
∣∣∣∣∣dxdt
 Ch
∫ ∫
n
1
2
R | lnnR |
(|ϕt | + |ϕx|)dxdt  Ch‖ϕ‖H10 . (4.46)
From (4.45) and (4.46) we get
∣∣S(ϕ)∣∣ C(T )‖ϕ‖H10 (l + h) → 0, as l → 0. (4.47)
This means
S is compact in H−1loc (Ω). (4.48)
Since v¯ is uniformly bounded with respect to l, if |ξ | is small, η(v¯)t +q(v¯)x is bounded in W−1,∞loc (R2+).
Thus from Theorem B, the conclusion
η(v¯)t + q(v¯)x is compact in H−1loc (Ω) if |ξ | is small, (4.49)
follows immediately form (4.43) and (4.48). This completes the proof. 
From Lemma 4.1, Lemma 4.2, and Theorem A, we obtain a convergence result for the approximate
solutions v¯l(x, t) constructed by the modiﬁed Lax–Friedrichs scheme, that is,
Lemma 4.3. There exist bounded measurable functions n(x, t), J (x, t, ), and E(x, t) such that extracting a
subsequence if necessary
(
n¯l(x, t), J¯ l(x, t), ElR(x, t)
)→ (n(x, t), J(x, t), E(x, t)) in L1loc.
5. The consistency of the scheme
To prove Theorem 1, the remain work is to prove the previous scheme is consistent. We prove the
consistency strictly under the deﬁnition of weak entropy solution in Section 1.
Proof of Theorem 1. The proof is divided into the following four parts:
(a) For any smooth function ϕ ∈ C∞0 (ΠT ),
∣∣∣∣∣
∫ ∫
Π
(
n¯lϕt + J¯ lϕx
)
dxdt +
+∞∫
−∞
n¯l(x,0)ϕ(x,0)dx
∣∣∣∣∣
T
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∣∣∣∣∣
m−1∑
k=0
∫ ∫
Sk
(
nlR E
l
R − J lR
)
(t − kh)ϕx dxdt
∣∣∣∣∣+
∫ ∫
ΠT
lβ |ϕt |dxdt
+
∣∣∣∣∣
∫ ∫
ΠT
(
nlRϕt + J lRϕx
)
dxdt +
+∞∫
−∞
n¯l(x,0)ϕ(x,0)dx
∣∣∣∣∣
=: |A1| + |A2|. (5.1)
We compute
|A1| =
∣∣∣∣∣
m−1∑
k=0
∫ ∫
Sk
(
nlR E
l
R − J lR
)
(t − kh)ϕx dxdt
∣∣∣∣∣+
∫ ∫
ΠT
lβ |ϕt |dxdt
 Ch + Clβ  Cl → 0, as l → 0 (from Lemma 4.1) (5.2)
|A2| =
∣∣∣∣∣
∫ ∫
ΠT
(
nlRϕt + J lRϕx
)
dxdt +
+∞∫
−∞
n¯l(x,0)ϕ(x,0)dx)
∣∣∣∣∣
=
∣∣∣∣∣
m−1∑
k=1
+∞∫
−∞
ϕ(x,kh)
[
nlR(x,kh − 0) − nlR(x,kh + 0)
]
dx
∣∣∣∣∣

∣∣∣∣∣
m−1∑
k=1
∑
j
( j+1)l∫
( j−1)l
(
ϕ(x,kh) − ϕ( jl,kh))[nlR(x,kh + 0) − nlR(x,kh − 0)]dx
∣∣∣∣∣
+
∣∣∣∣∣
m−1∑
k=1
∑
j
( j+1)l∫
( j−1)l
ϕ( jl,kh)
[
nlR(x,kh + 0) − nlR(x,kh − 0)
]
dx
∣∣∣∣∣

m−1∑
k=1
∑
j
( j+1)l∫
( j−1)l
ϕ( jl,kh)lβdx+
(
m−1∑
k=1
∑
j
( j+1)l∫
( j−1)l
(
ϕ(x,kh) − ϕ( jl,kh))2 dx) 12
·
(
m−1∑
k=1
∑
j
( j+1)l∫
( j−1)l
(
nlR(x,kh + 0) − nlR(x,kh − 0)
)2
dx
) 1
2
 C‖ϕ‖C1 lh−
1
2 + Clβh−1 → 0, as l → 0. (5.3)
(5.1)–(5.3) imply that
lim
l→0
∫ ∫
Π
(
n¯lϕt + J¯ lϕx
)
(x, t)dxdt +
+∞∫
−∞
n¯l(x,0)ϕ(x,0)dx = 0. (5.4)
T
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∫ ∫
ΠT
(nϕt + Jϕx)(x, t)dxdt +
+∞∫
−∞
n(x,0)ϕ(x,0)dx = 0. (5.5)
(b) For any function ϕ ∈ C∞0 (ΠT ), we have
∣∣∣∣∣
∫ ∫
ΠT
(
J¯ lϕt +
(
( J¯ l)2
n¯l
+ n¯l
)
ϕx +
(
n¯l ElR − J¯ l
)
ϕ
)
dxdt +
+∞∫
−∞
J¯ l(x,0)ϕ(x,0)dx
∣∣∣∣∣

∣∣∣∣∣
∫ ∫
ΠT
(
J lRϕt +
(
( J lR)
2
nlR
+ nlR
)
ϕx + GlRϕ
)
dxdt +
+∞∫
−∞
J l(x,0)ϕ(x,0)dx
∣∣∣∣∣
+
∣∣∣∣∣
m−1∑
k=0
∫ ∫
Sk
([
(t − kh)2 (G
l
R)
2
nlR
+ 2(t − kh) | J
l
R ||GlR |
nlR
]
|ϕx| + GlR(t − kh)ϕt
− GlR(t − kh)ϕ
)
dxdt
∣∣∣∣∣+
∣∣∣∣∫ ∫
ΠT
lβ
(|ϕx| + |ElR ||ϕ|)dxdt∣∣∣∣
=: B1 + B2 + B3, (5.6)
where
GlR = nlR ElR − J lR .
From Lemma 4.1, it is easy to see that
( J lR)
2
nlR
 nlR
(
C + ∣∣lnnlR ∣∣)2  C(T ),
which implies
B2  Ch
∫ ∫
ΠT
((
nlR
(
ElR
)2 + ( J lR)2
nlR
)
|ϕx| +
∣∣GlR ∣∣|ϕt | + ∣∣GlR ∣∣|ϕ|)dxdt
 Ch = Cl
1+ | ln l| → 0, as l → 0, (5.7)
and
B3 =
∣∣∣∣∫ ∫
Π
(|ϕx| + ∣∣ElR ∣∣|ϕ|)dxdt∣∣∣∣lβ → 0, as l → 0. (5.8)
T
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B1 → 0, as l → 0. (5.9)
So from (5.6)–(5.9) we prove
∫ ∫
ΠT
(
Jϕt +
(
J2
n
+ n
)
ϕx + (nE − J )ϕ
)
(x, t)dxdt +
+∞∫
−∞
J0(x)ϕ(x,0)dx = 0. (5.10)
(c) For any ϕ ∈ C∞0 (ΠT ), select l small enough such that suppϕ ⊂ [− 1l , 1l ] × [0, T ), then∣∣∣∣∫ ∫
ΠT
(
ElR(x, t)ϕx(x, t) +
(
n¯l(x, t) − bl(x))ϕ(x, t))dxdt∣∣∣∣

∣∣∣∣∣
m−1∑
k=0
∫ ∫
Sk
(−ElR(x, t)x + n¯l(x, t) − b(x))ϕ(x, t)dxdt
∣∣∣∣∣

m−1∑
k=0
∫ ∫
Sk
∣∣lβϕ(x, t)∣∣dxdt = ∫ ∫
ΠT
∣∣lβϕ∣∣dxdt. (5.11)
This implies ∫ ∫
ΠT
(
E(x, t)ϕx(x, t) +
(
n(x, t) − b(x))ϕ(x, t))dxdt
= lim
l→0
∫ ∫
ΠT
(
ElR(x, t)ϕx(x, t) +
(
n¯l(x, t) − bl(x))ϕ(x, t))dxdt
= 0. (5.12)
On the other hand, from the construction of the approximate solutions, it is easy to see that E(x, t) is
absolutely continuous in x for a.e. t and
lim
x→−∞ E(x, t) = E
−, for a.e. t ∈ [0, T ). (5.13)
(d) Let (η,q) be the mechanical entropy and the corresponding ﬂux. For any nonnegative smooth
function ψ ∈ C∞0 (ΠT ), we have∫ ∫
ΠT
(
η
(
v¯l
)
ψt + q
(
v¯l
)
ψx
)
dxdt = A(ψ) + S(ψ) + B(ψ) + L(ψ), (5.14)
where A(ψ), S(ψ), B(ψ), L(ψ) are the same as those of (4.32). Noticing that |∇η(v¯l)|  C | ln l|, by
the same process of (4.44)–(4.46), we have
S(ψ)−C(h + l)‖ψ‖H1 . (5.15)0
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B(ψ) = −
+∞∫
−∞
η
(
v¯l0(x,0)
)
ψ(x,0)dx
= −
∫
n0lβ
η
(
v¯l0(x)
)
ψ(x,0)dx−
∫
n0<lβ
η
(
v¯0(x)
)
ψ(x,0)dx
−
+∞∫
−∞
η(v0)ψ(x,0)dx− Cl β2 . (5.16)
Using the same way as in [14], we have
L1(ψ) =
∑
j,k
( j+1)l∫
( j−1)l
(
η
(
vlkR−
)− η(vlk−))ψ(x,kh)dx
= −
∑
j,k
h
( j+1)l∫
( j−1)l
1∫
0
η J
(
vlk− + θ
(
vlkR− − vlk−
))
dθ
(
nlkR−ElR − J lkR−
)
ψ(x,kh)dx
= −
∑
j,k
h
( j+1)l∫
( j−1)l
1∫
0
η J
(
vlk− + θ
(
vlkR− − vlk−
))
dθ
(
nlkR−ElR − J lk−
)
ψ(x,kh)dx
−
∑
j,k
h
( j+1)l∫
( j−1)l
1∫
0
η J
(
vlk− + θ
(
vlkR− − vlk−
))
dθ
(
J lk− − J lkR−
)
ψ(x,kh)dx
−
∑
j,k
h
( j+1)l∫
( j−1)l
1∫
0
η J
(
vlk− + θ
(
vlkR− − vlk−
))
dθ
(
nlkR−ElR − J lk−
)
ψ(x,kh)dx− Ch
→ −
∫ ∫
ΠT
η J (v)(nE − J )ψ(x, t)dxdt, as l → 0, (5.17)
where vlk− = vl(x,kh − 0), vlkR− = vlR(x,kh − 0). Obviously,
L2(ψ)−Cl β2 /h → 0, (5.18)
and
L3(ψ) = 1
2
∑
j,k
( j+1)l∫
( j−1)l
[(
v¯lk− − v¯lkj
)T∇2η(θ)(v¯lk− − v¯lkj )]ψ( jl,kh)dx
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∑
j,k
( j+1)l∫
( j−1)l
[
η
(
v¯lk−
)− η(v¯lkj )][ψ(x,kh) − ψ( jl,kh)]dx

∑
j,k
( j+1)l∫
( j−1)l
[
η
(
v¯lk−
)− η(v¯lkj )][ψ(x,kh) − ψ( jl,kh)]dx
−C‖ψ‖Cα0 l
1
4 , α ∈
(
8
9
,1
)
, (5.19)
where
v¯lk− = v¯l(x,kh − 0), v¯lkj = v¯l( jl,kh).
From (5.14)–(5.19) and A(ψ) 0, letting l → 0 in (5.14), we obtain
∫ ∫
ΠT
(
η(v)ψt + q(v)ψx
)
dxdt +
∫ ∫
ΠT
η J (v)(nE − J )ψ(x, t)dxdt +
+∞∫
−∞
η(v0)ψ(x,0)dx 0. (5.20)
Therefore Theorem 1 is proved. 
6. Inﬁnite mass for the isentropic case
In [14], Marcati–Natalini studied the existence of entropy solution for the isentropic case (γ > 1)
with ﬁnite mass, i.e. n0(x) ∈ L1(R),b(x) ∈ L1(R). In this section, we shall follow the framework in
Sections 2–5 to obtain an existence theorem for the isentropic case with inﬁnite mass, i.e. Theorem 2.
First, we construct the approximate solutions in the region ΠT , T > 0. Let the space mesh length
be l = 2−s and the time mesh length be h such that the ratio hl is equal to some ﬁxed constant which
only depends on T . This is slightly different from the isothermal case, in which hl depends on l and T .
The deﬁnitions of Ik , Sk , Qkj are the same as those in Section 3. Let
nl0(x) =
{
0, x< − 1l or x 1l ,
n0, − 1l  x< 1l ,
J l0(x) =
{
0, x< − 1l or x 1l ,
J0, − 1l  x< 1l ,
(6.1)
bl(x) =
{
b(x), − 1l  x< 1l ,
0, for others x.
(6.2)
Set
vl(x,0) = 1
2l
jl∫
( j−2)l
vl0(x)dx, j = even, x ∈
[
( j − 2)l, jl). (6.3)
For (x, t) ∈ Q 0 j , deﬁne
vl(x, t) = vlR(x, t) + H
(
vlR(x, t), E
l
R(x, t)
)
t, (6.4)
where
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(
vlR(x, t), E
l
R(x, t)
)= (0,nlR ElR − J lR)T (x, t),
vlR(x, t) = (nlR , J lR)(x, t)T are the solutions of (2.1) with the initial data
vl0(x) =
{
vl(( j − 1)l,0), x< jl,
vl(( j + 1)l,0), x> jl, (6.5)
and
ElR(x, t) =
⎧⎪⎪⎨⎪⎪⎩
E−, x< − 1l − l,
E+, x 1l + l,∫ x
− 1l −l(n
l
R(y, t) − bl(y))dy + E−, − 1l − l x< 1l + l.
(6.6)
Suppose that vl(x, t) = (nl, J l)T (x, t) and ElR(x, t) have been deﬁned for t < kh, set
vl(x,kh) = 1
2l
( j+1)l∫
( j−1)l
vl(x,kh − 0)dx, x ∈ [( j − 1)l, ( j + 1)l), j + k = odd, (6.7)
ElR(x,kh) = ElR(x,kh − 0), (6.8)
and deﬁne
vl(x, t) = vlR(x, t) + H
(
vlR(x, t), E
l
R(x, t)
)
(t − kh), (x, t) ∈ Qk, j, (6.9)
where vlR(x, t) = (nlR , J lR)T (x, t) are the solutions of (2.1) with the initial data
vlk(x) =
{
vl(( j − 1)l,kh), x< jl,
vl(( j + 1)l,kh), x> jl, (6.10)
and
ElR(x, t) =
⎧⎪⎪⎨⎪⎪⎩
E−, x< − 1l − (k + 1)l,∫ x
− 1l −(k+1)l(n
l
R(y, t) − bl(y))dy + E−, − 1l − (k + 1)l x< 1l + (k + 1)l,
E+, x 1l + (k + 1)l.
(6.11)
As mentioned before, to get the L∞ bound of the approximation solutions, a key point is to prove
ElR is uniformly bounded with respect to l. From the construction procedure, for any (k−1)h  t < kh,
− 1l − kl x< 1l + kl, we have
ElR(x, t) = E− +
x∫
− 1l −kl
(
nlR(x, t) − bl(x)
)
dx. (6.12)
It is easy to see that there exists j ∈ Z such that k + j = even, ( j − 2)l x< jl. Similar to Lemma 4.1,
we have
3098 F. Huang et al. / J. Differential Equations 247 (2009) 3070–3099ElR(x, t) E− +
jl∫
− 1l −kl
nlR(x, t)dx−
x∫
− 1l −kl
bl(x)dx
 E− +
( j+1)l∫
− 1l −(k+1)l
nlR
(
x, (k − 1)h + 0)dx− x∫
− 1l
bl(x)dx
 E− +
( j+k)l∫
− 1l
nR(x,0)dx−
x∫
− 1l
bl(x)dx
 E− +
x∫
− 1l
(
n0 − b(x)
)
dx+
( j+k)l∫
( j−2)l
n0 dx
 E− + ∥∥n0 − b(x)∥∥L1 + ‖n0‖L∞CT  C(T ). (6.13)
On the other hand, similar to the proof of inequality (4.2), we have
3l∫
−3l
nlR(x,h − 0)dx
2l∫
−2l
nlR(x,0)dx. (6.14)
Repeat the procedure, for (k − 1)h  t < kh, i + k = even, j + k = even, i < j we have
jl∫
il
nlR(x,kh − 0)dx
l
h (t−(k−1)h)+( j−1)l∫
− lh (t−(k−1)h)+(i+1)l
nlR(x, t)dx
jl−l∫
il+l
nlR
(
x, (k − 1)h + 0)dx. (6.15)
Thus from (6.12), we have
ElR(x, t) E− +
( j−2)l∫
− 1l −kl
nlR(x, t)dx−
x∫
− 1l −kl
bl(x)dx
 E− +
( j−3)l∫
− 1l −(k−1)l
nlR
(
x, (k − 1)h + 0)dx− x∫
− 1l
bl(x)dx
 E− +
( j−2−k)l∫
− 1l
nlR(x,0)dx−
x∫
− 1l
bl(x)dx
 E− +
( j−2−k)l∫
− 1
(
n0 − b(x)
)
dx−
jl∫
( j−2−k)l
bl(x)dxl
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In the domain ΠT , since we have shown |ElR(x, t)| C(T ), from the same method in Lemma 4.1,∣∣nl(x, t)∣∣ C(T ), ∣∣ J l(x, t)∣∣ C(T ).
Following the same line of Marcati–Natalini [14], Theorem 2 is completed. The detail is omitted.
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