We present an approach to identifying static systems from noisy data where the system model is a composition of simple functions each of which can be recast into a form linear both in data and in parameters, e.g. a set of straight lines and quadratic curves in two dimensions. The proposed algorithm is an optimization method that alternates between a parametric estimation step that estimates curve or surface parameters based on a set of points and a data reassignment step that maps points to a most feasible curve or surface.
INTRODUCTION
In many situations, a compact model for explaining a set of data is not known or available, or in other words, one is facing an identification problem where structural information is lacking. Meanwhile, a simple parametric relationship may be insufficient to capture a complex data set or the data itself derive from a composite relationship. For instance, a large mass of coordinates acquired of a physical object with a scanning device may be at our disposal, and we are interested in identifying simple shapes that comprise the entire object. Seeking a terse representation is especially important because large data masses are not suited for modeling while a parametric representation (e.g. a composite geometric model) easily lends itself to further processing. This means that we are interested in capturing the underlying implicit representation f between noise-free data points x 0 such that f (x 0 ) = 0 for any x 0 . Some approaches do not aim at discovering the internal structure in the data and employ techniques that allow sufficient flexibility of an approximating functionf to adapt to local features. A prominent example is spline-like approaches whereby a continuous curve with given order and possibly knot sequence is fit to the data points, minimizing an error measure and the associated complexity of the curve. Even while these approaches are suitable for approximating the data but are of little help explaining the data: the spline itself does not facilitate understanding the underlying structure. One would prefer a clustering approach whereby a segmentation of data is automatically discovered and then parametric estimation methods are applied over constituent shapes. If properly segmented, low-order polynomial functions such as quadratic curves (for 2D) and surfaces (for 3D) can capture the relationship between data points without fear of trying to explain noise.
When coping with identifying the relationship between variables for a system where no structural information is available, the problem is twofold: (1) identify groups of data points that are related in a similar pattern; and (2) identify the pattern how data are related in a single group. We propose an algorithm that solves the identification problem by optimizing a goodness-of-fit measure corresponding to each of the above steps in an alternating fashion.
First, we formalize the problem in Section 2 and review some related algorithms in Section 3 for constructing a model from a set of noisy data points, both parametric estimation and unstructured approximation. Next, we outline the proposed algorithm in Section 4, which combines a maximum likelihood or generalized least-squares method with the clustering principle, simultaneously discovering groups of data points and estimating parameters of a constituent shape that relates the data points within the same group. Finally, we provide some examples in Section 5 to illustrate the algorithm before concluding with Section 6.
PROBLEM STATEMENT
A fairly general identification problem takes the form f (x 0,i ) = 0 where x 0,i is a vector of unobservable noise-free data, x i = x 0,i +x i is an observation vector i = 1, . . . , N with N being the number of observations,x i is a noise contribution
x is a vector of variances for each component of anx i , and we seek to capture the relationship f based on observed data. σ 2 x is assumed to be known. The noise covariance matrix C σ 2 x is of full rank: there is no distinguished variable that we can observe noise-free, in other words, we work in an errors-in-variables context.
If structural information is available as to the relationship f of the point set, the estimates can be improved by incorporating that information in the estimation procedure. Parametric estimation methods take this approach and reduce to choosing an appropriate model and finding values for the model parameters. A general nonlinear parametric system takes the form f (x 0,i , g) = 0 where x 0,i is a vector of noise-free data, g is a vector of model parameters, and f is a nonlinear function that relates data and parameters and is known up to the model parameters g.
As the field of nonlinear systems is rather broad, it is natural to restrict our investigation to a narrower scope; we will discuss nonlinear systems that assume a polynomial form in terms of observations. We term these systems linearizable systems, which are captured by the implicit equation Furthermore, we assume that the function f (x) that explains the entire set of data is such that it can be decomposed into disjoint domains D k where for each D k the function f (x) can be rewritten in a linearizable form:
is the set of data points in a domain D k , and θ D k are the parameters for a shape over the domain D k .
RELATED WORK
There is substantial literature on approximating noisy data points with implicit curves and surfaces in the errorsin-variables context.
When the structure of the model (including the noise model) is preliminarily known, approximated maximum likelihood estimation can yield model parameters. Chojnacki et al. (2005) present such an approach where the likelihood function
the solution can be iteratively sought as the eigenvector corresponding to the smallest eigenvalue in the eigenvalue problem
For the case when the model structure is unknown, Aigner and Jüttler (2009) describe a geometrically motivated approach. The approximation process is interpreted as a continuous evolution process that drives an initial surface towards the target, which is specified by the data points.
In particular, the closest points on the curve x f,j (foot points) are attracted by the associated data points x j . Let f θ (x) be the function to construct such that
with ϕ i (x) being a set of basis functions and θ i the corresponding parameters. Assuming that the vector of shape parameters θ depends on a time-like parameter t, the normal velocity of a point on the surface is
whereθ is the time derivative of θ. For the attraction to take place, the velocity of the closest points in normal direction shall be equal to their distance to the data point in a least-squares sense, i.e.
arg miṅ
in which n j is the normal vector to f θ (x)
∂ x f θ and w j is a weight function. The parameter vector θ is then updated as θ := θ + hθ. In order to minimize the number of computations during the evolution process, they use the Sampson distance (Taubin, 1991) instead of geometric distance and apply velocities at the data points x j , giving rise to a simpler final objective function arg miṅ
where ϕ r (x) and ϕ s (y) denote the B-spline basis functions of given degree and given knot sequences and θ r,s is the corresponding control coefficient. The curve reconstruction problem is to find a B-spline function f such that the geometric distance between the implicit curve f (x, y) = 0 and the point clouds be as small as possible. Meanwhile, the curve is expected to have a good "quality", for which they use the condition that the implicit curve has a minimal simplified thin-plate energy
Their combined objective function is thus
where
Guennebaud and Gross (2007) employ a weighted moving least squares (MLS) approach where the implicit function f is approximated from a compact support region. To evaluate f for any point x in n-dimensional space, a leastsquares problem is solved on the point set within the support region, determined by a support radius R. First, a local parameter vectorθ is computed aŝ
where W(x) is a diagonal weighting matrix whose entries are computed based on the distance of each point within the support region to the point x (the entries take a value of zero for points outside the support region), and Z is a matrix of linearizations of all points within the support region. They employ
Second, the estimate is computed as f (x) =θ ⊤ f d (x). They fit spheres, i.e. their linearization function is
As apparent from the necessity to solve a least squares problem for each point x for which we wish to evaluate the implicit function, the approach is computationally rather expensive. Ohtake et al. (2003) propose a computationally less intensive method that decomposes the entire domain into overlapping subdomains, and the least squares problem is solved only for the subdomains. Whenever the implicit function f is to be evaluated, local estimates on the affected subdomains (which contain the point) are blended together using a partition of unity approach to obtain an estimate meant for the entire domain. This means that for any x for which the value of the implicit function f is sought, a weighted estimate (2006) describe a method whose goal is not to approximate a set of noisy data points but to cluster the data points into several groups such that points within the group exhibit a linear relationship. The linear grouping algorithm (LGA) is similar to the standard kmeans clustering algorithm but instead of using the data mean as the sole representative of the cluster, it uses the parameters of a linear model fitted to the data points. The two algorithms are compared in Table 1 in terms of their objective, as well as update and assignment steps in their alternating optimization schemes. The standard algorithm for k-means attempts to find optimal cluster centers, partitioning observations into k clusters in which each observation belongs to the cluster with the nearest mean. The algorithm alternates an assignment step whereby each data point is assigned to the nearest cluster center, and an update step whereby the cluster centers are relocated by computing the mean of each cluster. In contrast,
LGA aims to find k optimal lines such that the total distance from data points to these lines is minimized. Here, the assignment step uses distance minimization and the update step is a straight line estimation is the total least squares sense.
SELF-ORGANIZING UNSTRUCTURED ESTIMATION
In this section, we propose a self-organizing data-driven approach that alloys a polynomial estimation method to compute parameter estimates with a clustering scheme to discover a feasible partition of the data set. The scheme uses alternating optimization similar to the one employed by the linear grouping algorithm (Aelsta et al., 2006) but instead of fitting a linear relationship, fits quadratic or higher-order curves with a possibly iterative attractive scheme that resembles (Aigner and Jüttler, 2009 ). Unlike continuous curve or surface approximation methods, spline-based or moving least squares methods in particular, the proposed method not only provides a minimumerror fit in a certain sense but also a decomposition of data points into groups. Each group is described by a parametric curve or surface that can help explain (not only compactly represent) the data set.
The steps of the algorithm are as follows:
( The steps (2)- (4) are repeated until convergence. The sections that follow elaborate on each of the outlined steps.
Initialization
To help the algorithm converge faster, starting locations that yield good initial estimates play an important role. A good practice is to start with evenly distributed data points as starting locations. Once the data points are chosen, an inflationary algorithm is used to get initial groups. Starting with a small local neighborhood that already has a sufficiently large number of data points that can give reliable parameter estimates, the neighborhood radius is increased incrementally and parameter estimates are computed for each sphere of points thus defined. The set of points that yields the most feasible fit error (and the associated parameters) will be used as starting values.
Parameter estimation
As the first step of alternating optimization, for each group of data points D (the subscript index k has been dropped for brevity), the parameter θ D in θ 
p : an observed quantity is split into an unobserved quantity and noise.
•
x (2p − 1)!!: even central moments of the normally distributed variablex.
• E x 2p−1 i = 0: odd central moments of the normally distributed variablex.
expected value is approximated with mean. Figure 1 shows how these simple computations yield a noise covariance matrix polynomial in terms of µ for 2D data
⊤ that belong to the linearization
If the data linearization function admits one of the important special cases, the estimation problem is simplified or its accuracy is improved. . This is the total least squares solution for the linear case, and is employed by the linear grouping algorithm (Aelsta et al., 2006 ).
If we would like to capture the data with ellipses or ellipsoids, we can use an iterative approach to get maximum likelihood estimates. In this context, the maximum likelihood estimate corresponds to minimizing the geometric distance of noisy data points x i to their corresponding foot points x f,i on the curve or surface, i.e.
where d C is the generalized distance function (Mahalanobis distance)
In order to make it possible to use a gradient-based algorithm, we use a signed distance (rather than the usual notion of unsigned distance) where the distance is positive when the point is outside the ellipse or ellipsoid. Next, we calculate the partial derivatives w.r.t. components of θ. It can be shown that ∂d ∂θ
where expressing the derivatives ∂ θ f (x 0 , θ) and ∂ x0 f (x 0 , θ) is possible using standard rules in calculus. As apparent from (1), minimizing point-wise geometric distance from data to the ellipse or ellipsoid involves calculating the foot point of each data point, i.e. we need the projection of each data point to the curve of the ellipse or surface of the ellipsoid. In other words, we wish to solve the optimization problem
for each data point x i given the parameters θ of the ellipse or ellipsoid. In general, computing the geometric distance from a point to a quadratic curve or surface involves solving a polynomial of degree at most four or at most six, respectively. Since the projection has to be run in each iteration of the ellipse fitting algorithm, the particulars of the problem must be exploited. Eberly (2004) describes a computationally simpler projection algorithm for ellipses that converges in a few iterations (see section that follows).
Data point mapping
During a parameter estimation step, data points are used to estimate optimum shapes that best fit the data in a group. As the other step of alternating optimization, data points are reassigned to the shape they are likely to be part of. In our algorithm, this can mean one of data point attraction or assignment.
Assuming that all discrepancy between data and the shape are entirely attributable to noise, the attraction step maps data points that are within a limited distance of the shape to the shape. Data points hence mapped to the same shape form new groups. From the construction it follows that a data point can be assigned to multiple shapes and therefore multiple groups. In contrast, the assignment step maps data points to the closest shape, which means that each point is assigned to a single shape. This step does not deal with data points that have not been mapped to any of the shapes prior to this step to avoid outliers or yet uncovered data points from seriously impacting parameter estimates. Each of attraction and assignment involves calculating the distance of each data point x i to the shape defined by θ, i.e. finding foot points x f,i .
The foot point measures the smallest distance between the data point and the shape, i.e. we seek is best explained by noise, we can identify the most prominent groups. Setting a percentage limit on the points to cover prevents outliers from being covered by a largely suboptimal shape.
Re-sampling
Clearly, the algorithm depends on the choice of initial groups. By choosing different initial configurations and comparing the total goodness-of-fit of the result in each case, we can improve the quality of the final outcome.
5. EXAMPLES Figure 2 shows two intersecting ellipses. With a series of alternating optimization steps, the algorithm can discover the two separate domains and estimate the ellipse parameters over each domain. In contrast, gradient-based approaches (Aigner and Jüttler, 2009; Yang et al., 2005) cannot handle such a case: either they identify a single continuous curve outlining the composite shape, or the composite shape falls apart at intersections, depending on the starting parameter values and the number of initial continuous curves. Similarly, the moving least squares approach (Guennebaud and Gross, 2007) gives false estimates near the intersections, especially if the noise magnitude is more substantial. Figure 3 shows a more complex compound shape, the algorithm can correctly handle the joints. The domain decomposition approach (Ohtake et al., 2003) can handle the joints by subdividing the domain until the boundary falls near the joint but the representation thus obtained is far from the compactness of the true model.
CONCLUSION
We have shown an iterative alternating optimization method for capturing the model of a static system that comprises of a set of simple parametric constituents. The method discovers the constituents and estimates their parameters. The algorithm can be seen as a combination of an iterative evolutionary method that drives a curve or surface towards the data points, and a clustering method that minimizes inter-group fit error.
