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Abstract
The complexity of the matching polytope of graphs may be measured with the maximum
length β of a starting sequence of odd ears in an ear-decomposition. Indeed, a theorem of
Edmonds and Pulleyblank shows that its facets are defined by 2-connected factor-critical
graphs, which have an odd ear-decomposition (according to a theorem of Lovász).
In particular, β(G) ≤ 1 if and only if the matching polytope of the graph G is completely
described by non-negativity, star and odd-circuit inequalities. This is essentially equivalent
to the h-perfection of the line-graph of G, as observed by Cao and Nemhauser.
The complexity of computing β is apparently not known. We show that deciding whether
β ≤ 1 can be executed efficiently by looking at any ear-decomposition starting with an odd
circuit and performing basic modulo-2 computations. Such a greedy-approach is surprising
in view of the complexity of the problem in more special cases by Bruhn and Schaudt, and
it is simpler than using the Parity Minor Algorithm.
Our results imply a simple polynomial-time algorithm testing h-perfection in line-graphs
(deciding h-perfection is open in general). We also generalize our approach to binary ma-
troids, and show that computing β is a Fixed-Parameter-Tractable problem (FPT).
keywords: ear-decomposition, 2-connected graphs, odd circuits, cycle space, stable sets,
matchings, polytopes, h-perfect graphs, binary matroids, edge-colorings.
1 Introduction
In this paper, we only consider finite undirected graphs. They can have multiple edges but no
loops. A graph is simple if it does not have a pair of parallel edges. We say that a graph G
contains a graph H if H is a subgraph of G.
A stable set (resp. clique) of a graph is a set of pairwise non-adjacent (resp. adjacent) vertices.
The chromatic number of G is the smallest number of stable sets covering V (G).
A graph is perfect if the chromatic number of each induced subgraph H is equal to the largest
cardinality of a clique of H. Finding a maximum-weight stable set (or clique) and computing
the chromatic number can be carried out in polynomial-time in the class of perfect graphs [20],
whereas these problems are NP-hard in general [22]. Besides, deciding whether a graph is perfect
can be done efficiently [10].
The incidence vector of a subset X of a finite set Y , denoted χX is the element of {0, 1}Y
defined for each y ∈ Y by: χX(y) = 1 if and only if y ∈ X. The stable set polytope of a graph G
is the convex hull of the incidence vectors of the stable sets of G. The non-negativity inequalities
xv ≥ 0 (for each v ∈ V (G)) and the clique inequalities
∑
v∈K xv ≤ 1 (for each inclusion-wise
maximal clique K of G) always define facets of STAB(G) [33].
Results of Lovász [27] and Fulkerson [16] imply, as stated by Chvátal [9]:
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Theorem 1.1 ([9]) A graph is perfect if and only if its stable set polytope is described by non-
negativity and clique inequalities.
A circuit of G is a 2-regular connected subgraph of G, and it is odd if it has an odd number
of edges. An odd-circuit inequality of G is of the form
∑
v∈V (C) xv ≤ |V (C)|−12 , where C is an
odd circuit of G. It is obviously satisfied by every point of STAB(G).
H-perfect graphs A graph is h-perfect if its stable set polytope is completely described by
non-negativity, clique and odd-circuit inequalities. It is t-perfect1 if it furthermore does not
contain a clique of size 4.
1.1 easily implies that perfect graphs are h-perfect. Another wide class of t-perfect graphs is
obtained by excluding non-t-perfect subdivisions of K4 as subgraphs [17] (these subdivisions are
characterized in [1]). Besides, Grötschel, Lovász and Schrijver [19] proved that a maximum-weight
stable set of an h-perfect graph can be found in polynomial-time.
On the other hand, the computational complexity of testing t-perfection is unknown. T-
perfection belongs to co-NP [37] but no combinatorial certificate of t-imperfection is available.
The line graph of a graph G, denoted L(G), is the simple graph whose vertex-set is E(G) and
whose edge-set is the set of pairs of incident edges of G; G is called a source graph of L(G). A
graph is claw-free if it does not have an induced subgraph isomorphic to the complete bipartite
graph K1,3. Claw-free graphs form a proper superclass of line-graphs. Bruhn and Schaudt
proved:
Theorem 1.2 (Bruhn, Schaudt [5]) T-perfection can be tested in polynomial-time in the class
of claw-free graphs.
In this paper, we solve this recognition problem for h-perfect line-graphs. These are essentially
more general than t-perfect line graphs. Indeed, the maximum degree of source graphs of t-perfect
line graphs is at most 3, and their triangles cannot contain parallel edges whereas the source
graphs of h-perfect graphs may have arbitrary high degree, and triangles with many parallel
edges.
Besides the generalization we found a simple elementary treatment of the subject using ear-
decompositions of 2-connected graphs and related mod 2 properties of the cycle-space which
turns out to be interesting in its own sake.
The first step was made by Cao and Nemhauser [7] translating Edmonds and Pulleyblank’s
[13] complete description of the matching polytope into the line graph.
A totally odd subdivision of a graph H is obtained by replacing each edge e of H with a path
having an odd number of edges joining the ends of e, such that paths corresponding to distinct
edges do not share inner vertices. Let C+3 denote the graph obtained from the triangle K3 by
adding a single parallel edge. An odd-C+3 is a totally odd subdivision of C+3 (they are also called
skewed thetas [5]). An odd-C+3 is strict if it is not C+3 itself.
Theorem 1.3 (Cao, Nemhauser [7]) For every graph H, the following statements are equiv-
alent:
i) L(H) is h-perfect,
ii) H does not contain a strict odd-C+3 .
This extends a previous characterization and algorithm by Trotter [41] for perfect line-graphs.
Since deciding whether a graph G is a line-graph (and building a graph H such that G = L(H)
if it exists) can be done in polynomial-time [35], testing h-perfection in line-graphs reduces to
detecting strict odd-C+3 subgraphs.
1h is for hole, and t is for its french translation "trou"
2
C+3
Figure 1: C+3 and two strict odd-C+3 graphs
Detecting odd-C+3 subgraphs Kawarabayashi, Reed and Wollan [24] (and independently
Huynh [21]) proved the following:
Theorem 1.4 ([24, 21]) Let H be a graph. Deciding whether a graph contains a totally odd
subdivision of H can be done in polynomial-time.
A graph is odd-C+3 -free if it does not contain an odd-C+3 .
Even though 1.4 can detect an odd-C+3 in an arbitrary, not necessarily simple graph, this
is not exactly the obstruction for h-perfection in line graphs according to 1.3; we have to deal
only with strict odd-C+3 . However, in Section 2 we observe that the non-simple strict odd-
C+3 -free subgraphs can be separately and easily detected. Hence, it only remains detecting an
odd-C+3 -free in simple graphs, in which all odd-C+3 subgraphs are strict.
Hence 1.4 will already easily imply:
Theorem 1.5 H-perfection can be tested in polynomial-time in the class of line-graphs.
We do not know whether h-perfection can be also tested efficiently in the larger class of claw-free
graphs.
1.4 is built upon elaborated techniques of the Graph Minor Project of Robertson and Seymour
and is oriented towards generality. This suggests the search for a more adapted algorithm testing
whether a graph is odd-C+3 -free. In this direction, Bruhn and Schaudt [5] provided a direct
solution for graphs with maximum degree 3.
The central contribution of this paper is a simple polynomial-time algorithm for the recognition
of odd-C+3 -free graphs relying on a combinatorial good characterization theorem for the existence
of odd-C+3 in graphs (that is an NP characterization of odd-C+3 -free graphs). This theorem and
its proof are elementary, they avoid Graph Minors and use the cycle space of a graph instead.
Matroid generalization A matroid is binary if it is the column-matroid of a matrix with
coefficients in the field of two elements. The class of binary matroids contains graphic and
co-graphic matroids (see [32]).
We generalize our approach (algorithms included) to binary matroids. It is surprising that we
do not even need ear-decompositions to deal with this more general case, and use only a direct
consequence of a theorem of Lehman [26]. In particular, this binary generalization provides a
different proof and algorithm for the graphic case. Still the graphic case is treated apart, as
ear-decompositions show a link with factor-critical subgraphs and h-perfection of line graphs
(see also the last paragraph of Section 2.2).
Complexity of algorithms whose input includes matroids is often measured using the number
of required calls to an independence oracle (or any other polynomially-equivalent oracle, see [15]),
that is an algorithm testing whether a subset of the ground-set is independent.
An odd-C+3 of a matroid M is a restriction of M which is isomorphic to the circuit matroid
of an odd-C+3 . A matroid is odd-C+3 -free if it does not have an odd-C+3 . We prove:
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Theorem 1.6 Deciding whether a binary matroid M is odd-C+3 -free or finding an odd-C+3 of M
can be done in polynomial-time using an independence-oracle.
Our algorithm cannot be directly extended to non-binary matroids and we do not know the
complexity of the problem in arbitrary matroids.
Complexity of the matching polytope We present a new combinatorial parameter moti-
vated by the nice structure of odd-C+3 -free graphs and related to the matching polytope.
Definition 1.7 For each graph G, let β(G) denote the largest integer k such that G contains a
graph H having an odd ear-decomposition with k ears.
For example, a graph G is odd-C+3 -free if and only if β(G) ≤ 1. We observe that 1.4
easily implies: for each fixed k, deciding whether a graph G satisfies β(G) = k can be done in
polynomial-time. In other words:
Theorem 1.8 Determining β is a Fixed-Parameter-Tractable problem.
We do not even know whether the property β(G) ≥ k (for each graph G and integer k) admits
a co-NP-characterization, while the definition clearly shows that it belongs to NP.
The matching polytope of a graph is the convex-hull of the incidence vectors of its matchings
(a matching is a set of pairwise non-incident edges). In other words, it is the stable set polytope
of its line graph. Results of Edmonds, Pulleyblank [13] and Lovász [28] show that β(G) can
be used as a parameter to separate on, for questions related to the matching polytope (see the
following paragraph on edge-colorings).
The largest number of odd ears in an ear-decomposition of a 2-connected graph, denoted ϕ,
was introduced and studied by Frank in [14] (in the equivalent form of the smallest number of
even ears). We show a family of graphs for which β = 2 while ϕ is arbitrarily large.
β and edge-colorings The chromatic index of a graph G, denoted χ′(G), is the smallest
cardinality of a family of matchings F such that each edge of G belongs to at least one element
of F . The fractional chromatic index of G, denoted χ′f (G), is the minimum value of λ1+ · · ·+λk
with λ1, . . . , λk ∈ R+ such that there exist matchings M1, . . . ,Mk of G satisfying, for each edge
e of G:
∑
i∈[k] : e∈Mi λi ≥ 1.
It is well-known that the chromatic index of a graph cannot always be obtained by rounding-
up the fractional chromatic index, the smallest known example being the Petersen graph minus
a vertex (denoted T and shown in Figure 2). Indeed χ′(T) = 4, whereas Edmonds’ description
of the matching polytope [12] easily shows that χ′f (T) = 3.
For each graph G, let Gˆ denote the underlying simple graph of G. Benchetrit proved:
Theorem 1.9 (Benchetrit [3]) Each graph G with β(Gˆ) ≤ 1 satisfies χ′(G) = dχ′f (G)e.
We conjecture that this result can be extended as follows:
Conjecture 1.10 Each graph G with β(Gˆ) ≤ 3 satisfies χ′(G) = dχ′f (G)e.
The bound 3 would be best possible. Indeed, β(T) = 4 (see Section 3). By results of Baum
and Trotter [2], this conjecture would imply that the matching polytope P of a graph G with
β(Gˆ) ≤ 3 has the integer decomposition property: each integral vector of the form kx with x ∈ P
is the sum of k integral vectors of P .
Furthermore, 1.10 would yield a new case of conjectures of Goldberg [18] and Seymour [39]
which state:
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Conjecture 1.11 (Goldberg [18], Seymour [38]) Each graph G satisfies χ′(G) ≤ dχ′f (G)e+
1.
Shepherd and Kilakos [25] conjecture that every graph G which does not have T as a minor
satisfies χ′(G) = dχ′f (G)e. This would imply that the matching polytope of such graphs has the
integer decomposition property. This and 1.10 do not clearly imply one another. Indeed, it is
easy to find graphs without T as a minor and with an arbitrarily large value of β. Also, the
graph obtained from T by subdividing each edge exactly once is bipartite (that is β = 0) and
has obviously T as a minor.
Figure 2: the Petersen graph minus a vertex
Related works Cao’s thesis [6] suggests that totally odd subdivisions of K4 are involved in
deciding whether a graph is odd-C+3 -free. This led us to show a simple efficient algorithm using
ϕ to detect totally odd subdivisions of K4 in odd-C+3 -free graphs.
The currently known algorithms for detecting such subdivisions in arbitrary graphs are not
elementary: 1.4 directly provides one, and Kawarabayashi, Li and Reed [23] gave a simpler and
more adapted algorithm. Both use techniques of the Graph Minor Project. Our simplification
for odd-C+3 -free graphs is rather specific and does not directly extend to larger values of β. This
does not exclude a possible use of β for a more general algorithm.
We end the paper with a review of the results of [6] concerning odd-C+3 -free graphs and
observe that some of the statements are incorrect. In particular, the construction procedure
given for simple odd-C+3 -free graphs does not work.
Outline In Section 2, we first observe that any efficient algorithm deciding whether a simple
graph is odd-C+3 -free can be used as a black-box to test whether a line-graph is h-perfect in
polynomial-time. Hence, we already obtain 1.5 from 1.4. Then, we prove our characterization
of odd-C+3 -free graphs in terms of cycle bases and use it to build our efficient algorithm testing
whether a graph (simple or not) is odd-C+3 -free. We extend these ideas to binary matroids in
Section 2.2 and prove 2.7.
In Section 3, we explain the relation of β with the matching polytope and observe that
1.4 easily implies 1.8. We also show that β and the largest number ϕ of odd ears in an ear-
decomposition need not to be close in general.
We use Frank’s algorithm to compute ϕ [14] in Appendix A.1 to detect totally odd subdivi-
sions of K4 in odd-C+3 -free graphs, and finally discuss the related results of [6] in Appendix A.2.
1.1 Definitions and preliminary results
For a non-negative integer k, we write [k] for the set of integers 1, . . . , k. Let G be a graph and
v be a vertex of G. The degree of v in G is the number of edges incident to v and ∆(G) is the
largest degree of a vertex of G. We write NG(v) for the set of neighbors of G.
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For a subset X of V (G) or E(G), let G −X denote the graph obtained from G by deleting
each element of X from G. If X = {x}, we simply write it G− x.
A subgraph of G is induced if it is obtained from G by deleting vertices. For two graphs G1
and G2, we write G1 ∪G2 for the graph (V (G1) ∪ V (G2), E(G1) ∪ E(G2)).
A circuit is a 2-regular connected graph, and a path is a circuit minus an edge. So a path
has two different vertices of degree one, called its ends. For sets X,Y ⊆ V (G), an {X,Y }-path
of G is a path joining a vertex of X to a vertex of Y . If X = {x} and Y = {y}, then we refer
to it as an xy-path of G. Two paths are inner-disjoint if they do not share vertices other than
their ends.
The length of a path (or circuit) is its number of edges. A path (or circuit) is odd if it its
length is odd, and it is even otherwise. A graph is bipartite if it does not have an odd circuit.
A connected graph G with at least 3 vertices is 2-connected if G − v is connected for all
v ∈ V (G). A block of a graph G is a maximal 2-connected subgraph or a bridge of G (a bridge is
the pair of ends of an edge e such that deleting e and all its parallel edges increases the number
of components).
An ear of a subgraph H of a graph G is a path of G which has exactly his two different ends
in G. An ear-decomposition of a graph G is a sequence (C,P1, . . . , Pk) of a circuit C and paths
Pi such that G = C∪P1∪· · ·∪Pk and, for each i ∈ [1, . . . , k]: Pi is an ear of C∪(P1∪· · ·∪Pi−1).
The graphs C,P1, . . . , Pk are the ears of the decomposition (we omit the usual qualifier “open”,
since we consider only open ear-decompositions). An ear-decomposition is odd if all its ears are
odd.
Theorem 1.12 (Whitney [43],Robbins [34]) A graph has an ear-decomposition if and only
if it is 2-connected.
Besides, we use that all the ear-decompositions of a 2-connected graph G have the same number
of ears, which is |E(G)| − |V (G)|+ 1. This follows directly from observing that deleting an edge
in each ear of an ear-decomposition of G yields a spanning tree of G.
Hence, we may speak of the number of ears of a 2-connected graph (also known as the
cyclomatic number of the graph).
We frequently use Menger’s theorem stating that for each 2-connected graph G and each sets
S, T ⊆ V (G) of cardinality at least 2, there exist two vertex-disjoint {S, T}-paths, and that those
paths can be found in polynomial-time (see [37], and [40] for recent developments).
Proposition 1.13 Let G be a 2-connected graph. Each ear-decomposition of a 2-connected sub-
graph of G can be completed into an ear-decomposition of G.
Several polynomial-time algorithms are available for finding (or completing) an ear-decomposition
of a 2-connected graph (see [36] for a recent example). Also, parallel algorithms were given by
Lovász [29] and Miller, Ramachandran [31].
Finally, we will frequently use the following easy fact: if G is a 2-connected non-bipartite
graph, then G contains both odd and even uv-paths for each pair of vertices u and v of G.
This follows directly by applying Menger’s theorem to find two vertex-disjoint paths joining
respectively u and v to an arbitrary odd circuit of G. This determines the easy and well-known
characterization of deciding the existence and finding (in polynomial-time) a path of given parity
between any two vertices of a graph in terms of its blocks.
2 A greedy algorithm for recognizing odd-C+3 -free graphs
In this section we prove the main results of the paper. We first observe that detecting non-
simple odd-C+3 subgraphs can be carried out straightforwardly, and that after filtering these the
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problem of finding a strict odd-C+3 is equivalent to detect an odd-C+3 in the underlying simple
graph. Hence, detecting a (strict or not) odd-C+3 of a graph H turn out to be the only essential
difficulty in testing the h-perfection of L(H). Then we show that the existence of an odd-C+3
subgraph can be readily decided from any arbitrary ear-decomposition of G starting with an odd
circuit in a simple, elementary way (based on a good characterization of odd-C+3 -free graphs, see
Section 2.1). This is a surprising result in view of complicated previous partial solutions or the
use of the graph minor theory of Robertson and Seymour. Finally, in Section 2.2 we generalize
the results to binary matroids.
Since recognizing line-graphs (and building a corresponding source graph if it exists) can be
done efficiently [35], 1.3 shows that deciding h-perfection in line-graphs reduces to detecting
strict odd-C+3 subgraph in the source graph.
Clearly, the only strict odd-C+3 graphs which are not simple consist of an odd circuit of length
at least 5 with two neighboring vertices u, v joined by two parallel edges. Such an odd circuit can
be easily detected in polynomial time :
Proposition 2.1 Let G be a graph, u and v be two vertices of G. Finding an even uv-path of
length at least 4 or certifying its non-existence can be done in polynomial time.
Proof – There exists an even uv-path of length at least 4 if and only if there exist a ∈ NG(u)
and an odd av-path in (G−u)−av (we mean that all edges whose ends are a and v are deleted).
We then use that odd paths between two vertices of a graph can be found or proved not to exist
in polynomial time (see last paragraph of Section 1.1).

Note that 2.1 contains the problem of detecting an odd circuit of length at least 5 through
a given edge uv, that is an odd hole containing a given vertex in the line graph. An efficient
algorithm for this problem for the considerably larger class of claw-free graphs is given in [42].
This is an NP-complete problem in graphs in general [4].
Using 2.1 for all u and v with at least two parallel edges between them means detecting
non-simple strict odd-C+3 graphs or certifying that they do not exist. It remains to detect simple
odd-C+3 subgraphs or proving that the input graph is odd-C+3 -free, which is a priori more difficult
(see 1.3 and 1.4). We solve this task in a simple self-contained way in Section 2.1.
Let us note that in the particular case of graphs of maximum degree 3, Bruhn and Schaudt
also provided an algorithm detecting odd-C+3 which is elementary and avoids Graph Minors.
2.1 A binary characterization of odd-C+3 -free graphs
We write F2 for the field of two elements. Let G be a graph. Clearly, the sum in the vector
space FE(G)2 of the incidence vectors of F1 ⊆ E(G) and F2 ⊆ E(G) is the incidence vector of the
symmetric difference F1∆F2.
A cycle is the union of edge-disjoint circuits of G (identified to their edge-sets); equivalently,
it is a subgraph with all degrees even. The cycle space of G, denoted C(G), is the subspace of the
vector space FE(G)2 consisting of the incidence vectors of cycles. It is spanned (over F2) by the
incidence vectors of the circuits of G. The rank of C(G) is |E(G)| − |V (G)|+ 1 if G is connected
and is the cyclomatic number of G. A well-known class of bases of C(G) is obtained as follows:
take any fixed spanning tree T of G and for each e ∈ E(G) \ E(T ), let Ce be the unique circuit
of T + e. It is straightforward ot check that the incidence vectors of circuits Ce obtained form a
basis of C(G).
A cycle basis of G is a set of cycles whose incidence vectors form a basis of C(G) (over F2).
If all members of a cycle basis are circuits, then we call it a circuit basis.
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A cycle of a graph is odd if it has an odd number of edges, and a cycle basis of a graph is
odd if all its elements are odd. An odd cycle basis of a graph is totally odd if its odd cycles
pairwise-intersect in an odd number of edges. For example, each set of 3 circuits of a totally odd
subdivision of K4 form a totally odd circuit basis of K4.
In this section, we prove the following characterization of odd-C+3 -free graphs and use it to
build our algorithm for the recognition of these graphs.
Since an odd-C+3 is 2-connected and non-bipartite, we need only to consider 2-connected
non-bipartite graphs.
Theorem 2.2 Let G be a 2-connected non-bipartite graph. The following statements are equiv-
alent:
(i) G is odd-C+3 -free,
(ii) G has a totally odd circuit basis,
(iii) each odd cycle basis of G is totally odd.
We first state a few results needed for proving this theorem.
Cao’s thesis [6] shows that the odd circuits of a 2-connected odd-C+3 -free simple graph pairwise-
intersect in an odd number of edges. We first observe that this property characterizes 2-connected
odd-C+3 -free graphs:
Lemma 2.3 Let G be a 2-connected graph. Then G contains a odd-C+3 if and only if it has two
odd circuits meeting in an even number of elements.
Furthermore, from two such odd circuits of a 2-connected graph an odd-C+3 can be constructed
in polynomial-time
Proof – Clearly, an odd-C+3 has exactly two odd circuits which have an even number of common
edges and thus (ii)=>i).
Conversely, suppose that G has odd circuits C1 and C2 such that |E(C1) ∩ E(C2)| is even.
We show that G contains an odd-C+3 .
First, let us assume that |V (C1) ∩ V (C2)| ≤ 1. Since G is 2-connected, Menger’s theorem
shows that there exist two vertex-disjoint {V (C1), V (C2)}-paths P and Q (one may be reduced
to a single vertex if C1 and C2 meet). Let p and q be the respective ends of P and Q on C1
and let R be the unique pq-path of C1 whose parity is distinct from |E(P )| + |E(Q)|. Clearly,
R ∪ P ∪Q ∪ C2 is an odd-C+3 subgraph of G.
Now, suppose that C1 and C2 have at least two vertices in common. Since both circuits
are odd and C1 6= C2, the set V (C1) ∩ V (C2) defines a partition of C1 into edge-disjoint paths
P1, . . . , Pk (k ≥ 1) which have exactly their ends in V (C2). Since |E(C1) ∩ E(C2)| is even and
as C1 is odd, at least one of these paths must be odd, say P1, and C2 ∪ P1 is an odd-C+3 of G.

The proof is clearly algorithmic.
The following lemma plays a key-role in the proof of 2.2; the fact that we have only circuits
in the basis is important !
Lemma 2.4 Each 2-connected non-bipartite graph has an odd circuit basis. Furthermore, such
a circuit basis can be found in polynomial-time.
Proof – Let G be a 2-connected non-bipartite graph and C be an odd circuit of G. By 1.13, G
has an ear-decomposition (P0, P1, . . . , Pk). Recall from Section 1.1 that k = |E(G)|− |V (G)|+1,
which is the cyclomatic number of G.
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For each i ∈ [k], the graph C ∪P1 · · · ∪Pi−1 is 2-connected and non-bipartite, so it contains a
path Qi which joins the ends of Pi and such that the circuit Pi ∪Qi is odd. It is straightforward
to check that the incidence vectors of the circuits P1 ∪Q1, . . . , Pk ∪Qk are linearly independent.
Hence, they form a circuit basis of G, which is odd.
An ear-decomposition and the pathsQi can be computed in polynomial-time (see Section 1.1).

In general, a cycle basis does not need to contain only circuits: the fact that here it consists only
of particular circuits is a key-point of our proof. A relevant property of totally odd bases can be
extended to all odd circuits of the graph:
Lemma 2.5 If a 2-connected graph has a totally odd cycle basis, then any odd cycles of the
graph intersect on an odd number of common edges.
Proof – Let · denote the standard bilinear form on FE(G)2 . That is, for subsets F1 and F2 of
E(G): χF1 · χF2 is equal to 1 if |F1 ∩ F2| is odd, and 0 otherwise. Until the end of this proof, all
equalities take place in FE(G)2 .
Suppose that G has a totally odd cycle basis B and let C1 and C2 be odd cycles of G. We
show that χE(C1) · χE(C2) = 1, as stated.
Since B is a cycle basis of G, there exists B1 ⊆ B and B2 ⊆ B such that:
χE(C1) =
∑
C∈B1
χE(C) and χE(C2) =
∑
D∈B2
χE(D).
Since C1 and B are odd, multiplying by the all-1 vector 1 on both sides of the first equality
yields: |B| = 1 (that is, B1 has odd cardinality). Similarly, |B2| = 1. Since B is totally odd, we
obtain by linearity:
χE(C1) · χE(C2) =
∑
C∈B1, D∈B2
χE(C) · χE(D) =
∑
C∈B1, D∈B2
1 = |B1||B2| = 1,
and this ends the proof of the proposition.

We now prove 2.2 using those preliminary results:
Proof (of 2.2) – We first show that i)=>ii). Suppose that G is odd-C+3 -free. Since G is
2-connected and non-bipartite, 2.4 shows that G has an odd cycle basis {C1, . . . , Ck} such that
each Ci is a circuit (i ∈ [k]).
As G is odd-C+3 -free, 2.3 shows that the odd circuits C1, . . . , Ck pairwise-intersect in an odd
number of edges. Therefore, the basis {C1, . . . , Ck} is totally odd.
The implication ii)=>iii) straightforwardly follows from 2.11. We now show iii)=>i).
Suppose that each odd cycle basis of G is totally odd. Since G is 2-connected and non-
bipartite, 2.4 shows that G has an odd cycle basis B. By assumption, B is totally odd. Hence,
2.11 implies that odd cycles, and in particular odd circuits, pairwise-intersect in an odd number
of edges. By 2.3, this shows that G is odd-C+3 -free.

Clearly, this proof of 2.2 provides an algorithm deciding whether a graph is odd-C+3 -free: we
first build efficiently an odd circuit basis 2.4. If there are two odd circuits of the basis having an
even number of common edges, we build an odd-C+3 from them. Otherwise, either G is bipartite
or any pair of odd circuits in the basis meet in an odd number of elements, certifying that the
basis is totally odd and that G is odd-C+3 -free ( 2.11).
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2.2 Extension to binary matroids
In this section we show that the results of the previous section can be generalized to binary
matroids. Standard terminology and basic facts related to matroids can be found for instance
in [32] (binary matroids are treated in Chapter 9 of this book). We consider loopless matroids
only.
A matroid is binary if it is representable in a linear space over F2. It is well-known that a
matroid is binary if and only if the symmetric difference of any set of circuits of is the union of
disjoint circuits.
We say that a matroid is an odd-C+3 if it is the circuit matroid of an odd-C+3 graph (recall
that an odd-C+3 graph is a totally odd subdivision of the graph C+3 ). An odd-C+3 of a matroid
M is a restriction of M which is isomorphic to an odd-C+3 , and a matroid is odd-C+3 -free if it
does not have an odd-C+3 .
Connectivity assumptions were important in our treatment for odd-C+3 graphs. It is the same
for the proof of our matroid generalization and we thus recall the corresponding notions here.
Let M be a matroid with ground set S. Consider the relation on S defined by: e, f ∈ S are
related if and only if e = f or there exists a circuit containing both e and f . It is well-known that
this is an equivalence relation, whose classes are called the blocks of M . A matroid is connected
if it has at least two elements and only one block. Note that the connectedness of the circuit
matroid M of a graph G with at least 3 vertices means the 2-connectedness of G and that the
blocks of M correspond to the edge-sets of the blocks of G.
The following straightforward characterization of odd-C+3 matroids will be useful:
Proposition 2.6 Let M be a matroid. The following statements are equivalent:
i) M is an odd-C+3 ,
ii) M is the union of two circuits C1 and C2 such that C1 is odd, |C2 \C1| is odd and M has
exactly three circuits which are: C1, C2 and C1∆C2.
Binary matroids generalize both graphic and co-graphic matroids. We extend the cycle-space
approach of Section 2.1 for odd-C+3 -free graphs to show an efficient algorithm which tests whether
a matroid is odd-C+3 -free or finds an odd-C+3 otherwise. The input matroid can be given by a
linear representation, but we need only an independence oracle (which is in fact equivalent in
terms of algorithmic complexity).
Theorem 2.7 Deciding whether a binary matroid M is odd-C+3 -free or finding an odd-C+3 of M
can be done in polynomial-time using an independence-oracle.
A cycle of a matroid is a union of disjoint circuits, and it is odd if it has an odd number of
elements. It is well-known that, as for graphs, the set of (incidence vectors of) cycles of a binary
matroid M with ground set S is a subspace of FS2 (this actually characterizes binary matroids
[32, chap. 9 9]). It is called the cycle space of M and is denoted C(M). Clearly, C(M) is the
subspace of FS2 spanned by the circuits of M and it is easy to check that the rank of C(M) is
|S| − r, where r is the rank of M .
Cycle and circuit bases, odd and totally odd cycle bases of M are defined in the exact same
way as for graphs (see Section 2).
The following lemma generalizes 2.4. The main technical difficulty is to show an odd-C+3
from two given disjoint odd circuits, without the availability of Menger’s theorem in graphs.
Lemma 2.8 A connected matroid has an odd-C+3 if and only if it has two odd circuits which
meet in an even number of elements.
Furthermore, from two such odd circuits an odd-C+3 can be constructed in polynomial-time.
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Proof – Clearly, an odd-C+3 has exactly two odd circuits which have an even number of common
elements.
Conversely, we first show the following:
Claim. If C1 and C2 are two circuits of a matroid such that C1∩C2 6= ∅, C1 is odd and |C1\C2|
is odd, then: C1 ∪ C2 contains an odd-C+3 .
Indeed, we prove that if C1∪C2 is inclusion-wise minimal among all possible choices respecting
the assumptions, then C1 ∪ C2 is an odd-C+3 .
Let C ⊆ C1 ∪C2 be a circuit which is neither C1 nor C2 (such a circuit must exists since C1
and C2 meet). We will show that C = C1∆C2, and this and 2.6 will imply the claim. Clearly,
C must meet both C1 and C2.
If |C \C2| is even, then sinceM is binary the set C∆C2 is the union of disjoint circuits. Since
|C2\C1| is odd, one of them, say C ′, is such that |C ′\C1| is odd. Hence the pair (C1, C ′) satisfies
the assumptions of the claim and minimality shows C ′ \ C1 = C2 \ C1, that is C ′∆C2 ⊆ C1.
Since M is binary, this implies that C ′ = C1∆C2 = C∆C2 and thus C = C1: a contradiction.
Therefore, we may assume that |C \C2| is odd. Minimality then shows that C \C1 = C2 \C1.
Since M is binary, this implies C∆C2 = C1 and we are done.
We now use the claim to prove the lemma. Let C1 and C2 be two odd circuits of M meeting
on an even number of elements. Clearly, the claim yields an odd-C+3 if C1 ∩ C2 6= ∅ so we may
assume the contrary.
Since M is connected, it has a circuit meeting both C1 and C2 and we may consider such a
circuit C with C \ C2 inclusion-wise minimal.
The set C∆C2 is a circuit: indeed since M is binary, C1∆C2 must contain a circuit C ′ which
meets C1 and C2. The minimality of C \ C2 shows that C ′ = C∆C2, and therefore C∆C2 = C ′
as required.
Both C and C∆C2 meet C1 and, since C2 \ C1 is odd, one of them has an odd number of
elements outside of C1. Therefore we may apply the claim again to obtain an odd-C+3 of M .

We now prove a generalization of 2.4 to binary matroids, that makes possible to extend all the
results. Surprisingly, we do not need the generalization of ear-decompositions to matroids [11]
(see also the last paragraph of this section) to prove this but use only the following straightforward
consequence of a result of Lehman instead ([32, chap. 9.3, exercice 9]):
Proposition 2.9 Each element of a binary connected matroid M belongs to an odd circuit of
M .
Lemma 2.10 For any connected non-bipartite binary matroid there exists an odd circuit basis
that can be constructed in polynomial time.
Proof – Let M be a connected binary matroid. Let Mp be the binary matroid obtained by
adding successively an all-0 column and an all-1 line to a matrix representation of M , and let p
be the new element of Mp.
Using 2.9, it is straightforward to check that Mp is a connected matroid. This implies that
we can build greedily a set of circuits C1, . . . , Ck ofMp which all contain p and such that for each
i ∈ {1, . . . , k − 1}: Ci+1 \ Ci 6= ∅ . It is now straightforward to check that {C1 − p, . . . , Ck − p}
is an odd circuit basis of M (and k is the number of elements of M minus its rank).

Now we can immediately extend 2.11 and 2.2 to binary matroids.
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Lemma 2.11 If a connected matroid has a totally odd cycle basis, then all its odd cycles pairwise-
intersect in an odd number of edges.
Theorem 2.12 Let M be a connected non-bipartite binary matroid. The following statements
are equivalent:
i) M is odd-C+3 -free,
ii) M has a totally odd circuit basis,
iii) each odd cycle basis of M is totally odd.
Since finding the blocks of M can be easily done efficiently, turning the proof of 2.12 into
a polynomial-time algorithm testing whether a matroid is odd-C+3 -free only requires one more
subroutine: deciding efficiently whether a connected binary matroid is bipartite. This can be
carried out using the following simple proposition, which generalizes the bipartiteness test of
graphs:
Proposition 2.13 Let M be a connected binary matroid. The following statements are equiva-
lent:
i) M is bipartite,
ii) There exists a circuit basis of M containing only even cycles,
iii) Each cycle basis of M contains only even cycles.
The statements (i) implies (ii) and (iii) implies (i) are obvious. For the (ii) implies (iii) part,
note that the parity of the symmetric difference of two cycles is the mod 2 sum of the two parities.
This proves the proposition.
It follows that any circuit basis is a good certificate for bipartiteness (so is a well-known
fourth equivalent statement as well: the ground set of M is the disjoint union of cocycles). It
also follows that bipartiteness of matroids can be tested in polynomial time.
We conclude that testing for an odd-C+3 or certifying that the matroid is odd-C+3 -free can be
solved in polynomial time for binary matroids as well.
Specialized to graphic matroids, this provides another algorithm testing whether a graph is
odd-C+3 -free. However, contrarily to the use of ear-decompositions, this alternative approach to
building an odd circuit basis is not natural for graphs (as the class of graphic matroids is not
closed under the operation Mp used in the proof of 2.10) and it does not directly suggest the
relation with the matching polytope discussed in Section 3.
3 Odd ears and the matching polytope
In this section, we introduce a new combinatorial parameter, denotedβ, measuring the complexity
of facets of the matching polytope and which generalizes odd-C+3 -free graphs. We observe that
computing it is a Fixed-Parameter-Tractable problem. See Section 1 for a useful application of
β to edge-colorings.
We then discuss the connection of β with the largest number of odd ears in an ear-decomposition
(Section 3.2)
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3.1 A measure of the complexity of the matching polytope
We write MATCH(G) for the matching polytope of a graph G, that is the convex hull of the
incidence vectors of its matchings. For each v ∈ V (G), let δG(v) denote the set of edges incident
to v.
A graph G is factor-critical if for each v ∈ V (G), the graph G − v has a perfect matching.
Edmonds and Pulleyblank characterized the facets of the matching polytope. Their results imply:
Theorem 3.1 (Edmonds, Pulleyblank [13]) For every graph G:
MATCH(G) :=

x ∈ RE(G) :
x ≥ 0,∑
e∈δG(v)
xe ≤ 1 ∀v ∈ V (G),∑
e∈E(H)
xe ≤ |V (H)| − 12 ∀H 2-connected induced
factor-critical subgraph of G.

.
Lovász proved:
Theorem 3.2 (Lovász [28, 30]) A 2-connected graph is factor-critical if and only if it has an
odd ear-decomposition.
These two results are the main tools for proving 1.3 in [7].
Together with our results on odd-C+3 -free graphs, they motivate us to introduce the following
parameter (see Section 1.1 for the definition of the number of ears of a 2-connected graph):
For each 2-connected graph G, let β(G) denote the maximum number of odd ears starting
an ear-decomposition of G. By 3.2, β(G) is the largest number of ears of a 2-connected factor-
critical subgraph of G and hence this definition of β in terms of ears and 1.7 are equivalent.
Furthermore, 3.1 shows that β can be used as a parameter to separate on, for questions related
to the matching polytope (see the paragraph on edge-colorings in Section 1).
Clearly, an odd-C+3 is a 2-connected graph having an ear-decomposition with exactly two
ears which are both odd. Therefore, a graph G is odd-C+3 -free if and only if β(G) ≤ 1. Besides,
3.2 states that a 2-connected graph G is factor-critical if and only if β(G) = |E(G)|− |V (G)|+1.
The property β ≥ k obviously belongs to NP. We do not know whether it admits a co-NP
characterization.
Question 3.3 Can β be determined in polynomial-time ?
Let k be a positive integer and G a graph. Clearly, a 2-connected factor-critical graph with k
ears is a totally odd subdivision of a graph with at most 2k−2 vertices of degree at least 3 and at
most 3k edges. Hence checking whether β(G) ≥ k can be done by enumerating all factor-critical
graphs H with |V (H)| ≤ 2k − 2 and |E(H)| ≤ 3k and use 1.4 to test whether G contains a
totally odd subdivision of H. This shows a polynomial-time algorithm deciding β(G) ≥ k for k
fixed, that is:
Theorem 1.8 Determining β is a Fixed-Parameter-Tractable problem.
We showed in Section 2 a simpler efficient algorithm recognizing odd-C+3 -free graphs, that is
deciding β ≤ 1. We do not know the solution for larger values of β.
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3.2 Frank’s parameter ϕ. Relation with β
For a 2-connected graph G, let ϕ(G) denote the smallest number of even ears in an ear-
decomposition ofG. This was introduced by Frank [14] (for non-necessarily open ear-decompositions),
and results of [14] imply that an ear-decomposition of a 2-connected graph G with ϕ(G) ears can
be found efficiently (see [8, Section 3] for a proof).
Let G be 2-connected, and put:
ϕ(G) := |E(G)| − |V (G)|+ 1− ϕ(G).
Since the ear-decompositions of G all have the same number |E(G)| − |V (G)| + 1 of ears (see
Section 1.1), ϕ(G) is the largest number of odd ears in an ear-decomposition of G.
Each 2-connected graph G obviously satisfies ϕ(G) ≥ β(G). In this section, we show a family
of graphs with β = 2 and ϕ arbitrarily large.
Let k ≥ 3 be an integer and T1, . . . , Tk be k vertex-disjoint copies of the simple graph obtained
from the circuit of length 5 by adding a single edge. Let vi be the unique vertex of degree 2 in
the triangle of Ti and let ui be one of its neighbors.
Now, let Hk be the graph obtained by identifying all the vi to a single vertex v, all the ui to
a single vertex u and keeping only one copy of the edge uv (see Figure 3).
u
v
T2T1
H2
T2T1
T3
H3
T2T1
T3 T4
H4
Figure 3: the graphs H2, H3 and H4
It is straightforward to check the following:
Proposition 3.4 For each k ≥ 2:
β(Hk) = 2 and ϕ(Hk) ≥ k.
In [14], Frank showed a min-max theorem for ϕ in terms of maximum-cardinality joins: a join
of a graph G is a set F ⊆ E(G) such that each circuit C of G satisfies |E(C) ∩ F | ≤ |E(C) \ F |.
We do not know whether a similar min-max result holds for β.
Even though the much simpler greedy ear-construction of Section 2 finally provided the
appropriate answer, the parameter ϕ provided a first tool for deciding β ≤ 1 or β ≥ 2 in very
particular cases. We sketch in Appendix A some possibly useful relations.
A Appendix: subdivisions of K4 and odd-C+3 graphs
3.4 shows that ϕ is not really closely related to β. However, an investigation of their equality
may provide new insights. In Appendix A.1, we use Frank’s algorithm to compute ϕ¯ as a black
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box to show a rather simple efficient algorithm finding totally odd subdivisions of K4 in odd-
C+3 -free graphs (and thus a relation between two relevant families of subgraphs). Even though
this is irrelevant for the actual discussion on the recognition of odd-C+3 -free graphs, it has been
a motivation for our work. It is the same for related results of Cao’s thesis [6], from which
we got our first inspirations for characterizing h-perfect line-graphs, and we discuss those in
Appendix A.2.
A.1 Finding a totally odd subdivisions of K4 in an odd-C+3 -free graphs
Finding a totally odd subdivision of K4 subgraph is not elementary in general: the simplest
algorithm available for their detection in arbitrary graphs uses general techniques of the Graph
Minor Project [23].
Our algorithm is based on the following characterization. Clearly, we need only to consider
simple 2-connected graphs (the following statement is actually false for non-simple graphs in
general, as shows the graph obtained by adding two parallel edges to C4).
Theorem A.1 Let G be a 2-connected odd-C+3 -free simple graph. The following statements are
equivalent:
i) G does not contain a totally odd subdivision of K4,
ii) ϕ(G) ≤ 1.
We say that an ear-decomposition of a 2-connected graph G is optimal if it has ϕ(G) odd
ears. As mentioned in Section 3.2, results of [14] show that an optimal ear-decomposition of G
can be found in polynomial-time.
Therefore, A.1 directly implies that testing whether an odd-C+3 -free graph contains a to-
tally odd subdivision of K4 can be carried out in polynomial-time. Finding efficiently such a
subdivision (if it exists) easily follows from our proof, which is constructive.
An odd theta is a graph formed by three inner-disjoint odd paths with the same ends (each
path may be reduced to a single edge, see Figure 4). The first ingredients are the following
statements:
Figure 4: examples of odd thetas
Proposition A.2 Let G be a 2-connected bipartite graph and H a 2-connected subgraph of G.
If H has an odd ear in G, then each vertex of G belongs to an odd theta subgraph of G.
Proof – Let P be an odd ear of H in G. We first show that G contains an odd theta. Let P be
an odd ear of H and let u1 and u2 be the ends of P .
Since H has an ear-decomposition, it is 2-connected. In particular, Menger’s theorem shows
that H contains two internally vertex-disjoint u1u2-paths Q and R. Since P is odd and G is
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bipartite, both Q and R are odd. Clearly, V (Q) ∩ V (R) defines a partition of the edge-set of Q
into paths Q1, . . . , Ql. Since Q is odd, one of those paths, say Q1, must be odd. It is easy to
check that R ∪Q1 ∪ P is an odd theta of G.
Finally, we prove that every vertex of G belongs to an odd theta. Let T be an odd theta
of G and let s ∈ V (G) \ V (T ). Since G is 2-connected, Menger’s theorem shows that there are
two {s, V (T )}-paths Q1 and Q2 whose only common vertex is s. A straightforward and short
case-checking shows that Q1 ∪Q2 ∪ T always has an odd theta containing s.

It is straightforward to convert this proof into a polynomial-time algorithm which finds an
odd theta containing a prescribed vertex under the assumptions.
For finishing the proof of A.1 we also need the following:
Proposition A.3 Let G be a 2-connected non-bipartite graph, C an odd circuit of G and v ∈
V (G)\V (C). If G contains three inner-disjoint odd {v, V (C)}-paths, then G contains an odd-C+3
or a totally odd subdivision of K4.
Proof – Let P1, P2, P3 be three inner-disjoint odd {v, V (C)}-path and let k := |(∪3i=1V (Pi)) ∩
V (C)|.
Case 1. k = 1. Let u be the unique vertex of (∪3i=1V (Pi)) ∩ V (C).
Since G is 2-connected, G − u contains a path Q which has an end s in C, an end t in
∪3i=1V (Pi) and no other vertex in these two graphs. Without loss of generality, we may assume
that t ∈ P1.
Let P be the tv-path of P1 and let R be the us-path of C whose parity is the one of |E(P )|+
|E(Q)|. It is easy to check that P ∪Q ∪R ∪ P2 ∪ P3 is an odd-C+3 of G (with ends u and v).
Case 2. k = 2. Without loss of generality, we may assume that P2 and P3 intersect C at the
same vertex u and that P1 meets C at a vertex s 6= u. Let Q be the odd su-path of C. Clearly,
Q ∪ (∪3i=1Pi) is an odd-C+3 (with ends u and v).
Case 3. k = 3. Let Q1, Q2 and Q3 be the three paths partitioning the edge-set of C defined by
the respective ends of P1, P2 and P3 on C. If one of the Qi is even then, using that C is odd, it
is straightforward to check that C ∪P1∪P2∪P3 contains an odd-C+3 . Therefore, we may assume
that Q1, Q2 and Q3 are odd. Hence, C ∪ P1 ∪ P2 ∪ P3 is a totally odd subdivision of K4.
In each case we found an odd-C+3 or a totally odd subdivision of K4, and this proves the
proposition.

Using an efficient algorithm for finding two vertex-disjoint paths, it is easy to convert this
proof into a polynomial-time algorithm which finds an odd-C+3 or a totally odd subdivision of
K4 as stated in the proposition.
The proof of A.5 uses the following theorem of Frank:
Theorem A.4 (Frank [14]) Let G be a 2-connected graph. For each edge e of G, there exists
an optimal ear-decomposition of G whose first ear contains e.
Furthermore, such a decomposition can be found in polynomial-time.
The other main ingredient is the following lemma, which may be of independent interest:
Lemma A.5 Each 2-connected non-bipartite graph has an optimal ear-decomposition whose first
ear is an odd circuit.
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Proof – Let (C,P1, . . . , Pk) be an optimal ear-decomposition of G. If C is odd, then we are
done.
Hence, we may assume that C is even. Let i be the smallest integer of [k] such that C ∪P1 ∪
· · · ∪ Pi is non-bipartite.
Put H := C ∪ P1 ∪ · · · ∪ Pi and let e ∈ E(Pi).
SinceH has an ear-decomposition, it is 2-connected. Hence, A.4 shows thatH has an optimal
ear-decomposition (D,Q1, . . . , Qi) whose first ear contains e (the number of ears is indeed i+ 1
as all ear-decompositions of H have the same number of ears).
Clearly, H − e is bipartite. Hence, every circuit of H containing e is odd. In particular, D is
odd.
Since (C,P1, . . . , Pk) is an optimal ear-decomposition of G, the decomposition (C,P1, . . . , Pi)
must be optimal for H.
Hence, the ear-decomposition (D,Q1, . . . , Qi, Pi+1, . . . , Pk) is optimal for G. This proves the
lemma.

This proof and A.4 directly show that such a decomposition can be found in polynomial-time.
The last tool is the following easy part of 2.3:
Proposition A.6 If a 2-connected graph G has two odd circuits which have at most one common
vertex, then G contains an odd-C+3 .
The ends of an odd-C+3 (or an odd theta) are its two vertices of degree 3. We now prove A.1.
Proof (of A.1) – Clearly, any ear-decomposition of a totally odd subdivision of K4 which
starts with an odd circuit has two odd ears. This shows i)=>ii).
To prove the converse, we may obviously assume that G is non-bipartite. Suppose that
ϕ(G) ≥ 2. We will show a totally odd subdivision of K4 in G.
Since G is 2-connected and non-bipartite, A.5 shows that G has an optimal ear-decomposition
(C,P1, . . . , Pk) such that C is odd.
Let H be the graph obtained from G by identifying the vertices of C into a single vertex c,
keeping the possibly new parallel edges and deleting the loops.
Claim 1. H is bipartite.
Suppose to the contrary that H contains an odd circuit D. In G, the graph D is either an
odd circuit meeting C in at most one vertex or an odd path which has exactly its ends in C.
If D is an odd circuit in G, A.6 directly shows an odd-C+3 which contradicts the assumptions
on G. Hence, D is an odd path which has exactly its ends in C. Therefore, D∪C is an odd-C+3 :
a contradiction.
This ends the proof of Claim 1.
Claim 2. H contains an odd theta T containing c.
Since ϕ(G) ≥ 2, there exists i ∈ [k] such that Pi is odd. Since G is simple and odd-C+3 -free,
Pi cannot be an edge with both ends in C. Hence, Pi was not deleted as a loop of H and
corresponds to a path or a circuit of H with the same length.
As H is bipartite, Pi cannot be a circuit of H. Besides, the ends of Pi must clearly belong to
the same block B of H. Clearly, the union of the ears of (C,P1, . . . , Pk) which are contained in B
define a 2-connected subgraph of B for which Pi is an odd ear, and B must contain c. Therefore,
A.2 shows that B contains an odd theta T containing c.
This proves Claim 2, and we now show:
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Claim 3. c is an end of T .
Suppose to the contrary that c is not an end of T . Let u and v be the ends of T and Q1, Q2
and Q3 be the three (odd) uv-paths of T . Without loss of generality, we may assume that c is
not an end of Q1.
First, suppose that Q1 is not a path of G. In this case, Q1 corresponds in G to two vertex-
disjoint paths Q′1 and Q′′1 joining respectively u and v to vertices s and t of C. Since C is odd,
the two st-paths of C have distinct parities. Using these paths, it is straightforward to check that
T ∪ C always contains an odd-C+3 with ends u and v. This contradicts that G is odd-C+3 -free.
Hence, we may assume that Q1 remains a path in G. Then, T is an odd theta of G which
has exactly one vertex w in common with C in G.
Since G is 2-connected, G − w contains a path P which joins a vertex x of C to vertex y of
T and which has no other vertex in C ∪ T .
If y ∈ V (Q1), then (using that C contains xw-paths of both parities) it is easy to find
an odd-C+3 in G with ends u and v, contradicting that G is odd-C+3 -free. Therefore, we may
assume without loss of generality that y ∈ Q2 and that the uy-path of Q2 is odd. Again, it is
straightforward to build an odd-C+3 of G (with ends u and y): a contradiction.
This ends the proof of Claim 3.
Now, let c′ be the other end of T . The three paths of T in H correspond to three inner-disjoint
odd {c′, V (C)}-paths of G. Since G is 2-connected and odd-C+3 -free, A.3 shows that G contains
a totally odd subdivision of K4, as required.

It is straightforward to convert this proof into a polynomial-time algorithm deciding whether
an odd-C+3 -free simple graph contains a totally odd subdivision of K4 and finding such a subdi-
vision if it exists.
Recall that a graph G is odd-C+3 -free if and only if β(G) ≤ 1. Is it true that graphs with
β = 2 must contain a totally odd subdivision of K4 whenever ϕ is large ? The graphs Hk given
in Section 3.2 show that the answer is negative. Indeed, they satisfy β(Hk) = 2 and have an edge
whose deletion yields a bipartite graph. Hence they cannot contain a totally odd subdivision of
K4.
A.2 Motivation: Cao’s thesis
Let C+5 denote the simple graph obtained by adding a single edge to C5. A graph is odd-C+5 -free
if it does not contain a totally odd subdivision of C+5 . Clearly, odd-C+5 -free graphs are the same
as odd-C+3 -free simple graphs.
Cao’s thesis [6] contains several results and statements on odd-C+5 -free graphs. Furthermore,
it gives a construction procedure for these graphs.
In this section, we first state a corrected version of the result of [6] on subdivisions of K4
in odd-C+5 -free graphs, which motivated the statement and proof of A.1 (see Appendix A.1).
Besides, we show that some statements on odd-C+5 -free graphs of [6] and the procedure for their
construction are incorrect.
We first recall the definitions of [6] to keep the same terminology. A graph is critical non-
bipartite if it is non-bipartite and each pair of odd circuits has at least one common edge. A
critical non-bipartite graph is furthermore elementary if it has an edge whose deletion yields a
bipartite graph.
A graph H is basic if it is obtained from a graph G by subdividing each edge of G exactly
once (that is, each edge of G is replaced by a path of length 2). A graph is critical non-basic if
it is not basic and has an edge whose deletion yields a basic graph.
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Clearly, each critical non-basic graph is odd-C+5 -free and elementary critical non-bipartite.
Lemma 4.5 pg. 70 in [6] states that the converse also holds: each 2-connected odd-C+5 -free and
elementary critical non-bipartite graph is critical non-basic. The graph of Figure 5 shows that
this is false: it is 2-connected, odd-C+5 -free and elementary critical non-bipartite (deleting uv
yields a bipartite graph) but it is not critical non-basic.
u v
Figure 5: an odd-C+5 -free 2-connected elementary critical non-bipartite graph which is not critical
non-basic
The following result links totally odd subdivisions of K4 with odd-C+5 -free graphs. In [6], it
is stated with "critical non-basic" in place of "elementary critical non-bipartite" and the graph
of Figure 5 shows that it is incorrect as such. Exchanging these two properties corrects the
statement:
Theorem A.7 (Cao [6]) Let G be a non-bipartite graph and C be an odd circuit of G. If G
does not contain a totally odd subdivision of K4, then for each component K of G − E(C): the
graph C ∪K is elementary critical non-bipartite.
Finally, [6] states a construction procedure for odd-C+5 -free graphs. We observe that it is
incorrect. For this purpose, we need only to state a special case of the procedure.
The sides of a totally odd subdivision of K4 are the paths corresponding to the original edges
of K4.
Let F be a totally odd subdivision of K4. Let P1 and P2 be two vertex-disjoint paths and
for each i ∈ {1, 2}, let ui and vi be the ends of Pi. Let G be a graph obtained by identifying
u1, v1, u2, v2 to distinct vertices of F such that for each i ∈ {1, 2}: ui and vi are identified to
vertices which are on sides of F which have a common end w, and have even distance to w in F .
[6] states that each graph obtained in this way is odd-C+5 -free. The graph of Figure 6 shows
that this is false: it is obviously built as in the procedure, but the thick edges show an odd-C+5 .
Figure 6
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