The rock quality designation is an important input for the analysis and design of rock structures as reliable spatial modeling of the rock quality designation (RQD) can assist in designing and planning mines more efficiently. The aim of this paper is to model the spatial distribution of the RQD using the multi-Gaussian kriging approach as an alternative to the non-linear geostatistical technique which has shown some limitations. To this end, 470 RQD datasets were collected from 9 boreholes pertaining to the Gazestan ore deposit in Iran. The datasets were declustered then transformed into Gaussian distribution. To ensure the model spatial continuity, variogram analysis was first performed. The elevation 150 m with a grid of 5 m × 5 m × 5 m was selected to illustrate the methodology. Surface maps showing the RQD classes (very poor, poor, fair, good, and very good) with their associated probability were established. A cross-validation method was used to check the obtained model. The validation results indicated good prediction of the local variability. In addition, the associated uncertainty was quantified on the basis of the conditional distributions and the accuracy plot agreed with the overall results. It is concluded that the proposed model could be used to produce a reliable RQD map.
Introduction
Zoning of subsurface materials based on 3D modeling of quantitative description of rock mass quality is a powerful tool in different disciplines of civil and mining engineering paradigm. The geomechanical parameters logged from boreholes are explicitly able to provide sufficient information for the quality of rocks and their dominated region. Because of the importance of these geomechanical variables, extensive research works have been carried out from the correct way of its determination to its spatial representation [1] [2] [3] . Recent applications of spatial rock quality designation (RQD) characterization in the geosciences include mine slope design [4] , geomechanical properties of rock mass [5] , geohazard zonation mapping [6] , tunneling [7] , probabilistic evaluation of RQD [8] , geometallurgical studies [9] . In general, spatial prediction of regionalized variables by linear geostatistical methodology such as kriging is a common practice. However, a smoothing effect in the kriged results imposes difficulty in interpretation of the estimated map, it shows, for which a notable variance reduction in the conditional cumulative distribution. This also is associated with over-and under-estimation of low and high values, respectively [10] , when one is comparing the interpolated map with original variability of the underlying dataset. Beside this reasonable criticism, some geomechanical parameters like RQD are non-additive and cannot be modeled by these types of linear interpolation methodologies [11] . Non-additivity of a variable implies that its mean value does not correspond to the arithmetic average and consequently, 3D mapping of such a variable is challenging. However, in this context, there are some applications of different paradigm aspect of kriging for spatial visualization of RQD such as ordinary kriging [7, 12, 13] and indirect estimation integrating the secondary variable by indicator kriging [8] . Non-linear geostatistical modeling such as geostatistical simulation as an alternative is strongly recommended for the spatial characterization of geomechanical variables since there is no requirement for linear averaging [14] [15] [16] . For instance, the RQD can be conditionally simulated by sequential simulation [17] and turning band simulation [18] . In particular, Madani and Asghari [19] employed sequential Gaussian simulation to define probabilistically the faulted areas. Although simulation approaches turn the joint uncertainty into an efficient avenue, computational time and post-processing for managing the realizations are notable [20] . Other non-linear geostatistical functions can also be considered including lognormal kriging, disjunctive kriging, and indicator kriging [21] . Nevertheless, those approached are suffering from smoothing effect for skewed distribution and it has been showed that the estimation results are relatively poor in this latter case [22] . Multi-Gaussian kriging as another non-linear geostatistical technique has been widely accepted among practitioners due to no smoothing effect. In this concept, two groups of multi-Gaussian kriging called simple and ordinary were proposed for recoverable resource assessments and mapping the probabilities in mineral resource evaluation and delineation of geochemical anomalies in exploration of mineral deposits [23] . The simple multi-Gaussian kriging assumes that the mean value is perfectly known through the region and then restricts its usage only to stationary domains [24] . To overcome this impediment, Emery [24] introduced an approach to substitute the unknown mean for random variable constant through the region and, advantageously, the true conditional distribution could be met [24] . This method is highly recommended in the case of some domains, including the trend in the variability of attributes under study, where universal kriging is problematic in variogram analysis [25, 26] . Despite of the benefits of the multi-Gaussian kriging, this methodology is developed successfully only for uncertainty quantification above a certain threshold [24] . This means uncertainty between two consecutive thresholds cannot be calculated in a reliable way. The aim of this study is fourfold: (1) presentation of the Multi-Gaussian methodology and updating the current algorithm, which would allow computing of the uncertainty between the consecutive thresholds; (2) employing the methodology to model the spatial distribution of RQD in a phosphate ore deposit located in Iran; (3) post-process, the estimation of results to obtain the probabilistic maps of the desirable rock quality intervals, examine the RQD variability along the elevation and detect the possible faulted areas; and (4) model validation and conclusion.
Materials and Methods

Multi-Gaussian Kriging
Multi-Gaussian kriging is a non-linear geostatistical methodology, for which the mean and variance of the estimated maps follow the multivariate normality assumption, while they are obtained from the conventional kriging system [10] . This fundamental theory entails the anterior distribution of the variable under study to be Gaussian normal standard with mean and variance equal to 0 and 1, respectively. Simple multi-Gaussian kriging is applicable when the random field is Gaussian and show stationary characteristics on its first and second order moments (mean and variance). The formula is defined as [27] :
where, (Y x ) SMK is Simple multi-Gaussian kriging, y sk x is Simple kriging estimation, ∂ sk x is Simple kriging variance, u is a standard Gaussian random vector independent of the conditional data. With respect to the stationary assumption i.e., constant mean, the applicability of simple multi-Gaussian kriging is somewhat restrictive and not really agreeable. This crucial drawback manifests itself where particularization of the mean is misinterpreted. In contrast, ordinary multi-Gaussian kriging for the sake of overcoming this condition is becoming more actionable. Emery [28] proposed the fundamental theory of ordinary multi-Gaussian kriging to make the estimator more wide spread-used and robust to the non-stationary variability in the domain by replacing the unknown mean by random variable constant over the space. The ordinary multi-Gaussian kriging can be defined as the follow:
where, (Y x ) OMK is Ordinary multi-Gaussian kriging, y Ok x is Ordinary kriging estimation, ∂ Ok x is Ordinary kriging variance, u is a standard Gaussian random vector independent of the conditional data. In this study, the ordinary multi-Gaussian kriging is applied to quantification of uncertainty in RQD measure (subsequent section). So, in order to perform the experiment through multi-Gaussian kriging, the below general instruction should be followed: exploratory data analysis, declustering, normal score transformation of the raw variable, variogram analysis over the Gaussian values, estimation of the Gaussian variables (simple or ordinary), back transformation to the original variable and uncertainty quantification and cross-validation, (Figure 1 ). mean by random variable constant over the space. The ordinary multi-Gaussian kriging can be defined as the follow:
where, ( ) is Ordinary multi-Gaussian kriging, is Ordinary kriging estimation, is Ordinary kriging variance, is a standard Gaussian random vector independent of the conditional data. In this study, the ordinary multi-Gaussian kriging is applied to quantification of uncertainty in RQD measure (subsequent section). So, in order to perform the experiment through multi-Gaussian kriging, the below general instruction should be followed: exploratory data analysis, declustering, normal score transformation of the raw variable, variogram analysis over the Gaussian values, estimation of the Gaussian variables (simple or ordinary), back transformation to the original variable and uncertainty quantification and cross-validation, (Figure 1 ). 
Quantification of Uncertainty Function
An interesting utilization of multi-Gaussian kriging is quantification of uncertainty at un-sampled locations. To do so, uncertainty functions (. ) or recovery functions in mining application, allow one to assess the uncertainty of the variable under study above a given threshold or between two thresholds via expected value of its conditional distribution [24, 28] :
In practice, the expectation can be computed by Monte Carlo integration [24, 28, 29] :
where N is a large positive integer and , … are realizations of drawn by Latin hypercube sampling which is a kind of stratified sampling method.
Therefore, the actual uncertainty function between two given thresholds and can be calculated by the following function [24, 28] :
where, I(.) is an indicator function, equal to 1 if estimated value is between and , 0 otherwise. By this Formula (5), the probability of finding the estimated value between two consecutive thresholds can straightforwardly be calculated. One application in this study is characterized to map 
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Case Study: Gazestan Ore Deposit in Iran
Gazestan ore deposit is located close to Bafg province in Central Iran (Figure 2 ). Rock settings belong to Rizu formation and consist of carbonate sediments, shale, sandstone, volcanic rocks. Intrusive rocks are stock and dike including gabbros diorite, gabbros, and diabase with some outcrop within the area as well as sedimentary and volcanic rocks. Green rocks with acidic components have phosphate and iron-ore mineralization, which in some parts show depth facies. Alteration in volcanic rocks is more obvious and consists of silication, feldespatization, chloritization, and forming of mafic minerals such as epidote, tremolite, and actinolite. Apatite mineralization occurs as apatite and magnetite lens, veins and nodules, in strongly chloritized pyroxenes mafic diabase. The value of P 2 O 5 varies between 3% and 38%, and values of rare earth elements (REEs) in apatite mineral exceed 1.5%. Detailed exploratory studies show that tens of millions of tons of ores with 10-15% mean grade of P 2 O 5 and tents (REEs) are predictable in this ore deposit [30] . Based on the structural viewpoint, Gazestan ore deposit belongs to the central Iran zone and Poshtebadam-Bafq. Faulting and fracturing system in the area have been divided into three groups and one thrusting [19, 30] . the probability of finding the estimated RQD between two thresholds that give the related rock mass quality at un-sampled locations. In following sections, this idea is practically presented and discussed thoroughly over a case study located in Iran.
Gazestan ore deposit is located close to Bafg province in Central Iran (Figure 2 ). Rock settings belong to Rizu formation and consist of carbonate sediments, shale, sandstone, volcanic rocks. Intrusive rocks are stock and dike including gabbros diorite, gabbros, and diabase with some outcrop within the area as well as sedimentary and volcanic rocks. Green rocks with acidic components have phosphate and iron-ore mineralization, which in some parts show depth facies. Alteration in volcanic rocks is more obvious and consists of silication, feldespatization, chloritization, and forming of mafic minerals such as epidote, tremolite, and actinolite. Apatite mineralization occurs as apatite and magnetite lens, veins and nodules, in strongly chloritized pyroxenes mafic diabase. The value of P2O5 varies between 3% and 38%, and values of rare earth elements (REEs) in apatite mineral exceed 1.5%. Detailed exploratory studies show that tens of millions of tons of ores with 10-15% mean grade of P2O5 and tents (REEs) are predictable in this ore deposit [30] . Based on the structural viewpoint, Gazestan ore deposit belongs to the central Iran zone and Poshtebadam-Bafq. Faulting and fracturing system in the area have been divided into three groups and one thrusting [19, 30] . Using the case phosphate ore deposit of Gazestan in Iran, the spatial distribution of RQD through ore deposits is purposed to model via the ordinary multi-Gaussian kriging algorithm. RQD introduced by Deere et al. [31] as a long-lived classification system and also as one of the input variables of the two well-known rock classification systems, RMR and Q systems. The RQD which is initially proposed as a measure of the quality of borehole core is defined as the ratio in percentage of the total length of sound core pieces that is 10 cm or longer to the length of the core run. On the basis of the RQD values, the rock mass could be classified in terms of its quality as very poor, poor, fair, good, and very good for an RQD values <25%, 25-50%, 51-75%, 76-90% and 91-100%, respectively. Detail RQD measurement is performed on 9 boreholes having depth from 49 to 173 m and the data points ranging from 23 to 86 along the holes. The boreholes including BH8, BH12, BH15, BH6, and BH7 are vertical and rest of them is inclined as given detail in Table 1 and Figure 3 . Using the case phosphate ore deposit of Gazestan in Iran, the spatial distribution of RQD through ore deposits is purposed to model via the ordinary multi-Gaussian kriging algorithm. RQD introduced by Deere et al. [31] as a long-lived classification system and also as one of the input variables of the two well-known rock classification systems, RMR and Q systems. The RQD which is initially proposed as a measure of the quality of borehole core is defined as the ratio in percentage of the total length of sound core pieces that is 10 cm or longer to the length of the core run. On the basis of the RQD values, the rock mass could be classified in terms of its quality as very poor, poor, fair, good, and very good for an RQD values <25%, 25-50%, 51-75%, 76-90% and 91-100%, respectively. Detail RQD measurement is performed on 9 boreholes having depth from 49 to 173 m and the data points ranging from 23 to 86 along the holes. The boreholes including BH8, BH12, BH15, BH6, and BH7 are vertical and rest of them is inclined as given detail in Table 1 and Figure 3 . 
Exploratory Data Analysis
In the Gazestan Ore deposit area where the original data for a total of 470 samples belong to 9 boreholes are examined to perform this study. Position, coordinates and location of boreholes in the study area are given as 3D in Figure 4 . As discussed previously, some boreholes are inclined and some of them are vertical and depth of boreholes are various as well as data obtained from each hole. The range of RQD varies from about 6 to 100% as discussed previously. It is obvious that the rock mass is quite jointed and the quality of the rock various from very poor to fair rocks. As the aim of this work is to show the capability of the methodology to quantify uncertainty, some synthetic boreholes are added to the middle region. To do so, first some random locations are generated and distributed; then by turning band simulation [28] , the RQD variables are simulated on those locations conditionally to the data available in the boreholes. This ensures that the simulated values has the same statistical characteristics as the borehole data and enhance the visualization of RQD variability in the region wherein the samples are examined in an exploratory way.
In order to perform multi-Gaussian kriging, the conditional samples should then be transformed to Gaussian normal distribution (step 1). The drilling patterns are commonly irregular and it needs a declustering technique [32] to provide a representative distribution of the variable of interest in the region. Through this technique, the weights are allocated to each location considering the closeness to the surrounding RQD data. A summary of descriptive statistics of the RQD samples for both original and synthetic boreholes that vary continuously between 0% and 100%, respectively. The resulting average value for RQD is 39.21%, with a standard deviation of 33.34 and a sample variance of 1111.5. The cumulative distribution functions of RQD variable in the field is given in Figure 5 . In this graph, the abscissa shows the RQD values ordered from smallest to largest and the ordinate represents the cumulative probability assigned to each data [33] . The different domains of rock mass quality are identified in this curve and one compute the proportion of each separately. Accordingly, the proportions for the underlying rock qualities of very poor, poor, fair, good, and excellent are 43.86%, 20.53%, 16.32%, 6.67%, and 12.63%, respectively ( Figure 5 ). In order to perform multi-Gaussian kriging, the conditional samples should then be transformed to Gaussian normal distribution (step 1). The drilling patterns are commonly irregular and it needs a declustering technique [32] to provide a representative distribution of the variable of interest in the region. Through this technique, the weights are allocated to each location considering the closeness to the surrounding RQD data. A summary of descriptive statistics of the RQD samples for both original and synthetic boreholes that vary continuously between 0% and 100%, respectively. The resulting average value for RQD is 39.21%, with a standard deviation of 33.34 and a sample variance of 1111.5. The cumulative distribution functions of RQD variable in the field is given in Figure 5 . In this graph, the abscissa shows the RQD values ordered from smallest to largest and the ordinate represents the cumulative probability assigned to each data [33] . The different domains of rock mass quality are identified in this curve and one compute the proportion of each separately. Accordingly, the proportions for the underlying rock qualities of very poor, poor, fair, good, and excellent are 43.86%, 20.53%, 16.32%, 6.67%, and 12.63%, respectively ( Figure 5 ). 
Transformation to Gaussian Distribtuion
Step 2 in the multi-Gaussian kriging procedure is to transfer the declustered data to normal standard distribution (0,1). The reason why the data should be Gaussian distributed is that the prediction of uncertainty at un-sampled locations are based on conditioning the normal standard data [10] . Therefore, a Gaussian anamorphosis function is used to transform the RQD data into a Gaussian variable with mean 0 and variance 1. In this approach, one constructs the sample cumulative histogram by applying declustering weights. This methodology entails that the transformed variable of RQD has a Gaussian distribution with mean and variance equal to 0 and 1, respectively ( Figure 6 ).
Declustered original data
Normal score transferred data After transformation, it is of interest to check whether the transformed variable follows the bivariate normality since multi-Gaussian kriging assumption is based on the bivariate normality. This can be implemented by checking the experimental variogram of different order (w) through the transferred Gaussian values (proper explanation of variogram is presented in Section 3.5). This paradigm is based on the comparison between the usual variogram and the variogram of lower order. The latter corresponds to madogram and rodogram, for which the power in variogram formula is 1 and 1/2, respectively. In order to show that the bigaussian assumption between two variables is respected, Emery [34] verified that plotting the experimental variogram with those 
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Modeling Spatial Continuity: Variogram Analysis
Spatial continuity of geological properties including geomechanical parameters can be a measure of changes in variance versus distance. To do so, experimental variogram (ℎ) computes the average dissimilarity between data separated by vector ℎ. It is calculated as half the average squared difference between the components of every data pair [10, 35] :
where
is an h-increment of the variable and (ℎ) is the number of pairs. As explained above, the modogram and rodogram can also be defined as (Deutsch and Journel, 1998):
Modogram:
Rodogram:
Two applications can be identified for these two latter functions with smaller power. The first one corresponds to analysis of bigaussianity characteristics as explained above. Since modogram 
Spatial continuity of geological properties including geomechanical parameters can be a measure of changes in variance versus distance. To do so, experimental variogram γ(h) computes the average dissimilarity between data separated by vector h. It is calculated as half the average squared difference between the components of every data pair [10, 35] :
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As explained above, the modogram and rodogram can also be defined as (Deutsch and Journel, 1998):
Two applications can be identified for these two latter functions with smaller power. The first one corresponds to analysis of bigaussianity characteristics as explained above. Since modogram and rodogram are not influenced by extreme values, another application is based on the detection of anisotropy and approximate ranges of the variable under study in the region [36] . The anisotropy shows that how much continuity exists among the pairs of samples. Maximum and minimum spatial continuity is a requirement for every geostatistical methodology and should be defined prior to any variogram analysis. Therefore, in this study, modogram and rodogram are computed over the declustered RQD values in three directions (azimuth: 0, 45, 90) with lag of 20 m in the plan and in one direction with lag of 12 m perpendicular to the plan including 50% of tolerance in both lag and azimuth (Figure 8) . The comparable dashed lines in the plan corroborates that the maximum and minimum ranges of anisotropy are identical in the plan. However, red dashed line toward the vertical direction shows a small deviation relevant to the one obtained from plan. Those results turn out the idea of one isotropy characteristic in the plan and one perpendicular anisotropy toward the vertical.
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Multi-Gaussian Kriging Results
Multi-Gaussian kriging is performed on a regular grid with dimension of 5 m × 5 m× 5 m for prediction of RQD. In this algorithm, the ordinary kriging is used since it is independent of the mean and its stationary behavior [28] . A moving neighborhood is constructed based on the variogram ranges and set to 200 and 150 for horizontal and vertical dimensions, respectively containing up to 50 original data points the surrounding area. The RQD like just other geomechanical parameters is non-additive [32] . It means that the average of these kind of measurements do not follow the linear averaging [16] . As a result, for applying the kriging or any other estimation methodologies, one cannot discretize the block and point support should be considered. In this research, the RQD values are estimated in the center of the block and no discretization is treated in the process of modeling. Figure 10 shows a plan view of the estimated RQD in the elevation of 80 m after back transformation to the original distribution as a general consideration. This plan (Figure 10 ) is selected since it demonstrates an interesting variability of the high quality of rocks in the middle of the region. 
Multi-Gaussian kriging is performed on a regular grid with dimension of 5 m × 5 m× 5 m for prediction of RQD. In this algorithm, the ordinary kriging is used since it is independent of the mean and its stationary behavior [28] . A moving neighborhood is constructed based on the variogram ranges and set to 200 and 150 for horizontal and vertical dimensions, respectively containing up to 50 original data points the surrounding area. The RQD like just other geomechanical parameters is non-additive [32] . It means that the average of these kind of measurements do not follow the linear averaging [16] . As a result, for applying the kriging or any other estimation methodologies, one cannot discretize the block and point support should be considered. In this research, the RQD values are estimated in the center of the block and no discretization is treated in the process of modeling. Figure 10 shows a plan view of the estimated RQD in the elevation of 80 m after back transformation to the original distribution as a general consideration. This plan (Figure 10 ) is selected since it demonstrates an interesting variability of the high quality of rocks in the middle of the region.
Plan map at elevation of 80 m 3D plan sections; the selected section is indicated by white circle Figure 10 . Multi-Gaussian kriging of RQD, high quality rocks are distributed in the middle of the region.
Probabilistic Description for Each Rock Mass Quality Domain
As discussed above in Section 2.1.1, the uncertainty function can be calculated by Equation (5). The idea of this section is to quantify the local uncertainty (probability) of the underlying domains which specify the rock mass quality of that region according to the data obtained from boreholes. These maps are constructed by computing, for each block, the frequency of occurrence of each rock quality domain over 500 realizations drawn from Equation (4) (Figure 11 ). They present the risk of finding a domain different from others. The sectors with little uncertainty are those affiliated with a high probability for a given rock quality domain (colored in red in Figure 11 ), shows that there is a little risk of nor finding this rock quality domain, or those affiliated with a very low probability (colored in dark blue in Figure 11 ), indicating that one pretty sure of not finding this domain, while the other sectors (colored in light blue, green, or yellow in Figure 11 ) are more uncertain. In the following subsections, two applications of those probabilistic maps are presented as an example to interpret the sub-surface characterization of rock domains. They can then be incorporated into the further analysis for mine and tunnel design. 
Multi-Gaussian Kriging Results
Probabilistic Description for Each Rock Mass Quality Domain
Application of Probabilistic Maps
Vertical Variability of RQD In this subsection, it is of interest to show how the multi-Gaussian results can be incorporated into the analysis of rock quality variability along the depth. As a matter of fact, it is highly probable to find the excellent rocks at a great depth rather that close to surface. This is corroborated with relative density. However, since the geological phenomena are full of complexities, this concept might be tedious to verify in whole occasions. In this study, the trend analysis over the variability of RQD is also examined alongside the elevation. This graph is helpful to quickly scan fluctuations of the variable under study in order to define possible inherent trends in the region. Figure 12c shows that the rocks close to the surface are poorly structured and by increasing the depth, the quality of rock increases steadily up to elevation 135 m. Beyond this elevation, one can see that the tendency of 
Vertical Variability of RQD In this subsection, it is of interest to show how the multi-Gaussian results can be incorporated into the analysis of rock quality variability along the depth. As a matter of fact, it is highly probable to find the excellent rocks at a great depth rather that close to surface. This is corroborated with relative density. However, since the geological phenomena are full of complexities, this concept might be tedious to verify in whole occasions. In this study, the trend analysis over the variability of RQD is also examined alongside the elevation. This graph is helpful to quickly scan fluctuations of the variable under study in order to define possible inherent trends in the region. Figure 12c shows that the rocks close to the surface are poorly structured and by increasing the depth, the quality of rock increases steadily up to elevation 135 m. Beyond this elevation, one can see that the tendency of RQD is toward a decline. This characteristic is dramatically recognized in the produced maps of multi-Gaussian kriging, in which this trend is highly correlated with the statistics of the borehole dataset (Figure 12a,b) . It is worth mentioning that the trend analysis over the borehole dataset, is the average of all the samples in each elevation and consequently, it is slightly over and underestimated due to the mixture of the high and low values. In this case, the tendency of the variable is sound enough to interpret the recognition of possible trends in the region under study. For instance, in a particular case, at elevation 135 m, it stems from trend analysis that the quality of rocks in this area is such a high value, in which finding the good quality of rocks are highly probable. In contrast, around elevation 0 to 75 m, the poor qualities of rocks are extremely predictable. These two are also confirmed by the result of multi-Gaussian kriging maps at vertical section of 401,144 m.
RQD is toward a decline. This characteristic is dramatically recognized in the produced maps of multi-Gaussian kriging, in which this trend is highly correlated with the statistics of the borehole dataset (Figure 12a,b) . It is worth mentioning that the trend analysis over the borehole dataset, is the average of all the samples in each elevation and consequently, it is slightly over and underestimated due to the mixture of the high and low values. In this case, the tendency of the variable is sound enough to interpret the recognition of possible trends in the region under study. For instance, in a particular case, at elevation 135 m, it stems from trend analysis that the quality of rocks in this area is such a high value, in which finding the good quality of rocks are highly probable. In contrast, around elevation 0 to 75 m, the poor qualities of rocks are extremely predictable. These two are also confirmed by the result of multi-Gaussian kriging maps at vertical section of 401,144 m. 
Detection of Possible Faulted Boundaries
Another interesting results that can be considered in the output of multi-Gaussian kriging, is to detect the possible areas for fault systems. In this study, following Madani and Asghari [19] , the faulted region can be recognized by producing the probabilistic outputs of excellent rocks. The difference here is that this map is generated by multi-Gaussian kriging, for which the modeling time is more reasonable than geostatistical simulation approach. As can be seen from Figure 13 , those possible areas are nominated according to the visual location of hard and soft rocks. For the sake of simplicity, in this figure, we can say that the red areas show the excellent rocks while the blue areas illustrate the rocks of poor quality. The spatial location of these two regions implies the faulted region. 
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Model Validation
In order to validate the predictions and constructed model obtained by ordinary multi-Gaussian kriging, at each data location, the cross-validation procedure has been performed. The rationale of this method is that actual data are removed one at a time and re-estimated based upon the remaining data situated in the estimation neighborhood. Each data attribute is replaced when it has been re-estimated [32] . Once the true and estimated values for each location are accessible, the mean relative error and correlation coefficient as a measure of accuracy can be quantified. A scatter diagram between the true and predicted RQD is given in Figure 14a . According to this validation, the correlation coefficient between the predicted and true RQD is 87.58 and mean relative error, as another measure of prediction accuracy for this technique is 0.301, in which this small value implies that the spatial estimation of data location by cross-validation gives reasonable results and one can trust to the probabilistic description of RQD variability at un-sampled locations. The uncertainty model can also be validated thorough the conditional distributions using the probability intervals varies from 0.1 to 0.9 [24] . Those values can then be plotted against the fractions of data that actually belong to the intervals so defined (Figure 14b ). As can be seen, the plot illustrates an acceptable match and therefore, a correct modeling of the local uncertainty is observed. 
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Results and Discussion
We presented an update version of the current Multi-Gaussian kriging algorithm, making possible to compute the uncertainty block-by-block in the region. This spatial modeling is fast and efficient in terms of time computation, comparing with other type of non-linear geostatistical approaches such as stochastic simulation. The difference between this technique and the methodology applied by Madani and Asghari [19] for uncertainty quantification of RQD attribute is explained in this section. Madani and Asghari [19] employed a sequential Gaussian simulation algorithm to model the RQD variable, in which it allows the uncertainty quantification in fault boundaries. Although the simulation algorithm is straightforward and easy to use, it has some drawbacks. First, computation time is demanding for post processing the simulation results (realizations) in order to define the probabilistic characterization of a regionalized variable [37] . Next, Gaussian simulation needs a full random function and not just a variogram model [10] . Last, although the sequential Gaussian simulation technique is simple and tractable in alternative fields of data variation [38] , the accuracy of this method is not always guaranteed [39] [40] [41] [42] and care must be taken to design of the neighborhood structure, particularly in the case of non-stationary phenomena (i.e., heterogeneous variability). By contrast, the multi-Gaussian kriging algorithm that is proposed in this study has, relatively, some advantageous. It is remarkably efficient in terms of computation time and is capable of directly producing the uncertainty measures (e.g., probability maps and conditional variance) while establishing the multi-Gaussian kriging system. Furthermore, since the ordinary multi-Gaussian kriging is no longer dependent on the local variations of the mean value in the domain of interest, and the non-stationary variables (e.g., heterogeneous RQD) can be modeled by this approach. Compared to other non-linear geostatistical algorithms, such as indicator kriging, multi-Gaussian kriging does not suffer from order-relation problems, due to the mathematical consistency of its conditional distribution; indicating that further correction procedures are not required. Further extensions of this method proposed in this work can also be generalized to multivariate situations, in the case when the RQD values have quite satisfying spatial and global correlation with other geomechanical co-variates (such as RMR, GSI, and Q) in the domain. Here, one can deal with joint uncertainty quantification, respecting the cross-correlation among the variables, obtaining by substitution of the co-kriging [43] for kriging in multi-Gaussian kriging system.
Conclusions
In this paper, a multi-Gaussian kriging approach for simulating the spatial distribution of the RQD was presented to overcome some limitations of the non-linear geostatistical technique. A 3D surface map of RQD was established allowing a spatial visualization of the RQD classes (very poor, poor, fair, good, and very good) with their associated probability. The usefulness of these RQD maps was discussed. The cross-validated results showed a correlation coefficient between the predicted and actual RQD was R = 87.58 while the mean relative error 0.301 indicating good accuracy. In addition, the associated uncertainty was validated on the basis of the conditional distributions and the obtained probability matched the overall results. These results were in agreement with those of some related works recently published.
The current work highlighted several advantages. Theoretical results and the case study demonstrated that this methodology was able to calculate in a reliable manner the joint uncertainty at un-sampled locations. The results of this study can serve as basis for future developments on the mapping of geo-metallurgical variables such as RMR, GSI, Q, ore grades, etc. It is concluded that, the current methodology can assist to spatially model the RQD which is important for mining designs and for downstream mining engineering paradigm optimization. However, this method can be developed to adjust the desired proportion in each category which enhance improves the quality of outputs. 
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