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We propose a method named as double-scanning method, to improve the key rate of measurement-
device-independent quantum key distribution (MDI-QKD) drastically. In the method, two param-
eters are scanned simultaneously to tightened estimate the counts of single-photon pairs and the
phase-flip error rate jointly. Numerical results show that the method in this work can improve
the key rate by 50% − 250% in a typical experimental set-up. Besides, we study the optimization
of MDI-QKD protocol with all parameters including the source parameters and failure probability
parameters, over symmetric channel or asymmetric channel. Numerical results show that compared
with the optimized results with only the source parameters, the all-parameter-optimization method
could improve the key rate by about 10%.
I. INTRODUCTION
The first quantum key distribution (QKD) protocol,
BB84 protocol [1] is proposed by Bennett and Brassard
in 1984. Based on the quantum laws, QKD could pro-
vide unconditionally secure communication between two
parties, Alice and Bob [2–7]. But the security of the
original BB84 protocol is under the assumption of single
photon sources, or else its security would be destroyed by
photon number splitting (PNS) attack [8, 9]. The decoy-
state method [10–12] is proposed to assure the security
of BB84 protocol with imperfect single photon sources
such as weak coherent state (WCS) sources. The decoy-
state BB84 protocol greatly improves the secure QKD
distance in practical and has been widely studied in the-
ory [13–21]. Many experiments of decoy-state BB84 pro-
tocol have been reported [22–26]. And the farthest se-
cure QKD distance of BB84 protocol in fiber reaches up
to 421 km [25]. The decoy-state BB84 protocol is also
applied to QKD between ground and satellite [27] and
QKD networks [28–30]. Besides decoy-state mehtod, the
round-robin differential-phase-shift protocol can also ef-
fectively defence the PNS attack [31, 32].
Besides the imperfect single photon sources, the imper-
fect detectors in Bob’s laboratory can also be attacked by
Eve [33, 34]. Measurement-Device-Independent (MDI)-
QKD [35, 36] protocol was proposed to solve all pos-
sible detection loopholes. The security of decoy-state
MDI-QKD protocol with imperfect sources and detec-
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tors has been proved in both infinite key size [36] and
finite key size [37]. Many improved schemes of decoy-
state MDI-QKD protocol have been proposed to im-
prove the key rate [38–44] and assure its security in
practical [45, 46]. The theories of decoy-state MDI-
QKD protocol have been widely demonstrated in exper-
iments [47–56]. Among all those theories and experi-
ments, the 4-intensity MDI-QKD protocol [43] performs
the best and has been the mainstream protocol of MDI-
QKD. Our 4-intensity MDI-QKD protocol has been ap-
plied successfully in a number of important experiments:
the long distance MDI-QKD over 404 km [52], the high
rate MDI-QKD experiment [54], the fault-tolerant MDI-
QKD experiment [53], and the on-chip MDI-QKD sys-
tem [55, 56]. In theoretical studies, the 4-intensity has
been further studied for the asymetric channel [57, 58]
which is useful for a network QKD [57] and the unstable
channel [58] which is useful for the free-space QKD. Very
recently, it is studied with new statistical inequalities [59]
to improve the performance.
In original 4-intensity MDI-QKD protocol [43], an im-
portant idea is to consider the constraints jointly. Here,
we add new joint constraints with a double-parameter
scan: we simultaneously scan the error counts and the
vacuum related counts and get the worst-case jointly for
the counting rate of single-photon pulses and phase-flip
error rate. Since new constraints are added, the key rate
is improved drastically.
And the prior global optimization of the 4-intensity
MDI-QKD protocol is restricted to the source parameters
including the intensities of light sources and their corre-
sponding sending probabilities. In this paper, we propose
a double-scanning method of the 4-intensity MDI-QKD,
and study the global optimization of the 4-intensity MDI-
QKD protocol with finite-size effect. The optimized pa-
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FIG. 1: The model of 4-intensity MDI-QKD protocol.
rameters include not only the intensities of light sources
and their corresponding sending probabilities, but also
the tens of failure probabilities in the finite-size effect
analysis. The prior optimization method [44] dose not
work well with so many parameters to be optimized, thus
we propose a new optimize method to solve this prob-
lem. Besides, the formulas of the direct results of the
joint constraints in the Gaussian model [42] can not be
used to the joint constraints of Chernoff bound [60], and
we derive the formulas of those in this paper. Based on
the method proposed here, we simulate the key rate of
the 4-intensity MDI-QKD protocol with symmetric and
asymmetric channels.
II. REVIEW OF THE 4-INTENSITY MDI-QKD
PROTOCOL
In the 4-intensity MDI-QKD protocol [43], there are
four different intensities of sources at Alice’s and Bob’s
sides respectively. And the intensities of Alice need not
to be the same with those of Bob, e.g., in the situation
of asymmetric channel shown in Ref. [58]. In the whole
protocol, Alice and Bob send N pulse pairs to Charlie.
In the ith time window, as shown in Figure 1, Alice
(Bob) prepares a phase-randomized WCS pulse whose
intensity is randomly chosen from µao = 0, µax, µay, or
µaz (µbo = 0, µbx, µby, or µbz) with probability 1−pax−
pay − paz, pax, pay, and paz (1− pbx− pby − pbz , pbx, pby,
and pbz) respectively. And we assume
µax < µay, µbx < µby. (1)
As the phases of Alice’s and Bob’s phase-randomized
WCS pulse are never announced, those pulses are actu-
ally the classical mixture of different photon numbers.
And the photon numbers distributions of Alice’s and
Bob’s sources are
alk =
µkale
−µal
k!
, brk =
µkbre
−µbr
k!
, (l, r = o, x, y, z), (2)
where k is the photon number in Fock space, and alk, b
r
k
are the corresponding probabilities.
If the intensity of the phase-randomized WCS pulse is
µax, or µay (µbx, or µby), its polarization would be ran-
domly modulated as |+〉 or |−〉 with equally probability.
If the intensity of the phase-randomized WCS pulse is
µaz (µbz), its polarization would be randomly modulated
as |H〉 or |V 〉 with equally probability. Here, |+〉 and |−〉
are the 45◦ and 135◦ polarization state respectively, and
|H〉 and |V 〉 are the horizontal and vertical polarization
state respectively.
Then Alice and Bob send their prepared pulse to Char-
lie. Charlie is assumed to perform Bell measurement to
the incident pulse pair as shown in Figure 1. If only
one |H〉 state detector and one |V 〉 state detector, i.e.
(D1H , D1V ), (D1H , D2V ), (D2H , D1V ), or (D2H , D2V )
click at the same time, Charlie announces to Alice and
Bob in the public channel which two detectors clicks, and
Alice and Bob take this event as an effective event.
After Alice and Bob repeat the above process for N
times, they announce the intensities of pulses in each
time window firstly. We denote the two pulse source as
lr(l, r = o, x, y, z) if the intensity of Alice’s pulse is µal
and the intensity of Bob’s pulse is µbr. The time windows
with source zz are signal windows. And for each effective
event in signal windows, Alice (Bob) denotes it as bit 0
(1) if the polarization of her (his) pulse is modulated as
|H〉, and denotes it as bit 1 (0) if the polarization of her
(his) pulse is modulated as |V 〉. Alice and Bob would get
two bit strings ZA and ZB formed by the corresponding
bits of effective events in signal windows.
For the time window with source oo, ox, xo, oy, yo, xy,
yx, xx or yy, it is a decoy window. Alice and Bob also
announces the polarization of pulses of decoy windows in
the public channel. Without loss of generality, we assume
the unitary operator of the beam splitter in Charlie’s
detection set-up is
U =
1√
2
1 1
1 −1
 .
We denote the pulse pairs as αβ(α, β = +,−, H, V ) if
the modulated polarization of the pulses sent from Al-
ice and Bob are |α〉 and |β〉 respectively. Alice and Bob
take the effective event of decoy windows as a wrong ef-
fective event if it is a ++ or −− pulse pair and Charlie
announces (D1H , D2V ) or (D2H , D1V ) clicks, or if it is a
+− or −+ pulse pair and Charlie announces (D1H , D1V )
or (D2H , D2V ) clicks. The data of wrong effective events
3would help Alice and Bob estimate the upper bound of
phase-flip error rate.
Finally, Alice and Bob perform an error correction
scheme to correct the difference bits in strings ZA and
ZB, and then perform a privacy amplification scheme ac-
cording to the key rate formula which is shown in Sec. III
to obtain the secure final key strings.
III. THE CALCULATION OF THE FINAL KEY
RATE
To clearly show the calculation process, we have the
following definitions. We denote the total number of in-
stances of source lr = oo, ox, xo, oy, yo, xy, yx, xx, yy as
Nlr, and we have
Nlr = palpbrN. (3)
According to the data of decoy windows, Alice and Bob
get the observed value of the number of effective events
of source lr, nlr. We denote the expected value of nlr
as 〈nlr〉, which is needed for the following process. We
can estimate the lower and upper bounds of 〈nlr〉 ac-
cording to nlr with Chernoff bound which is shown in
Appendix A. And we denote the lower and upper bounds
of 〈nlr〉 as 〈nlr〉L and 〈nlr〉U respectively. Besides, we de-
note the number of wrong effective events of source xx as
mxx whose corresponding expected value is 〈mxx〉. Sim-
ilarly, we denote the estimated lower and upper bounds
of 〈mxx〉 as 〈mxx〉L and 〈mxx〉U respectively, which can
be estimated by the value of mxx with Chernoff bound.
A. The prior results
To calculate the final key rate of the 4-intensity MDI-
QKD, we need to estimate the lower bound of the count-
ing rate and the upper bound of phase-flip error rate
of the single-photon pairs in signal windows, sL11,Z and
eph,U11 . As shown in Ref. [43], in the asymptotic case,
the counting rate and the bit-flip error rate of the single-
photon pairs in the decoy windows, 〈s11,X〉 and 〈ebit11,X〉
satisfy
〈s11,X〉 = 〈s11,Z〉, 〈ebit11,X〉 = 〈eph11 〉, (4)
where 〈s11,Z〉 and 〈eph11 〉 are the expected values of s11,Z
and eph11 . Thus we can first estimate the lower bound of
〈s11,X〉 and the upper bound of 〈ebit11,X〉 with the data of
decoy windows, then we can get the estimated value of
sL11,Z and e
ph,U
11 with Chernoff bound,
sL11,Z =
OL(Nzza
z
1b
z
1〈s11,X〉L, ξs11 )
Nzzaz1b
z
1
, (5)
eph,U11 =
OU (Nzza
z
1b
z
1〈s11,X〉L〈ebit,U11,X 〉, ξe11 )
Nzzaz1b
z
1〈s11,X〉L
, (6)
where OU (Y, ξ) and OL(Y, ξ) are defined in Eqs. (A5)
and (A6).
According to the formulas in Ref. [43], if
µby
µbx
≤ µay
µax
,
we have
〈s11,X〉L = 〈S+〉
L − 〈S−〉U − ay1by2H
ax1a
y
1(b
x
1b
y
2 − bx2by1)
, (7)
where
〈S+〉 = a
y
1b
y
2
Nxx
〈nxx〉+ a
x
1b
x
2a
y
0
Noy
〈noy〉+ a
x
1b
x
2b
y
0
Nyo
〈nyo〉, (8)
〈S−〉 = a
x
1b
x
2
Nyy
〈nyy〉+ a
x
1b
x
2a
y
0b
y
0
Noo
〈noo〉, (9)
H = a
x
0
Nox
〈nox〉+ b
x
0
Nxo
〈nxo〉 − a
x
0b
x
0
Noo
〈noo〉. (10)
And if
µby
µbx
≥ µay
µax
, we have
〈s11,X〉L = 〈S+〉
′,L − 〈S−〉′,U − ay2by1H
bx1b
y
1(a
x
1a
y
2 − ax2ay1)
, (11)
where
〈S+〉′ = a
y
2b
y
1
Nxx
〈nxx〉+ a
x
2b
x
1a
y
0
Noy
〈noy〉+ a
x
2b
x
1b
y
0
Nyo
〈nyo〉, (12)
〈S′−〉 =
ax2b
x
1
Nyy
〈nyy〉+ a
x
2b
x
1a
y
0b
y
0
Noo
〈Noo〉. (13)
And the upper bound of 〈ebit11,X〉 satisfies
〈ebit11,X〉U =
〈mxx〉U/Nxx −H/2
ax1b
x
1〈s11,X〉L
. (14)
Eqs. (7,11,14) are presented by expected values, but
we only have observed values from the experiments. We
need the Chernoff bound to help us close the gap between
the expected values and observed values. And to get the
best estimated values of sL11,Z and e
ph,U
11 , we can use the
technique of joint constraints [42]. The details of how
to get the direct results of joint constraints are shown in
Sec. III C. Also, we can get the lower and upper bounds
of H, HL and HU with the help of joint constraints. For
a certain H(H ∈ [HL,HU ]), the key rate [37, 43] is
R(H) =pazpbz{az1bz1sL11,Z [1− h(eph,U11 )]− fSzzh(Ezz)}
− 1
N
(log2
8
εcor
+ 2 log2
2
ε′εˆ
+ 2 log2
1
2εPA
),
(15)
where Szz = nzz/Nzz is the counting rate of the pulse
pairs in signal windows; Ezz is the error rate of strings
ZA and ZB; h(x) = −x log2(x) − (1 − x) log2(1 − x) is
the Shannon entropy; εcor is the failure probability of
error correction; εPA is the failure probability of privacy
amplification; and ε′ and εˆ are the coefficient while using
the chain rules of smooth min- and max-entropy.
4Finally, by scanning H in [HL,HU ], we can get the
final key rate
R = min
H∈[HL,HU ]
R(H). (16)
With the formula in Eq. (16), the total secure coefficient
of the 4-intensity MDI-QKD protocol, εtol is
εtol = εcor + 2(ε
′ + εˆ+ 2εe) + ε1 + εPA, (17)
where εe is the probability that the real value of the
phase-flip error rate of the effective events of single
photon-pairs in the signal windows is larger than its esti-
mated value eph,U11 , and ε1 is the probability that the real
value of the counting rate of the single-photon pairs in
the signal windows is less than its estimated value sL11,Z .
B. The double-scanning method
In original 4-intensity MDI-QKD protocol, an impor-
tant idea is to consider the constraints jointly. Here, we
add new joint constraints with a double-parameter scan:
we simultaneously scan the error counts M and the vac-
uum related counts H and get the worst-case jointly for
the counting rate of single-photon pulses and phase-flip
error rate, where M is explained below.
For the effective events of the xx source, they can be
divided into two kinds of events, the right effective events
and the wrong effective events, which is
〈nxx〉 = 〈m¯xx〉+ 〈mxx〉, (18)
where 〈m¯xx〉 is the expected value of the number of right
events of the xx source, and its corresponding observed
value is m¯xx = nxx −mxx. Denote M = 〈mxx〉.
If
µby
µbx
≤ µay
µax
, we can rewrite Eq. (7) as
〈s11,X〉∗L =
〈S+〉∗L + a
y
1
b
y
2
Nxx
M− 〈S−〉U − ay1by2H
ax1a
y
1(b
x
1b
y
2 − bx2by1)
, (19)
where
〈S+〉∗ = a
y
1b
y
2
Nxx
〈m¯xx〉+ a
x
1b
x
2a
y
0
Noy
〈noy〉+ a
x
1b
x
2b
y
0
Nyo
〈nyo〉,
(20)
〈S−〉 = a
x
1b
x
2
Nyy
〈nyy〉+ a
x
1b
x
2a
y
0b
y
0
Noo
〈noo〉, (21)
H = a
x
0
Nox
〈nox〉+ b
x
0
Nxo
〈nxo〉 − a
x
0b
x
0
Noo
〈noo〉. (22)
For the case
µby
µbx
≥ µay
µax
, we can rewrite Eq. (11) in the
similar way.
Then for each group (H,M), we can calculate s∗L11,Z
and eph∗,U11 with Eqs. (5,6,19) and
〈ebit11,X〉U =
M/Nxx −H/2
ax1b
x
1〈s11,X〉L
. (23)
Then we have
R∗(H,M) = pazpbz{az1bz1s∗L11,Z [1 − h(eph∗,U11 )]
− fSzzh(Ezz)} − 1
N
(log2
8
εcor
+ 2 log2
2
ε′εˆ
+ 2 log2
1
2εPA
).
(24)
Finally, by scanning (H,M), we can get the final key
rate
R∗ = min
H∈[HL,HU ],
M∈[ML,MU ]
R∗(H,M),
(25)
whose total secure coefficient ε∗tol is
ε∗tol = εcor + 2(ε
′ + εˆ+ 2εe) + ε
∗
1 + εPA, (26)
where ε∗1 is the failure probability that the real value of
the counting rate of the single-photon pairs in the signal
windows is less than its estimated value s∗L11,Z .
C. The direct results of joint constraints with
Chernoff bound
In this part, we would take Eq. (20) as an example
to show how to get the direct results of joint constraints
with Chernoff bound. To get the lower bound of 〈S+〉∗,
we can naively replace all the expected values in Eq. (20)
by their estimated lower bounds, which is
〈S+〉∗L = a
y
1b
y
2
Nxx
〈m¯xx〉L + a
x
1b
x
2a
y
0
Noy
〈noy〉L + a
x
1b
x
2b
y
0
Nyo
〈nyo〉L.
(27)
And if the pre-setted failure probability while using Cher-
noff bound is ξ, the failure probability in estimating
〈S+〉∗ is 3ξ. But if we notice the following joint con-
straints [42]
〈m¯xx〉 ≥ EL(m¯xx, ξ),
〈noy〉 ≥ EL(noy, ξ),
〈nyo〉 ≥ EL(nyo, ξ),
〈m¯xx〉+ 〈noy〉 ≥ EL(m¯xx + noy, ξ),
〈m¯xx〉+ 〈nyo〉 ≥ EL(m¯xx + nyo, ξ),
〈nyo〉+ 〈noy〉 ≥ EL(nyo + noy, ξ),
〈m¯xx〉+ 〈noy〉+ 〈nyo〉 ≥ EL(m¯xx + noy + nyo, ξ),
we can apply the technique of linear programming to
Eq. (20) to get better estimated 〈S+〉∗L with those con-
straints. And at most three of the constrains would be
used in the final results, the failure probability in esti-
mating 〈S+〉∗ with this method is still 3ξ. If we run the
program of linear programming to solve this problem,
much time would be cost especially when we optimize
the parameters to get the highest key rate. But fortu-
nately, we have the following direct results of this special
linear programming problem.
5We can abstract the above linear programming prob-
lem into
min
g1,g2,g3
F = γ1g1 + γ2g2 + γ3g3,
s.t. g1 ≥ EL(g˜1, ξ1),
g2 ≥ EL(g˜2, ξ1),
g3 ≥ EL(g˜3, ξ1),
g1 + g2 ≥ EL(g˜1 + g˜2, ξ2),
g2 + g3 ≥ EL(g˜2 + g˜3, ξ2),
g1 + g3 ≥ EL(g˜1 + g˜3, ξ2),
g1 + g2 + g3 ≥ EL(g˜1 + g˜2 + g˜3, ξ3),
where γ1, γ2, γ3, g1, g2, g3, g˜1, g˜2, g˜3 all are positive values
and EL(X, ξ) is defined in Eq. (A1). And if we denote
{γ∗1 , γ∗2 , γ∗3} as the ascending order of {γ1, γ2, γ3}, and
{g˜∗1 , g˜∗2 , g˜∗3} is the corresponding rearrange of {g˜1, g˜2, g˜3}
according to the ascending order of {γ1, γ2, γ3}, we have
the lower bound of F under those constraints
FL(γ1, γ2, γ3, g˜1, g˜2, g˜3, ξ1, ξ2, ξ3)
= γ∗1E
L(g˜∗1 + g˜
∗
2 + g˜
∗
3 , ξ3) + (γ
∗
2 − γ∗1 )EL(g˜∗2 + g˜∗3 , ξ2)
+ (γ∗3 − γ∗2)EL(g˜∗3 , ξ1).
(28)
Note that the results of Eq. (28) may not be the acces-
sible minimum value of the above linear programming
problem in some extreme case. But from the perspective
of simplifying calculations, we can take Eq. (28) as the
direct results and this does not affect the security of the
protocol. And if we want to get the maximum value un-
der the joint constraints, we can simply replace EL(X, ξ)
by EU (X, ξ) in Eq. (28), where EU (X, ξ) is defined in
Eq. (A2). Specifically, we have the upper bound of F
FU (γ1, γ2, γ3, g˜1, g˜2, g˜3, ξ1, ξ2, ξ3)
= γ∗1E
U (g˜∗1 + g˜
∗
2 + g˜
∗
3 , ξ3) + (γ
∗
2 − γ∗1 )EU (g˜∗2 + g˜∗3 , ξ2)
+ (γ∗3 − γ∗2)EU (g˜∗3 , ξ1).
(29)
IV. THE OPTIMIZATION METHOD
To get the final key rate with observed values of the
experiment, we first calculate the lower bound of 〈S+〉∗
with Eqs. (20) and (28), which is
〈S+〉∗L = FL(a
y
1b
y
2
Nxx
,
ax1b
x
2a
y
0
Noy
,
ax1b
x
2b
y
0
Nyo
, m¯xx, noy,
nyo, ξS+∗
1
, ξS+∗
2
, ξS+∗
3
),
(30)
where ξS+∗
1
, ξS+∗
2
, ξS+∗
3
are the failure probabilities while
using Chernoff bound, and the following similar symbols
are also the failure probabilities. Then we can calculate
the upper bound of 〈S−〉 with Eqs. (21) and (29), which
is
〈S−〉U = FU (a
x
1b
x
2
Nyy
,
ax1b
x
2a
y
0b
y
0
Noo
, 0, nyy, noo, 0, ξS−
1
, ξS−
2
, 0).
(31)
And with the similar method, we can get the lower and
upper bounds of H, which are
HL =FL( a
x
0
Nox
,
bx0
Nxo
, 0, nox, nxo, 0, ξHL
1
, ξHL
2
, 0)
− a
x
0b
x
0
Noo
EU (noo, ξHL
3
),
HU =FU ( a
x
0
Nox
,
bx0
Nxo
, 0, nox, nxo, 0, ξHU
1
, ξHU
2
, 0)
− a
x
0b
x
0
Noo
EL(noo, ξHU
3
).
(32)
It is easy to check that
ML = EL(mxx, ξLm), MU = EU (mxx, ξUm). (33)
For each group (H,M), we can calculate the value of
s∗L11,Z with Eqs. (5,19,30,31) and the value of e
ph,U
11 with
Eqs. (6,23). Finally, by scanning (H,M), we can get the
final key rate R∗ with Eqs. (24) and (25).
With the calculation method above, the failure proba-
bility of the estimation of s∗L11,Z is
ε∗1 =ξS+∗
1
+ ξ
S
+∗
2
+ ξ
S
+∗
3
+ ξS1− + ξS−
2
+ ξHL
1
+ ξHL
2
+ ξHL
3
+ ξHU
1
+ ξHU
2
+ ξHU
3
+ ξLm + ξ
U
m,
(34)
and the failure probability of the estimation of eph,U11 is
εe = ξe11 .
If we set ε∗tol as a fixed value, then we can regard R
∗
as the function of those failure probabilities. With the
observed values of experiment, we can optimize R∗ to get
the highest key rates. Besides, in the view of numerical
simulation, the observed values could be regarded as the
function of source parameters if the channel loss and the
properties of detection set-ups are known. That is to say,
R∗ have the following functional form
R∗ = R∗(paraA, paraB), (35)
where
paraA =[pax, pay, paz, µax, µay, µaz , pbx, pby, pbz,
µbx, µby, µbz], (36)
paraB =[ξS+∗
1
, ξS+∗
2
, ξS+∗
3
, ξS1− , ξS−
2
, ξHL
1
, ξHL
2
,
ξHL
3
, ξHU
1
, ξHU
2
, ξHU
3
, ξLm, ξ
U
m, ξe11 , εcor, ε
′, εˆ].
(37)
There are 29 parameters needed to be optimized if we
want to get the highest R∗, which is much more than the
66 parameters in Ref. [43] or 12 parameters in Ref. [58].
Thus the optimization method shown in Ref. [58] does
not work well in this optimization problem. In this paper,
we would use the random direction method to optimize
R∗ with 29 parameters. And the details of the random
direction method are shown in Appendix B.
V. NUMERICAL SIMULATION
In this part, we show the simulation results of this work
and compare with the results of prior art works.
pd ed ηd f αf εtol N
1.0× 10−7 1.5% 40.0% 1.1 0.2 1.0× 10−10 1.0× 1010
TABLE I: List of experimental parameters used in numerical
simulations. Here pd is the dark counting rate per pulse of
Charlie’s detectors; ed is the misalignment-error probability;
ηd is the detection efficiency of Charlie’s detectors; f is the
error correction inefficiency; αf is the fiber loss coefficient
(dB/km); εtol is the total secure coefficient; N is the number
of total pulse pairs sent out in the protocol.
We use the linear model to simulate the observed val-
ues [58]. The experimental parameters used in the nu-
merical simulation are listed in Table. I. Without loss of
generality, we assume the property of Charlie’s detectors
are the same. The distance between Alice and Charlie is
LA, and that between Bob and Charlie is LB. The total
distance between Alice and Bob is L = LA + LB. In our
numerical simulation, we set LA = LB for the symmetric
case and LA − LB =constant for the asymmetric case.
Figure 2 and Figure 3 are the numerical results of
this work and the original 4-intensity MDI-QKD proto-
col with the symmetric channel and asymmetric chan-
nel, respectively. In the symmetric case, we set sym-
metric source parameters for Alice and Bob, that is to
say, pax = pbx, µax = µbx and so on. In the asymmet-
ric case, the distance difference between Alice to Charlie
and Bob to Charlie is set as 20 km. The ‘Improved-
all-parameter’ line is the results of this work optimized
with all the parameters including the source parame-
ters and failure probability parameters. The ‘Improved-
6-parameter’ or ‘Improved-12-parameter’ line is the re-
sults of this work with only the source parameters op-
timized. The ‘Original-all-parameter’ line is the results
of this work optimized with all the parameters includ-
ing the source parameters and failure probability pa-
rameters. The ‘Original-6-parameter’ or ‘Original-12-
parameter’ line is the results of this work with only
the source parameters optimized. The simulation results
show that the method in this work can improve the key
rate of 4-intensity MDI-QKD protocol, especially when
the channel loss is large. Besides, the simulation results
show that the optimized results with all parameters is al-
most the same as the optimized results with only sources
0 10 20 30 40 50 60 70 80 90 100 110
L (km)
10-8
10-7
10-6
10-5
10-4
10-3
R
Improved-all-parameter
Improved-6-parameter
Original-all-parameter
Original-6-parameter
FIG. 2: The key rates of this work and the original 4-intensity
MDI-QKD protocol in the symmetric channel. The exper-
imental parameters used here are listed in Table. I. The
‘Improved-all-parameter’ line is the results of this work op-
timized with all the parameters including the source param-
eters and failure probability parameters. The ‘Improved-6-
parameter’ line is the results of this work with only the source
parameters optimized. The ‘Original-all-parameter’ line is the
results of this work optimized with all the parameters includ-
ing the source parameters and failure probability parameters.
The ‘Original-6-parameter’ line is the results of this work with
only the source parameters optimized.
20 30 40 50 60 70 80 90 100
L (km)
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10-6
10-5
10-4
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Original-12-parameter
FIG. 3: The key rates of this work and the original 4-intensity
MDI-QKD protocol in the asymmetric channel. The distance
difference between Alice to Charlie and Bob to Charlie is
set as 20 km. The ‘Improved-all-parameter’ line is the re-
sults of this work optimized with all the parameters includ-
ing the source parameters and failure probability parameters.
The ‘Improved-12-parameter’ line is the results of this work
with only the source parameters optimized. The ‘Original-
all-parameter’ line is the results of this work optimized with
all the parameters including the source parameters and fail-
ure probability parameters. The ‘Original-12-parameter’ line
is the results of this work with only the source parameters
optimized.
7parameters.
Table II is the comparison of the key rates of this work
and the original 4-intensity MDI-QKD protocol in the
symmetric channel. The experimental parameters used
here are listed in Table. I. The results show that the
improved method proposed here could improve the key
rates of 4-intensity MDI-QKD protocol by more than
50%-250%. Compare with the optimized results with
only the source parameters, the all-parameter optimize
method could improve the key rate by about 10%.
VI. CONCLUSION
Based on the 4-intensity MDI-QKD protocol, we pro-
pose a double-scanning method to further improve the
key rate. Numerical results show that the method in
this work can improve the key rate by 50%− 250%. The
method in this work can directly apply to the existing ex-
periments. Recently, Chau [59] proposed new statistical
formulas for MDI-QKD, and good performance for the
4-intensity protocol is obtained. Given the sufficiently
difference of the method here in this work, it should
be interesting to study the further improvement of the
performance of MDI-QKD through combining different
methods in the future.
Appendix A: Chernoff bound
The Chernoff bound can help us estimate the ex-
pected value from their observed values [46, 60]. Let
X1, X2, . . . , Xn be n random samples, detected with the
value 1 or 0, and let X denote their sum satisfying
X =
∑n
i=1Xi. E is the expected value of X . We have
EL(X, ξ) =
X
1 + δ1(X, ξ)
, (A1)
EU (X, ξ) =
X
1− δ2(X, ξ) , (A2)
where we can obtain the values of δ1(X) and δ2(X) by
solving the following equations(
eδ1
(1 + δ1)1+δ1
) X
1+δ1
= ξ, (A3)(
e−δ2
(1− δ2)1−δ2
) X
1−δ2
= ξ, (A4)
where ξ is the failure probability.
Besides, we can use the Chernoff bound to help us es-
timate their real values from their expected values. Sim-
ilar to Eqs. (A1)- (A4), the observed value, O, and its
expected value, Y , satisfy
OU (Y, ξ) = [1 + δ′1(Y, ξ)]Y, (A5)
OL(Y, ξ) = [1− δ′2(Y, ξ)]Y, (A6)
where we can obtain the values of δ′1(Y, ξ) and δ
′
2(Y, ξ)
by solving the following equations
(
eδ
′
1
(1 + δ′1)
1+δ′
1
)Y
= ξ, (A7)
(
e−δ
′
2
(1− δ′2)1−δ′2
)Y
= ξ. (A8)
Appendix B: The random direction method
Here we introduce the random direction method as fol-
lows:
Initialization Find a original point Para =
[paraAo, paraBo] where R
∗(Para) > 0. Set initial step
dstep and minimum step dmin. Set the maximum number
of cycles Cmax.
(i). If dstep < dmin, stop the optimization programme
and output the value of Ropt = R
∗(Para) as the optimal
key rate, where Para is the corresponding optimal pa-
rameters; If dstep > dmin, set the cycle count C = 1.
Then go to step (ii).
(ii). If C > Cmax, let dstep := dstep/5, then go to
step (i); if C ≤ Cmax, go to step (iii).
(iii). Use a Gaussian random number generator to
generate 29 random numbers, then normalize these ran-
dom numbers and put them into the array Ddir. Then
calculate Rtemp = R
∗
f (Para + dstep ×Ddir). If Rtemp >
Ropt, then let Para := Para+dstep×Ddir, Ropt = Rtemp,
C = 1; if Rtemp ≤ Ropt, then let C := C + 1. Finally go
to step (ii).
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