Abstract-Distributed near lossless coding of individual sequences X and Y is considered, where X and Y are first encoded separately and then sent to a joint decoder. Unlike distributed near lossless coding of correlated random sources, the joint decoder in distributed coding of individual sequences does not help at all. In other words, the minimum numbers of bits to be sent from X and Y respectively to the joint decoder are the same as in two independent, parallel systems where X and Y are encoded separately and decoded separately. In this paper, however, we show that by using interactive encoding and decoding where the joint decoder is allowed to interact with both separate encoders, the minimum number of total bits to be exchanged between the joint decoder and two separate encoders for each and every pair of individual sequences X and Y is the same as in the system where X and Y are jointly encoded and then jointly decoded, while X and Y can be recovered by the joint decoder in a near lossless manner.
I. INTRODUCTION
Consider distributed near lossless coding of two sources X and Y , where X and Y are first encoded separately and then sent to a joint decoder. When X and Y are random, correlated, and memoryless sources, Slepian and Wolf showed in their seminar work [1] that the minimum number of total bits per symbol pair needed to be unidirectionally transmitted from two separated encoders to the joint decoder in order for (X, Y ) to be recovered with high probability by the joint decoder is still equal to the joint entropy, the minimum number of transmitted bits in the system where X and Y are jointly encoded and then jointly decoded. The same result was later shown in [2] , [3] to be valid as well for stationary ergodic sources (X, Y ). In this paper, we shall refer to these results collectively as the SlepianWolf result and to the corresponding type of distributed coding paradigm as Slepian-Wolf coding (SWC).
The Slepian-Wolf result, however, does not hold any more when X and Y are individual sequences. In other words, in Slepian-Wolf coding of individual sequences, the joint decoder does not help at all, and the minimum numbers of bits to be sent unidirectionally from X and Y respectively to the joint decoder are the same as in two independent, parallel systems where X and Y are encoded separately and decoded separately.
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To overcome the above problem, in this paper, we consider interactive encoding and decoding (IED) for distributed near lossless coding of individual sequences as shown in Figure 1 , where two individual sequences X = x n and Y = y n are encoded separately, and decoded jointly, and where the joint decoder is allowed to interact with two separate encoders. The concept of IED was first formalized in [4] , [5] with emphasis on IED for near lossless source coding with decoder side information, where one source is transmitted from the encoder to the decoder, and another source is available only to the decoder as side information. By measuring the performance of an IED scheme in terms of the average number of bits per symbol exchanged between the encoder and the decoder, the decoding error probability, and the number of interactions, it was shown in [4] , [5] that IED is superior to Slepian-Wolf coding in several aspects for near lossless source coding with decoder side information. In particular, universal IED schemes for near lossless source coding with decoder side information can be constructed which can achieve the conditional entropy rate for any stationary source pair without knowing the statistics of the sources. On the other hand, no such SWC schemes exist.
In this paper, we extend the advantage of IED over SWC to the source coding network shown in Figure 1 and show that by using IED, the minimum number of total bits to be exchanged between the joint decoder and two separate encoders for each and every pair of individual sequences X and Y is the same as in the system where X and Y are jointly encoded and then jointly decoded, while X and Y can be recovered by the joint decoder in a near lossless manner. Specifically, given any four classical source coding schemes-one scheme encoding x n alone, one scheme encoding y n conditionally given x n , one scheme encoding y n alone, and one scheme encoding x n conditionally given y n -we demonstrate how to construct a universal random IED scheme for Figure 1 such that for each and every pair of individual sequences x n and y n , the number of total bits to be exchanged between the joint decoder and two separate encoders of the IED scheme is roughly the same as in the joint encoding and decoding of x n and y n (via the encoding of x n plus the conditional encoding of y n given x n or the encoding of y n plus the conditional encoding of x n given y n ), and at the same time, x n and y n can be recovered by the joint decoder of the IED scheme with high probability. This is in sharp contrast to the case of SWC where for individual sequences, there is no better SWC scheme than two independent parallel systems, where x n and y n are separately encoded and decoded. Therefore, our result implies that allowing interactions strictly improves the coding performance for distributed lossless coding of individual sequences. In addition, it is shown that by changing the parameters of the universal random IED scheme, we can adjust the number of bits of each link while keeping the number of total bits exchanged between the joint decoder and two encoders intact. The rest of the paper is organized as follows. Section II introduces definitions and convention to be used later in our discussion. Section III presents the universal random IED scheme along with its performance analysis. Finally, conclusions will be drawn in Section IV.
II. DEFINITIONS AND CONVENTION
To facilitate our subsequent discussion, in this section, we introduce several definitions and convention.
For any sequence x n over alphabet X , x n B is the binary sequence of length n log |X | generated by converting each symbol of x n into its binary representation of length log |X | . The notation |S| stands for the length of S if S is a sequence, and the cardinality of S if S is a finite set.
Let C n = {f n , g n } be a classical lossless coding scheme of order n over alphabet Z, where f n is an encoder encoding sequences of length n over alphabet Z into binary sequences from a binary prefix set, and g n is its corresponding decoder. Then the normalized codeword length function l n of C n is defined as
Let A l/n be the set of sequences z n , defined as
The following lemma is proved in [5] . Lemma 1: For any lossless coding scheme C n of order n, and any l ∈ (0, n log |Z| ),
Pick any four classical lossless coding schemes C 
, respectively) is classical conditional lossless coding scheme with its source over alphabet X (Y, respectively) and side information over alphabet Y (X , respectively) available to both the encoder and decoder. Note that given each y n , C (X|Y ) n is a lossless code of order n over alphabet X with y n serving as side information available to both its encoder and decoder. Likewise, given each
is a lossless code of order n over alphabet Y with x n serving as side information available to both its encoder and decoder. Accordingly, with respect to C
, and C (Y |X) n , the respective normalized (unconditional and conditional) codeword length functions l
, are well defined. It is easy to check that Lemma 1 applies to any of A 
With reference to Figure 1 , let I n be a deterministic IED scheme of order n. Given any x n and y n , we use R
f (x n , y n |I n ) to represent the number of bits per symbol in the forward direction of each link (from the encoders E X and E Y to the decoder, respectively), and R
b (x n , y n |I n ) to represent the number of bits per symbol in the backward direction of each link (from the decoder to the encoders E X and E Y , respectively). The total number of bits per symbol pair sent in the forward direction is then given by
Moreover, given x n and y n , let P e(I n |x n , y n ) denote the indicator variable of error event of I n , defined as P e(I n |x n , y n )
wherex n andŷ n are the outputs of the decoder. For random IED, where I n is chosen randomly from an IED ensemble I n , we further define
where x n and y n are given, and E[·] is the standard expectation operator, taken over I n .
III. UNIVERSAL IED: ALGORITHMS AND PERFORMANCE
Fix four classical lossless coding schemes C
, and C (Y |X) n with their respective normalized codeword length functions l
In this section, we first show how to convert these four classical lossless coding schemes into a universal random IED scheme for Figure 1 , and then analyze the performance of the resulting IED scheme.
A. Universal Random IED Schemes
Let Δ X and Δ Y be two integer factors of n log |X | and n log |Y| , respectively. Randomly generate two sequences of binary matrices {H
is of size Δ Y × n log |Y| , and elements of H are generated independently and uniformly over the binary alphabet {0, 1}. With reference to Figure 1 , the sequence
is revealed to the encoder E X and joint decoder; likewise, the sequence {H
is revealed to the encoder E Y and joint decoder.
Based on {H
, we convert the four given classical lossless coding schemes C
, and C (Y |X) n into a universal random IED scheme I n of order n, which encodes each pair of individual sequences x n and y n as follows:
• Set j = 0.
• The decoder sends bit 0 to both E X and E Y to initialize the transmission. j , the decoder computesẋ n = a r g m i n
and check the following two conditions:
-If both C1 and C2 are true, the decoder outputs (ẋ n ,ẏ n ) as (x n ,ŷ n ) and sends bits 10 to E X and E Y ; this IED scheme then terminates.
-If only C1 is true, then the decoder outputsẋ n aŝ x n , sends bits 10 to E X to terminate E X , and then updatesẏ n intȯ y n = a r g m i n
, then the decoder outputsẏ n asŷ n and sends bits 10 to E Y to terminate E Y , and hence the whole IED process; otherwise, the decoder leavesŷ n undecided and sends bit 0 to E Y , and after increasing j by 1, the IED process moves to Stage III.
-If only C2 is true, then the decoder outputsẏ n aŝ y n , sends bits 10 to E Y to terminate E Y , and then updatesẋ n intȯ
, then the decoder outputsẋ n asx n and sends bits 10 to E X to terminates E X and hence the whole IED process; otherwise, the decoder leavesx n undecided and sends bit 0 to E X , and after increasing j by 1, the IED process moves to Stage IV.
-If neither C1 nor C2 is true, the decoder updates
where Λ j is a set of (v n , w n ) satisfying
and check the following condition
-If C3 is true, then the decoder records (ẋ n ,ẏ n ) as a tentative estimation (x n ,ỹ n ) of (x n , y n ) and sends bits 11 followed byS (X) =H (X)xn
B to E X , and bits 11 followed byS
j+1 , and hereafter the IED process moves to Stage II.
-If C3 is not true, the decoder sends bit 0 to E X and E Y ; increase j by 1, and the IED process remains at Stage I.
• from E Y , it outputsx n asx n , sends bits 10 to E X to terminate E X , and then updatesẏ n according to (3) . If l
, then the decoder further outputsẏ n asŷ n , and sends bits 10 to E Y to terminate E Y and hence the whole IED process; otherwise, the decoder leavesŷ n undecided and sends bit 0 to E Y , and after increasing j by 1, the IED process moves to Stage III.
-If the decoder receives bit 0 from E X and bit 1 from E Y , it outputsỹ n asŷ n , sends bits 10 to E Y to terminate E Y , and then updatesẋ n according to (4) . if l
, then the decoder further outputsẋ n asx n and sends bits 10 to E X to terminate E X and hence the whole IED process; otherwise, the decoder leavesx n undecided and sends bit 0 to E X , and after increasing j by 1, the IED process moves to Stage IV.
-If the decoder receives bit 0 or bit 1 from both E X and E Y , it outputs (x n ,ỹ n ) as (x n ,ŷ n ) and sends bits 10 to E X and E Y to terminate both E X and E Y , and hence the whole IED process. j , the decoder computes (2), and check the condition C2.
-If C2 is true, then the decoder outputsẏ n asŷ n and sends bits 10 to E Y to terminate E Y and hence the whole IED process.
-If C2 is not true, the decoder updatesẏ n according to (3) 
, then the decoder outputsẏ n asŷ n and sends bits 10 to E Y to terminate E Y and hence the whole IED process; otherwise, the decoder leavesŷ n undecided and sends bit 0 to E Y , and after increasing j by 1, the IED process remains at Stage III.
• Stage IV [Transmission of Source Parity Check Bits from E X Only]:
to the decoder; -After receiving S (Y ) j , the decoder computes (1), and check the condition C1.
-If C1 is true, then the decoder outputsẋ n asx n and sends bits 10 to E X to terminate E X and hence the whole IED process.
-If C1 is not true, then decoder updatesẋ n according to (4) 
, then the decoder further outputsẋ n asx n and sends bits 10 to E X to terminate E X and hence the whole IED process; otherwise, the decoder leavesx n undecided and sends bit 0 to E X , and after increasing j by 1, the IED process remains at Stage IV. Remark 1: Note that the universal random IED scheme I n of order n constructed above depends on the four classical lossless coding schemes C
, and C (Y |X) n only through their respective normalized codeword length functions.
B. Performance
The following theorem shows that for each and every pair of individual sequences x n and y n , the average number of total bits per symbol pair to be exchanged between the joint decoder and two separate encoders of the universal random IED scheme I n is roughly upper bounded by the total number of bits per symbol pair in the joint encoding and decoding of x n and y n (via the encoding of x n plus the conditional encoding of y n given x n or the encoding of y n plus the conditional encoding of x n given y n ). Theorem 1: For any sequence (x n , y n ),
where
A sketch of the proof of Theorem 1 is provided in Appendix A.
In Theorem 1, we mainly focus on the bound R f (x n , y n |I n ). In fact, if the ratio of Δ X and Δ Y is given, under some mild conditions on the code length functions, it is possible to derive tighter bounds for R
f (x n , y n |I n ) separately while maintaining the same bound on R f (x n , y n |I n ) as in Theorem 1. In the following discussion, we assume
The assumptions can be interpreted as that side information can not make the coding performance worse. Theorem 2: Under the assumptions of (12) and (13), each of the following hold.
(
The proof of Theorem 2, provided in the full paper [6] , is the refinement of that of Theorem 1, where the ratio of Δ X and Δ Y is taken into account.
Theorem 2 can be interpreted graphically, as shown in Figure 2 , where we assume that
for the simplification of the discussion. As can been in this figure, different values of the ratio Δ X /Δ Y will result in different values of R
f (x n , y n |I n ), while R f (x n , y n |I n ) remains the same. 
IV. CONCLUSION
In this paper, Interactive Encoding and Decoding (IED) for distributed lossless coding of individual sequences is considered. Coupled with classical source codes, we propose IED schemes which can be applied to any individual sequence pair. While without interactions, joint decoder for distributed lossless coding of individual sequences does not improve the coding performance compared to the system in which each sequence is decoded separately, we show that our schemes can approach the same sum rate performance as the system of jointly encoding and decoding sequence pairs. Moreover, our analysis shows that we can adjust the rate of each links while maintaining the sum rate by choosing the proper parameters for the schemes.
APPENDIX A SKETCH OF THE PROOF OF THEOREM 1
Given individual sequences x n and y n , let j X (x n , y n |I n ) and j Y (x n , y n |I n ) be the numbers of times when E X and E Y transmit source parity check bits to the decoder respectively. From the description of I n , it is not hard to see that j X (x n , y n |I n ) is always upper-bounded by n log |X | ΔX + 1, and
From this, (9) follows. To complete the proof of (6), observe that upon receiving the (j X (x n , y n |I n ) − 1)th packet of source parity check bits from E X ,
no matter what stage the IED process of I n is on at that point. Plugging (A.3) into (A.1) yields (6), while (7) and (10) can be proved in the same manner. Therefore, the proof of Theorem 1 is finished once (8) and (11) are proved. From the description of I n again, one can show that if P e{I n |x n , y n } = 1
then at least one of the following events happens: n (x n ) ≤ (j − 1)Δ X n . n (x n ,ŷ n ) ≤ (j − 1)(Δ X + Δ Y ) n .
F 6 :x n = x n , and
where j is the index of the interaction immediately before the IED scheme enters stage II. where j is the index of the interaction immediately before the IED scheme enters stage II. By the union bound, P e(I n |x n , y n ) = E[P e(I n |x n , y n )]
Pr{F i } Therefore, P e(I n |x n , y n ) will be bounded if we give the bound on the probability of each of F i .
For In the similar manner, we can derive the bounds for F 2 , F 3 , F 4 , F 5 , F 8 , and F 9 ,
