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Abstract
A problem of no-wait scheduling of zero–one time operations without allowing inserted idle times is considered in the
case of open, 1ow and mixed shop. We show that in the case of open shop this problem is equivalent to the problem
of consecutive coloring the edges of a bipartite graph G. In the cases of 1ow shop and mixed shop this problem is
equivalent to the problem of consecutive coloring the edges of G with some additional restrictions. Moreover, in all shops
under consideration the problem is shown to be strongly NP-hard. Since such colorings are not always possible when
the number of processors m¿ 3 for open shop (m¿ 2 for 1ow shop), we concentrate on special families of scheduling
graphs, e.g. paths and cycles, trees, complete bipartite graphs, which can be optimally colored in polynomial time.
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1. Introduction
This paper considers the problem of compact scheduling in some multi-stage systems. Such systems comprise m stages
(processors), each having a di=erent function, and a number of jobs. In a -ow shop the processing of each job goes
through the stages 1; : : : ; m in that order. In an open shop the processing of each job also goes once through each stage,
but the routing, that speci?es the sequence of stages through which a job must pass, is arbitrary. A mixed shop is a
combination of 1ow shop and open shop in that some jobs have a prescribed routing through the stages 1; : : : ; m while for
the others the routing is immaterial. More precisely, an m-stage system can be described as follows. There are m processors
M1; : : : ; Mj; : : : ; Mm ∈M and n jobs J1; : : : ; Ji; : : : ; Jn ∈J. Every job Ji consists of exactly m operations Oi1; : : : ; Oim which
have to be processed on M1; : : : ; Mm, respectively. The processing time pij of Oij is given and equal herein to 1 or 0
(pij ∈{0; 1}). In addition, we assume that all operations Oi1; : : : ; Oim of Ji are executed contiguously (no-wait) and all
operations O1j ; : : : ; Onj on Mj are executed contiguously (no-idle). Following [7] such a model of scheduling will be called
compact and denoted no-wait&idle, in short nwi.
Alternatively, any instance of this problem can be represented as a bipartite graph G = (VM ∪ VJ ; E) in which there is
a one-to-one correspondence between the vertex set VM and the processor set M, the vertex set VJ and the job set J
as well as the edge set E and the set of unit execution time operations. Such a graph G will be called a scheduling
graph. In the case where the incidence matrix M of a scheduling graph has a particular structure we use the notation
M = graph, e.g. M = tree means that the scheduling graph is acyclic. Finally, by Ci we denote the completion time of
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job Ji and the makespan of schedule Cmax = max{Ci: i = 1; : : : ; n}. The optimal makespan is denoted by C∗max. Our aim
is to check if a compact schedule exists, and if the answer is aKrmative then we are interested in ?nding a solution
of length C∗max. Thus, using the three-?eld notation, our problem can be expressed as |pij ∈{0; 1}; nwi; M = graph|−
or |pij ∈{0; 1}; nwi; M = graph|Cmax, where  = O, F or X if we consider open, 1ow or mixed shop, respectively. Of
course, any solution to this problem in k units of time is equivalent to a consecutive k-coloring c :E → {1; : : : ; k} of the
edges of scheduling graph with or without operations precedence constraints, depending on the shop model. Therefore,
we shall speak interchangeably of consecutive (or compact) colorings and compact schedules (for a formal de?nition of
this model of coloring see Section 2).
The remainder of this paper is divided into three parts. The succeeding Section 2 is devoted to the open shop. We point
out that the problem is always solvable if m6 3, give the smallest instance with m = 4 for which no compact coloring
exist and recall that the general problem of solution existence is NP-complete. Next, we review all known families of
bipartite graphs that allow optimal solutions in polynomial time. Finally, we introduce two new families of graphs that are
compactly colorable in polynomial time. Section 3 is devoted to the 1ow shop. We begin with the -ag, i.e. the smallest
3-processor graph that prevents a compact solution and a proof that deciding the existence of a compact schedule is
NP-complete. Section 4 is devoted to the mixed shop. We show that three families of graphs (cycles, trees and complete
bipartite) admit a polynomial-time algorithm for the problem X |pij ∈{0; 1}; nwi; M = graph|Cmax and that 2-processor
case is linearly solvable for any M .
2. Open shop
We begin with recalling the de?nition of compact coloring. A k-coloring of the edges of graph G with colors 1; : : : ; k
is said to be compact if the colors of edges incident to any vertex of G form an interval of integers.
In [7] Giaro et al. noticed that all scheduling graphs with m6 3 admit a compact coloring. The smallest 4-processor
graph not having a compact coloring is the so-called Ma la8ejski’s rosette shown in Fig. 1. The Ma la?ejski’s rosette ?rst
appeared in print in [6] (see also [1]).
The ?rst proof that it is NP-complete to verify if a given bipartite graph is compactly colorable was given by
Sevastjanov [15]. Giaro [4] obtained a strong result by showing that the problem of deciding whether an instance of
O|pij ∈{0; 1}; nwi|Cmax has a solution of length C∗max6 k is NP-complete for each k¿ 5 and polynomially solvable for
k6 4. From this it follows that there is no polynomial approximation algorithm with performance ratio smaller than 6=5
for O|pij ∈{0; 1}; nwi|Cmax, unless P = NP.
Since the general problem is strongly NP-hard, we are interested in as many polynomially solvable cases as possible.
Most of them are given in [7]. Easy cases usually involve extremely dense or extremely sparse bipartite graphs. In the
following we enumerate all previously known graph families that admit polynomial solutions.
Let G = (VM ∪ VJ ; E) be a scheduling graph with |VM| = m, |VJ| = n and maximum degree . In the following such a
graph is called even cactus if G is cactus and  is even, and G is called (2; )-regular if the degree of each vertex in
VJ is 2 and the degree of each vertex in VM is .
Fig. 1. Ma la?ejski’s rosette–the smallest 4-processor open shop not having a compact solution.
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Theorem 2.1. The O|pij ∈{0; 1}; nwi; M = graph|Cmax problem is polynomially solvable in time:
(a) [13,10] O(mn) if M = Km;n (C∗max = m + n− gcd(m; n)),
(b) [13] O(m + n) if M = tree (C∗max = ),
(c) [5] O(m + n) if M = grid (C∗max = 6 4),
(d) [11] O(n log n) if M = (2; )-regular (C∗max6 + 1),
(e) [7] O(m + n) if M = even cactus (C∗max = ),
(f) [7] O((m + n)3=2) if M = subcubic (C∗max6 + 16 4),
(g) [3] O(n log) if M = − regular (C∗max = ),
where gcd(m; n) is the greatest common divisor of m and n.
For the sake of completeness we give four additional families of bipartite graphs that admit compact colorings. One of
them are doubly convex graphs. Graph G = (VM ∪ VJ ; E) is called convex on VM if the there is a numbering f :VM →
{1; : : : ; m} such that for any v∈VJ the set f(N (v)) forms an interval in the numbering, where N (v) is the set of neighbors
of vertex v. A bipartite graph (VM∪VJ ; E) is doubly convex if it is convex on both VM and VJ. The class of doubly convex
graphs includes complete bipartite graphs.
The proofs of the following three theorems present polynomial algorithms for compact colorings. However, we do not
know if those algorithms guarantee the minimum possible number of colors.
Theorem 2.2. The answer to the decision problem O|pij ∈{0; 1}; nwi; M = graph|− is a;rmative and an admissible
solution can be found in linear time, if:
(a) [1] M = doubly convex,
(b) [7] M = 3 − processor (i.e. m = 3).
Theorem 2.3. The answer to the problem O|pij ∈{0; 1}; nwi; M=outerplanar|− is a;rmative and an admissible solution
can be found in linear time.
Proof. Observe that if two graphs G1, G2 are consecutively colorable then the graph obtained by identifying a vertex
v of G1 with a vertex w of G2 admits a compact coloring. Therefore we may restrict our consideration to 2-connected
outerplanar bipartite graphs.
Our construction develops some ideas of [16]. For every such G there is unique associated tree T (G). This tree has
nodes corresponding to the interior faces of G. The branches of T (G) correspond uniquely to the edges of G in such
a way that there is an edge between nodes of T (G) i= the two corresponding faces (cycles) of G share an edge. Let
G be a 2-connected bipartite outerplanar graph. We know that every internal face of G is bounded by an even cycle.
Let T (G) be the tree of G and let 1; 2; : : : ; k be a DFS numbering of the nodes of T (G), where k is the cyclomatic
number of G. Associated with this ordering there is a sequence G1; : : : ; Gk of subgraphs of G, where G1 is an initial
cycle and Gk = G. For each i = 1; : : : ; k − 1 graph Gi+1 comes from Gi by gluing to an external edge of Gi, call it ei,
the cycle corresponding to the (i + 1)th node of T (G). Along with building the sequence G1; : : : ; Gk we recursively label
the external edges of the current subgraph Gi with labels l, u alternately so that the intervals of colors at an edge of
type l have the same lower ends (i.e. they are in the form [x; : : : ; y1] and [x; : : : ; y2]) while the intervals of colors at an
edge of type u have the same upper ends (i.e. they are in the form [x1; : : : ; y] and [x2; : : : ; y]). Speci?cally, G1 is colored
alternately with 1, 2 and labeled with l, u. Let us consider graph Gi whose edge ei is of type u (the case of type l is
similar). To ei we glue an even cycle. This is equivalent to the attachment to its endpoints an odd path P. If the maximal
color at ei is y, the successive edges of P will get colors: y + 1; y; : : : ; y; y + 1 and labels: u; l; : : : ; l; u. It is easy to see
that the coloring of Gi+1 is compact and the complexity is proportional to the number of edges of G, which is at most
2m + 2n− 4 = O(m + n).
We remind that the Cartesian product of graphs G1(V1; E1) and G2(V2; E2) is the graph with the vertex set V1 ×V2 and
edges as follows:
{(v1; v2)(u1; u2): (v1 = u1 ∧ v2u2 ∈E2) ∨ (v2 = u2 ∧ v1u1 ∈E1)}:
Following [8,9] by Class 0 graphs we mean all graphs that are consecutively colorable. Class 0 is contained in a set
of graphs legally edge-colorable with  colors (called Class 1). This observation was probably noted at ?rst in [2].
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Theorem 2.4. The answer to the problem O|pij ∈{0; 1}; nwi; M = graph|− is a;rmative and an admissible solution can
be found in linear time, if M is a Cartesian product of some Class 0 graphs given with their compact colorings.
Proof. Let G1(V1; E1) and G2(V2; E2) have compact colorings with r1 and r2 colors, respectively. Then graph G1 × G2
has a compact coloring with at most r1 + r2 colors. Let c1; c2 be compact colorings of G1 and G2, respectively. For each
vertex v∈V1 we de?ne
min c1(v) = min{c1(vu): vu∈E1};
max c1(v) = max{c1(vu): vu∈E1}
and similarly for each vertex u∈V2
min c2(u) = min{c2(vu): vu∈E2}
max c2(u) = max{c2(vu): vu∈E2}:
Now we can determine a coloring of G1 × G2. Let us consider any vertex (v; u), where v∈V1 and u∈V2. There are
two kinds of edges on it
• edges of type {(v; u); (w; u)}, where vw∈E1; we give colors c1(vw) + min c2(u) to them
• edges of type {(v; u); (v; w)}, where uw∈E2; we give colors c2(uw) + max c1(v) + 1 to them.
One can see that the edges of ?rst type get distinct colors forming intervals {min c1(v) + min c2(u); : : : ;max c1(v) +
min c2(u)}, while the edges of the second type get distinct colors forming intervals {min c2(u)+max c1(v)+1; : : : ;max c2(u)+
max c1(v) + 1}. Hence the obtained coloring is compact and the extremal colors are min(c1) + min(c2) and max(c1) +
max(c2) + 1.
So we have
Corollary 2.5. Class 0 is closed under operation of taking Cartesian products.
To the best of our knowledge Theorems 2.1–2.4 give all currently known nontrivial families of bipartite graphs that
admit compact colorings.
3. Flow shop
Flow shop like open shop is modeled by means of a bipartite graph G = (VM ∪ VJ ; E). This time, however, for the
full description it is necessary to respect the numbering of processors. The ordering M1; : : : ; Mm de?nes linear precedence
constrains that have to be respected by operations of each job. Therefore, not every compact coloring of G is a proper
schedule. We illustrate this in the following two ?gures, where-like previously-processor vertices are denoted by full dots
and task vertices are marked with empty dots. Next to each processor its number is given. Fig. 2 gives the smallest 1ow
shop which cannot be scheduled in a compact way. The 1ow shop has only 3 processors. This is in contrast to the open
shop O3|pij ∈{0; 1}; nwi|−, where a compact solution always exists. Fig. 3 shows a sparse 1ow shop whose scheduling
graph is 3-regular. This 1ow shop also does not have a compact solution, a situation impossible in open shop.
Just like in the open shop the problem of solution existence is NP-complete.
Theorem 3.1. The problem of existence of a compact schedule in a -ow shop F |pij ∈{0; 1}; nwi|− is NP-complete.
Proof. The proof is based on the reduction from the CHROMATIC INDEX problem: “Given a graph G; does ,′(G)6 3?”.
The fact that the CHROMATIC INDEX problem is strongly NP-complete even if G is cubic was proved by Holyer [12].
Let us consider the following graph H , as shown in Fig. 4. We assume that processor numbers increase from the
left-hand side to the right-hand side. Note that H can be colored in a compact way and for any integer k the only legal
solution with color c(au) = k is such that the succeeding edges at a have colors k + 1; : : : ; k + 5, the colors at b are
k; : : : ; k + 4 and the colors at c are k + 2, k + 3. Thus the edges at u and v get the same initial color k.
Given a cubic graph G with arbitrary numbering of vertices, we replace each edge with a copy of H in the way shown
in Fig. 5.
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Fig. 2. Flag—the smallest 1ow shop not having a compact solution.
Fig. 3. A cubic 1ow shop not having a compact solution.
Fig. 4. Graph H .
(a) (b)
Fig. 5. An example of reduction: (a) cubic graph, (b) bipartite graph G∗.
Obviously, G∗ is bipartite. Moreover, G is 3-colorable i= it is compactly colorable, which holds i= G∗ has a compact
coloring obeying the processor numbering. Since the reduction is polynomial, the thesis follows.
Using a similar approach we can prove the following.
Theorem 3.2. The F |pij ∈{0; 1}; nwi|Cmax problem is strongly NP-hard.
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Notice that all the results given above are negative. In fact, there are also positive results concerning 1ow shop but
they will be presented in the more general context of mixed shops in the next section.
4. Mixed shop
Mixed shop X is a combination of open shop and 1ow shop in the sense that the operations of some prespeci?ed
jobs must be scheduled in increasing order of the corresponding processors while the others may perform without such
restrictions (like in open shop).
Let G=(VM∪VJ ; E) be a scheduling graph in which VM corresponds to processors, VJ corresponds to jobs and VJ =VO∪VF,
where VO is a set of jobs operating in an open shop mode, VF is a set of jobs operating in a 1ow shop mode.
Since the existence of a schedule is already NP-complete when VO = ∅ or VF = ∅, we have
Theorem 4.1. The question of the existence of a schedule in the X |pij ∈{0; 1}; nwi|− problem is NP-complete.
All the algorithms described below are polynomial in the number of vertices of scheduling graph.
4.1. Paths and cycles
Paths Pm+n (|m− n|6 1) and cycles Cm+n (m = n) are the simplest structures possible. Therefore, it is easy to prove
Proposition 4.2. The X |pij ∈{0; 1}; nwi; M = Pm+n or Cm+n|Cmax problem can be solved in linear time. Moreover, C∗max
is equal to 1, 2 or 3 for a path and 2 or 3 for a cycle.
Proof. If G is a path or cycle, it is easy to check whether a given mixed shop can be scheduled with C∗max =1 or C
∗
max =2,
since there are at most two legal colorings. If this is not the case, we treat the system as a 1ow shop by extending the
linear precedence constraints to VO and ?nding any solution with Cmax = 3. So we color every second edge with 2, the
remaining edges get color 1 or 3 depending on processor indexes of the corresponding operations.
Observe that in the case of 1ow shop with M = cycle we always have C?max = 3.
4.2. Trees
We begin with answering to the solution existence question.
Lemma 4.3. The answer to the problem X |pij ∈{0; 1}; nwi; M = tree|− is positive and an admissible solution can be
found in linear time.
Proof. We use the following greedy algorithm:
Step 1: Color any edge with any color.
Step 2: Are there any uncolored edges left? If not, go to Step 6.
Step 3: Find a vertex v contiguous to an already colored edge e and to a bunch of uncolored edges.
Step 4: Give to the bunch a set of di=erent colors in such a way that they form together with c(e) an interval of colors.
In addition, if v∈VF , the colors have to obey the precedence constraints.
Step 5: Go to Step 2.
Step 6: To all the colors add a constant number so that the smallest color becomes 1.
The correctness of the algorithm follows from the fact that each time Step 2 is entered the edges already colored form a
compactly colored subtree and a vertex incident with a colorless edge is incident to at most one already colored edge.
Unfortunately, a solution produced by the linear algorithm need not be optimal. Moreover, it is not possible to bound
the optimal schedule length by means of any function of degree of the tree. In fact, the instance of 1ow shop shown in
Fig. 6 has k vertices of degree 3 and it requires as many as k + 2 units of time. We recall that in a tree-shaped open
shop we have Cmax =, so such a bound is impossible even for a 1ow shop. However, the problem of ?nding an optimal
schedule can be solved in polynomial time. To show this we begin with the following facts.
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Fig. 6. Subcubic counterexample graph for 1ow shop.
In [14] it has been proven
Lemma 4.4. For a given bipartite graph G(V; E) with nonnegative integer weights on the edges we can 8nd maximum
weighted matchings in all subgraphs of G induced by V − {v}, v∈V in time O(|V |1=2|E| log(|V |N )), where N is the
maximum edge weight.
Lemma 4.5. Given a positive integer d and a mixed shop in the form of tree, there is an O(d(n + m)1:5 log)-time
algorithm which answers the question of the existence of a compact schedule with Cmax6d.
Proof. Let G = (V; E) be a tree of degree 6d describing a mixed shop. Given a pair (u; H), where H is a subtree
of G and u is a vertex of degree 1 in H , by VEC(u; H) we denote a vector of d logical values such that for i =
1; : : : ; d VEC(u; H)[i] is true i= there is a compact schedule for H (with the numbering of processors and types of jobs
inherited from G) of length 6d in which the edge at u has color i. A recursive way of obtaining this vector is as
follows. If H = K2 then VEC(u; H)[i] = true for all i. Let H be such a tree that deg(w) = k + 16(H), where w is a
vertex adjacent to u in H . Then we can split the subgraph H − u into k edge-disjoint subtrees T1; : : : ; Tk such that w is a
pendant vertex in each of them. Assume that we have k vectors VEC(w; Tj) for j = 1; : : : ; k.
If w∈VF, then there is at most one way of compact and legal coloring of the edges at w such that c(uw) = i. All
we need is verifying if possible colors of the edges incident to w in Tj , j = 1; : : : ; k belong to {1; : : : ; d} and if such a
coloring could be extended to the whole of Tj . The latter reduces to checking the corresponding position in VEC(w; Tj).
If w∈VM ∪ VO, the situation is more complex. In order to establish the value of VEC(w;H)[i], for every interval L of
length deg(w) including i and contained in {1; : : : ; d} (their cardinality is at most deg(w) = k + 1) we have to check if
for each edge incident with w one can choose colors from L in such a way that the coloring could be extended to all Tj
and c(uw) = i. If for any of the intervals the answer is positive, we set VEC(w;H)[i] = true. Let us construct a square
array TAB containing k2 logical values in such a way that TAB(a; b) is equal to the item VEC(w; Ta) corresponding to
the bth color (in increasing order) from L\{i}. We regard TAB as a table of edges in a bipartite graph B with k vertices
in each partition. Note that our problem reduces to checking if B has a perfect matching.
Thus in order to calculate the whole of VEC(u; H) we have to create on the basis of vectors VEC(w; Ta) a relevant
bipartite graph B? with k vertices in the ?rst partition (which correspond to trees Tj) and d vertices with numbers 1; : : : ; d
in the second partition (which correspond to the colors of edges at w). Next for each interval of integers L ⊂ {1; : : : ; d}
ful?lling |L|= deg(w) and each a∈ L we have to check if the subgraph of B? induced by the ?rst partition and vertices
with indices in L−{a} from the second partition contains a perfect matching. By Lemma 4.4 the overall running time is
O
(
d
∑
w
deg(w)2:5log degw
)
6O
(
d1:5 log
∑
w
deg(w)
)
6O(d(n + m)1:5 log)
Clearly, the ultimate answer is aKrmative i= VEC(v; G) contains at least one true.
We know that a compact schedule always exists and its length is clearly Cmax6 |E|. Therefore we can use the bisection
technique in search of the minimum makespan in interval [; : : : ; m + n− 1]. By Lemma 4.5 we have
Theorem 4.6. The X |pij ∈{0; 1}; nwi; M = tree|Cmax problem can be solved in time O((n + m)21:5 log2(n + m)).
4.3. Complete bipartite graphs
Let us consider a complete bipartite graph Km;n. For any bipartite graph the number of colors used in any compact
coloring is less than its order [2,9]. On the other hand, any compact coloring of Km;n requires at least m + n− gcd(m; n)
colors (see Theorem 2.1(a)). In general terms we have colors {1; : : : ; m+n−r} at our disposal, where 16 r6d=gcd(m; n).
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Given a compact coloring of Km;n, let ai be the number of vertices in VM with colors {i; : : : ; i + n − 1} on their edges
and let bi be the number of vertices in VJ with colors {i; : : : ; i + m− 1}. Of course, ai = 0 for i ¡ 1 and i ¿m− r + 1.
Similarly, bi = 0 for i ¡ 1 and i ¿ n− r + 1. We have the following lemma concerning the properties of ai and bi. The
following considerations develop some techniques of [10].
Lemma 4.7. The m-element sequence a2−r ; : : : ; am−r+1 and n-element sequence b2−r ; : : : ; bn−r+1 are d-periodic.
Proof. The proof is based on the handshaking lemma. Let m¿ n (the opposite case is similar). Counting the number of
times a particular color appears on the edges of Km;n we obtain
a1 = b1;
a1 + a2 = b1 + b2;
...
a1 + · · · + an−r+1 = b1 + · · · + bn−r+1:
Thus
a1 = b1; a2 = b2; : : : ; an−r+1 = bn−r+1: (1)
Equalities (1) show that we can restrict to the sequence ai.
Note that for any i = n − r + 1; : : : ; m color i appears exactly once at each vertex from VJ. Thus the number of its
occurrences is ai−n+1 + · · · + ai for all such i. Therefore
a−r+2 = an−r+2;
...
am−n = am:
Thus sequence ai has period n.
Similarly, counting the quantities for colors m + n− 1; : : : ; m− r + 1 and taking into account (1) we have
am−r+1 = bn−r+1 = an−r+1;
...
am−n−r+2 = b2−r = a2−r :
Thus sequence a2−r ; : : : ; an−r+1 has period m− n. It is easy to see that m-element sequence with period n and m− n must
be d-periodic. The same holds for the sequence b2−r ; : : : ; bn−r+1.
Corollary 4.8. Sequence ai takes on nonzero values in at most (d − r + 1)m=d positions and, similarly, bi takes on
nonzero values in at most (d− r + 1)n=d positions.
Note that if Km;n is a scheduling graph in a mixed shop then (d− r + 1)n=d is an upper bound on the number of jobs
of VF for which our compact coloring can be a legal schedule. This is so because among all the vertices of VJ using the
same set of colors at most one may belong to VF.
Theorem 4.9. A solution to problem X |pij = 1; nwi; M =Km;n|Cmax with VF = ∅ can be found in time O(mn). Moreover,
C∗max = m + n− r, where r = 1 + gcd(m; n)(1 − |VF|=n).
Proof. Let d = gcd(m; n). Number r = 1 + d(1 − |VF|=n) is the maximum value for which the bound of Corollary 4.8
admits the existence of a compact coloring of Km;n with bi having at least |VF| positive values. Thus for each r = 1; : : : ; d
we have to ?nd a coloring in which (d − r + 1)n=d vertices of VJ have the property that their edges are colored with
numbers increasing in accordance with the numeration of VM. These vertices can be treated as elements of VF.
First, let us consider the case m=n. Then d=n and (d− r+ 1)n=d=n− r+ 1. If r= 1 then the corresponding coloring
with 2n− 1 colors can be obtained by giving to the edge {j; i}, j∈VM, i∈VJ color i + j− 1. If r ¿ 1 then we color the
edges as previously, except that all the colors of value greater than 2n− r are diminished by n. Such a coloring is legal
and compact since Kn;n is n-regular. Moreover, the edges at vertices v1; : : : ; vn−r+1 ∈VJ retain their initial colors.
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2
Fig. 7. Optimal coloring of Km;n.
Now, let us consider the case m = n. We group consecutive vertices of VM and VJ into, respectively, m=d and
n=d d-element blocks in which the vertices are indexed 1; : : : ; d according to the primal numbering in VM and VJ. Next we
treat Km;n as a graph Km=d;n=d with “thick” edges inducing Kd;d (see Fig. 7). For a ?xed r ∈{1; : : : ; d} we apply the above
coloring c of equipartite graph Kd;d with colors 1; : : : ; 2d− r and we color the “thick” edge (a bunch of d ordinary edges)
joining the jth block of VM with the ith block of VJ with colors of c enlarged by (i+ j− 2)d. It is easy to verify that the
coloring thus obtained is legal and compact and it uses colors 1; : : : ; (m=d + n=d− 2)d + 2d− r = m + n− r. Moreover,
in each block of VJ there are d− r + 1 vertices whose colors ful?l precedence constraints. Thus the total number of such
vertices is (d− r + 1)n=d.
Now we give some simple facts:
Proposition 4.10. The F |pij = 1; nwi; M =Km;n|Cmax problem can be solved in O(mn) time. In this case C∗max =m+ n− 1.
Finally, let us consider a 2-processor mixed shop. The case m = 1 is trivial and cannot be regarded as a mixed shop.
Proposition 4.11. A solution to the X 2|pij ∈{0; 1}; nwi|Cmax problem can be found in linear time.
Proof. If G is K2; n then we color its edges as previously. Otherwise, the scheduling graph is a so-called candy, i.e. a
graph K2; l with some pendant edges attached to processor vertices. In this case we color K2; l in a 1ow shop manner and
next we color the pendant edges so as not to exceed the value of .
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