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1Abstract
A Diagrammatic Category for the Representation Theory of Uq(sln)
by
Scott Edward Morrison
Doctor of Philosophy in Mathematics
University of California, Berkeley
Professor Vaughan Jones, Chair
This thesis provides a partial answer to a question posed by Greg Kuperberg in [24] and
again by Justin Roberts as problem 12.18 in Problems on invariants of knots and 3-manifolds
[28], essentially:
Can one describe the category of representations of the quantum group Uq(sln)
(thought of as a spherical category) via generators and relations?
For each n ≥ 0, I define a certain tensor category of trivalent graphs, modulo iso-
topy, and construct a functor from this category onto (a full subcategory of) the category
of representations of the quantum group Uq(sln). One would like to describe completely
the kernel of this functor, by providing generators for the tensor category ideal. The re-
sulting quotient of the diagrammatic category would then be a category equivalent to the
representation category of Uq(sln).
I make significant progress towards this, describing certain elements of the ker-
nel, and some obstructions to further elements. It remains a conjecture that these elements
really generate the kernel. The argument is essentially the following. Take some trivalent
graph in the diagrammatic category for some value of n, and consider the morphism of
Uq(sln) representations it is sent too. Forgetting the full action of Uq(sln), keeping only a
Uq(sln−1) action, the source and target representations branch into direct sums, and the
morphism becomes a matrix of maps of Uq(sln−1) representations. Arguing inductively
now, we attempt to write each such matrix entry as a linear combination of diagrams for
n − 1. This gives a functor dGT between diagrammatic categories, realising the forgetful
functor at the representation theory level. Now, if a certain linear combination of diagrams
for n is to be in the kernel of the representation functor, each matrix entry of dGT applied
to that linear combination must already be in the kernel of the representation functor one
level down. This allows us to perform inductive calculations, both establishing families of
elements of the kernel, and finding obstructions to other linear combinations being in the
kernel.
This thesis is available electronically from the arXiv, at arXiv:0704.1503, and at
http://tqft.net/thesis.
iii
Contents
1 Introduction 1
1.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 The Temperley-Lieb algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Kuperberg’s spiders . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 The ‘diagrammatic’ category Symn 5
2.1 Pivotal categories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Quotients of a free tensor category . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Flow vertices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4 Polygonal webs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3 Just enough representation theory 16
3.1 The Lie algebra sln . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2 The quantum groups Uq(sln) . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.3 Representations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.4 StrictifyingRepUq(sln) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.5 Generators for FundRepUq(sln) . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.6 The representation functor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4 The diagrammatic Gel‘fand-Tsetlin functor 31
4.1 Definition on generators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.2 Descent to the quotient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.3 Calculations on small webs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.4 A path model, and polygons. . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5 Describing the kernel 41
5.1 The I = H relations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.2 The square-switch relations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.3 The Kekule´ relations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.4 More about squares . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.5 A conjecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.6 Examples: Uq(sln), for n = 2, 3, 4 and 5. . . . . . . . . . . . . . . . . . . . . . 46
5.7 Proofs of Theorems 5.1.1, 5.2.1 and 5.3.2 . . . . . . . . . . . . . . . . . . . . . 52
iv
6 Relationships with previous work 66
6.1 The Temperley-Lieb category . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.2 Kuperberg’s spider for Uq(sl3) . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.3 Kim’s proposed spider for Uq(sl4) . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.4 Tags and orientations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.5 Murakami, Ohtsuki and Yamada’s trivalent graph invariant . . . . . . . . . 68
6.6 Jeong and Kim on Uq(sln) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6.7 Other work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
7 Future directions 71
Bibliography 74
A Appendices 77
A.1 Boring q-binomial identities . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
A.2 The Uq(sln) spider cheat sheet. . . . . . . . . . . . . . . . . . . . . . . . . . . 79
vAcknowledgements
First I’d like to thank Vaughan for being such a great advisor. I’m glad he took a chance on
me, and I hope he’s not too disappointed by the complete absence of subfactors in what fol-
lows! I’m grateful for so many things; good advice, lots of mathematics, constant interest
and encouragement, gentle reminders to keep climbing and work in balance, windsurfing
lessons, and a great friendship.
Thanks also to Dror Bar-Natan and Kevin Walker. I’ve learnt a ton from each of
them, thoroughly enjoyed working with them, and look forward to more! And further
thanks to Greg Kuperberg, for introducing me to the subject this thesis treats, and taking
interest in my work. Conversations with Joel Kamnitzer, Mikhail Khovanov, Ari Nieh, Ben
Webster, Noah Snyder and Justin Roberts helped me along the way.
Thanks to my family, Pam, Graham and Adele Morrison, for endless love and
support. And finally, thanks to my friends Nina White, Yossi Farjoun, Rahel Wachs, Erica
Mikesh, and Carl Mautner.
1Chapter 1
Introduction
1.1 Summary
The eventual goal is to provide a diagrammatic presentation of the representation theory
of Uq(sln). The present work describes a category of diagrams, along with certain relations
amongst these diagrams, and a functor from these diagrams to the representation theory.
Further, I conjecture that the relations given are in fact all of them—that this functor is an
equivalence of categories.
We begin by defining a ‘freely generated category of diagrams’, and show that
there’s a well-defined functor from this category to the category of representations of
Uq(sln). Essentially, this is a matter of realising that the representation category is a piv-
otal category, and, as a pivotal category, it is finitely generated. It’s then a matter of trying
to find the kernel of this functor; if we could do this, the quotient by the kernel would give
the desired diagrammatic category equivalent to the representation category.
This work extends Kuperberg’s work [24] onRepUq(sl3), and agrees with a pre-
viously conjectured [21] description ofRepUq(sl4). Some, but not all, of the relations have
been presented previously in the context of the quantum link invariants [11, 27]. There’s a
detailed discussion of connections with previous work in §6.
For each n ≥ 0we have a category of (linear combinations of) diagrams
Pivn =

 , , ,
∣∣∣∣∣∣
a+ b+ c = n
1 ≤ k ≤ n− 1


pivotal
.
with edges labelled by integers 1 through n−1, generated by two types of trivalent vertices,
and orientation reversing ‘tags’, as shown above. We allow arbitrary planar isotopies of
the diagrams. This category has no relations; it is a free pivotal category.
We can construct a functor from this category into the representation theory
Repn : Pivn → RepUq(sln) .
This functor is well-defined, in that isotopic diagrams give the same maps between rep-
resentations. Our primary goal is thus to understand this functor, and to answer two
questions:
21. IsRepn full? That is, do we obtain all morphisms between representations?
2. What is the kernel ofRepn? When do different diagrams give the same maps of rep-
resentations? Can we describe a diagrammatic quotient category which is equivalent
to the representation theory?
The first question has a relatively straightforward answer. We do not get all of
RepUq(sln), but if we lower our expectations to the subcategory containing only the fun-
damental representations, and their tensor products, then the functor is in fact full. Ku-
perberg gave a proof of this fact for n = 3, by recognising the image of the functor using a
Tannaka-Krein type theorem. This argument continues to work with only slight modifica-
tions for all n. I’ll also give a direct proof using quantum Schur-Weyl duality, in §3.5.
The second question has provedmore difficult. Partial answers have been known
for some time. I will describe a new method for discovering elements of the kernel, based
on branching. This method also gives us a limited ability to find obstructions for further
relations.
The core of the idea is that there is a forgetful functor
GT : RepUq(sln)→ RepUq(sln−1) ,
which forgets the full Uq(sln) action but does not change the underlying linear maps, and
that this should be reflected somehow in the diagrams. A diagram in Pivn ‘represents’
some morphism in RepUq(sln); thinking of this as a morphism in RepUq(sln−1) via GT ,
we can hope to represent it by diagrams in Pivn−1. This hope is borne out—in §4 I con-
struct a functor dGT : Pivn → Mat(Pivn−1) (and explain what a ‘matrix category’ is), in
such a way that the following diagram commutes:
Pivn
dGT

Repn
// RepUq(sln)
GT

Mat(Pivn−1)
Mat(Repn−1)
// RepUq(sln−1)
With this functor on hand, we can begin determining the kernel of Repn. In particular,
given a morphism in Pivn (that is, some linear combination of diagrams) we can consider
the image under dGT . This is a matrix of (linear combinations of) diagrams in Pivn−1.
Then the original diagrammatic morphism becomes zero in the Uq(sln) representation the-
ory exactly if each entry in this matrix of diagrams is zero in the Uq(sln−1) representa-
tion theory. Thus, if we understand the kernel of Repn−1, we can obtain quite strong
restrictions on the kernel of Repn. Of course, the kernels of Rep2 and Rep3 are well
known, given by the relations in the Temperley-Lieb category and Kuperberg’s spider for
sl3. Moreover, the kernel of Rep1 is really easy to describe. The method described allows
us to work up from these, to obtain relations for all Uq(sln).
In §5 I use this approach to find three families of relations, and to show that these
relations are the only ones of certain types. It remains a conjecture that the proposed rela-
tions are in fact complete.
3The first family are the I = H relations, essentially correspond to 6− j symbols:
= (−1)(n+1)a .
For a given boundary, there are two types of squares, and each can be written as a linear
combination of the others. I call these relations the ‘square-switch’ relations. When n +
Σa− Σb ≥ 0, formax b ≤ l ≤ min a+ nwe have
=
min b∑
m=max a
[
n+Σa− Σb
m+ l − Σb
]
q
and when n+Σa− Σb ≤ 0, formax a ≤ l ≤ min b we have
=
n+mina∑
m=max b
[
Σb− n− Σa
m+ l − Σa− n
]
q
.
Finally, there are relations amongst polygons of arbitrarily large size (but with a cutoff for
each n), called the ‘Kekule´ ’ relations. For each Σb ≤ j ≤ Σa+ n− 1,
−
P
a+1∑
k=−
P
b
(−1)j+k
[
j + k −max b
j − Σb
]
q
[
min a+ n− j − k
Σa+ n− 1− j
]
q
= 0.
1.2 The Temperley-Lieb algebras
The n = 2 part of this story has, unsurprisingly, been understood for a long time. The
Temperley-Lieb category gives a diagrammatic presentation of the morphisms between
tensor powers of the standard representation of Uq(sl2). The objects of this category are
natural numbers, and the morphisms from n tom are Z[q, q−1]-linear combinations of dia-
grams drawn in a horizontal strip consisting of non-intersecting arcs, with n arc endpoints
on the bottom edge of the strip, and m on the top edge. (Notice, in particular, that I’m an
optimist, not a pessimist; time goes up the page.) Composition of morphisms is achieved
by gluing diagrams, removing each closed circle in exchange for a factor of [2]q.
41.3 Kuperberg’s spiders
The n = 3 story, dates back to around Kuperberg’s paper [24]. There he defines the notion
of a ‘spider’ (in this work, we use the parallel notion of a pivotal category), and constructs
the spiders for each of the rank 2 Lie algebras A2 = su(3), B2 = sp(4) and G2 and their
quantum analogues. Translated into a category, his A2 spider has objects words in (+,−),
and morphisms (linear combinations of) oriented trivalent graphs drawn in a horizontal
strip, with orientations of boundary points along the top and bottom edges coincidingwith
the target and source word objects, and each trivalent vertex either ‘oriented inwards’ or
‘oriented outwards’, subject to the relations
= [3]q = q
2 + 1 + q−2 (1.3.1)
= − [2]q (1.3.2)
and
= + . (1.3.3)
(Note that there’s a ‘typo’ in Equation (2) of [24], corresponding to Equation (1.3.3) above;
the term has been replaced by another copy of the term.)
Kuperberg proves that this category is equivalent to a full subcategory of the
category of representations of the quantum group Uq(sl3); the subcategory with objects
arbitrary tensor products of the two 3-dimensional representations. It is essentially an
equinumeration proof, showing that the number of diagrams (modulo the above relations)
with a given boundary agrees with the dimension of the appropriate Uq(sl3) invariant
space. I’m unable to give an analogous equinumeration argument in what follows.
Note that the n = 3 special case of my construction will not quite reproduce
Kuperberg’s relations above; the bigon relation will involve a + [2]q, not a − [2]q. This is
just a normalisation issue, resolved by multiplying each vertex by
√−1.
5Chapter 2
The ‘diagrammatic’ category Symn
Just as permutations form groups, planar diagrams up to planar isotopy form
pivotal categories. In what follows, we’ll define a certain ‘free (strict) pivotal category’,
Pivn along with a slight modification called Symn obtained by adding some symmetries
and some relations for degenerate cases. Essentially, Pivn will be the category of trivalent
graphs, with edges carrying both orientations and labels 1 through n − 1, up to planar
isotopy.
For lack of a better place, I’ll introduce the notion of a matrix category here; given
any category C in which the Hom spaces are guaranteed to be abelian groups, we can
form a new category Mat (C), whose objects are formal finite direct sums of objects in C,
and whose morphisms are matrices of appropriate morphisms in C. Composition of mor-
phisms is just matrix multiplication (here’s where we need the abelian group structure on
Hom spaces). If the category already had direct sums, then there’s a natural isomorphism
C ∼= Mat (C).
2.1 Pivotal categories
I’ll use the formalism of pivotal categories in the following. This formalism is essentially
interchangeable with that of spiders, due to Kuperberg [24], or of planar algebras, due to
Jones [13].1
A pivotal category is a monoidal category2 C equipped with
1. a cofunctor ∗ : Cop → C, called the dual,
2. a natural isomorphism τ : 1C → ∗∗,
3. a natural isomorphism γ : ⊗ ◦ (∗ × ∗)→ ∗ ◦ ⊗op,
1These alternatives are perhaps more desirable, as the pivotal category view forces us to make a artificial
distinction between the domain and codomain of a morphism. I’ll have to keep reminding you this distinction
doesn’t matter, in what follows. On the other hand, the categorical setup allows us to more easily incorporate
the notion of direct sum.
2For our purposes, we need only consider strict monoidal categories, where, amongst other things, the
tensor product is associative on the nose, not just up to an isomorphism. The definitions given here must be
modified for non-strict monoidal categories.
64. an isomorphism e→ e∗, where e is the neutral object for tensor product, and
5. for each object c ∈ C, a ‘pairing’ morphism pc : c∗ ⊗ c→ e.
with the natural isomorphisms satisfying certain coherence conditions, and the pairing
morphisms certain axioms, all given in [2].3 The primary example of a pivotal category
is the category of representations of an involutory or ribbon Hopf algebra [2]. A pivotal
functor between two pivotal categories should intertwine the duality cofunctors, commute
with the isomorphisms e → e∗, and take pairing morphisms to pairing morphisms. It
should also intertwine the natural isomorphisms τ ; that is, for a functor F : C → D, we
require τDF(a) = F(τCa ). There’s a similar condition for γ.
In the case that τ and γ are simply the identity on each object (and e = e∗), we
say the pivotal category is strict. Unfortunately, representations of a Hopf algebra do not
generally form a strict pivotal category; τ cannot be the identity. However, every pivotal
category is equivalent to a strict pivotal category [2]. We’ll take advantage of this later!
In a pivotal category with e = e∗ and γ the identity (but not necessarily also τ ),
the axioms satisfied by the natural isomorphism τ simplify to the requirements that it’s a
tensor natural transformation: τa⊗b = τa ⊗ τb, and that τ∗a : a∗∗∗ → a∗ and τa∗ : a∗ → a∗∗∗
are inverse morphisms.4 In this same situation, the axioms for the pairing morphisms
simplify to:
1. For each object a,
= . (2.1.1)
2. For each morphism f : a→ b,
= . (2.1.2)
3. For all objects a and b,
= . (2.1.3)
3Actually, [6] is an earlier reference for the strict case (see below), and they cite a preprint of [15] for the
full version; however, the published version of that paper ended up introducing a slightly different notion, of
‘autonomy’ for duals.
4This condition might also be stated as τ commuting with the cofunctor ∗.
7From these, we can derive
Lemma 2.1.1. The dual of a morphism can be written in terms of the original morphism, compo-
nents of τ , and the pairing morphisms as
=
Proof.
=
using by the naturality of τ , which becomes
=
by Equation (2.1.2), and finally
=
by Equation (2.1.1).
Note that the category of matrices over a pivotal category is still pivotal, in an
essentially obvious way.
2.2 Quotients of a free tensor category
To begin with, let’s just define a free (strict) monoidal category on some generating mor-
phisms, which we’ll call Tn. We’ll then add some relations implementing planar isotopy
8to obtain Pivn, and some more relations to obtain Symn. The objects of Tn form a monoid
under tensor product, with neutral object 0 (sometimes also called n), generated by the set
{1, . . . , n− 1, 1∗, . . . , (n− 1)∗}. The ‘generating morphisms’ are diagrams
, , ,
for each a = 1, . . . , n− 1 (but not for the ‘dual integers’ 1∗, . . . , (n − 1)∗), along with
, , , and (2.2.1)
again for each a = 1, . . . , n − 1, and finally
and (2.2.2)
for each a, b, c = 0, 1, . . . , n − 1 such that a + b + c = n. We’ll sometimes speak of the
‘type’ of a vertex; the first, outgoing, vertex here is of+-type, the second, incoming, vertex
is of −-type. We say a vertex is ‘degenerate’ if one of its edges is labelled with 0. Notice
there are no nondegenerate trivalent vertices for n = 2, and exactly one of each type for
n = 3. To read off the source of such a morphism, you read across the lower boundary of
the diagram; each endpoint of an arc labelled a gives a tensor factor of the source object,
either a if the arc is oriented upwards, or a∗ if the arc is oriented downwards. To read the
target, simply read across the upper boundary. Thus the source of is 0, and the target
is a ⊗ b ⊗ c. All morphisms are then generated from these, by formal tensor product and
composition, subject only to the usual identities of a tensor category.
Next Pivn. This category has exactly the same objects. The morphisms, however,
are arbitrary trivalent graphs drawn in a strip, which look locally like one of the pictures
above, up to planar isotopy fixing the boundary of the strip. (Any boundary points of the
graph must lie on the boundary of the strip.) Thus the graphs are oriented, with each edge
carrying a label 1 through n, and edges only ever meet bivalently as in Equation (2.2.1)
or trivalently as in Equation (2.2.2). Being a little more careful, we should ask that the
diagrams have product structure near the boundary, that this is preserved throughout the
isotopies, and that small discs around the trivalent vertices are carried around rigidly by
the isotopies, so we can always see the ordering (not just the cyclic ordering) of the three
edges incident at a vertex. (Note, though, that we’re not excited about being able to see
this ordering; we’re going to quotient it out in a moment.) The source and target of such a
graph can be read off from the graph exactly as described for the generators of Tn above.
Next, we make this category into a strict pivotal category. For this, we need to
define a duality functor, specify the evaluation morphisms, and then check the axioms of
§2.1. The duality functor on objects is defined by 0∗ = 0 and otherwise (k)∗ = k∗, (k∗)∗ = k.
On morphisms, it’s a π rotation of the strip the graph is drawn in. Clearly the double dual
functor ∗∗ is the identity on the nose. The evaluation morphisms for a = 1, . . . , n − 1 are
9‘leftwards-oriented’ cap diagrams; the evaluation morphisms for a = 1∗, . . . , n − 1∗ are
‘rightwards-oriented’. The axioms in Equation (2.1.1) and (2.1.2) are then satisfied auto-
matically, because we allow isotopy of diagrams. The evaluation morphisms for iterated
tensor products are just the nested cap diagrams, with the unique orientations and labels
matching the required source object. This definition ensures the axiom of Equation (2.1.3)
is satisfied.
There’s a (tensor) functor from Tn to Pivn, which I’ll call Draw. Simply take a
morphism in Tn, which can be written as a composition of tensor products of generating
morphisms, and draw the corresponding diagram, using the usual rules of stacking boxes
to represent composition, and juxtaposing boxes side by side to represent tensor product.
The resulting diagram can then be interpreted as a morphism in Pivn. This is well-defined
by the usual nonsense of [14], that the identities relating tensor product and composition
in a tensor category correspond to ‘rigid’ isotopies (that is, isotopies which do not rotate
boxes). The functor is obviously full; or at least, obviously modulo some Morse theory.
The kernel of this functor is generated by the extra isotopies we allow in Pivn. Thus, as a
tensor ideal of Tn, kerDraw is generated by
= = , (2.2.3)
= = , (2.2.4)
= = ,
(2.2.5)
and
= = . (2.2.6)
There are other obvious variations of Equations (2.2.3) (rotating the vertex other way) and
(2.2.5) (tags pointing the other way), but these follow easily from the ones given here.
Whenever we want to define a functor on Pivn by defining it on generators, we need to
check these morphisms are in the kernel.
Finally, we can define the category we’re really interested in, which I’ll call Symn.
We’ll add just a fewmore relations toPivn; thesewill be motivated shortly whenwe define
a functor from Tn to the representations category of Uq(sln). This functor will descend to
the quotient Pivn, and then to the quotient Symn, and the relations we add from Pivn to
Symn will be precisely the parts of the kernel of this functor which only involve a single
10
generator. The real work of this thesis is, of course, understanding the rest of that kernel!
We add relations insisting that the trivalent vertices are rotationally symmetric
= , = , (2.2.7)
that opposite tags cancel
= , (2.2.8)
that dual of a tag is a ±1multiple of a tag
= (−1)(n+1)a , = (−1)(n+1)a , (2.2.9)
and that trivalent vertices ‘degenerate’ to tags
= = . (2.2.10)
Notice here we’re implicitly using the canonical identifications between the objects 0 ⊗ a,
a, and a⊗ 0, available because our tensor categories are strict.
Clearly the element of kerDraw in Equation (2.2.3) can be constructed by tensor
product and composition out of the briefer rotations in Equation (2.2.7), and so in checking
the well-definedness of a functor on Symn, we only need to worry about the latter.
2.3 Flow vertices
We’ll now introduce two new types of vertices. You could add them as diagrammatic gen-
erators, then impose as relations the formulas below, but it’s less cumbersome to just think
of them as a convenient notation. In each of these vertices, there will be some ‘incoming’
and some ’outgoing’ edges, and the sum of the incoming edges will be the same as the
sum of the outgoing edges.
Definition 2.3.1. The ‘flow vertices’ are
=
and
= .
11
The convention here is that the ‘hidden tag’ lies on the ‘thick’ edge, and points
counterclockwise. These extra vertices will be convenient in what follows, hiding a profu-
sion of tags. ‘Splitting’ vertices are of +-type, ‘merging’ vertices are of −-type.
2.4 Polygonal webs
To specify the kernel of the representation functor, in §5, we’ll need to introduce some
notations for ‘polygonal webs’. These webs will come in two families, the ‘P’ family and
the ‘Q’ family. In each family, the vertices around the polygon will alternate in type. A
boundary edge which is connected to a +-vertex in a P-polygon will be connected to a
−-vertex in a Q-polygon.
For a, b ∈ Zk define5 the boundary label pattern
L(a, b) = (bk − a1,−)⊗ (bk − ak,+)⊗ · · · ⊗ (b2 − a2,+)⊗ (b1 − a2,−)⊗ (b1 − a1,+).
We’ll now define some elements of HomSymn(∅,L(a, b)), Pna,b;l for max b ≤ l ≤ min a + n
and Qna,b;l for max a ≤ l ≤ min b by
Pna,b;l =
= (2.4.1)
5I realise this definition is ‘backwards’, or at least easier to read from right to left than from left to right.
Sorry—I only realised too late.
12
and
Qna,b;l =
= . (2.4.2)
(The diagrams are for k = 3, but you should understand the obvious generalisation for any
k ∈ N.) You should consider the first of each pair of diagrams simply as notation for the
second. Each edge label is a signed sum of the ‘flows labels’ on either side, determining
signs by relative orientations. It’s trivial6 to see that for web diagrams with only ‘2 in, 1
out’ and ‘1 in, 2 out’ vertices, it’s always possible to pick a set of flow labels corresponding
to an allowable set of edge labels. Not every set of flow labels, however, gives admissible
edge labels, because the edge labels must be between 0 and n. The allowable flow labels
for the P- and Q-polygons are exactly those for which ai, ai+1 ≤ bi ≤ n + ai, n + ai+1.
Further, there’s a Z redundancy in flow labels; adding a constant to every flow label in a
diagram doesn’t actually change anything. Taking this into account, there’s a finite set of
pairs a, b for each n and k. The inequalities on the ‘internal flow label’ l for both Pna,b;l and
Qna,b;l simply demand that all the internal edges have labels between 0 and n, inclusive.
We denote the subspace of HomSymn(∅,L(a, b)) spanned by all the P-type poly-
gons by APna,b, and the subspace spanned by the Q-type polygons by AQna,b. The space
APna,b is min a −max b+ n − 1 dimensional (or 0 dimensional when this quantity is nega-
tive), and the space AQna,b is max a−min b+ 1 dimensional.
A word of warning; a and b each having k elements does not necessarily mean
that Pna,b;l or Qna,b;l are honest 2k-gons. This can fail in two ways. First of all, if some
ai = bi, ai + n = bi, ai+1 = bi or ai+1 + n = bi, then one of the external edges carries a
trivial label. Further, when l takes on one of its extremal allowed values, at least one of
the internal edges of the polygon becomes trivial, and the web becomes a tree, or a disjoint
union of trees and arcs. For example (ignoring the distinction between source and target
of morphisms; strictly speaking these should all be drawn with all boundary points at the
6Actually, perhaps only trivial after acknowledging that the disk inwhich the diagrams are drawn is simply
connected.
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top of the diagram),
P4(0,0,0),(1,1,1);1 = P4(0,0,0),(1,1,1);2 =
P4(0,0,0),(1,1,1);3 = P4(0,0,0),(1,1,1);4 =
and
P5(0,1,1),(2,2,2);2 = P5(0,1,1),(2,2,2);3 =
P5(0,1,1),(2,2,2);4 = P5(0,1,1),(2,2,2);5 =
Finally, it’s actually possible for a P-type polygon and a Q-type polygon to be
equal in Symn. This can only happen in the case that a and b each have length 2, or at any
length, when either a or b is constant. This only involves polygons with extreme values of
the internal flow label l. Specifically
Lemma 2.4.1. If a and b are each of length 2,
Pna,b;max b = Qna,b;min b
and
Pna,b;min a+n = Qna,b;max a.
Further, even if a and b have length greater than 2, when a is a constant vector a = −→a
Pn−→a ,b;a+n = Qn−→a ,b;a
and when b is a constant vector b =
−→
b
Pn
a,
−→
b ;b
= Qn
a,
−→
b ;b
in Sym. Otherwise, the P- and Q-polygons are linearly independent in Symn. In particular,
dim(APna,b ∩ AQna,b) is 0, 1 or 2 dimensional, depending on whether neither a nor b are constant,
one is, or either both are or a and b have length 2.
For example
P3(0,0),(1,1);1 = = Q3(0,0),(1,1);1,
P3(0,0),(1,1);2 = ,
