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1. IKTH~DUCTI~N 
For a real, Cl, Hamiltonian system of ordinary differential equations in 
a neighborhood of a critical point, let A be the matrix associated with the 
linear approximation to this system. Let f  iAj (j 7 I,..., m) represent the 
purely imaginary eigenvalues of A, and let pj (j --: l,..., 2n) represent the 
remaining eigenvalues of A all of which have nonzero real parts. I f  
h,h,‘#integer(l <j,k<m;jfK), 
then Theorem 1 (below) shows that the Hamiltonian system has m distinct, 
local, Cl, two-dimensional, invariant manifolds MA7 (j = l,..., m); each 
manifold is composed of a nested, l-parameter (Y ;S 0) family of closed 
orbits, and as I - 0 the corresponding closed orbit goes to the origin (critical 
point) and its period goes to 277 / A-l I . 
The invariant manifold associated with all the purely imaginary eigen- 
values of A is designated M* and called the center manifold. (See [l].) 
(The existence of M* does not require an integral for the system of differen- 
tial equations.) In view of this we call M AJ a two-dimensional subcenter 
manifold, and Theorem 1 in this language shows that for Hamiltonian systems 
in a neighborhood of a critical point, the center manifold contains two- 
dimensional subcenter manifolds composed of nested periodic orbits; a 
two-dimensional subcenter manifold being associated with each pair of purely 
imaginary eigenvalues for which a certain restriction holds (see Theorem 1 
below). 
If  we consider system (1) below with the added hypothesis of being analytic, 
then Liapounov [2] proved the existence of MA but did not investigate the 
smoothness of the manifold. With the method of Liapounov it is not imme- 
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diately evident that MA is more than CO at the origin even though (1) is 
analytic. If (1) is analytic, Hamiltonian, and the eigenvalues of the linear part 
of (1) are distinct, then C. L. Siegel [3] proved that MA is analytic. J. Moser 
has recently informed us that J. La\Yta [4] has also proved Theorem (1). 
His proof, however, is different. 
2. KOTATION 
If P = P(p) is a smooth vector valued function of the vector p, then P, will 
designate the usual Jacobian matrix of partial derivatives. In particular if p 
is a scalar variable then P, = 6PiQ. The norm 1 * 1 will always represent 
the euclidean norm on vectors. 
3. ,&~AIN THEOREM 
Consider the real Cl system of ordinary differential equations 
j, = - A.% + Y(& y, z) 
8 = AZ + Z(s, y, z), (1) 
where x and y are scalars, z is a vector, etc.; h is a nonzero real number; A is a 
square matrix with constant coeficients; X, Y, Z are dejned and Cl on some 
neighborhood of the ort&n; X, Y, Z, (X, Y, Z)(z.V, z) = 0 when (x, y, z) = 0. 
Let 
H = 3 h(x2 + y2) + F(z) + G(x, y, z) (2) 
be an integral for (I) (a real-valued function which is constant along any given 
solution of (I)) where F is a quadratic form in the components of z; G is defined 
and C2 in some nehborhood of the origin; G and itsjrst and second order deriva- 
tives vanish at the origin. 
THEOREM 1. Zf no kgenvalue of A is equal to tin (i = 1/ - 1) for any 
integer n, then system (I) has a locally unique, Cl, two-dimensional, invariant 
manifold 
where w is a real vector-valued function defined and Cl in some neighborhood 
of the orsgin; w, w(~,,,) = 0 when (x, y) = 0; MA is composed of a nested, 
I-parameter (I > 0) family of periodic orbits of (I), and as T -+ 0 the come- 
spending periodic orbit goes to the origin and its period goes to 2~ , h-1 1 . 
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PROOF. Since If is an integral for (I), the equation 
II - ; hr” (3) 
implicitly defines a I-parameter (r .:’ 0) family of invariant manifolds for (1). 
Introducing the variables 
.v .= Y( 1 + R) cos e 
.y -- ~(1 $ H)sintI 
u” -:.- yu, (4) 
we obtain from (2) (3) (4) 
; /by I .-I- H)’ + F(YU) + G := ; hY2 (5) 
where 
G = c?(O, Y, U) = G(Y( 1 -t R) cos 0, I( 1 + R) sin 8, YU). 
From (5) 
2R + R2 + U--‘{F(u) -t Y-*c} = 0. (6) 
Define 
N, = ((0, Y, U) 1 0 arbitrary, 0 < r < 6, 1 u 1 < 6) 
N; = {(e, y, u) 1 (e, y, u) E :v, , y  g 0). 
LEMMA 1. Equation (6) has a unique solution R = R(0, Y, u) where R is 
defined and continuous on N, , 6 sufficiently small, and is Cl in (0, u) on Ns; 
R has period 2~ in 0; R(0, 0,O) ..- 0; R,(B, 0, U) I 0; R is Cl in (0, Y, U) on 
-‘Vi; rR,(B, Y, u) + 0 uniformly in 8 and I u j :< 6 as Y  -+ 0. 
PROOF OF LEMMA 1. Since G(x, y, z) and its first and second order 
derivatives vanish at the origin, 
Y  -@:, & {Y-*c} --f 0 
uniformly in 0 and 1 u I < S as Y  + 0. At T = 0 define Y-*C? = 0, then the 
implicit function theorem is applicable to Eq. (6). (See [Sj Theorem 2 on 
p. 138 and the paragraph below (2:8) on p. 139.) The implicit function 
theorem asserts the existence of R = R(B, Y, U) defined and continuous on 
Ns and Cl in (0, Y, u) on Nh for S sufficiently small where R(B, 0,O) = 0 and 
R(B + 27r, T, U) = R(B, Y, u). The remaining properties listed for R are easily 
deduced by differentiating (6). This completes the proof of Lemma 1. 
Let 
a = a(B, Y, u) = r(1 + R(0, r, u)). (7) 
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From (1) and (4) 
6 = - h - d(X sin 0 - P cos 6} VW 
d = X cos 0 + P sin 8 (8b) 
ti = Au i- r-12, W 
where 
8 = X(f?, I, u) = X(Y(I f R) cos 0, Y( 1 -I- R) sin 8, YU), 
etc. Since (7) gives a in terms of (0, I, u), we may consider Eq. (8b) super- 
fluous or redundant. From (8a, c) 
du - = B# + qe, y, q, 
de (9) 
where 
B -zz - A-‘A 
ye, Y, 24) = X-‘Au - {X + .-1(X sin B - P cos 0}}-l . {AU + ~-lz). 
Using Lemma 1 it is easy to check that U is defined and continuous on N, 
and is Cl in (0, u) on N6; C’(B, 0, u) = 0 and hence Uc,,,,(fI, 0, u) = 0; U 
is Cl in (0, I, u) on A’:; rur(0, Y, u) -+ 0 uniformly in 6 and 1 1( ; < S as Y -+ 0. 
Since A has no eigcnvalue equal to ihn (i = 1/-- 1) for any integer n, 
it follows that B has no eigenvalue equal to in for any integer n, and hence 
we can use perturbation theory, where T is considered the perturbation param- 
eter, to solve (9) for the unique solution II = u(f?, Y) having period 2~ in 
0. As is well known, z, satisfies the following integral equation (see [6], 
Chapter 5): 
a(e, I) = {e-B2n - I}-’ 1; e-Bo qe + u, Y, v(e + u, I)) do. (10) 
LEWMA 2. The solution v  = w(0, Y) has the following properties: 
(i) For 6 suficiently small v  is defined and continuous for all B and 
0 \( Y < 8; v  has period 27~ in 8; w(e, 0) s 0. 
(ii) w Es Cl in B and ve(0,O) - 0. 
(iii) e, is Cl in (0, Y) for all 8 and 0 < Y < 6; rv,(f?, Y) --+ 0 uniformly in 0 
asr+O. 
PROOF OF LEMMA 2. The fact that z, exists with property (i) is well 
known; one merely solves (10) by iteration. From (lo), if we exists it must 
satisfy 
I 
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uo(e, I) = (e-B2n - 1)-l e-“{Ue(e + U,Y, qe + 0, I)) 
0 
+ u,(e t- a, Y, w(e + u, 7)) o,(e + a, ~1) do. 
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Consider the equation 
.; &(e -:- u, I, c(e -F u, Y)) ~(0 -- (7, I)) do, 
where dimp := dim 0s. Using the properties wc listed for c’ and starting 
with p” = 0, one easily solves this equation by iteration. The solution 
p =.: ~(0, Y) is defined and continuous for all 0 and 0 < Y  < i3 for 6 sufficientl! 
small. It is not difficult to show that for h a real scalar, 
h--1+(8 -I- h, y) - v(e, y)j + p(e, y) 
as h -+ 0. Thus ws exists and rje(O, Y) = p(8, r). A similar argument shows 
that v, exists and is continuous for all 0 and m-l < Y  < 6 where m is any 
large positive integer. Therefore v, exists and is continuous for all 8 and 
0 < Y  < 6. The fact that rvr(8, I) + 0 uniformly in 8 as Y  + 0 follows 
by computing TV, from (10) and using the properties listed for c’. This 
completes the proof of Lemma 2. 
An immediate consequence of Lemmas 1 and 2 is that the two products 
rR(8, I, v(0, Y)) and rc(8, I) are Cl in (8, Y) for all 0 and 0 < Y  < 6, and that 
$, we, 6 v(e, m-O = 0 
Let 
b = b(e, y) = ~(1 + zqe, Y,  v(e, y))). (11) 
The inverse function theorem applied to (11) yields Y  = r(8, b) where Y  is 
defined and Cl for all 0 and 0 < b < y for y sufficiently small; Y  has period 
27 in 0; r(B, 0) E 0; rs(B, 0) Y 0; r,(B, 0) = 1. Via the polar coordinates 
X = 6 COS 0 
y = b sin t9 w 
the manifold MA is easily described. Let 
44 Y) = e, 4 e, et 4) 
where 0 and b are functions of x and y obtained by inverting (12). Then 
M*={(x,y,~)IIsfI+lyl <s,z=+,Y)). 
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The change of variables (12) is nonsingular except at the origin. To show that 
w is Cl in (x, y) at the origin, we compute 
= cos 0 $ - b-l sin 0 $ ra(0, r) 
I I 
= cos qybo(e, y) + yw,(e, y) ybj 
- b-1 sin epp(e, Y) + yw,(e, Y) + yw,(e, I) Y,}. 
Therefore, wz(x, y) + 0 as (x, y) -+O. A similar computation shows that 
w&x, y) --t 0 as (x, y) -+ 0. It is easy to see that 
as (x, y) + 0. Hence w is Cl in (x, y) in a neighborhood of the origin and w, 
w(~,~) = 0 when (x, y) = 0. 
The parameterization 
x = y(i + qe, y, w(e, y)) c~s e 
y = ~(1 + R(e, I, w(e, I)) sin e 
z = yw(e, y) (13) 
exhibits MA as a nested, l-parameter (I 3 0) family of periodic orbits of (1). 
That this is so follows from having introduced new coordinates in (4), having 
computed R by means of the integral H in (5), and having computed w as the 
unique family of periodic solutions of (9) which was obtained by eliminating t 
between (8a) and (8~). From (13) it is clear that as Y + 0 the periodic orbit 
goes to the origin. 
Let $(t, r), #(O, Y) = 0, represent the unique solution of the equation 
B = - h - b-l{2 sin e - P cos ej (14) 
with zero initial condition at t = 0, where b = b(B, Y) given in (11) and 
B = X(b cos 8, b sin 8, yw(e, Y)) -= X(Y(~ + R(e, Y, w(e, I))) cos e ,...) 
P = ~(b cos e,...). 
Thus (14) is equation (8a) restricted to MA. Solutions of (1) on Ma are obtained 
by replacing 0 in (13) by #(t + c, Y), w h ere c is any real constant. If there 
exists w # 0 such that 
$+J, 7) + 27r = 0, 
then for all t 
qqt + w, I) - (Cl@, Y) + 2x = 0 
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and the corresponding solution of (1) on :1/1,\ will have period 0, . CZlearl! 
and 
$(27;A ‘, 0) I 27i 7 0 
zj(2irh- ‘, 0) -.. A. 
Therefore by the implicit function theorem there exists a unique, real-valued 
function W(Y) defined and continuous for 0 ::< Y :z 6, 6 sufficiently small, such 
that w(O) = 27&l. Hence the nested family of periodic orbits of (I) on :M” 
have the property that as Y + 0 the corresponding periodic orbit goes to the 
origin and its period goes to 271 I h 1 ! . 
The uniqueness of ;M” follows from the uniqueness of the periodic 
solutions of (9). This completes the proof of our theorem. 
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