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O problema da ω-palavra para pseudovariedades de semigrupos
Resumo
A teoria de semigrupos comec¸ou, de certa forma, com um resultado sobre semi-
grupos finitos: o Teorema de Suschekewitsch de 1928 descrevendo a estrutura
dos semigrupos finitos sem ideais pro´prios. Nos anos 50, o desenvolvimento da
teoria dos auto´matos finitos trouxe motivac¸a˜o nova para o estudo de semigrupos
finitos. No entanto, so´ desde os anos 70 e´ que esta teoria tem obtido cada vez
mais atenc¸a˜o por parte dos investigadores sendo noto´rio o seu crescimento.
Desde meados dos anos 60 surgiu a questa˜o de como calcular a complexidade
de um semigrupo finito S, questa˜o esta, que quarenta anos volvidos continua a ser
a principal motivac¸a˜o para muitos trabalhos sobre semigrupos finitos. O problema
da decidibilidade para determinadas pseudovariedades e´ outro que continua a
ocupar os investigadores.
Neste trabalho de s´ıntese apresenta-se um pequeno estudo sobre o problema
da ω-palavra para as pseudovariedades Sl, N, K, D, LI, J e LSl. E´ ainda referida
uma soluc¸a˜o para o problema da ω-palavra sobreR, o qual se provou recentemente
ser decid´ıvel [13]. O problema da ω-palavra e´ o de decidir, para uma pseudo-
variedade e duas ω-palavras dadas, se a pseudovariedade verifica a igualdade das
ω-palavras.
Um dos principais motivos de interesse deste estudo esta´ relacionado com
o facto de o problema da ω-palavra ser decid´ıvel para V poder aparecer como
uma das condic¸o˜es necessa´rias para que a pseudovariedade V seja mansa. A
noc¸a˜o de mansida˜o foi introduzida recentemente numa tentativa de definir pro-
priedades mais fortes do que a decidibilidade que pudessem ser u´teis para provar
a decidibilidade de pseudovariedades definidas por operadores, tais como produto
semidirecto, supremo, produto de Mal’cev, etc.
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The ω-word problem for pseudovarieties of semigroups
Abstract
In a way, the semigroup theory started with a result about finite semigroup:
the 1928 Suschekewitsch’s theorem, describing the structure of finite semigroups
without proper ideals. On the 50’s, the development of the finite automata the-
ory brought a new motivation for the study of finite semigroups. However, it’s
only since the 70’s that this theory has obtained more and more attention from
researchers experiencing a notable growth.
The question of how to calculate the complexity of a finite semigroup S has
emerged in the midle 60’s, question that even after forty years, is still the main
motivation for many works about finite semigroups. The decidability problem for
some pseudovarieties is another problem that still occupies researchers.
In this synthesis work is presented a small study about the ω-word problem
in the pseudovarieties Sl, N, K, D, LI, J e LSl. It’s also referred a solution of
the ω-word problem over R, which has been recently proved as being decidable
[13]. The ω-word problem is the problem of deciding, for a pseudovariety and
two given ω-terms, if the pseudovariety verifies the equality of the ω-terms.
One of the main interests of this study is related with the fact that the ω-word
problem being decidable in V may appear as one of the necessary conditions for
the pseudovariety V to be tame. The notion of tameness has recently emerged
as a tentative of defining stronger properties others than decidability that could
be useful to prove the decidability of pseudovarieties defined by operators, such
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A motivac¸a˜o principal para o estudo da teoria de semigrupos deve-se a`s suas
aplicac¸o˜es em Informa´tica, nomeadamente na teoria de auto´matos e linguagens
racionais.
Nos u´ltimos 40 anos esta teoria teve um desenvolvimento considera´vel, o qual
se fez sentir, em grande parte, a partir da publicac¸a˜o de um resultado de Krohn e
Rhodes [28] e da publicac¸a˜o do tratado de Eilenberg [24]. Nesse tratado, Eilenberg
introduziu o conceito de pseudovariedade de semigrupos, como sendo uma classe
V de semigrupos finitos fechada para subsemigrupos, imagens homomorfas e
produtos directos finitos. As pseudovariedades revelaram-se desde logo o meio
mais adequado para estabelecer ligac¸o˜es com as teorias de linguagens racionais e
auto´matos passando assim a desempenhar um papel central na teoria.
No in´ıcio dos anos 80, Reiterman [29] provou que as pseudovariedades sa˜o
classes de semigrupos finitos definidas por pseudoidentidades, isto e´, igualdades
formais entre certos objectos designados operac¸o˜es impl´ıcitas (tambe´m chamadas
pseudo-palavras ou palavras profinitas). Entre os exemplos mais usuais de opera-
c¸o˜es impl´ıcitas encontram-se a multiplicac¸a˜o a · b e a ω-poteˆncia aω. O conceito
de pseudo-palavra e´ uma generalizac¸a˜o do de palavra sobre um alfabeto. Tem-
-se enta˜o que as palavras sa˜o um exemplo de pseudo-palavras. Refira-se ainda
como exemplos usuais de operac¸o˜es impl´ıcitas as ω-palavras, que sa˜o exactamente
aquelas que se podem construir a partir das letras usando, um nu´mero finito de
vezes, a multiplicac¸a˜o e a ω-poteˆncia. Neste trabalho e´ apresentado o estudo do
problema da ω-palavra para algumas pseudovariedades de semigrupos.
O trabalho esta´ organizado do seguinte modo:
O primeiro cap´ıtulo e´ destinado a introduzir notac¸o˜es, definic¸o˜es e resultados
ba´sicos da teoria de semigrupos. As refereˆncias principais para a obtenc¸a˜o de mais
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2pormenores e demonstrac¸o˜es sa˜o os livros de Howie [26], Almeida [4] e Eilenberg
[24].
Como refereˆncia para o cap´ıtulo 2 pode ser usada a tese de doutoramento de
J. C. Costa [21]. Da´-se in´ıcio a este cap´ıtulo com a introduc¸a˜o dos conceitos de
alfabeto e palavra. Sa˜o tambe´m introduzidas notac¸o˜es e definic¸o˜es no que respeita
a`s palavras finitas, infinitas e biinfinitas. Por u´ltimo e´ apresentado um estudo
sobre os factores das palavras biinfinitas que sera´ u´til para o quinto cap´ıtulo.
No terceiro cap´ıtulo, comec¸a-se por definir variedades e pseudovariedades de
semigrupos. Introduz-se o conceito de operac¸a˜o impl´ıcita e enuncia-se um teorema
fundamental: o Teorema de Reiterman.
O quarto cap´ıtulo e´ todo ele dedicado ao problema da ω-palavra para as
pseudovariedades Sl, N, K, D e LI.
No cap´ıtulo 5 apresenta-se a pseudovariedade LSl. Mostra-se que podemos
decidir efectivamente a igualdade entre duas ω-palavras de ΩALSl.
No sexto cap´ıtulo, depois de estudadas as operac¸o˜es impl´ıcitas sobre a pseu-
dovariedade DS, mostra-se que sobre a pseudovariedade J todas as operac¸o˜es
impl´ıcitas sa˜o ω-palavras e ainda que o problema da ω-palavra e´ decid´ıvel para
essa pseudovariedade. Este cap´ıtulo e´ apresentado de uma forma muito pro´xima
do que e´ feito no livro de J. Almeida [4].
No se´timo e u´ltimo cap´ıtulo, apo´s uma pequena abordagem de uma das
linhas de investigac¸a˜o que tem vindo a ser seguida em torno do problema da
decidibilidade de pseudovariedades, e´ apresentada uma soluc¸a˜o para o problema




Diz-se que um par ordenado (S, ·) e´ um semigrupo se S e´ um conjunto na˜o vazio
e · e´ uma operac¸a˜o bina´ria associativa definida sobre S. Isto e´, · e´ uma aplicac¸a˜o
de S×S em S, que a cada elemento (x, y) de S×S associa um elemento x ·y de S
(o qual designaremos de produto de x por y), tal que, para quaisquer x, y, z ∈ S,
(x · y) · z = x · (y · z).
O nu´mero |S| representa a cardinalidade do conjunto S e sera´ designado a
ordem de S. Se |S| e´ finito, S diz-se um semigrupo finito, caso contra´rio, diremos
que S e´ um semigrupo infinito.
Exemplos 1.1 1) Os conjuntos Zn = {0, 1, . . . , n − 1} (n ∈ N), munidos da
relac¸a˜o adic¸a˜o ou multiplicac¸a˜o mo´dulo n, sa˜o semigrupos finitos e |Zn| = n.
2) Dada uma famı´lia na˜o vazia (Si, ·i)i∈I de semigrupos, o seu produto directo
(
∏
i∈I Si, ·) e´ um semigrupo cujo conjunto suporte e´ o produto cartesiano dos
Si (i ∈ I) e o produto e´ definido por
(si)i∈I · (ti)i∈I = (si ·i ti)i∈I .
Por convenc¸a˜o, (
∏
i∈∅ Si, ·) e´ o semigrupo trivial, ou seja, o semigrupo com
um so´ elemento.
Quando da´ı na˜o advier confusa˜o, escreveremos habitualmente:
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• S para designar um semigrupo (S, ·);
• xy em vez de x · y;
• xn (n ∈ N) em vez de x · · ·x, o produto de n elementos todos iguais a x.
Se S for um semigrupo tal que, para quaisquer x, y ∈ S,
xy = yx,
diremos que S e´ um semigrupo comutativo.
Um semigrupo (M, ·) no qual existe e ∈M tal que, para todo o x ∈M ,
ex = xe = x,
diz-se um mono´ide. Note-se que para um mono´ide M qualquer, existe exa-
ctamente um elemento e ∈ M com esta propriedade, o qual designaremos de
(elemento) identidade. Geralmente, denotaremos esse elemento por 1 ou por 1M .
A partir de um semigrupo S, e´ sempre poss´ıvel construir um mono´ide, o qual
designaremos de mono´ide obtido de S por acre´scimo de um elemento identidade
se necessa´rio e denotaremos por S1. Se S tem elemento identidade, enta˜o S1 = S.
Caso contra´rio S1 = S ∪ {1}, onde 1 e´ um elemento que na˜o pertence a S e o
produto em S1 e´ uma extensa˜o do produto em S de modo que 1 seja o elemento
identidade, ou seja, para cada s ∈ S,
1s = s1 = s e 11 = 1.
Um semigrupo S que possui a seguinte propriedade
∀a, b ∈ S ∃x, y ∈ S, ax = b e ya = b,
diz-se um grupo. Esta na˜o e´ a definic¸a˜o mais comum para grupo, mas e´-lhe
equivalente, na qual um grupo e´ definido como sendo um mono´ide G em que
∀x ∈ G ∃x−1 ∈ G, x−1x = xx−1 = 1G.
Num grupo, os elementos x e x−1 sa˜o ditos inversos um do outro.
A um elemento z de um semigrupo S que verifique a condic¸a˜o
∀x ∈ S, zx = z,
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chama-se um (elemento) zero a` esquerda. A noc¸a˜o de (elemento) zero a` direita
e´ definida dualmente. Se um semigrupo S possui um elemento que e´ simultanea-
mente zero a` esquerda e zero a` direita, enta˜o esse elemento e´ u´nico e diz-se que e´
o (elemento) zero do semigrupo (habitualmente representado por 0 ou 0S), e que
S e´ um semigrupo com zero.
Exemplo 1.2 Seja S = [0, 1], o intervalo fechado dos reais entre zero e um e
consideremos para cada x, y ∈ S, x · y = min(x, y). O par (S, ·) e´ um semigrupo,
no qual 0 e´ o elemento zero e 1 e´ o elemento identidade.
Dado um semigrupo S, diz-se que S e´ um semigrupo zero a` esquerda se verifica
a condic¸a˜o
∀x, y ∈ S, xy = x,
ou seja, se todos os elementos de S sa˜o zeros a` esquerda. Dualmente, definimos
um semigrupo zero a` direita.
Um elemento e de um semigrupo S tal que e = e2 diz-se um idempotente.
Note-se que os elementos identidade e zero de um semigrupo, se existirem, sa˜o
idempotentes. Denotaremos por
E(S) = {e ∈ S | e2 = e}
o conjunto dos idempotentes de S.
Um semigrupo S diz-se um semigrupo idempotente ou uma banda se
todos os seus elementos sa˜o idempotentes, ou seja, se S = E(S). Uma banda
comutativa diz-se um semi-reticulado. Tem-se como exemplo fundamental de um
semi-reticulado o mono´ide U1 = {0, 1}, com dois elementos, munido do produto
00 = 01 = 10 = 0 e 11 = 1. O semigrupo do Exemplo 1.2 constitui outro exemplo
de um semi-reticulado.
Por uma banda rectangular entende-se um semigrupo, cujo conjunto suporte
e´ da forma A×B, com A e B conjuntos na˜o vazios, e cuja multiplicac¸a˜o e´ dada,
para todos os a, a′ ∈ A e b, b′ ∈ B, por
(a, b)(a′, b′) = (a, b′).
E´ imediato que estes semigrupos sa˜o bandas.
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Um semigrupo S diz-se nilpotente se
∀e ∈ E(S) ∀s ∈ S, es = se = e,
ou seja, se S possui um u´nico idempotente e esse idempotente e´ o elemento zero.
Proposic¸a˜o 1.3 Seja S um semigrupo finito. As condic¸o˜es seguintes sa˜o
equivalentes:
1. S e´ nilpotente;
2. S possui elemento zero e existe n ∈ N tal que Sn = 0 (a notac¸a˜o Sn tem o
significado usual e sera´ formalmente introduzida na secc¸a˜o seguinte);
3. ∃n ∈ N ∀x1, . . . , xn, y1, . . . , yn ∈ S, x1 · · ·xn = y1 · · · yn.
Um semigrupo S diz-se localmente trivial se
∀e ∈ E(S) ∀s ∈ S, ese = e.
1.2 Subsemigrupos
Sendo A e B subconjuntos de um semigrupo S, denota-se
AB = {ab ∈ S | a ∈ A, b ∈ B}.
Para quaisquer A,B,C ⊆ S, tem-se (AB)C = A(BC). Assim, o conjunto
P(S) das partes de S munido desta multiplicac¸a˜o e´ um semigrupo, chamado o
semigrupo das partes (ou semigrupo poteˆncia) de S.
Usaremos a notac¸a˜o An (n ∈ N) em vez de A · · ·A, para representar o produto
de n subconjuntos todos iguais a A. Para um elemento b ∈ S, escreveremos
simplesmente Ab (resp. bA) em vez de A{b} (resp. {b}A).
Sejam S um semigrupo e T um subconjunto na˜o vazio de S. Diz-se que T e´
um subsemigrupo de S, e escreve-se T ≤ S, se T e´ fechado para a operac¸a˜o em
S, isto e´,
∀x, y ∈ T, xy ∈ T.
Dito de outra forma, T e´ um subsemigrupo de S se T 2 ⊆ T . Como a condic¸a˜o de
associatividade se verifica para quaisquer elementos de S, em particular tambe´m
se verifica para quaisquer elementos de T , donde se conclui que T e´ um semigrupo.
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Exemplos 1.4 Seja S um semigrupo. Enta˜o:
1) S e´ um subsemigrupo de S.
2) Se S e´ um semigrupo com elemento zero e identidade, tem-se que {0} e {1} sa˜o
seus subsemigrupos. Mais geralmente, sendo e qualquer elemento idempotente
de S, {e} e´ um subsemigrupo de S.
Um subsemigrupo T de S diz-se um subgrupo de S, denotando-se T ≤g S, se
T e´ um grupo. No caso de S ser um mono´ide, dizemos que T e´ um submono´ide de
S, escrevendo-se T ≤m S, se T e´ um subsemigrupo de S que conte´m a identidade
de S.
Exemplos 1.5 Consideremos S = [0, 1] o semigrupo do Exemplo 1.2. Enta˜o:
1) O subconjunto [0, 1
2
] e´ um subsemigrupo de S e e´ um mono´ide, mas na˜o e´ um
submono´ide de S pois na˜o conte´m o elemento identidade 1S.
2) O subconjunto {1
2
} e´ um subgrupo de S.
Proposic¸a˜o 1.6 Seja T um subconjunto na˜o vazio de um semigrupo S. Sa˜o
equivalentes as afirmac¸o˜es seguintes:
(i) T e´ um subgrupo de S;
(ii) ∀x ∈ T, xT = Tx = T .
1.3 Ideais
Dado um subconjunto na˜o vazio I de um semigrupo S, diz-se que I e´ um ideal
(resp. ideal a` esquerda, ideal a` direita) de S, se
S1IS1 ⊆ I (resp. S1I ⊆ I, IS1 ⊆ I).
Note-se que I e´ um ideal de S, e escreve-se I S, se e somente se I e´ simultanea-
mente ideal a` esquerda e ideal a` direita de S.
Um ideal I de um semigrupo S e´ dito um ideal minimal de S se, para todo o
ideal J de S,
J ⊆ I ⇒ J = I,
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ou seja, se I e´ um ideal minimal para a relac¸a˜o de inclusa˜o. Um ideal minimal,
se existir, e´ u´nico, e dizemos que e´ o ideal mı´nimo de S, tambe´m designado o
nu´cleo de S. Note-se que nem todos os semigrupos teˆm ideal minimal.
A existeˆncia de ideal mı´nimo esta´ assegurada em dois casos importantes.
Exemplos 1.7 Seja S um semigrupo.
1) Se S e´ finito, enta˜o S tem ideal mı´nimo (que se mostra ser o produto de todos
os ideais de S).
2) Se S tem elemento zero, enta˜o {0} e´ o ideal mı´nimo de S.
1.4 Homomorfismos
Uma aplicac¸a˜o ϕ : S → T , onde S e T sa˜o semigrupos, diz-se um homomorfismo
ou morfismo (de semigrupos) de S em T se
∀x, y ∈ S, ϕ(xy) = ϕ(x)ϕ(y).
Para dois semigrupos S e T , dizemos ainda que:
• um homomorfismo ϕ de S em T e´ um monomorfismo se ϕ e´ uma aplicac¸a˜o
injectiva;
• T e´ imagem homomorfa de S se existe um homomorfismo sobrejectivo (dito
um epimorfismo) de S em T ;
• S e´ isomorfo a T , e escreve-se S ' T, se existe um homomorfismo bijectivo
(dito um isomorfismo) de S em T ;
• T divide S, e escreve-se T ≺ S, se T e´ imagem homomorfa de algum
subsemigrupo de S.
Em geral, identificaremos dois semigrupos isomorfos.
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1.5 Subsemigrupos gerados por uma parte do
semigrupo
Se {Ti : i ∈ N} e´ uma famı´lia na˜o vazia de subsemigrupos de um semigrupo S,
enta˜o facilmente se verifica que a intersecc¸a˜o dos conjuntos {Ti : i ∈ N}, ou e´ o
conjunto vazio ou e´ um subsemigrupo de S.
Se X e´ um subconjunto na˜o vazio de S, enta˜o a famı´lia dos subsemigrupos de
S que conteˆm X e´ na˜o vazia. De facto, o pro´prio S e´ um tal subsemigrupo, donde
a intersecc¸a˜o da famı´lia e´ um subsemigrupo de S contendo X. Denota-se por 〈X〉
o subsemigrupo de S gerado por X, sendo caracterizado como o subsemigrupo de
S que satisfaz as propriedades seguintes:
1) X ⊆ 〈X〉;
2) Se U e´ um subsemigrupo de S contendo X, enta˜o 〈X〉 ⊆ U .
Ou seja, 〈X〉 e´ o menor subsemigrupo de S que conte´m X. Como se pode
igualmente verificar 〈X〉 consiste de todos os elementos de S que podem ser
escritos como produtos finitos de elementos de X, isto e´, x1x2 · · ·xn, com n ∈ N
e x1, x2, . . . , xn ∈ X.
De particular interesse e´ o caso em que o conjunto de geradores e´ um conjunto
singular X = {x}, no qual escreveremos simplesmente 〈x〉 em vez de 〈{x}〉. Neste
caso referimo-nos a
〈x〉 = {x, x2, x3, . . .}
como o subsemigrupo monoge´nico gerado pelo elemento x. Se 〈x〉 e´ um conjunto
finito com n elementos, diz-se que o elemento x tem ordem (finita) n. Caso
contra´rio, diz-se que x tem ordem infinita. Se o semigrupo S satisfaz S = 〈x〉
para algum x pertencente a S, dizemos que S e´ monoge´nico.
O resultado seguinte e´ fundamental em teoria de semigrupos finitos.
Proposic¸a˜o 1.8 Se S e´ um semigrupo finito e x ∈ S, enta˜o existe k ∈ N tal que
xk e´ um idempotente.
Demonstrac¸a˜o: Seja x ∈ S. Como S tem ordem finita, enta˜o tambe´m x tem
ordem finita. Portanto, existem naturais distintos k e m tais que xk = xm.
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Supondo k < m, seja n = m− k. Enta˜o xk = xk+n, donde
xk = xk+n = xkxn = xk+nxn = xk+2n,
e mais geralmente, para cada q ∈ N0,
xk = xk+qn.
Pelo algoritmo de Euclides, todo o natural t ≥ k pode ser escrito na forma
t = k + qn+ r para alguns q ∈ N0 e r ∈ {0, 1, . . . , n− 1}. Logo,
xt = xk+qn+r = xk+qnxr = xkxr = xk+r.
Conclui-se portanto que
〈x〉 = {x, x2, x3, . . . , xk+n−1}.
Considere-se, agora, o menor natural i tal que xi = xj, para algum j > i. Tome-se
o menor natural p, tal que xi = xi+p. Enta˜o, pelo exposto anteriormente,
〈x〉 = {x, x2, . . . , xi, xi+1, . . . , xi+p−1},
e, pela escolha de i e p, os elementos x, x2, . . . , xi+p−1 sa˜o todos distintos. Os
nu´meros i e p sa˜o ditos, respectivamente, o ı´ndice e o per´ıodo do elemento x.
Consideremos o subsemigrupo de 〈x〉, G = {xi, xi+1, . . . , xi+p−1} e o grupo
c´ıclico Zp = {0, 1, . . . , p− 1} dos inteiros mo´dulo p. E´ um resultado ba´sico de
teoria de nu´meros que
∃h ∈ {0, . . . , p− 1} i+ h = 1.
Prova-se enta˜o que ϕ : G→ Zp, xm(i+h) 7→ m e´ um isomorfismo de semigrupos, e
portanto tem-se que G e´ um grupo c´ıclico. Conclui-se assim que a identidade de
G e´ o u´nico idempotente de G e, consequentemente, o u´nico idempotente de 〈x〉,
pois por definic¸a˜o de i nenhum elemento da lista x, x2, . . . , xi−1 e´ idempotente.2
Resulta da demonstrac¸a˜o anterior que 〈x〉 conte´m um u´nico idempotente. Tal
idempotente e´ representado usualmente por xω.
Corola´rio 1.9 Todo o semigrupo finito tem pelo menos um idempotente.
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Demonstrac¸a˜o: Seja S um semigrupo finito e seja x ∈ S. Enta˜o x tem ordem
finita e portanto, pela Proposic¸a˜o 1.8, 〈x〉 conte´m um idempotente. 2
Dado um semigrupo S, ao menor inteiro positivo n, caso exista, tal que para
qualquer x ∈ S, xn e´ um idempotente, chama-se o expoente de S.
O resultado seguinte afirma que existe sempre o expoente de um semigrupo
finito.
Proposic¸a˜o 1.10 Seja S um semigrupo finito. Enta˜o existe n ∈ N tal que para
todo o x ∈ S, xn e´ um idempotente.
Demonstrac¸a˜o: Consideremos n = mmc {rx : x ∈ S}, onde rx e´ o menor
nu´mero natural tal que xrx e´ um idempotente. Uma vez que a Proposic¸a˜o 1.8
garante a existeˆncia de rx, para todo o elemento x de S, conclui-se enta˜o que x
n
e´ um idempotente, para qualquer x ∈ S. 2
Mostremos agora uma propriedade ba´sica dos semigrupos finitos.
Proposic¸a˜o 1.11 Sejam S um semigrupo finito e |S| o seu cardinal. Enta˜o
∀n ≥ |S|, Sn = SE(S)S.
Demonstrac¸a˜o: Seja n ≥ |S|. A inclusa˜o SE(S)S ⊆ Sn e´ o´bvia. Para provar a
inclusa˜o contra´ria seja s = s1s2 · · · sn ∈ Sn com s1, s2, . . . , sn ∈ S. Consideremos
agora os seguintes elementos de S,
s1, s1s2, s1s2s3, . . . , s1s2 · · · sn.
Como n ≥ |S|, se estes produtos sa˜o todos distintos entre si, enta˜o o Corola´rio
1.9 garante que um deles, digamos s1s2 · · · sk, e´ idempotente. Tem-se enta˜o
s = (s1s2 · · · sk)(s1s2 · · · sk)(sk+1sk+2 · · · sn) ∈ SE(S)S.
Se os produtos em causa na˜o sa˜o todos distintos, enta˜o existem i, j ∈ {1, . . . , n}
com i < j, tais que
s1s2 · · · si = s1s2 · · · sisi+1 · · · sj.
Consequentemente, para todo o natural m,
s1s2 · · · si = s1s2 · · · si(si+1 · · · sj)m.
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Como S e´ finito, pela Proposic¸a˜o 1.8, existe um natural r tal que (si+1 · · · sj)r e´
idempotente. Assim,
s = s1s2 · · · sisi+1 · · · sjsj+1 · · · sn = s1s2 · · · si(si+1 · · · sj)rsj+1 · · · sn,
e deduz-se tambe´m neste caso que s ∈ SE(S)S. 2
1.6 Congrueˆncias
Uma relac¸a˜o de equivaleˆncia θ sobre um semigrupo S diz-se uma congrueˆncia
esquerda de S, se
∀a, b, x ∈ S, (a, b) ∈ θ ⇒ (xa, xb) ∈ θ.
A noc¸a˜o de congrueˆncia direita de S e´ definida dualmente. Uma relac¸a˜o de
equivaleˆncia θ sobre um semigrupo S e´ uma congrueˆncia se θ e´ simultaneamente
uma congrueˆncia esquerda e direita, o que e´ equivalente, como se pode provar, a
ter-se
∀a, b, c, d ∈ S, (a, b), (c, d) ∈ θ ⇒ (ac, bd) ∈ θ.
Sejam R uma relac¸a˜o de equivaleˆncia sobre um conjunto A e a ∈ A. A classe
de equivaleˆncia de a definida pela relac¸a˜o R e´ o conjunto
[a]R = {b ∈ A | aR b}.
Chama-se conjunto quociente de A por R ao conjunto de todas as classes de
equivaleˆncia de R. Representa-se por A/R, e tem-se portanto
A/R = {[a]R | a ∈ A}.
Se θ e´ uma congrueˆncia sobre um semigrupo S, o conjunto quociente S/θ
munido da operac¸a˜o bina´ria, definida para cada a, b ∈ S por
[a]θ[b]θ = [ab]θ
e´ um semigrupo, chamado o semigrupo quociente de S por θ.
A aplicac¸a˜o
pi : S → S/θ
a 7→ [a]θ
e´ um epimorfismo, chamado o epimorfismo cano´nico de S para S/θ.
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Exemplo 1.12 Seja S um semigrupo. Para um ideal I de S, designa-se por
congrueˆncia de Rees sobre S de nu´cleo I a relac¸a˜o de equivaleˆncia θI sobre S,
definida por
aθIb ⇐⇒ a = b ou a, b ∈ I.
O semigrupo quociente S/θI denota-se usualmente por S/I.
Sejam ρ e σ relac¸o˜es bina´rias sobre um conjunto na˜o vazio X. Notaremos por
ρe a equivaleˆncia sobre X gerada por ρ, ou seja, ρe e´ a menor equivaleˆncia sobre
X que conte´m ρ. A equivaleˆncia gerada por ρ ∪ σ sera´ denotada por ρ ∨ σ, ou
seja,
ρ ∨ σ = (ρ ∪ σ)e.
Quando as relac¸o˜es ρ e σ comutam, relativamente a` composic¸a˜o, o ca´lculo de
ρ ∨ σ fica bastante simplificado como o mostra a proposic¸a˜o seguinte.
Proposic¸a˜o 1.13 Se ρ e σ sa˜o relac¸o˜es de equivaleˆncia sobre um conjunto X
tais que ρ ◦ σ = σ ◦ ρ, enta˜o ρ ∨ σ = ρ ◦ σ.
Recorde-se que,
ρ ◦ σ = {(a, b) ∈ X ×X | ∃c ∈ X : (a, c) ∈ ρ ∧ (c, b) ∈ σ}.
1.7 Relac¸o˜es de Green
As relac¸o˜es de Green devem o seu nome a J. A. Green que as introduziu em
1951 e desempenham um papel fundamental no desenvolvimento da teoria de
semigrupos. Algumas das mais importantes classes de semigrupos finitos podem
ser definidas atrave´s delas.
Seja S um semigrupo. As relac¸o˜es de equivaleˆncia sobre S designadas por
relac¸o˜es de Green sa˜o cinco: R,L, J,H e D. Comecemos por definir R,L e J.
Estas relac¸o˜es de equivaleˆncia esta˜o associadas a`s seguintes relac¸o˜es de quasi-
-ordem (isto e´, reflexivas e transitivas): para x, y ∈ S,
x ≤R y ⇔ xS1 ⊆ yS1 ,
x ≤L y ⇔ S1x ⊆ S1y ,
x ≤J y ⇔ S1xS1 ⊆ S1yS1 .
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Note-se que,
xS1 ⊆ yS1 ⇔ x ∈ yS1
⇔ ∃u ∈ S1, x = yu.
Condic¸o˜es similares sa˜o va´lidas para as relac¸o˜es de quasi-ordem ≤L e ≤J.
Assim, para K ∈ {R,L, J}, define-se para quaisquer x, y ∈ S
xKy se e so´ se x ≤K y e y ≤K x.
Ou seja,
xRy ⇔ xS1 = yS1 ⇔ xu = y e yv = x para alguns u, v ∈ S1,
xLy ⇔ S1x = S1y ⇔ ux = y e vy = x para alguns u, v ∈ S1,
xJy ⇔ S1xS1 = S1yS1 ⇔ uxv = y e ryt = x para alguns u, v, r, t ∈ S1.
Resulta imediatamente da definic¸a˜o que R ⊆ J e L ⊆ J. Sendo tambe´m evidente
que
xu ≤R x, ux ≤L x e uxv ≤J x
para qualquer x ∈ S e quaisquer u, v ∈ S1.
As duas restantes relac¸o˜es de Green (H eD), sa˜o definidas atrave´s das relac¸o˜es
R e L:
H = R ∩ L e D = R ∨ L.
Como se pode verificar, as compostas R◦L e L◦R coincidem em cada semigrupo
e portanto, pela Proposic¸a˜o 1.13, obte´m-se a caracterizac¸a˜o mais simples e u´til
D = R ∨ L = R ◦ L = L ◦ R.
Define-se ainda a relac¸a˜o de quasi-ordem ≤H sobre S da seguinte forma
x ≤H y ⇔ x ≤R y e x ≤L y.
O resultado que se segue e´ de grande importaˆncia no estudo dos semigrupos
finitos.
Proposic¸a˜o 1.14 Se S e´ um semigrupo finito, enta˜o D = J.
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Seja S um semigrupo. Para qualquer das relac¸o˜es de Green K sobre S,
denotaremos por Kx a K-classe contendo um dado elemento x ∈ S. Diz-se que S
e´ K-trivial se K e´ a relac¸a˜o de igualdade em S, isto e´, se Kx = {x} para todo o
elemento x ∈ S. Se K e´ a relac¸a˜o universal em S, ou seja, se Kx = S para todo
o elemento x ∈ S, enta˜o S diz-se K-universal.
Exemplo 1.15 Seja A um conjunto finito. O semigrupo (P(A),∩) e´ J-trivial.
De facto, dados X, Y ∈ P(A) tais que X JY , deduz-se
X JY ⇒ B ∩X ∩ C = Y e D ∩ Y ∩ E = X, para alguns B,C,D,E ∈ P(A)
⇒ Y ⊆ X e X ⊆ Y
⇒ Y = X.
1.8 A estrutura das D-classes
Cada D-classe num semigrupo S e´ tanto uma unia˜o de R-classes como de L-
-classes, enquanto a intersecc¸a˜o na˜o vazia de uma R-classe e de uma L-classe
e´ uma H-classe. Esta observac¸a˜o sugere a representac¸a˜o das D-classes como
“caixas de ovos”, segundo a qual os elementos de cada D-classe sa˜o organizados














linha de quadrados uma R-classe e cada coluna de quadrados uma L-classe. Para
indicar que uma dada H-classe conte´m um idempotente e´ frequente representar
um asterisco no quadrado correspondente a essa H-classe.
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Exemplo 1.16 Consideremos o semigrupo B2 = {o, e, f, a, b} de matrizes, onde
















A tabela de Cayley de B2 e´ dada por
· o e f a b
o o o o o o
e o e o a o
f o o f o b
a o o a o e
b o b o f o
O semigrupo B2 pode ser representado pelo seguinte diagrama, que descreve a




Como se verifica pelo diagrama, este semigrupo tem duas D-classes, sendo elas
{o} e {e, b, f, a}. Possui treˆs L-classes, treˆs R-classes e cinco H-classes, sendo
H-trivial.
Lema 1.17 (Lema de Green) Sejam a, b elementos R-equivalentes de um semi-
grupo S e sejam s, t ∈ S1 tais que
as = b e bt = a.
Enta˜o as correspondeˆncias
ρs : La → Lb e ρt : Lb → La
x 7→ xs x 7→ xt
sa˜o aplicac¸o˜es bijectivas mutuamente inversas que preservam as H-classes.
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Demonstrac¸a˜o: Mostremos primeiro, que ρs esta´ bem definida. Seja x ∈ La.
Enta˜o, tem-se
x ∈ La ⇒ xLa ⇒ S1x = S1a ⇒ S1xs = S1as ⇒ xsLas
⇒ ρs(x) ∈ Lb.
Conclui-se assim, que ρs e´ de facto uma aplicac¸a˜o de La em Lb.
Como por hipo´tese x ∈ La, enta˜o existe u ∈ S1 tal que x = ua, donde
ρt ◦ ρs(x) = ρt(xs) = xst = uast = ubt = ua = x,
o que mostra que ρt ◦ ρs e´ a aplicac¸a˜o identidade sobre La. Aplicando os mesmos
argumentos mostra-se que ρt e´ uma aplicac¸a˜o de Lb em La e que ρs ◦ ρt e´ a
aplicac¸a˜o identidade sobre Lb. Assim conclui-se a primeira parte do resultado.
Para provar a u´ltima parte do resultado, consideremos x, y ∈ La, e supo-
nhamos que x H y. Enta˜o x R y e x L y. Da segunda condic¸a˜o resulta ime-
diatamente que xs L ys, ou seja, ρs(x) L ρs(y). Por outro lado, como ρs e ρt
sa˜o bijecc¸o˜es mutuamente inversas deduz-se x = xst e y = yst, portanto xRxs e
yRys. Agora, como xRy pode concluir-se que xsRys, ou seja, ρs(x)Rρs(y). Por-
tanto ρs(x)Hρs(y). Reciprocamente, admitindo que xsHys, deduz-se xstHyst,
ou seja xHy. Mostramos assim que xHy se e so´ se ρs(x)Hρs(y), i.e., ρs preserva
as H-classes. De modo ana´logo mostra-se que ρt preserva as H-classes. 2
O Lema de Green admite o seguinte resultado ana´logo para as R-classes.
Lema 1.18 (Lema de Green (dual)) Sejam a, b elementos L-equivalentes de
um semigrupo S e sejam s, t ∈ S1 tais que
sa = b e tb = a.
Enta˜o as correspondeˆncias
λs : Ra → Rb e λt : Rb → Ra
x 7→ sx x 7→ tx
sa˜o aplicac¸o˜es bijectivas mutuamente inversas que preservam as H-classes.
Como consequeˆncia do Lema de Green e do seu dual deduz-se o seguinte
resultado.
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Corola´rio 1.19 Seja S um semigrupo e sejam a, b elementos de S. Se a D b,
enta˜o |Ha| = |Hb|.
Demonstrac¸a˜o: Como por hipo´tese aD b, enta˜o existe c ∈ S1 tal que a R c e
cLb, donde
cr = a, as = c, tc = b, ub = c,
para alguns r, s, t, u ∈ S1. Pelos Lemas 1.17 e 1.18 deduz-se que ρs|Ha e´ uma
bijecc¸a˜o de Ha para Hc e λt|Hc e´ uma bijecc¸a˜o de Hc para Hb. Portanto λt ◦ ρs|Ha
e´ uma bijecc¸a˜o de Ha para Hb (com inversa ρr ◦ λu|Hb), e da´ı resulta que |Ha| =
|Hb|. 2
Proposic¸a˜o 1.20 Para quaisquer dois elementos a, b ∈ S, ab ∈ Ra ∩ Lb se e so´




Demonstrac¸a˜o: Suponhamos que ab ∈ Ra ∩ Lb. Enta˜o ab R a e Lab = Lb, e
assim, pelo Lema de Green, ρb : La → Lb, x 7→ xb, e´ uma bijecc¸a˜o que preserva
as H-classes. Logo, existe e ∈ La∩Rb tal que ρb(e) = b, ou seja, eb = b. Dado que
eR b, existe t ∈ S1 tal que e = bt. Segue-se, (bt)b = eb = b, e consequentemente,
e2 = (bt)(bt) = (btb)t = bt = e, ou seja, e e´ um idempotente.
Reciprocamente, se e = e2 ∈ Rb ∩ La, enta˜o e R b e e L a, donde er = b e
se = a para alguns r, s ∈ S1. Logo,
eb = e(er) = (ee)r = er = b e ae = (se)e = s(ee) = se = a.
Como eR b e eLa, deduz-se que aeRab e ebLab. Ou seja, aRab e bLab, o que
prova que ab ∈ Ra ∩ Lb. 2
Dos resultados anteriores deduz-se os seguintes corola´rios importantes.
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Corola´rio 1.21 Seja H umaH-classe de um semigrupo S. As condic¸o˜es seguintes
sa˜o equivalentes:
i) H conte´m um idempotente;
ii) H2 ∩H 6= ∅ (i.e., existem a, b ∈ H tais que ab ∈ H);
iii) H2 = H e, neste caso, H e´ um subgrupo de S.
Corola´rio 1.22 Se e e´ um idempotente de um semigrupo S, enta˜o He e´ um
subgrupo de S. Nenhuma H-classe de S pode conter mais do que um idempotente.
Outro resultado importante e´ o seguinte, cuja demonstrac¸a˜o pode ser encon-
trada em [27].
Proposic¸a˜o 1.23 Seja S um semigrupo finito. Se a, b ∈ S sa˜o tais que a ≤J b,
enta˜o:
1. se b ≤R a enta˜o aRb;
2. se b ≤L a enta˜o aLb;
3. se b ≤H a enta˜o aHb.
Refira-se ainda que todo o semigrupo finito S possui uma J-classe mı´nima (em
relac¸a˜o a` ordem parcial definida sobre as J-classes). Prova-se que esta J-classe
mı´nima, J , e´ o ideal mı´nimo de S. Com base no Corola´rio 1.21, podemos verificar
que J e´ constitu´ıda por H-classes que sa˜o grupos. Suponhamos enta˜o que H e´
uma H-classe e que H esta´ contida em J. Se H2 = H, enta˜o H e´ grupo. Caso
contra´rio, existem a, b ∈ H tais que ab /∈ H, e prova-se que Jab < Ja o que e´
absurdo porque J e´ mı´nima.
1.9 Elementos regulares de um semigrupo
Um elemento a de um semigrupo S diz-se regular se existe x ∈ S tal que axa = a.
O elemento x e´ chamado um associado de a. O conjunto dos associados de a e´
representado por A(a). Se todos os elementos de S sa˜o regulares, dizemos que S
e´ um semigrupo regular.
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Sejam S um semigrupo e a ∈ S. Dizemos que a′ ∈ S e´ um inverso de a se
aa′a = a e a′aa′ = a′.
Ou seja, a′ e´ um inverso de a se a′ ∈ A(a) e a ∈ A(a′). O conjunto dos inversos
de a e´ representado por V (a). Note-se que um elemento de S que admite um
inverso e´ necessariamente regular. De igual modo, todo o elemento regular a ∈ S
tem um inverso: se x ∈ A(a), enta˜o xax ∈ V (a). Um elemento pode ter mais do
que um inverso.
Exemplos 1.24 Seja S um semigrupo e seja a ∈ S.
1) Se S e´ um grupo, enta˜o S e´ um semigrupo regular e A(a) = {a−1};
2) Se S e´ uma banda rectangular, enta˜o S e´ um semigrupo regular. Tem-se
A(a) = S e V (a) = S para cada a ∈ S;
3) Todo o elemento e ∈ E(S) e´ regular (eee = e).
Passemos agora a demonstrar uma proposic¸a˜o que da´ diversas caracterizac¸o˜es
das D-classes regulares de um semigrupo.
Proposic¸a˜o 1.25 Seja D uma D-classe de um semigrupo finito S. Enta˜o, as
seguintes condic¸o˜es sa˜o equivalentes:
i) D e´ regular;
ii) D conte´m algum elemento regular;
iii) cada R-classe de D conte´m algum idempotente;
iv) cada L-classe de D conte´m algum idempotente;
v) D conte´m algum idempotente;
vi) existem a, b ∈ D tais que ab ∈ D.
Demonstrac¸a˜o: Prova-se, inicialmente, que a e´ regular se e so´ se Ra conte´m
algum idempotente.
CAP´ıTULO 1. PRELIMINARES 21
Suponhamos que a e´ regular. Enta˜o axa = a, para algum x ∈ S. Agora,
tomando e = ax, verifica-se que aR e. Note-se que e e´ idempotente, pois, e =
ax = (axa)x = (ax)(ax) = e2.
Reciprocamente, se aRe, para algum idempotente e, enta˜o existem x, y ∈ S1
tais que ax = e e ey = a. Assim, deduz-se que ea = e(ey) = e2y = ey = a e,
portanto, que a = ea = e2a = axea, ou seja, que a e´ regular. Analogamente,
prova-se que a e´ regular se e so´ se La conte´m algum idempotente.
Sejam a, b ∈ D tais que a e´ regular. Dado que aDb, existe c ∈ S tal que aRc
e cL b. Como por hipo´tese a e´ regular, Ra = Rc conte´m um idempotente e por
isso c e´ regular. Portanto, Lc = Lb conte´m um idempotente e consequentemente
b e´ regular. Isto estabelece a equivaleˆncia das quatro primeiras condic¸o˜es. Por
outro lado, que iii) implica v) e´ evidente. Que v) implica ii) tambe´m e´ evidente
(pois, ja´ foi referido que todo o elemento idempotente e´ regular). Finalmente a
equivaleˆncia entre v) e vi) resulta da Proposic¸a˜o 1.23 e da Proposic¸a˜o 1.20. 2
Note-se que, pela Proposic¸a˜o 1.25 (cujas cinco primeiras condic¸o˜es sa˜o equi-
valentes para semigrupos quaisquer), e´ imediato que para D, uma D-classe de um
semigrupo S, ou todos os elementos de D sa˜o regulares ou nenhum elemento de
D e´ regular. Se todos os elementos sa˜o regulares D diz-se uma D-classe regular ,
caso contra´rio diz-se uma D-classe irregular.
Para finalizar apresentamos certas classes de semigrupos que podem ser defini-
das atrave´s das relac¸o˜es de Green, como hav´ıamos referido anteriomente, ou por
condic¸o˜es de regularidade. Por exemplo, prova-se que um semigrupo S e´ um
grupo se e so´ se H e´ a relac¸a˜o universal sobre S.
Definic¸a˜o 1.26 Um semigrupo S diz-se:
1. aperio´dico, se H e´ a relac¸a˜o trivial sobre S;
2. simples, se J e´ a relac¸a˜o universal sobre S;
3. inverso, se e´ regular e cada elemento tem um e um so´ inverso;
4. ortodoxo, se e´ regular e os seus idempotentes formam um subsemigrupo.
Como exemplos de semigrupos simples temos as bandas rectangulares. Os




Chama-se alfabeto a um conjunto A finito na˜o vazio. Os elementos de A sa˜o
chamados letras. Uma sequeˆncia finita a1a2 · · · an de letras de A diz-se uma
palavra sobre A. A sequeˆncia vazia denota-se por 1 e diz-se a palavra vazia.
Representa-se por A∗ o conjunto de todas as palavras sobre A e A+ denota o
conjunto A∗ \ {1}. Munindo o conjunto A+ (resp. A∗) com a operac¸a˜o bina´ria ·
definida, para quaisquer duas palavras u = a1 · · · an e v = b1 · · · bm de A+, por
u · v = a1a2 · · · an · b1b2 · · · bm = a1a2 · · · anb1b2 · · · bm = uv,
(u · 1 = a1a2 · · · an · 1 = a1a2 · · · an = u = 1 · u e 1 · 1 = 1)
chamada o produto (de concatenac¸a˜o) de palavras, obte´m-se um semigrupo (resp.
mono´ide), designado o semigrupo livre gerado por A (resp. mono´ide livre gerado
por A). A justificac¸a˜o desta designac¸a˜o encontra-se na propriedade do pro´ximo
resultado. Ou seja, A+ e´ livre sobre A no seguinte sentido.
Proposic¸a˜o 2.1 Seja S um semigrupo. Se ϕ : A→ S e´ uma aplicac¸a˜o qualquer,
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comuta (ou seja, ϕ = ϕ ◦ ι), onde ι e´ a aplicac¸a˜o de inclusa˜o de A sobre A+.
Demonstrac¸a˜o: O morfismo ϕ e´ definido, para cada u = a1a2 · · · an ∈ A+, em
que ai ∈ A para todo o i, por
ϕ(u) = ϕ(a1)ϕ(a2) · · ·ϕ(an),
e diz-se o prolongamento natural de ϕ a A+. 2
Note-se que A∗ na˜o e´ um mono´ide comutativo em geral. Considerando por
exemplo, A = {a, b, c}, u = aba e v = ac obte´m-se uv = abaac 6= acaba = vu.
No entanto, as leis do corte sa˜o va´lidas no mono´ide A∗, i.e., dadas palavras
u, v, w ∈ A∗,
uv = uw ⇒ v = w (lei do corte a` esquerda)
vu = wu ⇒ v = w (lei do corte a` direita).
Dada uma palavra u sobre um alfabeto A, denota-se por |u|, o comprimento da
palavra u, que e´ o nu´mero de ocorreˆncias de letras de A em u. O comprimento da
palavra vazia e´ zero. Para a ∈ A, representa-se por |u|a o nu´mero de ocorreˆncias
da letra a em u. Por exemplo, sendo A = {a, b, c}, tem-se |b| = 1, |acaba| = 5,
|acaba|a = 3, |acaba|b = 1 e |b|c = 0. Note-se que, para um alfabeto A qualquer,
u, v ∈ A∗ e a ∈ A tem-se




O conteu´do de uma palavra u ∈ A∗ e´ o conjunto de todas as letras de A que
ocorrem em u e denota-se por c(u).
Sejam u e w duas palavras de A∗. Diz-se que
• u e´ um factor de w se existem x, y ∈ A∗ tais que w = xuy;
• u e´ um prefixo (resp. sufixo) de w se existe y ∈ A∗ tal que w = uy (resp.
w = yu);
• um factor (resp. sufixo, prefixo) u de w e´ pro´prio se u 6= w.
Seja k ∈ N0. Para cada palavra u ∈ A∗ de comprimento maior ou igual a k,
denota-se por pk(u) (resp. sk(u)) o prefixo (resp. sufixo) de u de comprimento k.
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Exemplo 2.2 Para A = {a, b, c} e u = abca os factores de u sa˜o 1, a, b, c,
ab, bc, ca, abc, bca e u; os prefixos de u sa˜o p0(u) = 1, p1(u) = a, p2(u) = ab,
p3(u) = abc e p4(u) = u. Note-se que todos os prefixos de comprimento menor
ou igual a treˆs sa˜o pro´prios. Finalmente, 1, a, ca, bca e u sa˜o sufixos de u.







 = 2 , pois bab ocorre duas vezes
na palavra bbababaa: b bab abaa, bba bab aa.
Diz-se que uma palavra u ∈ A+ e´ primitiva se
u = vn, com v ∈ A+ e n ∈ N ⇒ u = v (e n = 1),
ou seja, u na˜o e´ poteˆncia de uma outra palavra.
Duas palavras u, v ∈ A+ dizem-se conjugadas se existem x, y ∈ A∗ tais que
u = xy, v = yx.
Lema 2.3 Sejam u, v ∈ A+. Se u e´ primitiva e v e´ conjugada de u, enta˜o v
tambe´m e´ primitiva.
Demonstrac¸a˜o: Por hipo´tese v e´ conjugada de u, e portanto,
∃w, z ∈ A∗ : u = wz e v = zw.
Suponhamos que v = rk, onde r ∈ A+ e k ∈ N. Enta˜o, existem x, y ∈ A∗ e
k1, k2 ∈ N0 tais que r = xy, z = rk1x, w = yrk2 e k1 + k2 + 1 = k. Portanto,
u = wz = yrk2rk1x = (yx)k,
e como u e´ primitiva, k = 1. Logo, v = r. Conclui-se assim que v e´ primitiva. 2
Proposic¸a˜o 2.4 ([31]) Sejam u, v ∈ A∗. Se existem duas poteˆncias uk e vn de
u e de v, respectivamente, com o mesmo prefixo (ou sufixo) de comprimento pelo
menos igual a |u|+ |v| −mdc(|u|, |v|), enta˜o u e v sa˜o poteˆncias de uma mesma
palavra.
Corola´rio 2.5 Sejam u, v ∈ A+ e seja a ∈ A tal que s1(u) 6= a (resp. p1(u) 6= a).
Para k ∈ N tal que |uk| ≥ |u| + |v| −mdc(|u|, |v|), enta˜o auk (resp. uka) na˜o e´
factor de vp, qualquer que seja p ∈ N.
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Demonstrac¸a˜o: Consideremos |u|+ |v| −mdc(|u|, |v|) = n. Suponhamos que o
corola´rio e´ falso, ou seja, que auk e´ factor de algum vp. Enta˜o,
auk = (aw1)
mw2,
com aw1 conjugado de v, w2 ∈ A∗ prefixo pro´prio de aw1 e m ≥ 1.
• Se w2 6= 1, enta˜o
auk = (aw1)
mw2 = (aw1)(aw1) . . . (aw1)w2 = a(w1a) . . . (w1a)(w1a)w3,
onde aw3 = w2.
Portanto tem-se uk = (w1a)
tw3, onde t = m.
• Se w2 = 1, enta˜o
auk = (aw1)
mw2 = (aw1)
m = (aw1)(aw1) . . . (aw1) = a(w1a) . . . (w1a)w1.
Assim uk = (w1a)
tw3, onde w3 = w1 e t = m− 1.
Conclui-se assim que uk = (w1a)
tw3 para alguns t ∈ N0 e w3 ∈ A∗. Enta˜o, u e
w1a admitem poteˆncias com o mesmo prefixo de comprimento pelo menos igual
a n. Portanto, pela Proposic¸a˜o 2.4, u e w1a sa˜o poteˆncia de uma mesma palavra,
digamos z. Consequentemente,
∃i, j ∈ N : u = zi, w1a = zj.
Em particular s1(u) = s1(w1a) = a, o que e´ absurdo pois, por hipo´tese, s1(u) 6= a.
Portanto o corola´rio e´ verdadeiro. 2
Dada uma ordem total sobre o alfabeto A, extende-se esta ordem a uma ordem
total sobreA+, <lex, chamada ordem lexicogra´fica, a qual notaremos simplesmente
por < . Para um par de palavras u, v de A+ diz-se que u < v se, ou v ∈ uA+
(uA+ e´ aqui considerado como o conjunto de todas as palavras que teˆm u como
prefixo), ou caso existam a, b ∈ A e x, y, z ∈ A∗ tais que u = xay e v = xbz enta˜o
a < b. Atrave´s da definic¸a˜o, e´ imediato verificar que a ordem lexicogra´fica possui
as seguintes propriedades:
• ∀u ∈ A∗, v < w ⇔ uv < uw,
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• ∀u, v ∈ A∗, w /∈ zA∗ e z < w ⇒ zu < wv.
Fixada uma ordem lexicogra´fica sobre A+, diz-se que uma palavra primitiva
w ∈ A+ e´ uma palavra de Lyndon se
∀u, v ∈ A+, w = uv ⇒ w < vu.
O conjunto de todas as palavras de Lyndon denota-se por Lyn.
Exemplo 2.6 Para A = {a, b, c} e a < b < c, o conjunto das palavras de Lyndon
e´ (apresentamos apenas as palavras de comprimento menor ou igual a 3)
Lyn = {a, b, c, ab, ac, bc, aab, aac, abb, abc, acb, acc, bbc, bcc, . . .}.
Consideremos a palavra w = bba. Tomando u = bb e v = a tem-se w = uv. Ora
vu = abb < bba = uv = w pelo que w na˜o e´ uma palavra de Lyndon.
2.2 Palavras infinitas
Seja A um alfabeto. Uma palavra infinita a` direita sobre A e´ uma sequeˆncia
u = u1u2u3 · · · de letras ui indexadas por N, ou seja, e´ uma aplicac¸a˜o u : N→ A
tal que u(n) = un. O conjunto de todas as palavras infinitas a` direita sobre A
representa-se por AN.
A notac¸a˜o u[i,j] (i, j ∈ N, i ≤ j) representa o factor (finito) uiui+1 · · ·uj. O
factor u[1,j], diz-se um prefixo (finito) de u e denota-se pj(u).
O produto de uma palavra finita u = u1u2 · · ·un de A∗ por uma palavra
infinita a` direita v = v1v2 · · · de AN e´ a palavra infinita a` direita
uv = u1u2 · · ·unv1v2 · · · .
Define-se, de forma ana´loga, palavra infinita a` esquerda sobre o alfabeto A
como uma sucessa˜o u de letras de A indexada por −N, e representa-se u =
· · ·u−3u−2u−1. O conjunto de todas as palavras infinitas a` esquerda sobre A
representa-se por A−N.
Mante´m-se a notac¸a˜o, u[i,j] (i, j ∈ −N, i ≤ j) para representar o factor (finito)
uiui+1 · · ·uj. Neste caso, o factor u[i,−1] diz-se um sufixo (finito) de u e denota-se
s−i(u).
CAP´ıTULO 2. PALAVRAS 27
A notac¸a˜o Pref(u) (resp. Suf(u)) sera´ utilizada para representar o conjunto
dos prefixos (resp. sufixos) de u, com u uma palavra finita ou infinita a` direita
(resp. esquerda).
O produto de uma palavra infinita a` esquerda v = · · · v−2v−1 de A−N por uma
palavra finita u = u1u2 · · ·un de A∗ e´ a palavra infinita a` esquerda
vu = · · · v−2v−1u1u2 · · ·un.
Consideremos u = u1u2 · · ·un uma palavra de A+. Para notar a palavra
infinita a` direita (resp. a` esquerda) obtida por repetic¸a˜o infinita a` direita (resp.
a` esquerda) da palavra u, escreve-se u+∞ (resp. u−∞). Tem-se enta˜o
u+∞ = u1u2 · · ·unu1u2 · · ·un · · ·
u−∞ = · · ·u1u2 · · ·unu1u2 · · ·un.
Seja p ∈ N e w ∈ AN. Se existe um natural r tal que wn = wn+p para todo
o n maior ou igual a r, enta˜o p diz-se um per´ıodo u´ltimo da palavra infinita a`
direita w e esta diz-se ultimamente perio´dica. Uma palavra w ∈ AN ultimamente
perio´dica e´ da forma w = uv+∞, com u ∈ A∗ e v ∈ A+. Note-se que, se u = 1 a
palavra ultimamente perio´dica e´ da forma w = v+∞ e diz-se perio´dica.
Dada uma palavra ultimamente perio´dica w, chama-se o per´ıodo u´ltimo de w
ao menor dos per´ıodos u´ltimos de w. Se p0 ∈ N e´ o per´ıodo u´ltimo de uma palavra
w ∈ AN, enta˜o existe um natural minimal r0 tal que wn = wn+p0 para todo o n
maior ou igual a r0. Este natural minimal r0 e´ designado o ı´ndice de w. Assim, a
palavra w pode escrever-se na dita forma cano´nica, como
w = w1w2 · · ·wr0−1(wr0wr0+1 · · ·wr0+p0−1)+∞,
onde w1w2 · · ·wr0−1 ∈ A∗ e wr0wr0+1 · · ·wr0+p0−1 ∈ A+. O facto de r0 ser minimal
permite concluir que a letra wr0−1 (se r0 > 1) e´ diferente da letra wr0+p0−1.
Pelo Corola´rio 2.5, a palavra w e´ perio´dica se e so´ se r0 = 1. Portanto, para
u, v, w ∈ A+, se s1(u) 6= s1(v), uma igualdade do tipo uv+∞ = w+∞ na˜o e´
poss´ıvel. Note-se ainda que a palavra wr0 · · ·wr0+p0−1 e´ primitiva pelo facto de p0
ser o per´ıodo de w.
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Exemplo 2.7 Seja w = abcaca2ca2ca2 · · · uma palavra ultimamente perio´dica.
O per´ıodo u´ltimo de w e´ 3. Pode escrever-se
w = abca(ca2)+∞ = abc(aca)+∞.
Esta u´ltima representac¸a˜o de w verifica s1(abc) = c 6= a = s1(aca). Consequente-
mente, e´ a sua forma cano´nica.
Analogamente, uma palavra w ∈ A−N diz-se ultimamente perio´dica se
w = v−∞u para alguns u ∈ A∗ e v ∈ A+.
Se u e v forem escolhidas de comprimento mı´nimo, enta˜o v−∞u e´ a forma cano´nica
de w. A palavra w diz-se perio´dica se u e´ a palavra vazia.
2.3 Palavras biinfinitas
Define-se palavra biinfinita pontuada sobre o alfabeto A, como sendo uma sucessa˜o
de letras indexada por Z
u = · · ·u−2u−1u0u1u1u2 · · · ,
e denota-se u = (ui)i∈Z. Para indicar qual a letra u0, fazemos a separac¸a˜o dos ui
com i ≥ 0 dos ui com i < 0 por um ponto. Por exemplo,
u = · · · ab · cba · · ·
significa que u−2 = a, u−1 = b, u0 = c, u1 = b e u2 = a.
O conjunto de todas as palavras biinfinitas pontuadas sobre A representa-se
por AZ. Um factor de u, com u ∈ AZ, e´ uma palavra do tipo u[i,j] = ui · · ·uj,
com i, j ∈ Z, tal que i ≤ j. Para representar o conjunto dos factores (resp. de
comprimento k) de uma palavra w (finita, infinita ou biinfinita pontuada) escreve-
-se Fact(w) (resp. Factk(w)).
Sejam u e v duas palavras infinitas tais que u ∈ A−N e v ∈ AN. De forma
natural representaremos por u · v a palavra biinfinita pontuada definida por
(u · v)n =
 un se n ≤ −1vn+1 se n ≥ 0
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ou seja, u · v = · · ·u−2u−1 · v1v2 · · · .
Para cada n ∈ Z define-se um operador de translac¸a˜o sobre AZ como sendo a
aplicac¸a˜o σn : AZ −→ AZ, definida para cada u = (ui)i∈Z por σn(u) = (ui+n)i∈Z.
Diz-se que um par de palavras biinfinitas pontuadas u e v sa˜o similares , e
escreve-se u ∼ v, se v = σn(u) para algum n ∈ Z. Uma palavra biinfinita sobre
A e´ uma ∼-classe de AZ e denota-se por AZ˜ o conjunto de todas as palavras
biinfinitas sobre A.
Tomando u ∈ A−N e v ∈ AN, duas palavras infinitas, uv representa a ∼-classe
da palavra biinfinita pontuada u · v. Por exemplo, considerando A = {a, b}, a
palavra biinfinita sobre o albabeto A
b−∞ab+∞
representa a ∼-classe das palavras biinfinitas pontuadas sobre o alfabeto A com
uma u´nica ocorreˆncia da letra a.
Uma palavra biinfinita da forma v−∞v+∞, com v ∈ A+, denota-se simples-
mente por v∞ e diz-se perio´dica.
Consideremos uma palavra biinfinita pontuada w = (wi)i∈Z. Se existe n ∈ N
tal que w = σn(w), enta˜o w e´ perio´dica. Sendo u um factor de w de comprimento
n, enta˜o u diz-se um per´ıodo de w. Portanto, w e´ determinada por cada um dos
seus factores de comprimento n. Assim, tambe´m uma palavra biinfinita perio´dica
admite va´rias representac¸o˜es.
Exemplo 2.8 A palavra biinfinita associada a` palavra biinfinita pontuada u =
(ui)i∈Z tal que u3n−1 = a; u3n = b e u3n+1 = c, n ∈ Z, pode representar-se nas
formas seguintes
· · · abcabcabc · · · = · · · abcabc(abc)+∞
= · · · bcabca(bca)+∞
= · · · cabcab(cab)+∞
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Seja w ∈ AZ˜ uma palavra biinfinita perio´dica. Analogamente aos casos in-
finitos unilaterais, existe uma palavra u ∈ A+, de comprimento minimal, tal que
w = u∞. A igualdade w = v∞, e´ imediata para toda a palavra v ∈ A+ conjugada
de u. Reciprocamente, se w = z∞, com z ∈ A+ de comprimento minimal (ou
seja, |z| = |u|), enta˜o z e´ conjugada de u. Resumindo, se w = u∞ com u de
comprimento minimal, tem-se
w = v∞, com v ∈ A+de comprimento minimal⇔ v e´ conjugada de u.
Note-se que fixada uma ordem lexicogra´fica, existe no conjunto das palavras
conjugadas de u uma u´nica palavra de Lyndon x. Em particular tem-se
w = x∞,
que se designa a forma cano´nica de w e x o seu per´ıodo.
Por analogia aos casos infinitos unilaterais, uma palavra biinfinita w ∈ AZ˜
diz-se ultimamente perio´dica se existem x, z ∈ A+ e y ∈ A∗ tais que
w = x−∞yz+∞.
Seja w ∈ AZ˜. Se w e´ ultimamente perio´dica mas na˜o e´ perio´dica, enta˜o existem
u ∈ A+ de comprimento minimal, a ∈ A e r ∈ AN tais que w = u−∞ar, onde a
primeira letra de u e´ diferente de a. Sendo s ∈ A∗ e v ∈ A+ tais que r = sv+∞ e´
a forma cano´nica de r, a representac¸a˜o
w = u−∞asv+∞
e´ denominada a forma cano´nica de w.
Exemplo 2.9
Consideremos o alfabeto A = {a, b, c} e w a palavra biinfinita sobre A tal que,




= (cba)−∞c a b(ab)+∞
= (bac)−∞a (ba)+∞.
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2.4 Factores das palavras biinfinitas
Note-se que, se w, z ∈ AZ sa˜o palavras similares, enta˜o Fact(w) = Fact(z). Por-
tanto as definic¸o˜es e notac¸o˜es, respeitantes a factores, introduzidas para palavras
biinfinitas pontuadas podem ser extendidas de forma natural a`s palavras biinfini-
tas.
O teorema seguinte e´ um resultado cla´ssico de combinato´ria de palavras.
Teorema 2.10 ([32]) Seja w uma palavra biinfinita. Se a partir de uma certa
ordem k, com k ∈ N, |Factk+1(w)| = |Factk(w)|, enta˜o w e´ perio´dica.
Podemos agora provar alguns lemas (retirados de [21]) que sera˜o u´teis mais
tarde.
Lema 2.11 Sejam w, z ∈ AZ˜ um par de palavras biinfinitas ultimamente perio´di-
cas tais que Fact(w) ⊆ Fact(z).
1. Se z e´ perio´dica, enta˜o w = z.
2. Se z na˜o e´ perio´dica e a sua forma cano´nica e´ do tipo z = x−∞auy+∞, com
x, y ∈ A+, a ∈ A e u ∈ A∗, enta˜o tem-se w = z, w = x∞ ou w = y∞.
Demonstrac¸a˜o: Comecemos por supor que z e´ perio´dica, i.e., que existe u ∈ A+
tal que z = u∞.
Por hipo´tese Fact(w) ⊆ Fact(z), e consequentemente, para todo o n ∈ N
verifica-se |Factn(w)| ≤ |Factn(z)|. Como z = u∞, enta˜o para todo o n ∈ N
tem-se que |Factn(z)| ≤ |u|. Portanto, a sucessa˜o (|Factn(w)|)n∈N e´ limitada.
Tendo em considerac¸a˜o que (|Factn(w)|)n∈N e´ uma sucessa˜o mono´tona crescente,
e´ imediato concluir que a sucessa˜o (|Factn(w)|)n∈N e´ convergente. Assim, existe
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j ∈ N tal que |Factj+1(w)| = |Factj(w)| o que, pelo Teorema 2.10, permite
concluir que w e´ perio´dica.
Consideremos enta˜o que w = v∞ para alguma palavra v ∈ A+. Em particular,
para todo o inteiro k ∈ N, vk e´ factor de z, pois vk e´ factor de w e Fact(w) ⊆
Fact(z). Enta˜o, se escolhermos k ∈ N tal que
|vk| ≥ |v|+ |u| −mdc(|v|, |u|),
existem r ∈ A+ conjugada de u, r′ ∈ A∗ prefixo pro´prio de r e um inteiro m ∈ N
tais que
vk = rmr′.
Pela Proposic¸a˜o 2.4, deduz-se que v e r sa˜o poteˆncias de uma mesma palavra,
digamos t. Portanto, v∞ = t∞ = r∞. Como r e´ conjugada de u, enta˜o r∞ = u∞.
Consequentemente,
w = v∞ = t∞ = r∞ = u∞ = z.
Suponhamos agora que z na˜o e´ perio´dica e seja z = x−∞auy+∞ a sua forma
cano´nica, onde x, y ∈ A+, a ∈ A, u ∈ A∗ e p1(x) 6= a. Temos enta˜o uma das
seguintes situac¸o˜es:
• w e´ perio´dica, isto e´, existe r ∈ A+ tal que w = r∞. Enta˜o rk e´ factor de
z, para todo o k ∈ N. Como o comprimento de au e´ finito, tem-se que rk e´
factor de x−∞ ou de y+∞. Suponhamos que rk e´ factor de x−∞. Enta˜o, se
escolhermos k suficientemente grande, tal que
|rk| ≥ |r|+ |x| −mdc(|r|, |x|),
atrave´s de um racioc´ınio ana´logo ao usado na demonstrac¸a˜o do ponto 1
conclui-se que
w = r∞ = x∞.
Analogamente, se rk e´ factor de y+∞, enta˜o w = y∞.
• w na˜o e´ perio´dica e admite como forma cano´nica w = x−∞1 a1u1y+∞1 , onde
x1, y1 ∈ A+, a1 ∈ A, u1 ∈ A∗ e a primeira letra de x1 e´ distinta de a1.
Por hipo´tese, xk1a1 e´ factor de z para todo o k ∈ N. Em particular, para k
suficientemente grande, deduzimos do Corola´rio 2.5 que xk1a1 na˜o e´ factor
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de xp nem de yp, qualquer que seja p ∈ N. Portanto xk1a1 tem uma u´nica
ocorreˆncia em z. Mais precisamente, xk1a1 e´ sufixo de x
−∞a. Note-se que
se este na˜o fosse o caso, teriamos para todo o n ∈ N, xn1a1 factor de y+∞,
ou xna como factor de uma poteˆncia de x1, o que pelo Corola´rio 2.5 na˜o e´
poss´ıvel.
Como xk1a1 e´ sufixo de x
−∞a para todo o k enta˜o, para todo o r ∈ N,
sr(x
−∞
1 a1) = sr(x
−∞a),
e portanto, x−∞1 a1 = x
−∞a.
Tem-se ainda que para k suficientemente grande verifica-se tambe´m que a
palavra xk1a1pk(u1y
+∞
1 ) e´ um factor de z com uma u´nica ocorreˆncia. Deduz-
-se assim que pk(u1y
+∞
1 ) = pk(uy
+∞) e consequentemente, u1y+∞1 = uy
+∞.
Tendo em considerac¸a˜o que x−∞1 a1 = x
−∞a e u1y+∞1 = uy
+∞, podemos
concluir que





Lema 2.12 Sejam w e z um par de palavras ultimamente perio´dicas tais que
w ∈ AZ˜ e z = uv+∞ ∈ AN (resp. z = v−∞u ∈ A−N), com u ∈ A∗ e v ∈ A+. Se
Fact(w) ⊆ Fact(z), enta˜o w = v∞.
Demonstrac¸a˜o: Dado que Fact(w) ⊆ Fact(z), enta˜o
• se u = 1 (donde z = v∞), z e´ perio´dica e pelo ponto 1 do lema anterior
w = z = v∞.
• se u 6= 1, z = uv+∞. Como por hipo´tese Fact(w) ⊆ Fact(uv+∞), tambe´m
Fact(w) ⊆ Fact(r−∞uv+∞) para todo o r ∈ A+. Consequentemente, como
w e´ uma palavra fixa de AZ˜ e pelo ponto 2 do lema anterior, conclui-se que
w = v∞. 2
Dado um conjunto B de palavras, denota-se Fact(B) =
⋃
w∈B Fact(w).
Lema 2.13 Seja w ∈ AZ˜ uma palavra biinfinita e seja B um subconjunto finito
de AN∪A−N∪AZ˜. Se Fact(w) ⊆ Fact(B), enta˜o existe z ∈ B tal que Fact(w) ⊆
Fact(z).
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Demonstrac¸a˜o: Consideremos x = (xi)i∈Z uma palavra biinfinita pontuada re-
presentante de w. Para todo o k ∈ N, x[−k,k] e´ factor de w, pois Fact(x) =
Fact(w). Por hipo´tese Fact(w) ⊆ Fact(B), e portanto x[−k,k] ∈ Fact(B). Como
B e´ finito e x[−n,n] e´ factor de x[−k,k], para todos os n, k ∈ N tais que n ≤ k,
enta˜o existe uma palavra z ∈ B tal que x[−k,k] e´ factor de z para todo o k ∈ N.
Conclui-se assim que Fact(w) ⊆ Fact(z). 2
Cap´ıtulo 3
Variedades
3.1 Variedades de semigrupos
O conceito de variedade de semigrupos deve-se a Birkhoff. Para a introduc¸a˜o deste
conceito comecemos por referir alguns operadores sobre as classes de semigrupos.
Fixemos uma classe C de semigrupos. Denota-se,
• H(C) a classe das imagens homomorfas dos semigrupos de C;
• S(C) a classe dos subsemigrupos de semigrupos de C;
• P (C) a classe dos produtos directos de semigrupos de C.
Uma classe na˜o vazia de semigrupos, V, diz-se uma variedade se ela e´ fechada
para os operadores H,S e P. Como uma variedade de semigrupos e´ fechada para
a formac¸a˜o de subsemigrupos e imagens homomorfas, enta˜o e´ fechada para a
divisa˜o. Portanto, V e´ uma variedade se e´ fechada para a divisa˜o e para produtos
directos. Como exemplos de classes de semigrupos que formam variedades tem-se:
• S, a classe de todos os semigrupos;
• Sl, a classe de todos os semi-reticulados.
Toda a intersecc¸a˜o de variedades e´ ainda uma variedade. Podemos portanto
definir a variedade gerada por uma classe C de semigrupos, denotada por V (C),
como sendo a intersecc¸a˜o de todas as variedades que conteˆm C.
35
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Mais geralmente, uma dada classe de a´lgebras do mesmo tipo τ diz-se uma τ -
-variedade se ela e´ fechada para os operadoresH, S e P (cuja definic¸a˜o e´ adaptada
daquela dada inicialmente: basta substituir semigrupos por a´lgebras do tipo τ).
3.1.1 Identidades para variedades
Seja A um alfabeto. Uma identidade sobre A e´ um par (u, v) de palavras de
A+, normalmente representada pela igualdade formal u = v. Uma identidade da
forma u = u diz-se trivial.
Diz-se que um semigrupo S verifica ou satisfaz a identidade u = v, e escreve-se
S  u = v, se para qualquer homomorfismo ϕ : A+ → S, ϕ(u) = ϕ(v).
Uma classe C de semigrupos satisfaz um conjunto Σ de identidades, e denota-
-se C  Σ, se
∀S ∈ C ∀u = v ∈ Σ, S  u = v.
Dado um conjunto Σ de identidades, verifica-se que a classe de todos os semi-
grupos que satisfazem todas as identidades de Σ e´ uma variedade. A notac¸a˜o [Σ]
e´ utilizada para representar essa variedade.
Uma classe de semigrupos V diz-se equacional se existe um conjunto Σ de
identidades tal que V = [Σ]. Neste caso, diz-se que Σ e´ uma base (de identidades)
de V.
O resultado fundamental seguinte, enunciado apenas para semigrupos, foi
demonstrado em 1935 por Birkhoff para classes de a´lgebras do mesmo tipo.
Teorema 3.1 (Birkhoff) Uma classe de semigrupos e´ uma variedade se e so´ se
ela e´ equacional.
Fixemos agora uma identidade u = v e um conjunto Σ de identidades sobre
A.
Denota-se por Σ  u = v, e diz-se que Σ implica u = v, se para todo o
semigrupo S, S  Σ implica S  u = v.
Vejamos como obter “construtivamente” u = v a partir de Σ.
Chama-se fecho dedutivo de Σ ao menor conjunto D(Σ) de identidades sobre
A tal que Σ ⊆ D(Σ) e:
1. u = u ∈ D(Σ), para todo o u ∈ A+;
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2. u = v ∈ D(Σ)⇒ v = u ∈ D(Σ);
3. u = v, v = w ∈ D(Σ)⇒ u = w ∈ D(Σ);
4. u = v ∈ D(Σ), r, s ∈ A∗ ⇒ rus = rvs ∈ D(Σ);
5. u = v ∈ D(Σ), a ∈ A, r ∈ A+ ⇒ u′ = v′ ∈ D(Σ), onde u′ e v′ sa˜o as palavras
obtidas a partir das palavras u e v, respectivamente, pela substituic¸a˜o de
cada ocorreˆncia de a por r.
Dizemos por fim que u = v e´ dedut´ıvel das identidades de Σ, e escrevemos
Σ ` u = v, se existir uma deduc¸a˜o de u = v a partir de Σ, i.e., uma sucessa˜o
finita
u1 = v1, u2 = v2, . . . , un = vn
de identidades sobre A, tais que, cada ui = vi pertence a Σ, ou e´ da forma
u = u ou e´ obtida de identidades que a precedem na sucessa˜o, usando uma das
transformac¸o˜es indicadas em 2 a 5, e un = vn e´ a identidade u = v.
O teorema seguinte apesar de ser aqui enunciado apenas para semigrupos pode
ser enunciado para quaisquer classes de a´lgebras do mesmo tipo.
Teorema 3.2 (Completude da lo´gica equacional-Birkhoff) Sejam Σ e u =
v, respectivamente, um conjunto de identidades e uma identidade de semigrupos
sobre A. As condic¸o˜es seguintes sa˜o equivalentes :
1. Σ  u = v;
2. Σ ` u = v;
3. u = v ∈ D(Σ).
3.2 Pseudovariedades de semigrupos
Para as classes de semigrupos finitos dispomos de um conceito ana´logo ao de
variedade definido na secc¸a˜o anterior para semigrupos quaisquer. Trata-se do
conceito de pseudovariedade introduzido por Eilenberg em 1976.
Uma pseudovariedade de semigrupos e´ uma classe na˜o vazia, V, de semigrupos
finitos, tal que:
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i) se S ∈ V e T ≤ S, enta˜o T ∈ V;
ii) se S ∈ V e ϕ : S → T e´ um epimorfismo de semigrupos, enta˜o T ∈ V;
iii) se S1, . . . , Sn ∈ V, enta˜o S1 × · · · × Sn ∈ V.
De forma equivalente,V e´ uma pseudovariedade de semigrupos se e´ fechada para a
divisa˜o e para produtos directos finitos. Como exemplos de classes de semigrupos
finitos que formam pseudovariedades podemos referir:
• S, a classe de todos os semigrupos finitos;
• I, a classe constitu´ıda pelos semigrupos com um u´nico elemento, chamada
a pseudovariedade trivial ;
• Sl, a classe de todos os semi-reticulados finitos;
• G, a classe de todos os grupos finitos;
• N, a classe de todos os semigrupos nilpotentes finitos;
• K, a classe de todos os semigrupos finitos S tais que es = e para todos os
e ∈ E(S) e s ∈ S;
• D, a classe de todos os semigrupos finitos S tais que se = e para todos os
e ∈ E(S) e s ∈ S;
• LI, a classe de todos os semigrupos finitos localmente triviais.
Refira-se tambe´m as pseudovariedades definidas pelas relac¸o˜es de Green. Prova-
-se que, se K e´ uma das relac¸o˜es de Green, enta˜o a classe dos semigrupos finitos
K-triviais e´ uma pseudovariedade. Se K e´ R, L, J ou H, a pseudovariedade dos
semigrupos finitos K-triviais correspondente e´ representada por R, L, J e A.
Pelo contra´rio, as seguintes classes na˜o constituem pseudovariedades:
• A classe de todos os semigrupos regulares finitos;
• A classe de todos os semigrupos inversos finitos.
CAP´ıTULO 3. VARIEDADES 39
Para esta u´ltima tem-se, por exemplo, o semigrupo B2 do Exemplo 1.16 que
pertence a` classe de todos os semigrupos inversos finitos, no entanto, se consi-
derarmos T = B2\{b} verifica-se que T e´ um subsemigrupo de B2 mas na˜o e´ um
semigrupo inverso, pois a na˜o tem inverso em T. Portanto falha a condic¸a˜o i) da
definic¸a˜o de pseudovariedade.
A intersecc¸a˜o de pseudovariedades e´ ainda uma pseudovariedade. Em
particular, se considerarmos uma classe de semigrupos finitos C, define-se a pseu-
dovariedade gerada por C como sendo a intersecc¸a˜o de todas as pseudovariedades
que conteˆm C, denotando-a por V(C). A pseudovariedade V(C) pode ainda ser
definida de uma forma construtiva por:
V(C) = {S ∈ S : ∃n ∈ N ∃S1, . . . , Sn ∈ C, S ≺ S1 × . . .× Sn}.
No caso de C ser formada apenas por um semigrupo S, escreve-se simplesmente
V(S) para designar a pseudovariedade gerada por C, que tambe´m e´ designada
por pseudovariedade gerada por S.
Seja V uma pseudovariedade. O conjunto das pseudovariedades contidas em
V, ditas subpseudovariedades de V, denota-se por PSV. O par (PSV,⊆) e´ um
reticulado e dadas duas pseudovariedades V e W de PSS,
• o ı´nfimo V ∧W e´ a intersecc¸a˜o V ∩W;
• o supremo V ∨W e´ a pseudovariedade gerada pela unia˜o V ∪W.
De facto V ∩W e´ uma pseudovariedade para todos os V e W, enquanto que
V ∪W e´ uma pseudovariedade se e so´ se V ⊆W ou W ⊆ V.
O ca´lculo da intersecc¸a˜o de duas pseudovariedades V eW na˜o coloca grandes
dificuldades. Se V = [[Σ1]] e W = [[Σ2]], enta˜o
V ∩W = [[Σ1 ∪ Σ2]].
A notac¸a˜o [[Σ]] sera´ introduzida na secc¸a˜o 3.2.3.
Pelo contra´rio, o ca´lculo de V∨W e´ muito complexo em geral e este problema
ainda esta´ relativamente pouco estudado.
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3.2.1 Identidades para pseudovariedades
Seja Σ um conjunto de identidades. A classe de todos os semigrupos finitos
que verificam todas as identidades de Σ e´ uma pseudovariedade. Denota-se essa
pseudovariedade por [[Σ]] e dizemos que e´ definida por Σ.
Uma pseudovariedade V diz-se equacional se existe um conjunto Σ de iden-
tidades tal que V = [[Σ]]. Neste caso, diz-se que Σ e´ uma base de identidades de
V. As pseudovariedades seguintes sa˜o equacionais
S = [[a = a]], I = [[a = b]], B = [[a = a2]], Sl = [[ab = ba, a = a2]].
Pelo contra´rio, as pseudovariedades G e N na˜o satisfazem identidades na˜o
triviais (a demonstrac¸a˜o desta propriedade de N sera´ provada na Proposic¸a˜o
4.5). Portanto tem-se o seguinte resultado.
Proposic¸a˜o 3.3 Toda a pseudovariedade, distinta de S, contendo G ou N e´ na˜o
equacional.
Como ja´ referimos, nem todas as pseudovaridades sa˜o equacionais. No
entanto, todas podem ser definidas ultimamente atrave´s de identidades, como
mostra o teorema seguinte.
Teorema 3.4 (Eilenberg-Schu¨tzenberger [24]) Uma classe na˜o vazia U de
semigrupos finitos e´ uma pseudovariedade se e so´ se existe uma sucessa˜o (un =
vn)n∈N de identidades tal que
U = {S ∈ S : ∃p ∈ N ∀n ≥ p, S  un = vn}.
Ou seja, U e´ constitu´ıda pelos semigrupos finitos que satisfazem todas as iden-
tidades un = vn, a partir de uma certa ordem. Dizemos nesse caso, que U e´
definida ultimamente pela sucessa˜o (un = vn)n∈N.
Como exemplos, apresentamos:
• G = {S ∈ S : ∃p ∈ N ∀n ≥ p, S  an!b = ban! = b};
• N = {S ∈ S : ∃p ∈ N ∀n ≥ p, S  anb = ban = an};
• R = {S ∈ S : ∃p ∈ N ∀n ≥ p, S  (ab)n = (ab)na};
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• J = {S ∈ S : ∃p ∈ N ∀n ≥ p, S  (ab)na = (ab)n = b(ab)n}.
Esta notac¸a˜o pode ser bastante simplificada se utilizarmos pseudoidentidades,
que passaremos a definir, em vez de identidades. Comecemos por introduzir a
noc¸a˜o de operac¸a˜o impl´ıcita.
3.2.2 Operac¸o˜es impl´ıcitas
Seja V uma pseudovariedade e seja A = {a1, . . . , an} um alfabeto de
cardinalidade n ∈ N. Uma operac¸a˜o ı´mplicita A-a´ria (ou n-a´ria) sobre V e´
uma famı´lia pi = (piS)S∈V tal que
• para cada S ∈ V, piS : Sn → S e´ uma func¸a˜o;











Denotaremos o conjunto de todas as operac¸o˜es impl´ıcitas A-a´rias sobre V por
ΩAV (ou ΩnV). Munido da operac¸a˜o bina´ria definida para pi, ρ ∈ ΩAV, S ∈ V
e s1, s2, . . . , sn ∈ S, por
(pi · ρ)S(s1, . . . , sn) = piS(s1, . . . , sn) · ρS(s1, . . . , sn)
o conjunto ΩAV forma um semigrupo.
Como exemplos, os mais simples, de operac¸o˜es impl´ıcitas sobre V temos as
operac¸o˜es expl´ıcitas que passamos a definir.
Para cada i ∈ {1, . . . , n}, ai designa-se a projecc¸a˜o sobre a i-e´sima componente
e e´ definida para S ∈ V, como sendo a aplicac¸a˜o
(ai)S : S
n → S
(s1, . . . , sn) 7→ si
O subsemigrupo de ΩAV gerado pelo conjunto das projecc¸o˜es {a1, . . . , an}
denota-se por ΩAV (ou ΩnV) e os seus elementos dizem-se operac¸o˜es expl´ıcitas
A-a´rias (ou n-a´rias) sobre V.
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Refira-se que as operac¸o˜es expl´ıcitas n-a´rias sa˜o operac¸o˜es impl´ıcitas n-a´rias
induzidas pelas palavras de A+. Por exemplo, se A = {a1, a2, a3}, a palavra finita
u = a3a
2
1a2 define uma operac¸a˜o expl´ıcita 3-a´ria sobre V (em particular, esta e´
tambe´m uma operac¸a˜o impl´ıcita 3-a´ria sobre V). Para S ∈ V podemos definir a
aplicac¸a˜o uS : S
3 → S para cada (s1, s2, s3) ∈ S3, por





Note-se que uma operac¸a˜o impl´ıcita m-a´ria pode tambe´m ser vista como uma
operac¸a˜o impl´ıcita n-a´ria com n ≥ m. Por exemplo, a palavra u = a3a21a2 pode
ainda ser interpretada como uma operac¸a˜o impl´ıcita n-a´ria, mesmo que n seja





(s1, . . . , sn) 7→ s3s21s2
Vejamos um outro exemplo importante de operac¸a˜o impl´ıcita.
Designa-se por ω-poteˆncia, e denota-se aω, a operac¸a˜o impl´ıcita una´ria sobre
V que se define de seguida. Recorde-se que para um semigrupo finito S e s ∈ S,
existe exactamente um idempotente da forma sk, com k ≥ 1, que se denota por
sω. A ω-poteˆncia e´ a operac¸a˜o impl´ıcita aω definida por
(aω)S : S → S
s 7→ sω
onde S ∈ V.
Verifiquemos que de facto ϕ(sω) = ϕ(s)ω, para todo o s ∈ S e para todo o
homomorfismo ϕ : S → T . Como sω e´ idempotente e ϕ e´ um homomorfismo,
enta˜o
ϕ(sω) = ϕ(sω · sω) = ϕ(sω) · ϕ(sω),
donde se conclui que ϕ(sω) e´ idempotente. Pela Proposic¸a˜o 1.10, existe n ∈ N
tal que para todo o s ∈ S, sω = sn. Assim, e tendo em considerac¸a˜o que ϕ e´ um
homomorfismo obte´m-se
ϕ(sω) = ϕ(sn) = ϕ(s · · · s) = ϕ(s) · · ·ϕ(s) = ϕ(s)n
Portanto, ϕ(s)n e´ idempotente, e consequentemente ϕ(sω) = ϕ(s)ω.
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Apesar de usualmente ser uma operac¸a˜o na˜o expl´ıcita, aω pode, no caso
de algumas pseudovariedades, coincidir com operac¸o˜es expl´ıcitas sobre V, como
verificaremos mais a` frente.
Uma operac¸a˜o impl´ıcita que pode ser obtida a partir das projecc¸o˜es
a1, . . . , an usando um nu´mero finito de vezes as operac¸o˜es de multi-
plicac¸a˜o e ω-poteˆncia e´ denominada uma ω-palavra . O conjunto
ΩωAV = {pi ∈ ΩAV| pi e´ uma ω − palavra}
e´ um subsemigrupo de ΩAV.
Note-se que, se pi = (piS)S∈V e´ uma operac¸a˜o impl´ıcita sobre V e W e´ uma
pseudovariedade contida em V, enta˜o (piS)S∈W e´ uma operac¸a˜o impl´ıcita sobre
W que denotaremos por qV,W(pi). A aplicac¸a˜o
qV,W : ΩAV → ΩAW
(piS)S∈V 7→ (piS)S∈W
sera´ assim designada de projecc¸a˜o natural de ΩAV sobre ΩAW. No caso de V ser
a pseudovariedade S, usaremos a notac¸a˜o simplificada qW para designar qS,W.
Consideremos uma pseudovariedade de semigrupos V. A noc¸a˜o de conteu´do
pode agora ser extendida aos elementos de ΩAV. Tal trabalho e´ devido a Azevedo
[17].
Dizemos que pi ∈ ΩAV depende de ai se existem S ∈ V e elementos s1, . . . , si−1,
r, r′, si+1, . . . , sn ∈ S tais que
piS(s1, . . . , si−1, r, si+1, . . . , sn) 6= piS(s1, . . . , si−1, r′, si+1, . . . , sn),
ou seja, a func¸a˜o piS : S
n −→ S depende da i-e´sima componente. O conjunto de
todos os ai dos quais pi depende, designa-se o conteu´do de pi e denota-se por c(pi).
Lema 3.5 (Azevedo [17]) SejamV uma pseudovariedade qualquer e pi ∈ ΩAV.
Se ai ∈ c(pi), enta˜o existem pi1, pi2 ∈ (ΩAV)1 tais que pi = pi1aipi2.
No caso de V ser uma pseudovariedade que conte´m Sl veremos mais tarde
que a aplicac¸a˜o conteu´do, c, coincide com a projecc¸a˜o qV,Sl de ΩAV sobre ΩASl.
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Em ΩAV pode ser definida uma estrutura topolo´gica, conforme o breve resumo
que se segue. Para mais informac¸a˜o sobre a estrutura topolo´gica de ΩAV e as
suas propriedades me´tricas, consultar em [4] o subcap´ıtulo 3.4.
Para cada semigrupo S ∈ V, existe uma aplicac¸a˜o natural
αS : ΩAV → SSn
pi 7→ piS
que induz uma aplicac¸a˜o injectiva
αV : ΩAV → ∏S∈V0 SSn
pi 7→ (piS)S
onde V0 e´ um conjunto numera´vel que conte´m um representante de cada classe













Sn atrave´s da aplicac¸a˜o αV.
Proposic¸a˜o 3.6 (Almeida [4]) Com as definic¸o˜es acima, ΩAV e´ um semi-
grupo topolo´gico compacto no qual o subespac¸o ΩAV e´ denso.
A topologia de ΩAV pode ainda ser vista como a topologia induzida por uma
distaˆncia d, que descrevemos de seguida.
Seja r a aplicac¸a˜o de ΩAV × ΩAV sobre N0 ∪ {+∞} definida por
r(pi, ρ) = min{|S| : S ∈ V, piS 6= ρS}
onde, por convenc¸a˜o, tomamos min ∅ = +∞. Definimos agora uma distaˆncia d
sobre ΩAV fazendo
d : ΩAV × ΩAV → R+0
(pi, ρ) 7→
 2−r(pi,ρ) se r(pi, ρ) e´ finito0 se r(pi, ρ) = +∞
Pode verificar-se que esta aplicac¸a˜o d e´ mesmo uma ultrame´trica.
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Proposic¸a˜o 3.7 (Almeida [4]) A topologia anteriormente definida sobre ΩAV
e´ induzida por d.
Proposic¸a˜o 3.8 (Almeida [4]) O espac¸o me´trico (ΩAV, d) e´ o completado do
subespac¸o (ΩAV, d).
Tendo em considerac¸a˜o o que foi exposto, e uma vez que a convergeˆncia
de sucesso˜es de operac¸o˜es impl´ıcitas sera´ estudada posteriormente, segue com
particular interesse a observac¸a˜o seguinte.
Observac¸a˜o 3.9 Uma sucessa˜o (pin)n∈N de operac¸o˜es impl´ıcitas A-a´rias sobre V
converge para pi ∈ ΩAV se e so´ se, para todo o S ∈ V, piS = (pin)S, a partir de
uma certa ordem, isto e´, se e so´ se a sucessa˜o (pin)n∈N coincide ultimamente com
pi em cada S ∈ V.
Por exemplo, o limite da sucessa˜o de operac¸o˜es expl´ıcitas (an!)n∈N sobre V e´
a operac¸a˜o impl´ıcita aω sobre V. De facto, para cada semigrupo S ∈ V e cada
elemento s ∈ S, sn! coincide com o idempotente sω para todo o n ≥ |S|.
3.2.3 Definic¸a˜o de pseudovariedades por pseudoidentidades
Estamos agora em condic¸o˜es de extender a noc¸a˜o de identidade a` noc¸a˜o de pseu-
doidentidade.
Chama-se pseudoidentidade sobre V a um par (pi, ρ) de elementos de ΩAV, a
qual e´ normalmente representada pela igualdade pi = ρ. Diz-se que um semigrupo
S ∈ V verifica ou satisfaz a pseudoidentidade pi = ρ, e escreve-se S  pi = ρ, se
for verificada a igualdade de func¸o˜es piS = ρS, ou seja, se
piS(s1, . . . , sn) = ρS(s1, . . . , sn), para qualquer (s1, . . . , sn) ∈ Sn.
Uma classe C de semigrupos de V satisfaz um conjunto Σ de pseudoiden-
tidades, e denota-se C  Σ, se qualquer semigrupo S de C satisfaz qualquer
pseudoidentidade de Σ.
Da mesma forma que para as identidades, se Σ e´ um conjunto de pseudoiden-
tidades sobre V, a subclasse de V definida por Σ e´ uma pseudovariedade dada
por
[[Σ]]V = {S ∈ V : S  Σ}.
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Observac¸a˜o 3.10 Quando nos referimos a uma pseudoidentidade sem indicar
sobre qual pseudovariedade, e´ porque a estamos a considerar sobre a pseudo-
variedade S de todos os semigrupos finitos.
Algumas das pseudovariedades referidas anteriormente podem agora ser
apresentadas de forma mais simples. Por exemplo, G e N podem ser definidas
por pseudoidentidades da seguinte forma:
G = [[aωb = baω = b]]
N = [[aωb = baω = aω]].
Note-se que as pseudoidentidades usadas envolvem apenas elementos do sub-
semigrupo ΩωAS. Outros exemplos de pseudovariedades que podem ser descritas
desta forma:
LI = [[aωbaω = aω]]
K = [[aωb = aω]]
D = [[baω = aω]]
R = [[(ab)ω = (ab)ωa]]
L = [[(ab)ω = b(ab)ω]]
J = [[(ab)ωa = (ab)ω = b(ab)ω]]
= [[(ab)ω = (ba)ω, aω = aω+1]]
A = [[aω = aω+1]].
Enunciamos de seguida um resultado que e´ o ana´logo para pseudovariedades
ao teorema de Birkhoff para variedades.
Teorema 3.11 (Reiterman[29]) SejaW uma subclasse de uma pseudovariedade
V. Enta˜o, W e´ uma pseudovariedade se e so´ se existe um conjunto Σ de pseu-
doidentidades sobre V tal que W = [[Σ]]V.
Cap´ıtulo 4
O problema da ω-palavra
Chegamos enfim, ao tema a que nos propusemos dedicar este trabalho: o estudo
do problema da ω-palavra. Uma assinatura impl´ıcita e´ um conjunto de operac¸o˜es
impl´ıcitas contendo a multiplicac¸a˜o. A assinatura κ = {a · b, aω} e´ habitualmente
designada a assinatura cano´nica sendo a mais usada na teoria de semigrupos
finitos quando se trabalha com pseudovariedades aperio´dicas, o que e´ o caso
neste trabalho.
Para uma pseudovariedadeV, o κ-subsemigrupo de ΩAV gerado porA denota-
-se por ΩκAV. Tendo em considerac¸a˜o as definic¸o˜es introduzidas anteriormente
ΩκAV coincide com o subsemigrupo Ω
ω
AV de ΩAV. No resto deste trabalho adopta-
remos preferencialmente a notac¸a˜o ΩωAV para este subsemigrupo de ΩAV.
Denotaremos por pV : Ω
ω
AS→ ΩωAV o morfismo de ω-semigrupos determinado
pela escolha dos geradores. Ou seja, pV e´ a restric¸a˜o a Ω
ω
AS da projecc¸a˜o natural
qV : ΩAS → ΩAV. O problema da ω-palavra para V e´ o problema de decidir,
para quaisquer ω-palavras pi e ρ de ΩωAS, se V satisfaz a pseudoidentidade pi = ρ,
ou seja, se pV(pi) = pV(ρ).
4.1 Primeiros exemplos
Nesta secc¸a˜o apresentaremos alguns exemplos simples de semigrupos da forma
ΩAV. Em particular, estudaremos o problema da ω-palavra para as pseudova-
riedades Sl,N,K, D e LI.
Fixemos um alfabeto com n elementos, A = {a1, . . . , an}. Os exemplos
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mais simples de semigrupos da forma ΩAV sa˜o aqueles em que a pseudova-
riedade V e´ gerada por um conjunto finito de semigrupos, como refere o resultado
seguinte [15].
Proposic¸a˜o 4.1 SejaV uma pseudovariedade de semigrupos. Enta˜o as seguintes
condic¸o˜es sa˜o equivalentes:
1. V e´ gerada por um conjunto finito de semigrupos;
2. ΩAV = ΩAV;
3. ΩAV e´ finito.
4.1.1 A Pseudovariedade Sl
Vamos enta˜o abordar o problema da ω-palavra, inicialmente sobre a pseudo-
variedade dos semi-reticulados,
Sl = [[ab = ba; a2 = a]] .
Note-se que a pseudovariedade Sl e´ um dos casos onde a operac¸a˜o impl´ıcita
aω e´ expl´ıcita. De facto,
∀S ∈ Sl ∀s ∈ S (aω)S(s) = sω = s,
o que mostra que aω e´ a operac¸a˜o expl´ıcita a sobre Sl.
Como a pseudovariedade Sl e´ gerada pelo semi-reticulado U1 = {0, 1} [27], em
que 0 e´ um zero e 1 e´ a identidade , ela e´, em particular, gerada por um conjunto
finito de semigrupos. Portanto, pela proposic¸a˜o anterior, ΩASl = ΩASl e ΩASl e´
finito.
O seguinte resultado permite-nos decidir acerca da igualdade de duas quais-
quer operac¸o˜es impl´ıcitas sobre Sl. Em particular e´ va´lido para os elementos
de ΩωAS e consequentemente fornece a soluc¸a˜o do problema da ω-palavra sobre a
pseudovariedade Sl.
Proposic¸a˜o 4.2 Sejam pi, ρ ∈ ΩAS. Enta˜o Sl  pi = ρ se e so´ se c(pi) = c(ρ).
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Demonstrac¸a˜o: Note-se que,
Sl  pi = ρ⇔ ∀S ∈ Sl, S  pi = ρ.
Comecemos por provar a implicac¸a˜o da esquerda para a direita. Suponhamos que
existe ar ∈ A tal que ar pertence ao conteu´do de pi mas na˜o pertence ao conteu´do
de ρ.
Consideremos o semigrupo U1 de Sl. Considerando s1 = . . . = sr−1 = 1,
sr = 0, sr+1 = . . . = sn = 1, verifica-se que
piU1(s1, . . . , sn) = 0 e ρU1(s1, . . . , sn) = 1,
portanto, piU1 6= ρU1 , ou seja, Sl 2 pi = ρ.
Para provar a implicac¸a˜o contra´ria suponhamos agora que pi e ρ teˆm o mesmo
conteu´do. Usando a identidade ab = ba e o facto de pi e ρ coincidirem com
operac¸o˜es expl´ıcitas sobre Sl obte´m-se que
Sl  pi = ai11 ai22 · · · ainn e Sl  ρ = aj11 aj22 · · · ajnn
para alguns ip, jp ∈ N0 tais que ip = 0 se e so´ se jp = 0.
Finalmente, atrave´s da identidade a2 = a deduz-se
Sl  pi = ak11 ak22 · · · aknn = ρ, onde kr ∈ {0, 1},
ou seja, Sl  pi = ρ. 2
Note-se que a proposic¸a˜o anterior prova que o semigrupo ΩASl e´ isomorfo ao
semigrupo P(A) das partes de A com a operac¸a˜o de unia˜o, e munido da topologia
discreta. No resto do trabalho identificaremos o semigrupo ΩASl com o semigrupo
P(A).
Atrave´s do resultado que se segue, verifica-se que a func¸a˜o de conteu´do e´
particularmente bem comportada para toda a pseudovariedade contendo Sl.
Proposic¸a˜o 4.3 (Azevedo [17]) Seja V uma pseudovariedade contendo Sl.
Enta˜o, a func¸a˜o
c : ΩAV −→ ΩASl
e´ o u´nico homomorfismo cont´ınuo, tal que c(ai) = {ai}, i = 1, . . . , n. Ou seja, c
e´ a projecc¸a˜o cano´nica de ΩAV sobre ΩASl.
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Por exemplo, para uma pseudovariedade V tal que Sl ⊆ V, se a, b, c, d ∈ A
enta˜o a operac¸a˜o impl´ıcita (ac)ωd(bω+1cdω)ω tem conteu´do {a, b, c, d}.
De seguida, consideremos alguns exemplos de ω-palavras e verifiquemos se a
pseudovariedade Sl satisfaz as igualdades entre elas.
Exemplo 4.4 Seja A = {a, b, c} e sejam pi, ρ, β, δ, τ ∈ ΩωAS tais que:
• pi = b(a(baa)ωac)ωacωbc(ab)ωa;
• ρ = (ab(aωb)ωcabω+1c)ωabcωc(ac)ωba;
• β = (aba(aωb)ωabω+1)ωa(abab)ωa;
• δ = aba2c2;
• τ = bca2b3ca.
Repare-se que as operac¸o˜es impl´ıcitas pi, ρ, δ e τ teˆm todas o mesmo conteu´do
{a, b, c}, enquanto que o conteu´do da operac¸a˜o impl´ıcita β e´ o conjunto {a, b}.
Portanto, pela Proposic¸a˜o 4.2, as ω-palavras pi, ρ, δ e τ representam sobre Sl a
mesma palavra, e sa˜o diferentes de β.
A projecc¸a˜o de uma operac¸a˜o impl´ıcita de ΩωAS sobre o semigrupo Ω
ω
ASl
coincide com a restric¸a˜o da func¸a˜o de conteu´do a ΩωAV (basta considerarmos,
na Proposic¸a˜o 4.3, V como sendo a pseudovariedade S). Assim tem-se,
• pSl(pi) = {a, b, c};
• pSl(ρ) = {a, b, c};
• pSl(β) = {a, b};
• pSl(δ) = {a, b, c};
• pSl(τ) = {a, b, c}.
Dos exemplos considerados, a pseudovariedade Sl apenas na˜o satisfaz as igual-
dades entre β e qualquer uma das restantes operac¸o˜es impl´ıcitas.
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4.1.2 A Pseudovariedade N
Consideremos agora a pseudovariedade dos semigrupos nilpotentes, N = [[aω =




[[a1 · · · ar = 0]] .
Consideremos
Nr = [[a1 · · · ar = 0]] .
Pretende-se mostrar que N =
⋃
r∈NNr.
Comecemos por mostrar que Nr ⊆ N, para todo o r ≥ 1.
Seja r ∈ N. Como Nr  a1 · · · ar = 0, em particular, substituindo cada ai,
i ∈ {1, . . . , r}, por aω resulta que Nr  aω · · · aω = 0. Uma vez que aω e´ idempo-
tente, deduz-se que Nr  aω = 0. Portanto Nr ⊆ N para todo o r, o que prova a
inclusa˜o da direita para a esquerda.
Para provar a inclusa˜o contra´ria mostremos que para todo o S ∈ N, S satisfaz
a igualdade a1 · · · ar = 0 para algum r ∈ N. Sejam S ∈ N e s1, . . . , sr ∈ S, com
r ≥ |S|. Pela Proposic¸a˜o 1.11
Sr = SE(S)S,
e portanto, existem x, z ∈ S e y = yω ∈ E(S) tais que
s1 · · · sr = xyωz.
Dado que S ∈ N e N  aω = 0, tambe´m, S  aω = 0. Consequentemente, em S
tem-se que s1 · · · sr = x · 0 · z = 0. Portanto para todo o S ∈ N, S  a1 · · · ar = 0,
donde S ∈ Nr.
Conclui-se assim que N =
⋃
r∈NNr.
Para cada r ∈ N, seja Ir = A≥r o ideal de A+ constitu´ıdo por todas as palavras
de comprimento superior ou igual a r. Consideremos ainda o quociente de Rees
A+/Ir. Por definic¸a˜o de A
+/Ir os elementos do ideal Ir sa˜o identificados com um
so´ ponto (o qual e´ um zero). Verifica-se portanto que o conjunto Sr, constitu´ıdo
por todas as palavras sobre A de comprimento inferior a r e por um zero,
Sr = {u ∈ A+ : |u| < r} ∪ {0},
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munido do produto definido para todos os u, v ∈ Sr\{0} por
u · v =
 uv se |uv| < r0 caso contra´rio
e
u · 0 = 0 = 0 · u = 0 · 0
e´ um semigrupo isomorfo ao quociente de Rees referido.
Em particular o semigrupo Sr pertence a N, pois Sr  a1 · · · ar = 0. Verifique-
mos que qualquer identidade va´lida em Sr e´ consequeˆncia desta.
Suponhamos que u = v e´ uma identidade sobre S tal que Sr  u = v.
1) Se |u| < r, enta˜o em Sr, u e´ uma palavra finita. Portanto, o comprimento
de v tambe´m e´ inferior a r (caso contra´rio, como Sr  a1 · · · ar = 0, v seria
identificada em Sr com o elemento 0 e consequentemente, teriamos que Sr 2
u = v ). Para ale´m disso u = v, ou seja, u e v sa˜o a mesma palavra.
2) Se |u| ≥ r, enta˜o tambe´m |v| ≥ r. Assim para u = a1 · · · as e v = b1 · · · bt, com
s, t ≥ r, tem-se
Sr  a1 · · · ar .ar+1 · · · as = 0.ar+1 · · · as = 0 = 0.br+1 · · · bt = b1 · · · br .br+1 · · · bt.
De facto, a identidade u = v em Sr e´ obtida a` custa da identidade a1 · · · ar = 0.
Deduz-se portanto que Sr ' ΩA[[a1 · · · ar = 0]] . Os semigrupos Sr (r ≥ 1)
formam um conjunto gerador da pseudovariedade N nos quais podemos testar
a validade de poss´ıveis propriedades de N. Neste contexto, estes semigrupos sa˜o
designados como semigrupos-teste. Mostra-se atrave´s deles a proposic¸a˜o seguinte.
Proposic¸a˜o 4.5 A pseudovariedade N so´ satisfaz identidades triviais.
Demonstrac¸a˜o: Suponhamos que u = v e´ uma identidade tal que N  u = v.
Note-se que
N  u = v ⇔ ∀r ∈ N, Sr  u = v,
pois os semigrupos Sr formam um conjunto gerador da pseudovariedadeN. Consi-
deremos r = |u|+ 1. Enta˜o, como Sr  u = v, deduz-se que u = v. 2
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Conclui-se da proposic¸a˜o anterior que ΩAN ' A+, ou seja, cada operac¸a˜o
expl´ıcita sobre N escreve-se de forma u´nica a` custa dos elementos {a1, . . . , an}.
Mais geralmente, tem-se o seguinte corola´rio, que caracteriza as operac¸o˜es expl´ıci-
tas sobre uma pseudovariedade V, caso V contenha a pseudovariedade N.
Corola´rio 4.6 Se V e´ uma pseudovariedade de semigrupos tal queN ⊆ V, enta˜o
ΩAV = A
+.
Seja (wn)n uma sucessa˜o em ΩAN e suponhamos que (wn)n converge em ΩAN,
digamos para pi ∈ ΩAN. Ora
lim
n→+∞wn = pi ⇔ limn→+∞(wn)S = piS, ∀S ∈ N,
⇔ lim
n→+∞(wn)Sr = piSr , ∀r ∈ N,
pois como ja´ referimos, os semigrupos Sr formam um conjunto gerador da pseu-
dovariedade N. Temos enta˜o uma das seguintes situac¸o˜es:
1) |wn|9∞, ou seja, existe um p ∈ N tal que para todo o n, |wn| ≤ p. Dado que,
para r > p, (wn)n converge em Sr, deduz-se que wn e´ ultimamente constante
(isto e´, e´ constante a partir de uma certa ordem), digamos igual a u.
Conclui-se enta˜o que (wn)n converge em ΩAN para u ∈ A+.
2) |wn| → ∞, ou seja, para todo o r ∈ N, |wn| ≥ r a partir de uma certa ordem,
que depende de r. Enta˜o, wn = 0 em Sr a partir dessa ordem, o que mostra
que (wn)n converge para 0 em cada Sr. Conclui-se assim que pi e´ um zero de
ΩAN, que denotamos por 0 como habitualmente.
Portanto, ΩAN = ΩAN ∪ {0}, ou seja, ΩAN e´ obtido de ΩAN acrescentando
um “ponto no infinito”o qual e´ um zero. O produto em ΩAN e´ dado para todos
os u, v ∈ A+ por
u · v = uv;
u · 0 = 0 = 0 · u = 0 · 0.
No exemplo que se segue trata-se o problema da ω-palavra sobre a pseudo-
variedade N. As operac¸o˜es impl´ıcitas mencionadas no Exemplo 4.4 continuam
a ser as utilizadas. O objectivo e´ realc¸ar que ha´ alterac¸o˜es na satisfac¸a˜o de
pseudoidentidades com a passagem de uma pseudovariedade para outra.
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Exemplo 4.7 Consideremos enta˜o as operac¸o˜es impl´ıcitas pi, ρ, β, δ, τ ∈ ΩωAS do
Exemplo 4.4.
• pi = b(a(baa)ωac)ωacωbc(ab)ωa;
• ρ = (ab(aωb)ωcabω+1c)ωabcωc(ac)ωba;
• β = (aba(aωb)ωabω+1)ωa(abab)ωa;
• δ = aba2c2;
• τ = bca2b3ca.
A projecc¸a˜o de cada uma das operac¸o˜es impl´ıcitas sobre o semigrupo ΩωAN e´ a
seguinte:
• pN(pi) = 0;
• pN(ρ) = 0;
• pN(β) = 0;
• pN(δ) = aba2c2;
• pN(τ) = bca2b3ca.
Dado que as ω-palavras pi, ρ e β sa˜o operac¸o˜es na˜o expl´ıcitas, sa˜o identificadas
sobre N com o elemento 0. Portanto, N  pi = ρ = β. As ω-palavras δ e τ sa˜o
expl´ıcitas, ou seja, δ e τ esta˜o em A+. Como na˜o sa˜o a mesma palavra de A+,
enta˜o sa˜o distintas sobre a pseudovariedade N. Portanto, N 2 δ = τ. Note-se
ainda que, dadas duas ω-palavras γ e η de ΩAS, se γ e´ expl´ıcita e η na˜o, enta˜o
na pseudovariedade N a igualdade entre γ e η nunca e´ satisfeita.
4.1.3 A Pseudovariedade K
Consideremos a pseudovariedade K dos semigrupos nos quais os idempotentes





[[a1 · · · arb = a1 · · · ar]] .
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Consideremos
Kr = [[a1 · · · arb = a1 · · · ar]] .
Pretende-se mostrar que K =
⋃
r∈NKr.
Comecemos por mostrar que Kr ⊆ K, para todo o r ≥ 1.
Seja r ∈ N. Como Kr  a1 · · · arb = a1 · · · ar, em particular, substituindo
cada ai, i ∈ {1, . . . , r} por aω, tem-se que Kr  aω · · · aωb = aω · · · aω. Como aω e´
idempotente, conclui-se que Kr  aωb = aω. Portanto Kr ⊆ K para todo o r, o
que prova a inclusa˜o da direita para a esquerda.
Para provar a inclusa˜o contra´ria pretende-se mostrar que para todo o S
pertencente a K, S satisfaz a identidade a1 · · · arb = a1 · · · ar, para algum r ∈ N.
Sejam S ∈ K e s1, . . . , sr, t ∈ S, com r ≥ |S|. Pela Proposic¸a˜o 1.11, existem
x, z ∈ S e y = yω ∈ E(S) tais que
s1 · · · sr = xyωz
donde
s1 · · · srt = xyωzt.
Uma vez que yω e´ idempotente de S e S ∈ K, enta˜o yω e´ um zero a` esquerda.
Consequentemente verifica-se em S, xyωz = xyω = xyωzt. Portanto s1 · · · srt =
s1 · · · sr. Tem-se enta˜o, para todo o S ∈ K, que S  a1 · · · arb = a1 · · · ar.
Conclui-se assim que K =
⋃
r∈NKr.
Como N ⊆ K, deduz-se do Corola´rio 4.6 que ΩAK = A+.
Para cada inteiro r ∈ N, consideremos o semigrupo
ΩA[[a1 · · · arb = a1 · · · ar]] .
De forma ana´loga ao caso de N, prova-se que este semigrupo e´ isomorfo ao semi-
grupo Sr cujo conjunto suporte e´ formado por todas as palavras sobre A de com-
primento inferior ou igual a r, e onde o produto e´ dado para todos os u, v ∈ Sr
por
u · v =
 uv se |uv| ≤ rpr(uv) se |uv| > r.
Os semigrupos Sr formam um conjunto gerador da pseudovariedade K.
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De seguida, mostra-se que uma sucessa˜o (wn)n de A
+ converge em ΩAK se e
so´ se e´ ultimamente constante, ou |wn| → ∞ e
∀r ∈ N ∃nr ∈ N, i, j ≥ nr ⇒ wi e wj teˆm o mesmo prefixo de comprimento r.
Seja (wn)n uma sucessa˜o de ΩAK e suponhamos que (wn)n converge em ΩAK,
digamos para pi ∈ ΩAK. Uma vez que os semigrupos Sr formam um conjunto
gerador da pseudovariedadeK, (wn)n converge em cada Sr e, portanto, ou wn = u
para algum u ∈ A+ e para todo o n suficientemente grande, ou |wn| → ∞ e pr(wn)
e´ constante para todo o n suficientemente grande. Conclui-se assim que, ou pi = u
e´ expl´ıcita, ou pi na˜o e´ expl´ıcita e e´ um zero a` esquerda em cada Sr e portanto pi
e´ um zero a` esquerda. Conclui-se ainda no caso de pi na˜o ser expl´ıcita o seguinte.
Corola´rio 4.8 Se pi ∈ ΩAK\ΩAK, enta˜o pi pode ser identificada com a palavra
infinita a` direita
a1a2a3 · · · ∈ AN
em que ai e´ a i−e´sima letra de pi, isto e´, se (wn)n∈N e´ uma sucessa˜o de operac¸o˜es
expl´ıcitas a convergir para pi, enta˜o ai e´ a i−e´sima letra de todos os termos de
wn a partir de uma certa ordem.
Conclui-se assim que ΩAK = A
+ ∪ AN, ou seja, o semigrupo das operac¸o˜es
impl´ıcitas sobre K e´ formado pelas palavras de A+ e pelas palavras infinitas a`
direita sobre A. O produto em ΩAK define-se, para todos os u, v ∈ A+ e todos
os w, z ∈ AN, por
u · v = uv;
u · w = uw;
w · u = w = w · z.
Tratemos agora, o problema da ω-palavra sobre a pseudovariedade K consi-
deradas as operac¸o˜es impl´ıcitas pi, ρ, β, δ, τ ∈ ΩωAS ja´ referidas nos Exemplos 4.4
e 4.7:
• pi = b(a(baa)ωac)ωacωbc(ab)ωa;
• ρ = (ab(aωb)ωcabω+1c)ωabcωc(ac)ωba;
• β = (aba(aωb)ωabω+1)ωa(abab)ωa;
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• δ = aba2c2;
• τ = bca2b3ca.
A projecc¸a˜o de cada uma das operac¸o˜es impl´ıcitas sobre o semigrupo ΩωAK e´
dada, respectivamente, por
• pK(pi) = b(aba)+∞;
• pK(ρ) = aba+∞;
• pK(β) = aba+∞;
• pK(δ) = aba2c2;
• pK(τ) = bca2b3ca.
Como se ilustra neste exemplo, o semigrupo ΩωAK e´ formado pelas palavras finitas
e pelas palavras infinitas a` direita ultimamente perio´dicas. Neste exemplo as
palavras infinitas sa˜o ja´ apresentadas na sua forma cano´nica. Assim verifica-se
que as ω-palavras ρ e β representam sobre K a mesma palavra. Quanto a` ω-
-palavra pi, K 2 pi = ρ, pois b(aba)+∞ e aba+∞ sa˜o palavras infinitas a` direita
distintas. As ω-palavras δ e τ sa˜o expl´ıcitas e como na˜o representam a mesma
palavra finita sa˜o distintas sobre K. Portanto, K 2 δ = τ.
4.1.4 A Pseudovariedade D
Uma vez que D e´ a pseudovariedade dos semigrupos nos quais os idempotentes
sa˜o zeros a` direita, o estudo das operac¸o˜es impl´ıcitas sobre D realiza-se de forma
ana´loga ao anterior. Assim, para a pseudovariedade D = [[baω = aω]] , verifica-se:
• D = ⋃r≥1[[ba1 · · · ar = a1 · · · ar]] ;
• ΩAD = A+;
• ΩAD = A+ ∪A−N, ou seja, os elementos na˜o expl´ıcitos de ΩAD sa˜o identi-
ficados com palavras infinitas a` esquerda de A−N;
CAP´ıTULO 4. O PROBLEMA DA ω-PALAVRA 58
• O produto em ΩAD define-se, para todos os u, v ∈ A+ e todos os w, z ∈ A−N,
por
u · v = uv;
w · u = wu;
u · w = w = z · w.
Passemos, enta˜o, ao estudo do exemplo onde e´ tratado o problema da ω-
-palavra, agora sobre a pseudovariedade D. Tendo em considerac¸a˜o as ω-palavras
pi, ρ, β, δ, τ ∈ ΩωAS anteriormente apresentadas, segue que a projecc¸a˜o de cada
uma delas sobre o semigrupo ΩωAD e´ dada respectivamente por
• pD(pi) = (ba)−∞;
• pD(ρ) = (ac)−∞ba;
• pD(β) = (ba)−∞;
• pD(δ) = aba2c2;
• pD(τ) = bca2b3ca.
Analogamente ao que foi apresentado anteriormente para K ilustra-se neste
exemplo que o semigrupo ΩωAD e´ formado pelas palavras finitas e pelas palavras
infinitas a` esquerda ultimamente perio´dicas. Tambe´m neste exemplo as palavras
infinitas sa˜o ja´ apresentadas na sua forma cano´nica. Assim verifica-se que as
ω-palavras pi e β representam sobre D a mesma palavra. Quanto a`s formas
cano´nicas (ba)−∞ e (ac)−∞ba, respectivamente das projecc¸o˜es de pi e de ρ sobre
D, sa˜o palavras infinitas a` esquerda distintas. Portanto D 2 pi = ρ. Para as
ω-palavras δ e τ o tratamento e´ ana´logo ao realizado para a pseudovariedade K.
Portanto, D 2 δ = τ.
4.1.5 A Pseudovariedade LI
Tratemos agora o caso da pseudovariedade LI = [[aωbaω = aω]] dos semigrupos




[[a1 · · · arbc1 · · · cr = a1 · · · arc1 · · · cr]] .
Como N ⊆ LI, deduz-se do Corola´rio 4.6 que ΩALI = A+.
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Prova-se que uma sucessa˜o (wn)n de ΩALI converge em ΩALI se e so´ se e´
ultimamente constante, ou |wn| → ∞ e
∀r ∈ N ∃tr ∈ N, i, j ≥ tr ⇒ wi e wj teˆm o mesmo prefixo e
o mesmo sufixo de comprimento r.
Enta˜o, as operac¸o˜es impl´ıcitas na˜o expl´ıcitas sobre LI podem ser identificadas com
o conjunto {(w,w′) : w ∈ AN, w′ ∈ A−N}, ou seja, ΩALI = A+ ∪ (AN × A−N).
O produto em ΩALI e´ dado, para todos os u, v ∈ A+ e todos os (w, z), (w′, z′) ∈
AN × A−N, por
u · v = uv;
u · (w, z) = (uw, z);
(w, z) · u = (w, zu);
(w, z) · (w′, z′) = (w, z′).
Note-se que K ∩D = N e K ∨D = LI. A segunda igualdade e´ uma con-
sequeˆncia imediata do estudo das operac¸o˜es impl´ıcitas sobre K, D e LI e do
resultado seguinte, que e´ uma consequeˆncia imediata do teorema de Reiterman.
Proposic¸a˜o 4.9 Sejam V e W duas pseudovariedades e sejam pi, ρ ∈ ΩAS duas
operac¸o˜es impl´ıcitas. Enta˜o
V ∨W  pi = ρ se e so´ se V,W  pi = ρ.
Demonstrac¸a˜o: Se V ∨W satisfaz a pseudoidentidade pi = ρ, enta˜o e´ imediato
que V e W tambe´m a satisfazem.
Reciprocamente, suponhamos que V e W satisfazem a pseudoidentidade pi =
ρ mas V ∨W na˜o a satisfaz. Seja Σ uma base de pseudoidentidades de V ∨W,
ou seja, V ∨W = [[Σ]]. Existe portanto, uma pseudovariedade U tal que
U = [[Σ ∪ {pi = ρ}]] $ V ∨W
mas dado que V e W esta˜o contidas em U, isto e´ absurdo por definic¸a˜o de
supremo, pois o supremo de V e W e´ a menor pseudovariedade que conte´m
ambas. 2
Portanto o estudo do problema da ω-palavra sobre LI esta´ interligado ao
estudo sobre K e D.
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Consideremos, uma vez mais, as ω-palavras pi, ρ, β, δ e τ de ΩωAS. Tendo em
conta os estudos ja´ efectuados para as pseudovariedadesK eD podemos concluir,
por aplicac¸a˜o directa da proposic¸a˜o anterior, que dadas quaisquer duas ω-palavras
de entre as apresentadas, a pseudovariedade LI na˜o satisfaz a igualdade entre
elas. De facto, observando quais as igualdades satisfeitas pela pseudovariedade
K e quais as igualdades satisfeitas pela pseudovariedade D e´ imediato concluir
que nenhuma e´ comum. Por exemplo, K satisfaz a igualdade entre ρ e β mas D
na˜o satisfaz, e consequentemente, LI tambe´m na˜o a satisfaz.
Para finalizar, apresentemos um exemplo de dois elementos de ΩωAS (onde
A = {a, b, c, d}) para as quais a igualdade sobre LI e´ satisfeita.
Exemplo 4.10 Sejam pi, ρ ∈ ΩωAS as seguintes ω-palavras:
• pi = ((abω)ωcabω+1c)ωbcωc(ac)ωba;
• ρ = abbωc(adω)ω+1(ca)ωcba.
A projecc¸a˜o de uma ω-palavra na˜o expl´ıcita sobre o semigrupo ΩωALI e´ o par
constitu´ıdo pelas projecc¸o˜es dessa mesma operac¸a˜o sobre os semigrupos ΩωAK e
ΩωAD, respectivamente. Portanto,
• pLI(pi) = (ab+∞, (ac)−∞ba);
• pLI(ρ) = (ab+∞, (ac)−∞ba).
Neste exemplo as palavras infinitas sa˜o ja´ apresentadas na sua forma cano´nica.
Assim verifica-se que K  pi = ρ e tambe´m D  pi = ρ. Conclui-se enta˜o que
pLI(pi) e pLI(ρ) coincidem, ou seja, LI  pi = ρ.
Cap´ıtulo 5
As ω-palavras sobre LSl
Normalmente ΩAV na˜o e´ constitu´ıdo apenas por ω-palavras, como vimos ja´ no
caso das pseudovariedades K, D, e LI. Este e´ tambe´m o caso do semigrupo
ΩALSl que esta´ muito longe de ser constitu´ıdo apenas por ω-palavras. Para mais
informac¸a˜o consultar em [21] o cap´ıtulo nove.
5.1 A Pseudovariedade LSl
Neste cap´ıtulo mostra-se que e´ poss´ıvel decidir efectivamente a igualdade entre
duas ω-palavras sobre a pseudovariedade LSl dos semigrupos finitos localmente
idempotentes e localmente comutativos, ou seja, dos semigrupos S tais que eSe ∈
Sl para todo o e ∈ E(S).
Comecemos por apresentar uma caracterizac¸a˜o das operac¸o˜es impl´ıcitas sobre
LSl. Verifiquemos primeiro que LI ⊆ LSl. Note-se que
LI = [[aωbaω = aω]] , LSl = [[aωbaωbaω = aωbaω, aωbaωcaω = aωcaωbaω]] .
Seja S ∈ LI. Enta˜o S  aωbaω = aω e consequentemente,
S  aωbaωbaω = aω = aωbaω.
Verifica-se tambe´m que S  aωbaωcaω = aω = aωcaωbaω. Logo S ∈ LSl.
Uma vez verificada a inclusa˜o LI ⊆ LSl, o semigrupo livre A+ pode ser visto
como um subsemigrupo de ΩALSl (ΩALSl = A
+).
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A notac¸a˜o Fact(pi) e´ utilizada para representar o conjunto de todas as palavras
u ∈ A+ tais que u e´ factor de pi, ou seja, tais que pi = ρuα com ρ, α pertencentes
ao mono´ıde (ΩALSl)
1.
Proposic¸a˜o 5.1 (Costa [21]) Sejam pi, ρ ∈ ΩALSl. Enta˜o, pi = ρ se e so´ se
Fact(pi) = Fact(ρ) e LI  pi = ρ.
A proposic¸a˜o seguinte caracteriza as sucesso˜es de A+ que convergem em
ΩALSl.
Proposic¸a˜o 5.2 (Costa [21]) Seja (vk)k uma sucessa˜o de A
+. Enta˜o a sucessa˜o
(vk)k converge em ΩALSl se e so´ se ela converge em ΩALI e toda a palavra finita
e´ factor de um nu´mero finito de termos ou de quase todos os termos da sucessa˜o.
Consideremos uma sucessa˜o (vk)k de A
+. Denota-se por Fact∞((vk)k) o con-
junto de todas as palavras de A+ que sa˜o factores de vk para todo o k ∈ N a
partir de uma certa ordem, isto e´, que sa˜o factores de quase todos os termos da
sucessa˜o (vk)k.
Corola´rio 5.3 Seja (vk)k uma sucessa˜o de A
+ tal que (vk)k converge para pi em
ΩALSl. Enta˜o, Fact(pi) = Fact∞((vk)k).
Para ω-palavras de um certo tipo e´ poss´ıvel descrever os seus factores finitos
de uma forma mais expl´ıcita.
Lema 5.4 Seja pi ∈ ΩALSl\A+ e suponhamos que pi admite uma factorizac¸a˜o

















Demonstrac¸a˜o: Uma vez que em ΩALSl o limite da sucessa˜o (x
m
i )m e´ x
ω
i e tendo





2 · · ·xωkuk
= limm u0 · limm xm1 · · · limm xmk · limm uk
= limm(u0x
m
1 · · ·xmk uk).
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Assim, tomando vm = u0x
m
1 · · ·xmk uk, tem-se que a sucessa˜o (vm)m converge para
pi. Portanto, pelo Corola´rio 5.3, Fact(pi) = Fact∞((vm)m). Mas,









o que prova o resultado. 2
De seguida mostraremos que todas as ω-palavras sobre LSl sa˜o do tipo descrito
no Lema 5.4. Para tal, o seguinte resultado sera´ bastante u´til.
Proposic¸a˜o 5.5 (Almeida [4]) SejaV uma pseudovariedade e suponhamos que
pi ∈ ΩAV e´ na˜o expl´ıcita. Enta˜o existem β, δ, ρ ∈ ΩAV tais que pi = βδωρ.
O resultado anterior constitui uma generalizac¸a˜o da Proposic¸a˜o 1.11 e tem
como consequeˆncia o resultado seguinte.
Lema 5.6 Se pi ∈ ΩALSl\A+, enta˜o piω = pi2.
Demonstrac¸a˜o: Pela Proposic¸a˜o 5.5, existem β, δ, ρ ∈ ΩAV tais que pi = βδωρ.
Portanto
(pi2)2 = pi · pi · pi · pi
= (βδωρ)(βδωρ)(βδωρ)(βδωρ),
e como ΩALSl satisfaz a pseudoidentidade a





Concluimos assim que pi2 e´ idempotente, ou seja, que piω = pi2. 2
O resultado seguinte permite-nos garantir a decibilidade da igualdade entre
duas ω-palavras sobre a pseudovariedade LSl.





2 · · ·xωkuk,
com k ∈ N0, u0, . . . , uk ∈ A∗, u0 6= 1 se pi = u0 e x1, . . . , xk ∈ A+.




2 · · · yωl vl e´ uma outra factorizac¸a˜o do mesmo
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tipo, enta˜o verifica-se a igualdade pi = ρ se e so´ se, ou k = l = 0 e u0 = v0, ou
k, l ≥ 1, u0x+∞1 = v0y+∞1 , x−∞k uk = y−∞l vl e sa˜o iguais os seguintes conjuntos
Ipi = {x∞i , x−∞j ujx+∞j+1|1 ≤ i ≤ k, 1 ≤ j ≤ k − 1}
e
Iρ = {y∞i , y−∞j vjy+∞j+1 |1 ≤ i ≤ l, 1 ≤ j ≤ l − 1}.
Em particular, podemos decidir efectivamente se pi = ρ.






2 · · ·piωmwm
com m ∈ N0, w0, . . . , wm ∈ A∗ e pi1, . . . , pim ∈ ΩωALSl. Portanto, para i ∈
{1, . . . ,m} ou pii e´ expl´ıcita e enta˜o pii ∈ A+, ou pii na˜o e´ expl´ıcita e consequente-
mente, pelo Lema 5.6, podemos substituir o factor piωi por pi
2
i . Como ω aparece
na escrita de pi um nu´mero finito de vezes, enta˜o, por aplicac¸a˜o sucessiva da su-
bstituic¸a˜o referida anteriormente obte´m-se, ao fim de um nu´mero finito de passos,












2 · · · yωl vl,
duas factorizac¸o˜es da mesma forma que as referidas no enunciado. Se k = l = 0,
enta˜o pi = ρ se e so´ se u0 = v0. Se k = 0 e l 6= 0 (ou vice-versa), enta˜o na˜o e´
poss´ıvel verificar-se pi = ρ pois ter´ıamos a igualdade entre uma operac¸a˜o expl´ıcita
e uma na˜o expl´ıcita. Tratemos enta˜o o caso em que k, l ≥ 1. Sabe-se, pela
Proposic¸a˜o 5.1, que pi = ρ se e so´ se Fact(pi) = Fact(ρ) e LI  pi = ρ. Uma vez
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y−∞l vl e que Fpi = Fρ. Mostremos que Fpi = Fρ implica a igualdade Ipi = Iρ.
Tomemos para tal w ∈ Ipi. Enta˜o w e´ uma palavra ultimamente perio´dica da
forma w = x∞i (1 ≤ i ≤ k), ou da forma w = x−∞j ujx+∞j+1 (1 ≤ j ≤ k − 1).
Consideremos o conjunto
F ′ρ = {v0y+∞1 , y−∞l vl} ∪ {y−∞i viy+∞i+1 | 1 ≤ i ≤ l − 1}.
Como w e´ de uma das formas referidas anteriormente, enta˜o Fact(w) ⊆ Fpi.
Mas Fpi = Fρ, e consequentemente, Fact(w) ⊆ Fρ = Fact(F ′ρ). Logo, pelo Lema
2.13, como F ′ρ e´ um conjunto finito de A
N ∪ A−N ∪ AZ˜ enta˜o existe z ∈ F ′ρ tal
que Fact(w) ⊆ Fact(z). Agora, se z = v0y+∞1 ou z = y−∞l vl, enta˜o, pelo Lema
2.12, como Fact(w) ⊆ Fact(z) tem-se w = y∞1 ou w = y∞l , respectivamente,
concluindo-se assim que w ∈ Iρ. Se z = y−∞i viy+∞i+1 para algum 1 ≤ i ≤ l − 1,
como Fact(w) ⊆ Fact(z) tem-se, pelo Lema 2.11, que w = z ou w = y∞i com
1 ≤ i ≤ l, e portanto w ∈ Iρ. Provamos assim a inclusa˜o Ipi ⊆ Iρ. Por simetria
verifica-se que Ipi ⊇ Iρ, deduzindo-se desta forma a igualdade Ipi = Iρ.






k uk = y
−∞
l vl e Ipi = Iρ.
E´ imediato que LI  pi = ρ. Pela Proposic¸a˜o 5.1, para concluir a igualdade pi = ρ
resta mostrar que a igualdade Ipi = Iρ implica Fpi = Fρ. Consideremos, enta˜o,
w ∈ A+ um elemento de Fpi. Agora, se w e´ um factor de u0x+∞1 ou de x−∞k uk,






k uk = y
−∞
l vl, e´ imediato que
w ∈ Fρ. Caso contra´rio, w e´ um factor de uma palavra biinfinita t da forma
t = x−∞i uix
+∞
i+1 , para algum 1 ≤ i ≤ k − 1. Enta˜o, t ∈ Ipi e como por hipo´tese
Ipi = Iρ, tem-se que t tambe´m pertence a Iρ. Mas se t ∈ Iρ, enta˜o t e´ da forma:
• t = y−∞j vjy+∞j+1 para algum j ∈ {1, . . . , l − 1}
ou da forma
• t = y∞j para algum j ∈ {1, . . . , l}.
Na primeira situac¸a˜o, e´ imediato concluir que w ∈ Fρ (pois w e´ factor de t =
y−∞j vjy
+∞
j+1). Agora, se t e´ do segundo tipo, separemos o estudo em dois casos.
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• Se t = y∞l , enta˜o, como w e´ factor de t, w e´ tambe´m factor de y−∞l vl,
tendo-se assim w ∈ Fρ.
• Se t = y∞j para algum j ∈ {1, . . . , l − 1}, enta˜o w e´ factor de y−∞j vjy+∞j+1 ,
concluindo-se tambe´m neste caso que w ∈ Fρ.
Mostramos assim que Fpi ⊆ Fρ. Por simetria, deduz-se a igualdade Fpi = Fρ, o
que nos permite concluir que pi = ρ.
Finalmente, provemos a decidibilidade da igualdade pi = ρ. Como vimos ante-







y−∞l vl e Ipi = Iρ sa˜o decid´ıveis. E´ de notar que nestas igualdades entram apenas
palavras w ∈ AN∪A−N∪AZ˜ ultimamente perio´dicas que, portanto, admitem uma
forma cano´nica (ver secc¸o˜es 2.2 e 2.3). Mais, essa forma cano´nica e´ efectivamente
calcula´vel uma vez que existem t ∈ A∗ e u, v ∈ A+ tais que as referidas palavras
w sa˜o ja´ dadas sob a forma
• w = tu+∞ se w e´ uma palavra infinita a` direita ;
• w = u−∞t se w e´ uma palavra infinita a` esquerda ;
• w = u∞ ou w = u−∞tv+∞ se w e´ uma palavra biinfinita.
Estamos assim, como pretend´ıamos, em condic¸o˜es de concluir que a igualdade
pi = ρ e´ efectivamente decid´ıvel. 2
Observac¸a˜o 5.8 Note-se que o teorema 5.7 mostra que cada ω-palavra pi ∈
ΩωALSl e´ caracterizada pelo triplo
(pK(pi), Ipi, pD(pi))
onde Ipi e´ o conjunto de palavras biinfinitas descritas no enunciado.
Exemplo 5.9 Seja pi ∈ Ωω{a,b,c}LSl a ω-palavra dada por
pi = baac(ab3acab3ac)ωab2(ba)ωb((ba)ωb)ω.
Pelo Lema 5.6, pi pode escrever-se na forma
pi = baac(ab3acab3ac)ωab2(ba)ωb(ba)ωb(ba)ωb.
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Note-se que baac(ab3acab3ac)+∞ = ba(acab3)+∞ e que (ba)−∞b = (ab)−∞.





Para finalizar, consideremos A = {a, b, c} e verifiquemos se LSl satisfaz a igual-
dade pi = ρ, para pi, ρ ∈ ΩωAS tais que:
pi = ab(abωac)ωacωbc(ab)ω
ρ = (aba(bωca)ω)ωc(ba)ωb.





Usando as notac¸o˜es da Observac¸a˜o 5.8 tem-se que as projecc¸o˜es de pi e de ρ sobre
o semigrupo ΩωALSl sa˜o respectivamente,
• pLSl(pi) = (abab+∞, Ipi, (ab)−∞);
• pLSl(ρ) = (abab+∞, Iρ, (ab)−∞),
onde Ipi e Iρ sa˜o os conjuntos de palavras biinfinitas descritos no Teorema 5.7.
Enta˜o,
Ipi = {b∞, c∞, (ab)∞, b−∞acab+∞, b−∞acac+∞, c−∞bc(ab)+∞}
Iρ = {b∞, (ab)∞, b−∞cab+∞, b−∞caabab+∞, b−∞cacb(ab)+∞}.
E´ assim imediato que pLSl(pi) 6= pLSl(ρ), e portanto LSl 2 pi = ρ, apesar de LI
satisfazer a igualdade pois as restric¸o˜es de pi e ρ a LI coincidem.
Cap´ıtulo 6
As ω-palavras sobre J
Este cap´ıtulo e´ dedicado ao estudo das operac¸o˜es impl´ıcitas sobre J, a pseudova-
riedade dos semigrupos J-triviais, tendo por finalidade a resoluc¸a˜o do problema da
ω-palavra sobre essa pseudovariedade. Para alcanc¸ar esse objectivo comecemos
com o estudo das operac¸o˜es impl´ıcitas sobre DS.
6.1 Operac¸o˜es impl´ıcitas sobre DS
Consideremos seguidamente a pseudovariedade
DS = [[[(ab)ω(ba)ω(ab)ω]ω = (ab)ω]] .
Note-se que
Sl ⊆ J ⊆ DS.
E´ enta˜o imediato que as pseudovariedades J eDS verificam a condic¸a˜o da Proposi-
c¸a˜o 4.3.
Vejamos agora que esta pseudovariedade pode ser caracterizada em termos de
propriedades das relac¸o˜es de Green dos seus membros.
Proposic¸a˜o 6.1 Seja S um semigrupo finito. Sa˜o equivalentes as condic¸o˜es
seguintes:
1. S ∈ DS;
2. as D-classes regulares de S sa˜o subsemigrupos;
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3. cada H-classe regular de S e´ um grupo;
4. se r, s ∈ S sa˜o tais que r ≤J s e r e´ regular, enta˜o rsJsrJr;
5. para cada idempotente e ∈ S, o conjunto dos elementos de S que esta˜o J
acima de e, i.e. {s ∈ S| e ≤J s}, e´ um subsemigrupo de S.
Demonstrac¸a˜o: E´ apresentada apenas a demonstrac¸a˜o da implicac¸a˜o de 1 para
4 para ilustrar o tipo de te´cnicas usadas.
Consideremos S ∈ DS e sejam r, s ∈ S tais que r ≤J s e r e´ regular. Pretendemos
enta˜o mostrar que rsJsrJr.
Comecemos por mostrar a seguinte propriedade: se a, b ∈ S, enta˜o (ab)ω Ja(ab)ω.
Tem-se
a(ab)ω = a(ab)ω1
e portanto a(ab)ω ∈ S1(ab)ωS1. Da definic¸a˜o de DS decorre que
(ab)ω = (ab)ω(ba)ω−1b a(ab)ω[(ab)ω(ba)ω(ab)ω]ω−1
ou seja, (ab)ω ∈ S1a(ab)ωS1. Conclui-se portanto que (ab)ω Ja(ab)ω.
Como r e´ regular, r admite algum inverso a. Tem-se enta˜o
r = rar = (ra)ωr.






Logo, rJr2, e portanto, rHr2. Enta˜o a H-classe de r e´ um grupo e rJrω.
Como por hipo´tese r ≤J s, existem c, d ∈ S tais que r = csd. Portanto, usando
a propriedade acima verificada, deduz-se
rJrω = (csd)ω Jcs(csd)ω ≤J srω ≤J sr ≤J r,
pelo que rJsr. Mostra-se de forma ana´loga que rJrs. 2
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Corola´rio 6.2 Seja V uma subpseudovariedade de DS. Se pi, ρ ∈ ΩAV sa˜o tais
que pi ≤J ρ e pi e´ regular, enta˜o piρJρpiJpi.
O resultado seguinte e´ de particular interesse para o estudo a que nos propomos, as
operac¸o˜es impl´ıcitas sobre J. Caracteriza as J-classes regulares de ΩAV, quando
V e´ uma subpseudovariedade de DS que conte´m Sl.
Proposic¸a˜o 6.3 Seja V uma subpseudovariedade de DS contendo Sl e sejam pi
e ρ elementos regulares de ΩAV. Enta˜o,
pi ≤J ρ ⇔ c(ρ) ⊆ c(pi).
Ale´m disso, DS e´ a maior pseudovariedade com esta propriedade.
Demonstrac¸a˜o: Comecemos por supor que pi ≤J ρ. Enta˜o pi = ρ1ρρ2 para alguns
ρ1, ρ2 ∈ ΩAV e portanto c(pi) = c(ρ1ρρ2). Como V conte´m Sl e ΩASl e´ o semi-
-reticulado P(A) das partes do conjunto A, munido da unia˜o, conclui-se da
Proposic¸a˜o 4.3 que
c(ρ1ρρ2) = c(ρ1) ∪ c(ρ) ∪ c(ρ2)
e consequentemente, tem-se c(ρ) ⊆ c(pi).
Suponhamos agora que c(ρ) ⊆ c(pi). Como o conteu´do e´ uma func¸a˜o cont´ınua
e ΩASl e´ discreto, existe uma sucessa˜o (uk)k em ΩAV convergente para ρ tal
que c(uk) = c(ρ) para todo o k. Suponhamos que para cada k ∈ N, uk =
ak,1ak,2 · · · ak,ik . Como c(uk) = c(ρ), para todo o k, e c(ρ) ⊆ c(pi), enta˜o ak,1 ∈
c(pi). Portanto, pelo Lema 3.5, vem que pi ≤J ak,1 e, como por hipo´tese pi e´ regular,
o Corola´rio 6.2 permite deduzir que piJpiak,1. De modo ana´logo podemos mostrar
que piak,1 Jpiak,1ak,2 e, por recorreˆncia, que
piJpiuk.
Em particular, para cada k ∈ N, existem βk, δk ∈ ΩAV tais que pi = βkukδk.
Pela compacidade de ΩAV podemos supor que as sucesso˜es (βk)k e (δk)k sa˜o
convergentes, digamos para β e δ, respectivamente. Assim, pela continuidade da
multiplicac¸a˜o em ΩAV tem-se pi = βρδ. Ou seja, pi ≤J ρ.
Finalmente suponhamos que W e´ uma pseudovariedade que conte´m Sl tal
que, se pi e ρ sa˜o elementos regulares de ΩAW, enta˜o pi ≤J ρ se e so´ se c(ρ) ⊆
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c(pi). Sejam pi, ρ ∈ ΩAW. Como W conte´m Sl, pela Proposic¸a˜o 4.3 vem que os
elementos
((piρ)ω(ρpi)ω(piρ)ω)ω e (piρ)ω
teˆm o mesmo conteu´do. Uma vez que sa˜o elementos regulares, enta˜o, por hipo´tese,
sa˜o J-equivalentes. Tem-se ainda que ((piρ)ω(ρpi)ω(piρ)ω)ω ≤H (piρ)ω, e assim, da
Proposic¸a˜o 1.23 (que e´ va´lida tambe´m para semigrupos compactos), resulta que
((piρ)ω(ρpi)ω(piρ)ω)ω e (piρ)ω esta˜o na mesma H-classe. Como os elementos sa˜o
idempotentes, conclui-se do Corola´rio 1.22 que eles sa˜o iguais e portanto que
W ⊆ DS. 2
Como consequeˆncia desta u´ltima proposic¸a˜o temos o seguinte resultado.
Corola´rio 6.4 Seja V uma subpseudovariedade de DS contendo Sl e sejam pi e
ρ elementos de ΩAV. Se pi e´ regular e c(ρ) ⊆ c(pi), enta˜o piρ (resp. ρpi) e´ regular
e piRpiρ (resp. piLρpi).
Demonstrac¸a˜o: Os elementos pi e (piρ)ω teˆm o mesmo conteu´do (por hipo´tese
c(ρ) ⊆ c(pi) e V conte´m Sl) e sa˜o regulares. Portanto, pela Proposic¸a˜o 6.3,
pi J (piρ)ω. Dado que (piρ)ω ≤J piρ ≤J pi, deduzimos que piρ J pi e, em particular,
que piρ e´ regular. Como piρ ≤R pi tem-se, pela Proposic¸a˜o 1.23 (que e´ va´lida
tambe´m para semigrupos compactos), que piρRpi. 2
Introduzimos agora algumas noc¸o˜es necessa´rias para o que segue.
Sejam w, u ∈ A+. Sendo u = ai1 · · · aik , dizemos que u e´ uma sub-palavra
de w se existe uma factorizac¸a˜o de w da forma w = w0ai1w1 · · · aikwk com
w0, . . . , wk ∈ A∗. Denotaremos por
w
u
 o ma´ximo dos inteiros r tais que ur e´ uma










Sejam u ∈ A+ e V uma pseudovariedade que conte´m J. Enta˜o, a definic¸a˜o
anterior pode ser generalizada a todos os elementos pi ∈ ΩAV.
Proposic¸a˜o 6.5 (Almeida [4]) Seja V uma pseudovariedade contendo J. Para
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e´ uniformemente cont´ınua para a topologia induzida pela distaˆncia d (definida na
subsecc¸a˜o 3.2.2) e portanto prolonga-se de forma u´nica a uma func¸a˜o cont´ınua





onde N0 ∪ {∞} esta´ munido da topologia do compactificado com um ponto do
espac¸o discreto N0.
Enquanto que o conteu´do serve para separar as J-classes regulares dos semi-
grupos ΩAV, comV no intervalo [J,DS], os paraˆmetros
−
u
 podem ser utilizados
para identificar os elementos regulares.
Lema 6.6 (Almeida [4]) Sejam S ∈ DS e w ∈ A+, com c(w) = {ai1 , . . . , aik}
e seja u = ai1 · · · aik . Se
w
u
 > |S|, enta˜o S  wω+1 = w.
O resultado seguinte da´-nos a caracterizac¸a˜o dos elementos regulares de ΩADS.
Teorema 6.7 (Almeida [4]) Seja V uma pseudovariedade no intervalo [J,DS]
e seja pi ∈ ΩAV. Enta˜o pi e´ regular se e so´ se
pi
u
 ∈ {0,∞}, para todo o u ∈ A+.
Para finalizar, apresentamos um resultado que nos garante que cada operac¸a˜o
impl´ıcita sobre DS e´ um produto finito de operac¸o˜es expl´ıcitas e de operac¸o˜es
impl´ıcitas regulares. Este resultado e´ muito u´til para o estudo que se segue.
Teorema 6.8 Seja A um alfabeto. Toda a operac¸a˜o impl´ıcita pi ∈ ΩAS admite
uma factorizac¸a˜o da forma
pi = u0pi1u1 · · ·pikuk
onde
• ui ∈ A∗ para todo o i ∈ {0, . . . , k}, e u0 6= 1 se pi = u0;
• a restric¸a˜o a DS de cada pi1, . . . , pik ∈ ΩAS e´ regular;
• se ui = 1, com i ∈ {1, . . . , k−1}, enta˜o c(pii) e c(pii+1) sa˜o ⊆-incompara´veis;
• para todo o i ∈ {1, . . . , k}, tal que ui 6= 1 (resp. ui−1 6= 1), a primeira (resp.
u´ltima) letra de ui (resp. ui−1) na˜o pertence ao conteu´do de pii. 2
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6.2 Operac¸o˜es impl´ıcitas sobre J
Passemos ao estudo da pseudovariedade
J = [[(ab)ωa = (ab)ω = b(ab)ω]] = [[(ab)ω = (ba)ω, aω = aω+1]] .
Nesta secc¸a˜o vamos mostrar que feitas as devidas simplificac¸o˜es na factorizac¸a˜o
descrita no Teorema 6.8, obtemos uma forma cano´nica para as operac¸o˜es impl´ıcitas
sobre J.
Note-se que N ⊆ J e portanto ΩAJ = A+. Por outro lado, como ΩAJ e´
um semigrupo J-trivial, os seus elementos regulares sa˜o idempotentes e, pela
Proposic¸a˜o 6.3, sa˜o completamente determinados pelo seu conteu´do. Conse-
quentemente, as operac¸o˜es impl´ıcitas regulares sobre J sa˜o da forma uω onde
u e´ uma palavra sem letras repetidas. Portanto, pelo Teorema 6.8, podemos
construir todos os elementos de ΩAJ a partir das projecc¸o˜es a1, . . . , an, utilizando
um nu´mero finito de vezes duas operac¸o˜es: a multiplicac¸a˜o e a operac¸a˜o aω. Re-
sulta enta˜o que todos os elementos de ΩAJ sa˜o ω-palavras, ou seja, ΩAJ coincide
com ΩωAJ.
Proposic¸a˜o 6.9 (Almeida[4]) O ω-semigrupo ΩAJ e´ livre sobre A, na ω-varie-
dade gerada por J.
De seguida mostraremos como resolver o problema da palavra, que neste caso
coincide com o problema da ω-palavra, para ΩAJ. Ou seja, mostraremos como
determinar de forma efectiva quando e´ que dois ω-termos nos geradores a1, . . . , an
sa˜o o mesmo elemento em ΩAJ.
Para atacar este problema comecemos por tratar um outro. Como identificar
a ω-variedade gerada por J?
Consideremos primeiro a ω-variedade V definida pelo conjunto Σ das identi-
dades seguintes:
1) (ab)c = a(bc);
2) (ab)ω = (ba)ω = (aωbω)ω;
3) aωa = aω = aaω;
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4) (aω)ω = aω.
Lema 6.10 As identidades seguintes sa˜o consequeˆncias de Σ:
i) aωaω = aω;
ii) (ab)ωa = (ab)ω = b(ab)ω;
iii) tω = vω onde t e´ um termo e v e´ o produto, em qualquer ordem, das letras
que ocorrem em t.
Demonstrac¸a˜o: No que segue , usaremos a notac¸a˜o t =n u para dizer que a
igualdade dos ω-termos t e u e´ consequeˆncia das identidades n) de Σ.











De modo ana´logo, partindo de Σ podemos deduzir b(ab)ω = (ab)ω.
iii) Como (a1 · · · ar)ω =2,4 (aω1 · · · aωr )ω, resta mostrar que, para qualquer per-
mutac¸a˜o δ de {1, . . . , r}, Σ ` (a1 · · · ar)ω = (aωδ1 · · · aωδr)ω onde δi = δ(i). De
facto, partindo de Σ pode deduzir-se:
(a1 · · · ar)ω = [(a1+δr · · · ara1 · · · aδr)ω]ω, usando 4) e (ab)ω = (ba)ω
= [(a1 · · · ar)ωaδr ]ω, usando ii).
Repetindo sucessivamente o argumento anterior, obte´m-se
(a1 · · · ar)ω = [(a1 · · · ar)ωaδ1 · · · aδr ]ω,
= [(a1 · · · ar)ω(aδ1 · · · aδr)ω]ω, usando 4) e (ab)ω = (aωbω)ω
= (aδ1 · · · aδr)ω.
O u´ltimo passo verifica-se por aplicac¸a˜o de um processo ana´logo ao utilizado
acima. 2
Tendo em considerac¸a˜o as identidades de Σ e as suas consequeˆncias (Lema
6.10), podemos enta˜o proceder a` reduc¸a˜o de qualquer termo em {a1, . . . , an}
aplicando as seguintes regras:
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rr.1) eliminar parenteses no que respeita a` aplicac¸a˜o da operac¸a˜o bina´ria de
multiplicac¸a˜o;
rr.2) substituir por vω qualquer subtermo da forma tω, onde v e´ o produto, por
ordem estritamente crescente dos ı´ndices, das varia´veis que ocorrem em t;
rr.3) absorver em factores da forma vω quaisquer factores adjacentes nos quais
ocorrem apenas varia´veis de v.
Estas regras designam-se regras de reduc¸a˜o e de facto reduzem efectivamente o
comprimento dos termos. Assim, so´ se podem aplicar a um dado termo um
nu´mero finito de vezes.
Repare-se ainda que a aplicac¸a˜o de uma das regras na˜o colide nem impede
a aplicac¸a˜o de uma das outras. Temos enta˜o um sistema de regras de reduc¸a˜o
noetheriano (ou de terminac¸a˜o finita) e confluente (i.e., se de um termo t, por
aplicac¸a˜o das regras de reduc¸a˜o, obtemos dois termos distintos t1 e t2, enta˜o,
aplicando as regras de reduc¸a˜o necessa´rias a t1 e t2 chegamos em ambos os casos
a um termo comum t3).
Na situac¸a˜o concreta que estamos a estudar, dado que {rr.1), rr.2), rr.3)} e´
um conjunto de regras de reduc¸a˜o noetheriano e confluente, enta˜o a partir de um
qualquer ω-termo t sobre V, obte´m-se um e um so´ termo minimal t′ (t′ e´ minimal
no sentido de na˜o ser poss´ıvel, por aplicac¸a˜o das regras de reduc¸a˜o referidas, obter
um outro termo de V distinto de t′). Diz-se enta˜o que t′ e´ a forma cano´nica de t.
Passemos enta˜o a descrever as formas cano´nicas em estudo. Um ω-termo e´
chamado expl´ıcito ou uma palavra se nele na˜o ocorre a operac¸a˜o una´ria. Se ele e´
da forma tω para algum termo t, enta˜o diz-se um idempotente. O conteu´do c(t)
de um dado termo t e´ o conjunto das varia´veis que nele ocorrem. Portanto as
formas cano´nicas sa˜o os termos da forma
t = t1t2 . . . tk,
onde
fc.1) cada ti e´ uma palavra ou um idempotente;
fc.2) cada termo idempotente ti e´ da forma v
ω, onde v e´ um produto de varia´veis
com os ı´ndices em ordem estritamente crescente;
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fc.3) para dois termos idempotentes consecutivos ti e ti+1, os conjuntos c(ti) e
c(ti+1) sa˜o ⊆-incompara´veis;
fc.4) dois termos consecutivos ti e ti+1 na˜o sa˜o ambos palavras;
fc.5) se ti e´ uma palavra e ti+1 e´ um idempotente enta˜o a u´ltima letra de ti na˜o
aparece em c(ti+1);
fc.6) se ti+1 e´ uma palavra e ti e´ um idempotente enta˜o a primeira letra de ti+1
na˜o aparece em c(ti).
Se as formas cano´nicas de dois termos r1 e r2 coincidem, escrevemos r1 ' r2.
Note-se que a variedade V conte´m J, pois todos os semigrupos J-triviais sa-
tisfazem as identidades de Σ. Designando por FAV o ω-semigrupo V-livre sobre
A = {a1, . . . , an} temos portanto um homomorfismo sobrejectivo de ω-semigrupos
ϕ : FAV → ΩAJ
tal que ai 7→ ai com i = 1, . . . , n.
Consideremos a relac¸a˜o ≡ sobre ΩAJ definida por pi ≡ ρ se pi e ρ teˆm as
mesmas sub-palavras u de ΩAS.
No que se segue o principal objectivo e´ mostrar que para dois termos t1 e t2,
t1 ' t2 ⇔ ϕ(t1) ≡ ϕ(t2). (6.1)
Uma vez que Σ deduz a igualdade entre qualquer termo e a sua forma cano´nica,
a implicac¸a˜o no sentido da esquerda para a direita e´ imediata. De facto,
t1 ' t2 ⇒ t1 = t2 em FAV⇒ ϕ(t1) = ϕ(t2)⇒ ϕ(t1) ≡ ϕ(t2).
Da equivaleˆncia (6.1) e tendo em considerac¸a˜o a sequeˆncia de implicac¸o˜es
apresentada, deduz-se que ϕ e´ uma bijecc¸a˜o (de facto ϕ e´ sobrejectiva e ϕ(t1) =
ϕ(t2) ⇒ ϕ(t1) ≡ ϕ(t2) ⇔ t1 ' t2 ⇒ t1 = t2 em FAV), que ' induz a igualdade
em FAV e ainda que ≡ e´ a relac¸a˜o de igualdade em ΩAJ.
Na equivaleˆncia (6.1), a prova da implicac¸a˜o no sentido da direita para a
esquerda consiste em distinguir formas cano´nicas diferentes pela extracc¸a˜o de sub-
-palavras das suas imagens por ϕ. Comecemos por isolar o problema combinato´rio
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subjacente, definindo uma operac¸a˜o correspondente a` extracc¸a˜o de sub-palavras
directamente ao n´ıvel dos termos.
Para o que se segue consideremos um termo t fixado, em forma cano´nica, com
a factorizac¸a˜o t = t1 · · · tr satisfazendo as condic¸o˜es (fc.1− 6). Dizemos que uma
palavra u pode ser extra´ıda do termo t se existe uma factorizac¸a˜o u = u1 · · ·ur
tal que
1. se ti e´ expl´ıcito, enta˜o ui e´ uma sub-palavra de ti;
2. se ti e´ idempotente, enta˜o c(ui) ⊆ c(ti).
Uma tal factorizac¸a˜o de u diz-se um modo de extrair u de t.
Consideremos um inteiro k ≥ 1, e designemos por t(k) o termo obtido de t
substituindo cada factor vω por vk.
Lema 6.11 Para uma palavra u sa˜o equivalentes as condic¸o˜es seguintes:
1. u e´ uma sub-palavra de ϕ(t);
2. u e´ uma sub-palavra de t(k) para algum k;
3. u pode ser extra´ıda de t.
Note-se que os termos sa˜o expresso˜es finitas nas varia´veis e nas operac¸o˜es, e
portanto na˜o existe grande liberdade para proceder a` extracc¸a˜o de palavras. Neste
contexto o resultado seguinte e´ de grande interesse. A notac¸a˜o ‖t‖ e´ utilizada para
representar o nu´mero de factores idempotentes de tmais a soma dos comprimentos
dos factores expl´ıcitos de t.
Lema 6.12 Seja k > ‖t‖. Enta˜o, para extrair de t uma palavra tendo um factor
da forma wk, com |w| > 0, tem-se necessariamente que um dos factores w daquela
poteˆncia e´ extra´ıdo de algum factor idempotente e portanto, todos eles podem ser
extra´ıdos desse mesmo factor idempotente.
Demonstrac¸a˜o: Consideremos o refinamento da factorizac¸a˜o cano´nica de t se-
parando os factores expl´ıcitos em letras. Enta˜o o nu´mero total de factores de t
e´ ‖t‖ o qual, por hipo´tese, e´ inferior a k. Portanto em qualquer forma de extrair
de t uma palavra tendo um factor da forma wk com |w| > 0, algum dos w em
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wk tem de ser extra´ıdo completamente de um daqueles factores, o qual e´ enta˜o
obrigatoriamente um idempotente. 2
O resultado que se segue, tal como pretendido, estabelece a equivaleˆncia (6.1).
Teorema 6.13 Dois ω-termos teˆm a mesma forma cano´nica se e so´ se as opera-
c¸o˜es sobre J por eles induzidas teˆm as mesmas sub-palavras.
Do estudo anterior resultam as seguintes concluso˜es importantes.
Teorema 6.14 Para todo o alfabeto A, ΩAJ e´ o semigrupo livre com uma opera-
c¸a˜o una´ria aω sobre A na variedade definida pelas identidades (ab)ω = (ba)ω =
(aωbω)ω e aωa = aω = aaω = (aω)ω. Dois termos nas varia´veis a1, . . . , an
coincidem em ΩAJ se e so´ se eles teˆm a mesma forma cano´nica em relac¸a˜o
a`s regras de reduc¸a˜o (rr.1− 3). Em particular o problema da palavra para ΩAJ e´
decid´ıvel.
Uma vez que o homomorfismo ϕ e´ uma bijecc¸a˜o, podemos falar da forma
cano´nica de uma operac¸a˜o impl´ıcita sobre J. Podemos obter uma definic¸a˜o directa
deste conceito substituindo a palavra “termo” por “operac¸a˜o” na definic¸a˜o de
forma cano´nica de termos. Recordemos que um elemento idempotente de ΩAJ e´
completamente caracterizado pelo seu conteu´do. Assim, um idempotente de ΩAJ
pode ser denotado por (B) onde B e´ o seu conteu´do.
Teorema 6.15 Seja A um alfabeto. Toda a operac¸a˜o impl´ıcita pi ∈ ΩAJ admite
uma factorizac¸a˜o da forma
pi = u0(B1)u1 · · · (Bk)uk
onde
• ui ∈ A∗ para todo 0 ≤ i ≤ k, e u0 6= 1 se pi = u0;
• se ui = 1, com 1 ≤ i ≤ k − 1, enta˜o Bi e Bi+1 sa˜o ⊆-incompara´veis;
• para todo 1 ≤ i ≤ k, tal que ui−1 6= 1, a u´ltima letra de ui−1 na˜o aparece
em Bi;
• para todo 1 ≤ i ≤ k, tal que ui 6= 1 a primeira letra de ui na˜o aparece em
Bi.
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Uma factorizac¸a˜o de pi deste tipo e´ dita em forma cano´nica.
Teorema 6.16 Sejam pi = u0(B1)u1 · · · (Bk)uk e ρ = v0(C1)v1 · · · (Cm)vm duas
factorizac¸o˜es em forma cano´nica de elementos de ΩAJ. Enta˜o sa˜o equivalentes as
condic¸o˜es seguintes:
1. pi = ρ;
2. pi e ρ teˆm as mesmas sub-palavras;
3. k = m, u0 = v0, ui = vi e Bi = Ci (i = 1, . . . , k).
Para terminar este cap´ıtulo, apresentemos um exemplo concreto.
Exemplo 6.17 Consideremos o alfabeto A = {a, b, c, d} e as operac¸o˜es impl´ıcitas
pi, ρ e β de ΩωAS tais que:
• pi = cab(abωa)ωacωbc(ab)ωa;
• ρ = (ab(aωb)ωcabω+1c)ωabcωdc(ac)ωba;
• β = ((aωb)ωcabω)ωacda(acωac)ωcba.
Por aplicac¸a˜o das regras de reduc¸a˜o, anteriormente referidas, deduz-se que as
formas cano´nicas das projecc¸a˜o de pi, ρ e β sobre o semigrupo ΩωAJ sa˜o dadas,
respectivamente, por:
• pJ(pi) = c({a, b})({c})bc({a, b});
• pJ(ρ) = ({a, b, c})d({a, c})ba;
• pJ(β) = ({a, b, c})d({a, c})ba.
Conclui-se portanto que J 2 pi = ρ, pois pJ(pi) e pJ(ρ) admitem formas cano´nicas
distintas. Contrariamente, J  ρ = β pois as formas cano´nicas de pJ(ρ) e de
pJ(β) coincidem.
Em suma, o problema da palavra para o semigrupo livre ΩAJ e´ resolvido
descrevendo regras de transformac¸a˜o de operac¸o˜es que permitem reduzir a “com-
plexidade” das operac¸o˜es ate´ obter “formas cano´nicas” para as operac¸o˜es. A
igualdade de duas operac¸o˜es, no semigrupo livre em causa, e´ enta˜o testada
construindo as suas formas cano´nicas pela aplicac¸a˜o das regras de reduc¸a˜o e
verificando se elas sa˜o iguais.
Cap´ıtulo 7
Desenvolvimentos
Uma pseudovariedade V diz-se decid´ıvel se existe um algoritmo que, dado um
semigrupo S qualquer, permita decidir se S pertence a V.
Em teoria de semigrupos ha´ um operador que generaliza o produto directo
e desempenha um papel de grande importaˆncia: trata-se do chamado produto
semidirecto. O produto semidirecto V ∗W de duas pseudovariedades V e W e´
a classe dos divisores de produtos semidirectos S ∗ T com S ∈ V e T ∈W.
Em meados da de´cada de 60 Krohn e Rhodes [28] estabeleceram que todo o
semigrupo finito pertence a algum produto semidirecto iterado da forma A∗ (G∗
A)n, com n ∈ N, onde G e´ a pseudovariedade de todos os grupos finitos e A
e´ a pseudovariedade de todos os semigrupos finitos aperio´dicos. Tal deu origem
a` noc¸a˜o de complexidade de um semigrupo finito S que e´ precisamente o menor
n tal que S ∈ A ∗ (G ∗A)n. O problema de determinar a complexidade de um
semigrupo e´ desde enta˜o um dos principais problemas da teoria de semigrupos
finitos, e esta´ portanto relacionado com a decidibilidade de produtos semidirectos
iterados envolvendo as pseudovariedades dos grupos e dos semigrupos aperio´dicos.
A decidibilidade de pseudovariedades na˜o e´ preservada por alguns dos mais co-
muns operadores de pseudovariedades [1, 30]. Em particular, Rhodes [30] mostrou
que existem pseudovariedades decid´ıveis cujo produto semidirecto na˜o e´ decid´ıvel.
Deste facto surgiu a necessidade de estabelecer condic¸o˜es mais fortes que a de-
cidibilidade, na expectativa de que fossem decid´ıveis as pseudovariedades obtidas
pela aplicac¸a˜o de operadores a pseudovariedades com tais propriedades. Neste
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contexto, Almeida e Steinberg [9] introduziram a noc¸a˜o de mansida˜o. A man-
sida˜o consiste num refinamento do conceito de hiperdecibilidade anteriormente
introduzido por Almeida [5].
Como referimos no in´ıcio do cap´ıtulo 4, uma assinatura impl´ıcita e´ um con-
junto σ de operac¸o˜es impl´ıcitas contendo a multiplicac¸a˜o a · b. A assinatura
cano´nica κ = {a · b, aω} e´ normalmente a mais usada na teoria de semigrupos
finitos quando se trabalha com pseudovariedades aperio´dicas. Para um alfabeto
A e uma pseudovariedade V , denotamos por ΩσAV o σ-subsemigrupo de ΩAV
gerado por A. Os elementos de ΩσAV dizem-se σ-palavras sobre V.
Uma pseudovariedade V diz-se σ-mansa se: V e´ recursivamente enumera´vel,
V e´ σ-redut´ıvel e o problema da σ-palavra e´ decid´ıvel para V. Se uma pseu-
dovariedade V e´ σ-mansa para alguma assinatura σ, tal que σ e´ recursivamente
enumera´vel e e´ constitu´ıda por operac¸o˜es impl´ıcitas computa´veis, enta˜o V diz-se
mansa. Note-se que a assinatura cano´nica referida satisfaz estas condic¸o˜es.
A mansida˜o implica a decidibilidade. No entanto a questa˜o de saber se a
mansida˜o e´ u´til para provar a decidibilidade de pseudovariedades obtidas pela
aplicac¸a˜o dos operadores de pseudovariedades mais comuns e´ ainda um problema
em aberto. De facto, em [9], Almeida e Steinberg pensaram ter conseguido provar
que o produto semidirecto iterado de pseudovariedades mansas seria decid´ıvel.
Dado que a pseudovariedade G dos grupos e´ mansa [16], a validade de tal resul-
tado teria como corola´rio que a func¸a˜o complexidade de Krohn-Rhodes poderia ser
efectivamente calculada, ficando apenas dependente da prova de que a pseudova-
riedade A e´ mansa (resultado anunciado por Rhodes mas ainda na˜o publicado).
Infelizmente a prova de que o produto semidirecto iterado de pseudovariedades
mansas seria decid´ıvel baseava-se num resultado de 1995 cuja validade foi posta
em causa e ainda na˜o foi demonstrada.
Em geral, provar a mansida˜o de uma pseudovariedade na˜o e´ fa´cil. Conhecem-
-se ja´ bastantes pseudovariedades que se sabe serem mansas. No entanto, muitas
outras bem conhecidas continuam a ocupar os investigadores. Sabe-se por exem-
plo que:
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• Ab e´ mansa [10];
• K e D sa˜o mansas [12];
• LSl = Sl ∗D e´ mansa [22];
• R e´ mansa [11].
Foi precisamente a questa˜o da mansida˜o da pseudovariedade R, para a assi-
natura cano´nica κ = {a · b, aω}, que motivou o recente trabalho de J. Almeida
e M. Zeitoun [13, 14], onde se encontra resolvido, em particular, o problema da
ω-palavra sobre a pseudovariedade R. Apresenta-se de seguida um breve resumo
da resoluc¸a˜o desse problema. Para mais detalhe consultar [13, 14].
Contrariamente ao que se poderia esperar, o problema da ω-palavra para a
pseudovariedade R na˜o foi resolvido descrevendo um conjunto confluente finito
de regras de reduc¸a˜o, que aplicadas repetidamente ate´ que nenhuma reduc¸a˜o mais
seja poss´ıvel conduzisse a uma forma cano´nica de uma ω-palavra, de tal forma
que duas ω-palavras sobre R sa˜o iguais se e so´ se teˆm a mesma forma cano´nica.
Uma vez na˜o encontrado tal sistema foi conjecturada a sua inexisteˆncia.
Nesse trabalho e´ usada uma nova representac¸a˜o das operac¸o˜es impl´ıcitas sobre
R, as chamadas a´rvores bina´rias. Tais a´rvores sa˜o regulares, isto e´, elas podem ser
dobradas em certos auto´matos finitos pela identificac¸a˜o de suba´rvores isomorfas,
se e somente se as operac¸o˜es impl´ıcitas que representam sa˜o ω-palavras. Para
ale´m disso, tais auto´matos sa˜o usados para descrever um algoritmo que resolve o
problema da ω-palavra sobre a pseudovariedade R.
Para pi ∈ ΩAS, uma factorizac¸a˜o da forma
pi = pi1api2
em que a ∈ A, pi1, pi2 ∈ ΩAS, a /∈ c(pi1) e c(pi1a) = c(pi) e´ dita uma factorizac¸a˜o
ba´sica a` esquerda de pi.
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A factorizac¸a˜o ba´sica a` esquerda de cada uma das ω-palavras referidas e´ dada,
respectivamente por
pi = pi1 · c · pi2
e
ρ = ρ1 · c · ρ2,
em que pi1 = ab
ω, pi2 = (ab
ωc)ω−1, ρ1 = aωb e ρ2 = (abωc)ω.
Teorema 7.2 Sejam pi, ρ ∈ ΩAS e suponhamos que pi = pi1api2 e ρ = ρ1bρ2 sa˜o
factorizac¸o˜es ba´sicas a` esquerda. Enta˜o R satisfaz pi = ρ se e so´ se a = b e R
satisfaz pi1 = ρ1 e pi2 = ρ2.
A a´rvore bina´ria, de ve´rtices etiquetados em A ∪ {ε}, constru´ıda, como des-
crevemos de seguida, por iterac¸a˜o da factorizac¸a˜o ba´sica a` esquerda de uma
operac¸a˜o impl´ıcita pi denota-se por T(pi) e e´ chamada a R-a´rvore de pi. Seja
pi = pi1api2 a factorizac¸a˜o ba´sica a` esquerda de pi. Enta˜o a ra´ız de T(pi) tem eti-
queta a e as suba´rvores a` esquerda e a` direita sa˜o obtidas pela iterac¸a˜o desta
construc¸a˜o sobre pi1 e pi2, respectivamente. Por exemplo, retomando pi = (ab
ωc)ω
do Exemplo 7.1, a factorizac¸a˜o ba´sica a` esquerda de pi1 e´
pi1 = a · b · bω−1
e a de pi2 e´
pi2 = ab
ω · c · (abωc)ω−2.
Iterando este processo obte´m-se a a´rvore infinita descrita na figura seguinte, onde
ε representa a palavra vazia.
































































Agora para ρ = aωbc(abωc)ω do Exemplo 7.1, tem-se que a factorizac¸a˜o ba´sica
a` esquerda de ρ1 e´ ρ1 = a
ω · b · ε e a de ρ2 e´ ρ2 = abω · c · (abωc)ω−1. Iterando este
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Note-se que na u´ltima a´rvore apresentada a parte que se repete sucessivamente
e´ apenas o segundo ramo.
Do Teorema 7.2 pode deduzir-se a caracterizac¸a˜o da igualdade das operac¸o˜es
impl´ıcitas sobre R nos termos da igualdade das suas R-a´rvores. Assim, tendo em
considerac¸a˜o o exposto, podemos concluir que R na˜o satisfaz a igualdade entre
as ω-palavras pi e ρ do Exemplo 7.1 pois como se pode observar as suas R-a´rvores
sa˜o distintas. Note-se que a pseudovariedade R conte´m K, portanto, tendo em
considerac¸a˜o o estudo realizado na subsecc¸a˜o 4.1.3, conclui-se imediatamente que
R na˜o satisfaz a igualdade entre as ω-palavras pi e ρ, uma vez que estas sa˜o
distintas sobre K. Refira-se ainda que apesar de distintas sobre K e sobre R,
sobre J as ω-palavras referidas sa˜o iguais.
Como ja´ foi mencionado, dada uma operac¸a˜o impl´ıcita pi sobre R se pi e´
representada por alguma ω-palavra enta˜o a sua R-a´rvore pode ser dobrada num
R-auto´mato associado a pi que e´ finito. Este R-auto´mato e´ chamado o R-
-auto´mato minimal de pi e e´ representado por A(pi). Assim, dado que as operac¸o˜es
impl´ıcitas pi e ρ do Exemplo 7.1 sa˜o ω-palavras, as suas R-a´rvores, apresentadas
anteriormente, podem ser dobradas nos R-auto´matos minimais seguintes, asso-
ciados a pi e ρ respectivamente.
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Usa-se a transic¸a˜o etiquetada com 0 para indicar deslocamento para a esquerda
e com 1 para a direita, a seta entrante, mais pequena, representa o estado inicial
que corresponde a` ra´ız e o c´ırculo duplo representa o estado final que corresponde
a`s folhas da a´rvore.
Note-se que A(pi) e´ o auto´mato quociente de T(pi) com a congrueˆncia ∼pi,
na qual dois no´s sa˜o equivalentes se as suba´rvores dos seus descendentes sa˜o
ideˆnticas.
Corola´rio 7.3 As seguintes condic¸o˜es sa˜o equivalentes para um par de operac¸o˜es
impl´ıcitas pi e ρ:
1. R  pi = ρ;
2. T(pi) = T(ρ);
3. A(pi) = A(ρ).
No trabalho referido [13, 14] descrevem-se algoritmos que permitem dada uma
ω-palavra pi determinar A(pi) em tempo linear. Tendo em conta o Corola´rio 7.3,
isto da´-nos a soluc¸a˜o para o problema da ω-palavra sobre R
Teorema 7.4 (Almeida e Zeitoun [14]) O problema da ω-palavra sobre R e´
decid´ıvel.
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