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By a decomposition of L:(V) in two orthogonal subspaces we obtain a 
representation of a matrix-valued function of the class Sun, defined by Arov 
(Darlington realization of matrix-valued functions, Z.W. Akad. Nauk. SSSR, Ser. 
Mat. Tom. 37 (1973), No. 6); (Math. USSR Izvestija 7 (1973), No. 6, 1295-1326). 
Real matrix-valued functions of this class play an important role in methods of 
synthesis of scattering matrices of linear passive n-ports. 
I 
We shall denote by L*(C”) the class of measurable functions h(c) (< = e”, 
0 Q t < 2L9, with values in C” such that 
([h((* =&-12n ((h(e”)((* dt < 03. 
0 
It consists of the functions whose Fourier series is (in the sense of 
convergence in the mean) h(c) = CTa, h,rk, h, E C”, and (1 h )I* = CT!, I( hklJ2 
(cf. [11>* 
We shall denote by L:(C”) the subspace of L*(C”) which consists of 
those functions for which h, = 0 (k < 0). 
308 
0022-247X/84 $3.00 
Copyright 0 1984 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
CONTRACTIVE MATRIX-VALUED FUNCTIONS 309 
H’(C”) denotes the Hilbert space of functions h(z) = C& h,zk (z = re”), 
h, E C”, holomorphic in the unit disk D = {z; ]z] < l}, such that 
&jzr 11 h(re”)[(* dt (O<r< 1) 
0 
has a bound independent of r. 
A function u(z) holomorphic in D is called inner if ]u(z)] < 1 (z E D) and 
I u(t)1 = 1 a.e. 
A function Q(z), holomorphic in D, is called outer if 
(z E D), 
where k(t) 2 0, In k(t) E L’, and x is a complex under of modulus 1. 
A bounded holomorphic function f(z) (z E D) can be written as the 
product of an inner function and a bounded outer function. 
For a function w(z), meromorphic in D, the characteristic of Nevanlinna 
is defined by the expression 
T(w; r) = &j*, ln + p.q(&) dt +jr n(t’ w, tn(“’ w) dt + n(0, w) In r, 
0 0 
where 
ln+a= 1 In a, if a2 1, 0, if O<a < 1, 
and n(t, W) is the number of poles of w(z), each one with its multiplicity, 
inside the circle 1 z I < t. 
We say that w(z) is of bounded characteristic if suplr, <, I T(w; r)l < co. 
According to a theorem of Nevanlinna [2] the class JY of functions of 
bounded characteristic (z E D) coincides with the class of functions that can 
be written as the ratio of two bounded holomorphic functions (z E D). Then 
these functions are uniquely defined by their limiting values a.e. in the unit 
circle. 
For the functions of bounded characteristicf(z) that can be expressed in 
the form f(z) = U(Z) Q(z), where u(z) is an inner function and Q(z) is an 
outer function, the maximum principle holds. 
A matrix A is called contractive iff Z - A*A > 0, where Z is the unit 
matrix and the symbol * denotes Hermitian conjugation. 
We use Sp to design the class of contractive matrix-valued functions, i.e., 
functions S(z) that are holomorphic in D, for which I]S(z)]l < 1 (z E D) [3]. 
A matrix-valued function S(z) E 9 is inner if it satisfies the condition 
Z - S*(t) S(c) = 0 a.e. 
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We shall say that a matrix-valued function has bounded characteristic if 
all its elements possess this property [3]. 
The symbol Spn will denote the subclass of functions S(z) from 9 whose 
boundary values S(r), almost everywhere in the unit circle are, 
simultaneously, boundary values of matrix-valued functions Z?(z) that are 
meromorphic in D- = {z; ]z 1 > 1 }, with elements of bounded characteristic 
there, i.e., 
The matrix-valued functions f(z) is called “quasi-continuation” of S(z) [ 31. 
The class of matrix-valued functions of bounded characteristic in D with 
quasi-continuation in D- will be denoted by II 
We establish in Section II a decomposition of L:(C") that allows us to 
obtain in Section III, a particular representation for a real matrix-valued 
function of the class YZ7 as two blocks operating on orthogonal subspaces. 
On the basis of this representation we have solved [4] the problem 
suggested in [3], of finding the set of Darlington realizations of a scattering 
matrix S(z), defined in D, of a linear passive n-port when S(z) is not inner 
and det[I- S*(l/F) S(z)] = 0 (z E 0). 
II 
Let us consider a matrix-valued function S(z) E -ia, and define the linear 
manifold 
Ns = F(t) E L:(C”); T(t) h(t) = h(t) a.e.}, 
where T(r) = S*(r) S(r). 
(II. 1) 
There are three possibilities for N,: 
(a) N, = {0}, iff I- Z’(r) > 0 a.e.; 
(b) N, = L:(V), iff S( z is an inner matrix-valued function; ) 
(c) N, # (0) and N, #L:(P), if S(z) is not inner and 
det [I - T(r)] = 0 a.e. 
We can define analogously 
N; = {h'(r) EL:(F); T'(e) h'(c) = h'(r) a.e.}, 
where T’(r) = S(r) S*(l). 
(11.2) 
Let {f,(r)} c N, (n = 1,2,...) b e a sequence converging to f(r) E Is, 
(closure of N,) in L:(P). Then we can choose a subsequence {f,,(e)} that 
converges tof(@ a.e. Introducing the notation 
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we have J’(<)&,(r) -+ F(r) f(t) (k + co) a.e. From definition of N, we 
conclude that F(r) f,,(t) = 0 a.e. Consequently, P(r) f(S) = 0 a.e., and f(r) 
belongs to N,. We have proved that N, is a closed linear manifold; then, the 
expressions 
L:(C”)=N,@N,,; (11.3) 
L:(C”=N;@N;,; (11.4) 
hold, where N,, and Nk, are, respectively, the orthogonal complements of 
N, and N;. 
For each value of l where T(t) and T’(r) are defined we set 
N,={hEC”;T(t)h=h}; 
N; = {h’ E C”; T’(()h’ = h’}, 
(11.5) 
(11.6) 
and we have, for each value of 6 
C”=NtONl,; 
C” = N; 0 N;,. 
We can now formulate the following 
LEMMA II. 1. Let S(z) be a matrix-valued function of the class 9’. Then 
the relations 
0) W)N, = N;; WW,, = Nji ; 
(ii) S*(<)N; = N,; S*(<)N;, c NI,; 
are valid for each < on the unit circle except, possibly, a set of zero measure. 
Proof. Without loss of generality we shall prove (i), omitting the proof, 
essentially similar to (ii), for a fixed point &, on the unit circle. 
Let us consider vectors h E N,* and h’ E N&. From definitions (11.5) and 
(11.6) we can deduce 
St<,) iTto) h = T’G) s(&,) h = W,) h; 
s*K,) T’Wh’ = T(&) S*(Mh’ = S*(&,)h’; 
and hence S(&,) N10 c N;, and S *(&,) N;, c NLO. 
From the above inclusions we know that S*(&)h = h E NIO holds for 
any h’ E N;,. Applying S(&) to this relation, we obtain S(&,) h = 
S(&) S*(&,) h’ = h’; and we conclude that N&c S(&,)N,O. 
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Let us consider now a vector g E Nrol and define S(t;,) g gfg’ E C”. 
Setting g’ = g; + g;, where g; E N& and g; E Niol, it results 
II g’ II2 = @(to) g¶ g; + &) = N&l> ii% !?I) + (StcJ) g’, is!93 
where the first term is zero. Therefore, 1) g’l]* = (g’, g;) = 1) g;jI’. We 
conclude that I( g; (I= 0 or, equivalently, g’ E Niol. 
If S(z) E Pfl, the subspaces Nl have the same dimension for almost every 
c. In fact, F(r) is a.e. the boundary value of the matrix-valued function of 
bounded characteristic (z E 0) [3] 
If f(z) = det F(z) = 0 (z E 0) and S(z) is not inner (in any other case the 
assertion can be proved immediately), there exists [3] some principal minor 
A,(c) of order k (0 < k < n), such that det A,(r) # 0 a.e., and for any prin- 
cipal minor of higher order, its determinant is zero a.e. Hence for each fixed 
< except, possibly, a set of zero measure, dim N, = dim ker F(t) = n - k. 
An analogous reasoning leads us to the conclusion that the subspaces N; 
have the same dimension for almost every < on the unit circle. 
Let {h,(c)}yek be, for each value of t where F(r) is defined, an 
orthonormal base of N,. By definition of N, the relation T(c) h,(r) = h,(r) 
holds a.e. (m = 1,2 ,... n - k). Applying Lemma II. 1 we obtain 
Then 
S(t) k,#) = h’,(tl E N; a.e. 
lhi'tt19 hj(0) = (stO hitT)9 s(t) hjttl) = Chit09 rtt) hjtt)> 
= (hi(O9 hj(t)) = sij (i, j = 1, 2 ,..., n - k), 
which implies that {h6(<)}:-k is, for each fixed 5 where F(r) is defined, an 
orthonormal set of N;. Suppose now that, for a fixed &,, there exists 
f’ # 0 E N&, verifying 
U’9 4?Gl)) = 0 (m = 1, 2 ,..., n - k). 
From Lemma 11.1, it follows that there exists f # 0 E N10 such that 
S(&,)f = f’. Observe that these relations imply 
This is impossible because {h,(&,)};- k is a complete orthonormal set of NtO. 
Thus {!z;(<)}:-~ is a base of N; for almost every < on the unit circle. 
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Introduce now the matrix-valued function 
If S(z) E Crpn, F’(5) is the boundary value, almost everywhere in the unit 
circle, of the matrix-valued function of bounded characteristic (z E 0) 
F’(z)=I-S(z)S” A . t ! Z 
We can establish now the following: 
LEMMA 11.2. Let S(z) be a matrix-valued function of the class YIZ. If 
g(t) E N,, and g'(t) E &, then for each value of < where F(5) and F’(l) 
are defined, g(c) E N,, and g’(c) E Nii. 
ProoJ Since g(r) E N, i, by virtue of (11.1) F(r) g(C) = h(r) # 0 at the 
points < of a set of positive measure. Because S(z) E -i”n, we deduce that 
h(r) is a.e. the boundary value of a function h(z) whose elements are 
functions of the class M. Therefore, h(c) f 0 a.e. and g(r) satisfies the 
assertion of the lemma. By similar reasonings we can prove the theses for 
g’(O 
LEMMA 11.3. If S(z) is a matrix-valued function of the class 917, then: 
(i) The eigenvalues S,(r) and S&(r) of F(c) and F’(r), respectively, 
satisfy a.e. the relation 
where A,,,(~) and A:(0 are functions of the class L: , and u(r) and u’(r) are 
a.e. boundary values of inner functions. 
(ii) There existfunctions {Q’,(c)}: EL:(V) and {Q;(t)}: E L:(C”), 
being, for almost every r eigenvectors of F(r) and F’(r), repectively, and 
orthonormal basis of C”. 
Proof. Since S(z) E CSPKJ, the elements F,(z) of F(z) are functions of the 
class ZZ and, therefore, satisfy the relation 
Fij(z) = 
d/(z) 4J”(z) 
z&z) 
(11.7) 
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(i,j= I,2 ,..*, n), where uy(z) and U!/(Z) are inner functions and Qii(z) is an 
outer function. Then we conclude that the relation 
hold a.e. This implies that 
and, by virtue of the maximum principle it results 
1 @‘“(z)l < 1 @“(t;)l < 1. 
Let u(z) be the inner function that is the common denominator of all the 
elements of F(z). Define now the matrix-valued function 
G(z) 2’ u(z) F(z). (11.8) 
From (11.7) and (11.8) we know that G(z) is an holomorphic bounded 
matrix-valued function (z E 0); hence we have a.e. 
For each value of 4 at which it is defined, F(r) is a self-adjoint matrix, 
bounded by 0 and 1. Then, there exists an orthogonal base (U,(t)}: of C”, 
composed by eigenvectors of F(r), i.e., 
WI3 y,(r) = 4Ao Ynt(O (m = 1, 2 )...) n), 
where the eigenvalues are arranged in nonincreasing order: 
1 2 s,(r) 2 s,(t) > *** > 4&i-) 2 0. 
It can be verified that the eigenvalues S,(r) (m = 1,2,..., n) are a.e. 
boundary values of functions of bounded characteristic (z E D). This is a 
consequence of the relation [ 1 ] 
463 = suP@Ws,,f,)9 
that holds for the greatest eigenvalue S,(r), where {f+} denotes a sequence 
dense on the unit sphere of C”. Let us rewrite the above relation; we obtain 
n n 
and from (11.7) it follows that S,(C;) = lim,,, *I 6,(z) a.e., where 6,(z) EN. 
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Observe that the relation 
where A,(<) = u(T) S,(r), holds for each value of < at which G(c) is defined. 
Then, by the preceding results, we have 
and we deduce immediately that n,(r) = lim,,,,, n,(z) a.e., where n,(z) E HZ. 
Hence I,(l) E 15:) and (i) is proved for 6,(t). 
Now we are going to prove (i) for 6,(r) (m = 2, 3,..., n). 
Let us define the function 
that for each value of <, except, possibly a set of zero measure, is a self- 
adjoint matrix, bounded by 0 and 1. The obvious relation 
shows that { Y,Jr)}i are eigenvectors of F,(r), corresponding to eigenvalues 
W) - 4&t) tm = 2939-9 n). 
Let S,(r) (k Q n) be the smaller eigenvalue of F(r). Then S,(r) - r&J<) is 
the greatest eigenvalue of F,(r), and the fact that n,(l) = u(r) a,(<) E L: is 
an easy consequence of the relation 
showing that (i) is verified by s,(r). The same method can be applied to 
prove (i) for the other eigenvalues. 
We shall construct now functions (@,(<)}T E L: (CT”), being, for each 
value of l eigenvectors of F(r) and orthonormal base of C”. 
The components Y:(c) (i = 1,2,..., n) of the eigenvectors ( Y,(c)}: are, by 
virtue of the preceding results, solutions of the linear system 
where 6, = 0 if i # j and 6, = 1 if i = j. 
A well-known fact in linear algebra is that the ratio between two solutions 
ento 
cm (i, j = 1, 2 ,..., n; i # j) 
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can be expressed as sums of products and quotients of coefficients of the 
system. Recalling that t,(c) and G,j(<) are functions of the class L:, we 
conclude that !P~(<)/!ZQ<) is the boundary value a.e. of a function of 
bounded characteristic in D. Then we can construct functions Y;(r) 
(i = 1, 2,..., n) verifying 
where Y;(z) E JK 
a.e. 
C(49 = ,!‘,m, Y;(Z), 
We will define now the following functions: 
It is obvious that {d,(<)}: * IS, for each fixed < except, possibly, a set of zero 
measure, an orthonormal base of C”. 
Since S(z) E Yn, F(z) belongs to the class ZZ, and its elements are 
functions of bounded characteristic in D with boundary values a.e. that are 
simultaneously, boundary values of functions of bounded characteristic in 
D- . Therefore, the functions YE(<) also have this property and F,(c) is the 
boundary value of the function !P,J l/F) of bounded characteristic in D. Then 
it results 
Am = ,$yl f&I(z) (m = 1, 2 )...) n), 
where ~,Jz) are functions of bounded characteristic in D. 
Denoting by u,(z) the inner functions that is common denominator of all 
the elements of d,(z), we construct the functions 
Qp,(z) fzf u,(z) q?$&) E H2(C”). 
Hence it follows that G,(r) EL:(F) (m = 1, 2,..., n). 
Applying results of part (i) we conclude that 
I;(t) @At) = 4&l @A4 a.e. 
(m = 1,2,..., n) and {Q,,,(r)}; are, for each fixed & eigenvectors of F(c) and 
orthonormal base of C”. 
III 
Taking into account results of Section II, we are now able to prove 
Theorem III. 1, which is our fundamental result. 
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THEOREM 111.1. Let S(z) be a matrix-valued function, of order n, of the 
class YZI. Then its boundary values a.e. S(t), can be represented in the form 
where U,(r) and U,(r) are, respectively, limiting values a.e. of inner matrix- 
valued functions U,(z) and U,(z), and the blocks S,(r), of order k, and S,(r) 
of order n - k, verifv a.e. the relations 
II sl(rll < 1; II smll = 1. 
Proof: For each value of < where F(c) and F’(e) are defined, they are 
self-adjoint matrices bounded by 0 and 1, and hence there exist orthonormal 
basis {@,(Q}y and {@;(Q}: of C” composed, respectively, by eigenvectors 
of F(r) and F’(c) i.e., 
W) @m(5) = 4nw @m(r); (III. 1) 
F’(4) Q;(t) = en(r) @h(6); (111.2) 
where the eigenvalues ,(r) and Sk(<) are arranged in nonincreasing order: 
Let us construct the matrices U,(c) = {Ut(r)}~,j=, and U,(t) = 
{U~(<)}j’+, with the eigenvectors {@,,(<)}y and {@k(()}), in the following 
way: 
ut(t) = @j(t); (111.3) 
u;(r) = q’(q (111.4) 
(i, j= I, 2 ,..., n), where a!({) and @fj(T) are the jth components of the ith 
eigenvectors. 
We know that the relation dim N, = dim N; = n - k (0 < k < n) holds for 
almost every value of c. Then, taking into account the arrangement of the 
eigenvaiues S,(<) and S&(Q, it follows immediately that the last n - k rows 
of u,(t) and u,(t) are the eigenvectors corresponding to the eigenvalue 0. 
Since {@,,JT))~ and {@L(t)\: are orthonormal basis of C”, it is obvious 
that u: (<I u, (5) = u, (4 u,* 63 = Z a.e. and U,*(r) U,(r) = U,(c) U:(r) = Z 
a.e. 
By virtue of results of Section II, we can choose functions (@,JQ): and 
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{@h(t)} :, of the class L:(P), satisfying a.e. the relations (111.1) and (111.2). 
Then, U,(r) and U,(r) verify a.e. 
where U,(z) and U,(z) are bounded holomorphic matrix-valued functions 
(z E 0). Hence relations U,(r) L:(P) c L:(C”) and U,(r) L:(P) c 
L 1 (C”) obviously hold. 
Consider now a function h(r) E N, (CL: (C”)). For each value of 6 where 
F(r) is defined, the vector h(r) is an element of the subspace N, (cc”). 
Consequently, it follows that 
S(t) 44 = h’(t) (EN;). 
It will be useful to introduce the vectors 
(111.5) 
x’(r) Ef U,(C) h’(C). (111.7) 
Replacing (111.5) and (111.6) in (111.7), we obtain, for each value of < where 
F(r) and F’(l) are defined, 
x’(4) = u,(r) SK) K’(r) 43. (111.8) 
Let us denote by S;(r) the elements of the matrix 
s’(r) fEf u&J s(r) um. 
From the obvious fact that the first k components of x(r) and x’(c) are 
zero, we conclude that S&(c) = 0 (i = 1, 2 ,..., k; j = k + 1, k + 2 ,..., n). 
Otherwise, if we consider functions g(r) E N,, and g’(r) gf S(r)g([) 
(EN;,) and, for each value of l where F(r) and F’(r) are defined, we 
introduce the notation 
Y(O Zf u,(r) do 
u’(l) Ef u,(r) g’(t); 
similar reasoning leads us to the conclusion that S;(r) = 0 
(i = k + 1, k + 2 ,..., n; j = 1, 2 ,..., k). 
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Therefore, by virtue of above results, we can set 
s/g)= y) O ), 
( s*(r) (111.9) 
where S,(r) is a block of order k and S,(r) is a block of order n - k. 
Since the preceding relations holds for each value of r where F(c) and 
P’(c) are defined, then (111.9) define a.e. a matrix-valued function S’(r); and 
from the fact that S(z), U,(z) and U,( z are bounded holomorphic matrix- ) 
valued functions (z E D), we deduce that S’(c) is a.e. the boundary value of 
a matrix-valued function S’(z), of bounded characteristic in D. 
We shall prove now that the block s,(Q verifies the thesis. 
Let us consider a function h(r) E N,. Setting 
and recalling the definition of N,, we get 
II WOll’ = IlWI1* a-e. (III. 10) 
Introduce now the functions 
43 = U,(T) W), (III. 11) 
x’(r) = u,(r) h’(C). (III. 12) 
Observe that the matrix-valued functions U,(r) and U,(r), by their 
construction, take a.e. unitary values. This fact implies 
IlwIl’ = Il43l’; 
Iluo12 = IIw)ll*. 
Moreover, by virtue of (111.8) it results 
IIWII’ = IIw)11*. (III. 13) 
From the definition of h’(r), together with (111.8), (III. 1 l), and (111.12) we 
x’(t) = S’(t) x(t) a.e. (III. 14 1 
Since we know, from (111.9), that S,(r) is the restriction of S’(r) to U,(<)N, 
we conclude that 
obtain 
S’(t) x(t) = S,(t) x(t) a.e. 
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Hence using (111.13) and (111.14) it results 
11~‘6311* = 11~2(~)43112 = Il+3ll’ 
Consequently, I] S,(r)]]* = 1 a.e. 
a.e- 
In order to prove that ]]S,(<)(( < 1 a-e. we have to consider a function 
g(t) E Ns, 3 and apply an analogous reasoning. 
For physical wications we are interested in real functions, i.e., functions 
S(z) such that S(Z) = S(z), where the bar stands for complex conjugation. 
We will consider real matrix-valued functions in the following: 
LEMMA III. 1. Let S(z) be a real matrix-valued function of the class 
.ipl7. Then, the matrix-valued functions U,(r) and U,(r) defined a.e. by the 
formulas (111.3) and (111.4), are, respectively, boundary values a.e. of real 
inner matrix-valued functions U,(z) and U,(z) (z E 0). 
- 
Proof: Since S(z) is real, S(c) = S(e) a.e. and, consequently, F(r) = F(r) 
a.e. This relation, together with results from Lemma 111.3, implies 
F(t) m = m m a-e. (m = 1, 2 ,..., n). (111.15) 
Therefore, m and a,(<) are solutions of the following equations 
det [F(r) - S,({)I] = 0 a.e., 
det[F(r) - s,(r)l] = 0 a.e. (m = 1, 2 ,..., n). 
These relations lead us to the conclusion that S,(r) = S,(r> a.e. and we 
obtain immediately 
a.e. (m = 1, 2 ,..., n). 
We shall consider two cases: 
(a) %@ and @At) are, for each { where F(C) is defined eigenvectors of 
F(C) corresponding to an eigenvalue S,(r) with multiplicity 1. Let us consider 
these two functions for a fixed k (0 < k < n). Taking account of the fact that 
Ilrnll = II @/ml = 1 a.e. (cf. Lemma 11.3), we deduce that there are two 
possibilities for @,Jr): 
(i) Qk(r) = m a.e. 
(ii) Qk(<) = --m 
(III. 16) 
a.e. 
In the first case, Qk(r) is obviously real. Suppose now that (ii) holds. 
Since Qk(<) E L:(P) by its construction, it can be written in the form 
Qk(t) =2 a,$j; akj E C”; 
j=l 
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then 
rp,o = 5 “k, p. j=l 
This result and (III. 16) imply akj = qj. Setting 
a.e. 
a.e. 
we construct a real function @i(r) E L:(P) such that )I @$‘(<)ll = 1 a.e. and 
it is, for each point < where F(t) is defined, eigenvector of F(r). 
(b) Let us consider now the case of an eigenvalue s,(c) of F(c), with 
multiplicity p > 1. 
We shall construct a set (@~i(~)}~=i, where the functions @ii(Q are of the 
class L:(C”) (i = 1,2,..., p) and each fixed c, are eigenvectors of F(r), 
corresponding to the eigenvalue s,(r). 
For each < where F(r) is defined we introduce the notation 
$ = @(t-) E c”; F(t) h(t) = s,(<) h(t-)); 
and construct a functionf,(Q E K: for almost every value of <, such that its 
elements are boundary values of functions from . K. 
Since S(z) is real, then the function 
f l (t-1 = f, (4 + fm 
verify the same conditions that fi(<). 
On the other hand, the fact that S(z) E 9’A’ implies that 
is the boundary value a.e. of a function Y,(z) of bounded characteristic in D 
(cf. Lemma 11.3). 
Setting 
where ui(<) is the inner function that is common denominator of all the 
elements of Y,(r), we get a function of L:(C”), of norm 1, that is the 
boundary value a.e. of a real function (z E D) and for each fixed < except, 
possibly a set of zero measure it is eigenvector of F(r). 
Let us introduce now the subspace 
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and choose a function f*(r) such that f*(c) E Ki a.e., and it is the boundary 
value a.e. of a function of bounded characteristic in D. 
From definition of K: and the fact that @i,(r) is the boundary value a.e. 
of a real function (z E D), we derive that f,(c) E K: a.e. In fact 
0 = o-2(0, qm = <fX, qF> 
= VG5, @i,(O) a.e. 
Considering the function 
we can observe that it is the limiting value a.e. of a function Yz(z) of 
bounded characteristic in D. Designing by U*(Z) the inner function that is the 
common denominator of Y,(z) we obtain the function 
that belongs to the class L:(F). Furthermore, Q&(c) is the boundary value 
a.e. of a real function, and for each fixed l where E;(c) is defined, it is eigen- 
vector of F(r), of norm 1, corresponding to the eigenvalue S,(r) and 
orthogonal to @z,(c). 
By a similar procedure we construct the remaining functions {@ii(Q}f=3 
satisfying the required conditions. 
As regards eigenvectors of N,, let us observe that this case can be reduced 
to b) by considering eigenvectors of S*(r) S(r) corresponding to the eigen- 
value 1. 
We have got a set {@i(r)}: of real functions of the class L:(P), that for 
each point < where F(r) is defined, are a complete set of orthonormal eigen- 
vectors of F(r) and base of C”. 
It is evident hat, using the functions above constructed, the relation (111.3) 
defines a.e. the boundary value U,(r) of a real inner matrix-valued function 
u,(z) (z E 0). 
By a procedure similar to the above, it follows that U,(r) satisfies the 
assertion of this lemma. 
As an immediate consequence of Theorem III. 1 and Lemma III. 1 we have 
THEOREM 111.2. If S(z) is a real matrix-valued function of the class 
9I7, then S’(c), given by the formula (111.9), is the boundary value a.e. of a 
real matrix-valued function (z E D). 
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