Abstract. We consider the evolution of small amplitude, long wavelength initial data by a polyatomic Fermi-Pasta-Ulam lattice differential equation whose material properties vary periodically. Using the methods of homogenization theory, we prove rigorous estimates that show that the solution breaks up into the linear superposition of two appropriately scaled and modulated counterpropagating waves, each of which solves a Korteweg-de Vries equation, plus a small error. The estimates are valid over very long time scales.
Introduction. Newton's law for an infinite chain of oscillators with nearest neighbor (conservative) interactions is (1.1) m(j)ü(j) = V j (u(j + 1) − u(j) − l) − V j−1 (u(j) − u(j − 1) − l).
Here j ∈ Z and u(j) is the position of the jth mass. The constant l ≥ 0 is the relaxation length of the nonlinear spring and can be taken, without loss of generality, to be zero. The mass of the jth particle is
V j is the potential function for the nonlinear spring which is between the jth and j + 1st particles. We assume the intersite potential V j is smooth and
Note that (1.4) κ(j) > 0 is Hooke's constant for the springs. We take the masses m(j) and the potentials V j to vary periodically. That is, there is N ∈ N such that (1.5) m(j + N ) = m(j) and V j (h) = V j+N (h) for all j ∈ Z and h ∈ R. In the case when the masses and potentials do not depend on j this system is a classic Fermi-Pasta-Ulam (FPU) lattice (see [7] ).
There is a long history of computing and validating macroscopic effective partial differential equations for solutions of the homogeneous FPU lattice. Depending on the scaling regime under investigation, these effective equations include nonlinear Schrödinger equations (see, e.g., [10] , [20] ), Boussinesq equations (e.g., [2] ), or hyperbolic conservation laws (e.g., [11] ). Our interest is in the propagation of long waves which are also of small amplitude, the so-called long wave limit. In the homogeneous case, it is well known that such solutions break up into the linear superposition of counterpropagating solutions to a pair of Korteweg-de Vries (KdV) equations plus a small remainder. See [24] , [13] for the earliest formal derivations. Various aspects of the formal arguments were first made precise in the articles [8] , [9] , [21] . Of these, [21] is most closely related to the work here. It concerns general solutions of the initial value problem for FPU in the long wave limit; see below for a more thorough discussion of this article. The articles [8] and [9] use the KdV approximation as a jumping off point for rigorous proofs of the existence and stability of small amplitude solitary wave solutions to FPU.
While there is a wide array of formal asymptotics that demonstrate that long waves behave in polyatomic FPU much as they do in the homogeneous case (see, for instance, [5] , [14] , [15] , [18] , [19] , [22] ) and there is a large collection of results concerning breather solutions in this setting (see [12] and the references therein), at this time the rigorous validation of long wave limits is complete only in the case when the system is linear (see [16] ) or N = 2 (see [3] ). In this article we prove a result which is similar to those in [21] and [3] . Of particular interest here is that the long wave analysis follows from the methods of homogenization theory; in short, since we are interested in long waves, the material coefficients are essentially "rapidly varying" in comparison. As such, the classic tools of homogenization are perfectly suited for the analysis (see, for instance, [4] ). A complicating feature is that we need to carry out the homogenization asymptotics to relatively high order so that the "weakly nonlinear" effects which give rise to KdV dynamics manifest.
Formulation and main result.
We denote a sequence {x(j)} by x = {x(j)}. Similarly, when we write V(x) we mean V(x)(j) = V j (x(j)). Let S ± be the shift operators which act on sequences f = {f (j)} as Here is our main result. Theorem 2.1 (long wave solutions of (2.1) are approximated by KdV equations). Let r(j, t) := (r(j, t), p(j, t)) ∈ C 1 (R; 2 × 2 ) be the solution of (2.1) with initial conditions (2.3) r(j, 0) = 2 κ(j) φ( j) and p(j, 0) = 2 ψ( j). For N -periodic sequences f (j) and g(j) let
Suppose that A(w, T ) and B(l, T ) solve the KdV equations
With this, set As stated above, Theorem 2.1 is in many ways an extension of the main results of [21] (which applies only to chains with constant material coefficients) and that of [3] (which handles the N = 2 case), to the case of arbitrary N .
1 There are other major differences here, however. The first, and most obvious, is that our error estimate is a full power of less accurate than in those works. We stress here that this is not a limitation of our method, but is in fact a natural byproduct of the homogenization process. In particular, we could improve our error estimate to 7/2 , but this would require substantive restrictions on the form of the initial data-a technical point we discuss below in Remark 5. Such restrictions are employed in [3] to get their improved error estimate. Our point of view is that the 1/κ(j) term that appears in the initial data for r is restrictive enough.
There are other notable distinctions between our result and those in [21] and [3] . In [21] the initial data is required to lie in
Such burdensome regularity and decay conditions on initial conditions is typical in rigorous approximation results (see [23] for a particularly egregious example). In our theorem, we require only H 5 regularity for the initial conditions. Moreover, we have replaced the algebraic decay condition with the much weaker condition that the antiderivatives Φ and Ψ are in L ∞ . Much of the reduction in the needed regularity is attributable to nothing more than careful bookkeeping when we estimate the "residuals" (see (3.1) below for a precise definition). Such bookkeeping would allow us to reduce the regularity to H 7 , which is the same as the regularity required in [3] . The final two derivatives we eliminate using the fact that the least regular terms in the residuals appear with extra powers of on them. Taking -dependent truncations of the Fourier transforms of the initial data, we are able to exchange these additional powers of for smoothness (see subsection 5.2). As for the algebraic decay condition, we eliminate this condition by a technical rearrangement of terms in the approximation (see subsection 3.5, specifically Remark 3).
The paper is organized as follows. In section 3 we derive the KdV equation semirigorously. In section 4 we provide precise estimates that demonstrate that the approximation very nearly solves (2.1); that is, it contains estimates on the residuals. In section 5 we prove Theorem 2.1. In section 6 we carry out numerical simulations demonstrating various aspects of our results.
Homogenization via multiscale asymptotics.
3.1. Preliminaries. For any functionsr(j, t) andp(j, t) define the residuals as
Res 1 (r,p) := δ +p − ∂ tr and Res 2 (r,p) :
If (r, p) is a solution of (2.1), then Res 1 (r, p) and Res 2 (r, p) are identically zero. The goal of our asymptotic expansion is to find (r,p) so that the residuals are sufficiently small and (r,p) is (in some sense) easier to compute than a true solution.
In our case, we follow the prescriptions of homogenization theory and look for (approximate) solutions of the form
where R and P are maps
A critical part of our assumption is that
for all (j, X, τ, T ). That is, the functions are periodic in their first slot with the same period as m and V. We must understand how δ ± act on functions of this type. It is a straightforward exercise to use Taylor's theorem to show that if u(j) = U (j, j), then
Hereδ ± andŠ ± act only on the first slot. That is, they are analogous to partial derivatives with respect to j. Precisely,
be the error made by truncating the series expansion of δ ± u after M terms. On the formal level, we have
(A rigorous estimate on E ± M is found in Lemma 4.3 below.) Before carrying out the expansion, we make one further refinement to our Ansatz (3.2):
That is to say, R and P themselves have an expansion in . The functions R n and P n have the same dependencies and periodic behavior as R and P do in (3.3). Our decision to take this expansion only to O( 5 ) is perhaps not obvious; as the reader shall see, it is at this level that the KdV dynamics appear.
If we insert these into the definition of Res 1 above, we have
If we use the definition of E + M , this can be rewritten as
In light of (3.5), we expect n+2 E + 3−n P n = O( 6 ) for n = 0, . . . , 3, provided the P n are well behaved. This is, as we see below, the appropriate power of the residuals should satisfy to prove our main theorem.
Next we observe that R n = R n (j, j, t,
This, together with some reorganization, gives
Note that the first row contains only terms which are (formally) O( 5 ) and the second row contains only terms which are higher than O( 6 ). We now carry out a similar calculation for Res 2 . This is slightly more complicated because V is nonlinear. Towards this end, let
Given the expansion in ( 
The first two lines have terms which are O( 5 ) or lower. The last two consist of terms which are formally of order higher than O( 6 ). As mentioned above, the goal of our asymptotics is to choose the R and P functions so that the residuals are formally O( 6 ). We can accomplish this, provided we have 10) in which case we have
and
(3.12)
We can make (3.9) and (3.10) happen by setting the right-hand sides of these equations to zero at O( 2 ) to O( 5 ). Doing this, and a little algebra, gives the following equations. At O( 2 ) we have
And at O( 5 ),
In the above, to make our calculations less cluttered, we have put
Note that all of the equations in (3.13) through (3.16) are of the form "δ Moreover, if f 1 (j, X) and f 2 (j, X) are two such solutions, then
Here C > 0 depends only on N .
As the space of N -periodic sequences is really just R N in disguise, the proof consists only of elementary linear algebra, so we omit it. Our equations (3.13) through (3.16) depend on X as well as j, and so we will actually be using the following corollary (whose proof is omitted) of the lemma.
for all j ∈ Z and X ∈ R which satisfies
for all j and X if and only if (3.18) 1
Moreover, if F 1 (j, X) and F 2 (j, X) are two such solutions, then there existsF : R → R such that
for all j ∈ Z. That is to say, F 1 − F 2 is constant with respect to j. Lastly, if we impose the additional condition that
then we have
Solving the O(
2 ) equations, (3.13). These are
These imply that P 0 and Q 0 do not depend on j. That is,
Remark 2. In what follows, any function wearing a "¯" will not depend on j, but only on (X, τ, T ).

Solving the O(
3 ) equations, (3.14). These are
If we are to be able to solve these, Corollary 3.2 and (3.19) tell us we must have Of course,Q 0 andP 0 depend on (X, τ, T ), and (3.21) says nothing about the T dependence. Nevertheless d'Alembert's formula implies
whereĀ andB are as yet unspecified; eventually we will show that they should satisfy KdV equations. Note that the functionsĀ andB differ from one another in how they depend on X and τ . Thus we will writeĀ =Ā(w, T ) andB =B(l, T ), where l := X + cτ and w := X − cτ are used to denote waves which move "left" and "right," respectively.
Using (3.21) in (3.14), along with (3.4), gives
Define χ 1 (j) to be the unique solution of
Define χ 2 (j) to be the unique solution of
(Note that the expressions for χ 1 and χ 2 in Definition 2.2 give exact formulas for these in terms of m and κ.) Then (3.23) implies
are as yet undetermined. They do not depend on j.
4 ) equations, (3.15). These are
If we are to be able to solve (3.15), Corollary 3.2 tells us we must have
First of all, note that
for any periodic function F (j), and so
= 0 in the second of these equations. Using (3.19), (3.26), the formulas for the δ n in (3.4), and the definitions of χ 1 , χ 2 , m, andκ, a lengthy but routine computation shows that (3.27) is equivalent to
where
As it happens,γ = −γ. Here is the calculation:
(We used (3.24), (3.25), and summation by parts above.) A computation using d'Alembert's solution shows that the following is a solution of (3.29), given (3.22):
While this is not the general solution to (3.29), it turns out that all we require is this particular solution. Now we compute P 2 . Using (3.4), (3.19) , (3.24) , (3.25), (3.26), and (3.30) in the first equation in (3.15) gives
Define χ 3 (j) to be the unique solution of
Such a solution exists by our selection of γ. Then (3.32)
is as yet unspecified. Now we compute Q 2 . Using (3.4), (3.19), (3.24), (3.25), and (3.26) in the second equation in (3.15) gives
Define χ 4 (j) to be the unique solution of
Such a solution exists by our selection of γ. Then
is as yet unspecified.
Solving the O( 5 ) equations, (3.16). The equations are
To be able to solve the first equation of these for P 3 requires 
To be able to solve the second equation in (3.16) for Q 3 requires 
Given (3.22), we see that (3.35) and (3.36) can be solved forĀ T andB T . To do so is a messy but essentially simple process and relies primarily on (3.22) and (3.30). The result isĀ
Here we have defined the following constants:
Also, we define
We selectĀ andB to solve the KdV equations Note that careful unraveling the various definitions for γ, c 1 , c 2 , c 3 , and the various χ functions will convert these definitions for a and b into those given in Definition 2.2. Our choices forĀ andB reduce (3.37) and (3.38) to
Surprisingly, it happens that we can solve (3.40) and (3.41) forP 2 andQ 2 exactly in terms ofĀ andB. If we make a change of variablesQ 2 
That is, ∂ wĀ =Ā and ∂ lB =B. Then we have
Then we can antidifferentiate these equations with respect to l and w, respectively, to get
Note that we have taken the constants of integration to be zero. We solve these for Q and P (and therefore forQ 2 andP 2 ) to get 
for all X, τ, and T .
4. The size of the approximation and its residual. Now that we have explicitly determined Q 0 , Q 1 , Q 2 , P 0 , P 1 , P 2 in terms ofĀ andB, and implicitly defined Q 3 and P 3 with (3.16) and (3.43), we can rigorously estimate their sizes and the size of the residual in terms ofĀ andB. Specifically we will provide estimates which controlr (t) andp (t) and the residual for |t| ≤ T 0 −3 in terms of T 0 and (4. We are going to pay more attention to regularity issues here than is typically done when justifying modulation equations. Note that in Theorem 2.1 the initial conditions are sampled from functions in H 5 . As we shall see, to estimate the residual requires thatĀ andB be in H 7 . We discuss how to close this gap in the next section. To help us organize the frequently tedious calculations we carry out here, we introduce the following notation.
Definition 4.1. We write 
and (4.6) sup
The main tools for proving the proposition are rigorous estimates on the error functions E ± M and well-posedness results for KdV equations. 4.1. Long wave approximations. The main estimates we need are collected in the following.
Lemma 4.3 (error estimates for long wave approximations). Suppose that
2 Note thatȓ andp are simply the O( 3 ) and higher terms ofr andp .
where U (j + N, X) = U (j, X) for all j ∈ Z and X ∈ R. Then
The constant C > 0 depends only on N and M . Note that these estimates are sharp with respect to the powers of . The loss of a half power of appearing in the 2 -based estimates over the formally expected error is due to the "long wave scaling," X = j. Proving these results requires the following.
Proof. Since f ∈ H 1 by the Sobolev embedding theorem we know that f (x) is continuous. Since f (x) is continuous, so is f 2 (x). Thus, for each j ∈ Z, there exists
Then we use the fundamental theorem of calculus:
The chain rule and the Cauchy-Schwarz inequality give
Using this and (4.10) gives
Proof of Lemma 4.3. The first estimate is trivial. The second estimate follows from Lemma 4.4 and naive estimates. For the third estimate, we prove the "+" case.
Suppose
loc . Taylor's theorem with remainder tells us that
Using the Cauchy-Schwarz inequality on the last term gives
Now consider E + u. By definition of E + and the δ n we have
Using (4.11) with f (·) = U (j + 1, ·), x = j, and y = j + , we see
Squaring and summing this over j ∈ Z gives
Adding positive terms on the right-hand side can only make things larger, and thus we have
and the proof is complete.
Existence and estimates for solutions of KdV equations.
The following well-known results concerning solutions of the KdV equation will be used (see [1] and [17] ).
Theorem 4.5 (global existence for solutions of KdV equations). Suppose that U 0 ∈ H s for s ≥ 2, s ∈ Z and consider the partial differential equation
where a = 0 and y ∈ R. Then there exists unique
for all n ∈ N that has U (y, 0) = U 0 and which solves (4.12) for all T ∈ R.
Additionally, one has, for all
0 ≤ k ≤ s, k ∈ Z, (4.13) sup T ∈R U (T ) H k ≤ U 0 H k + C U 0 H 1 U 0 H k−1 + Π( U 0 H k−2 ).
The constant C > 0 depends only on a, b, and k. Here Π is a nondecreasing continuous function with Π(0) = 0; it is wholly determined by a, b, and k.
We also need to controlĀ andB, the antiderivatives. Lemma 4.6 below does so. 
Lemma 4.6 (estimates on antiderivatives of solutions of KdV equations). Suppose that U (y, T ) is the unique global-in-time function (whose existence is asserted by
Then for all
Here Π is a nondecreasing continuous function with Π(0) = 0; it is wholly determined by a and b. Of course, U 0 (y) := U(y, 0). Proof. Without loss of generality, a = 1, due to well-known scaling invariances of the KdV equation. Since U 0 ∈ H 4 , Sobolev embedding implies it is in C 3 . Thus U (X, 0), which is an antiderivative of U 0 (x), is in C 4 . Condition (4.14) implies that lim X→±∞ U(X, 0) < ∞ and so U(X, 0) ∈ L ∞ . Next, Theorem 4.5 implies that U (y, T ) is in H 4 for all T and, again, Sobolev embedding tells us then that U ∈ C 3 and W 3,∞ ; that is to say, U (y, T ) is a classical solution. If we integrate the KdV equation in time, we get
Next we integrate from 0 in y to get
Since U yyy and U are continuous functions and we are integrating over a compact set, we are free to exchange the order of integration:
Now we use the fundamental theorem of calculus:
The Sobolev embedding theorem and Theorem 4.5 then imply
This estimate finishes the proof.
The proof of Proposition 4.2. Proving estimates (4.2), (4.3)
, and (4.4) is "easy" because of the explicit formulas for Q n and P n in terms ofĀ,B, and their antiderivatives. More or less all we do is search through the formulas (3.16), (3.19), (3.22), (3.26), (3.30), (3.32), (3.34), (3.42), (3.43), count derivatives, and apply estimates from Corollary 3.2, Lemma 4.3, Theorem 4.5, and Lemma 4.6 where appropriate. We omit the particulars; most of the critical ideas will be presented below when we treat (4.6).
Proving (4.5) is much the same. The extra power of in this estimate over that in (4.3) is due to the fact that all of our functions Q n and P n depend on t only through τ = t and T = 3 t, which is to say that the chain rule automatically produces at least one extra power of . Application of ∂ t to (r ,p ) produces terms like ∂ τ Q n and ∂ T Q n . These can always be eliminated using the wave equations (3.21), (3.29) and the KdV equations (3.39). After that is complete, we count derivatives and apply Theorem 4.5 and Lemma 4.6. Doing so is straightforward and uninteresting, so we omit it.
Of the estimates in (4.6), the one for Res 2 is the more complicated, and so we present details for it. Recall that our selection of the Q and P functions was made so that Res 2 was given by (3.12), which we recopy here, recalling that Q n := κR n :
If we apply (4.8) and (4.9) to this, we get, with some rearrangement,
(4.15)
The most complicated of all of these terms is (unsurprisingly) the one involving ∂ T P 3 . We will present many of the details for this term and also those for N 1 , as it (along with N 2 ) is handled a bit differently than the rest. As a byproduct, we will see all the tricks for handling every other term along the way.
Estimating ∂ T P 3 . Differentiation with respect to T of the "P 3 " equations (3.16) and (3.43) shows that ∂ T P 3 satisfies
The estimate in Corollary 3.2 therefore gives
Of these five terms, the most complicated is the one involving δ
We present the details for this term, as the others are handled with the same techniques and are no worse in terms of regularity or difficulty.
Given (3.4), we have
P 2 is given explicitly by (3.32) and (3.42). Differentiation of these formulas with respect to T , the triangle inequality, and the fact that H 2 is an algebra gives us the following crude estimate:
(4.17)
To handle the first line on the right-hand side, we use the fact thatĀ andB are assumed to solve (3.39). Thus
And so we have, for all T ,
Using the estimate (4.13) in Theorem 4.5 gives
Using the "K 5 " definition (Definition 4.1), we have
The other three terms in the first three lines of (4.17) are handled using exactly these same ideas. Dealing with the terms in the final two lines of (4.17) is a bit different. Consider the one on the fourth line which requires control of ∂ T (ĀB l ). The product rule and triangle inequality give
Then we use the estimate f g H 2 ≤ C f W 2,∞ g H 2 and the fact that W k,p norms are shift invariant to get
Theorem 4.5 implies immediately that sup
Using the same sort of steps as were used to estimate ∂ T A ww above, we have
Controlling the terms in (4.18) withĀ proceeds as follows. First, sinceĀ is an antiderivative ofĀ, we have
Here, we used Morrey's inequality, f W s,∞ ≤ C f H s+1 . Then Lemma 4.6 and Theorem 4.5 give us
Second, sinceĀ solves (3.39), it follows from the fundamental theorem of calculus that
Morrey's inequality implies
And so (4.18) becomes
With this we can establish
which in turn implies
Since V(ρ) is a smooth function, Taylor's theorem implies
Thus crude estimates give
Clearly G is nondecreasing. Moreover, since V is smooth, G is continuous. Therefore
And so
The estimates in (4.3) and (4.2) thus give
This completes our proof of Proposition 4.2.
Error estimates and the proof of Theorem 2.1.
We are now in a position to prove the main result. We quickly recapitulate the hypotheses and conclusions. Fix T 0 > 0 and φ, ψ ∈ H 5 . These will be the functions from which we sample the initial 
for some function Π(h) which is continuous, nondecreasing, has Π(0) = 0, and is determined entirely by m and V. The initial data for (2.1) are taken as described in (2.3): r (j, 0) = 2 κ(j) φ( j) and p (j, 0) = 2 ψ( j). We denote the corresponding solution of (2.1) by (r (t), p (t)). Given (2.5), we set
with m andκ defined as in Definition 2.2. It is clear that A 0 , B 0 ∈ H 5 and in particular
Let A(w, T ) and B(l, T ) be the unique global-in-time solutions of (3.39) with these initial conditions which are guaranteed by Theorem 4.5. Our goal is to estimate (5.1) e := sup
Namely, we will have proven Theorem 2.1 if we show e + f ≤ C 5 5/2 .
Long time existence for solution of (2.1).
The first thing we need to do is ensure that the solutions of (2.1) exist over the very long time scale |t| ≤ T 0 −3 . The following theorem does just this.
Theorem 5.2 (small data implies global existence for (2.1)). There exists ρ * , C * > 0, determined wholly by m and V, such that if
then there exists a unique function
which solves (2.1) and for which (r(0),
Proof. Define
This quantity is the total mechanical energy of (2.1) and thus
so long as the solution exists. Moreover, when (r, p) × 2 is sufficiently small, (1.2), (1.3), and (1.4) imply that H(t) is equivalent to the usual norm on the 2 × 2 norm. That is, there exist ρ > 0 and C * * > 1 such that (r, p) 2 × 2 < ρ implies
To see this, note that Taylor's theorem, (1.3), and (1.4) imply that there exists ρ > 0 such that |y| ≤ ρ implies
for all j. Now suppose that (r, p) 2 × 2 < ρ. This implies r ∞ ≤ ρ, and thus (r, p) 2 × 2 ≤ ρ:
and thus we have (5.4) for an appropriately defined constant C * * . Let ρ * := ρ/2C
2 * * and suppose that (r 0 , p 0 ) 2 × 2 ≤ ρ * . Since C * * > 1, we have ρ * < ρ/2. The right-hand side of (2.1) is a smooth and bounded map from 2 × 2 into itself, and so Picard's theorem provides t 0 > 0 and (r(t),
which uniquely solves (2.1) with (r(0),
(r, p) 2 × 2 < ρ . Thus we can employ (5.4) and (5.3) to find
This implies via a straightforward bootstrap argument that t 0 = +∞. Putting C * = C 2 * * finishes the proof. Now, if we use Lemma 4.3, estimate (4.8), we see that
As such, there exist 1 > 0, which depends on ( φ
Note that the estimate in Theorem 5.2 shows that
5.2.
Smoothing. Now that we have established the existence of the solution of (2.1) for all t, we turn our attention to the approximation. Note that the functions A and B are only in H 5 . To use Proposition 4.2 we need functions which are in H 7 , and so we will "smooth" our initial conditions using the following result.
Lemma 5.3 (smooth approximation with dependent estimates). Define the map T as a Fourier multiplier operator
and is zero otherwise. Then, for 0 ≤ ≤ 1, we have
Proof. The proofs of the first four estimates are routine and so we omit them. The proof of (5.13) is less typical. First, note that
Using the Fourier inversion theorem gives
The definition of T gives
Thus we may exchange the order of integration above to get
We evaluate the X -integral:
Multiplication by 1 gives
Then Cauchy-Schwarz gives
Since X was arbitrary, we have (5.13). Now letĀ
Then Lemma 5.3 implies
Likewise,
Recall thatĀ 0 (w) := w 0Ā 0 (y)dy andB 0 (l) := l 0B 0 (y)dy. Note that these estimates imply
which, so to speak, says "K 5 ≤ C 5 ."
LetĀ(w, T ) andB(l, T ) be the unique global-in-time solutions of (3.39) initial conditionsĀ 0 ,B 0 which are guaranteed by Theorem 4.5. These functions are in H 7 by virtue of (5.17). Now we return to our estimates of e and f . The triangle inequality gives
Using (4.8) from Lemma 4.3 gives
The H 1 norm is shift invariant, and so
To control A −Ā we use the following. 
The proof follows from routine energy arguments similar to but easier than those used to prove the continuous dependence on initial conditions for KdV equations in [1] . We omit it. Using this, we see that
The same reasoning applied to the "B" terms gives
and so we need to estimate
Energy estimates. Now form (r (t),p (t)
) fromĀ(w, T ) andB(l, T ) as described in section 3. Addition, subtraction, and the triangle inequality give
Using the definitions ofȓ ,p together with (4.4) in Proposition 4.2, we see that
Thus we need to estimate
r (t) −r (t) 2 and f 2 := sup
The argument we use is based on a similar one developed in [21] . Define η(j, t) and ξ(j, t) via (5.18) r =r + 5/2 η and p =p + 5/2 ξ.
Clearly, then, (η(t), ξ(t)) exist for all |t| ≤ T 0 −3 . If we can show that they are O(1) on that interval, we will be done.
A direct computation shows that η and ξ solvė
whereṼ is defined as
The "primes" onṼ are derivatives with respect to z. 
That is to say, these terms are, in fact, very small. Since the residual terms are small, we can gain some insight into (5.19) by considering the system without them. In this case (5.19) looks formally very much like (2.1), which, given that H(t) is constant for (2.1), leads us to the conclusion that
might be "sort of conserved" for (5.19). We claim that E(t) is equivalent to the 2 × 2 norm of (η, ξ). We can use (5.7) to handle the "ξ" part of E(t). Handling the "Ṽ" part of E(t) is very similar to the estimate (5.6) for H(t) above. Taylor's theorem givesṼ
where b(j, t) lies betweenr (j, t) andr (j, t) + 5/2 η(j, t) = r (j, t). Thus
Using (5.8) and Proposition 4.2, this gives
Since the b(j, t) are small, then we must have
Thus we have
and so there exists C e > 1 with
for all |t| ≤ T 0 −3 ; this establishes the equivalence of E(t) to the 2 × 2 norm.
Remark 4. In [21] , the authors develop an "alternate energy" to control the errors in an ad hoc way. Our E(t) is (essentially) the same energy functional that they use; here we see that it arises naturally using the mechanical energy as a starting point.
Moving on, we differentiate E(t) to geṫ 
The mean value theorem gives
where b(j, t) is betweenr (j, t) andr (j, t) + 5/2 η(j, t). Using the same estimates and reasoning that led to (5.21) gives
Finally, a direct calculation shows that
Taylor's theorem again gives
for b(j, t) betweenr (j, t) andr (j, t)+ 5/2 η(j, t). As before, we know |b(j, t)| ≤ C 5 3/2 , and so we use the same ideas as above to get
Then we have, using (4.5),
and therefore
Putting the above together giveṡ
Since y ≤ 1 + y 2 for all y ∈ R, this implieṡ
Using (5.21), this becomeṡ
Gronwall's inequality then tells us that
Thus,
A short calculation using the definitions of η and ξ reveals that 
With this estimate, we have proven Theorem 2. 
Steps analogous to those undertaken in [3] would be to replace this with something akin to
Ultimately this would improve the estimate on the residuals to O( 13/2 ) and would result in the better overall error estimate. the r-component of the solution is qualitatively a solitary wave which propagates to the right plus minor features which are much smaller than the amplitude of the wave. (These discrepancies are consistent with those observed in [23] .)
In Figure 2 we plot the error between the numerically computed solution and the KdV approximation (namely, e + f from (5.1) and (5.2) above) as a function of . The slope of the resulting line indicates the power of in the approximation. In this case we find the power is power ∼ 2.473, which is in line with the power of stated in Theorem 2.1, i.e., 2.5.
General dimer.
In this case, we had Again, N = 2. Figure 3 contains snapshots of the solution of (2.1) together with the approximation at several times. For all , the r-component of the solution is qualitatively a "spiky" solitary wave which propagates to the right. The irregular features are due to the prefactor of 1/κ(j) in (2.7). Note that in [15] and [14] , the authors observe the same sort of solution for models of waves in layered elastic media. They call such solutions "stegotons," given their resemblance to the dinosaur stegosaurus; though we prefer "hedgehogons," we abide by their choice. In Figure 4 we plot the error against as above. In this case we find the numerically computed power of in the error is power ∼ 2.450, which is in line with the power of stated in Theorem 2.1, i.e., 2.5. 6.1.3. Mass polymer, N = 10. In this case, we let κ(j) = 1 and β(j) = 1 and randomly selected ten positive numbers (taking values between 0.5 and 2.5) to be the masses m(j). Figure 5 contains snapshots of the solution of (2.1) together with the approximation at several times. For all , the r-component of the solution is qualitatively a solitary wave which propagates to the right.
In Figure 6 we plot the error against as above. In this case we find the numerically computed power of in the error is power ∼ 2.682, which is in line with the power of stated in Theorem 2.1, i.e., 2.5.
6.1.4. General polymer, N = 100. In this case, we let κ(j), β(j), and m(j) each be one hundred randomly selected positive numbers (taking values between 0.5 and 2.5 for κ(j) and m(j) and between 0 and 1 for β(j)). Figure 7 contains a snapshot of the solution of (2.1) together with the approximation at several times. For all , the r-component of the solution is qualitatively a particularly spiky stegoton which propagates to the right. 2.7) ). Figure 8 contains snapshots of the solution of (2.1) together with the approximation at several times. In Figure 9 we plot the error against . In this case we find the numerically computed power of in the error is power ∼ 2.715, which is in line with the power of stated in Theorem 2.1, i.e., 2.5. We treat this situation here. In this case, the nonlinear problem (2.1) is approximated by two linear Airy's equations, which after appropriate rescaling, are of the form
We compute solutions of this using the explicit formula U (k, T ) = e −ik 3 T U (k, T ) and using standard techniques to approximate the Fourier transform with the FFT. We take as initial conditions (6.6) φ(X, 0) = sech 2 (X) and ψ(X, 0) = 0. In Figure 11 we plot the error against . In this case we find the numerically computed power of in the error is power ∼ 2.919.
Note that this is quite a bit greater than the error expected. In this setting, since κ and m are constant, χ 1 and χ 2 are zero. Many of the terms in the approximation consequently vanish, and we expect a corresponding improvement in the error bound to 3.5.
