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SUPERSYMMETRY AND COHOMOLOGY OF GRAPH
COMPLEXES.
SERGUEI BARANNIKOV
Abstract. I describe a combinatorial construction of the cohomology classes
in compactified moduli spaces of curves ẐI ∈ H
∗(M¯g,n) starting from the
following data: an odd derivation I, whose square is non-zero in general,
I2 6= 0, acting on a Z/2Z-graded associative algebra with odd scalar product.
The constructed cocycles were first described in the theorem 2 in [3]. By the
theorems 2 and 3 from loc.cit. the family of the cohomology classes obtained
in the case of the algebra Q(N) and the derivation I = [Λ, ·] coincided with
the generating function of products of ψ classes. This was the first nontrivial
computation for categorical Gromov-Witten invariants of higher genus. As
a byproduct I obtain a new combinatorial formula for products of ψ-classes,
ψi = c1(T
∗
pi
), in the cohomology H∗(M¯g,n)
Introduction
We have introduced in [3] a new type of graded matrix integrals which can
be seen as a generalization of the periods of projective manifolds. One of their
main properties was that their asymptotic expansions defined cohomology classes
of compactified moduli spaces of curves. This paper is about this combinatorial
construction of the cohomology classes of compactified moduli spaces of curves
starting from the following data: Z/2Z-graded associative algebra A equipped with
odd scalar product g and an odd derivation I, whose square is non-zero in general,
I2 6= 0, ẐI ∈ H
∗(M¯g,n).
An example of such data is the “odd matrix algebra” Q(N) equipped with the
odd (queer) trace and the derivation I = [Λ, ·], see section 12.
The constructed cocycles were first described in the theorem 2 in [3]. By the
theorems 2 and 3 from loc.cit. the family of the cohomology classes obtained in the
case of the algebra Q(N) and the derivation I = [Λ, ·] coincides with the generating
function of products of ψ classes. This was the first nontrivial computation for
categorical Gromov-Witten invariants of higher genus. The result matched with the
mirror symmetry prediction, namely with the classical (non-categorical) Gromov-
Witten descendent invariants of a point for all genus.
0.1. A new formula for products of ψ-classes in H∗(M¯g,n). As a byproduct
of the calculation in the case of Q(N) I get the following new formula for products
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of ψ-classes, ψi = c1(T
∗
pi), in the cohomology H
∗(M¯g,n)
(0.1)
∑
∑
di=d
ψd11 . . . ψ
dn
n
n∏
i=1
(2di − 1)!!
λ2di+1i
=
=
 ∑
[Ĝ]∈Γdec,oddg,n
(Ĝ, or(Ĝ))
2−χ(Ĝ)∣∣∣Aut(Ĝ)∣∣∣
∏
e∈Edge(Gˆ)
1
λi(e) + λj(e)

where the sum on the right is over stable ribbon graphs of genus g with n numbered
punctures, with 2d + n edges, and such that its vertices have cyclically ordered
subsets of arbitrary odd cardinality, see theorem 28. In the simplest case, corre-
sponding to the top degree, the cohomology H6g−6+2n(M¯g,n) is 1-dimensional, the
summation is over 3-valent ribbon graphs and this formula then reproduces the
main identity from [8].
0.2. Overview of the construction. The construction associates the following
weight Ẑ
Ĝ,or(Ĝ)
I˜
with any oriented stable ribbon graph defined as contraction of
tensors:
Ẑ
Ĝ,or(Ĝ)
I˜
=
〈 ⊗
e∈Edge(Ĝ)
(g−1
I˜
)e,
⊗
v∈V ert(Ĝ)
ασv,γv
〉
The tensors ασv,γv associated with the vertices of the stable ribbon graph are the
compositions of the multiplication tensor with insertions of tensors dual to the
scalar product which are defined using the cyclic orders on the subsets of flags
σv = (ρ1 . . . ρr) . . . (τ1 . . . τ t) of the vertex v
ασv,γv (πaρ1 ⊗ . . .⊗ πaτt) =
g
∑
µ
(−1)ǫeµ1aρ1 . . . aρreµ1e
µ2 . . . eµbv−1aτ1 . . . aτt , (
∑
ξ,ζ
(−1)e
ξeζeξeζeξeζ)
γv

see definition (8). The tensors associated with the edges are
g−1(I˜∗ϕ, ψ)
where g−1 is the dual scalar product and I˜∗ is dual to I˜ which is the homotopy
inverse to I. The construction of such inverse is explained in propositions 2, 4.
The theorem 21 affirms that the sum over all equivalence classes of oriented stable
ribbon graphs
ẐI =
∑
Ẑ
Ĝ,or(Ĝ)
I˜
(Ĝ, or(Ĝ))
is a cocycle in the stable ribbon graph complex.
The construction is a corollary to the theorem 2 from [1] which identifies the
complex computing the cohomology of the compactified moduli spaces of curves
with the complex underlying the Feynman transform of the modular operad of
associative algebras with scalar product. A Z/2Z-graded associative algebra which
satisfy Tr (la) = 0 (see (8.2)) is an algebra over the modular operad S[t] from
loc.cit. and the induced morphism F(End(A), I)→ F(S[t]) defines the cohomology
class whose construction is detailed in this paper. This in particular explains the
tensors associated with the vertices and gives an overall check of the construction
independently of the concrete calculations from the sections 7-9.
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0.3. A counterexample to the theorem 1.3 from [9]. An important remark
is that the truncated cochain, where the sum is taken over the usual ribbon graphs
only, is not closed. The boundary of such truncated cochain gets certain nontrivial
contribution from graphs with loops and it is nonzero in general. The contribution
is non-zero even if one restricts the initial data by imposing extra condition of
I2 = 0. This leads to a counterexample to the theorem 1.3 from [9], see section 5.
It turned out that in the case of the simplest Z/2Z-graded noncommutative algebra
〈1, ξ〉 /ξ2 = 1,ξ¯ = 1, the cochain from loc.cit. does not vanish on the boundary of
the graph G, which represents a surface of genus 1 with 2 punctures, see Fig.1 and
proposition 11.
0.4. Cohomological field theories. Our construction of the cohomology classes
in H∗(M¯g,n) defines a cohomological field theory. We extended this construction
of cohomology classes in H∗(M¯g,n) to the case of A∞−algebras/categories with
scalar product, and it defined also a cohomological field theory. This extension
and the cohomological field theory, that it defined, were studied in [4]. This co-
homological field theory for the algebra A = End(C) where C is a generator of
DbCoh(X), X is the mirror dual Calabi-Yau manifold, conjecturally coincides with
the cohomological field theory defined by Gromov-Witten invariants of all genus.
Plan of the paper. In section 1 the homotopy invertability of the operator I is
studied. In sections 2-5 the truncated cochain, which is a sum over usual ribbon
graphs only, is studied and it is shown that the boundary of the truncated cochain
is nonzero. Our main cocycle ẐI is defined in the sections 6-7. In sections 8-9 it is
shown that the boundary of ẐI is zero. In sections 10 it is shown that modifying I˜ by
the term [I˜ , [I,X ]] produces a boundary, and the independence of the cohomology
class of ẐI on the choice of I˜ is studied in section 11. The section 12 concerns with
the calculations in the case of A = Q(N) and the proof of the formula (0.1)
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Notations. For an element a from Z/2Z-graded vector space A let us denote byπa
∈ ΠA the same element considered with inversed parity. char(k) = 0. The parity
of a is denoted by a. Throughout the paper A denotes a finite-dimensional1 Z/2Z-
graded associative algebra over k, char(k) = 0, with odd invariant scalar product
g(·, ·) : S2A→ Πk
g(ab, c) = g(a, bc)
g(a, b) = (−1)abg(b, a)
If the algebra has an identity then such a scalar product comes from an odd trace
l : A/[A,A]→ Πk, g(a, b) = l(ab)
1we work with finite-dimensional algebras, however it is straightforward to adapt our construc-
tion to infinite dimensional situations, for example of dg-associative algebra A with dimkH
∗(A) <
∞, provided that the propagator g−1 with the corresponding properties is defined.
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In general the linear functional l is well defined via l(ab) = g(a, b) on the image of
the multiplication map A⊗2 → A. Denote by I an odd anti-self-adjoint operator I
, which is a derivation with respect to the algebra structure.
1. Propagators in the presence of odd scalar product.
In this section the algebra structure does not play any role, so g is an odd non-
degenerate symmetric pairing g : V ⊗2 → Πk on some Z/2Z-graded vector space V ,
and I is any odd anti-self-adjoint operator on V .
Theorem 1. Any odd anti-self-adjoint operator I over algebraically closed field k,
char (k) 6= 2,
g(Ix, y) + (−1)xg(x, Iy) = 0
can be reduced by linear transformation preserving the odd scalar product g to a
sum consisting of the following blocks:
1k- Z/2Z−graded subspace spanned by 2k elements v, Iv, . . . , I
2k−1v with v =
k mod 2, I2kv = 0,
g(Imv, Im
′
v) = δm+m′,2k−1(−1)
mv+ 1
2
m(m+1),
2k- Z/2Z−graded subspace spanned by 2k elements v, u, Iv, Iu . . . , I
k−1v, Ik−1u
with v + u¯ = k mod 2, Iku = Ikv = 0, g(Imv, Im
′
v) = 0, g(Imu, Im
′
u) = 0,
g(Imv, Im
′
u) = δm+m′,k−1(−1)
mv+ 1
2
m(m+1),
3 - Z/2Z−graded subspace on which I is invertible.
Proof. See [5] and also [10]. 
Let I be an odd anti-selfadjoint operator I in the canonical form of the direct
sum of blocks of types 1k, 2k and 3.
Proposition 2. There exists an odd operator I˜, such that
(1.1)
[
I, I˜
]
= 1
if and only if the decomposition of the operator I into blocks by the theorem 1 has
no blocks of type 22n−1, n ∈ N. In this case the operator I˜ can be chosen to be
self-adjoint g(I˜x, y) = (−1)xg(x, I˜y).
Proof. Let us put for the elements of blocks of type 1k:
I˜(I2l+1v) = I2lv, I˜(I2lv) = 0, l = 0, . . . , k − 1,
for the elements of blocks of type 22k:
I˜(I2l−1v) = I2lv, I˜(I2l−1u) = I2lu, I˜(I2lv) = I˜(I2lu) = 0, l = 0, . . . , k − 1,
define also I˜ on block of type 3:
I˜ =
1
2
I−1.
Then
[
I˜ , I
]
= 1 and also g(I˜x, y) = (−1)xg(x, I˜y).
Assume now that such operator I˜ exists on a sum V =W⊕W ′ of two I−invariant
subspaces, where W is a block of type 22k−1. Let I˜1 be the block-diagonal com-
ponent of I˜ acting on W , I˜ =
(
I˜1 I˜3
I˜2 I˜4
)
. Then
[
I˜1, I
]
= 1on W , so it is enough
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to consider the case V = W . Since W is again the sum of two I−invariant sub-
spaces, it is enough to check that the operator satisfying the (1.1) cannot exist
on the I−invariant subspace spanned by v, Iv, . . . , I2k−2v. Since I
(
I2k−2v
)
= 0,
then I˜
(
I2k−2v
)
= I2k−3v, and therefore I˜
(
I2k−3v
)
= a0I
2k−2v. It follows that
I˜
(
I2k−4v
)
= I2k−5v − a0I
2k−3v and therefore I˜
(
I2k−5v
)
= a0I
2k−4v + a1I
2k−2v,
etc. I˜ (Iv) = a0I
2v +
∑
j≥1 ajI
2(j+1)v. It follows that
[
I, I˜
]
v ∈ Image (I) and
therefore
[
I, I˜
]
v 6= v. 
Such an odd anti-self-adjoint operator I satisfying (1.1) is called homotopy in-
vertible.
This notion extends the notion of “contractible differential” to the case when
I2 6= 0.
1.1. Jourdan blocks decomposition for the pair of quadratic forms. The
odd non-degenerate symmetric pairing g is uniquely determined by the linear iso-
morphism g : V ∨0 ≃ ΠV1. The components of the anti-self-adjoint operator I are
then the linear maps I10 ∈ Homk(V0, V
∨
0 ), I01 ∈ Homk(V
∨
0 , V0), I10 is an anti-
symmetric pairing on V0 and I01 is a symmetric pairing on V
∨
0 .
Proposition 3. The anti-self-adjoint operators I on V are in one-to-one corre-
spondence with pairs (h, h′) where h is an anti-symmetric quadratic form on V0 and
h′ is a symmetric quadratic form on V ∨0 . The decomposition of I from the theorem
1 is equivalent to an analog of the “Jordan blocks” decomposition for such pairs.
1.2. Nondegeneracy of g(Ix, x) on (ΠV )0 ⇒ I is homotopy invertible. The
odd anti-self-adjoint operator I, or the pair (h, h′) where h is an anti-symmetric
quadratic form on V0 and h
′ is a symmetric quadratic form on V ∨0 , is the same as
an even quadratic function on ΠV . The correspondence is given by
I ↔ g(Ix, x), x ∈ ΠV.
Proposition 4. Let the restriction of the quadratic function g(Ix, x) on (ΠV )0 is
a nondegenerate quadratic form. Then the decomposition of I has no blocks of type
22n−1 and the operator I˜ defined in the proposition 2 satisfies.[
I, I˜
]
= 1.
Proof. Notice that v¯ + u¯ = 1 for the block of type 22n−1, and therefore one of the
elements Ik−1v, Ik−1u from the kernel of I is always odd and then the quadratic
function g(Ix, x) on (ΠV )0 is degenerate. 
2. The ribbon graph complex.
Recall the definition of the (even) ribbon graph complex (C∗, d), see ([7]) and
references therein.
Definition 1. A ribbon graph G (without legs) is a triple (Flag(G), σ, η), where
Flag(G) is a finite set, whose elements are called flags, σ is a permutation from
Aut(Flag(G)) with orbits of length greater than two, and η is a fixed-point free
involution acting on Flag(G).
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The vertices of the graph correspond to cycles of the permutation σ. The set of
vertices is denoted by V ert(G). The subset of Flag(G) corresponding to vertex v
is denoted by Flag(v). The set Flag(v) has natural cyclic order since it is a cycle
of σ. The cardinality of Flag(v) is called the valence of v and is denoted n(v). It
is assumed that n(v) ≥ 3. The edges of the graph are the pairs of flags forming a
two-cycle of the involution η. The set of edges is denoted Edge(G). The subset of
edges which are loops is denoted by Loop(G). The edges which are not loops are
called ”regular” and I denote the corresponding subset of Edge(G) by Edger(G).
The two element subset of Flag(G) corresponding to an edge e ∈ Edge(G) is
denoted flag(e). I denote by SG the Riemann surface associated with the ribbon
graph G (see loc.cit. and references therein). I denote by |G| the one-dimensional
CW-complex which is the geometric realization of the underlying graph G.
Definition 2. The even ribbon graph complex is the graded vector space generated
by equivalence classes of pairs (G, or(G)), where G is a connected ribbon graph,
or(G) is an orientation on the vector space
(2.1)
⊗
v∈V ert(G)
(kFlag(v) ⊕ k),
with the relation (G,−or(G)) = −(G, or(G)) imposed, equipped with the differential
D(G, or(G)) =
∑
[e]∈Edger(G)
(G/{e}, induced orientation)
The sum is over edges of G which are not loops. The fact that the orientation
(2.1) is equivalent to the orientation, defined as the orientation on the vector space
(kEdge(G)⊕kH1(G)), follows from ([7], 4.14). A choice of orientation can be fixed by
a choice of a flag from Flag(v) for all vertices v having even valency and a choice
of an order on the set of such vertices. Two different choices are related by a set
of cyclic permutations on Flag(v) for vertices v having even number of flags and a
permutation on the set of such vertices. The two corresponding orientations differ
by the sign equal to the product of signs of all these permutations.
The induced orientation on G/{e} can be easily worked out. In the case when
the edge e connects two vertices v1 and v2 with even number of flags, assume, that
the order on the set of vertices with even number of flags is such that v1 < v2 and
no other such vertices are between them, and that the flags fi ∈ Flag(vi), i = 1, 2,
fixing the orientation, form the edge e. Then the induced orientation for G/{e}
is defined by placing the new vertex v0, obtained from v1 and v2 after shrinking
of e, to the place of v1 and by choosing the element corresponding to σG(f1) in
Flag(v0). In the case when the edge e connects two vertices v1 and v2 with odd
number of flags, the induced orientation for G/{e} is defined by placing the new
vertex v0, to the lowest level in the set of vertices with even number of flags, and
by choosing the flag corresponding to σG(f) in Flag(v0),where f is either of the
two flags forming e.
Denote via (C∗, d) the complex dual to the ribbon graph complex. The gener-
ators of both complexes corresponding to oriented ribbon graphs can be identified
when it does not seem to lead to a confusion.
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3. The truncated partition function.
The dual scalar product g−1 is defined on ΠHom(A, k), the dual space with
parity inversed. If P denotes the isomorphism A → ΠHom(A, k) induced by g,
then
g−1(ϕ, ψ) = g(P−1ϕ, P−1ψ).
Recall I˜ denotes the homotopy inverse to I odd self-adjoint operator, see propo-
sitions 2, 4. Denote by I˜∗the dual to I˜, odd self-adjoint operator, acting on
ΠHom(A, k):
I˜∗ϕ(a) = (−1)ϕϕ(I˜a),
then
I˜∗ = P I˜P−1,
since I˜ is self-adjoint. The odd self-adjoint operator I˜∗ defines the even symmetric
pairing g−1
I˜
on ΠHom(A, k) :
g−1
I˜
(ϕ, ψ) = g−1(I˜∗ϕ, ψ), g−1
I˜
∈ (ΠA)⊗2
Definition 3. Given a ribbon graph G, the tensor product of the even symmetric
tensors (g−1
I˜
)e, associated with every edge e of G, (g
−1
I˜
)e ∈ (ΠA)
⊗flag(e), defines
the canonical element
gI˜,G =
⊗
e∈Edge(G)
(g−1
I˜
)e, gI˜,G ∈ (ΠA)
⊗Flag(G).
Define the (−1)n+1-cyclic tensors αn ∈ Hom((ΠA)
⊗n, k), n ≥ 2
αn(πa1, . . . , πan) = (−1)
Σn−1i=1 Σ
i
j=1ajg(a1 · a2 · . . . · an−1, an)
(a tensor from V ⊗n is (−1)n+1-cyclically symmetric if under the elementary
cyclic shift it is multiplied by the Koszul sign resulting from parities of elements of
V times the sign of the cyclic permutation, which is (−1)n+1).
Notice that the space Flag(v) is canonically oriented, thanks to the cyclic order,
for a vertex v ∈ V ert(G) of odd valency, n(v) ≡ 1mod2. For a vertex v ∈ V ert(G)
of the valency n(v) ≡ 0mod2, let or(v) denotes an orientation on the vector space
Flag(v). Because of cyclic order on Flag(v), or(v) is fixed canonically by a choice
of an element f ∈ Flag(v).
Definition 4. The canonical elements
αv ∈ Hom((ΠA)
⊗Flag(v) , k)
are defined by the cyclically symmetric tensors α2n+1, n ∈ N for all vertices of odd
valence and by the cyclically anti-symmetric tensors α2n+2, n ∈ N for all vertices
of even valence equipped with a choice of orientation or(v) fixed canonically by a
choice of an element f ∈ Flag(v).
Proposition 5. Given an oriented ribbon graph G with orientation or(G), the
product over all vertices v of the (−1)n(v)+1-cyclically symmetric tensors αv defines
the canonical element
αG,or(G) =
⊗
v∈V ert(G)
αv, αG,or(G) ∈ Hom((ΠA)
⊗Flag(G), k).
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Proof. The orientation or(G) is a choice of an element of Flag(v) for all vertices v
of even valence, and a choice of an order on the total set of such vertices of even
valencies. The first part gives a choice of orientation or(v) for all vertices of even
valence, and therefore well-defined elements αv for all vertices. Notice that the
parity of αn is even for odd n, and odd for even n. Therefore with the choice of
order on the set of vertices of even valency the product
⊗
v∈V ert(G) αv gives a well-
defined element fromHom((ΠA)⊗Flag(G), k). In more details, the orientation or(G)
fixes the signs in the definition of αG,or(G) ∈ Hom((ΠA)
⊗Flag(G), k) by dictating
for every vertex of even valence n(v) which element ai is to be placed the first
inside αn(v), and then in which order the tensors αn(v) are to be multiplied, other
choices are irrelevant because the sign of cyclic permutation is always positive for
odd number of elements, and because αn defines an even tensor for odd n. 
Definition 5. The partition function Z
G,or(G)
I˜
of an oriented ribbon graph G is the
contraction of
⊗
v∈V ert(G) αv with
⊗
e∈Edge(G)(g
−1
I˜
)e
Z
G,or(G)
I˜
=
〈 ⊗
v∈V ert(G)
αv,
⊗
e∈Edge(G)
(g−1
I˜
)e
〉
The sum over all equivalence classes of connected ribbon graphs defines the cochain
ZI˜
(3.1) ZI˜ =
∑
[G]
Z
(G,or(G))
I˜
(G, or(G)), ZI˜ ∈ (C
∗, d)
Notice that the element Z
G,or(G)
I˜
(G, or(G)) of (C∗, d) does not depend on the
choice of or(G), since a change of orientation changes the signs of both Z
G,or(G)
I˜
and (G, or(G)).
4. Action of I on the tensors g−1
I˜
and αn.
I denote by I∗ the odd dual to I operator. It is an odd anti-self-adjoint operator
and it is acting on Hom(ΠA, k) via:
I∗ϕ(a) = (−1)ϕϕ(Ia)
The action of any endomorphism of the super vector space Hom(ΠA, k) is naturally
extended to its tensor algebra ⊕n(Hom(ΠA, k))
⊗n as a derivation, by the Leibnitz
rule. The dual action on ⊕n(ΠA)
⊗n corresponds to the similar extension of the
action of I on ΠA.
Proposition 6. The result of action of the operator I on g−1
I˜
is
I(g−1
I˜
) = g−1
Proof.
I(g−1
I˜
) = g−1
I˜
(I∗ϕ, ψ) + (−1)ϕg−1
I˜
(ϕ, I∗ψ) = g−1([I∗, I˜∗]ϕ, ψ) = g−1(ϕ, ψ)

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Consider the partition functions of an oriented ribbon graph G and the graph
G
′
= G/{e′} obtained from G by contracting the edge e′ ∈ Edger(G), with its
induced orientation. The previous proposition shows that acting by I on the two-
tensor associated with the edge e′ gives
I(g−1
I˜
)e′ = g
−1
e′ ,
where g−1e′ ∈ (ΠA)
⊗{f,f ′}, e′ = (ff ′), denotes the two-tensor inverse to g, associated
with the edge e′. I claim that inserting g−1e′ instead of (g
−1
I˜
)e′ for the edge e
′ which
is not a loop gives Z
(G/{e′},or(G/{e′})
I˜
.
Proposition 7. The partition function Z
G/{e′},or(G/{e′})
I˜
, for a regular edge e′, is
equal to the contraction of
⊗
v∈V ert(G) αv with
⊗
e∈Edge(G)′ he where he = (g
−1
I˜
)e
for e 6= e′ and he′ = g
−1
e′ .
Proof. The part of the contraction involving g−1e′ is∑
µ,ν
(−1)ναk+1(v1 . . . vkuµ)g
−1(uµ, uν)αn−k+1(uνvk+1 . . . vn)
where {uµ} is a basis in (ΠA) and {u
µ} is the dual basis, uµ and uν represent the
two flags of the edge e′, and
v1 ⊗ . . .⊗ vk ⊗ vk+1 . . .⊗ vn ∈ (ΠA)
⊗Flag(v)
represents the flags corresponding to the new vertex of G/{e′} to which the edge
e′shrinks. Using the linear algebra identity
b =
∑
µ
uµu
µ(b) =
∑
µν
(−1)νuµg
−1(uµ, uν)g(uν , b).
with b = vk+1 · . . . · vn I get
αn(v1 . . . vn) =
∑
µ,ν
(−1)ναk+1(v1 . . . vkuµ)g
−1(uµ, uν)αn−k+1(uνvk+1 . . . vn)
i.e. the tensor αv associated with the new vertex. 
Next proposition shows that acting by I∗ on αn gives zero because I is a deriva-
tion of A, preserving g.
Proposition 8.
I∗(αn) = 0
Proof. It follows from
(4.1)
n∑
i=1
(−1)εi l(a1 · . . . · (Iai) · . . . · an) = l(I(a1 · . . . · an)) = 0
where εi =
∑i−1
j=1 aj , n ≥ 2 and l is the odd linear functional l(ab) = g(a, b) defined
on the image of the multiplication map A⊗2 → A. 
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5. The boundary of the cochain ZI˜.
Combining the three propositions we get the following theorem.
Theorem 9. The boundary of the cochain ZI˜ (3.1) is given by the sum over graphs
with loops,
dZI˜ =
∑
[G],Loop(G) 6=∅
(G, or(G))Z
loop,(G,or(G))
I˜
each such graph with loops contributing
Z
loop,(G,or(G))
I˜
= −
〈
(
⊗
e∈Edger(G)
(g−1
I˜
)e)I(
⊗
l∈Loop(G)
(g−1
I˜
)l), (
⊗
v∈V ert(G)
αv)
〉
.
Proof. The boundary of ZI˜
dZI˜ =
∑
[G′]
Z
(G′,or(G′))
I˜
d(G′, or(G′)) =
∑
[G]
(G, or(G))
∑
e∈Edger (G)
Z
(G/{e}, or(G/{e}))
I˜
For any ribbon graph G we have
0
(Prop. 8)
=
 ⊗
e∈Edge(G)
(g−1
I˜
)e
 I∗( ⊗
v∈V ert(G)
αv) =
= I
 ⊗
e∈Edge(G)
(g−1
I˜
)e
 ( ⊗
v∈V ert(G)
αv)
(Prop. 6,7)
=
=
 ∑
e∈Edger(G)
Z
(G/{e}, or(G/{e}))
I˜
+ Z loop,(G,or(G))
I˜

Corollary 10. The cochain
∑
[G] Z
(G,or(G))
I˜
(G, or(G)) is not, in general, closed
under the differential of the ribbon graph complex.
This gives a counterexample to the theorem 1.3 from [9]. Note that by Poincare
duality the rational homology of Mg,n coincide with the cohomology of one-point
compactification which are computed by the cohomology of the ribbon graph com-
plex.
Proposition 11. Consider the simplest noncommutative Z/2Z−graded algebra
〈1, ξ〉 /ξ2 = 1,ξ¯ = 1, equipped with the odd scalar product g(1, ξ) = 1, the derivation
I(ξ) = 1, I2 = 0, and the homotopy inverse I˜(1) = ξ. Then for the graph G with
three vertices and five edges, one vertex of valence 4 with 2 opposite flags forming a
loop, and two more vertices of valence 3, see Fig.1, so that G represents a surface
of genus 1 with 2 punctures, ZI˜(∂G) 6= 0.
Proof. The contraction of any of two edges connecting the two vertices of valence
three gives the graph with two vertices of valence 4 on which ZI˜ is zero. The graph
G has the Z/2Z symmetry preserving the orientation, and the contraction of any of
the two remaining edges leads to the same contribution to ∂G given by the graph
with two vertices of valence 3 and 5, on which ZI˜ is nonzero. 
10
Figure 1. G: ZI˜(∂G) 6= 0
6. Compactification and the stable ribbon graph complex.
The graph with loops give non-zero terms in the boundary of the cochain ZI˜ (3.1)
since loops are not allowed to contract in the ribbon graph complex. There is a more
general complex of stable ribbon graph, where loops are allowed to contract. It was
proven in [1] that the stable ribbon graph complex is isomorphic to the complex
underlying the Feynman transform of certain twisted modular operad of associative
algebras with scalar product. A corollary to this theorem is the construction of the
closed cochain ẐI˜ described in the sections 6-9. In particular the weights ασv,γv
(7.1) associated to vertices are given by the action of the corresponding elements
of the twisted modular operad.
Definition 6. A stable ribbon graph Ĝ is a data (Flag(Ĝ), σ, η, λ, {γv}), where
Flag(Ĝ) is a finite set, whose elements are called flags, λ is a partition on the set
Flag(Ĝ), σ is a permutation from Aut(Flag(Ĝ)), stabilizing λ, η is a fixed-point
free involution acting on Flag(Ĝ) , and γv ∈ Z≥0 is a nonnegative integer attached
to every cluster v of λ. The clusters of the partition λ are the vertices of the stable
ribbon graph Ĝ. The edges are the orbits of the involution η. In particular to any
vertex v corresponds the integer γv and a permutation σv on the subset of flags
Flag(v) from the cluster v, so that σ = Πvσv. Let Cycle(v) denotes the set of
cycles of the permutation σv attached to a vertex v ∈ V ert(Ĝ). The stable ribbon
graph must satisfy the stability condition for any v
2(2γv + |Cycle(v)| − 2) + |Flag(v)| > 0.
Denote bv = |Cycle(v)| .
Given a stable ribbon graph Gˆ and a metric on Gˆ one can construct by the
standard procedure a punctured Riemann surface SĜ, which will have singularities
in general. Namely replace every edge by oriented open strip [0, l]×] − i∞,+i∞[
and glue them for each cyclically ordered subset according to the cyclic order. In
this way several punctured Riemann surfaces are obtained. Then the points on
these surfaces corresponding to different cyclically ordered subsets associated with
the given vertex of Gˆ should be identified for every vertex of the graph Gˆ. The
one-dimensional CW-complex |Gˆ| is naturally realized as a subset of SGˆ. It is also
natural to glue in at each vertex with 2γv+bv−2 > 0 a topological surface of genus
γv, which replaces the singular point, obtained by identification of the bv points,
by bv double points.
6.1. Contraction of edges on the stable ribbon graphs. In order to describe
the action of the differential on the stable ribbon graph Ĝ one needs to describe the
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result of the contraction of an arbitrary edge Ĝ/{e}. The contraction of edges in the
stable ribbon graphs is described combinatorially via compositions and contractions
on permutations, see ([1]), representing the corresponding geometric operations on
SĜ. For the reader convenience it is rephrased here. For an edge ending at two
vertices with γv = 0, bv = 1 this is the standard contraction of edge on ribbon
graphs.
Let the permutation σĜ is identified with multi-cyclic order on Flag(Ĝ), i.e. the
collection of cyclic orders on the orbits ofσ. Then the result of the contraction of
an edge e = (ff ′), f, f ′ ∈ Flag(Ĝ) is the stable ribbon graph Ĝ/{e} such that
Flag(Ĝ/{e}) = Flag(Ĝ)\{f, f ′},
σĜ/{e} =
(
(ff ′) ◦ σĜ
)
|Flag(Ĝ)\{f,f ′},
i.e. σĜ/{e} is the multi-cyclic order induced on Flag(Ĝ)\{f, f ′} by the multi-cyclic
order on Flag(Ĝ) given by the product (ff ′) ◦ σĜ,
ηĜ/{e} = ηĜ|Flag(Ĝ)\{f,f ′}
i.e. the involution ηĜ/{e} is the restriction of the involution ηĜ on the subset
Flag(Ĝ)\{f, f ′}. If an edge e = (ff ′), f, f ′ ∈ Flag(Ĝ) is not a loop, i.e. f, f ′are
from two distinguished clusters v and v′ of λ, then the clusters v and v′ collide
to the new cluster having γ = γv + γv′ . If an edge e is a loop then no vertices
must collide, the partition λĜ/{e} on Flag(Ĝ)\{f, f ′} is induced from λĜ , and if
the flags f, f ′ are from the same cycle of σĜv then γ
Ĝ/{e}
v = γĜv , otherwise if they
are from different cycles of σĜv then γ
Ĝ/{e}
v = γĜv . Lastly if f, f
′ are neighbors
in a cycle of σĜv , i.e. say σ
Ĝ
v (f) = f
′, then, by definition, Ĝ/{e} = ∅ , so that
such loop do not contribute to the boundary operator of the stable ribbon graph
complex. This exception is dictated by the relation of the stable ribbon graphs with
the combinatorial compactification of the moduli spaces and leads to the condition
on A, see section 8.2.
6.2. The differential on the stable ribbon graph complex.
Definition 7. The stable ribbon graph complex is the graded vector space generated
by equivalence classes of pairs (Ĝ, or(Ĝ)), where Ĝ is a stable ribbon graph, or(Ĝ)
is an orientation on the vector space⊗
v∈V ert(Ĝ)
(kFlag(v) ⊕ kCycle(v))
and the relation (Ĝ,−or(Ĝ))) = −(Ĝ, or(Ĝ)) is imposed. The differential is
D(Ĝ, or(Ĝ)) =
∑
[e]∈Edge(Ĝ)
(Ĝ/{e}, induced orientation)
The sum is over all edges of Gˆ. Using the multi-cyclic order on Flag(Ĝ) , a choice
of orientation is fixed by a choice of a flag from every cycle of σ of even length and
a choice of order on the total set of such cycles. The induced orientation on Ĝ/{e}
is analogous to the case of usual ribbon graphs, see ([1]).
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The differential in the dual complex:
d(Ĝ′, or(Ĝ′)) =
∑
Ĝ,[e]∈Edge(Ĝ), Ĝ/{e}=Ĝ′
(Ĝ, or(Ĝ))
is the sum over all stable graphs Ĝ from which Ĝ′ can be obtained by the contrac-
tion of an arbitrary edge, equipped with the orientation or(Ĝ) inducing the given
orientation or(Ĝ′).
7. Weights on stable ribbon graphs.
Let us start by constructing the tensor ασv,γv ∈ Hom((ΠA)
⊗Flag(v) , k) for any
given vertex v ∈ V ert(Ĝ) with permutation σv ∈ Aut(Flag(v)) and integer γv
attached, together with a choice of orientation or(v) on kFlag(v) ⊕ kCycle(v). Let
σv = (ρ1 . . . ρr) . . . (τ1 . . . τ t) be a representation of σv compatible with or(v), in
the sense that the order ρ1 < . . . < τ t on flags together with the order (ρ1 . . . ρr) <
. . . < (τ1 . . . τ t) on cycles, is compatible with the choice of orientation on k
Flag(v)⊕
kCycle(v).
Definition 8. Put
(7.1) ασv ,γv (πaρ1 ⊗ . . .⊗ πaτ t) =
g
( ∑
µ
1
,...,µbv−1
(−1)ǫeµ1aρ1 . . . aρreµ1e
µ2 . . . eµbv−1aτ1 . . . aτt),
γv∏
i=1
(
∑
ξ,ζ
(−1)e
ξeζeξeζeξeζ)

where {eµ},{e
µ} is a pair of dual bases in A, g(eµ, eν) = δ
µ
ν , ǫ is the Koszul sign
taking into account the passing of all π’s to the left and then putting ai inside the
expression (−1)Σe
µi eµ1eµ1 . . . e
µbv−1eµbv−1 .
Proposition 12. For any a, b ∈ A
(7.2)
∑
µ
(−1)e
µ(a+b+1)eµabeµ = (−1)
ab
∑
ν
(−1)e
ν(a+b+1)eνbaeν .
For any a, b ∈ A,
(7.3)
∑
µ
(−1)e
µ(a+1)eµaeµb = (−1)
(a+1)b
∑
ν
(−1)e
ν(a+1)beνaeν .
Proof. If
beµ =
∑
ν
βνµeν
then
βνµ = g(e
ν , beµ) = g(e
νb, eµ)
so
eνb =
∑
µ
βνµe
µ.
Therefore,∑
µ
(−1)e
µ(a+b+1)eµabeµ =
∑
µ
(−1)e
µ(a+b+1)eµa
∑
ν
βνµeν =
= (−1)(a+b+1)b
∑
µ,ν
(−1)e
ν(a+b+1)βνµe
µaeν = (−1)
ab
∑
ν
(−1)e
ν(a+b+1)eνbaeν
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The proof of (7.3) is analogous. 
Corollary 13. It follows that
∑
µ(−1)
eµ(a+1)eµaeµ and
∑
ξ,ζ(−1)
eξeζeξeζeξeζ are
in the center of A.
It follows from (7.2) and (7.3) that for every cycle (ρ1 . . . ρr) of σv the expres-
sion (7.1) is (−1)r+1-cyclically symmetric with respect to cyclic permutations of
πaρ1 . . . πaρr . And that the expression (7.1) is invariant under the changing the
order of cycles in the representation of σ, up to the sign taking into account
that the total parity of eµ1aρ1 . . . aρreµ1 differs from the parity of πaρ1 . . . πaρr
by r + 1 mod 2. Therefore, for a fixed choice of or(v), the expression (7.1) gives a
well-defined element ασv,γv ∈ Hom((ΠA)
⊗Flag(v), k). Notice that for a vertex with
γv = 0 , bv = 1 this coincides the tensor αvfrom section 3.
A choice of orientation or(Ĝ) on stable ribbon graph can be identified with a
choice of orientation or(v) on every vertex plus a choice of order on the set of
vertices with odd number of cycles of even length. These are precisely the vertices
for which the tensor ασv,γv is odd. Therefore for a choice of or(Ĝ) the product⊗
v∈V ert(Ĝ) ασv ,γvgives a well-defined element from Hom((ΠA)
⊗Flag(Ĝ), k).
Proposition 14. Given a choice of the orientation or(Ĝ) on the stable ribbon graph
Ĝ the element
αĜ,or(Ĝ) =
⊗
v∈V ert(Ĝ)
ασv,γv
gives well-defined linear functional αĜ,or(Ĝ) ∈ Hom((ΠA)
⊗Flag(Ĝ), k).

For the propagator I use the bilinear form associated with the homotopy inverse
of the odd supersymmetry I from the section 3. Given a a stable ribbon graph Gˆ,
the tensor product of the even symmetric tensors (g−1
I˜
)e ∈ (ΠA)
⊗Flag(e) , associated
with every edge e of Ĝ, defines the canonical element
gI˜,Ĝ =
⊗
e∈Edge(Ĝ)
(g−1
I˜
)e, gI˜,Ĝ ∈ (ΠA)
⊗Flag(Ĝ).
Definition 9. The partition function Ẑ
Ĝ,or(Ĝ)
I˜
of an oriented stable ribbon graph
Ĝ is the contraction of
⊗
v∈V ert(Ĝ) ασv,γv with
⊗
e∈Edge(Ĝ)(g
−1
I˜
)e:
(7.4) Ẑ
Ĝ,or(Ĝ)
I˜
=
〈
gI˜,Ĝ, αĜ,or(Ĝ)
〉
.
The element Ẑ
Ĝ,or(Ĝ)
I˜
·(Ĝ, or(Ĝ)) of (Ĉ∗, d) does not depend on the choice of or(Ĝ).
The sum over all equivalence classes of connected stable ribbon graphs defines the
cochain ẐI˜
(7.5) ẐI˜ =
∑
[G]
Ẑ
Ĝ,or(Ĝ)
I˜
(Ĝ, or(Ĝ)), ẐI˜ ∈ (Ĉ
∗, d)
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8. Action of the derivation I on the tensors αĜ,or(Ĝ)and gI˜,Ĝ.
8.1. Action of I on the tensors ασv ,γv .
Proposition 15.
(8.1) I∗(ασv,γv ) = 0
Proof. It follows from the fact that I is a derivation of the multiplication and of
the odd scalar product . It follows from
g(Ieν , eµ) + (−1)
eνg(eν , Ieµ) = 0
that if
Ieµ =
∑
ν
Iνµeν
then
Ieν = (−1)e
ν+1
∑
µ
Iνµe
µ.
Therefore ∑
µ
I(eµ)aeµ =
∑
µ,ν
(−1)e
µ+1Iµν e
νaeµ =
∑
ν
(−1)e
ν
eνa(Ieν)
and ∑
µ
(−1)e
µ(a+1)I(eµ)aeµ +
∑
ν
(−1)e
ν(a+1)+a¯+eνeνaI(eν) = 0
for any a ∈ A. Now (8.1) follows from (4.1). 
The immediate consequence is the invariance of αĜ,or(Ĝ) under the action of the
derivation I.
Proposition 16. I∗αĜ,or(Ĝ) = 0

8.2. The cancellation of anomaly. From now on assume that for any a ∈ A the
super trace of the operator of (left) multiplication by a is zero:
(8.2)
∑
µ
(−1)µg(uµ, a · uµ) = 0
The supertrace of this operator is trivially zero for any odd a, so it is sufficient to
consider this condition for even a only. Let us denote by Ka the operator of left
multiplication by a acting on A and by Ra the operator of right multiplication.
From
g(uµ, a · uµ) = g(u
µ · a, uµ)
it follows that
TrKa|A1 = TrRa|A0
and therefore Tr (Ka) = −Tr (Ra)
Proposition 17. The following conditions are equivalent: Tr (Ka) = 0, Tr (Ra) =
0, Tr (ada) = 0.

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Proposition 18. Contracting any loop whose flags are neighbors, i.e. that σ(f) =
f ′, so that the loop encircles some boundary component of the surface S(Ĝ), gives
zero. ∑
µν
(−1)ναk+2(v1 . . . vkuµuν)g
−1(uµ, uν) = 0
Proof. Taking a = v1 · . . . · vk the statement is reduced to (8.2). 
Proposition 19. Algebra A with the odd scalar product g, which satisfies (8.2) is
the algebra over the modular operad k [Sn] [t] introduced in ([1]). The tensor ασv,γv
is the result of the action of the corresponding element σv, γv.

8.3. Action of I on g−1
I˜,Ĝ
and the contraction of edges. As it was shown in
the proposition 6, acting by I on the two-tensor associated with an edge e′ gives
I(g−1
I˜
)e′ = g
−1
e′ ,
where g−1e′ ∈ (ΠA)
⊗{f,f ′}, e′ = (ff ′), denotes the two-tensor inverse to g. The
next proposition shows that, inserting g−1e′ instead of (g
−1
I˜
)e′ for arbitrary edge e
′
and contracting with αĜ,or(Ĝ) gives Ẑ
(Ĝ/{e′},or(Ĝ/{e′})
I˜
, the partition function of the
oriented stable ribbon graph Ĝ/{e′}.
Proposition 20. For arbitrary edge e′ the partition function Ẑ
(Ĝ/{e′},or(Ĝ/{e′})
I˜
is equal to the contraction of αĜ,or(Ĝ) with
⊗
e∈Edge(Ĝ)′ he where he = (g
−1
I˜
)e for
e 6= e′ and he′ = g
−1
e′ .
Proof. Consider first the case when e′ is not a loop. Then the term of the contrac-
tion of
⊗
v∈V ert(Ĝ) αv with
⊗
e∈Edge(Ĝ)′ he , involving g
−1
e′ is
(8.3)
∑
µ,ν
(−1)νασv ,γv (a1, . . . ak, Uµ)g
−1(Uµ, Uν)ασv′ ,γv′ (Uν , ak+1, . . . , an)
where {Uµ} is a basis in (ΠA) and {U
µ} is the dual basis in Hom((ΠA), k) , Uµ
and Uν represent the two flags of the edge e
′. Using the identities (7.2) and (7.3)
the tensor ασv′ ,γv′ (Uν , ak+1, . . . , an) can be represented in the form:
g
 ∑
µ
1
,...,µbv−1
(−1)ǫUνaτ2 . . . aτte
µ1aρ1 . . . aρreµ1e
µ2 . . . eµbv−1 ,
γv∏
i=1
(
∑
ξi,ζi
eξieζieξieζi)

Using the linear algebra identity
b =
∑
µ
UµU
µ(b) =
∑
µν
(−1)νUµg
−1(Uµ, Uν)g(Uν , b).
with
b =
∑
µ
1
,...,µbv−1
(−1)ǫaτ2 . . . aτte
µ1aρ1 . . . aρreµ1e
µ2 . . . eµbv−1
γv∏
i=1
(
∑
ξi,ζi
eξieζieξieζi)
the tensor (8.3) is identifed with the tensor ασv ,γv (a1, . . . ak, b). Using again (7.2)
and (7.3) to bring it to the standard form( 7.1), this gives precisely the tensor
associated with the new vertex in Ĝ/{e′}, i.e. σvnew is the merger of the two
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permutations σv′ and σv′ at the flags of e
′, and γvnew = γv+γv′ . Let now e
′ = (ff ′)
is a loop , f , f ′ ∈ flag(v). Then if f and f ′ are in the same cycle of σv, and if f , f
′
are neighbors, then the insertion of g−1e′ instead of (g
−1
I˜
)e′ gives zero because of the
property (8.2) imposed on A. If flags f , f ′ are not neighbors, σ(f) 6= f ′, σ(f ′) 6= f ,
then∑
µ,ν,κ
(−1)νg−1(Uµ, Uν)eκaρ1 . . . aρiUµaρi+1 . . . aρj−1Uνaρj . . . aρreκ =
=
∑
µ,κ
eκaρ1 . . . aρie
µaρi+1 . . . aρj−1eµaρj . . . aρreκ
Using (7.3) with b = aρj . . . aρreκ and a = aρi+1 . . . aρj−1 it is transformed to∑
µ,κ
(−1)εeκaρ1 . . . aρiaρj . . . aρreκe
µaρi+1 . . . aρj−1eµ
And the tensor ασnewv ,γv corresponds to the permutation σ
new
v obtained from σv by
dissecting one cycle into two at the flags f and f ′. Similarly if fand f ′ are in the
two different cycles then the result is the tensor ασnewv ,γnewv corresponding to the
permutation σnewv obtained from σv by merging the two cycles at flags f and f
′
and with γnewv = γv + 1. In both cases one gets precisely the tensor corresponding
to the transformed vertex v in Ĝ/{e′}. 
9. The boundary of the cochain ẐI˜.
The following main theorem is obtained by combining the results from the pre-
vious sections.
Theorem 21. The boundary of the cochain ẐI˜ (7.5) is zero
dẐI˜ = 0
Proof. The boundary of ẐI˜
dẐI˜ =
∑
[Ĝ′]
Ẑ
(Ĝ′,or(Ĝ′))
I˜
d(Ĝ′, or(Ĝ′)) =
∑
[Ĝ]
(Ĝ, or(Ĝ))
∑
e∈Edge(Ĝ)
Ẑ
(Ĝ/{e}, or(Ĝ/{e}))
I˜
For any stable oriented ribbon graph Ĝ: ∑
e∈Edge(Ĝ)
Ẑ
(Ĝ/{e}, or(Ĝ/{e}))
I˜
 (Prop.20 )=
=
〈
I
 ⊗
e∈Edge(Ĝ)
(g−1
I˜
)e
 , ⊗
v∈V ert(Ĝ)
αασv,γv
〉
=
=
〈 ⊗
e∈Edge(Ĝ)
(g−1
I˜
)e, I
∗
 ⊗
v∈V ert(Ĝ)
αασv,γv
〉 (Prop. 16)= 0

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10. Producing boundaries.
We saw above how to construct the cocycles associated with a pair of odd oper-
ators I and I˜. Let X is an arbitrary odd linear operator X ∈ End(A), such that
[I,X ] is anti-selfadjoint. In this section coboundaries are constructed by considering
an infinitesimal modification of I˜ by the term [I˜ , [I,X ]].
Define the cochainWI˜,X as the contraction of g
−1
I˜,Ĝ
with LX(αĜ,or(Ĝ)), where LX
is the dual to the extension of the action of X on ΠAFlag(Ĝ) via the Leibnitz rule,
(10.1) WI˜,X =
〈
gI˜,Ĝ, LXαĜ,or(Ĝ)
〉
Proposition 22. Under the infinitesimal modification of I˜
I˜ε = I˜ + ε[I˜ , [I,X ]]
the partition function is changed by the boundary of WI˜,X
ẐI˜ε = ẐI˜ + εd(WI˜,X)
Proof.
ẐI˜ε = ẐI˜ + ε
〈 ∑
e′∈Edge(Ĝ)
(g−1
[I˜,[I,X]]
)e′
⊗
e∈Edge(Ĝ),e6=e′
(g−1
I˜
)e, αĜ,or(Ĝ)
〉
Notice that
g−1
[I˜,[I,X]]
(ϕ, ψ) = g−1([I˜ , [I,X ]]ϕ, ψ) = g−1(I˜([I,X ]ϕ), ψ)− g−1([I,X ]I˜ϕ, ψ) =
= g−1(I˜([I,X ]ϕ), ψ) + g−1(I˜ϕ, [I,X ]ψ) = L[I,X]g
−1
I˜
(ϕ, ψ)
since X is anti-selfadjoint. Therefore∑
e′∈Edge(Ĝ)
(g−1
[I˜,[I,X]]
)e′
⊗
e∈Edge(Ĝ),e6=e′
(g−1
I˜
)e = L[I,X]gI˜,Ĝ = [LI , LX ]gI˜,Ĝ
The action of LI on gI˜,Ĝ corresponds to taking the differential:〈
LXLIgI˜,Ĝ, αĜ,or(Ĝ)
〉
=
〈
LIgI˜,Ĝ, LXαĜ,or(Ĝ)
〉
=
=
〈 ∑
e′∈Edge(Ĝ)
(g−1
[I˜,I]
)e′
⊗
e∈Edge(Ĝ),e6=e′
(g−1
I˜
)e, LXαĜ,or(Ĝ)
〉
= d(WI˜ ,X).
And because of
LIαĜ,or(Ĝ) = 0
the other term vanishes:〈
LILXgI˜,Ĝ, αĜ,or(Ĝ)
〉
=
〈
LXgI˜,Ĝ, LIαĜ,or(Ĝ)
〉
= 0

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11. Infinitesimal independence on the choice of I˜.
Let I˜ be a homotopy inverse to I, odd, self-adjoint operator, such that I˜2 = 0.
Consider an infinitesimal deformation of such operator I˜:
I˜ε = I˜ + εY, ε
2 = 0
Proposition 23. The partition function is changed under such deformation by the
boundary of WI˜,X
ẐI˜ε = ẐI˜ + εd(WI˜,X)
where WI˜,X is the cochain defined in (10.1) with X = I˜IY .
Proof. Such deformations satisfy:
[I, Y ] = [I˜ , Y ] = 0
Then
Y = [I˜ , [I,X ]]
with X = I˜IY , since
[
I˜ , I2
]
= 0. And [I,X ] is anti-selfadjoint since Y is self-
adjoint and commutes with I˜ and I. Now the claim follows from the proposition
22. 
12. The odd matrix algebra Q(N) and the ψ-classes.
Let A be the “odd matrix algebra” Q(N), see [2], [6] and references therein.
It is the associative algebraQ(N) = {X | X ∈ gl(N | N), [X, p] = 0}, where p =(
0 1
−1 0
)
. Q(N) = gl(N) ⊕ Πgl(N) as Z/2Z−graded vector space. The alge-
bra Q(N) has the odd trace otr(X) = 12str(pX). Let I = [Λ, ·], Λ ∈ Q(N)1 be
the odd derivation of the algebra Q(N). Let us take the choice of Λ ∈ Q(N)1as
Λ = 12
∑
i λiΠE
i
i . I define the operator I˜ as I˜(E
i
j) =
2
λi+λj
ΠEij , I˜(ΠE
i
j) = 0.
Let ẐI˜(λi) =
∑
[Gˆ] Ẑ
Ĝ,or(Ĝ)
I˜(λi)
(Ĝ, or(Ĝ)) is the cocycle (20) associated with the data
(Q(N), otr, I˜(λi)). Let Γ
dec,odd
g,n denotes the set of isomorphism classes of oriented
stable ribbon graphs of the type (g, n) with punctures decorated by {1, . . . , N} and
such that every vertex has cyclically ordered subsets of flags of odd cardinality only.
Proposition 24. The weight Ẑ
Ĝ,or(Ĝ)
I˜
(λi) associated with the data
(Q(N), otr, I˜(λi)),
is the sum over decorations of punctures of the stable graph Ĝ by {1, . . . , N} of
terms
(12.1)
2−χ(Ĝ)∣∣∣Aut(Ĝdec)∣∣∣
∏
e∈Edge(Gˆ)
1
λi(e) + λj(e)
for stable ribbon graphs, such that for every vertex the cyclically ordered subsets of
flags are of odd cardinality only, and zero for other graphs.
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Proof. The non-zero components of the propagator
g−1
I˜
=
∑
i,j
2
λi + λj
ΠEij ⊗ΠE
j
i
are from the tensor square of the odd part Πgl(N) ⊂ Q(N) of the algebra Q(N).
The products of r odd elements from Q(N) is odd/even for odd/even r. Since the
parity of elements eµand eµis opposite, the tensors ασv ,γv for σv = (ρ1 . . . ρr) . . . (τ1 . . . τ t),
restricted to the tensor powers of the odd part Πgl(N) ⊂ Q(N), are nonzero only if
the cardinality of each cyclically ordered subset is odd. Since otherwise, the prod-
uct of the elements from the subset is even and the two terms involving eµ = ΠEij
and eµ = Eij cancel each other.
ασv ,γv = 2
2γv+bv−1otr(aρ1 . . . aρ2r′+1) . . . otr(aτ1 . . . , aτ2t′+1), ai ∈ Πgl(N)
where otr denotes the odd trace Q(N).The simple vertices with only one cyclically
ordered subset must be of odd valency in order to contribute nonzero tensor ασv,γv ,
in particular. It is then follows from the standard Feynman diagrammatics with
matrix indices that the contraction (7.4) is the sum over decorations of boundary
components of Ĝ by {1, . . . , N} of terms (12.1). 
Proposition 25. For any (g, n) the cochain given by the sum over isomorphism
classes of oriented stable ribbon graphs with punctures decorated by {1, . . . , N} and
such that every vertex has the cyclically ordered subsets of flags of odd cardinality
only, taken with the weight Ẑ
Ĝ,or(Ĝ)
I˜
(λi), is a cocycle of the stable ribbon graph
complex
d
 ∑
[Ĝ]∈Γdec,oddg,n
(Ĝ, or(Ĝ))
2−χ(Ĝ)∣∣∣Aut(Ĝ)∣∣∣
∏
e∈Edge(Gˆ)
1
λi(e) + λj(e)
 = 0.

There are natural differential 2- forms ωi on the orbi-cell complex of stable ribbon
graphs, representing the cohomology classes ψi = c1(T
∗
piM¯g,n), see [8].
Proposition 26. The Laplace transform of the integral
∫
CGˆ
(
∑n
i=1 p
2
iωi)
d
∏
dpi
over the orbicell CGˆ corresponding to the oriented stable ribbon graph Ĝ coincides
with
2−χ(Ĝ)∣∣∣Aut(Ĝdec)∣∣∣
∏
e∈Edge(Gˆ)
1
λi(e) + λj(e)

Proposition 27. The value of the cochain representing powers of combinatorial
ψ−classes on the graphs with at least one vertex having a cyclically ordered subset
of even cardinality is zero.
Proof. Let l1, l2 . . . , l2r denote the edges corresponding to the cyclically ordered
subset of some vertex, taken in the cyclic order. I claim that the 2-form Ω =∑n
i=1 p
2
iωi vanishes on the vector field u =
∂
∂l1
− ∂∂l2 + . . .−
∂
∂l2r
. This vector-field
is tangent to the fibers pi = const, since dpi(u) = 0. It follows that the integral of
Ωd ·
∏
dpi, 2d+n = |Edge(G)| over the cell corresponding to a graph with at least
one vertex having a cyclically ordered subset of even cardinality is zero. 
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Theorem 28. The following identity holds in the total cohomology H∗(M¯g,n).∑
∑
di=d
ψd11 . . . ψ
dn
n
n∏
i=1
(2di − 1)!!
λ2di+1i
=
=
 ∑
[Ĝ]∈Γdec,oddg,n
(Ĝ, or(Ĝ))
2−χ(Ĝ)∣∣∣Aut(Ĝ)∣∣∣
∏
e∈Edge(Gˆ)
1
λi(e) + λj(e)

where the sum on the right is over stable ribbon graphs of genus g with n numbered
punctures, with 2d + n edges, and such that its vertices have cyclically ordered
subsets of arbitrary odd cardinality.
Proof. The weight Ẑ
Ĝ,or(Ĝ)
I˜
(λi) coincides with the Laplace transform of the integral∫
CGˆ
(
∑n
i=1 p
2
iωi)
d
∏
dpi by the propositions 24, 26 and 27. Let ϕ =
∑
Ĝ ϕĜ
[
Ĝ
]
be
a cycle in the stable ribbon graph complex. For any pi > 0 the integral of
∏n
i=1̟
di
i
over ϕ∩π−1(pi) does not depend on pi and coincides with the value of the cohomol-
ogy class of
∏n
i=1̟
di
i on the homology class represented by ϕ, therefore the Laplace
transform has poles at λi = 0 only and coincides with the generating function. 
Let
Fˆ (t0, t1, . . . , tk, . . .) =
∑
n;d1,...,dn≥0
ψd11 . . . ψ
dn
n
td1 . . . tdn
n!
be the power series with values in ⊕g,nH
∗(M¯g,n) which is the generating function
for the various products of theψ-classes.
Theorem 29. The cohomology class of ẐI˜(λi) coincides with the formal power
series Fˆ (t0(Λ), t1(Λ), . . . , tk(Λ), . . .), tk = −(2k− 1)!!
∑n
i=1 λ
−(2k+1)
i with values in
the total cohomology ⊕g,nH
∗(M¯g,n).
Proof. Follows from the theorem 28. 
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