In the context of view-dependent point-cloud streaming in a scene, our rate allocation is "adaptive" in the sense that it priorities the point-cloud models depending on the camera view and the visibility of the objects and their distance as described. The algorithm delivers higher bitrate to the point-cloud models which are inside user's viewport, more likely for the user to look at, or are closer to the view camera or, while delivers lower quality level to the pointcloud models outside of a user's immediate viewport or farther away from the camera. For that purpose, we hereby explain the rate allocation problem within the context of multi-point-cloud streaming where multiple point-cloud models are aimed to be streamed to the target device, and propose a rate allocation heuristic algorithm to enable the adaptations within this context. To the best of our knowledge, this is the first work to mathematically model, and propose a rate allocation heuristic algorithm within the context of point-cloud streaming.
Large-Scale View-Aware Adaptation
In the context of view-dependent point-cloud streaming in a scene, our rate allocation is "adaptive" in the sense that it priorities the point-cloud models depending on the camera view and the visibility of the objects and their distance as described. The algorithm delivers higher bitrate to the point-cloud models which are inside user's viewport, more likely for the user to look at, or are closer to the view camera or, while delivers lower quality level to the pointcloud models outside of a user's immediate viewport or farther away from the camera. For that purpose, we hereby explain the rate allocation problem within the context of multi-point-cloud streaming where multiple point-cloud models are aimed to be streamed to the target device, and propose a rate allocation heuristic algorithm to enable the adaptations within this context. To the best of our knowledge, this is the first work to mathematically model, and propose a rate allocation heuristic algorithm within the context of point-cloud streaming.
The rate selection and allocation problem is the well-known binary Knapsack optimization problem, for which one approach to tackle is to transmit a subset of the whole point clouds within the 360-degree environment. The binary Knapsack problem is NP-hard, but efficient approximation algorithms can be utilized (fully polynomial approximation schemes), so this approach is computationally feasible. However, using this method only a subset of the whole point clouds are selected, which is not desired since the user intends to receive all the necessary point clouds. Our proposed algorithms select all necessary point clouds, however, with different bitrates according to the models' priorities given the user's view. This is a multiple-choice knapsack problem (MCKP) in which the items (point cloud models in our context) are organized into groups corresponding to the items. Each group contains higher bitrate point clouds corresponding to a model and lower-bitrate versions of the same point cloud model given the adaptation manifest that we have designed. There are n point cloud models T = {τ 1 , τ 2 , . . . , τ n } in the 360-degree environment. The highest possible representation of each τ h ∈ T has a bitrate requirement of s τ h and a priority or importance coefficient of p τ h given it's view or distance. With view awareness feature, our algorithm assigns highest priority (C 1 ) to the point clouds more important for the user's view (within the user's immediate viewport or closer), and lowest priority (C 3 ) to the point clouds (either outside of user's immediate viewport or farther away). Figure 1 illustrates how our prioritization approach is applied against point cloud models inside a 3D scene. We assume the quality contribution of a point-cloud τ h is a simple function q τ h = p τ h × s τ h . The available bandwidth in every interval limits the total bitrate of all point clouds that can be received at the receiving device to W , which serves as an available bandwidth budget. Our rate allocation heuristic is general, and can be employed based on any number of priority classes, or any type of available resources, such as energy budget or available CPU processing power. In this pilot study, we use three priority classes, and assume W to be the available bandwidth.
Let X = {x 1 , x 2 , . . . , x n }, be the set of point clouds which are received at the device, serving as the output of running rate allocation algorithm. Each x i ∈ X corresponds to an original point cloud τ i ∈ T . Similarly, each x i has a priority coefficient p xi = p τi depending on the view.
We assume there are L number of point clouds representations available given the manifest, with a representation of level k noted as R k (0 ≤ k ≤ L) and the bitrate of a point cloud τ i with representation R k noted as s R k τi . We assume the lowest bitrate corresponds to the representation with the highest ID (i.e. R L ) which is determined as the minimum bitrate that is acceptable for a user. In a similar way, the quality contribution of a point cloud x i is q xi = p xi × s xi .
Heuristic Algorithm
Let S be the total bitrate requirement of all point clouds, and W be the available bandwidth budget. The minimum quality acceptable for users is given as the representation of level L noted as R L . Let C 1 , C 2 , and C 3 be the class of point clouds with the highest priority, medium priority, and lowest priority, respectively.
For each point cloud τ i in T , we calculate q i as described previously. This is the contribution that τ i would make to the average quality of the 3D world system if it were received at highest bitrate possible. We then calculate W min = s R L τi which is the minimum bitrate that is needed to receive all point clouds at their lowest bitrates. In the following, assume that W min ≤ W so the unused bitrate budget would be W 0 = W − W min .
To determine the best bitrate for each point cloud, our algorithm sorts the prioritized list of point clouds by the global priority from the largest to the smallest. For ease of notation in the following, suppose that the point clouds are re-indexed so that the sorted list of point clouds is τ 1 , τ 2 , . . . , τ n . If s τ1 − s R L τ1 ≤ W 0 then there is enough unused budget to receive τ 1 at highest bitrate (R 0 ), so the point cloud x 1 would have s x1 = s τ1 and would contribute q 1 to the average quality. This leaves an unused bandwidth budget of W 1 = W 0 − s R0 τ1 − s R L τ1 for the remaining point clouds after x 1 . The algorithm repeats for τ 2 , τ 3 , . . . until some point clouds τ cannot be received at highest bitrate within the remaining and will contribute q to the average quality of the whole. The remaining bandwidth budget after streaming x will be W = W −1 − s R L τ . The algorithm repeats this process to determine the proper bitrates, amount of bandwidth budget, and quality contribution for each of the remaining point clouds x +1 , x +2 , . . . , x n .
The algorithm needs a one-time implementation in the beginning of the session for the main process. Therefore it is implemented in real-time and does not provide any additional overhead during the runtime. It is implemented efficiently in O(nlogn) time and O(n) space and produces solutions close optimal. The approximation error depends on the difference between the bitrate chosen for the first point cloud that cannot be received at highest bitrate (i.e. τ ) and the remaining budget available to receive it.
