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Abstract
This article presents a method for goal-based anisotropic adaptive methods for the finite
element method applied to the Boltzmann transport equation. The neutron multiplication
factor, keff, is used as the goal of the adaptive procedure. The anisotropic adaptive algorithm
requires error measures for keff with directional dependence. General error estimators are
derived for any given functional of the flux and applied to keff to acquire the driving force for
the adaptive procedure. The error estimators require the solution of an appropriately formed
dual equation. Forward and dual error indicators are calculated by weighting the Hessian
of each solution with the dual and forward residual respectively. The Hessian is used as an
approximation of the interpolation error in the solution which gives rise to the directional
dependence. The two indicators are combined to form a single error metric that is used to
adapt the finite element mesh. The residual is approximated using a novel technique arising
from the sub-grid scale finite element discretisation. Two adaptive routes are demonstrated:
(i) a single mesh is used to solve all energy groups, and (ii) a different mesh is used to solve
each energy group. The second method aims to capture the benefit from representing the
flux from each energy group on a specifically optimised mesh. The keff goal-based adaptive
method was applied to three examples which illustrate the superior accuracy in criticality
problems that can be obtained.
Keywords:
Neutron transport, Anisotropic mesh adaptivity, Goal-based mesh refinement, A posteriori
error analysis, Neutron multiplication factor
1. Introduction
The Finite Element Method (FEM) is a widely used technique in the numerical solution
of partial differential equations. It was first applied to the Boltzmann transport equation in
the late 1960s [1]. The accuracy of the solution obtained using the finite element technique
is highly dependent on the mesh used to solve the problem. However, the optimal mesh for
a given problem cannot be accurately predicted a priori. Various general application spatial
Preprint submitted to Elsevier May 1, 2014
adaptivity methods have been developed which increase the accuracy of calculations by
using a posteriori errors estimators [2, 3, 4, 5, 6]. There are two broad categories of adaptive
methods. The first method, h-adaptivity, is the process of enriching or regenerating the
mesh. This includes processes such as dividing/combining elements and moving nodes for
an optimal mesh. A subset of h-adaptivity known as r -adaptivity is the movement of nodes
whilst maintaining connectivity, however, this method does not guarantee an optimal mesh.
The second method, p-adaptivity, increases the order of the polynomial basis functions whilst
maintaining the same elements in space [7].
The majority of a posteriori error estimates developed before the 1990s were based upon
a global error norm [8, 9]. Adaptivity using such error estimators reduces the error in the
solution over the entire domain. In the late 1990s, research focus shifted from global to
local error norms [10, 11, 12, 13]. The local error norms provide error estimators for a given
quantity of interest rather than the whole solution. The use of these estimators for adaptivity
leads to a greater efficiency because the mesh is not resolved in areas of low importance for
the target quantity. The adaptation of a mesh utilising local error estimators became known
as goal-based adaptivity due to the focus on a given parameter, the ‘goal’. Such local error
estimators require the solution of an adjoint/dual problem. This study illustrates a goal-
based adaptivity method applied to the Boltzmann transport equation using the neutron
multiplication factor, keff, as the target of the calculation.
The deterministic solution of the Boltzmann transport equation becomes computationally
intensive for fine spatial and angular resolutions. Therefore, the use of adaptive methods
applied to radiation transport has been the subject of numerous studies over recent years.
Throughout the literature, a variety of adaptive techniques have been applied to a range
of discretisations of the transport equation in its various forms, the first order integro-
differential equation, the even-parity equation, and the diffusion equation.
Zhang and Lewis were amongst the first to apply adaptive methods to neutron transport.
They applied p-adaptivity to variational nodal methods within the diffusion and even-parity
formulations [14, 15]. More recently, significant work was applied to the diffusion equation
using FEM carried out by Wang, Ragusa and Bangerth. This work used both h- and hp-
adaptivity with Adaptive Mesh Refinement (AMR) techniques [16, 17, 18]. AMR methods
use hierarchical meshes and work by dividing and combining elements. In one of these
studies, Ragusa demonstrated an adaptive process that utilised the second derivatives (the
Hessian) of the flux to calculate the error estimators. Such estimators control the solution
accuracy through the interpolation error. The use of h-adaptivity within the even-parity
formulation was demonstrated for fixed source problems in one dimension by Mirza et al. [19].
Work on the even-parity formulation was extended by Park and Oliveira which applied
spatial and angular adaptivity to multigroup two dimensional problems [20]. The majority
of recent applications of adaptive methods to the transport equation have been in the discrete
ordinates angular discretisation and use AMR techniques [21, 22, 23, 24].
The first known application of finite element goal-based adaptivity to neutron transport
was by Turcksin et al. [25]. They utilised goal-based adaptivity in the SPN formulation
for one and two group fixed source models on structured grids. The element dependent
error estimators they derived relied on the forward and dual solution errors. Wang and
Ragusa have implemented goal-based adaptivity within the discontinuous SN formulation
on unstructured 2D meshes using AMR [26]. In their work they employ three different types
of error approximations, these were: (i) calculated using a solution from a fine mesh and
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coarse mesh, (ii) calculated by projecting a fine solution onto a coarse mesh and (iii) given by
the discontinuities in the scalar flux over element boundaries. Lathouwers demonstrates the
use of the Dual Weighted Residual (DWR) goal-based method applied to the SN equations
on unstructured meshes [27]. The DWR method calculates error estimators by weighting
the residual of the forward equation with the error in the adjoint solution, this theory is
described in detail by Bangerth and Rannacher [28].
The goal-based adaptive methods described above were performed for the linear fixed
source transport equation. Lathouwers proceeded to apply the DWR method to the discon-
tinuous SN eigenvalue transport equation [29] by extending the theory from Bangerth and
Rannacher [28]. In his work he utilised goal-based adaptivity to optimise the error on keff
and illustrated the increased accuracy compared to uniform mesh refinement.
This research demonstrates the same concept as Lathouwers [29] but it is applied to a
different spatial and angular discretisation and uses different error indicators and adaptive
algorithms. In addition, the use of energy dependent meshes (as in [16, 17, 18]) has been
implemented to investigate the accuracy that can be gained through a spatial discretisation
optimised for each energy group. The error indicators derived in this work are based upon
a combination of the eigenvalue error correction theory described by Merton et al. [30] and
the adjoint error measures derived by Power et al. [31]. The adaptive algorithms used in this
work are those developed by Pain et al. [2] which provide a basis for anisotropic adaptivity on
unstructured grids. This method utilises a metric tensor to calculate a functional that gauges
the quality of the mesh. It then uses the contribution from each element to the functional
as a means to drive the adaptive process. This algorithm has been applied to the first order
transport equation using Hessian based error estimators by Baker et al. [32]. The calculation
of the specific metric that drives the adaptive process is the topic of this study. The solution
of the transport equation often has strong directional dependence over material interfaces
due to large changes in physical properties. The use of anisotropic adaptivity provides a
large efficiency gain in these regions because the mesh is resolved only in the direction with
which the solution in changing. This is opposed to isotropic methods which resolve equally
in each direction leading to over resolution in some directions.
This paper is laid out in the following manner. Section 2 describes the discretisation and
solution of the transport equation. This is given in some detail as the spatial discretisation
used is fundamental to the calculation of the error indicator. Section 3 provides the theory
for error estimators for a general functional of the flux, which is followed by the specific
application to the eigenvalue. Section 4 describes the error metrics used to drive the adaptive
methods. This section also describes the process of calculating, combining and relaxing the
metrics. Section 5 gives the methodology used to solve the transport equation and adapt
the mesh in an iterative process. Section 6 demonstrates the methods in practice applied to
three different examples. The conclusions of the study are provided in section 7.
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2. Transport Equation
2.1. Energy and Angular Discretisation
The time-independent eigenvalue transport equation is given by,
Ωˆ · ∇ψ(r, Ωˆ, E) + Σt(r, E)ψ(r, Ωˆ, E) =∫
Ωˆ′
∫
E′
Σs(r, Ωˆ
′ → Ωˆ, E′ → E)ψ(r, Ωˆ′, E′)dE′dΩˆ′
+λ
χ(E)
4pi
∫
E′
νΣf (r, E
′)
∫
Ωˆ′
ψ(r, Ωˆ′, E′)dE′dΩˆ′, (1)
where the eigenvalue is related to the neutron multiplication factor, keff, by
keff =
1
λ
. (2)
The neutron angular flux, ψ(r, Ωˆ, E), is a function of space, r, angle, Ωˆ, and energy, E.
The macroscopic cross sections are represented by Σt, Σs and Σf for the total, scatter and
fission reactions respectively. The fission energy spectrum is given by χ and the average
number of neutrons emitted per fission is ν. The physical interpretation of the terms in
the transport equation in the order shown in equation 1 are: (i) the loss of neutrons via
streaming, (ii) the loss of neutrons due to all reactions, (iii) the gain of neutrons from
scattering from other energies and angles, and (iv) the gain of neutrons from fission reactions.
The standard multigroup discretisation is used for the energy dimension resulting in the
multigroup transport equation [33],
Ωˆ · ∇ψg(r, Ωˆ) + Σt,g(r)ψg(r, Ωˆ) =
∫
Ωˆ′
G∑
g′=1
Σs,g′→g(r, Ωˆ′ → Ωˆ)ψg′(r, Ωˆ′)dΩˆ′
+ λ
χg
4pi
G∑
g′=1
νΣf,g′(r)
∫
Ωˆ′
ψg′(r, Ωˆ
′)dΩˆ′ for g ∈ {1, 2, .., G}. (3)
The multigroup discretisation can be represented in a matrix form,
L11 L12 · · · L1G
L21 L22 · · · L2G
...
. . .
...
LG1 LG2 · · · LGG


ψ1
ψ2
...
ψG
 = λ

P11 P12 · · · P1G
P21 P22 · · · P2G
...
. . .
...
PG1 PG2 · · · PGG


ψ1
ψ2
...
ψG
 . (4)
The streaming, scattering and total reaction operators for equation g acting upon ψg′ are
represented by Lgg′ . The fission operator for equation g acting upon ψg′ is given by Pgg′ .
The coupling between energy groups occurs in the fission and the scatter terms.
The geometry will be considered in a general Cartesian coordinate system, thus, the
streaming operator is given by,
Ωˆ · ∇ = Ωx ∂
∂x
+ Ωy
∂
∂y
+ Ωz
∂
∂z
, (5)
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where Ωx,Ωy and Ωz are the components of the directional vector Ωˆ. These are given by,
Ωx = (1− µ2) 12 cosω, (6)
Ωy = (1− µ2) 12 sinω, (7)
Ωz = µ, (8)
where µ is the cosine of the polar angle measured with respect to the z-axis and ω is the
angle in the x-y plane.
The angular dimension of the flux is approximated by an arbitrary angular expansion
given by,
ψg(r, Ωˆ) =
M∑
j=1
Ψg,j(r)Gj(Ωˆ), (9)
where Gj(Ωˆ) for j ∈ {1, 2, ...,M} are the angular basis functions and Ψg,j(r) are the corre-
sponding angular flux coefficients. The angular approximation is substituted into equation 3
which is weighted by each angular basis function and integrated over the angular space.
This provides a set of M discrete angular equations for each energy group which may be
represented by,
AΩˆx
∂Ψg
∂x
+ AΩˆy
∂Ψg
∂y
+ AΩˆz
∂Ψg
∂z
+ HgΨg = Sscat,g + Sfiss,g for g ∈ {1, 2, .., G} (10)
AΩˆ · ∇Ψg(r) + Hg(r)Ψg(r) = Sscat,g(r) + Sfiss,g(r) for g ∈ {1, 2, .., G}. (11)
The spatial dependence was omitted from equation 10 for clarity but included in 11 for ex-
plicitness. The terms AΩˆ = (AΩˆx ,AΩˆy ,AΩˆz ) are the angular streaming operator matrices,
Hg is the within group scatter and removal operator matrix, Ψg is a vector of the angular
coefficients, Sscat,g and Sfiss,g are angular vectors containing the source from the scattering
and fission terms. In the above equation, the matrices have size M×M and the vectors
have length M due to the angular discretisation. The angular basis functions have not
been specified which allows the angularly discretised equation (11) to represent any chosen
angular scheme. The basis functions are freely defined in order to apply any angular discreti-
sation such as discrete ordinates (SN ), spherical harmonics (PN ) or a wavelet method. The
group subscript g will be neglected in following equations for clarity but should be assumed
implicit.
2.2. Sub-Grid Scale Spatial Discretisation
The sub-grid scale discretisation utilises a finite element based multiscale scheme to ap-
proximate the solution of the Boltzmann transport equation [34]. The multiscale spatial
discretisation is based upon finite element techniques where two sets of basis functions are
used to represent the spatial variation in the flux. The problem domain is first decomposed
into the partitioning, J (V ), consisting of a set of η disjoint subdomains Vi for i ∈ {1, 2, ..., η}.
The spatial dependence of the energy and angle discretised solution, Ψ(r), is then decom-
posed into two components,
Ψ(r) = Φ(r) + Θ(r), (12)
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where Φ and Θ are used to represent the coarse and fine scale components respectively.
The coarse scale component is approximated in the continuous finite element space for the
partitioned domain J (V ) spanned by ηN continuous basis functions, Ni, for i ∈ {1, 2, ..., ηN},
Φ(r) ≈ Φ˜(r) =
ηN∑
i=1
Ni(r)Φi. (13)
The fine scale function is approximated in the discontinuous finite element space for J (V )
spanned by ηQ discontinuous basis functions, Qi for i ∈ {1, 2, ..., ηQ},
Θ(r) ≈ Θ˜(r) =
ηQ∑
i=1
Qi(r)Θi. (14)
The fine and coarse components of the solution are vectors of size M from the angular
discretisation, therefore, Ni and Qi are matrices of size M×M which contain the basis
functions Ni and Qi along their diagonals respectively. The coarse and fine scale solutions
are approximated using the same partition of the domain, J (V ), that is both solutions use
the same set of elements as the mesh. The coarse solution has a continuous basis whereas
the fine solution has a discontinuous basis.
The sub-grid scale solution (equation 12) is substituted into equation 11 which is then
multiplied by each of the basis functions Ni and Qi and integrated over all space. This gives
a set of ηN + ηQ equations,∫
V
Ni(AΩˆ · ∇(Φ˜ + Θ˜) + H(Φ˜ + Θ˜))dV =
∫
V
Ni(Sscat + Sfiss)dV for i ∈ {1, 2, .., ηN}
(15)∫
V
Qi(AΩˆ · ∇(Φ˜ + Θ˜) + H(Φ˜ + Θ˜))dV =
∫
V
Qi(Sscat + Sfiss)dV for i ∈ {1, 2, .., ηQ}.
(16)
Let us first consider the Ni weighted set of equations. Green’s theorem is used to split the
streaming term into a volume and a surface integral. Following this, a strong boundary
condition is imposed upon the fine scale solution by setting it equal to zero on the domain
boundary Γ. The unit normal to the surface at each point on Γ is represented by n. This
removes the surface integral of the fine scale solution and gives the following set of equations,∫
V
NiHΦ˜dV −
∫
V
∇Ni ·AΩˆΦ˜dV +
∫
V
NiHΘ˜dV −
∫
V
∇Ni ·AΩˆΘ˜ dV
+
∫
Γ
Ni(AΩˆ · n)Φ˜dΓ =
∫
V
Ni(Sscat + Sfiss)dV for i ∈ {1, 2, .., ηN}. (17)
Now considering the Qi weighted set of equations, Green’s theorem is applied to the fine
scale term of the streaming operator but the streaming involving the coarse component is
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untouched. This set of equations is given by,∫
Ve
QiHΦ˜dV +
∫
Ve
QiAΩˆ · ∇Φ˜dV +
∫
Ve
QiHΘ˜ dV −
∫
Ve
∇Qi ·AΩˆΘ˜ dV
+
∫
Γine
Qi(AΩˆ · ne)Θ˜dΓ +
∫
Γoute
Qi(AΩˆ · ne)Θ˜dΓ =
∫
Ve
Qi(Sscat + Sfiss)dV
for i ∈ {1, 2, .., ηQ} ∀ Ve ∈ J (V ). (18)
The subscript e denotes a given element volume (Ve), boundary (Γe) or boundary normal
(ne). The surface integral has been split into two components, the integrals over the surface
for incoming information and outgoing information, these are represented by Γine and Γ
out
e
respectively. This separation is made possible through the Riemann decomposition of the
matrix AΩˆ · n [34]. The sub-grid scale formulation imposes the incoming component of the
fine solution to be zero which means the fine solution receives information from only the
coarse solution. This decouples the coefficients of the fine scale solution unless they are
within the same finite element.
Equations 17 and 18 can be represented by,
AΦ˜ + BΘ˜ = S˜Φ (19)
CΦ˜ + DΘ˜ = S˜Θ (20)
and given in matrix form, (
A B
C D
)(
Φ˜
Θ˜
)
=
(
S˜Φ
S˜Θ
)
, (21)
where Φ˜ and Θ˜ are vectors containing the coefficients of the coarse and fine scale solution
with sizes ηNM and ηQM respectively. The operator matrices and source terms are given
by,
Aij =
∫
V
NiHNjdV −
∫
V
∇Ni ·AΩˆNjdV +
∫
Γ
Ni(AΩˆ · n)NjdΓ (22)
Bij =
∫
V
NiHQjdV −
∫
V
∇Ni ·AΩˆQjdV (23)
Cij =
∑
Ve∈J
∫
Ve
QiHNjdV +
∑
Ve∈J
∫
Ve
QiAΩˆ · ∇NjdV (24)
Dij =
∑
Ve∈J
∫
Ve
QiHQjdV −
∑
Ve∈J
∫
Ve
∇Qi ·AΩˆQjdV +
∑
Ve∈J
∫
Γeout
Qi(AΩˆ · n)QjdΓ (25)
S˜Φ,i =
ηQ∑
j=1
∫
V
NiQj(Sscat,j + Sfiss,j)dV (26)
S˜Θ,i =
∑
Ve∈J
ηQ∑
j=1
∫
Ve
QiQj(Sscat,j + Sfiss,j)dV. (27)
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where matrices, Aij ,Bij ,Cij ,Dij , are angular sub-matrices of size M×M and the source
terms, S˜Φ,i and S˜Θ,i are angular vectors of size M. The spatial variation in the scatter
and fission source terms has been approximated by an expansion with discontinuous finite
element basis functions.
An expression for the fine scale solution is obtained by multiplying equation 20 from the
left with D−1,
Θ˜ = D−1S˜Θ −D−1CΦ˜. (28)
This is substituted into equation 19 to obtain,
(A−BD−1C)Φ˜ = S˜Φ −BD−1S˜Θ. (29)
The above equation (29) represents a system with the size of a continuous finite element
discretisation. This is solved to find the coarse scale solution which is then modified by
calculating the fine scale solution using equation 28. This technique results in the solution of
a continuous finite element system but retains the accuracy and stability of a discontinuous
system through the addition of the fine scale solution. However, the stability and accuracy is
not provided at zero computational cost due to the inversion of the matrix D. The sub-grid
scale formulation is constructed such that each unknown of Θ˜ associated within an element
is decoupled from the unknowns of all other elements. This allows the inversion of the matrix
to be performed on an element by element basis which incurs significantly less computation.
Equation 29 represents a single energy group equation, the multigroup system consists of a
set of G equations of this form. The next section describes the procedure utilised to solve
the multigroup equations for an eigenvalue problem.
2.3. Iterative Eigenvalue Calculation
The multigroup set of equations as shown in equation 4 provides a coupled set of equa-
tions. These are decoupled in a Gauss-Seidel manner by moving the group coupling terms
(the fission and the scatter) onto the right hand side of the equation. Standard power and
inner iteration procedures are used to converge the scatter and fission sources in order to
solve the multigroup set of equations. The inner iteration consists of a sweep through the en-
ergy groups modifying the scatter source only. The power iteration converges the eigenvalue
and the fission source. The procedure used is shown in algorithm 1.
The calculation of the updated eigenvalue is given by using a form of the inverse power
iteration method, which results,
λ(k+1) = λ(k)
∫
V
S
(k+1)
fiss (r)S
(k)
fiss(r)dV∫
V
S
(k+1)
fiss (r)S
(k+1)
fiss (r)dV
, (30)
where the fission source is given by,
Sfiss(r) =
G∑
g′=1
νΣf,g′(r)
∫
Ωˆ′
ψg′(r, Ωˆ
′)dΩˆ′. (31)
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Algorithm 1 Eigenvalue multigroup iterative solve procedure. Superscript (k) denotes
iterative index.
Initial flux guess Ψ(0) and eigenvalue guess λ(0)
Calculate fission source Sfiss for all groups
while not converged do
while not converged do
for g = 1 to G do
Calculate scatter source S
(k)
scat,g → S(k+1)scat,g
Solve for Ψ
(k+1)
g
end for
Check for scatter source convergence
end while
Calculate new fission source S
(k)
fiss → S(k+1)fiss
Calculate new eigenvalue λ(k) → λ(k+1)
Check for eigenvalue and fission source convergence
end while
3. Error Measures
In order to improve the accuracy of the eigenvalue calculation, there must first exist
some method to calculate the error associated with the eigenvalue. In this section, an error
measure is derived for any given functional of the solution. This error measure is derived in
both the continuum and a discrete system. The general functional is defined as the eigenvalue
to acquire the eigenvalue error measure.
3.1. Continuum Functional Error
The eigenvalue transport equation (equation 1) may be written in operator form as,
Lψ = λPψ, (32)
and the residual is defined,
R(ψ) = Lψ − λPψ, (33)
which is zero for the exact continuum solution, ψexact ⇒ R(ψexact) = 0. Let some functional
of the solution be defined as
F (ψ) =
∫
f(ψ)dP (34)
where dP represents an integral over all phase space dimensions. This integral is given by∫
dP =
∫ Emax
0
dE
∫
4pi
dΩˆ
∫
V
dV (35)
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where Emax is the maximum energy of the neutrons in a given model. The integrand is
approximated by a Taylor series expansion around the exact solution,
f(ψexact)− f(ψ) =
(
∂f
∂ψ
)
(ψexact − ψ) +O((ψexact − ψ)2) (36)
≈
(
∂f
∂ψ
)
(ψexact − ψ). (37)
The residual is also approximated by a Taylor series expansion around the exact solution
and rearranged to find an expression for the error in terms of the residual and its derivative,
R(ψexact)−R(ψ) ≈
(
∂R
∂ψ
)
(ψexact − ψ) (38)
⇒ ψexact − ψ ≈
(
∂R
∂ψ
)−1
(R(ψexact)−R(ψ)). (39)
Equation 39 is substituted into equation 37 to acquire,
f(ψexact)− f(ψ) ≈
(
∂f
∂ψ
)(
∂R
∂ψ
)−1
(R(ψexact)−R(ψ)). (40)
Integrating equation 40 over all dimensions gives the error in the functional,∫
f(ψexact)dP −
∫
f(ψ)dP ≈
∫ (
∂f
∂ψ
)(
∂R
∂ψ
)−1
(R(ψexact)−R(ψ))dP (41)
⇒ F (ψexact)− F (ψ) ≈
∫ (
∂f
∂ψ
)(
∂R
∂ψ
)−1
(R(ψexact)−R(ψ))dP. (42)
Taking the adjoint of the integral term,
F (ψexact)− F (ψ) ≈
∫
(R(ψexact)−R(ψ))
(
∂R∗
∂ψ∗
)−1(
∂f
∂ψ
)
dP, (43)
and defining the adjoint equation as,(
∂R∗
∂ψ∗
)
ψ∗ =
(
∂f
∂ψ
)
, (44)
provides a concise expression for the error in the functional
F (ψexact)− F (ψ) ≈
∫
(R(ψexact)−R(ψ))ψ∗dP. (45)
The residual is defined as a linear operator by fixing the eigenvalue used within the operator
and equation 45 can be arranged to the form,
F (ψexact)− F (ψ) ≈
∫
(R(ψexact)−R(ψ))ψ∗dP (46)
=
∫
(R(ψexact − ψ))ψ∗dP (47)
=
∫
R∗(ψ∗)(ψexact − ψ)dP. (48)
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An analogous form using the adjoint residual operator is acquired by defining some solution
such that R∗(ψexact∗) = 0,
F (ψexact)− F (ψ) =
∫
(ψexact
∗ − ψ∗)R(ψ)dP. (49)
3.2. Discrete Functional Error
A discrete form of the functional error is derived as follows. The discrete transport
operator and residual are defined as
LΨ = λPΨ, (50)
R(Ψ) = LΨ− λPΨ, (51)
where L and P are the discretised matrix form of the operators in equation 32 and Ψ is a
vector containing the flux values at the discrete nodes of the finite element mesh. Using the
same technique that was used for the continuum, a Taylor expansion about the exact flux is
applied to some functional and the residual to acquire,
F (Ψexact)− F (Ψ) ≈ (R(Ψexact)−R(Ψ))TΨ∗, (52)
where the adjoint equation is defined as(
∂R
∂Ψ
)T
Ψ∗ =
(
∂F
∂Ψ
)T
. (53)
As with the continuum error measure, the residual is defined as a linear operator with a
fixed eigenvalue and equation 52 can be rearranged to
F (Ψexact)− F (Ψ) ≈ (RT (Ψ∗))T (Ψexact −Ψ). (54)
The analogous form utilising the adjoint solution is
F (Ψexact)− F (Ψ) ≈ (R(Ψ))T (Ψexact∗ −Ψ∗). (55)
3.3. Eigenvalue Error
The error measures derived in sections 3.1 and 3.2 are defined for any general functional
of the solution. In this paper, the error measure is applied by defining the functional as the
eigenvalue and this is performed for the discrete error measure for simplicity. The residual
operator is defined in equation 51, therefore, it remains only to explicitly define the adjoint
equation given in equation 53.
The operator matrix in equation 53 for a fixed eigenvalue is given by(
∂R
∂Ψ
)T
= LT − λPT , (56)
For a given eigenvector solution, Ψ, the eigenvalue/functional may be calculated by
λ =
bTLΨ
bTPΨ
, (57)
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where b is a vector of equal length to Ψ with each element equal to one. The vector b
has been introduced in order to reduce the discrete system to a scalar value. Taking the
derivative of equation 57 using the quotient rule, the source term in equation 53 is given by,(
∂λ
∂Ψ
)T
=
(
∂
∂Ψ
(
bTLΨ
bTPΨ
))T
(58)
=
(
1
(bTPΨ)2
(
(bTPΨ)bTL− (bTLΨ)bTP))T (59)
=
(
1
(bTPΨ)
bT (L− λP)
)T
. (60)
A normalisation condition on the forward solution, bTPΨ = 1, is enforced to give,(
∂λ
∂Ψ
)T
= (LT − λPT )b. (61)
Inserting the operator and source term into equation 53 gives the explicit adjoint equation
as
LTΨ† = λPTΨ† (62)
where Ψ† = Ψ∗ − b.
4. Error Metric for Anisotropic Adaptivity
4.1. Metric Definition
The error measures derived for the eigenvalue (equations 48 and 49) are used to define
metric tensor fields. The metric tensor fields are d × d matrices where d is the number
of spatial dimensions. These metrics are used in conjunction with the adaptivity methods
developed by Pain et al. [2]. The error measures consist of two terms, the residual of the
solution, R(ψ) or R∗(ψ∗), and the error in the respective dual solution, (ψexact∗ − ψ∗) or
(ψexact − ψ). The residual is calculated using an approximation described in section 4.2.2.
The solution error, however, cannot be determined unless the true solution is already known.
Ce´a’s Lemma states that the solution error is bounded by the interpolation error,
‖ψexact − ψ‖ 6 C‖ψexact −Πψexact‖, (63)
where C is a constant and Πψexact is a linear interpolant of the exact solution on a partition
J (V ). It can be shown (as by Ragusa [18]) the maximum interpolation error from linear
interpolation in an element Ve of a partition J (V ) is bound by,
max
r∈Ve
|ψexact(r)−Πψexact(r)| 6 c max
v∈Γe
max
r∈Ve
〈v|H˜(r)|v〉. (64)
The element boundary Γe comprises the element edges represented by vector v of size d.
The d× d matrix H˜(r) is the Hessian (the second derivatives) of the solution at position r,
and the scalar c is a constant. Equations 63 and 64 together show the Hessian can be used
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as an approximation for the solution error. The Hessian of the exact solution is not known,
therefore, it is approximated as described in section 4.2.1.
Making use of the Hessian as an approximation to the solution error, the forward and
adjoint metric fields are defined at each spatial node as,
Ml,i =
|(RT (Ψ∗))l,i|
δ˜F
|Hl,i| , (65)
M∗l,i =
|(R(Ψ))l,i|
δ˜F
∣∣H∗l,i∣∣ , (66)
where the subscript i indicates a given node and the subscript l denotes a given field. A
field here is defined as the flux solution for a given energy group and angular component.
The symbol Hl,i is the approximation to the Hessian for field l at node i. The term in the
denominator is the desired error in the functional at a given node and field, defined by the
following two equations,
δF = F (Ψ)− F (Ψexact), (67)
δ˜F =
δF
Nnodes ×Nangles ×Ngroups . (68)
This provides a means for the user to set a desired tolerance for the given functional. There-
fore, the value of δF is user-defined and is used in calculating the metric. A constant δ˜F
given by equation 68 sets the metric to spread the target functional error uniformly across
all nodes and fields.
4.2. Metric Calculation
The residual and the Hessian are the two main components of the error metric. These
components are calculated using the following methods.
4.2.1. Hessian Calculation
In order to calculate the Hessian for an arbitrary order finite element solution, the fol-
lowing methodology is employed. The gradient of a field in the x-direction is calculated
by (
∂ψ
∂x
)
i
≈ qx,i = 1
Li
∫
Ni
∂ψ
∂x
dV, (69)
and similarly for other dimensions, where Ni are continuous finite element basis functions and
Li is the row summed lumped mass matrix. The continuous gradient fields are represented
by an expansion using finite element basis functions,
qx =
∑
i=1
Niqx,i. (70)
The second order derivatives are obtained via equations of the form,
qxx,i =
1
Li
∫
Ni
∂qx
∂x
dV ; qxy,i =
1
Li
∫
Ni
∂qx
∂y
dV. (71)
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The Hessian matrix of a field at a given point in space, indexed i, is represented by
(H)i =
qxx,i qxy,i qxz,iqyx,i qyy,i qyz,i
qzx,i qzy,i qzz,i
 . (72)
4.2.2. Residual Approximation
It should be noted that one must be careful when calculating the functional error given in
equation 48. If the solution is calculated using a weighted residual technique and the adjoint
solution was solved in the same space, the functional error will compute to zero. To avoid
this problem, the residual is calculated using an approximation. The adaptivity algorithms
utilised in this work require a metric on a continuous finite element space, therefore, the
residual was required in the continuous space. The continuous residual was approximated
making use of the formulation of the sub-grid scale discretisation. It was calculated for each
energy group via,
RSGS(Ψ) = AΦ˜− S˜Φ = −BΘ˜. (73)
In effect this is applying a continuous finite element operation upon the continuous solution
obtained through the sub-grid scale. A property of the sub-grid scale spatial discretisa-
tion is that the fine component of the solution, Θ˜, goes to zero as the mesh resolution is
increased. Therefore, the magnitude of this component provides information regarding rela-
tive errors attributed to the spatial discretisation over the domain. Equivalently, the coarse
scale component of the solution, Φ˜, will approach the continuous Galerkin solution as the
mesh is refined. Therefore, the residual defined above will go to zero as the spatial resolution
increases.
4.3. Metric Combination
An error metric is obtained for each energy group and angular component in the model
giving an error associated with that field. There are different adaptive approaches that one
could use given the set of metrics. Each metric may be used to adapt an individual mesh
suited to each field, however, this leads to an increase in memory usage and overheads during
the solution procedure. In this work, two approaches have been used: (i) a single mesh has
been used for all fields, and (ii) each energy group has an independent mesh for the angular
fields of that group (from here on referred to as multi-mesh method). Both methods require
the combination of two or more metrics.
Two metric combination procedures have been used in this work. The first technique
described, the maximal inner ellipse method, is used to combine metrics from each energy
group and angular component of the forward or adjoint error indicators. This results in a
single metric for the forward error indicator and a single metric for the adjoint error indicator.
The second technique, the minimal outer ellipse method, is used to combine the resulting
forward and adjoint metric. The metrics are combined with metric intersection methods
similar to the simultaneous reduction scheme [35].
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4.3.1. Maximal Inner Ellipse Method
The maximal inner ellipse method results in a metric that will adapt to the finest mesh re-
quired from each metric. Each metric can be decomposed into its corresponding eigenvectors
and eigenvalues,
M = VΛmV
−1, (74)
where V is a d × d matrix in which the ith column is the ith eigenvector of M, and Λm is
a d × d matrix which hold the eigenvalues of M along the diagonal and is zero elsewhere.
The ith eigenvector and eigenvalue are represented by vi and λm,i respectively. The metric
is represented by an ellipse/ellipsoid (in R2/R3) as shown in figure 1.
v1
v2
λ
−1/2
m,2
λ
−1/2
m,1
Figure 1: Diagram illustrating the representation of an R2 metric as an ellipse. The orien-
tation of the ellipse is defined by the eigenvectors v1 and v2. The size of the metric is given
by the eigenvalues λm,1 and λm,2.
In order to combine the metrics, the least distorted ellipse/ellipsoid is transformed to
a unit sphere. The least distorted metric is that with the smallest aspect ratio, which is
calculated by,
ar =
max
i∈{1,2,3}
λm,i
min
i∈{1,2,3}
λm,i
. (75)
Given two metrics, M1 and M2, and assuming that metric M1 is the least distorted, the
transformation to the unit sphere is given by,
T (M1) = Λ−1/2m,1 V−11 M1V1Λ−1/2m,1 = I, (76)
where T is the transformation operator and I is the identity matrix representing the unit
sphere. The second metric is transformed to the space in which metric M1 is represented by
a unit sphere and eigendecomposed,
M̂2 = T (M2) = V̂2Λ̂m,2V̂−12 . (77)
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The transformed metric eigenvalues, in matrix Λ̂2, are limited using the following condition,
λ̂m,i = max{1, λ̂m,i}. (78)
The resulting metric, represented by M̂, encompasses the information from both initial
metrics, the eigenvalue limiting step is shown diagrammatically in figure 2a. The resulting
T (M1)
M̂
T (M2)
(a) Inner ellipse method.
M̂
T (M2)
T (M1)
(b) Outer ellipse method.
Figure 2: An illustration of an example metric combination using the inner ellipse method
and the outer ellipse method. The resulting metric M̂ is transformed back to the original
space for the metric combination.
metric is transformed back to the original space to give the final combined metric,
M = Gin(M1,M2) = T −1(M̂) = V1Λ1/2m,1 M̂ Λ1/2m,1V−11 (79)
where Gin represents the maximal inner ellipse operator. The metrics for each field are
combined using this method to obtain a single metric that encompasses the error from each
field,
M = Gin(Gin(Gin(Ml=1,Ml=2),Ml=3), ...), (80)
where the index l represents all the fields that are to be combined.
4.3.2. Minimal Outer Ellipse Method
The minimal outer ellipse intersection procedure results in a metric that will produce the
coarsest mesh required from each metric. The forward and adjoint metrics are combined in
this manner because the forward and adjoint metrics represent conservative errors i.e. each
should encompass the full error alone.
The minimal outer ellipse method follows the same steps as the maximal inner ellipse
method except that the limiting of the transformed eigenvalues (in equation 78) is done by,
λ̂m,i = min{1, λ̂m,i}. (81)
This eigenvalue limitation results in the metric shown in figure 2b. The forward and adjoint
metrics are combined using the minimal outer ellipse method denoted by,
M = Gout(M,M∗). (82)
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4.4. Metric Relaxation
It was observed initially that the adaptive procedure led to oscillations between fine
and coarse resolution meshing in certain regions of the domain. This was attributed to the
residual weighting within the metric calculation. A grid with both finely and coarsely meshed
regions of the domain will cause low and high residuals respectively. The residual weighted
metric will drive the adaptive process to coarsen the fine region and hone the coarse region.
The high and low residual regions are interchanged and the process is repeated causing the
oscillatory motion of the adapted meshes.
In order to prevent this mesh oscillation, a metric relaxation is employed by combining
the metric from the current mesh with the metric from the previous mesh. This is achieved
via,
M(k+1)r = (1− ω)M(k) + ωM(k+1), (83)
where ω is the relaxation factor and the superscript k denotes the mesh number. A simple
average has been used in this work with ω = 0.5. The first mesh in the adapting process is
not altered. The method used to obtain the metric from the previous mesh on the new mesh
is described in section 5.1.
5. Adaptive Procedure
The following section describes the steps used to perform the adaptive procedures for the
single and multi-mesh method.
5.1. Single-mesh Method
The adaptive procedure used for the single-mesh calculations is shown in algorithm 2.
This shows the major steps taken in the eigenvalue goal-based adaptive process. The first
step is the solution of the forward eigenvalue equation using the power iteration as shown
in algorithm 1. This is followed by the solution of the adjoint equation, however, this is not
done using a full power iteration method to calculate the adjoint eigenvalue. Instead, the
forward eigenvalue is substituted into the equation and the fission source and scatter source
are converged iteratively. This is possible because the eigenvalue of the forward problem is
equal to the eigenvalue of the adjoint problem. This is observed by representing the forward
eigenvalue by taking the inner product of the forward equation with the solution related to
the adjoint, Ψ†,
λ =
〈Ψ†,LΨ〉
〈Ψ†,PΨ〉 . (84)
An equivalent equation is obtained for the adjoint eigenvalue, λ∗, by taking the inner product
with the forward solution,
λ∗ =
〈Ψ,LTΨ†〉
〈Ψ,PTΨ†〉 . (85)
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The definition of the adjoint operators,
〈Ψ†,LΨ〉 = 〈Ψ,LTΨ†〉, (86)
〈Ψ†,PΨ〉 = 〈Ψ,PTΨ†〉, (87)
shows that equations 84 and 85, and thus the forward and adjoint eigenvalues, are equal. It
is worth noting that this is the case only when the discretisation of the forward and adjoint
equations are consistent i.e. the adjoint operator is equal to the transpose of the forward
operator. For example, this would not be the case if the forward and adjoint solutions were
solved on different finite element meshes. The residual and Hessian of each solution are
calculated and used to determine the metric for each field. Each field metric is combined
using the inner ellipsoid method to provide a forward and adjoint metric. These are then
combined using the outer ellipsoid method to produce the final metric used to adapt the
mesh.
The mesh is adapted using the process outlined by Pain et al. [2]. This begins by ad-
justing the metric such that the adaptive process will not exceed a given maximum number
of elements. In this work, the convergence studies have been completed by varying the
maximum allowed number of elements to obtain an adapted mesh with a given number of
elements. The adaptive method calculates a functional that gauges the quality of the mesh
with respect to the given metric. The algorithm then sweeps through the elements one by
one to determine if the quality functional can be improved by adjusting the element. The
parameters used for this adaptive process are the same as those stated in the initial work
on the algorithm [2]. The final step is the interpolation of the solution fields from the old
mesh to the new mesh. This step is not necessary within the adaptive procedure, however,
it increases the efficiency of the calculation because the iterative process begins with a good
initialisation. The mesh is adapted Na times, where Na is a user defined number. For
practical use the adaptive loop would have a convergence criteria such that the mesh would
stop adapting if the solution or goal reached a defined target accuracy. However, in order
to compare the performance of the adaptive methods, the number of adaptive iterations has
been fixed.
The interpolation from the old mesh to the new mesh is not a simple task because
each mesh is unstructured and has no requirement to share nodes or elements. Therefore,
a Galerkin projection from the previous mesh to the new mesh using discontinuous basis
functions results in integrals that cannot be solved exactly by quadrature. The method
used to overcome this problem is that from Farrell and Madison [36], in which they create
a ‘supermesh’ composed from the intersections of the two individual meshes. This allows
a conservative Galerkin projection that incurs minimal integration error. This technique is
also used to transfer the metric from the previous mesh onto the new mesh for use in metric
relaxation.
5.2. Multi-mesh Method
The multi-mesh method follows mostly the same steps used for the single-mesh, except
the metric calculation is performed for each group independently. The energy-dependent
metric is used to adapt a mesh suited specifically for the solution of that energy group. The
procedure performed for the multi-mesh adaptive method is shown in algorithm 3.
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Algorithm 2 Adaptive procedure using a single mesh for all fields. Symbols: a is the
adaptive iteration number, Na is the total number of adaptive iterations.
for a = 0 to Na do
Solve forward eigenvalue equation using power iteration
Solve adjoint equation using forward eigenvalue
Calculate metric for each field
for g = 1 to G do
for m = 1 to M do
Calculate M = Gin(M,Mg,m)
Calculate M∗ = Gin(M∗,M∗g,m)
end for
end for
Calculate M = Gout(M,M∗)
Adapt mesh using metric M
Interpolate fields from the old mesh to the new mesh
end for
The solution of each energy group depends upon the solution of the other energy groups
due to the fission and scatter coupling terms. Therefore, whilst solving the forward transport
equation, the solution of each energy group must be transferred from its own mesh to the
mesh of the other groups. This is achieved using the same technique used to transfer the
solution from the old to the new mesh. A Galerkin projection is performed using the ‘super-
mesh’ composed of the intersections of the two individual meshes. This is in contrast to the
methods used in previous work using energy dependent meshes. Wang and Ragusa [17, 18]
used an adaptive integration procedure to minimise the error from the inexact integral but
this still incurs some error. In separate studies, Wang et al. and Ragusa [16, 18] calcu-
lated the integrals exactly but relied upon the mesh being hierarchical which restricts the
adaptivity.
6. Applications
This section presents a set of examples that demonstrate the potential benefit gained
from the adaptive procedure using keff as the goal. The keff based adaptivity is compared
to a global error based adaptivity and a uniform refinement scheme. The global error based
adaptivity decreases the relative interpolation error uniformly across the domain. The Hes-
sian of the solution is proportional to the interpolation error and thus this is used for the
adaptive procedure. The global adaptive process will from here on be referred to as Hessian
adaptivity.
The performance of each method of refining spatial resolution is compared through ob-
servation of the error in keff, k = |kref − keff|. This work is interested solely in the error
attributed to the discretisation of space and not that of angle or energy. Therefore, the use
of continuous or multi-group Monte Carlo methods were not suitable to calculate a reference
value because this would also eliminate the angular approximation error. To calculate the
reference keff one must use the same angular discretisation and eliminate the spatial discreti-
sation error. Fine uniformly refined meshes of approximately 300,000 elements were used
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Algorithm 3 Adaptive procedure using a mesh for each energy group. Symbols: a is the
adaptive iteration number, Na is the total number of adaptive iterations.
for a = 0 to Na do
Solve forward eigenvalue equation using power iteration
Solve adjoint equation using forward eigenvalue
for g = 1 to G do
Calculate metric for each field in group g
for m = 1 to M do
Calculate Mg = Gin(Mg,Mg,m)
Calculate M∗g = Gin(M∗g,M∗g,m)
end for
Calculate Mg = Gout(Mg,M∗g)
Adapt the mesh for group g using metric Mg
Interpolate fields from the old mesh to the new mesh
end for
end for
to attempt to eliminate this error. However, as is illustrated in the following results, more
accurate values can be obtained from adapted meshes with fewer elements. For this reason,
the results are provided using two different values as reference keff: (i) the fine uniform mesh
value, and (ii) the finest goal-based mesh value.
The theory described in section 3 is applicable to any discretisation of the transport
equation. The following results have been calculated using the spherical harmonics angular
discretisation and the sub-grid scale spatial discretisation. The first example is completed
using P1 and P3 angular discretisations. The second and third example are completed using
only P1.
6.1. Example 1
The first example, from Stepanek [37], is a simple mono-energetic 5 region problem
representing a pool reactor, an illustration is shown in figure 3. It consists of four regions
surrounded by a water moderating region (V), there are two fissile regions (I and III) and two
absorber regions (II and IV). The region macroscopic cross sections are provided in table 1.
Region Σa νΣf Σt Σs
I 0.07 0.079 0.60 0.53
II 0.28 0.0 0.48 0.2
III 0.04 0.043 0.70 0.66
IV 0.15 0.0 0.65 0.50
V 0.01 0.0 0.9 0.89
Table 1: Region cross sections for example 1.
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Figure 3: Example 1 geometry with dimensions in centimetres.
(a) P1 scalar flux. (b) P3 scalar flux.
Figure 4: The scalar flux solutions over the domain of example 1.
This calculation was performed for a P1 and a P3 angular discretisation. The P1 and
P3 scalar flux solutions are illustrated in figures 4a and 4b, these show the flux is relatively
simple and peaks only at one point in the domain. The corresponding P1 and P3 adjoint
scalar flux solutions are shown in figures 5a and 5b. The adjoint scalar flux solutions have
identical shape to the forward solutions, however, the flow of particles is in the opposite
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(a) P1 scalar flux. (b) P3 scalar flux.
Figure 5: The adjoint scalar flux solutions over the domain of example 1.
direction. There is not a significant difference between the solutions for the two angular
approximations because the solution is diffuse. The adaptive routines will focus on resolving
the flux peak in order to improve the accuracy of solution and hence keff. The Hessian
(a) Goal-based mesh (25081 elements). (b) Hessian mesh (27368 elements).
Figure 6: Tenth adapted mesh for goal-based and Hessian based adaptivity for the P1 solution
for example 1.
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(a) Goal-based mesh (26097 elements). (b) Hessian mesh (28427 elements).
Figure 7: Tenth adapted mesh for goal-based and Hessian based adaptivity for the P3 solution
for example 1.
adapted mesh and the goal-based adapted mesh for the P1 calculations are shown in figure 6.
The equivalent images for the P3 calculations are shown in figure 7. These figures illustrate
the different regions of interest for the types of adaptivity. In both the P1 and P3 calculations,
the goal-based adaptivity has placed more mesh elements in region III where, although the
flux solution is near zero, there is still some contribution to the fission source. The Hessian
adaptivity has put little emphasis on this region because there is near zero curvature of
the flux. Both adaptive methods have resolved the material interfaces which cause large
gradients in the solution.
The convergence of keff for the P1 and P3 calculations is shown in figures 8 and 9. The
difference between the use of the fine uniform reference and the goal-based reference is small
because the two keff values have negligible difference at this accuracy. The convergence plots
for the P1 and P3 calculation show the same behaviour. The results show that despite having
quite different meshes, the goal-based adaptivity has not provided any improvement in the
keff value compared to that of the regular Hessian adaptivity. This is most likely due to the
simplicity of the example model. Both methods prove to be significantly more efficient than
uniform refinement as was expected.
6.2. Example 2
This example is a simplified model for a quarter core of a BWR. It is a two group problem with
multiple fissile regions (I–IV) surrounded by a water moderator (V) as shown in figure 10.
The macroscopic region cross sections are provided in table 2. The more complex geometry
in multiple groups provides a more rigorous test for the goal-based adaptivity. The single
mesh method and the energy dependent mesh methods were tested for this example.
The scalar flux solutions for each energy group are shown in figure 11. The thermal
flux peaks inside the moderator region due to fast neutron scattering creating a thermal
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(a) Goal-based reference keff.
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(b) Fine uniform reference keff.
Figure 8: The error in keff against the number of elements in the mesh for the P1 solution
for example 1.
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(a) Goal-based reference keff.
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(b) Fine uniform reference keff.
Figure 9: The error in keff against the number of elements in the mesh for the P3 solution
for example 1.
source. This causes largely varying gradients in the flux, this is illustrated in figure 13 using
a warped 3D scalar plot for easier visualisation. The adjoint scalar flux solutions are shown
in figure 12. In the adjoint problem the fission term is dependent solely on the group 1
particles. The majority (∼95%) of this fission term then feeds into the source term for the
group 2 particles. The source term for the group 1 particles is attributed to the upscatter
of particles from group 2.
The adapted meshes for the goal-based and Hessian adaptivity after 10 adaptive iterations
are shown in figure 14. The Hessian adaptivity has concentrated a significant proportion of
the elements around the thermal peaks in the corner regions of the moderator adjacent
to region IV. The goal-based approach has not placed as much emphasis in these regions.
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Figure 10: Example 2 geometry with dimensions in centimetres.
Material Σa νΣf Σt Σs,g→1 Σs,g→2 χ
I
Group 1 0.00838 0.00460 0.26260 0.23190 0.02533 1.0
Group 2 0.10032 0.10910 1.57978 0.00000 1.47946 0.0
II
Group 1 0.00731 0.00461 0.26288 0.22790 0.02767 1.0
Group 2 0.07049 0.08675 1.75254 0.00000 1.68205 0.0
III
Group 1 0.00813 0.00466 0.26476 0.23046 0.02617 1.0
Group 2 0.08346 0.10210 1.59413 0.00000 1.51067 0.0
IV
Group 1 0.00813 0.00466 0.26476 0.23046 0.02617 1.0
Group 2 0.07334 0.10210 1.59413 0.00000 1.52078 0.0
V
Group 1 0.00073 0.00000 0.26518 0.21691 0.04754 -
Group 2 0.01913 0.00000 2.09380 0.00000 2.07468 -
Table 2: Material macroscopic cross sections for example 2.
Instead it has placed greater resolution on the bulk of the fissile region and the material
interfaces. The strength of the anisotropic adaptivity is illustrated in this example by its
resolving of the boundary interfaces. The flux is approximately constant along a line parallel
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(a) Fast flux (group 1). (b) Thermal flux (group 2).
Figure 11: The group scalar flux solutions for example 2.
(a) Fast flux (group 1). (b) Thermal flux (group 2).
Figure 12: The adjoint group scalar flux solutions for example 2.
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Figure 13: A 3D plot illustrating the varying gradients of the thermal (group 2) flux.
to the interface but it is rapidly changing in the perpendicular direction. This results in the
long thin elements stretched only in the direction parallel to the interface. This increases
efficiency because fewer elements are used in the mesh by not resolving in the unnecessary
direction.
(a) Goal-based mesh (3815 elements). (b) Hessian mesh (3795 elements).
Figure 14: Tenth adapted mesh for goal-based and Hessian based adaptivity for example 2.
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The energy dependent meshes are shown for this example in figure 15. The fast group
mesh is relatively smooth over the material interfaces between the fissile regions demonstrat-
ing the relative transparency of the medium seen by the fast neutrons. The interface with
the moderator is less transparent because the dominant removal of neutrons from the fast
group is scatter to the thermal group which is approximately doubled from the fissile region
to the moderator. The mesh for the thermal group shows the increased resolution of the
material interface for region I where the absorption cross section is slightly larger causing a
non-smooth change in the flux.
(a) Fast group mesh (group 1)(3785 elements). (b) Thermal group mesh (group 2)(3869 elements).
Figure 15: Tenth adapted meshes for goal-based multi-mesh adaptivity for example 2.
The keff convergence plot is shown in figure 16. It is observed, in contrast to the first ex-
ample, that the goal-based adaptivity reduced the error in keff for a given number of elements
compared to that of the Hessian adaptivity. The multi-mesh method has demonstrated that
it can further improve the error on keff compared to that on the single mesh. It is noted
again that the difference caused by using different reference keff values is negligible.
A comparison of accuracy versus computation time was performed for the Hessian and
the goal-based adaptivity. The plot showing the performance of each adaptive method is
shown in figure 17. Only the Hessian and the single-mesh goal-based methods are compared.
The uniform refinement data has not been included because it would not provide a fair
comparison. This is because the time for the adaptive calculations may be longer than was
necessarily required to gain a given accuracy because they have been run for a fixed number
of adaptive iterations. It is reasonable to compare the time of the Hessian and goal-based
adaptivity because both perform the same number of iterations. The multi-mesh computa-
tion times were not included because they are significantly longer due to the interpolation
process that is used. Figure 17 shows that the goal-based adaptivity outperforms the Hes-
sian based adaptivity. The plot demonstrates that the reduction in computation time for a
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(a) Goal-based reference keff.
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(b) Fine uniform reference keff.
Figure 16: The error in keff against the number of elements in the mesh for example 2.
given accuracy is not constant. A rough idea of the magnitude is provided by considering
the speed-up for a given accuracy. For an error of approximately 1 × 10−5, the goal-based
method took 80% of the time required by the Hessian.
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Figure 17: The error in keff against the elapsed CPU time for example 2.
6.3. Example 3
The third and final example is a two group problem with three material regions. The
geometry is composed of two fissile regions (II and III) surrounded by a moderator region
(I) as shown in figure 18. The region cross sections are provided in table 3.
The group scalar flux solutions are shown in figure 19. The two group flux solutions are
significantly different to one another which provides another testing ground for the goal-
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Figure 18: Example 3 geometry with dimensions in centimetres.
(a) Fast flux (group 1). (b) Thermal flux (group 2).
Figure 19: The group scalar flux solutions for example 3.
based adaptivity. Similarly to example 2, the thermal flux is seen to peak due to scattering
in the moderator region. The adjoint scalar flux solutions are shown in figure 20.
The tenth adapted mesh for each adaptive method is shown in figure 21. It is seen that
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(a) Fast flux (group 1). (b) Thermal flux (group 2).
Figure 20: The adjoint group scalar flux solutions for example 3.
Material Σa νΣf Σt Σs,g→1 Σs,g→2 χ
I
Group 1 0.0004 0.0000 0.2950 0.2453 0.0493 -
Group 2 0.0200 0.0000 2.0080 0.0000 1.9880 -
II
Group 1 0.0121 0.0085 0.2631 0.2269 0.0241 1.0
Group 2 0.1210 0.1851 0.9416 0.0000 0.8206 0.0
III
Group 1 0.0100 0.0060 0.2604 0.2344 0.0160 1.0
Group 2 0.1000 0.1500 0.8333 0.0000 0.7333 0.0
Table 3: Material macroscopic cross sections for example 3.
the Hessian based mesh has many more elements around the thermal peaks compared to
that of the goal-based mesh. The goal-based mesh is further refined in the middle of the
fissile region.
The meshes for the fast and thermal groups obtained from the multi-mesh method are
shown in figure 22. The use of the multi-mesh method has demonstrated, as in example 2,
that the fast flux mesh requires less resolution around material interfaces. The adaptivity
indicates a more accurate solution is obtained with the resolution spread more uniformly over
the domain. The thermal mesh has placed high resolution around the material interfaces at
which point the thermal flux has large gradients in the solution.
The convergence plots for example 3 are shown in figure 23. It is noted in this example
that the error in keff for the goal-based and the Hessian based methods appear to level off
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(a) Goal-based mesh (3736 elements). (b) Hessian mesh (3689 elements).
Figure 21: Tenth adapted mesh for goal-based and Hessian based adaptivity for example 3.
(a) Fast group mesh (group 1)(3827 elements). (b) Thermal group mesh (group 2)(3979 elements).
Figure 22: Tenth adapted meshes for goal-based multi-mesh adaptivity for example 3.
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when using the fine uniform keff reference value. This is because the goal-based method has
converged to the same accuracy of the fine uniform reference value with much fewer elements.
Therefore, it is inferred from the plot that the finest goal-based mesh is the best estimate
of the reference value. The goal-based adaptivity method demonstrated that it provides
lower keff errors for a given number of elements in the mesh compared to that of the Hessian
adaptivity. The multi-mesh method appears to induce an increase in error in keff compared
to that of the single mesh goal-based adaptivity. However, it converges at a faster rate and
equals the accuracy of the single mesh at finer resolution. The increase in error is due to
increased interpolation error, incurred during the interpolation from one mesh to the other,
resulting in a fission source with greater error.
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(a) Goal-based reference keff.
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(b) Fine uniform reference keff.
Figure 23: The error in keff against the number of elements in the mesh for example 3.
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Figure 24: The error in keff against the elapsed CPU time for example 3.
The plot showing the performance with respect to calculation time for each adaptive
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method is shown in figure 24. As in example 2, the goal-based adaptivity provides a lower
error for a given computation time compared to that of Hessian adaptivity. The difference
between the time of calculation is variable. The goal-based adaptivity took approximately
66% of the time required by the Hessian calculation to obtain an accuracy of around 3.5 ×
10−6.
7. Conclusion
A forward and an adjoint error estimator have been derived for a general functional of the
eigenvalue transport equation. These estimators consist of the error in the solution weighted
by the residual in the dual solution (or vice versa). The estimators have been applied to
the neutron multiplication factor, keff, and used to develop error indicator metrics that can
drive anisotropic adaptive methods. A novel combination procedure has been used to merge
the forward and adjoint error metrics. This procedure produces a metric that contains
information from the two different error estimators which is more efficient for adaptivity.
The combined error metric has been used to drive an adaptive algorithm which minimises
the error on keff by modification of the spatial discretisation.
Three examples have been presented to demonstrate the improved accuracy that can
be obtained using keff goal-based adaptivity. The examples have compared the goal-based
adaptivity to that of Hessian based adaptivity which minimises the error in the solution over
the whole domain. The first example showed that the method provided negligible benefit for
a simple one group problem. This is most likely due to the simplicity of the example model.
The second and third examples demonstrated the improved accuracy on keff that may be
gained through the method for more complex problems. For a given number of elements,
the error in keff was observed to reduce by a factor of up to 5 and 24 compared to Hessian
and uniform meshes respectively.
The use of energy dependent meshes has been tested and it was observed that an error
was introduced at coarse mesh resolution. This error stemmed from the interpolation error
caused from projecting the solution from mesh to mesh required for the group coupling terms.
In this work, the use of energy dependent meshes does not return a proportional benefit for
the extra computational expense incurred through the interpolation process.
The adaptive methods have been compared by allowing each algorithm to adapt the mesh
ten times and comparing the resultant value of keff on the final mesh. For this reason, uniform
refinement has not been included in comparisons with respect to time of computation. This
is because the mesh and thus the value of keff can converge prior to the tenth adapted mesh
and the following adaptive iterations provide little benefit. The time comparisons illustrated
that the goal-based method provided greater accuracy than the Hessian based method for
a given computation time. The goal-based method requires the calculation of the adjoint
solution whereas the Hessian based method does not. Therefore, the added computational
cost of calculating the adjoint solution is outweighed by the greater accuracy of the result.
As an extension of this work, these error estimators could be used for goal-based adap-
tivity in the angular dimension of the transport equation. The simplest technique to accom-
plish this would be using a variable order PN expansion in space and energy. This method
would result in isotropic refinement of the angular dimensions in the necessary regions of
phase-space. However, isotropic refinement is not efficient because it refines in regions of
the angular dimensions that do not necessarily require it. A more flexible method could
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be performed using a wavelet discretisation for the angular dimensions, which would al-
low anisotropic adaptation, which will preferentially refine the angular domain in only the
directions required.
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