Abstract. We introduce Hodge ideal spectrum for isolated hypersurface singularities to see the difference between the Hodge ideals and the microlocal V -filtration modulo the Jacobian ideal. We compare the Hodge ideal spectrum with the Steenbrink spectrum that can be described by using the microlocal V -filtration. As a consequence of a formula of Mustata and Popa, these two spectra coincide in the weighted homogeneous case. We prove sufficient conditions for their coincidence and non-coincidence in some non-weighted-homogeneous cases where the defining function is semi-weighted-homogeneous or with non-degenerate Newton boundary in most cases.
Introduction
M. Mustata and M. Popa ( [MP2] , [MP3] ) recently defined Hodge ideals I p (αZ) ⊂ O X for Q-divisors αZ on smooth varieties X, where we assume Z reduced and α ∈ (0, 1]. These can be extended naturally to the analytic case, see (2.1) below. They provide a quite intersecting refinement of multiplier ideals, especially in the case the minimal exponent α Z is at least 1, where the classical multiplier ideals become powers of the ideal of Z ⊂ X. It is shown there that I p (αZ) coincides with the microlocal V -filtration V α+p O X modulo (f ), where f is a local defining function of Z ⊂ X, see also (2.4.7) below. (In the case α = 1, this was shown in [Sa9, Theorem 1].) However, their relation seems rather complicated in general, see the above papers of Mustata and Popa as well as [JKY] , [Sa9] , [Zh] , etc. To see their difference, it seems then interesting to compare these modulo the Jacobian ideal (∂f ) ⊂ O X generated by the partial derivatives f i := ∂f /∂x i , where x 1 , . . . , x n are local coordinates of X with n = dim X.
From now on, we assume Z is a reduced divisor on a complex manifold having an isolated singularity at 0 ∈ X so that dim C C{x}/(∂f ) < ∞, where C{x} = C{x 1 , . . . , x n } = O X,0 . In [St2] (see also [St3] ), Steenbrink defined the spectrum
using the mixed Hodge structure on the vanishing cohomology together with the monodromy, where µ f is the Milnor number, and e is a positive integer related to the monodromy (more precisely, T e s = id with T s the semisimple part of the monodromy), see also (1.1) below. The positive rational numbers α f,i are assumed weakly increasing, and are called the exponents or spectral numbers of f .
By [SS] , [Va1] , the spectrum Sp f (t) can be defined also as the Hilbert-Poincaré series of the finite-dimensional filtered vector space where V is the quotient filtration of the V -filtration on the Brieskorn lattice H ′′ f in [Br] , see (1.2) below.
We have the Hodge ideals I p (αZ) ⊂ C{x}, see (2.1) below. Since Z has an isolated singularity at 0, these are m X,0 -primary ideals, that is, I p (αZ) ⊃ m k X,0 for some k ∈ Z >0 (depending on α, p) where m X,0 ⊂ C{x} is the maximal ideal, and C{x}/I p (αZ) is finitedimensional. The Hodge ideal spectrum Sp HI f (t) is defined as the Hilbert-Poincaré series of the finite-dimensional filtered vector space
Here the α HI f,i are assumed weakly increasing. The above definition of Hodge ideal spectrum differs from the one in [JKY] , where V β HI C{x}/(∂f ) was given by I p (αZ) mod (∂f ) for α + p = β with α ∈ (0, 1], p ∈ N without taking the above summation. However, the Hodge ideals I p (αZ) mod (∂f ) are not necessarily weakly decreasing for α ∈ (0, 1] with p fixed, see Example (4.2) below. (Without taking mod (∂f ), this has been observed in [MP2] , [Zh] .) Note that [MP3] . In particular, we have Sp
, where e ′ might be different from e in general.
We can define also the Tjurina subspectrum Sp
where τ f is the Tjurina number of f , and the α Tj f,i are assumed weakly increasing. This gives a link between Sp f (t) and Sp HI f (t). Indeed, there is a subset I ⊂ {1, . . . , µ f } such that |I| = τ f and
since the canonical projection C{x}/(∂f ) → → C{x}/(∂f, f ) is strictly compatible with V HI . On the other hand, the V -filtration on Ω n f ∼ = C{x}/(∂f ) used in (1) coincides with the quotient filtration of the microlocal V -filtration V on C{x} under the canonical surjection
see Proposition in (1.4) below. Then the coincidence of the Hodge ideals and the microlocal V -filtration modulo (f ) mentioned above implies that
hence there is a subset J ⊂ {1, . . . , µ f } such that |J| = τ f and
(So Sp
Tj f (t) is called a subspectrum.) In particular, we get the following (see also [JKY] ):
if f is weighted homogeneous. The last assumption is equivalent to that µ f = τ f , see [SaK] . The partial converse of (5) with second equality forgotten does not necessarily hold as is seen by Theorem 1 below.
In our main theorems, we will often assume the following:
The function f ∈ C{x} is semi-weighted-homogeneous with weights w i , or f has non-degenerate Newton boundary, and is convenient.
See (1.6-7) below for the definitions. Note that Z has an isolated singularity as is assumed above. When we consider condition (A), the coordinates x 1 , . . . , x n are fixed, and cannot be replaced easily unless it is done with enough care.
In the main theorems we will sometimes assume that f is not a double point, that is,
In particular, we have Sp
Theorem 5. Assume condition (A) holds, f = h + x 2 n with h ∈ C{x ′ } := C{x 1 , . . . , x n−1 }, and moreover there is g ∈ C{x ′ } satisfying
where v(g) is defined with g viewed as an element of C{x}. Then α
In the double point case, the relation between Theorems 3 and 5 is not very clear. Indeed, we have f = u(h+x 2 n ) with u invertible and h ∈ C{x ′ } after a coordinate change in this case, since we can replace further the coordinate x n with x n − h 1 /2 if we get f = u(h 2 + h 1 x n + x 2 n ) with h 1 , h 2 ∈ C{x ′ } by the Weierstrass preparation theorem after a coordinate change. However, f does not necessarily satisfy condition (A) after these coordinate changes even if f satisfies it before these (for instance, if f = x 9 +y 9 +(x 4 +y 3 )z+z 2 , we have f = h(x, y)+z
with h(x, y) having two Puiseux pairs).
Note finally that we may have f n−1 Ω n f = 0 in general, although generalizing the main theorems to this case is rather complicated by the complexity of Hodge ideals, see (2.5.8) and Example (4.2) below.
In Section 1 we review some basics of the spectrum of isolated hypersurface singularities. In Section 2 we review Hodge ideals for Q-divisors on complex manifolds in the reduced case. In Section 3 we prove the main theorems. In Section 4 we calculate some examples.
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Spectrum
In this section we review some basics of the spectrum of isolated hypersurface singularities.
1.1. Vanishing cohomology. Let f : (X, 0) → (C, 0) be a germ of a holomorphic function on a complex manifold having an isolated singularity at 0. Set n = dim X. We have a canonical mixed Hodge structure on the vanishing cohomology H n−1 (F f , Q), where F f denotes the Milnor fiber of f , see [St2] . The λ-eigenspace of the semisimple part T s of the monodromy T is denoted by H n−1 (F f , C) λ . (Note that T is the inverse of the Milnor monodromy, see [DS3] .)
The spectrum Sp f (t) = µ f i=1 t α f.i is a fractional power polynomial defined by
where [α] denotes the integer part of α ∈ Q, and the α f,i are assumed weakly increasing, see [St2] . These are positive rational numbers, and are called the spectral numbers or exponents.
We have the symmetry
This follows from the assertion that the weight filtration W on H n−1 (F f , C) λ coincides with the monodromy filtration which is associated with the action of N := log T u , and is shifted by n or n − 1 depending on whether λ = 1 or not (where T u is the unipotent part of the monodromy T ), see loc. cit. This means that there are isomorphisms for i > 0 :
It is known (see for instance [DS2, 4.11] ) that the multiplicity of the minimal (or maximal) exponent is 1, that is,
Brieskorn lattices.
In the notation of (1.1), we have the Brieskorn lattice (see [Br] )
. This is a free module of rank µ f over C{t} and also over C{{∂ 
-module of rank µ f with an action of t, and is a regular holonomic D X,0 -module. So it has the V -filtration of Kashiwara [Ka2] and Malgrange [Ma2] indexed by Q and such that ∂ t t − β is nilpotent on Gr
was indexed by Z, instead of Q. The V -filtration indexed by Q was influenced by the theory of asymptotic Hodge filtration [Va1] using the asymptotic expansions of period integrals.)
On the other hand, there are canonical surjection
X,0 , and the filtration V on Ω n f is defined as the quotient filtration of the V -filtration on H ′′ f . By [SS] (see also [Va1] ) we have the canonical isomorphisms
This assertion is shown by using the Hodge filtration on G f defined by
since it induces the Hodge filtration on
Remarks. (i) If we replace the Hodge filtration F with the asymptotic Hodge filtration in [Va1] which can be defined by using
instead of (1.2.3), then the isomorphisms in (1.2.2) hold after taking Gr
since f is identified with Gr F t on Gr
by the graph embedding i f : X → X × C associated with f . This is identified with
where t is the coordinate of C. The action of ∂ x i on M f is given by
where g ∈ O X . We have the V -filtration of Kashiwara [Ka2] and Malgrange [Ma2] on M f indexed by Q such that ∂ t t − β is nilpotent on Gr
. It has the Hodge filtration F by the order of ∂ −1 t together with the V -filtration defined by using the V -filtration on M f , see [Sa6] . The V -filtration and the microlocal V -filtration on O X are defined respectively by the filtered isomorphisms (see [Sa6] ):
Remarks. (i) By the construction (see loc. cit. and also (2.5.4) below), we have the equalities
and these can be identified essentially with the multiplier ideals (see [BS] ) except for the difference in the index of filtration, where the V -filtrations are left-continuous, but the multiplier ideals are right continuous, see also [MSS2] .
(ii) The Bernstein-Sato polynomial b f (s) can be defined as the minimal polynomial of the action of s := −∂ t t on
where f s is identified with δ(t − f ) (see (2.2) below) so that we have the inclusion
The microlocal Bernstein-Sato polynomial b f (s) is defined as the minimal polynomial of the action of s := −∂ t t on
, and coincides with the reduced Bernstein-Sato polynomial b f (s)/(s + 1), see [Sa6] .
We have the inclusions
where α f , α f are respectively the maximal root of b f (s), b f (s) up to sign, and we have α f = min( α f , 1). Note that (1.3.5) does not give any information for α ∈ (1, α f + 1) (where the source vanishes) by the periodicity of the V -filtration (or multiplier ideals)
Since the action of s+α is nilpotent on Gr
3.5-6) imply some relation between the (microlocal) multiplier ideals and the roots of (microlocal) Bernstein-Sato polynomial.
(iii) It is also possible to show the above well-known relation between the multiplier ideals and the roots of Bernstein-Sato polynomial using |f 2 | s together with integration by parts, or equivalently, derivation as a distribution, although certain delta functions might appear by the latter. In the real variable case, this easily happens; for instance, if f = x, we have
where H(x), δ(x) are the Heaviside and delta functions of real one variable. It is better to use an analytic continuation for s so that some equality is shown for Re s ≫ 0.
1.4. Coincidence of the two quotient V -filtrations. In this subsection we prove the following (see also [DS2, (4.11.4)]).
2) defined by using the surjection (1.2.1) coincides with the quotient V -filtration induced from the microlocal Vfiltration on O X,0 = C{x} using the canonical surjection C{x} → → C{x}/(∂f ).
Proof. This is proved by using the strictness of the bifiltered de Rham complex
The highest cohomology
coincides with the Gauss-Manin system These imply that the quotient filtration V on C{x}/(∂f ) induced by the microlocal Vfiltration on C{x} coincides with the one induced by the surjection (1.2.1), since the canonical filtered isomorphism
provides the filtered isomorphism
So Proposition in (1.4) follows.
Remark. In the weighted homogeneous isolated singularity case, Proposition in (1.4) follows also from [Sa9, Proposition in 2.2] where an explicit description of the microlocal V -filtration is given for weighted homogeneous isolated singularities. (Here the assumption that any weight w i is the inverse of an integer is not necessary by using [Sa7, Remark (ii) in Section 4.1] as is remarked by Mingyi Zhang.)
1.5. Weighted homogeneous case. There is a well-known formula for the spectrum of a weighted homogeneous polynomial with an isolated singularity
where the w i are the weights of variables x i associated with f . This formula is conjectured in [St2] , and follows essentially from [St1] where a generalization of the Griffiths theorem to the Milnor cohomology of weighted homogeneous isolated hypersurface singularities is proved (although the relation with the monodromy should be added). Actually the equality (1.5.1) follows also from [SS] , [Va1] . Indeed, by an argument similar to the proof of [Sa1, Proposition 3.3], we can show that 
where the left-hand side denotes the Hilbert Poicaré series of the filtered vector space C{x}/(∂f ), V w , that is, the one for the graded vector space Gr 
is a free graded module over C[y] generated freely by a C-basis of C[x]/(∂f ) (which is isomorphic to C{x}/(∂f )) using the graded version of Nakayama's lemma, where y 1 , . . . , y n are the coordinates of the target space C n so that ρ * y i = f i . This implies the equality (1.5.6)
since deg f i = 1 − w i and t −α 1 Sp f (t) is the Hilbert-Poincaré series of C[x]/(∂f ) with Vfiltration not shifted by α f,1 = i w i as in (1.5.2-3). Indeed, the left-hand-side of (1. 
is the Hilbert-Poincaré series of the graded vector space of algebraic (n−p)-forms Ω n−p , where deg dx i = w i . Since the Koszul complex (Ω • , df ∧) gives a graded free resolution of Ω n f , and f and df have degree 1 by assumption, it is then enough to substitute −t in X to get the Hilbert-Poincaré series of Ω n f . Here the minus sign is needed to calculate the Euler characteristic of the Koszul complex (up to a sign).
(ii) In the case of weighted homogenous polynomials with an isolated singularity, the roots of the reduced Bernstein-Sato polynomial have multiplicity 1, and coincide with the spectral numbers up to sign. Admitting (1.5.1), (1.5.5), this was proved in [Ma1] , [Sat] . (In the latter an argument similar to [Sa7, Remark 4.2(i)] was used.)
1.6. Semi-weighted-homogeneous case. A holomorphic function f ∈ C{x} having an isolated singularity at 0 is called semi-weighted-homogeneous with weights w 1 , . . . , w n > 0 if there is a decomposition f = f 1 + f >1 such that f 1 a weighted homogeneous polynomial of weights w i having an isolated singularity at the origin, and f 1 , f >1 are C-linear combinations of monomials x ν := i x ν i i satisfying i w i ν i = 1 and i w i ν i > 1 respectively, where ν = (ν 1 , . . . , ν n ) ∈ N n . This is equivalent to that f is a µ-constant deformation of a weighted homogeneous polynomial with an isolated singularity, see [Va3] .
Since the spectrum is invariant by µ-constant deformations (see for instance [Va2] ), we have
It is known that (1.5.4) also holds in the semi-weighted-homogeneous case by defining V w as in (1.5.3) (using a 1-parameter µ-constant deformation where we get a constant family of Gauss-Manin systems, and taking the completion by the filtration V w ). We have
We have (1.6.5) γ f = α f,1 + w max with w max := max{w i } i∈[1,n] .
1.7. Non-degenerate Newton boundary case. Let Γ + (f ) be the Newton polyhedron of f ∈ C{x} at 0, that is, the convex hull of the union of ν + R n 0 for ν ∈ Supp (x) f , where
We say that f has non-degenerate Newton boundary, if for any compact face σ ⊂ Γ + (f ), we have
ν , see [Ko] . (This definition is equivalent to the one in [Sa1] , see [Ko] .) For g ∈ C{x}, set (1.7.1)
with 1 n := (1, . . . , 1). Define γ f (g), γ f by (1.6.4). Note that α f,1 = v(1), and the V -filtration on Ω n f ∼ = C{x}/(∂f ) in (1) is induced by the filtration V on C{x} defined by (1.7.2) V β C{x} := {v(g) β} (see [Sa1] , [VK] ).
We say that f is convenient, if the intersection of Γ + (f ) with every coordinate axis is non-empty. In the isolated hypersurface singularity case, we may assume f convenient by adding monomials x a i i to f for a i ≫ 0 if necessary. This is allowed by the finite determinacy of isolated hypersurface singularities as is used in [Br] , [SS] , [Va1] , etc. It is expected that γ f (g) remains unchanged by adding x a i i to f if a i ≫ 0 (depending on g). .24], although Sp f (t) is so called in [Bu] . These can be different, since the symmetry (1.1.2) as in the isolated singularity case does not necessarily hold. (For instance, the jumping coefficients in (0, 1) smaller than the minimal exponents at x ∈ X \ {0} are Steenbrink spectral numbers in certain cases, but this is not clear for the Hodge spectrum since there may be a cancellation among the Sp ′j f (t).) The difference between Sp f (t) and Sp (where i 0 : {0} ֒→ X is the inclusion), since the vanishing cycle sheaves are self-dual up to a Tate twist depending on the monodromy eigenvalue, see [Sa4, (2.6.2)]. Note that the mixed Hodge structure on the vanishing cohomology in the non-isolated singularity case is defined by applying the cohomological functor H k i * 0 to the vanishing cycle Hodge module (which is denoted by ϕ f Q h,X [n−1] in this paper).
Hodge ideals on complex manifolds
In this section we review Hodge ideals for Q-divisors on complex manifolds in the reduced case.
2.1. Hodge ideals in the analytic case. The Hodge ideals are defined in the algebraic case, see [MP1] , [MP2] , [MP3] . However, they can be defined also in the analytic setting, since so are Hodge modules (although the standard functors between the derived categories cannot be defined in general). This may be useful even in the isolated singularity case. Indeed, although analytic isolated hypersurface singularities are always algebraizable, the independence of algebraization for Hodge ideals does not seem to be completely trivial unless these are analytically defined.
Let Z be a reduced divisor on a complex manifold (or a smooth complex algebraic variety) X with f a defining function (shrinking X if necessary). Let α ∈ Q ∩ (0, 1]. It is known that O X ( * Z)f −α is a direct factor of the underlying D X -module of a mixed Hodge module so that it has the Hodge filtration F satisfying the property (2.1.1)
This can be shown by using the action of the covering transformation group of a ramified covering defined by X := {z e = f } ⊂ X × C with e a positive integer satisfying eα ∈ N. Indeed, it is enough to use the extension of the constant Hodge module on X \ {z = 0} to X (see [Sa4, Proposition 2.11]) together with the cohomological direct image under the projection X × P 1 → X (see for instance [Sa4, Proposition 2.14]), see also [MP2] for the algebraic case. (It seems easier to show that the Hodge ideals are independent of a choice of f in the analytic case, since we can take u 1/e for an invertible function u ∈ O X,0 , although we would need anétale neighborhood in the algebraic case.)
The Hodge ideals I p (αZ) ⊂ O X are then defined by the equality of O X -submodules
We can describe the Hodge ideals more explicitly using the two isomorphisms explained in the following two subsections.
2.2. The first isomorphism. We denote by i f : X ֒→ Y := X × C the graph embedding with t the coordinate of C. Let M be a holonomic D X -module such that the action of f is bijective. It is well-known to specialists that there is a natural isomorphism of D Y -modules 
(as is written in [Ka1] in the case
s is a natural one, but the action of a vector field ξ on X is twisted as follows:
The D Y -module structure on M[s]f s together with the D Y -linear morphism (2.2.1) can be obtained by identifying s with −∂ t t so that the action of ∂ t is given by −s t −1 . The bijectivity of (2.2.1) can be shown by using increasing filtrations by the order of s and ∂ t .
As in the proof of [MP3, Proposition 2.5], we have the equalities for i ∈ N (2.2.4)
(Consider, for instance, their actions on t α to verify the equality.) These imply that
So the Q i (x) give an explicit description of the isomorphism (2.2.1).
Remarks. (i) The action of a vector field
is twisted as in (1.3.1), and this is compatible with (2.2.7). We can explain this twist by considering two lifts of vector fields ξ to Y = X × C as follows: The first one is the natural one using the product structure of X × C, and is denoted by ξ (1) . The second one is defined by
We have
This implies the twist of the action of vector fields as in (1.3.1), since
This argument can be extended to the case M is any holonomic D-module.
Here it may be better to use an trivialization of the projection Y → X given by the section defined by the graph of f so that the direct image as D-module is defined in the product case. (One can also use an automorphism of Y over X defined by (x, t) → (x, t − f (x)) and its inverse.)
(ii) In [Sa8, (1.1)], two coordinate systems of Y are used to explain the above twist of the action of vector fields: the first one is the natural one, that is, (x 1 , . . . , x n , t) , and the This follows from [Sa2, Lemma 3.1.3 and Corollary 3.1.5], where V α = V −α . As a corollary of (2.4.1), we get by the definition of microlocal V -filtration in (1.3.3) 
2.5. Semi-weighted homogeneous or non-degenerate case. In the notation of (2.1), assume Z has an isolated singularity at 0, and f is semi-weighted-homogeneous with weights w i , or has non-degenerate Newton boundary, for some local coordinates x 1 , . . . , x n as in the introduction. In the non-degenerate case we assume f is convenient (that is, the intersection of the Newton polyhedron Γ + (f ) with every coordinate axis of R n is non-empty) so that [BGM 2 , Proposition B.1.2.3] can be applied. Set (2.5.1)
where v(g) is as in (1.6-7). (It does not seem completely clear whether the two definitions of v(g) in (1.6-7) coincide in the case f is semi-weighted-homogeneous and has non-degenerate Newton boundary at the same time, although the right-hand side of (2.5.2) or (2.5.8) below should be the same.) As in [Zh] , we have the equalities for α ∈ (0, 1], p ∈ N :
(This was shown in [Sa7, Theorem 0.9] in the semi-weighted-homogeneous case with α = 1.) In the notation of (1.3), we can reduce (2.5.2) by the arguments in (2.2-4) to the following for α ∈ Q, p ∈ Z: 
(Here it is enough to show the assertion for F and V separately.) Note also that the projection pr 0 in (2.4.5) is compatible with the action of D X , and Q i (α) = 0 for α > 0. The assertion (2.5.3) is shown in [Sa7] for the semi-weighted-homogeneous case and in [Zh] for the non-degenerated case (where a non-trivial assertion [BGM 2 , Proposition B.1.2.3] is used and the convenience condition is needed). It is rather easy to show the inclusion ⊃ in the assertions (2.5.2-3) without assuming the convenience condition in the non-degenerate case, see also [Sa6, Proposition 3.2] .
To describe the Hodge ideals more explicitly, consider the differential operators α f,1 = in the notation of (2.5). The assertion (4.2.5) holds, since (4.2.7) i P (i, α + 1)C{x, y, z} α+1 ⊂ C{x, y, z}
