This paper investigates the basic problem of computing crossing-free straight-line 3D grid drawings of graphs such that the overall volume is small. Motivated by their relevance in the literature, we focus on families of graphs having constant queue number and on k-trees. We present algorithms that compute drawings of these families of graphs on 3D grids consisting of a constant number of parallel lines and such that the overall volume is linear. Lower bounds on the number of such grid lines are also provided. Our results extend and improve similar ones already described in the literature.
Introduction and overview
The increasing demand of visualization algorithms and software systems to draw and browse large networks, makes it relevant to investigate how much benefit can be obtained from the third dimension in order to represent the overall structure of a huge graph in a limited portion of a virtual 3D environment. This paper is devoted to computing linear-volume straight-line crossing-free 3D-grid drawings of graphs, i.e., representations of graphs where the vertices are integer points in the Euclidean 3D space, the edges are straight line segments which are pairwise not intersecting except at common end-points, and the overall volume is linear in the number of vertices of the input. The volume of a drawing is measured as the number of grid-points contained in the smallest axis-aligned box bounding the drawing.
Cohen, Eades, Lin and Ruskey [6] show that every graph G admits a crossing-free 3D drawing on an integer grid of O(n 3 ) volume, where n is the number of vertices of G. Cohen et al. [6] also prove that this is asymptotically optimal for the complete graph K n . Calamoneri and Sterbini [3] show that all 2-, 3-, and 4-colourable graphs can be drawn in a 3D grid of O(n 2 ) volume with O(n) aspect ratio and proved a lower bound of (n 1.5 ) on the volume of such graphs. For r-colourable graphs, with r constant, Pach, Thiele and Tóth [34] show a bound of (n 2 ) on the volume. Garg, Tamassia, and Vocca [25] show that all 4-colourable graphs (and hence all planar graphs) can be drawn in O(n 1.5 ) volume and with O(1) aspect ratio but in their technique the coordinates of the vertices may not be integer; Garg, Tamassia, and Vocca assume that any two vertices have distance at least one unit and measure the volume of a drawing as max{1, l} × max{1, w} × max{1, h}, where l, w, h are the length, width, and height of the smallest axis aligned box bounding the drawing. Dujmović and Wood [21] prove that an O(n 1.5 ) volume on an integer grid can be obtained for planar graphs, graphs with bounded degree, graphs with bounded genus and graphs with no K h (h constant) as a minor. Chrobak, Goodrich, and Tamassia [5] give an algorithm for constructing 3D convex drawings of triconnected planar graphs with O(n) volume and non-integer coordinates. Bose et al. [2] prove that the maximum number of edges in a X × Y × Z grid drawing equals (2X − 1)(2Y − 1)(2Z − 1) − XY Z, which implies a lower bound of (m + n)/8 on the volume of a 3D grid drawing of any graph G with n vertices and m edges.
Recent papers [11, 15, 18, 20, 22, 23, 36] present drawings on integer grids of size O(1) × O(1) × O(n). Felsner et al. [22, 23] initiated the study of restricted integer grids, where all vertices are drawn on a small set of parallel grid lines, called tracks. In particular, they focused on the box and the 3-prism. A box is a grid consisting of four parallel lines, one grid unit apart from each other and a 3-prism uses three parallel lines that are not co-planar. It is shown that all outerplanar graphs can be drawn on a 3-prism where the length of the lines is O(n). This result gives the first algorithm to compute a crossing-free straight-line 3D grid drawing with linear volume for a non-trivial family of planar graphs. Moreover it is shown that there exist planar graphs that cannot be drawn on the 3-prism and that even a box does not support all planar graphs.
Dujmović et al. [15] show that a graph G admits a drawing on a integer grid of size O(1)×O(1)×O(n) if and only if G admits a drawing on a integer grid consisting of a constant number of tracks. The track number of a graph is the minimum number of tracks that is required to compute such a drawing. One of the implications of the result of Dujmović et al. [15] is that one can prove a linear volume upper bound for a graph G by showing that its track number is bounded by a constant.
Wood [36] shows an interesting relationship between the track number of a graph and another wellstudied graph parameter, the queue number (i.e., the minimum number of queues in a queue layout of G [29] ; for a definition of queue layout see also Section 2). Wood proves that every graph from a proper minor closed family has constant track number if and only if it has constant queue number. By the result of Wood all families of graphs whose queue number is known to be constant (for example series-parallel graphs, Halin graphs, Benes networks, arched leveled planar graphs, X-trees, unicyclic graphs), have a 3D straight-line grid drawing of linear volume. Namely, for a graph G with queue number qn(G), the track number tn(G) is tn(G) c(2(c − 1)qn(G) + 1) c−1 , where c is the star chromatic number of G (the star chromatic number of a graph is the minimum number of colours in a vertex colouring with no bichromatic 4-vertex path). The relationship between track number and queue number is also studied by Dujmović and Wood in [19] 
, where the above upper bound on tn(G) is improved to tn(G) c(2qn(G) + 1)
c−1 . Although the results in [19, 36] give an optimal asymptotic upper bound, the hidden constant in the volume can be very large. For example, even for the (apparently innocent) family of graphs whose queue number is one we obtain an upper bound for the track number of (at least) 27 and by using the technique in [15] a drawing bounded by a box of size 54 × 59 × 59 n/27 . The relationship between track layouts, queue layouts and another kind of layout called stack layout as well as their applications to 3D graph drawing are also studied in [27] .
Dujmović and Wood [18, 20] extend and improve the above results by showing that a k-tree has constant track number and therefore it admits a 3D straight-line grid drawing of linear volume (for a definition of k-trees see Section 5) . The track number of a k-tree is bounded above by a doubly exponential function of k; no lower bound on the track number of k-trees is discussed. Motivated by the relevance of series-parallel graphs for graph drawing applications, Dujmović and Wood further investigate the track number and volume bounds of 2-trees (every 2-tree is a series-parallel graph and every series-parallel graph can be augmented to become a 2-tree). They show that the track number of a seriesparallel graph is at most 18 and that a series-parallel graph has a 3D straight-line grid drawings bounded by a box of size 36 × 37 × 37 n/18 . A lower bound of five on the track number of series parallel graphs, and an upper bound of eight on the track number of a large subclass of series-parallel graphs are proved in [9, 11] . This naturally gives rise to the question about whether it is possible to reduce the gap between upper and lower bound on the track number of general series-parallel graphs.
In this paper we improve existing upper bounds and present new lower bounds on the track number of families of graphs having constant queue number and of k-trees. We also present suitable drawing algorithms that compute linear volume 3D drawings with small multiplicative constant factors for these families of graphs. Our main contributions can be listed as follows.
• The family of graphs with queue number one (i.e., arched leveled planar graphs) are proved to have track number at least four and at most five. An algorithm is presented for arched leveled planar graphs that computes a drawing bounded by a box of size 3 × 3 × n. We also study well-known families of graphs with queue number one, namely Meshes, and prove that they have track number 3 (which is optimal) and that they admit a drawing bounded by a box of size 2 × 2
• Families of graphs whose queue number is two (X-trees), or is conjectured to be two (Halin Graphs) are studied. The track number of X-trees is proved to be three and an algorithm to compute a drawing bounded by a box of size 2 × 2 4 7 (n + 1) is shown. A lower bound of three and an upper bound of four on the track number of Halin Graphs is presented. An algorithm to compute a drawing bounded by a box of size 2 × 2 × n is also shown.
• The upper bound on the track number of 2-trees (and therefore of series-parallel graphs) is reduced from 18 to 15. As a consequence, the volume upper bound for 2-trees is reduced by approximately thirty percent compared to that of [18] . [18, 20] c is the star chromatic number of the graph (c 3). Table 2 Upper and lower bounds on the size of the bounding box of a track drawing for different classes of graphs Bounding box size Previous bounding box size [15] p is the smallest prime number greater than 2tn(G); n is the maximum size of a track-set.
• We present lower bounds on the track number of k-trees. For any given value of k we show a k-tree that requires at least 2k + 1 tracks. This result generalizes the lower bound on 2-trees showed in [11] .
• We extend the drawing technique for 2-trees to general k-trees (k 3). This technique gives rise to new upper bounds on the track number of k-trees. Although our upper bounds are still doubly exponential in k, they improve the hidden constants of the previously known upper bounds. For example for k = 6 the improvement is by a factor 10 11 . Tables 1 and 2 summarize the above results and compare them with the existing ones. In the tables, the results of this paper are highlighted as bold entries and bibliographic references are provided for those results that are a consequence of existing literature. In Table 1 the results concerning lower bounds on the track numbers, are in part a consequence of [11] and in part a consequence of the work by Cornelsen, Schank, and Wagner [7] where a characterization of those graphs that can be drawn on two tracks is given. The entries about previous upper bounds on the track number (Table 1) and on the size of the bounding box of the drawing (Table 2 ) are a consequence of the results in [15, [18] [19] [20] . In both tables ALP stands for "Arched Leveled Planar".
The remainder of the paper is organized as follows. In Section 2 definitions and existing results are recalled. Section 3 presents results about graphs with queue number 1. X-trees and Halin graphs are studied in Section 4. In Section 5 we prove the upper bound for 2-trees. Section 6 presents lower and upper bounds for k-trees. Section 7 concludes and lists some open problems.
Note. After preliminary versions of this paper appeared [10, 12] and after the submission of this paper to CGTA, new results on track layouts have been obtained. Among those are some interesting follow-ups to the results in this paper. The problem of finding lower bounds for the track number of k-trees has been studied in [14] where the result of our Theorem 26 is improved. In [14] a lower bound of 7 on the track number of planar graphs is presented. In [14] the inequality tn(G) c(2qn
c−1 . For other recent results the reader is also referred to [14, 16, 17] and to the exhaustive lists of references given in these papers.
Preliminaries
In this section we give some preliminary definitions that will be used throughout the paper and recall some known results about track layout.
k-track drawings and layout
Let G = (V , E) be a graph. A 3D straight-line grid drawing of G is a mapping of the vertices of G to distinct points of Z 3 , and a mapping of the edges of G to straight-line segments between vertices, such that each edge only intersects a vertex that is an endpoint of that edge. A 3D straight-line grid drawing is crossing-free if no two distinct edges intersect except at common vertices. The bounding box of a 3D straight-line grid drawing Γ (G) is the minimum axis-aligned box containing the drawing. If the bounding box has side lengths X − 1, Y − 1 and Z − 1, then we say that Γ (G) is a drawing bounded by a box of size X × Y × Z and has volume X · Y · Z.
A restricted integer grid [22, 23] is a proper subset of Z 3 . A track is a restricted integer grid that is contained in an axis-aligned box of size ∞ × 1 × 1, i.e., it is a set of grid points that lie on a line parallel to some axis. We always assume that a track is parallel to the x-axis, thus a track is the set
We sometimes denote a track as (x, Y, Z).
A k-grid is a restricted integer grid consisting of k tracks such that no three tracks are co-planar. The k tracks of a k-grid will be denoted as T 0 , T 1 , . . . , T k−1 . A strip σ ij of a k-grid is the portion of the plane delimited by tracks T i and T j . We assume that a strip σ ij does not contain its boundary tracks T i and T j . Two strips σ ij and σ hl are called crossing strips if they have a point in common.
A grid drawing on k tracks, also called a k-grid drawing, is a 3D straight-line drawing with all vertices placed on a k-grid. A crossing-free k-grid drawing is called a track drawing on k tracks or a k-track drawing.
A track assignment of G consists of a partition
, and of a total ordering < i of the vertices in each set τ i . Each set τ i is called a track-set. We denote by track(v) the index of the track-set to which v belongs, i.e., track(v) = i if v is in track-set τ i . In what follows we shall sometimes simplify the notation and write u < v instead of u < i v. Also, we shall write u w to mean that either u < w or u = w. An overlap in a track assignment consists of an edge (u, w) and a vertex v such that track(u) = track(v) = track(w) = i, and u < i v < i w. An X-crossing in a track assignment consists of two edges (u 0 , v 0 ) and
, and u 0 < i u 1 and v 1 < j v 0 . Fig. 1(a) shows an example of track assignment, where the vertices in each track-set are drawn on a horizontal straight line. Vertices v 1 , v 2 and v 3 form an overlap, as well A track layout is a track assignment with no overlaps and no X-crossings. Fig. 1(b) shows an example of a track layout of the graph of Fig. 1(a) . A track layout with k track-sets is also called a k-track layout. The track number of a graph G, denoted by tn(G), is the minimum k such that G has a k-track layout. 1 A k-grid drawing naturally induces a track assignment. Namely, the set of the vertices drawn on a single track defines a track-set of the partition {τ i | i ∈ N, V = i τ i , τ i ∩ τ j = ∅, i = j } and the total ordering induced by the x-coordinates of the vertices on each track defines the total ordering < i for the track-set τ i . An overlap in a track assignment corresponds to a 1-track crossing in a k-grid drawing, i.e., a crossing of an edge and a vertex on a single track. An X-crossing corresponds to a 2-track crossing, i.e., a crossing between two edges in some strip σ ij . It follows that given a track layout γ (G) of a graph G with k track-sets, a k-grid drawing Γ (G) that induces γ (G) has no 1-track and no 2-track crossings. However, Γ (G) is not guaranteed to be a k-track drawing, since there may be a 4-track crossing, i.e., a crossing between two edges that lie in two crossing strips. Fig. 1(c) depicts a k-grid drawing that induces the track layout of Fig. 1(b) but that is not a k-track drawing because edges (v 2 , v 9 ) and (v 6 , v 11 ) form a 4-track crossing. The k-grid drawing of Fig. 1(d) is a k-track drawing.
In [15] a general technique is described for computing a k-track drawing of a graph G from a ktrack layout of G. This results suggests that the problem of computing a k-track drawing of G can be reduced to that of computing a k-track layout of G, i.e., to consider only the combinatorial aspect of the problem. Indeed this is the approach used in [15, 20] . In what follows we often rely upon this result and study the problem from a combinatorial point of view. However, the elegance and the generality of the result in [15] is sometimes obtained at the expenses of a non-optimal volume in the resulting drawing. Therefore, in some cases we will present ad-hoc drawing techniques in order to reduce the overall volume of the drawing. In these cases we need to prove that there is no 4-track crossing. Let e 0 = (u 0 , v 0 ) and e 1 = (u 1 , v 1 ) be two edges of a graph G that are on two crossing strips. In order to have a 4-track crossing the four points representing u 0 , v 0 , u 1 and v 1 must be co-planar, i.e., the following equation must be satisfied [33] :
When the set of tracks is chosen, the y-and z-coordinates of each vertex are known (they are the y-and z-coordinates of all the points in the track on which the vertex is drawn). The substitution of the y-and z-coordinates of each vertex in the equation above gives a condition on the x-coordinates of the vertices that must be satisfied in order to have a crossings between e 0 and e 1 . Thus it is sufficient to prove that the equation has no solution in order to prove that e 0 and e 1 do not cross each other. We call this equation co-planarity equation of e 0 and e 1 .
Remark. The concepts introduced in this section are used in other previous works about 3D straight-line grid drawings of graphs. However, there is no uniform terminology in the literature. In [18] Dujmović and Wood distinguish between "improper" track layout and "proper" track layout (which they simply call track layout). In a proper track layout there cannot be adjacent vertices in the same track-set. Proper track layouts are also studied in [20, 21] .
Clearly, a proper track layout is also an improper track layout. Since in this paper we only study "improper" track layouts, we simply call them track layouts. We remark that our choice is consistent with other papers which study 2D leveled drawings and use the term track to denote a level whose vertices are allowed to be adjacent (see, e.g., [1, 22, 23] ).
Previous results
In this section we recall some previous results about track number and the relationship between the track number and the queue number of a graph.
In [7] the graphs admitting a 2-track drawing (and therefore having track number 2) are characterized, and it is proved that they are a subclass of the outerplanar graphs. The following lemma is an immediate corollary of the result in [7] . Lemma 1 [7] . The class of graphs that admit a 2-track drawing is a subclass of the outerplanar graphs.
In [22, 23] it is proved that every outerplanar graph admits a track drawing on 3 tracks, and hence has track number 3. Also, it is proved that there exist trees (and hence outerplanar graphs) that do not admit a track drawing on 2 tracks. Theorem 2 [22, 23] . Every outerplanar graph admits a 3-track drawing bounded by a box of size 2 × 2 × n. Also, there exists an outerplanar graph G such that tn(G) = 3.
Since any k-track drawing induces a k-track layout, we have that the drawing technique for an outerplanar graph described in [22, 23] can also be used to compute a 3-track layout of an outerplanar graph. We briefly recall such a technique since we will refer to it in the remainder of the paper. Since we will use it to compute 3-track layouts of trees, we explain it for the special case of trees and describe it in terms of track layouts rather than in terms of track drawing. Let T be a rooted ordered tree. We perform a breadth first search (BFS) traversal of T that starts at the root and that visits the nodes of each level according to their left-to-right ordering. For each visited vertex v we set track(v) = d (mod 3), where d is the distance of v from the root. For any two vertices u and v assigned to the same track-set
In what follows we refer to this technique as the wrapping algorithm. Notice that in the 3-track layout of a tree computed by the wrapping algorithm no edge has both vertices on the same track, i.e., the following corollary holds.
Corollary 1 [22, 23] . Let T be a tree. There exists a 3-track layout of T such that no edge of T has both vertices in the same track-set.
In [15] the relation between a track layout and a track drawing is studied. The following theorem holds.
Theorem 3 [15] . Let G be a graph with n vertices such that tn(G) = t. Then:
where p t is the smallest prime number greater than t, p 2t is the smallest prime number greater than 2t and n is the maximum number of vertices in a single track-set. Also, in [36] the track number of a graph is related to the queue number and to the star chromatic number of a graph. A queue layout [28, 29] of a graph G is a 1-track assignment of G along with an assignment of the edges of G into queues, such that no two edges in the same queue are nested, i.e., there are no two edges e 0 = (u 0 , v 0 ) and e 1 = (u 1 , v 1 ) such that e 0 and e 1 are assigned to the same queue and u 0 < u 1 < v 1 < v 0 . A queue layout withueues is also called a q-queue layout. The queue number of a graph G, denoted by qn(G), is the minimum q such that G has a q-queue layout. Notice that a queue layout induces a linear ordering of the vertices. The order of the vertices in a queue layout is also called the linear ordering of the queue layout, and is denoted as λ. A star colouring of G is a vertex colouring with no bichromatic 4-vertex path; that is, each bichromatic subgraph is a forest of stars. The star chromatic number of G, denoted by χ st (G), is the minimum number of colours in a star colouring of G.
Theorem 4 [19] . Let G be a graph with star chromatic number χ st (G) c, and queue number
In [18] an upper bound to the track number of k-trees is presented. For the definition of k-tree, refer to Section 5.1.
Theorem 5 [18, 20] . Every k-tree has track number at most
In [18] the upper bound given in Theorem 5 is improved by proving that the track number of every k-tree is at most t k given by the following recursive equation:
where t 0 = 1, c 0,1 = 1, and c k,k+1 = 0. For the special case of 2-trees, a better upper bound than the one derived from Eq. (1) is presented in [18] . The formula in Eq. (1) gives an upper bound of 27 for 2-trees, an upper bound of 18 is proved in [18] .
Theorem 6 [18] . Every 2-tree admits an 18-track drawing bounded by a box of size 36 × 37 × 37 n/18 .
2-trees are a well-investigated family of graphs since every 2-tree is a series-parallel graph and every series-parallel graph is a partial 2-tree.
Graphs with qn(G) = 1
In this section we will study the track number of graphs with queue number equal to 1. These graphs, also called arched leveled planar graphs, are characterized in [29] , where it is shown that they are planar and that it is N P-complete to recognize them. Arched leveled planar graphs have been studied in [28, 29] . In Section 3.1 we show that the track number of some arched leveled planar graphs is at least 4. In Section 3.2 we prove that the track number for graphs with qn(G) = 1 is at most 5.
Lower bound
We start with a basic lemma that is used to prove the lower bound. Proof. G 0 is not outerplanar since it has K 2,3 as a subgraph. From Lemma 1 it follows that tn(G 0 ) > 2. Fig. 2 shows that G 0 admits a 3-track layout and hence tn(G 0 ) = 3. We prove now that u and v must be in different track-sets. Suppose that they are both in the same track-set τ 0 . In this case at most one of the vertices w i (i = 0, . . . , 3) can be in τ 0 because otherwise there would be a 4-cycle in a track-set and Proof. The proof that G has queue number 1 follows from Fig. 4 where a 1-queue layout of G is given. We prove that G does not admit a track layout on 3 track-sets. Suppose for a contradiction that there exists a 3-track layout of G with track-sets τ 0 , τ 1 and τ 2 , and let τ 0 be the track-set containing u. By Lemma 7 vertices v i (0 i 5) must be in a track-set different from τ 0 . Let τ 1 be the track-set containing v 5 . Two cases are possible: 
It follows that tn(G) 4. 2
Upper bound
By using a result in [15] it is not difficult to prove an upper bound of 7 on the track number of arched leveled planar graphs. In this section we reduce this upper bound to 5.
Let G be a connected arched leveled planar graph, let Λ be a 1-queue layout of G and let λ = An example of a block decomposition is illustrated in Fig. 5 We now compute a 5-track assignment as follows. Let k denote the number of blocks in the block decomposition of G. We start with track(s 0 ) = 0, track(v) = 1 for all s 0 < v < t 0 and track(t 0 ) = 2.
The ordering of the vertices in each track-set is the ordering induced by λ. Proof. Let B 0 , . . . , B k−1 be the block decomposition of Λ and consider a track assignment of G computed as explained above. We will use induction to prove that the lemma holds for all edges. We first notice that the lemma holds for all edges (u, v) with s i u < v t i for all i. This also implies that the lemma holds for all edges (u, v) with v t 0 . So assume that the lemma holds for all edges (u, v) with v t i−1 with i > 0. Let (u, v) be an edge with t i−1 < v t i . If v = t i , we derive from the block decomposition that s i u so the lemma holds. So assume that t i−1 < v < t i . If u is in B i the lemma holds so we may assume that u < s i . So s i is not a special cut vertex. From the block decomposition we derive that s i−1 < u. We have s i−1 < u < s i < t i−1 < v < t i . From the block decomposition we know that for any edge (u, v) with u < t i−2 we have v t i−1 , so either i = 1 or
Lemma 11. Let G be a graph with qn(G) = 1, then tn(G) 5.
Proof. We consider first the case when G is connected. Let Λ be a 1-queue layout of G and let λ = v 0 , v 1 , . . . , v n−1 be the linear ordering of Λ. We prove that the track assignment computed as described above is in fact a track layout of G.
We Lemma 11 proves that every arched leveled planar graph has track number at most 5 and hence by Theorem 3 has a track drawing bounded by a box of size 10 × 11 × 11 · n/5 . It is possible to reduce the Proof. The bounds on the track number follow from Lemma 8 and 11. We describe now how to compute a track drawing bounded by a box of size 3 × 3 × n. Consider a 5-grid consisting of the five tracks 1, 2) . Compute a 5-track layout as described above and let n i = |τ i | (i = 0, 1, 2, 3, 4) . Draw the vertices assigned to track-set τ i on track T i according to the total ordering < i , so that they occupy x-coordinates from
. We prove that the drawing has no 4-track crossing.
A 4-track crossing is possible only between edges that are on two crossing strips. There are five pairs of crossing strips: (1) σ 02 and σ 13 ; (2) σ 01 and σ 24 ; (3) σ 01 and σ 34 ; (4) σ 02 and σ 34 ; (5) σ 13 and σ 24 . Let σ ij and σ hk be the two crossing strips of one of the five cases above and let e 1 and e 2 be two edges on σ ij and σ hl , respectively. Denote as x i , x j , x h and x l the x-coordinates of the vertices on tracks T i , T j , T h and T l , respectively. The co-planarity equations for each of the five cases are: 4 , none of the above equations has a solution, and therefore no 4-track crossing is possible. 2
Special cases
Theorem 12 shows that every arched leveled planar graph admits a track drawing on 5 tracks. However, there are specific classes of graphs that have queue number 1 and that admit a track drawing on less than 5 tracks. Trees and unicyclic graphs are known to have queue number 1 [29] . A unicyclic graph is a graph such that each connected component contains at most one cycle. The family of unicyclic graphs includes trees. Since both trees and unicyclic graphs are outerplanar, by [22, 23] they admit a track drawing on 3 tracks (and consequently have track number 3) bounded by a box of size 2 × 2 × n. In [22, 23] , it is also shown that there exist trees (and hence unicyclic graphs) that do not admit a 2-track layout.
Another class of graphs having queue number 1 are the square meshes [29] . An a × b square mesh is a graph with vertex set V = {v ij | 0 i < a, 0 j < b} and edge set
A lower bound on the track number of the square meshes is 3. Namely, there exist square meshes that are not outerplanar and by Lemma 1 they do not admit a 2-track layout. On the other hand it is easy to compute a 3-track layout of a square mesh. Let G be an a × b square mesh (a b). We set track(v ij ) = i (mod 3) and v ij < v kh if either i < k, or i = k and j < h. The track assignment is clearly without X-crossings and overlaps and hence it is a 3-track layout. A 3-track drawing of G can be computed immediately by choosing a 3-grid consisting of the three tracks T 0 = (x, 0, 0), T 1 = (x, 1, 0) and T 2 = (x, 0, 1) and by drawing the vertices in track-set τ i on track T i according to the total ordering < i , so that they occupy x-coordinates from 0 to n i − 1, where n i = |τ i | (i = 0, 1, 2) . The obtained drawing is bounded by a box of size 2 × 2 × max{n 0 , n 1 , n 2 }. We have
So the following theorem holds. (n + 2 √ n). Also, there exists a square mesh G such that tn(G) = 3.
Graphs with 2 qn(G) 3
In Section 3, bounds on the track number of graphs with queue number 1 were presented. Outerplanar graphs have queue number 2 [28] and by Theorem 2 the upper and the lower bound on the track number is 3. Also they admit a track drawing bounded by a box of size 2 × 2 × n. In the next two sections we consider classes of graphs other than outerplanar whose queue number is 2 or 3.
X-trees
An X-tree is a complete ordered binary tree with extra edges connecting vertices at the same level. [29] . A lower bound on the track number of X-trees is trivially 3, since there exist X-trees that are not outerplanar and therefore, by Lemma 1 do not admit a 2-track layout. A 3-track layout of an X-tree G can be easily derived from a 3-track layout of the complete binary tree underlying G, computed according to wrapping algorithm described in Section 2.2. Since the children of each vertex are visited according to their leftto-right ordering, the vertices of each extra edge are consecutive in the same track-set. It follows that the extra edges do not introduce any overlap or X-crossing. Analogously to the case of meshes it is immediate to compute a 3-track drawing of G bounded by a box of size 2 × 2 × max{n 0 , n 1 , n 2 }, where n i = |τ i | (i = 0, 1, 2). Let d be the maximum depth of G. The number of leaves of the complete binary tree underlying G is 2 d = (n + 1)/2. The track-set with the maximum number of vertices is the one containing the leaves, i.e.,
So the following theorem holds. (n + 1). Also, there exists an X-tree G such that tn(G) = 3. 
Halin graphs
In this section we study the track number of a well-investigated family of graphs, namely Halin Graphs (see, e.g., [4, 26, 32, 35] ). A Halin graph is a graph such that:
• every vertex of G has degree greater or equal to 3;
• G can be decomposed into a spanning tree T of G and a cycle C through the leaves of T ;
• G has a planar embedding in which C is the boundary of the external face.
T is called the characteristic tree of G and C is called the adjoint cycle of G. In the remainder of this section we will always denote with G a Halin graph together with a planar embedding in which the adjoint cycle C is the boundary of the external face. Fig. 8 shows a Halin graph.
It is known [24] that 3 queues are always sufficient for a queue layout of a Halin graph and that 2 queues are sometimes necessary. A lower bound on the track number of Halin graphs is 3, since Halin graphs are not outerplanar (every outerplanar graph has at least one vertex of degree at most two) and therefore, by Lemma 1 do not admit a 2-track layout.
Let T be a rooted ordered tree such that either T consists of only one vertex, or every non-leaf vertex of T has at least two children. The external path of T is defined as follows. If T has only one vertex r then the external path of T is r. Otherwise, the external path of T is the path from the parent of the leftmost leaf of T to the parent of the rightmost leaf of T . Notice that if T consists of exactly three vertices, namely a root r with two leaves, the external path of T is r. For any two distinct vertices u and v of the external path, we say that u precedes v if u is encountered before v when visiting the path starting at the parent of the leftmost leaf of T .
Let G be a Halin graph. Let T be the characteristic tree of G. We will turn T into a rooted ordered tree as follows. Arbitrarily choose one of the non-leaf vertices r of T as the root. Call one of the children of r the leftmost child of r. Let the next child of r in clockwise direction around r be the rightmost child of r. This defines a left-to-right (i.e., counter-clockwise) ordering of the children of any vertex of T . This also defines a left-to-right ordering for any two vertices u and v of T with lowest common ancestor w: u is to the left of v if the first edge of the path from w to u precedes the first edge of the path from w to v in counter-clockwise direction around w. In the rest of this section we assume that the characteristic tree T of G is a rooted ordered tree. Fig. 9(a) shows the characteristic tree T of the Halin graph of Fig. 8 ; the chosen root of T is vertex v 0 . We decompose the characteristic tree T into a set of disjoint paths called characteristic paths and defined as follows. The external path of T is a characteristic path. For each vertex v in a characteristic path π and for each child w of v such that w is not in π , let T be the tree rooted at w. The external path of T is a characteristic path of T . Note that every vertex of T belongs to exactly one characteristic path. For a vertex v of T we will denote as π(v) the characteristic path of T containing v. In Fig. 9 (a) the characteristic paths are highlighted with bold edges.
Characteristic paths are used to define a new rooted ordered tree called auxiliary tree of T and denoted as T aux . Intuitively, tree T aux is obtained from T by "contracting" each characteristic path into a single node 2 and by "inheriting" the embedding of T . Fig. 9(b) is the auxiliary tree of the characteristic tree of Fig. 9(a) .
A formal definition of T aux follows. T aux has a node for each characteristic path of T ; the root of T aux is the node associated with π(r), where r is the root of T . There is an edge (µ 1 , µ 2 ) in T aux if and only if there is an edge (u, v) in T such that π(u) and π(v) are represented in T aux by µ 1 and µ 2 , respectively. Finally, let µ and ν be two nodes of T aux with the same parent; µ is to the left of ν in T aux if and only if in the left-to-right ordering of T the vertices of the characteristic path represented by µ are to the left of the vertices of the characteristic path represented by ν. See for example Fig. 9(b) where node µ 2 , representing the characteristic path π 2 of T , is to the left of node µ 3 , representing the characteristic path π 3 of T . Observe that, by the definition of the characteristic paths of T , we have that the leftmost child and the rightmost child of any internal node of T aux are leaves.
In order to prove that a Halin graph admits a 4-track layout, we start by computing a 3-track layout γ of the auxiliary tree T aux by means of the wrapping algorithm described in Section 2.2. We remark that if µ and ν are two nodes of T aux such that µ and ν have the same distance from the root of T aux and µ precedes ν in the left-to-right ordering of T aux , then track(µ) = track(ν) and µ < ν.
Let u 0 , u 1 , u 2 , . . . , u a−1 denote the leaves of T ordered from left to right. By definition of auxiliary tree, there is a bijection between the leaves of T and the leaves of T aux ; we denote a leaf of T aux with the same name as its corresponding leaf in T . Hence, u 0 , u 1 , u 2 , . . . , u a−1 are also the leaves of T aux ; notice that u 0 , u 1 Proof. Suppose that u i and u i+1 are in the same track set τ and assume that there exists a node µ such that u i < µ < u i+1 . The subtree of T aux rooted at µ contains at least one leaf between u i and u i+1 in the left-to-right ordering of the leaves of T aux , contradicting the fact that u i and u i+1 are consecutive in the left-to-right ordering.
Suppose now that u i and u i+1 are in distinct track-sets. Let µ be the lowest common ancestor of u i and u i+1 in T aux and let P i and P i+1 be the two paths from u i to µ and from u i+1 to µ, respectively. First notice that P i and P i+1 cannot have the same number of edges or else u i and u i+1 would have the same distance from the root of T aux and by the wrapping algorithm they would belong to the same track-set. We prove that neither P i nor P i+1 can have more than two edges, which implies that one of the two paths has exactly one edge and therefore d i+1 = d i ± 1. Assume that P i has at least two edges; the proof is symmetric assuming that P i+1 has at least two edges. Let ν be any node of P i such that ν = u i and ν = µ. The rightmost child of ν is a leaf and must be a vertex of P i or else it would be between u i and u i+1 in the left-to-right ordering of the leaves of T aux . Therefore the rightmost leaf of ν must be u i , which implies that P i can only contain three vertices and two edges. 2
We can now compute a 3-track layout of a Halin graph minus one edge. Let G be a Halin graph and let T be its characteristic tree; G has an edge from the leftmost leaf of T to the rightmost leaf of T . We call this edge the long edge of G.
Lemma 16. Let G be a Halin graph and let G be the graph obtained from G by removing its long edge. Then tn(G ) 3.
Proof. Let T be the characteristic tree of G and let T aux be the auxiliary tree of T . Let γ be a 3-track layout of T aux computed as described above and let G aux be the graph obtained by adding edges (u i , u i+1 ) (i = 0, . . . , a − 2) to T aux . We start by proving that γ is a 3-track layout for G aux . We then describe how to transform γ into a 3-track layout of G .
In order to prove that γ is a 3-track layout for G aux , we show that edges (u i , u i+1 ) (i = 0, . . . , a − 2) do not introduce overlaps nor X-crossings in γ . If u i and u i+1 are in the same track-set they are consecutive by Lemma 15 and therefore adding edge (u i , u i+1 ) does not give rise to an overlap in γ .
If at ν would contain a leaf between u i and u i+1 in the left-to-right ordering of the leaves of T aux . Assume for a contradiction that adding edge (u i , u i+1 ) gives rise to an X-crossing in γ . This implies that there exists an edge (µ 0 , µ 1 ) such that either µ 0 < u i < µ and u i+1 < µ 1 or u i < µ < µ 0 and µ 1 < u i+1 . We show the contradiction in the first case (the other case is similar). If (µ 0 , µ 1 ) is an edge of T aux then (µ 0 , µ 1 ) and (µ, u i+1 ) form an X-crossing (see Fig. 10(a) ), contradicting the fact that γ is a track layout of T aux . If (µ 0 , µ 1 ) is not an edge of T aux , then µ 0 and µ 1 are two leaves u h and u h+1 , respectively. Since u h and u h+1 are in distinct track-sets then we have that d h+1 = d h ± 1. Also in this case we assume that d h+1 = d h + 1; the proof for the case d h+1 = d h − 1 is analogous. Let ν 1 be the parent of u h+1 ; by analogous reasoning as above we have that ν 1 is in the same track-set of u h and there cannot be any vertex in-between u h and ν 1 . It follows that ν 1 < µ and u i+1 < u h+1 (see Fig. 10(b) ). This implies an X-crossing between edges (ν 1 , u h+1 ) and (µ, u i+1 ) in the track layout of T aux .
We now use γ to construct a 3-track layout of G ; the idea is to construct a 3-track layout γ of G by "expanding" in γ each node of T aux into its corresponding characteristic path. More precisely, let µ be a node of T aux and let π be the characteristic path of the characteristic tree T associated with µ. It remains to be proved that γ has neither overlaps nor X-crossings. We study first possible overlaps. Let e = (v, w) be an edge of G such that track(v) = track(w). We have that either e is an edge of the adjoint cycle or it is an edge of a characteristic path that contains both v and w. If e is an edge of the adjoint cycle then v and w are consecutive leaves in T aux and therefore they are consecutive in their trackset in γ . Since γ is computed from γ by expanding the internal nodes of T aux into the corresponding characteristic path, we have that no vertex is between the leaves v and w in γ , and hence v and w are consecutive in their track-set also in γ . It follows that an overlap is not possible in this case. If e is an edge of a characteristic path π , then v and w are consecutive in π and since the ordering defined in each track-sets of γ reflects the ordering of the vertices in each characteristic path, then v and w are consecutive in their track-set in γ . It follows that an overlap is possible neither in this case. π(v 0 ) . As a consequence ν 0 precedes ν 1 in the left-to-right ordering of the children of µ 0 , and hence ν 0 < ν 1 in γ . It follows that w 0 < w 1 in γ , contradicting the assumption that w 1 < w 0 . This implies that γ has no X-crossings. 2 We are now in a position to prove that Halin graphs have a 4-track layout.
Lemma 17. Let G be a Halin graph. Then tn(G) 4.
Proof. Let T be the characteristic tree of G and let T aux be the auxiliary tree of T . Let G be the graph obtained from G by removing its long edge. We compute a 3-track layout γ of G by the technique in the proof of Lemma 16. We compute then a 4-track assignment γ of G starting from γ and by assigning vertices u 0 and u a−1 to a fourth track-set τ 3 , with u 0 < 3 u a−1 .
In order to prove that track assignment γ is a track layout, it is sufficient to prove that the edges incident on u 0 and u a−1 do not form overlaps or X-crossings in γ , since γ and γ only differ because u 0 and u a−1 have been moved to τ 3 [15] this is sufficient to say that G admits a track drawing bounded by a box of size 4 × 5 × 5n . We describe now how the size of the bounding box can be reduced to 2 × 2 × n.
Theorem 18. Every Halin graph has track number at least 3 and at most 4. Also, it admits a 4-track drawing bounded by a box of size
Proof. The bounds on the track number follow from the fact that Halin graphs are not outerplanar, from Lemma 1, and from Lemma 17. We describe how to compute a drawing bounded by a box of size 2 × 2 × n. Consider a 4-grid consisting of the four tracks T 0 = (x, 0, 0), T 1 = (x, 0, 1), T 2 = (x, 1, 1) and T 3 = (x, 1, 0) . Compute a 4-track layout as described in the proof of Lemma 17 and let n i = |τ i | (i = 0, 1, 2, 3) . Draw the vertices assigned to track-set τ i on track T i according to the total ordering < i , so that they occupy x-coordinates from , 1, 2, 3) . We prove that the drawing has no 4-track crossings.
A 4-track crossing is possible only between edges on two crossing strips. There are only two such strips σ 02 and σ 13 . let e 1 and e 2 be two edges on σ 02 and σ 13 , respectively. Denote as x 0 , x 1 , x 2 and x 3 the x-coordinates of the vertex on tracks T 0 , T 1 , T 2 and T 3 , respectively. The co-planarity equation of e 1 and e 2 is:
Since x 0 < x 1 < x 2 < x 3 then the equation has no solution, i.e., a 4-track crossing is not possible. 2
2-trees
In this section we investigate 2-trees. We recall that every series-parallel graph is a partial 2-tree, i.e., a subgraph of a 2-tree and that series-parallel graphs are a classical subject of investigation in graph drawing [8, 30, 31] . A lower bound on the track number of 2-trees is presented in [11] , where it is shown that there exist series-parallel graphs that do not admit a 4-track layout.
Dujmović and Wood [18] show that the track number of a 2-tree is at most 18 and that a series-parallel graph has a 3D straight-line grid drawing bounded by a box of size 36 × 37 × 37 n/18 . In this section we reduce the upper bound to 15, which gives rise to a drawing bounded by a box of size 30×31×31 n/15 .
Our approach relies on the same decomposition of a 2-tree into 1-trees (i.e., simple trees) introduced by Dujmović and Wood [18, 20] . Dujmović and Wood lay out the trees resulting from the decomposition on six different sets of three track-sets each, which leads to an 18-track layout for the 2-tree. We show that by laying out the trees in a particular order, a 15-track layout can be computed. This technique will be then extended to general k-trees in Section 6.2.
The section is organized as follows. In Section 5.1 we recall the decomposition technique of Dujmović and Wood [18, 20] . The decomposition is introduced for general k-trees since it will also be of use in Section 6. The upper bound on the track number and the consequent volume bound for 2-trees are described in Section 5.2.
Tree partition

Let G = (V (G), E(G)) be a graph and let T = (V (T ), E(T )) be a rooted tree. Let
is a tree partition [13] of G if:
Let µ be an element of V (T ) of a tree partition of G. The pertinent graph of µ is the subgraph of G induced by the vertices in T µ ; the pertinent graph of µ is denoted as G µ .
A clique C is a complete subgraph of a graph G. The size of a clique C is the number of vertices of C. A k-tree for some k ∈ N is defined recursively as follows. The complete graph with k vertices is a k-tree, and the graph obtained from a k-tree by adding a new vertex adjacent to each vertex of a clique of size k is also a k-tree. A partial k-tree is a subgraph of a k-tree. Fig. 11 shows a 2-tree. Note that a 1-tree is a tree.
The following result about tree-partitions of k-trees is proved in [18, 20] .
Theorem 19 [18, 20] . Let G be a k-tree. There exists a tree-partition (T , {T µ | µ ∈ V (T )}) of G such that for every node µ of T :
• The pertinent graph G µ is a connected partial (k − 1)-tree.
• If µ is a non-root node of T and ν is the parent of µ in T , then the set of vertices in T ν with a neighbour in T µ induce a clique of size k in G.
The clique induced by the vertices in T ν with a neighbour in T µ is called the parent clique of µ and is denoted as C µ . From now on, we shall only consider tree partitions with the properties of Theorem 19. For reasons of brevity, we shall often use T rather than (T , {T µ | µ ∈ V (T )}) to denote a tree partition. Fig. 12(b) illustrates a tree-partition T of the 2-tree G of Fig. 12(a) . In the figure, the nodes of T are represented as shaded areas containing the associated pertinent graph and λ is the root. The bold edges connecting pairs of shaded areas are the edges of T . Observe that the pertinent graphs of the nodes of T are 1-trees and that the parent cliques are cliques of size 2. For example, the pertinent graph of node µ is a 1-tree, λ is the parent of µ, and the parent clique C µ of µ is the edge e .
Let (µ, ν) be an edge of T such that µ is the parent of ν. Let e = (u, v) be an edge of G such that u is a vertex of the pertinent graph G µ of µ and v is a vertex of G ν . Edge e is a jumping edge, vertex u is the parent vertex of e, and vertex v is the child vertex of e. An example of a jumping edge e with parent vertex u and child vertex v is depicted in Fig. 12 . Informally speaking, a jumping edge connects in G two vertices of the pertinent graphs of two adjacent nodes of T .
In our constructions we shall make use of tree partitions where track layouts of the pertinent graphs are also given. Let G be a k-tree, an equipped tree partition T of G is a tree partition such that each node µ is equipped with a track layout of its pertinent graph G µ . 
An upper bound on the track number of 2-trees
Let G be a 2-tree and let T be an equipped tree partition of G. Let µ be a node of T and let G µ be the pertinent graph of µ. By the definition of tree partition, we have that G µ is a tree (see for example Fig. 12) . We arbitrarily root G µ at a vertex and colour the edges with two colours as follows. All edges incident to the root are coloured black. All remaining edges are coloured black or white in such a way that any path from the root to a leaf of G µ consists of alternating black and white edges.
Since T is an equipped tree partition, each node µ of T is equipped with a 3-track layout of G µ . We assume that the track layout of G µ is computed by using the wrapping algorithm recalled in Section 2. Let e 0 = (u 0 , v 0 ) and e 1 = (u 1 , v 1 ) be two distinct edges of G µ . We say that e 0 is to the left of e 1 (and that e 1 is to the right of e 0 ) if either the distance of e 0 from the root is less than the distance of e 1 from the root; or e 0 and e 1 have the same distance from the root, and u 0 u 1 , v 0 v 1 in the 3-track layout of G µ . Suppose e 0 and e 1 have the same colour and e 0 is to the left of e 1 . If two vertices w 0 and w 1 of e 0 and e 1 respectively are in the same track-set, it follows that w 0 w 1 . Notice that this may not be true if e 0 and e 1 have different colours.
We define a total ordering for the nodes of T by assigning to each node µ a number denoted as visitorder(µ). This is achieved by performing a breadth first search traversal of T as follows. Let ρ be the root of T and let visitorder(ρ) = 0. We visit the children of a node µ of T in the following order. Let b 0 , b 1 , b 2 . . . be the black edges of G µ such that b i is to the left of b i+1 for all i. Let B i be the nodes of T whose parent clique in G µ is the edge b i . Let w 0 , w 1 , w 2 . . . be the white edges of G µ such that w i is to the left of w i+1 for all i. Let W i be the nodes of T whose parent clique in G µ is the edge w i . We first visit the nodes of B 0 in any order, then the nodes of B 1 , then B 2 , etc. After that we visit the nodes of W 0 , W 1 , W 2 , etc. For each node ν that is visited we set visitorder(ν) = n ν , where n ν is the number of vertices visited before ν.
We now describe our algorithm to compute a 15-track layout γ (G) of a 2-tree G. We call a prism a set of three track-sets. Let P 0 , . . . , P 4 be five prisms; we denote the three track-sets of prism P i as τ 3i , τ 3i+1 , τ 3i+2 . Let T be an equipped tree-partition of G. We start by assigning each node µ of T to a prism as follows. The root ρ of T is assigned to prism P 0 . Let µ be a node of T with parent ν and assume that ν is assigned to P j (0 j 4). If the parent clique C µ of µ is black we assign µ to P j +1 (mod 5) . If C µ is white, we assign µ to P j +2 (mod 5) .
We are now ready to compute γ (G). Let µ be a node of T assigned to prism P i (0 i 4) and let γ (G µ ) be the 3-track layout of G µ equipping T . For each vertex v of G µ , if v is in track-set τ j in γ (G µ ) (0 j 2), then we set track(v) = 3i + j in γ (G). In other words the vertices in the j th track-set of γ (G µ ) are assigned to the j th track-set of P i (0 j 2).
The ordering of the vertices in each track-set is defined as follows. Let u and v be two vertices of G that are in the same track-set τ j of γ (G) (0 j 14). We set u < j v if and only if either u and v are vertices of the same pertinent graph G µ and u < v in γ (G µ ), or u and v are vertices of two distinct pertinent graphs G µ and G ν , respectively and visistorder(µ) < visitorder(ν).
The next lemmas prove that the above an assignment is a track layout.
Lemma 20. Let G be a 2-tree and let T be an equipped tree partition of G. The layout algorithm for 2-trees described above computes a track assignment without overlaps.
Proof. An edge e cannot have its two vertices in the same track-set. Indeed, if e is a jumping edge its vertices are in different track-sets because they are in different prisms. If e is not a jumping edge it must belong to a pertinent graph G µ of a node µ of T and its vertices are in different track-sets because the track layout of G µ is computed by the wrapping algorithm and by Corollary 1 there is no edge whose vertices are both in the same track-set. It follows that the track assignment computed by the algorithm does not have overlaps. Proof. Let P i be the prism that contains u 0 and u 1 . Let P j be the prism that contains v 0 and v 1 . Since u 0 and v 0 are in pertinent graphs G µ and G ν , respectively, such that ν is a child of µ in T , it follows that j = i + 1 (mod 5) or j = i + 2 (mod 5). Suppose as a contradiction that u 1 is the child vertex of e 2 .
By the same argument we get that i = j + 1 (mod 5) or i = j + 2 (mod 5), both of which are impossible. 2
Lemma 22. Let G be a 2-tree and let T be an equipped tree partition of G. The layout algorithm for 2-trees computes a track assignments without X-crossings.
Proof. Let e 0 = (u 0 , v 0 ) and e 1 = (u 1 , v 1 ) be two edges of G. Assume that e 0 and e 1 form an X-crossing. So the two vertices of e 0 are in the same two track-sets as the two vertices of e 1 . Both edges e 0 and e 1 must be either jumping or non-jumping. Consider first the case that they are both non-jumping edges; e 0 and e 1 can either belong to the same pertinent graph G µ or they are edges of two different pertinent graphs G µ and G ν , respectively. In first case there is an X-crossing in the track layout of G µ , which is impossible. In the second case assume without loss of generality that visitorder(µ) < visitorder(ν). Then u 0 < u 1 and v 0 < v 1 , i.e., e 0 and e 1 do not form an X-crossing.
It remains to consider the case that e 0 and e 1 are two jumping edges. We assume without loss of generality that u 0 is the parent vertex of e 0 and that u 0 and u 1 are on the same track-set. By Lemma 21, u 1 is a parent vertex of e 1 . Let µ 0 , µ 1 , ν 0 and ν 1 be the nodes whose pertinent graphs contain u 0 , u 1 , v 0 and v 1 , respectively. It follows that u 0 is a vertex in the parent clique C ν 0 of ν 0 and that u 1 is a vertex in the parent clique C ν 1 of ν 1 . It also follows that C ν 0 and C ν 1 We observe that the multiplicative constant factor in the volume upper bound of Theorem 23 and of Corollary 2 improves that in [18] by approximately thirty percent.
k-trees
This section is devoted to lower and upper bounds on the number of k-trees.
Lower bound
Before giving the results about lower bound on the track number of k-trees, some additional definitions are needed. We recall that the maximum size of a clique in a k-tree is k + 1. A clique of size k is also called a k-clique in the following. In other words, if a clique C covers a set of track-sets Θ, there is an edge of C between any two track-sets of Θ. 
Notice that if C 0 and C 1 are two vertex-disjoint cliques that cover the same track-sets then either C 0 < C 1 or C 1 < C 0 .
We are now ready to study the lower bound on the track number of k-trees. A track layout of a kclique requires at least k − 1 track-sets: in any track layout of a clique at most two vertices can be in the same track-set. However, if there are two track-sets that contain two vertices each, there would be an X-crossing. It follows that a trivial lower bound on the track number of k-trees is k, because there exist k-trees which contain cliques of size (k + 1). We now improve this lower bound to (2k + 1). Fig. 13 shows an example of a base 3-tree with white and black vertices highlighted. The difference between our technique and the one in [18, 20] is on how the nodes of T are assigned to the different t-prisms and, as a consequence, on the number N of such t-prisms. In [18, 20 ] N = 3c different t-prisms are used. These N t-prisms are grouped into 3 groups Σ 0 , Σ 1 and Σ 2 . Each group Σ i contains c t-prisms, namely P 3i , P 3i+1 , . . . , P 3i+c−1 (0 i 2). The assignment of the nodes to the t-prisms is as follows. The root ρ of T is assigned to the t-prism P 0 and hence to the group Σ 0 . Let µ be a node assigned to the t-prism P 3i+j and hence to the group Σ i , (0 i 2 and 0 j c − 1). Each children ν of µ is assigned to one among the c t-prisms of group Σ h , with h = i + 1 (mod 3). The t-prisms to which ν is assigned among those of the group Σ h depends on the type of the parent clique C ν of ν. Denote by 0, 1, . . . , c − 1 the c possible types of cliques. If C ν is of type l (0 l c − 1), then ν is assigned to the t-prism P 3h+l .
Lemma 24. Let γ (G) be a track layout of a graph G and let Θ be a subset of the track-sets of γ (G). Let
This technique is illustrated in Fig. 15(a) , for the case when c = 2 and t = 3. The three groups Σ 0 , Σ 1 and Σ 2 contain two 3-prisms each. Consider a node µ of T assigned to a 3-prism of group Σ 0 . The cliques in G µ are of two types 0 and 1. The children of µ are assigned to the 3-prisms of group Σ 1 : those whose parent clique is of type 0 are assigned to prism P 2 , while those whose parent clique is of type 1 are assigned to prism P 3 . Analogously, for each node assigned to a 3-prism in the group Σ 1 , its children are assigned to the 3-prisms of group Σ 2 and for each node assigned to a 3-prism in group Σ 2 , its children are assigned to the 3-prisms in group Σ 0 . Notice that, for each 3-prism P i , the following property holds: (i) all the jumping edges that have their parent vertex in P i have their child vertex in one among 2 3-prisms P j and P h (0 i, j, h 5); (ii) all the jumping edges that have their child vertex in P i have their parent vertex in one among 2 3-prisms P l and P m (0 l, m 5); (iii) i, j , h, l, and m are all distinct.
Our technique is a generalization of the approach of Section 5.2 and uses only N = 2c + 1 different t-prisms. Firstly, the nodes of T are ordered by performing a particular version of a breadth first search, in which the children of a node µ are grouped according to the type of their parent clique and within each group they are sorted according to the left-to-right ordering of their parent cliques. The algorithm that computes a track layout of G visits the nodes of T according to such an ordering. Let µ be the currently visited node of T and let P i be the t-prism to which µ is assigned. The algorithm maintains the following invariants. The parent of µ is assigned to one of the c t-prisms P j such that j = (i − h) (mod (2c + 1)) (1 h c) . The children of µ are assigned to one of the c t-prisms P j such that j = (i + h) (mod (2c + 1)) (1 h c) ; for each child ν of µ, the choice of the t-prism to which ν is assigned depends on the type of its parent clique C ν . Denote by 0, 1, . . . , c − 1 the c possible types of cliques. If C ν is of type l (0 l c − 1), then ν is assigned to the t-prism P j with j = (i + l + 1) (mod (2c + 1) ).
This technique is illustrated in Fig. 15(a) , for the case when c = 2 and t = 3. Consider a node µ of T that is assigned to the 3-prism P 0 . The cliques in G µ are of two types 0 and 1. The children of µ are assigned to the 3-prisms P 1 and P 2 : those whose parent clique is of type 0 are assigned to P 1 , while those whose parent clique is of type 1 are assigned to P 2 . Analogously, for each node assigned to the 3-prism P 1 , its children are assigned to the 3-prisms P 2 and P 3 ; for each node assigned to the 3-prism P 2 , its children are assigned to the 3-prisms P 3 and P 4 , etc. Notice that, for each prism P i (0 i 4), the same property as in the previous case holds.
In conclusion, we have that our technique uses 2c + 1 different t-prisms, while the technique in [18, 20] uses 3c different t-prisms. Since 2c + 1 is less than 3c for any value of c greater than 1, the number of track-sets used in our technique is smaller than the one given in [18, 20] . It is possible to prove the following theorem. Eq. (2) is similar to Eq. (1) presented in [18] . However it is possible to prove that the track number given by Eq. (2) is lower than the track number given by Eq. (1), for any value of k. 
Conclusions and open problems
In this paper we studied crossing-free straight-line 3D grid drawings of graphs such that the vertices are represented as points on a constant number of grid lines called tracks. The problem of minimizing such number of tracks for different families of graphs has been investigated. Lower and upper bounds on the number of tracks have been presented. As a result, different algorithms that compute linear volume drawings have been obtained.
Several challenging problems remain open on the subject of computing compact 3D drawings of graphs. We mention in the following some of those that can be related to the work in this paper.
• The problem of computing crossing-free straight-line 3D grid drawings of planar graphs in linear volume is still unsolved. It would be important to either prove that planar graphs have constant track number or that a lower bound of their track number is not constant.
• Motivated by the relevance of series-parallel graphs for graph drawing applications, we find that the known constant factors for the linear volume upper bound of Corollary 2 are still too high in practice.
It is interesting to see if the gap between upper and lower bound on the track number of series-parallel graphs can be reduced.
• Track drawings on a constant number of tracks have linear volume but also linear aspect ratio. It would be interesting to study tradeoffs between volume and aspect ratio for graphs having constant track number.
