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Abstract
We study SPDEs with two reflecting walls Λ1, Λ2 and two singular drifts
c1
(X−Λ1)ϑ
, c2
(Λ2−X)ϑ
, driven by space-time white noise. First, we establish the
existence and uniqueness of the solutions X for ϑ ≥ 0. Second, we obtain
the following pathwise properties of the solutions X . If ϑ > 3, then a.s.
Λ1 < X < Λ2 for all t ≥ 0; If 0 < ϑ < 3, then X hits Λ1 or Λ2 with positive
probability in finite time. Thus ϑ = 3 is the critical parameter for X to hit
reflecting walls.
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1. Introduction
In this paper, we are concerned with the following reflected stochastic
partial differential equations (SPDEs):
∂X(x,t)
∂t
= ∂
2X(x,t)
∂x2
+ f(x, t,X) + c1
(X−Λ1)ϑ
− c2
(Λ2−X)ϑ
+χ
(
x, t,X
)
W˙ (x, t) + Υ(x, t)− Γ(x, t), (x, t) ∈ Q := [0, 1]× R+
Λ1(x, t) ≤ X(x, t) ≤ Λ2(x, t).
(1.1)
Here W is a space-time white noise and ϑ > 0. Random measures Γ and Υ
are the additional forces preventing X from leaving [Λ1, Λ2].
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Considering that SPDEs with reflection are natural extensions of the
deterministic obstacle problems, there has been an upsurge of interest in
this topic. The existence and uniqueness of the solutions have been well
studied for the case of Lipchitz coefficient with a single reflecting barrier 0,
i.e. Λ1 = 0,Λ2 = ∞, c1 = c2 = 0, see Naulart and Pardoux [6], Donati-
Martin and Pardoux [2], Xu and Zhang [9], etc.. Otobe [7] and Zhang and
Yang [14] obtained the existence and uniqueness of the solutions of SPDEs
with double reflecting barriers and Lipchitz coefficient, driven by an additive
white noise and by multiplicative white noise respectively.
All of the results mentioned above are devoted to the case of Lipchitz coef-
ficient. Mueller [4] proved that solutions of SPDEs Xt = Xxx+ g(X)W˙ (t, x),
where g(X) is non Lipschiz, do not blow up in finite time, they did this by in-
troducing a drift X−ϑ into the former equation as a byproduct. It was proved
that this drift forces solutions to stay positive with probability 1. Mueller
and Pardoux [5] concentrated on the case when 0 < ϑ < 3 and showed that
the solutions hit 0 with positive probability. Thus, ϑ = 3 is the critical
exponent for X to hit zero in finite time. More precisely, if ϑ > 3, then
infx X(t, x) never reaches 0, and for 0 < ϑ < 3, infx X(t, x) has a positive
probability of reaching 0 in finite time. Existence and uniqueness for all time
of a solution for ϑ = 3 was first verified by Zambotti [12], and it also showed
the existence and uniqueness of the solution in the case of 0 < ϑ < 3 and
a single reflecting barrier 0 in Zambotti [12]. The hitting properties of the
solution for ϑ = 3 was discussed in [1]. All those discussions are under the
assumption that SPDEs with the singular drift holds.
Inspired by these, in this paper, we consider SPDEs (1.1), which has
double smooth reflecting walls Λ1 and Λ2 and two singular drifts c1
(X−Λ1)ϑ
,
c2
(Λ2−X)ϑ
, for all ϑ > 0. As far as we know, there are few literatures that
have studied the reflection problem with singularities. To show the existence
and uniqueness of the solutions of Eq. (1.1), the strategy is similar to that
in Xu and Zhang [9] as well as [14]. Due to the singular terms, we need
to approximate the solution by introducing two monotone sequences. As
an extension from one wall to two walls case, we show that for ϑ > 3, the
solution of Eq. (1.1) stays in the interval
(
Λ1, Λ2
)
for all t ≥ 0, a.s., that
is Υ = Γ = 0; for 0 < ϑ < 3, the solution of Eq. (1.1) hits Λ1 or Λ2 with
positive probability in finite time. Thus ϑ = 3 is the critical parameter for
X to hit reflecting walls. Various other properties of the solutions have been
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studied, see [1], [3], [10], [11] and [13].
The paper is organized as follows. Definitions and assumptions are given
in Section 2. Section 3 is to establish the existence and uniqueness of the
solution of Eq. (1.1). In Section 4 we consider the pathwise properties of Eq.
(1.1), Subsection 4.1 is devoted to the case ϑ > 3, and in Subsection 4.2, we
deal with the case when 0 < ϑ < 3.
2. Preliminaries
In this section, we state the precise assumptions on the coefficients and
the concept of solution.
First, we formulate Eq. (1.1) as follows:
∂X
∂t
=
∂2X
∂x2
+ f(x, t,X) +
c1
(X − Λ1)ϑ
−
c2
(Λ2 −X)ϑ
+ χ(x, t,X)W˙ +Υ− Γ;
(2.1)
with the conditions
X(0, t) = 0, X(1, t) = 0, for t ≥ 0;
X(x, 0) = X0(x) ∈ C([0, 1]);
Λ1(x, t) ≤ X(x, t) ≤ Λ2(x, t), for (x, t) ∈ Q := [0, 1]× R+.
(2.2)
Let f, χ : [0, 1]×R+×C(Q)→ R be given measurable maps. Set AM,T =
{X ∈ C(Q) : sup
x∈[0,1],t∈[0,T ]
|X(x, t)| ≤M}. Introduce the following conditions:
(H0) Λi(x, t) ∈ C(Q) satisfy Λi(1, t) ≤ 0, Λi(1, t) ≥ 0, for i = 1, 2;
(H1) Λ1(x, t) < Λ2(x, t), ∀(x, t) ∈ (0, 1)× R+;
(H2) ∂Λ
i
∂t
+ ∂
2Λi
∂x2
∈ L2([0, 1]× [0, T ]);
(H3) ∂
∂t
Λi(0, t) = ∂
∂t
Λi(1, t) = 0 for t ≥ 0;
(H4) ∂
∂t
(Λ2 − Λ1) ≥ 0.
(F1) f(·, ·; 0), χ(·, ·; 0) ∈ L2([0, 1]× [0, T ]), for T > 0;
(F2) for every X, Xˆ ∈ AM,T there exists CT,M > 0 such that
|f(x, t;X)−f(x, t; Xˆ)|+|χ(x, t;X)−χ(x, t; Xˆ)| ≤ CT,M sup
y∈[0,1],s∈[0,t]
|X(y, s)−Xˆ(y, s)|
for all (x, t) ∈ [0, 1]× [0, T ];
(F3) there exists CT > 0 such that
|f(x, t;X)|+|χ(x, t;X)| ≤ CT (1+ sup
y∈[0,1],s∈[0,t]
|X(y, s)|), ∀(x, t) ∈ [0, 1]×[0, T ].
Now we recall the concept of solution of Eq. (2.2) in [10].
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Defintion 2.1. A triplet (X,Υ,Γ) defined on a filtered probability space
(Ω, P,F ; {Ft}) is a solution to the SPDE (2.2), if
(i) X ∈ C(Q) is a adapted random field satisfying Λ1(x, t) ≤ X(x, t) ≤
Λ2(x, t), X(0, t) = 0, and X(1, t) = 0, a.s;
(ii) Υ(dx, dt) and Γ(dx, dt) are positive and adapted random measures on
(0, 1)× R+ satisfying
Υ
(
(ǫ, 1− ǫ)× [0, T ]
)
<∞, Γ
(
(ǫ, 1− ǫ)× [0, T ]
)
<∞
for ǫ ∈ (0, 1
2
) and T > 0;
(iii) for every t ≥ 0 and ψ ∈ C∞0 (0, 1)(the set of smooth functions with
compact supports)(
X(t), ψ
)
−
(
X0, ψ
)
−
∫ t
0
(X(s), ψ
′′
)ds−
∫ t
0
(
f(y, s,X), ψ
)
ds
=
∫ t
0
( c1
(X − Λ1)ϑ
−
c2
(Λ2 −X)ϑ
, ψ
)
ds+
∫ t
0
∫ 1
0
(χ(y, s,X), ψ)W (dx, ds)
+
∫ t
0
∫ 1
0
ψΥ(dx, ds)−
∫ t
0
∫ 1
0
ψΓ(dx, ds), a.s, (2.3)
where (, ) denotes the inner product in L2([0, 1]) and X(t) denotes X(·, t);
(iv)∫
Q
(
X(x, t)− Λ1(x, t)
)
Υ(dx, dt) =
∫
Q
(
Λ2(x, t)−X(x, t)
)
Γ(dx, dt) = 0.
3. The existence and uniqueness of solutions
In this section, we prove the following theorem.
Theorem 3.1. Let X0 ∈ C([0, 1]) satisfy Λ1(x, 0) ≤ X0(x) ≤ Λ2(x, 0), X0(0) =
X0(1) = 0. Assume conditions (H0)-(H4), (F1)-(F3) hold. Then there exists
a unique solution (X,Υ,Γ) to Eq. (2.2) for all ϑ ≥ 0.
As a first step we show that, for every v(x, t) (sometimes denote by v)
∈ C(Q), v(x, 0) = X0(x) and v(0, t) = 0, v(1, t) = 0, the deterministic PDE
∂Ξ(x,t)
∂t
= ∂
2Ξ(x,t)
∂x2
+ c1
(Ξ+v−Λ1)ϑ
− c2
(Λ2−Ξ−v)ϑ
+Υ(x, t)− Γ(x, t);
Ξ(0, t) = Ξ(1, t) = 0, for t ≥ 0;
Ξ(x, 0) = 0, for x ∈ [0, 1];
Λ1(x, t) ≤ Ξ(x, t) + v(x, t) ≤ Λ2(x, t), for (x, t) ∈ Q
(3.1)
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has a unique continuous solution.
We now recall the precise definition of the solution for Eq. (3.1) in [10].
Defintion 3.1. A triplet (Ξ,Υ,Γ) is called a solution to the PDE (3.1) if
(i) Ξ = Ξ(x, t); (x, t) ∈ Q is a continuous function satisfying Λ1(x, t) ≤
Ξ(x, t) + v(x, t) ≤ Λ2(x, t), Ξ(x, 0) = 0, Ξ(0, t) = Ξ(1, t) = 0;
(ii) Υ(dx, dt) and Γ(dx, dt) are measures on (0, 1)× R+ satisfying
Υ
(
(ǫ, 1− ǫ)× [0, T ]
)
<∞, Γ
(
(ǫ, 1− ǫ)× [0, T ]
)
<∞
for every ǫ ∈ (0, 1
2
) and T > 0;
(iii) for all t ≥ 0 and ψ ∈ C∞0 (0, 1) we have(
Ξ(t), ψ
)
−
∫ t
0
(Ξ(s), ψ
′′
)ds−
∫ t
0
( c1
(Ξ + v − Λ1)ϑ
−
c2
(Λ2 − Ξ− v)ϑ
, ψ
)
ds
=
∫ t
0
∫ 1
0
ψΥ(dx, ds)−
∫ t
0
∫ 1
0
ψΓ(dx, ds), (3.2)
where Ξ(t) denotes Ξ(·, t).
(iv) ∫
Q
(
Ξ(x, t) + v(x, t)− Λ1(x, t)
)
Υ(dx, dt)
=
∫
Q
(
Λ2(x, t)− Ξ(x, t)− v(x, t)
)
Γ(dx, dt)
= 0.
Proposition 3.1. Assume conditions (H0)-(H4) hold. Then there exists a
unique solution (Ξ,Υ,Γ) to Eq. (3.1). Moreover, denote (Ξˆ, Υˆ, Γˆ) by the
solution to Eq. (3.1) replacing v with vˆ. Then
‖Ξ− Ξˆ‖T∞ ≤ ‖v − vˆ‖
T
∞, ∀T > 0, (3.3)
where ‖J‖T∞ := sup
x∈[0,1],t∈[0,T ]
|J(x, t)|.
Before the proof of Proposition 3.1, the following lemma for comparison
is needed.
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Lemma 3.1. Assume (H0)-(H4). Let gρ : [0, 1]×R→ R be measurable, ρ >
0, such that y 7→ gρ(x, y) is monotone nonincreasing, Lipschitz-continuous
uniformly in x ∈ [0, 1] and satisfies
|gρ(x, y)| ≤ C(1 + |y|), for y ∈ R, ρ > 0,
for some C ≥ 0. Consider the following PDE with reflection:
∂Ξρ
∂t
= ∂
2Ξρ
∂x2
+ gρ(Ξρ) + Υρ − Γρ;
Ξρ(0, t) = Ξρ(1, t) = 0, for t ≥ 0;
Ξρ(x, 0) = 0, for x ∈ [0, 1],
(3.4)
where Υρ, Γρ satisfy∫
Q
(
Ξρ(x, t) + v(x, t)− Λ1(x, t)
)
Υρ(dx, dt) = 0,
∫
Q
(
Λ2(x, t)− Ξρ(x, t)− v(x, t)
)
Γρ(dx, dt) = 0.
Then there exists a unique solution of Eq. (3.4), denoted by Ξρ. Moreover, if
ρ 7→ gρ is monotone nonincreasing, then ρ 7→ Ξρ is monotone nonincreasing.
Remark 3.1. To get the monotonicity of Ξρ w.r.t. ρ, the monotonicity of
drift gρ in Eq. (3.4) w.r.t. ρ is required. If we assume that there exists the
solution of Eq. (3.4), the Lipschitz-continuous and linear growth conditions
of g are not needed in Lemma 3.1.
Proof. The existence of the solution of Eq. (3.4) can be obtained from the
convergence of the penalized equation which is similarly to Theorem 2.1 in
Otobe [7]. The uniqueness of the solutions of (3.4) can be proved in a similar
way as Theorem 3.1 in Zhang and Yang [14].
Now we prove the comparison principle. Let ρ1 ≥ ρ2 > 0 and set φ =
(Ξρ1 − Ξρ2)+, where Xρ1, Xρ2 are the solutions of Eq. (3.4) with drifts gρ1 ,
gρ2 respectively. Consider the inner product between φ and Ξρ1 − Ξρ2 in
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L2(0, 1). We have
‖φ(t)‖2L2
= 2
∫ t
0
< φ,
∂2
∂x2
(Ξρ1 − Ξρ2) > ds+ 2
∫ t
0
< φ, gρ1(Ξρ1)− gρ2(Ξρ2) > ds
+2
∫ t
0
< φ, dΥρ1 − dΥρ2 > −2
∫ t
0
< φ, dΓρ1 − dΓρ2 >
= −2
∫ t
0
‖
∂φ
∂x
‖2L2ds+ 2
∫ t
0
< φ, gρ1(Ξρ1)− gρ1(Ξρ2) > ds
+2
∫ t
0
< φ, gρ1(Ξρ2)− gρ2(Ξρ2) > ds
+2
∫ t
0
1{Ξρ1≥Ξρ2} < Ξ
ρ1 + v − Λ1 − (Ξρ2 + v − Λ1), dΥρ1 − dΥρ2 >
−2
∫ t
0
1{Ξρ1≥Ξρ2} < Ξ
ρ1 + v − Λ2 − (Ξρ2 + v − Λ2), dΓρ1 − dΓρ2 >
= −2
∫ t
0
‖
∂φ
∂x
‖2L2ds+ 2
∫ t
0
< φ, gρ1(Ξρ1)− gρ1(Ξρ2) > ds
+2
∫ t
0
< φ, gρ1(Ξρ2)− gρ2(Ξρ2) > ds
+2
∫ t
0
1{Ξρ1≥Ξρ2}(< Ξ
ρ1 + v − Λ1, −dΥρ2 > + < −(Ξρ2 + v − Λ1), dΥρ1 >)
−2
∫ t
0
1{Ξρ1≥Ξρ2}(< Ξ
ρ1 + v − Λ2, −dΓρ2 > + < −(Ξρ2 + v − Λ2), dΓρ1 >)
≤ 2
∫ t
0
< φ, gρ1(Ξρ2)− gρ2(Ξρ2) > ds.
✷
Proof of Proposition 3.1 Existence: Consider the following reflected
PDE with Lipschitz coefficients:
∂Ξǫ1,ǫ2
∂t
= ∂
2Ξǫ1,ǫ2
∂x2
+ c1
[ǫ1+(Ξǫ1,ǫ2+v−Λ1)]ϑ
− c2
[ǫ2+(Λ2−Ξǫ1,ǫ2−v)]ϑ
+Υǫ1,ǫ2 − Γǫ1,ǫ2;
Ξǫ1,ǫ2(0, t) = Ξǫ1,ǫ2(1, t) = 0;
Ξǫ1,ǫ2(x, 0) = 0,
(3.5)
where ǫ1, ǫ2 > 0 and Υ
ǫ1,ǫ2, Γǫ1,ǫ2 satisfy
∫
Q
(
Ξǫ1,ǫ2(x, t) + v(x, t)− Λ1(x, t)
)
Υǫ1,ǫ2(dx, dt) = 0,
∫
Q
(
Λ2(x, t)− Ξǫ1,ǫ2(x, t)− v(x, t)
)
Γǫ1,ǫ2(dx, dt) = 0.
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The existence and uniqueness of the solutions of Eq. (3.5) can be got
from Lemma 3.1. Indeed, there is a unique solution Ξ˜ǫ1,ǫ2 ∈ [Λ1, Λ2] of the
following PDE
∂Ξ˜ǫ1,ǫ2
∂t
= ∂
2Ξ˜ǫ1,ǫ2
∂x2
+ c1
[ǫ1+(Ξ˜ǫ1,ǫ2+v−Λ1)∨0]ϑ
− c2
[ǫ2+(Λ2−Ξ˜ǫ1,ǫ2−v)∨0]ϑ
+ Υ˜ǫ1,ǫ2 − Γ˜ǫ1,ǫ2;
Ξ˜ǫ1,ǫ2(0, t) = Ξ˜ǫ1,ǫ2(1, t) = 0;
Ξ˜ǫ1,ǫ2(x, 0) = 0,
(3.6)
where Υ˜ǫ1,ǫ2, Γ˜ǫ1,ǫ2 satisfy
∫
Q
(
Ξ˜ǫ1,ǫ2(x, t)+v(x, t)−Λ1(x, t)
)
Υ˜ǫ1,ǫ2(dx, dt) = 0,∫
Q
(
Λ2(x, t)−Ξ˜ǫ1,ǫ2(x, t)−v(x, t)
)
Γ˜ǫ1,ǫ2(dx, dt) = 0. Therefore, Eq.s (3.5) and
(3.6) have the same solution. Denote the solution of Eq. (3.5) by Ξǫ1,ǫ2.
Fix ǫ2, by Lemma 3.1 we get that ǫ1 7→ Ξ
ǫ1,ǫ2 is nonincreasing. Notice
that ωǫ1,ǫ2 := ǫ1 + Ξ
ǫ1,ǫ2 is solution of
∂ωǫ1,ǫ2
∂t
= ∂
2ωǫ1,ǫ2
∂x2
+ c1
(ωǫ1,ǫ2+v−Λ1)ϑ
− c2
(Λ2−ωǫ1,ǫ2−v+ǫ1+ǫ2)ϑ
+Υǫ1,ǫ2ω − Γ
ǫ1,ǫ2
ω ;
ωǫ1,ǫ2(0, t) = ωǫ1,ǫ2(1, t) = ǫ1;
ωǫ1,ǫ2(x, 0) = ǫ1,
(3.7)
where Υǫ1,ǫ2ω , Γ
ǫ1,ǫ2
ω satisfy
∫
Q
(
ωǫ1,ǫ2(x, t)+v(x, t)−Λ1(x, t)
)
Υǫ1,ǫ2ω (dx, dt) = 0,∫
Q
(
Λ2(x, t)− ωǫ1,ǫ2(x, t)− v(x, t)
)
Γǫ1,ǫ2ω (dx, dt) = 0.
Let gǫ1 = c1
(ωǫ1,ǫ2+v−Λ1)ϑ
− c2
(Λ2−ωǫ1,ǫ2−v+ǫ1+ǫ2)ϑ
. By Lemma 3.1, we have for
all ǫ′′1 ≥ ǫ
′
1 > 0,
‖(ωǫ
′
1,ǫ2 − ωǫ
′′
1 ,ǫ2)+‖2L2
≤
∫ t
0
∫ 1
0
[gǫ
′
1(ωǫ
′′
1
,ǫ2)− gǫ
′′
1 (ωǫ
′′
1
,ǫ2)](ωǫ
′
1
,ǫ2 − ωǫ
′′
1
,ǫ2)+dxds
=
∫ t
0
∫ 1
0
[
c1
(ωǫ
′′
1
,ǫ2 + v − Λ1)ϑ
−
c2
(Λ2 − ωǫ
′′
1
,ǫ2 − v + ǫ′1 + ǫ2)
ϑ
−(
c1
(ωǫ
′′
1
,ǫ2 + v − Λ1)ϑ
−
c2
(Λ2 − ωǫ
′′
1
,ǫ2 − v + ǫ′′1 + ǫ2)
ϑ
)]
(ωǫ
′
1
,ǫ2 − ωǫ
′′
1
,ǫ2)+dxds
≤ 0. (3.8)
This means ǫ1 7→ ǫ1 + Ξǫ1,ǫ2 is nondecreasing. By the definition of uni-
formly continuous, we obtain that Ξǫ1,ǫ2 converges uniformly on [0, 1]× [0, T ]
to a continuous function, denoted by Ξǫ2, as ǫ1 ↓ 0. Moreover, ǫ1 7→
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Υǫ1,ǫ2 − Γǫ1,ǫ2 is monotone nondecreasing and then Υǫ1,ǫ2 − Γǫ1,ǫ2 converges
distributionally to some measure Υǫ2−Γǫ2 . From the proof of existence of the
solution in Theorem 3.1 in [14], Υǫ1,ǫ2, Γǫ1,ǫ2 converge distributionally to two
measures Υǫ2, Γǫ2 respectively, and denoted by (Ξǫ2,Υǫ2,Γǫ2) the solution of
the following equation:
∂Ξǫ2
∂t
= ∂
2Ξǫ2
∂x2
+ c1
(Ξǫ2+v−Λ1)ϑ
− c2
[ǫ2+(Λ2−Ξǫ2−v)]ϑ
+Υǫ2 − Γǫ2;
Ξǫ2(0, t) = Ξǫ2(1, t) = 0;
Ξǫ2(x, 0) = 0
(3.9)
where Υǫ2, Γǫ2 satisfy∫
Q
(
Ξǫ2(x, t) + v(x, t)− Λ1(x, t)
)
Υǫ2(dx, dt) = 0,
∫
Q
(
Λ2(x, t)− Ξǫ2(x, t)− v(x, t)
)
Γǫ2(dx, dt) = 0.
In view of Remark 3.1 , we could again apply Lemma 3.1 to Eq. (3.9).
It is then easy to get that ǫ2 7→ Ξǫ2 is nonincreasing. ǫ2 7→ ǫ2 + Ξǫ2 is also
nondecreasing, and thus Ξǫ2 converges uniformly as ǫ2 ↓ 0 on [0, 1]× [0, T ] to
a continuous function denoted by Ξ. Also, Υǫ2, Γǫ2 converge distributionally
to two measures Υ, Γ, respectively, and (Ξ,Υ,Γ) is the solution of Eq. (3.1).
Uniqueness: suppose (Ξ1,Υ1,Γ1) and (Ξ2,Υ2,Γ2) are two solutions to Eq.
(3.1). We can choose an appropriate test function φ in Eq. (3.2), following
the same arguments as that in section 2.3 of Nualart and Pardoux [6] and
consequently get Ξ1 = Ξ2. Using the same method of separating the two
measures in Theorem 3.1 of [14], we deduce that Υ1 = Υ2, Γ1 = Γ2 which
completes the proof of uniqueness.
We now prove the inequality (3.3). Define k := ‖v − vˆ‖T∞ and ω :=
(Ξǫ1,ǫ2 − Ξˆǫ1,ǫ2)− k. Then ω satisfies the following PDE:
∂ω
∂t
=
∂2ω
∂x2
+ gǫ1,ǫ2(Ξǫ1,ǫ2)− gǫ1,ǫ2(Ξˆǫ1,ǫ2) + Υǫ1,ǫ2 − Υˆǫ1,ǫ2 −
(
Γǫ1,ǫ2 − Γˆǫ1,ǫ2
)
where
gǫ1,ǫ2(Ξǫ1,ǫ2) =
c1
[ǫ1 + (Ξǫ1,ǫ2 + v − Λ1)]ϑ
−
c2
[ǫ2 + (Λ2 − Ξǫ1,ǫ2 − v)]ϑ
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and
gǫ1,ǫ2(Ξˆǫ1,ǫ2) =
c1
[ǫ1 + (Ξˆǫ1,ǫ2 + vˆ − Λ1)]ϑ
−
c2
[ǫ2 + (Λ2 − Ξˆǫ1,ǫ2 − vˆ)]ϑ
.
Using Lemma 3.1, we get ω+t = 0, i.e. Ξ
ǫ1,ǫ2 − Ξˆǫ1,ǫ2 ≤ k. By symmetry,
Ξˆǫ1,ǫ2 − Ξǫ1,ǫ2 ≤ k. Then we have for any T > 0,
‖Ξǫ1,ǫ2 − Ξˆǫ1,ǫ2‖T∞ ≤ ‖v − vˆ‖
T
∞.
Let ǫ1, ǫ2 ↓ 0, we conclude that ‖Ξ− Ξˆ‖T∞ ≤ ‖v − vˆ‖
T
∞. This is the same as
Inequality (3.3). ✷
Now we use Picard iteration to get the existence and uniqueness of the
solution of Eq. (1.1).
Proof of Theorem 3.1 Similar to Zhang and Yang [14], we define
v1(x, t) =
∫ 1
0
Gt(x, y)X0(y)dy +
∫ t
0
∫ 1
0
Gt−s(x, y)f(y, s;X0)dyds
+
∫ t
0
∫ 1
0
Gt−s(x, y)χ(y, s;X0)W (dy, ds),
where Gt(x, y) is Green’s function of the heat equation. So v1(x, t) satisfies
∂v1(x,t)
∂t
= ∂
2v1(x,t)
∂x2
+ f(x, t;X0) + χ(x, t;X0)W˙ (x, t);
v1(0, t) = v1(1, t) = 0;
v1(x, 0) = X0(x).
Let (Ξ1,Υ1,Γ1) be the unique solution of Eq. (3.1) with v = v1. Then
(X1,Υ1,Γ1), where X1 := Ξ1 + v1, is the unique solution of the following
SPDE with two reflecting walls:
∂X1(x,t)
∂t
= ∂
2X1(x,t)
∂x2
+ f(x, t;X0) +
c1
(X1−Λ1)ϑ
− c2
(Λ2−X1)ϑ
+χ(x, t;X0)W˙ (x, t) + Υ1 − Γ1;
X1(0, t) = X1(1, t) = 0;
X1(x, 0) = X0(x);
Λ1(x, t) ≤ X1(x, t) ≤ Λ2(x, t).
Iterating this procedure, suppose Xn−1 has been obtained. Let
vn(x, t) =
∫ 1
0
Gt(x, y)X0(y)dy +
∫ t
0
∫ 1
0
Gt−s(x, y)f(y, s;Xn−1)dyds
+
∫ t
0
∫ 1
0
Gt−s(x, y)χ(y, s;Xn−1)W (dy, ds)
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and (Ξn,Υn,Γn) the unique solution of Eq. (3.1) replacing v by vn. Then
(Xn,Υn,Γn), where Xn = Ξn + vn, is the unique solution of the following
SPDE:
∂Xn(x,t)
∂t
= ∂
2Xn(x,t)
∂x2
+ f(x, t;Xn−1) +
c1
(Xn−Λ1)ϑ
− c2
(Λ2−Xn)ϑ
+χ(x, t;Xn−1)W˙ (x, t) + Υn − Γn;
Xn(0, t) = Xn(1, t) = 0;
Xn(x, 0) = X0(x);
Λ1(x, t) ≤ Xn(x, t) ≤ Λ2(x, t).
From Inequality (3.3),
‖Ξn − Ξn−1‖
T
∞ ≤ ‖vn − vn−1‖
T
∞ (3.10)
and therefore
‖Xn −Xn−1‖
T
∞ ≤ 2‖vn − vn−1‖
T
∞. (3.11)
Under the assumption (F2,F3), there exists constant C(k, T ) depending on
k, T , such that
E
(
‖Xn −Xn−1‖
T
∞
)k
≤ 2kE
(
‖vn − vn−1‖
T
∞
)k
≤ Ck−1(k, T )E
(
‖X1 −X0‖
T
∞
)k T n−1
(n− 1)!
.
Hence there exists X(·, ·) ∈ C(Q) such that lim
n→∞
E
(
‖Xn−X‖T∞
)k
= 0. Going
with the same argument as section 4 in [14], we can obtain that (X,Υ,Γ) is
a solution to the SPDE (1.1). Furthermore, the uniqueness is similar to that
in [14] with the help of Inequality (3.3). ✷
4. Pathwise Properties
Let S be the circle [0,1], with the endpoints identified, and let ρ(x, y) be
the distance from x to y along the circle S. That is, let
ρ(x, y) = min
k∈Z
|x− y + k|.
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In this section, we consider pathwise properties of the following SPDEs on
S × R+:
∂X
∂t
= ∂
2X
∂x2
+ f(x, t,X) + c1
(X−Λ1)ϑ
− c2
(Λ2−X)ϑ
+ χ(x, t,X)W˙ +Υ− Γ;
X(x, 0) = X0(x) ∈ C(S);
Λ1(x, t) ≤ X(x, t) ≤ Λ2(x, t), for (x, t) ∈ S × R+.
(4.1)
Here W˙ (x, t) stands for the space-time white noise.
Set ÂM,T = {X ∈ C(S × R+) : sup
x∈S,t∈[0,T ]
|X(x, t)| ≤ M}. The reflecting
walls Λ1, Λ2 and coefficients: f, χ are assumed to be analogous with that in
section 2, i.e.
(H’1)Λi(x, t) ∈ C(S × R+) and Λ1(x, t) < Λ2(x, t) for (x, t) ∈ S × R+;
(H’2) ∂Λ
i
∂t
+ ∂
2Λi
∂x2
∈ L2(S × [0, T ]);
(H’3) ∂
∂t
Λi(0, t) = ∂
∂t
Λi(1, t) = 0 for t ≥ 0;
(H’4) ∂
∂t
(Λ2 − Λ1) ≥ 0.
and
(F’1) f(·, ·; 0), χ(·, ·; 0) ∈ L2(S × [0, T ]);
(F’2) for every X, Xˆ ∈ ÂM,T , there exists CT,M > 0 such that
|f(x, t;X)−f(x, t; Xˆ)|+|χ(x, t;X)−χ(x, t; Xˆ)| ≤ CT,M sup
y∈S,s∈[0,t]
|X(y, s)−Xˆ(y, s)|,
for every x ∈ S and t ∈ [0, T ];
(F’3) there exists CT > 0 such that
|f(x, t;X)|+ |χ(x, t;X)| ≤ CT (1 + sup
y∈S,s∈[0,t]
|X(y, s)|), ∀(x, t) ∈ S × [0, T ].
Here the precise definition of the solution to Eq. (4.1) is as follows.
Defintion 4.1. A triplet (X,Υ,Γ) is a solution to the Eq. (4.1) if
(i) X = {X(x, t); (x, t) ∈ S × R+} is a continuous, adapted random field
satisfying Λ1(x, t) ≤ X(x, t) ≤ Λ2(x, t), a.s;
(ii) Υ(dx, dt) and Γ(dx, dt) are positive and adapted random measures on
S × R+ satisfying
Υ
(
S × [0, T ]
)
<∞, Γ
(
S × [0, T ]
)
<∞
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for T > 0;
(iii) for all t ≥ 0 and ψ ∈ C∞(S) we have(
X(t), ψ
)
−
(
X0, ψ
)
−
∫ t
0
(X(s), ψ
′′
)ds−
∫ t
0
(
f(y, s,X), ψ
)
ds
=
∫ t
0
( c1
(X − Λ1)ϑ
−
c2
(Λ2 −X)ϑ
, ψ
)
ds+
∫ t
0
∫
S
(χ(y, s,X), ψ)W (dx, ds)
+
∫ t
0
∫
S
ψΥ(dx, ds)−
∫ t
0
∫
S
ψΓ(dx, ds), a.s, (4.2)
where (, ) denotes the inner product in L2(S);
(iv)∫
S×R+
(
X(x, t)− Λ1(x)
)
Υ(dx, dt) =
∫
S×R+
(
Λ2(x)−X(x, t)
)
Γ(dx, dt) = 0.
The existence and uniqueness of the solution of Eq. (4.1) is established
in a similar way as Theorem 3.1.
Theorem 4.1. Let X0 ∈ C(S) satisfy Λ1(x, 0) ≤ X0(x) ≤ Λ2(x, 0), for
x ∈ S. Under the hypotheses (H’1)-(H’4), (F’1)-(F’3), there exists a unique
solution (X,Υ,Γ) to the Eq. (4.1) for all ϑ ≥ 0.
Before studying the pathwise properties of SPDE (4.1), we introduce some
notation. In view of assumption (H’2), suppose that there exist fi ∈ L2(QT ),
where QT := S × [0, T ], such that
∂Λi(x, t)
∂t
−
∂2Λi(x, t)
∂x2
= fi(x, t).
Let
G¯(t, x) = (4πt)−1/2 exp(−
x2
4t
).
Recall that G¯(t, x) is the fundamental solution of the heat equation on R.
Next, let G(t, x, y) or Gt(x, y) be the fundamental solution of the heat equa-
tion on S, and recall that
G(t, x, y) =
∑
m∈Z
G¯(t, ρ(x, y) +m).
We have the following well-known result, the proof is similar to that in
Walsh [8] and is hence omitted.
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Lemma 4.1. Let a ∈ (1, 3). For any x, y ∈ S and t ∈ [0, T ], there exists a
constant Ca such that∫ t
0
∫
S
|G(t− s, x, y)|adyds ≤ Cat
3a−1
2 . (4.3)
4.1. The case ϑ > 3
We consider the special case ϑ > 3 in this subsection. We have the
following theorem, which is a corollary of Lemma 4.2 below. The proof of
Lemma 4.2 is similar to that in [4], but is nontrivial.
Theorem 4.2. Let X0 ∈ C(S) satisfy Λ1(x, 0) < X0(x) < Λ2(x, 0), x ∈ S
and suppose (H’1)-(H’4), (F’1)-(F’3) hold. If ϑ > 3, then the unique solution
(X,Υ,Γ) to Eq. (4.1) remains in (Λ1,Λ2) for all time and x ∈ S, hence
Υ = Γ = 0.
Suppose that v(t, x) satisfies{
vt = vxx + f(x, t, v) + g(x, t, v) + χ(x, t, v)W˙ , t > 0, x ∈ S;
v(0, x) = X0(x),
(4.4)
where f, χ are given at the beginning of this section and for every δ, δ˜ > 0,
denote
g(x, t,X(x, t)) =
(
|X(x, t)−Λ1(x, t)|∨(δ/2)
)−ϑ
−
(
|Λ2(x, t)−X(x, t)|∨(δ˜/2)
)−ϑ
.
Lemma 4.2. Given T > 0, ϑ > 3 and ǫ > 0. There exists δ0, δ1 > 0
such that for any 0 < δ ≤ δ0, 0 < δ˜ ≤ δ1, and X0(x) ∈ C(S) satisfying
Λ2(x, 0)− δ˜ ≥ X0(x) ≥ Λ
1(x, 0) + δ for all x ∈ S,
P
(
inf
0≤t≤T
inf
x∈S
(
v(x, t)− Λ1(x, t)
)
< δ/2
)
< ǫ, (4.5)
and
P
(
inf
0≤t≤T
inf
x∈S
(
Λ2(x, t)− v(x, t)
)
< δ˜/2
)
< ǫ. (4.6)
Here v(x, t) =∞ if t is greater or equal to the blow-up time for v(x, t).
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Proof At the beginning of the proof, we introduce some notations. Let
c := inf
QT
(Λ2(x, t)− Λ1(x, t)), C := sup
QT
(Λ2(x, t)− Λ1(x, t)). Denote
Θ = {X ∈ C(QT ) : sup
(y,s)∈QT
|X(y, s)− Λ1(y, s)| ≤ c/4},
ϕ := inf
Θ
inf
(x,t)∈QT
f(x, t,X(x, t)) and ψ := sup
Θ
sup
(x,t)∈QT
f(x, t,X(x, t)).
By the assumptions in this section, c, C, ϕ, ψ are finite constant. For
any l > 0, denote
Ul =
{
X ∈ C(QT ) : l/2 ≤ X(y, s)− Λ
1(y, s) ≤ 2l, ∀(y, s) ∈ QT
}
.
Since ϑ > 3, it follows that 1
ϑ+1
< 1/4. Choose κ such that 1/(ϑ + 1) <
κ < 1/4. Let δ0, δ1 ≤ c/8, 0 < δ ≤ δ0 and 0 < δ˜ ≤ δ1.
Note that if X ∈ Uδ, then
Λ2(x, t)−X(x, t) = Λ2(x, t)− Λ1(x, t) + Λ1(x, t)−X(x, t)
≥ c− 2δ ≥ c− 2δ0 ≥ 3/4c,
and
Λ2(x, t)−X(x, t) = Λ2(x, t)− Λ1(x, t) + Λ1(x, t)−X(x, t)
≤ Λ2(x, t)− Λ1(x, t) ≤ C.
So we have C ≥ |Λ2(x, t)−X(x, t)| ∨ (δ˜/2) ≥ 3/4c.
Hence, for a = ϕ− (3/4c)−ϑ, A = ψ − C−ϑ,
(2δ)−ϑ + a ≤ f(x, t,X(x, t)) + g(x, t,X(x, t)) ≤ (δ/2)−ϑ + A, ∀X ∈ Uδ.(4.7)
Let w(t, x) satisfy
wt(x, t) = wxx(x, t) + f(x, t, w(x, t)) + g(x, t, w(x, t))
+χ(x, t, w(x, t))W˙ (x, t);
w(x, kβ) = Λ1(x, kβ) + δ, kβ ≤ t < (k + 1)β, x ∈ S,
(4.8)
where β = 2−ϑ−2δ1+ϑ, M ≡ T/β is an integer and k = 0, · · · ,M − 1.
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To get Inequality (4.5), it is enough to prove
P
(
inf
(x,t)∈QT
(
v(x, t)− w(x, t)
)
≥ 0, inf
(x,t)∈QT
(
w(x, t)− Λ1(x, t)
)
≥ δ/2
)
≥ 1− ǫ. (4.9)
For kβ ≤ t < (k + 1)β and x ∈ S, and assuming that Λ1(x, s) + δ/2 ≤
w(s, x) ≤ Λ1(x, s) + 2δ for kβ ≤ s ≤ t and x ∈ S, we have
w(x, t) =
∫
S
G(t− kβ, x, y)Λ1(y, kβ)dy + δ +Dk(x, t) +Nk,L(x, t), (4.10)
where L = sup
X∈Uδ
sup
(x,t)∈QT
χ(x, t,X(x, t)), and
Dk(x, t) =
∫ t
kβ
∫
S
G(t− s, x, y)g(y, s, w(y, s))dyds
+
∫ t
kβ
∫
S
G(t− s, x, y)[f(y, s, w(y, s))]dyds,
Nk,L(x, t) =
∫ t
kβ
∫
S
G(t− s, x, y)[χ(y, s, w(y, s))∧ L]W (dy, ds).
Denote by τw the blow-up time for |w|. Let w(x, t) = Dk(x, t) = Nk,L(x, t) =
∞ if t ≥ τw.
Let
Nk = {ω ∈ Ω :
∣∣∣Nk,L(x, t)
(t− kβ)κ
∣∣∣ ≤ δ1−κ(1+ϑ)2−3−2ϑ+κ(ϑ+2), ∀(t, x) ∈ (kβ, (k+1)β]×S}.
Because of 1− κ(1 + ϑ) < 0, if δ0 is small enough, then from Lemma 2.3
in [4] P(N ck ) ≤
ǫ
M
, ∀δ ∈ (0, δ0], k = 0, · · · ,M − 1.
Let N =
⋂M−1
k=0 Nk. Since
P
(
inf
0≤t≤T
inf
x∈S
[
v(x, t)− Λ1(x, t)
]
< δ/2
)
≤ P(N c) ≤
M−1∑
k=0
P(N ck ) < ǫ,
it suffices to show that w(x, t) ≤ v(x, t) and w(x, t) − Λ1(x, t) ≥ δ/2 for
0 ≤ t ≤ T and x ∈ S. By comparison theorem (see Lemma 2.2 in [4]) and
induction, w(x, t) ≤ v(x, t) for 0 ≤ t < kβ and x ∈ S.
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Therefore, our aim is to obtain that if the event Nk, k = 0, · · · ,M occurs,
then, Λ1(x, t) + δ/2 ≤ w(x, t) ≤ Λ1(x, t) + 2δ, kβ ≤ t < (k+1)β, x ∈ S, k =
0, · · · ,M − 1 and Λ1(x, (k + 1)β) + δ ≤ w((k + 1)β−, x), x ∈ S, where
f(t−) = lim
s↑t
f(s).
Let t∗ be the first time t ∈ [kβ, (k + 1)β) such that for some x ∈ S,
w(x, t∗) = Λ1(x, t∗) + δ/2 or Λ1(x, t∗) + 2δ. Define t∗ = (k + 1)β if there is
no such time.
Thus, to get inequality (4.5), we need only verify that on Nk,
(i) t∗ = (k + 1)β; (ii) Λ1(x, (k + 1)β) + δ ≤ w((k + 1)β−, x), x ∈ S.
For x ∈ S and if t∗ < (k + 1)β, then by the definition of β,
0 ≤ Dk(x, t
∗) ≤ β sup
X∈U1
δ
sup
(x,t)∈QT
(
f(x, t,X(x, t)) + g(x, t,X(x, t))
)
≤ β
[
(
δ
2
)−ϑ + A
]
= 2−ϑ−2δ1+ϑ
[
(
δ
2
)−ϑ + A
]
=
δ
4
+ 2−ϑ−2δ1+ϑA
and |Nk,L(x, t∗)| ≤ δ2−3−2ϑ.
Let Ik(x, t) =
∫
S
G(t − kβ, x, y)Λ1(y, kβ)dyds. Since Ik and Λ1 are the
unique solutions of the following PDEs respectively,{
∂H(x,t)
∂t
= ∂
2H(x,t)
∂x2
, t ∈ [kβ, (k + 1)β), x ∈ S;
H(x, kβ) = Λ1(x, kβ)
(4.11)
and {
∂H˜(x,t)
∂t
= ∂
2H˜(x,t)
∂x2
+ f1(x, t), t ∈ [kβ, (k + 1)β), x ∈ S;
H˜(x, kβ) = Λ1(x, kβ),
(4.12)
then, by Lemma 4.1,
|Ik(x, t
∗)− Λ1(x, t∗)|
= |
∫ t∗
kβ
∫
S
G(t∗ − s, x, y)f1(y, s)dyds|
≤
[ ∫ t∗
kβ
∫
S
|G(t∗ − s, x, y)|2dyds
]1/2[ ∫ T
0
∫
S
|f1(y, s)|
2dyds
]1/2
≤ C˜(t∗ − s)1/4 ≤ C˜β1/4 = C˜2
−ϑ−2
4 δ
1+ϑ
4 . (4.13)
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Therefore, if x ∈ S and if t∗ < (k + 1)β, then
|w(x, t∗)− Λ1(x, t∗)− δ| ≤ |Ik(x, t
∗)− Λ1(x, kβ)|+ |Dk(x, t
∗)|+ |Nk,L(x, t
∗)|
< C˜2
−ϑ−2
2 δ
1+ϑ
2 +
δ
4
+ 2−ϑ−2δ1+ϑA + δ2−3−2ϑ.
Hence when δ0 is small enough, |w(x, t∗)−Λ1(x, t∗)−δ| < δ/2, ∀δ ∈ (0, δ0],
and so t∗ = (k + 1)β.
To show (ii), in view of
w(x, (k + 1)β−) =
∫
S
G((k + 1)β − kβ, x, y)Λ1(y, kβ)dy + δ
+Dk(x, (k + 1)β) +Nk,L(x, (k + 1)β),
we have to check
|Ik(x, (k + 1)β)− Λ
1(x, (k + 1)β)|+ |Nk,L(x, (k + 1)β)|
≤ Dk(x, (k + 1)β). (4.14)
Therefore, inequality (4.14) is acquired by the following inequalities
Dk(x, (k + 1)β) ≥ δ2
−2ϑ−2 + a2−ϑ−2δ1+ϑ, |Nk,L(x, (k + 1)β)| ≤ δ2
−2ϑ−3,
and |Ik(x, (k + 1)β) − Λ1(x, (k + 1)β)| ≤ C˜2
−ϑ−2
2 δ
1+ϑ
2 . This completes the
proof of (4.5). Similarly, we can get (4.6). ✷
4.2. The case 0 < ϑ < 3
In this subsection, we assume the diffusion coefficient χ is bounded away
from zero. More precisely, we assume that
(A) There exists c > 0 such that c ≤ |χ(x, t,X)|, ∀(x, t) ∈ S × R+, X ∈ R.
Denote X the solution of Eq. (4.1), define
τ1 := inf{t > 0; inf
x∈S
(
X(x, t)− Λ1(x, t)
)
= 0},
τ2 := inf{t > 0; inf
x∈S
(
Λ2(x, t)−X(x, t)
)
= 0},
and set τ := τ1 ∧ τ2.
The aim of this subsection is to show that the following proposition holds.
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Proposition 4.1. Let the same assumptions as Theorem 4.1, and (A) hold.
Let 0 < ϑ < 3, and suppose that X0 ∈ C(S) satisfies Λ1(x, 0) < X0(x) <
Λ2(x, 0) for all x ∈ S. If X solves Eq. (4.1), then P (τ < ∞) > 0, i.e,
the solution of Eq. (4.1) hits Λ1(x, t) or Λ2(x, t) in finite time with positive
probability.
First, we introduce the following SPDE{
∂v(x,t)
∂t
= ∂
2v(x,t)
∂x2
+ f(x, t, v) + c1
(v−Λ1)ϑ
+ χ
(
x, t, v
)
W˙ (x, t);
v(x, 0) = X0(x).
(4.15)
Then Eq. (4.15) has a unique solution on the random time interval [0, τv],
where
τv := inf{t > 0; inf
x∈S
(
v(x, t)− Λ1(x, t)
)
≤ 0}.
The next lemma is analogous to that in [5].
Lemma 4.3. Let 0 < ϑ < 3 and suppose that X0 ∈ C(S) and inf
x∈S
(
X0(x) −
Λ1(x, 0)
)
> 0. If v solves Eq. (4.15), then P (τv <∞) > 0.
Proof. Let w(x, t) = v(x, t)−Λ1(x, t) and w(x, 0) = X0(x)−Λ1(x, 0). Then
w(x, t) is the unique solution of the following equation on [0, τv],
∂w(x,t)
∂t
= ∂
2w(x,t)
∂x2
− f1(x, t) + f(x, t, w + Λ1) +
c1
wϑ
+χ
(
x, t, w + Λ1
)
W˙ (x, t), (x, t) ∈ S × R+;
w(x, 0) = X0(x)− Λ1(x, 0).
(4.16)
Now we use a Girsanov transformation to remove the drift term−f1(x, t)+
f(x, t, w + Λ1) from Eq. (4.16).
Consider{
∂Ξ(x,t)
∂t
= ∂
2Ξ(x,t)
∂x2
+ c1
Ξϑ
+ χ
(
x, t,Ξ + Λ1
)
W˙ (x, t), (x, t) ∈ S × R+;
Ξ(x, 0) = X0(x)− Λ1(x, 0).
(4.17)
Eq. (4.17) has a unique solution Ξ on [0, τΞ], where
τΞ := inf{t > 0; inf
x∈S
(
Ξ(x, t)
)
≤ 0}.
Let PτΞ∧Tw , P
τΞ∧T
Ξ denote the measures on the space of continuous function
g : S × R+ → R induced by wτΞ∧T , ΞτΞ∧T respectively. Here we denote hτ
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the truncated function hτ (x, t) = h(x, t)1{t≤τ}. Because of Condition (A), we
have PτΞ∧Tw is absolutely continuous with respect to P
τΞ∧T
Ξ , and
dPτΞ∧Tw
dPτΞ∧TΞ
= J := exp
( ∫ T∧τΞ
0
∫
S
q(x, t)W (dx, dt)−1/2
∫ T∧τΞ
0
∫
S
(q(x, t))2dxdt
)
,
where q(x, t) = χ−1(x, t,Ξ + Λ1)[−f1(x, t) + f(x, t,Ξ + Λ1)].
Note the fact that ∫ τΞ
0
∫
S
(q(x, t))2dxdt <∞, a.s.,
and the fact P(τΞ <∞) > 0 by Theorem 1 of [5], hence P(τv <∞) > 0. ✷
Proof of Proposition 4.1 From Theorem 2.1 (comparison theorem) in
[2], the solution X of Eq. (4.1) is less than the solution v of Eq. (4.15) on
the time interval [0, τv ∧ τ1 ∧ τ2], that is
X(x, t) ≤ v(x, t), ∀x ∈ S, t ∈ [0, τv ∧ τ1 ∧ τ2].
Hence we have {τv <∞, τ2 =∞} ⊂ {τ1 <∞}.
By Lemma 4.3, we have
0 < P (τv <∞) = P ({τv <∞, τ2 <∞} ∪ {τv <∞, τ2 =∞})
≤ P ({τ2 <∞} ∪ {τ1 <∞})
= P (τ1 ∧ τ2 <∞)
= P (τ <∞).
This proves Proposition 4.1. ✷
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