On uniform asymptotic normality of sequential least squares estimators for the parameters in a stable AR(p)  by Galtchouk, L & Konev, V
Journal of Multivariate Analysis 91 (2004) 119–142
On uniform asymptotic normality of sequential
least squares estimators for the parameters in a
stable ARðpÞ$
L. Galtchouka, and V. Konevb
a IRMA, Department of Mathematics, Strasbourg University, 7, st. Re´ne Descartes,
Strasbourg, Cedex France
bDepartment of Applied Mathematics and Cybernetics, Tomsk University, Lenin str. 36,
634050 Tomsk, Russia
Received 4 October 2001
Abstract
For a stable autoregressive process of order p with unknown vector parameter y; it is shown
that under a sequential sampling scheme with the stopping time deﬁned by the trace of the
observed Fisher information matrix, the least-squares estimator of y is asymptotically
normally distributed uniformly in y belonging to any compact set in the parameter region.
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1. Introduction
Consider a stable autoregressive process of order p
xn ¼ y0 þ y1xn1 þ?þ ypxnp þ en; n ¼ 1; 2;y; ð1:1Þ
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where ðenÞ is a sequence of independent identically distributed (i.i.d.) random
variables with Ee1 ¼ 0 and 0oEe21 ¼ s2oN; s2 is known. The vector of initial
values ðx0; x1;y; xpþ1Þ0 is random and does not dependent on the sequence ðenÞ
and the values of y0;y; yp; the prime denotes the transposition. The vector
parameter y ¼ ðy0;y; ypÞ0 is unknown and is such that all roots of the characteristic
polynomial
PðzÞ ¼ zp  y1zp1 ? yp ð1:2Þ
lie inside the unit circle. Model (1.1) is usually written as
xn ¼ y0Xn1 þ en; n ¼ 1; 2;y; ð1:3Þ









where M1n denotes the inverse of matrix Mn if det Mn40 and M
1
n ¼ 0 otherwise.
Model (1.1) is widely used in engineering applications and time-series analysis and
asymptotic properties of #yðnÞ (strong consistency, asymptotic normality, etc.) have
been studied in detail as n-N (we refer the reader to [1–3,13,14] and references
therein).
In recent years, there has been considerable interest to study estimation problems
for parametric models, including the autoregression, by applying sequential
sampling schemes. The idea of sequential analysis to sample until enough
information is gathered about the unknown parameters turned out to be fruitful
just as in the case of independent observations. Different approaches and sequential
methods have been developed. Most commonly, the sequential sampling schemes are
applied when one is interested in statistical inference with prescribed precision, for
example, constructing ﬁxed size conﬁdence intervals or sets for unknown parameters
with a given coverage probability (we refer the reader to Stein [19], Anscombe [4],
Chow and Robbins [7], Grambsch [9], Chang and Martinsek [6], Dmitrienko and
Govindarajulu [8] and references therein).
Asymptotically, risk efﬁcient sequential estimators in autoregressive processes
have been studied by Sriram [17,18], Aras [5], Lee [15] and others.
When constructing a ﬁxed size conﬁdence region for the unknown parameter in a
parametric model with a given coverage probability it is desirable to have the basic
estimators possessing the following properties:
(1) the limiting distribution of the basic estimator does not depend on the
unknown parameter;
(2) the convergence of estimators to the limiting distribution is uniform in
parameter as sample size tends to inﬁnity.
Note that estimator (1.4) for parameter y in model (1.1) does not meet these
conditions. The ﬁrst drawback can be easily amended if one replaces the normalizing
ARTICLE IN PRESS
L. Galtchouk, V. Konev / Journal of Multivariate Analysis 91 (2004) 119–142120
factor n1=2 with M
1=2
n : Then one has the asymptotic normality: M
1=2
n ð#yðnÞ  yÞ
)L Nð0; Ipþ1Þ; where Ipþ1 is the unity matrix of order p þ 1:
The second drawback appears to be more serious because the resulting ﬁxed-
sample size estimator converges to the normal distribution but not uniformly in
parameter y: Lai and Siegmund [12] for a ﬁrst-order non-explosive autoregressive
process proposed to use the special stopping rule based on the observed Fisher
information in the least-squares estimate to obtain the estimator which is
asymptotically normal uniformly in parameter. Note that the proof of their result
demanded a substantially more complicated argument as compared with that of the
usual asymptotic normality. Further results on the uniform asymptotic normality of
the sequential LS estimators in AR(1) have been obtained by Greenwood and
Shiryaev [10] (who proved the minimaxity of these estimators with the help of the
uniform asymptotic normality), Shiryaev and Spokoiny [16] (who established the
uniform asymptotic normality for Gaussian AR(1) model in the explosive case),
Konev and Pergamenshchikov [11] (who proved the uniform asymptotic normality
of weighted sequential LS estimators with non-Gaussian noises) and others.
The goal of this paper is to construct a sequential least-squares estimator for
parameter y in (1.1) which possesses the property of uniform asymptotic normality.
We consider the sequential least-squares estimator for the unknown vector





where z is a positive parameter,





; inff|g ¼ þN;
jjXk1jj2 ¼ 1þ x2k1 þ?þ x2kp:
This estimator is obtained from the LSE #yðnÞ by stopping observations at the
time tðzÞ:
Let V denote the set of vectors ðy1;y; ypÞ0 for which all roots of polynomial (1.2)
lie inside the unit circle and
Y ¼ ðN;NÞ  V : ð1:6Þ






uniformly in yAK ; K is an arbitrary compact set in the region (1.6); )L indicates
convergence in law.
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Our study essentially uses the general probabilistic result on the uniform
asymptotic normality for martingales established by Lai and Siegmund (see
Theorem 2.1 in Section 2). It will be observed that property (1.7) is much stronger
than the usual asymptotic normality of LSE #yðnÞ and can serve as a basis for
constructing conﬁdence regions for autoregressive parameters with a given coverage
probability. Note also that the normalizing matrix factor M
1=2
tðzÞ is random as in the
case of AR(1). However the situation in the multiparameter case is more complicated
because the normalizing factor is no longer under the full control at the stopping
time tðzÞ:
The remainder of this paper is arranged as follows. Section 2 gives a proof of (1.7).






Eyjz1tðzÞ  ðtr FÞ1j ¼ 0;
where F is the matrix deﬁned by (2.2).
Theorem 2.4 claims that, as z-N;
ðytðzÞ  yÞ0MtðzÞðytðzÞ  yÞ)
L
w2pþ1
uniformly in yAK ; w2pþ1 denotes the chi-square distribution with p þ 1 degrees of
freedom. This result can be used for constructing a sequential conﬁdence region with
a given coverage probability uniformly in yAK : In Section 3 some auxiliary
properties of stable autoregressive processes, needed to prove the main results, are
established. The appendix contains some technical results.
2. The main results
In the sequel, we shall need the following probabilistic result established by Lai
and Siegmund [12].
Theorem 2.1. Let xn; en; n ¼ 0; 1;y be random variables adapted to the increasing
sequence of s-algebras ðFnÞnX0: Let fPy; yAXg be a family of probability measures
such that under every Py
A1: e1; e2;y are i.i.d. with Eye1 ¼ 0;Eye21 ¼ 1;
A2: supy Eyfe21; je1j4ag-0 as a-N;





i ¼NÞ ¼ 1;





i for some nXmÞ ¼ 0 for each d40:
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where F is the standard normal distribution function.
Now we will study some properties of the sequential LSE (1.5).
Theorem 2.2. Let ðenÞnX1 be a sequence of i.i.d. random variables with mean 0 and
variance s2 independent of the initial values ðx0;y; xpþ1Þ0 and parameter y: Define
ytðzÞ by (1.5).
















t ¼ ðt0;y; tpÞ0; u ¼ ðu0;y; upÞ0; jjujj2 ¼ u0u:
Proof. Substituting (1.3) in (1.5) yields
M
1=2




This equality can be represented as
M
1=2




where L ¼ F=tr F ; F is the ðp þ 1Þ  ðp þ 1Þ matrix deﬁned as
F ¼ 1 m1p
0





A jBðA0Þ j; ð2:2Þ












m ¼ y0=ð1 y1 ? ypÞ if y1 þ?þ ypo1;
0 if y1 þ?þ yp ¼ 1;
(
1p ¼ ð1;y; 1Þ0 is the column-vector of order p; Ip is the unit matrix of order p:
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Further, we show that the matrix z1=2M
1=2
tðzÞ L
1=2 converges in probability





is asymptotically normal with mean 0 and unit covariance matrix uniformly in yAK
as z-N:





Pyðjjz1=2M1=2tðzÞ L1=2  Ipþ1jj4dÞ ¼ 0:
The proof of this lemma is given in the appendix.
To establish the desired property of vector (2.3), it sufﬁces to show that for each
constant vector vARpþ1 with jjvjj ¼ 1; the linear combination











jPyðCðz; vÞptÞ  FðtÞj ¼ 0:
Rewrite (2.4) as





gk1 ¼ v0L1=2Xk1: ð2:5Þ
For each z40; we deﬁne the stopping time







g2k1 ¼ ðv0L1=2Xk1Þ2 ¼ ða0Xk1Þ2; a ¼ L1=2v:
Note that
jjajj2 ¼ v0L1vplmaxðL1Þ ¼ 1=lminðLÞ;
jjajj2XlminðL1Þv0v ¼ 1=lmaxðLÞ41:
Represent Cðz; vÞ in the form
Cðz; vÞ ¼ z1=2
Xt0ðzÞ
k¼1
gk1ek þ ZðzÞ þ DðzÞ; ð2:7Þ
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where DðzÞ ¼ D1ðzÞ þ?þ D4ðzÞ;
D1ðzÞ ¼ z1=21ðtðzÞ¼1Þg0e1; D2ðzÞ ¼ z1=2gtðzÞ1etðzÞ;








Let us examine the asymptotic behavior of each term involved in (2.7).















The proof of this result is based on Theorem 2.1 and is given in the appendix.
Further we show that the second term in the right-hand side of (2.7) converges in
probability to zero uniformly in yAK as z-N:






The proof of this result is given in the appendix.





PyðjDðzÞj4dÞ ¼ 0: ð2:8Þ
Since Eye2tðzÞ ¼ s2 and Eye2t0ðzÞ ¼ s2; it sufﬁces to verify property (2.8) for each
DiðzÞ; i ¼ 1;y; 4: Consider, for example, D2ðzÞ: We have
PyðjD2ðzÞj4dÞpPyðz1=2jjajj jjXtðzÞ1jj jetðzÞj4dÞ
¼Pyðz1=2jjajj jjXtðzÞ1jj jetðzÞj4d; jetðzÞjpCÞ
þ Pyðz1=2jjajj jjXtðzÞ1jj jetðzÞj4d; jetðzÞj4CÞ




This, in view of Lemma 3.7, implies property (2.8) for D2ðzÞ: This completes the
proof of Theorem 2.2.
Now we will study the asymptotic behavior of the stopping time tðzÞ in (1.5).
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Eyjz1tðzÞ  ðtr FÞ1j ¼ 0:
Proof. By the deﬁnition of tðzÞ there exists a constant 0oCoN such that
jz1tðzÞ  ðtr FÞ1jpC
for all yAK : Therefore, for any d40
Eyjz1tðzÞ  ðtr FÞ1jpdþ CPyfjz1tðzÞ  ðtr FÞ1jXdg:
This inequality in view of Lemma 3.12 we come to the assertion of Theorem 2.3.
Sequential confidence region: The property of the uniform asymptotic normality
given in Theorem 2.2 can be used for constructing a conﬁdence set for the unknown
vector parameter y ¼ ðy0;y; ypÞ0 in model (1.1) with a prescribed coverage
probability. To this end one can use the following result.
Theorem 2.4. Define #yðnÞ; Mn and tðzÞ by (1.4), (1.5) and let
QðzÞ ¼ ðytðzÞ  yÞ0MtðzÞðytðzÞ  yÞ:












denotes the chi-square distribution function with p þ 1 degrees of freedom.
Proof. This result directly follows from Theorem 2.2.
Motivated by Theorem 2.4, it is natural to deﬁne an approximate ð1 aÞ100%
ellipsoidal conﬁdence region for y by
SðzÞ ¼ ðyAY: ðytðzÞ  yÞ0MtðzÞðytðzÞ  yÞpw2pþ1;1aÞ;
where w2pþ1;1a is the ð1 aÞ100% percentile of the w2pþ1 distribution. By
Theorem 2.4 this conﬁdence region is asymptotically consistent uniformly in yAK
as z-N:
3. Properties of the process ðXNÞ and the information matrix MN
This section considers some limiting properties of process (1.1) and the observed
Fisher information matrix Mn used to obtain the main results.
Let
x˜n ¼ xn  m; Y˜n ¼ ðx˜n;y; x˜npþ1Þ0: ð3:1Þ
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The processes ðx˜nÞ and ðY˜nÞ satisfy the equation
x˜n ¼ y1x˜n1 þ?þ ypx˜np þ ei; nX1;
Y˜n ¼ AY˜n1 þ xn; nX1; ð3:2Þ
where xn ¼ ðen; 0;y; 0Þ0; A is given in (2.2).









Proof. If ðxiÞiX0 is an autoregressive process of order 1, that is
xi ¼ lxi1 þ ei; iX1;

























































Assume ﬁrst that roots l1;y; lp of the characteristic polynomial (1.2) are different.
Let T denote the matrix reducing the matrix A to the diagonal form, that is
A ¼ TLT1; L ¼ diagðl1;y; lpÞ:
This and (3.2) yield
Zi ¼ LZi1 þ Zi; i ¼ 1; 2;y; ð3:5Þ
where Zi ¼ T1Y˜i; Zi ¼ T1xi are p  1 vectors. Rewrite the system in coordinate
form
/ZiSk ¼ lk/Zi1Sk þ/ZiSk; k ¼ 1;y; p; ð3:6Þ
where /ZSk denotes the kth coordinate of a vector Z:
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where b0 ¼ supyAK jjT1jj2jjY˜0jj2; b1 ¼ supyAK jj/T1S1jj: Applying lim supn-N to
























Now consider the case of multiple roots. Let l1;y; lm be the roots of polynomial











lj 1 0y 0
0 & & 0
0 y lj 1





where Jj is a lj  lj matrix, if lj is a root with the multiplicity lj:
It will be observed that the coordinate form of system (3.2) includes both the
equations of type (3.6) corresponding to simple roots lk and subsystems of equations
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for each multiple root. Assume, for example, that l1 is a multiple root. Then the
corresponding subsystem is
/ZiSk ¼ l1/Zi1Sk þ/Zi1Skþ1 þ/ZiSk; 1pkol1;
/ZiSl1 ¼ l1/Zi1Sl1 þ/ZiSl1 :
Denoting
/*ZiSk ¼ /ZiSk þ/Zi1Skþ1; 1pkol1;




























































Now by the same argument we come to (3.3). Hence Lemma 3.1.
Further we need the following result from the paper by Lai and Siegmund [12].
Lemma 3.2. Suppose that the sequence ðxn; enÞ satisfies the measurability conditions of



















Lemma 3.3. Let Y˜n and *In be defined by (3.2) and (3.3) respectively. For any compact





PyðjjY˜njj2Xd *In for some nXmÞ ¼ 0:












































A for some nXm
9=
;;
Bm ¼ fjjY˜njj2Xd *In for all nXmg:




























On the set Dn; (3.9) implies that





X ðs2  4lÞn  2jjAjj4=3 *I2=3n :
For sufﬁciently large m one has
ð1þ 2jjAjj4=3Þ *InXðs2=l 4ÞlnXðs2=l 4ÞjjY˜njj2:






we obtain, on the set Dn;
jjY˜njj2od *In; nXm:
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Now assume that jjY˜njj24ln: By (3.2) we have

























































*Dn ¼ f *InXjjY˜njj2kð1 DÞ2g; 0oDo1:
Choosing k so that
kð1 DÞ24d1;
one has, on the set *Dn; the inequality
jjY˜njj2od *In:
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Since zn;k; n ¼ l0 þ k; l0 þ k þ 1;y are identically distributed with ﬁnite second










By Lemma 3.2 with xi1 ¼ /AY˜i1S1 and g ¼ 2=3 the second summand in the right-
hand side of (3.12) also vanishes as m-N: Hence Lemma 3.3. &












 *I1n 4d for some nXm
 !
¼ 0;
where Y˜i and *In are given in (3.1) and (3.3).






















 *I1n p jjðI  AÞ1jjð1þ jjAjjÞ2



















and applying the strong law of large numbers, we come to the desired result. Hence
Lemma 3.4. &
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One can verify that the property of Y˜n established in Lemma 3.3 is also true for the
process
Yn ¼ Y˜n þ m1p; 1p ¼ ð1;y; 1Þ0: ð3:16Þ
























A jBðA0Þ j; ð3:18Þ
and matrix B is given in (2.2).
Proof. Substituting (3.2) in (3.17) yields the equation
F˜n  AF˜nA0 ¼ Dn; ð3:19Þ
















From here and (3.18) one has
F˜n  F˜ ¼
X
jX0
















PyðjjD˜njjXd for some nXmÞ ¼ 0:
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This holds because each summand in (3.20) converges to zero uniformly in yAK :
Hence Lemma 3.6. &






The proof of Lemma 3.7 is given in the appendix.
Now we will study some properties of processes Xn; Y˜n and Mn associated with the
stopping time tðzÞ:






















¼ Bðz; dÞ: ð3:21Þ
The second inclusion holds because the inequality










Bðz; dÞ ¼Bðz; dÞ-ðtðzÞomÞ þ Bðz; dÞ-ðtðzÞXmÞ
CðtðzÞomÞ,Aðz; mÞ; ð3:22Þ
where







L. Galtchouk, V. Konev / Journal of Multivariate Analysis 91 (2004) 119–142134


















































jjYk1jj2 for some nXm
 !
:



















jjYk1jj2 for some nXm
 !
:
By letting z-N; then a-N and m-N and applying Lemmas 3.3, 3.7, we come to
Lemma 3.8. &
ARTICLE IN PRESS
L. Galtchouk, V. Konev / Journal of Multivariate Analysis 91 (2004) 119–142 135








































































4d for some nXm
 !
:
By (3.23) and (3.24), this yields the desired result. &
Lemma 3.10. Let ðMnÞ; tðzÞ and F be defined by (1.4), (1.5), (2.2), respectively. Then





PyðjjMtðzÞ=tðzÞ  F jj4dÞ ¼ 0: ð3:25Þ
Proof. Substituting Yk1; deﬁned by (3.16), in Mn yields
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This equality implies the inclusion
ðjjMtðzÞ=tðzÞ  F jj4dÞD ðjjF˜tðzÞ  F˜jj4d=2Þ

























PyðjjF˜tðzÞ  F˜jj4d=2Þ ¼ 0:
The probability of the second set in the right-hand side of (3.27) also tends to zero
uniformly in yAK due to Lemma 3.9. Hence Lemma 3.10. &






PyðjtrMtðzÞ=z  1j4dÞ ¼ 0:





This and Lemma 3.8 imply the desired result. &





PyðjtðzÞ=z  1=tr F j4dÞ ¼ 0:
Proof. The identity
z1tðzÞ  ðtr FÞ1 ¼ðtr FÞ1z1tðzÞðtr F  trMtðzÞ=tðzÞÞ
 ðtr FÞ1ð1 tr MtðzÞ=zÞ;
in view of tðzÞpz; implies
jz1tðzÞ  ðtr FÞ1jpðtr FÞ1jtr MtðzÞ=tðzÞ  tr F j þ ðtr FÞ1j1 tr MtðzÞ=zj:
From here, in view of Lemmas 3.10, 3.11, we come to Lemma 3.12. &
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Appendix
This section contains the proofs of some results used in this paper.
Proof of Lemma 2.1. Denote










L1=2ðMtðzÞ=zÞ1=2  I ¼ z1=2G1=2tðzÞ  I :
Therefore,
jjL1=2ðMtðzÞ=zÞ1=2  I jj2 ¼ jjz1=2G1=2tðzÞ  I jj2
¼ tr ðz1=2G1=2tðzÞ  IÞðz1=2G1=2tðzÞ  IÞ
¼ tr ðz1GtðzÞ  2z1=2G1=2tðzÞ þ IÞ: ðA:1Þ
Let CðzÞ denote the orthogonal matrix which reduces GtðzÞ to the diagonal form with
the diagonal matrix consisting of its eigenvalues, that is
GtðzÞ ¼ CðzÞLðzÞC0ðzÞ; LðzÞ ¼ diagðl0ðzÞ;y; lpðzÞÞ;




and the right-hand side of (A.1) can be rewritten as
tr ðz1GtðzÞ  2z1=2G1=2tðzÞ þ IÞ
¼ tr ½z1CðzÞLðzÞC0ðzÞ  2z1=2CðzÞL1=2ðzÞC0ðzÞ þ CðzÞC0ðzÞ
¼ trCðzÞ½z1LðzÞ  2z1=2L1=2ðzÞ þ I C0ðzÞ ¼ trðz1=2L1=2ðzÞ  IÞ2



















¼ jjz1LtðzÞ  I jj2 ¼ jjz1=2GtðzÞ  I jj2:
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Thus,
jjL1=2ðz1MtðzÞÞ1=2  I jj2
pjjz1GtðzÞ  I jj2
¼ jjL1=2z1MtðzÞL1=2  L1=2LL1=2jj2
pjjL1=2jj2jjz1MtðzÞ  Ljj2 ¼ tr L1jjz1MtðzÞ  Ljj2: ðA:2Þ
Further by making use of the identity
z1MtðzÞ  L ¼ z1tðzÞðt1ðzÞMtðzÞ  FÞ þ ðz1tðzÞ  ðtr FÞ1ÞF





























Pyfjjz1MtðzÞ  Ljj4dg ¼ 0: ðA:3Þ
This and (A.2) imply Lemma 2.1. &
Proof of Lemma 2.2. Let us verify that the sequence ðgk1Þ satisﬁes the conditions of
Theorem 2.1.





Xk1X 0k1a ¼ a0MnaXlminðMnÞjjajj2:






; a ¼ sup
yAK
jjajj2:












where d1 ¼ d=a; Yn ¼ Y˜n þ m1p: Consider the following inequality:





n ¼ d1 *I1n a0Mna
¼ d1n *I1n a0ðn1Mn  FÞa þ d1n *I1n tr F : ðA:4Þ
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By Lemmas 3.1 and 3.3 the left-hand side of (A.4) converges to zero uniformly in
yAK as n-N: The right-hand side is asymptotically bounded away from below by a






Pyðjjn1Mn  F jj4d for some nXmÞ ¼ 0
which follows from (3.26) and Lemmas 3.1 and 3.4. Hence Lemma 2.2. &





From here it follows that









The random variable uðzÞ is bounded from above uniformly in yAK ; because by












p jjajj2 þ 1p1þ sup
yAK
lmaxðL1Þ; ðA:5Þ
where L is deﬁned in (2.1).












þ z1g2tðzÞ1 þ z1g2t0ðzÞ1: ðA:7Þ










Pyðz1g2tðzÞ14dÞ ¼ 0: ðA:8Þ
ARTICLE IN PRESS
L. Galtchouk, V. Konev / Journal of Multivariate Analysis 91 (2004) 119–142140






Pyðz1jjXt0ðzÞ1jj24dÞ ¼ 0 ðA:9Þ






 ¼ ja0ðz1MtðzÞ  LÞa þ a0La  1j





z1MtðzÞ  L ¼ z1tðzÞðtðzÞ1MtðzÞ  FÞ þ ðz1tðzÞ  ðtr FÞ1ÞF ;
it follows that
jjz1MtðzÞ  LjjpjjtðzÞ1MtðzÞ  F jj þ jz1tðzÞ  ðtr FÞ1j jjF jj:













This and (A.7)–(A.9) imply (A.6). By making use of (A.5) and (A.6) we obtain
limz-N supyAK EyZ
2ðzÞ ¼ 0: Hence Lemma 2.3. &









A jxnj; x0 ¼ Y˜0;
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Hence Lemma 3.7. &
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