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We study collective excitations of cold (2 + 1)-dimensional fundamental matter living on a defect of 
the four-dimensional N = 4 super Yang–Mills theory in the Higgs branch. This system is realized 
holographically as a D3–D5 brane intersection, in which the D5-brane is treated as a probe with a non-
zero gauge ﬂux across the internal part of its worldvolume. We study the holographic zero sound mode 
in the collisionless regime at low temperature and ﬁnd a simple analytic result for its dispersion relation. 
We also ﬁnd the diffusion constant of the system in the hydrodynamic regime at higher temperature. 
In both cases we study the dependence on the ﬂux parameter which determines the amount of Higgs 
symmetry breaking. We also discuss the anyonization of this construction.
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.
1. Introduction
The gauge/gravity holographic duality has been recently employed to study compressible states of cold matter [1–4]. In these studies 
the intersection of two different types of branes (Dp and Dq with q ≥ p) is considered. The higher dimensional Dq-branes are treated 
as probes in the gravitational background generated by the lower dimensional Dp-branes. On the ﬁeld theory side the probe branes add 
hypermultiplets in the fundamental representation of the gauge group [5]. These matter ﬁelds live generically in a defect of the unﬂavored 
theory. The probe approximation corresponds to the quenched approximation on the ﬁeld theory side (see [6] for a unifying formalism of 
the different brane intersections and for a complete list of references).
In the brane setup the non-zero charge density needed to have a compressible state is generated by turning on a worldvolume gauge 
ﬁeld [7]. The dominant collective excitation of these systems at suﬃciently low temperatures is a sound mode (the holographic zero 
sound [1]). At high enough temperature thermal effects dominate over quantum effects and the system enters a hydrodynamic regime in 
which a diffusion mode dominates. These two regimes are connected by a collisionless/hydrodynamic crossover transition.
In this paper we will consider the intersection of D3- and D5-branes, according to the array:
0 1 2 3 4 5 6 7 8 9
D3 : × × × × _ _ _ _ _ _
D5 : × × × _ × × × _ _ _
This D3–D5 system is dual [8] to a defect theory in which N = 4, d = 4 super Yang–Mills theory in the bulk is coupled to N = 4, d = 3
fundamental hypermultiplets localized at the defect [9,10]. We will restrict ourselves to the conﬁguration in which the D3- and D5-branes 
are not separated in 789 directions, which corresponds to having massless hypermultiplet ﬁelds.
Turning on a ﬂux of the worldvolume gauge ﬁeld along the internal directions 456, one realizes the Higgs branch of the theory [11], 
in which some components of the fundamental hypermultiplets acquire a non-vanishing vacuum expectation value. The worldvolume ﬂux 
induces a bending of the D5-brane along the 3 direction. As shown in [11] one can then regard the probe D5-brane as a bound state of 
D3-branes or, equivalently, one can interpret that some of the D3-branes end on a D5-brane and recombine with it. The (2 +1)-dimensional 
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rank as one crosses the wall is proportional to the worldvolume ﬂux).
In this paper we study the collective behavior of cold matter conﬁned to the defect, when the system is in the Higgs branch. The 
ﬁrst step in our analysis will be determining the precise conﬁguration of the probe which represents the system at non-zero chemical 
potential, temperature T , and magnetic ﬁeld B (the T = B = 0 case was studied in [12]). We will then study the spectrum of excitations 
and we will determine the dispersion relation of the zero sound mode at T = 0. We will ﬁnd a simple analytical expression for the speed 
of zero sound as a function of the ﬂux. Moreover, since the intersection is (2 +1)-dimensional, we can consider mixed Dirichlet–Neumann 
boundary conditions in the UV, which corresponds to performing an alternative quantization [13] and thus the charge carriers become 
anyons. In the presence of the magnetic ﬁeld the spectrum of the zero sound mode is generically gapped although, as in [6], one can 
adjust the anyon parameter to some critical value such that the resulting spectrum is gapless. We will also study the system at non-zero 
temperature and we will ﬁnd the corresponding diffusion constant.
The rest of this paper is organized as follows. In Section 2 we determine precisely our brane conﬁguration. The ﬂuctuations of the 
D5-brane probe will be analyzed in Section 3. In Section 4 we obtain the spectrum of the zero sound. Section 5 is devoted to the 
calculation of the diffusion constant. Finally, in Section 6 we summarize our results and discuss some extensions of our work.
2. The brane setup
Let us consider the supergravity solution corresponding to a stack of N D3-branes at non-zero temperature. The corresponding near-
horizon geometry is a black hole in AdS5 × S5, whose metric is:
ds210 =
r2
R2
(
− f dt2 + dx2
)
+ R
2
r2
(dr2
f
+ r2d25
)
, (2.1)
where x = (x, y, z), R4 = 4π gsNα′ 2 is the AdS5 radius and the blackening factor
f (r) = 1− r
4
h
r4
. (2.2)
In (2.2) rh is the horizon radius, related to the black hole temperature T as rh = π T . The D3-brane background is endowed with a 
Ramond–Ramond ﬁve-form F (5) , whose potential will be denoted by C (4) . The component of C (4) along the Minkowski coordinates is 
given by:
[
C (4)
]
t,x =
r4
R4
. (2.3)
Let us now embed a D5-brane probe in the geometry (2.1) in such a way that it is extended along (x, y, r) and wraps a maximal S2 ⊂ S5
(parameterized by two angles θ and ϕ). If the D5-brane is bent along the third Cartesian coordinate z = z(r), the induced metric on the 
worldvolume of the D5-brane is:
ds26 = r2[− f dt2 + dx2 + dy2] +
[ 1
r2 f
+ r2 z′ 2
]
dr2 + dθ2 + sin2 θ dϕ2 , (2.4)
where we have taken units in which the AdS5 radius R = 1. We switch on a worldvolume gauge ﬁeld given by:
F = A′t dr ∧ dt + B dx∧ dy + q sin θ dθ ∧ dϕ , (2.5)
with q being a constant (the amount of ﬂux).1 As usual, the r t component of F in (2.5) is required in order to have a non-vanishing charge 
density. The action of a D5-brane probe in the background geometry is given by the sum of the Dirac–Born–Infeld (DBI) and Wess–Zumino 
(WZ) terms:
SD5 = − T5
∫
d6ξ
√−det(g + F ) + T5
∫
d6ξ Cˆ (4) ∧ F , (2.6)
where T5 is the tension of the D5-brane and g is the induced metric on the worldvolume. The DBI determinant for our ansatz is:√−det(g + F ) =√r4 + B2√1+ r4 f z′ 2 − A′ 2t
√
1+ q2 sin θ , (2.7)
while the WZ Lagrangian density is given by:
LWZ = T5 Cˆ4 ∧ F = T5 q r4 z′ sin θ dt ∧ dx∧ dy ∧ dr ∧ dθ ∧ dϕ . (2.8)
Therefore, after integrating over the angular variables, the total Lagrangian density becomes:
L= 4π T5
[
−
√
r4 + B2
√
1+ r4 f z′ 2 − A′ 2t
√
1+ q2 + q r4 z′
]
. (2.9)
The equation of motion for At leads to:
1 The ﬂux number q must satisfy the following quantization condition, q = πα′k, with k ∈ Z (see, for example, [11]). However, in units in which R = 1, the Regge slope is 
α′ = 1√4πNgs . Accordingly, we will consider q as a continuous parameter.
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r4 + B2 A′t√
1+ r4 f z′ 2 − A′ 2t
√
1+ q2 = d , (2.10)
where d is a constant proportional to the charge density. From this equation we get A′t as a function of z′:
A′t =
d
√
1+ r4 f z′ 2√
d2 + (1+ q2) (r4 + B2) . (2.11)
The equation of motion for z leads to the equation:
−
√
r4 + B2 r
4 f z′√
1+ r4 f z′ 2 − A′ 2t
√
1+ q2 + q r4 = cz , (2.12)
where cz is a constant of integration. By imposing regularity at the horizon of the embedding function z(r) [14], yields cz = q r4h . It is then 
possible to use (2.11) and (2.12) to obtain A′t and z′ as functions of the coordinate r:
A′t =
d√
r4 + d2 + q2 r4h + (1+ q2) B2
, z′ = q√
r4 + d2 + q2 r4h + (1+ q2) B2
. (2.13)
In what follows it is convenient to express the different results in terms of the chemical potential μ at T = B = 0, which is given by:
μ = At(r = ∞) =
∞∫
0
dr A′t(r)
∣∣
T=B=0 =
4
( 5
4
)2
√
π
d
1
2 . (2.14)
3. Fluctuations
Let us allow ﬂuctuations of the gauge ﬁeld along the Minkowski directions of the intersection, in the form:
A = A(0) + a(r, xμ) , (3.1)
where A(0) is the gauge potential for the ﬁeld strength (2.5) and a(r, xμ) = aν(r, xμ) dxν is a ﬂuctuation. The total gauge ﬁeld strength is:
Fab = F (0)ab + fab , (3.2)
with F (0) = dA(0) is the two-form written in (2.5). In order to write the Lagrangian for the ﬂuctuations at second order, let us split the 
inverse of the matrix g(0) + F (0) as:(
g(0) + F (0)
)−1 = G−1 +J , (3.3)
where G−1 is the symmetric part and J is the antisymmetric part (G is the so-called open string metric). Then, the Lagrangian density 
for the ﬂuctuations is:
L ∼ r
4 + B2√
r4 + d2 + q2 r4h + (1+ q2) B2
(
Gac Gbd −J ac J bd + 1
2
J cd J ab
)
fcd fab , (3.4)
where the Latin indices take values in a, b, c ∈ {t, x, y, r}. Notice that we are choosing a gauge in which ar = 0. The equation of motion for 
ad derived from (3.4) is:
∂c
[
r4 + B2√
r4 + d2 + q2 r4h + (1+ q2) B2
(
Gca Gdb −J caJ db + 1
2
J cd J ab
)
fab
]
= 0 . (3.5)
Let us write these equations in the case in which the ﬂuctuation ﬁelds aν only depend on the coordinates r, t , and x. We ﬁrst Fourier 
transform the gauge ﬁeld to momentum space as:
aν(r, t, x) =
∫
dωdk
(2π)2
aν(r,ω,k) e
−iωt+ikx . (3.6)
In what follows it will be understood that the gauge ﬁeld is written in momentum space. Moreover, we deﬁne the electric ﬁeld E as the 
gauge-invariant combination:
E = kat + ωax . (3.7)
The equations of motion reduce to a set of two coupled equations for E and the transverse gauge ﬁeld ﬂuctuation ay . The equation for 
the ﬂuctuation of the electric ﬁeld E is given by:
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[
r4 f
r4 + B2
√
r4 + d2 + q2 r4h + (1+ q2) B2
(
d2 + (1+ q2) (r4 + B2)
)
(1+ q2)(ω2 − f k2)r4 + [(1+ q2) B2 + d2]ω2
]
E ′
+ 1
r4 f 2
(1+ q2)(ω2 − f k2)r4 + [(1+ q2) B2 + d2]ω2
r4 + d2 + q2 r4h + (1+ q2) B2
E
= − 4iBd
r (r4 + B2) f
(1+ q2)(ω2 − f k2)r4 + [(1+ q2) B2 + d2]ω2√
r4 + d2 + q2 r4h + (1+ q2) B2
(
d2 + (1+ q2) (r4 + B2)
) ay . (3.8)
The equation for the transverse ﬂuctuation is:
a′′y + ∂r log
[
r4 f
r4 + B2
√
r4 + d2 + q2 r4h + (1+ q2) B2
]
a′y +
1
r4 f 2
(1+ q2)(ω2 − f k2)r4 + [(1+ q2) B2 + d2]ω2
r4 + d2 + q2 r4h + (1+ q2) B2
ay
= 4iBd
r (r4 + B2) f
E√
r4 + d2 + q2 r4h + (1+ q2) B2
. (3.9)
Let us now see how one can eliminate the dependence of rh on the equations of motion by performing appropriate rescalings. First of 
all, we deﬁne a new radial variable rˆ = r/rh . Then, one can check that rh is eliminated from (3.8) and (3.9) by deﬁning the new rescaled 
(hatted) quantities as:
ωˆ = ω
rh
, kˆ = k
rh
, dˆ = d
r2h
, Bˆ = B
r2h
. (3.10)
The resulting equations are obtained from (3.8) and (3.9) by taking rh = 1 and substituting all quantities by their hatted counterparts. 
Hatted variables are utilized in the numerical integration of eqs. (3.8) and (3.9).
4. Zero sound
Let us now study the system at zero temperature. First we study the equations of motion (3.8) and (3.9) near the Poincaré horizon 
r = 0. Assuming that B is small (B ∼ r4), the equations of E and ay are given by the coupled system:
E ′′ + 4 B
2
r(r4 + B2) E
′ + ω
2
r4
E = − 4i Bω
2
r(r4 + B2) ay
a′′y +
4 B2
r(r4 + B2) a
′
y +
ω2
r4
ay = 4i B
r(r4 + B2) E . (4.1)
This is the same system as in the D3–D5 case with zero ﬂux of [4]. We can readily write its solution in matrix form as:(
E
ay
)
= e iωr
(
r
(
1− iωr
) B
ω
i
ω
(
1− iωr
) B
ω
i
ω r
) (
c1
c2
)
, (4.2)
where c1 and c2 are integration constants and we have imposed infalling boundary conditions at the horizon. Next we take the limit of 
low frequency and momentum in such a way that ω ∼ k ∼O(). For small ω the solution (4.2) can be written as:(
E
ay
)
=
(
r + iω Bω
iB
ω2
i
ω (r + iω)
) (
c1
c2
)
. (4.3)
We now take the low frequency limit ﬁrst. One can verify that the equations decouple in this limit. Actually, the equation for E becomes:
E ′′ + ∂r log
√
r4 + d2 [d2 + (1+ q2) r4]
(1+ q2)(ω2 − k2)r4 + ω2 d2 E
′ = 0 . (4.4)
This equation can be readily integrated as:
E(r) = E(0) − cE
∞∫
r
dρ
(1+ q2)(ω2 − k2)ρ4 + ω2 d2√
ρ4 + d2 [d2 + (1+ q2)ρ4] , (4.5)
where E(0) = E(r → ∞). Actually, if we deﬁne the integrals:
K1(r) =
∞∫
r
ρ4√
ρ4 + d2 [d2 + (1+ q2)ρ4] dρ
K2(r) =
∞∫
dρ√
ρ4 + d2 [d2 + (1+ q2)ρ4] , (4.6)r
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E(r) = E(0) − cE
[
(1+ q2)(ω2 − k2)K1(r) + ω2 d2K2(r)
]
. (4.7)
Let us now expand this result near the horizon. We ﬁrst expand the integrals K1(r) and K2(r) near r = 0 as:
K1(r) = K¯1 +O(r2) , K2(r) = K¯2 − r
d3
+O(r2) , (4.8)
where K¯1 = K1(r = 0) and K¯2 = K2(r = 0). It is interesting to notice that the quantities K¯1 and K¯2 are not independent. Indeed, they 
satisfy the relation:
(1+ q2)K¯1 + d2 K¯2 =
∞∫
0
dρ√
ρ4 + d2 =
μ
d
. (4.9)
Moreover, if we deﬁne the ﬂux function F(q) as:
F(q) ≡ 2d
μ
(1+ q2) K¯1 = (1+ q2) F
(
1,
5
4
; 3
2
;−q2
)
, (4.10)
then, near r = 0 we can write E(r) as:
E = cE ω
2
d
r + E(0) − cE
d
[
μω2 − μ
2
F(q)k2
]
. (4.11)
It is worth stressing that the whole effect of the ﬂux in (4.11) is equivalent to multiplying k2 by the ﬂux function F(q).
The equation for ay for low frequency is:
a′′y + ∂r log
(
r4 + d2
) 1
2
a′y = 0 . (4.12)
This equation can be integrated twice to give:
ay(r) = a(0)y − cy
∞∫
r
dρ
(ρ4 + d2) 12
= a(0)y − cyr F
( 1
2
,
1
4
; 5
4
;−d
2
r4
)
, (4.13)
with a(0)y = ay(r → ∞). For small r the previous solution becomes:
ay(r) ≈ a(0)y − cy μd + cy
r
d
. (4.14)
Let us now match the two expressions we have found for E and ay in this double low frequency and near-horizon limit (eqs. (4.3), (4.11), 
and (4.14)). Looking at the terms linear in r we get ﬁnd relations between the constants c1, c2, cE , and cy :
c1 = ω
2
d
cE , c2 = −iω
d
cy . (4.15)
The identiﬁcation of the constant terms yields the following matrix relation(
E(0)
a(0)y
)
=
(
i ω
3
d + μd ω2 − μ2d F(q)k2 −i Bd
iB
d
iω
d + μd
) (
cE
cy
)
. (4.16)
Let us now require that our ﬂuctuation modes satisfy the following mixed Dirichlet–Neumann boundary conditions at the UV [15,16]:
lim
r→∞
[
n r2 fr μ − 1
2
μαβ f
αβ
]= 0 , (4.17)
with n being some constant (the Dirichlet boundary conditions correspond to taking n = 0). As in the case with q = 0, these conditions 
are equivalent to:
lim
r→∞ E = −i n limr→∞
[
r2 a′y
]
, lim
r→∞ ay = i
n
ω2 − k2 limr→∞
[
r2 E ′
]
. (4.18)
The quantities on the left-hand side of (4.18) are the UV values E(0) and a(0)y . In order to obtain the values of the right-hand side of the 
two conditions in (4.18), notice that the radial derivatives of E and ay can be obtained from their low-frequency values (4.5) and (4.13):
∂E
∂r
∣∣∣
r→∞ ≈ (ω
2 − k2) cE r−2 , ∂ay
∂r
∣∣∣
r→∞ ≈ cy r
−2 . (4.19)
From these expressions we can recast the boundary conditions (4.17) as relations between the constants E(0) , a(0)y , cE , and cy . Indeed, let 
us deﬁne E(0)n and a
(0)
y,n as:
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(top-down). (Right) The dispersions for the anyon ﬂuid at criticality n = ncrit with increasing ﬂux q = 0, 1, 2 (bottom-up). Both ﬁgures are done at dˆ = 106, Bˆ = 3 · 103. (For 
interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
E(0)n ≡ E(0) + i n cy , a(0)y,n = a(0)y − i n cE . (4.20)
Then, (4.18) is equivalent to the conditions:
E(0)n = a(0)y,n = 0 . (4.21)
Moreover, combining (4.16) and (4.20) we conclude that E(0)n and a
(0)
y,n are related to the constants cE and cy by the following matrix 
equation:
(
E(0)n
a(0)y,n
)
=
(
i ω
3
d + μd ω2 − μ2d F(q)k2 −i Bd + in
iB
d − in iωd + μd
) (
cE
cy
)
. (4.22)
Furthermore, the non-trivial fulﬁllment of the condition (4.21) is equivalent to the vanishing of the determinant of the matrix in (4.22), 
which determines the dispersion relation satisﬁed by ω and k for the zero sound modes:
ω4 − 2iμω3 + i μ
2
F(q)ωk2 − μ2 ω2 + μ
2
2
F(q)k2 + (B − nd)2 = 0 . (4.23)
Notice that the effect of the ﬂux in (4.23) is encoded in the substitution k2 →F(q) k2. Let us now solve (4.23) for ω as a function of k for 
small values of (ω, k). At leading order ω is real and given by:
ω2 = 1+ q
2
2
F
(
1,
5
4
; 3
2
;−q2
)
k2 + (B − nd)
2
μ2
. (4.24)
It follows from the last term in (4.24) that the spectrum is generically gapped for non-vanishing B and n. However, it can be made gapless 
by adjusting the alternative quantization parameter n to the critical value ncrit = B/d. This fact is illustrated in Fig. 1, where we compare 
the numerical results to our analytic formula (4.24). Moreover, from the coeﬃcient of the momentum in the right-hand side of (4.24) we 
can extract the dependence of the speed of zero sound u0 on the ﬂux q. Indeed, by analyzing the behavior of the ﬂux function (4.10), it is 
easy to conclude that u0 = ±1/
√
2 when q = 0, whereas it approaches the maximal possible value u0 = ±1 as q → ∞. Moreover, solving 
(4.23) for ω at next-to-leading order, we ﬁnd the attenuation of the zero sound:
Imω = − 1
μ
[1+ q2
4
F
(
1,
5
4
; 3
2
;−q2
)
k2 + (B − nd)
2
μ2
]
. (4.25)
In Fig. 2 we compare the analytic results Reω and Imω with the numerics with varying ﬂux q and ﬁnd very good agreement.
5. Diffusion constant
Let us now consider the ﬂuxed D3–D5 system at non-zero temperature. First, we analyze the equations of the ﬂuctuations near the 
horizon r = rh . It is easy to verify that the equations decouple in this limit and that the equation for E near r = rh takes the form:
E ′′ +
( 1
r − rh + c1
)
E ′ +
( A
(r − rh)2 +
c2
r − rh
)
E = 0 , (5.1)
where rh , A, c1, and c2 are constants. Equation (5.1) can then be solved in a Frobenius series around r = rh . After this near-horizon 
expansion we perform a low frequency expansion by considering k ∼O(), ω ∼O(2). The coeﬃcients A, c1, and c2 at leading order in 
 are:
G. Itsios et al. / Physics Letters B 747 (2015) 229–237 235Fig. 2. We display the dispersions of the lowest quasinormal mode at low temperature (zero sound) as functions of ﬂux q. The analytic formulas (4.24) and (4.25) (blue 
curves) match extremely well with numerics (red points) for the real and imaginary parts of the frequency ωˆ, respectively, as long as the temperature is kept small enough; 
we use dˆ = 106 and kˆ = 10 with Bˆ = n = 0. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
A = ω
2
16 r2h
c1 = 4(1+ q2) r
3
h
d2 + (1+ q2)(r4h + B2)
k2
ω2
+ . . .
c2 = −1+ q
2
4
rh
d2 + (1+ q2)(r4h + B2)
k2 + . . . . (5.2)
It can be checked that near r = rh , at leading order in  , the electric ﬁeld E(r) can be approximated as:
E ≈ Enh
[
1+ β(r − rh)
]
, (5.3)
where Enh is the value of E at the horizon and β is a constant coeﬃcient given by:
β = i k
2
ω
(1+ q2) r
2
h
d2 + (1+ q2) (r4h + B2)
. (5.4)
We now perform the limits in opposite order. For low frequency, the equation of motion for E can be written as:
E ′′ − ∂r log
[
r4 + B2√
r4 + d2 + q2 r4h + (1+ q2) B2
(
d2 + (1+ q2) (r4 + B2)
)
]
E ′ = 0 . (5.5)
This equation can be integrated as:
E(r) = E(0) + cE I(r) , (5.6)
where E(0) is the UV value of E , cE is an integration constant, and I(r) is the integral:
I(r) =
∞∫
r
dρ
ρ4 + B2√
ρ4 + d2 + q2 r4h + (1+ q2) B2
(
d2 + (1+ q2) (ρ4 + B2)
) . (5.7)
We now expand E(r) in (5.6) near the horizon:
E(r) = E(0) + cE I(rh) −
(r4h + B2) cE[
d2 + (1+ q2) (r4h + B2)
] 3
2
(r − rh) + . . . . (5.8)
Let us now compare (5.3) and (5.8). From the comparison of the constant terms we arrive at:
E(0) = Enh − cE I(rh) , (5.9)
while matching the linear terms yields:
cE = −β
[
d2 + (1+ q2) (r4h + B2)
] 3
2
r4 + B2 Enh = −i
k2
ω
(1+ q2) r
2
h
r4 + B2
[
d2 + (1+ q2) (r4h + B2)
] 1
2 Enh . (5.10)h h
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different curves correspond to varying magnetic ﬁeld strength Bˆ = 0, 1, 2 (top-down) with dˆ = 106. (For interpretation of the references to color in this ﬁgure legend, the 
reader is referred to the web version of this article.)
Thus, we can write E(0) as:
E(0) = Enh
[
1+ i k
2
ω
(1+ q2) r2h
r4h + B2
[
d2 + (r4h + B2) (1+ q2)
] 1
2 I(rh)
]
. (5.11)
From the condition E(0) = 0 we get a dispersion relation of the type ω = −iDk2, with the diffusion constant D:
D = (1+ q2) r
2
h
r4h + B2
√
d2 + (r4h + B2) (1+ q2) I(rh) . (5.12)
In terms of the hatted variables deﬁned in (3.10), the diffusive dispersion relation can be written as:
ωˆ = −i Dˆ kˆ2 , (5.13)
with the rescaled diffusion constant Dˆ deﬁned as Dˆ = rh D = π T D . It is immediate from (5.12) to get the value of Dˆ:
Dˆ = (1+ q2)
√
dˆ2 + (1+ Bˆ2)(1+ q2)
1+ Bˆ2 J (dˆ, Bˆ,q) , (5.14)
where J (dˆ, Bˆ, q) is the integral
J (dˆ, Bˆ,q) =
∞∫
1
dx
x4 + Bˆ2√
x4 + dˆ2 + q2 + (1+ q2) Bˆ2 [dˆ2 + (x4 + Bˆ2)(1+ q2)] . (5.15)
In Fig. 3 we compare the numerical and analytical results for Dˆ as a function of q for different values of the magnetic ﬁeld Bˆ .
Let us study some limits of the formulas for the diffusion constant we have just found. First of all, it is interesting to point out that 
the integral J can be performed analytically when dˆ = 0. The resulting expression for Dˆ is:
Dˆ(dˆ = 0) =
√
1+ q2
1+ Bˆ2 F
(1
2
,
1
4
; 5
4
;−q2 − (1+ q2) Bˆ2
)
. (5.16)
As dˆ → 0 when T → ∞, the high temperature limit readily follows from (5.16):
lim
T→∞ Dˆ =
√
1+ q2 F (1
2
,
1
4
; 5
4
;−q2) . (5.17)
Thus, at large T the diffusion constant behaves as:
D ≈
√
1+ q2
π T
F
(1
2
,
1
4
; 5
4
;−q2) , T → ∞ . (5.18)
Interestingly, this last expression coincides with the one found in [17]. One can also study the opposite limit T → 0. We ﬁnd:
D ≈ μ
2
(1+ q2) (π T )2
(π T )4 + B2
(
d2
d2 + (1+ q2) B2
) 3
4
[
F
(
1,
5
4
; 3
2
;−q2
)
+ 2B
2
d2
]
, T → 0 . (5.19)
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In this paper we studied the collective excitations of cold holographic matter conﬁned to a (2 + 1)-dimensional defect of 4d
N = 4 super Yang–Mills theory in the Higgs branch. The string theory realization of the system is a D3–D5 intersection with ﬂux on 
the worldvolume of the D5-brane. We found a simple analytic expression for the dispersion relation of the zero sound as a function of the 
ﬂux (see eqs. (4.24) and (4.25)). The speed of zero sound and the attenuation grow monotonically as the ﬂux increases. We also studied 
the diffusion constant at higher temperatures.
Our work can be naturally extended along several directions. We could study other observables of the ﬂuxed D3–D5 system with 
general boundary conditions. Some of these observables are the AC and DC conductivities of the anyonic ﬂuid, as well as its diffusion 
constant. Moreover, we could easily extend our results to the general Dp–D(p + 2) intersections with ﬂux.
A more ambitious project could be to study collective excitations of the Higgs symmetry breaking even in more general holographic 
setups. One of such systems could be the D3–D7 intersection with an instanton on the D7-brane worldvolume. The explicit expression of 
this instanton at zero temperature and non-zero density has been found in [12]. Moreover, it was argued in [18] that this setup realizes 
holographically the color-ﬂavor locking phase of color superconductivity. The analysis of the collective excitations of this model is of 
obvious interest and we intend to address this problem in the near future.
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