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RANK STATISTICS FOR TWO-SAMPLE LOCATION AND 
SCALE PROBLEM FOR ROUNDED-OFF DATA 
DANA VORLÍČKOVÁ 
The contribution deals with the rank statistics for testing randomness in the case of two sam­
ples which may differ in location and scale simultaneously, and when observations are rounded-
off. The asymptotic properties of the vector of adapted linear rank statistics and of their quadratic 
forms are studied under the hypothesis and under the sequence of contiguous alternatives. 
1. INTRODUCTION 
To use a properly chosen rank statistic for testing the hypothesis of randomness 
against the alternative of two samples differing in location and scale simultaneously 
was proposed by several authors (see Goria, Vorlickova [1] for a review). In just 
mentioned paper the authors studied asymptotic properties of vectors and quadratic 
forms of linear rank statistics for two-sample problem when the underlying distribu­
tion is continuous. 
Discrete distributions have not location and scale parameters. We shall consider 
here the case of observations which are rounded-off, without loss of generality 
to integers. 
Let X1,...,Xm and Xm+1, ...,XN, N = m + n, be two independent random 
samples. Let I denote the set of integers. Suppose that 
?(Xi = k) = d(k,e1,e2)= J£J*(x,01,0a)d*, kei, (i) 
where 
h(x, 9lt 92) = e~
e2f(Q~02(x - 0j.)), - oo < x < oo , 
/ is a density with a finite Fisher information. Then, the hypothesis of randomness 
and the alternative of two samples differing in location and scale simultaneously, 
which in fact concerns the original observations before rounding off, can be expressed 
with the help of probability functions in the following way: 
N 
Ho:p(x1,...,xN)=Y\d(xi,O,0), xtel. i=l,...,N. (2) 
i = i 
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A: q(xu ..., xN) = fl d(xh 0_, 62) J ] d(xh 0, 0 ) , x\ e I , (3) 
/ = 1 i = ;«+ 1 ;-. • _ 
0! 4= 0 4= 02 , i = l, . . . ,N . 
With respect to the fact that observations are integervalued ties may occur. Let 
i 9 
jih tie contain tj observations, __] tj = T,, i = 1, ..., g, _? h — N. Then, the ordered 
y = i i = i 
sample consists of g groups of equal observations X(1) = ... = X(t]) < X{ti + 1) = ... 
... = x(Tl) < ... < x(Tg_1+1) = ... = X(N). 
If we define ranks as usually by 
Ri = Hho,^i-Xj), i=l,...,N, (4) 
we can see that all observations in the/Hi tie have the same rank R( = 7}, j = 1, ..., g. 
We shall use the method of averaged scores applied to linear rank statistics con-
structed for testing randomness against the alternative of two samples differing 
in location or scale, respectively, in the continuous case. v 
If a._, ..., aN are arbitrary constants used as scores in a linear rank statistic__]
 ciaRt 
N i = l 
the method of averaged scores leads to a statistic S = ]T c,a(R,-, t), where 
a(j,t) = (ljtk) f at, j= Tk._ + 1, ..., Tk, k=l,...,g, (5) 
i = Tk-!+l 
which depends on the vector of ties t = (tx, ..., tg). 
Let 
On ^ «i2 ^ ••• ^ a1N, (6) 
«2i = a2N __ a22 = a2,.v-i = ••• (
7) 
be two sequences of scores, otherwise arbitrary. Put 
m 
Sj = V - I flX-Ri. 0 , I - 1,2. (8) 
i = l 
iV 
Let us mention that S_, S2 are special types of statistic S = __] c-^R^ t) with c{ = 1, 
i = i 
i = 1, ..., m, ct = 0, i = m + 1, ...,N, and a, = a1(- or a{ = a2h respectively, 
i = 1, ...,N. 
2. ASYMPTOTIC DISTRIBUTION OF (S l5 S2) UNDER H0 
Now, we shall investigate the asymptotic behaviour of the vector (5i,S2)'which 
enables us to obtain a test statistic for testing H0 against A given by (2), (3), re-
spectively, with asymptotically ^-distribution. 
We assume that scores aki = akN(i), i = 1, ...,N, k = 1, 2, are generated by some 
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nonconstant square integrable functions cpk(u), 0 < u < 1, in such a way that 
lim JJ (flfcW(l + [«N]) - <pk(u))
2 du = 0 , k = 1, 2 , (9) 
N-»oo 
and inequalities in (6), (7), respectively, are satisfied. Let D be the distribution func-
tion corresponding to the probability function d(k, 0, 0) defined by (l). Put for 
J = ' 1.2 
M « ) - ^ y ^ J-3?-1) <Pj(u)du,ue(D(k - 1), D(k)] , kel. 
Denote 
^- = Jo <"/") d " » J = 1» 2 , 
- . « - Jo (?«>(«) - <Pi)2 d« , i - 1 ,2 , (10) 
A12 = A21 = j* 0 (<p1D(u) - (px) ((p2D(u) - <p2) du , 
5f--(-/-V)Ia„(/) , f - 1 , 2 . 
j=i 
Theorem 1. Let min (m, n) -> oo as N -*• oo and let (9) hold. Then, the vector 
with elements S1N, S2N defined by (8) is under H0 = H0JV asymptotically jointly 
normal with parameters (ma1N, ma2N)' and mn A/N, where J is a matrix with 
elements (10). 
Proof. It is necessary to prove that b^m + b2S2N is asymptotically univariate 
normal with parameters bxma1N + b2ma2N,(blA11 + b\A22 + 2b1b2A12) mnJN for 
all real bx, b2. However, bxSlN + b2S2N is a special case of the statistic Sc = 
= J/i^i' 0' W h e r e C'i = (Cli' C2i)> a(l» 0 = (--(*"' 0» a2(^ 0)'' T h e a S S e r t i ° n 
follows from Theorem 3.1 of [2], the assumptions of which are satisfied. • 
Remark. The matrix A with elements (10) depends on the underlying distribution 
function. For testing purposes it may be replaced by a matrix A with elements 
*i i = S («ift t) - at)
2l(N - 1) , 22 2 = £ (aa(i, 0 - a2)
2l(N - 1), 
i = l i = l 
N 
212 = A21 = X (fl^i, t) - flj) (fl2(L t) - a2)l(N - 1) . 
i = l 
We can see it following the pattern of Part 3 in [3]. 
Corollary. Under the assumption of Theorem 1 the quadratic form 
Q = (SIN ~ ma1N, S2N - ma2N) (mnAJN)'
1 (S1N - ma1N, S2N - ma2N)' 
(ID 
has under H0 asymptotically ^-distribution with 2 degrees of freedom. 
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3. ASYMPTOTIC DISTRIBUTION OF (SiN, S2N) UNDER ALTERNATIVES 
We shall study now the asymptotic behaviour of the vector (S1N, S2N)' under 
a sequence of contiguous alternatives for which an appropriate theory is available. 
For contiguity of a sequence of alternatives (3) we need some additional assumptions: 
(C) 0 = (0i, 02)' e 0, 0 is an open set, 0 3 (0, 0)' = 0 , 
d(x, 0) = (8/89, d(x, 0U 02), 8\8Q2 d(x, dx, 02))' = (dx(x, 0), d2(x, 0))' 
exists, is continuous in 0 l9 02 for every x el, 
information matrix 
1(0) -. E r
d(x^)d(Xte)'l w. th d ja e l e m e n t s j (0) exists 
V L d2(X, 0) J 
lim ljj(0) = Ijj(Q>) < oo, where ||*|| is Euclidian norm, 
lioil-o 
m = mN -> oo , n = nN -+ oo as N -> oo , 
e = eNG0, [\eN\\ -> o , as N -> oo, 
m||0||2 ^ 5 < oo , 
m0' 7(0) 0 - • jS2 < oo . 
The sequence of alternatives A^ given by q^ according to (3) is under (C) contiguous 
to the sequence of hypotheses H0N given by pN according to (2). It follows from [2], 
Theorem 4.1. 
Theorem 2. Let (9) and (C) hold. Then, the vector with elements S1N, S2N is under 
AN asymptotically jointly normal with expectations 
m*jN + ~ X - ^ [<*-(*> 0) 0! + d2(k, 0) 02] $%l 1} cpj(u) du, j = 1,2, 
N fc a(/c, 0) 
and variance matrix mnA/N, where d has elements (10). 
Proof. We proceed in the same way as in the proof of Theorem 1 using Theorem 
4.1 from [2] instead of Theorem 3.1. • 
Corollary. Under the assumptions of Theorem 2 the quadratic form (11) has 
asymptotically noncentral ^-distribution with 2 degrees of freedom. The parameter 
of noncentrality is given by the difference between asymptotical expectations under 
the alternative and the hypothesis. 
4. REMARKS TO THE ASYMPTOTIC DISTRIBUTION 
OF RANDOMIZED AND MIDRANK STATISTICS 
When ties are present also other methods of treatment of ties can be used. Random-
ization needs an additional sample from the uniform distribution over (0, 1). Order-
ing observations Xt + U; (or R,- + U£) instead of Xt, i = 1, ..., N, we obtain a vector 
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of ranks R*,..., R* which has the same properties as a vector of ranks in the conti-
nuous case so that for rank statistics depending on R* we receive nothing new. 
Moreover, the R*-tests are usually asymptotically less powerful then averaged-
scores tests (see [3], Part 5). 
We meet another situation when midranks are used. In this case we work with 
midranks Rt = K ^ - i + 1 + ->)>
 i f Ri = Tj> J = U-••• 9, t = 1, . -,-V, and with 
statistics 
m 
Sj = £ aJ(Ri) , j = 1,2. 
It can be expected that (Su S2)' behaves similarly as the vector of the corresponding 
averaged-scores statistics, however, the assumptions have to be modified slightly. 
Scores aj(i) are generated by nonconstant functions <pj, j = 1,2, which are continuous 
in points i(D(/c - 1) + D(k)), kel, a,-(i(l + [2uN])) -+ <pj(u), 0 < u < 1, as it 
can be deduced from [4]. The role of functions <pjD(u) would be played by functions 
<pjm(u),j = 1, 2, where 
<pjm(u) = cpj(i(D(k - 1) + D(k))), u e(D(k - 1), D(kJ] , kel. 
(Received June 4, 1990.) 
R E F E R E N C E S 
[1] M. N. Goria and D. Vorlickova: On the asymptotic properties of rank statistics for the 
two-sample location and scale problem. Apl. mat. 30 (1985), 425—434. 
[2] A. R. Padmanabhan and M. L. Puri: Theory of nonparametric statistics for rounded-off 
data with applications. Statistics (Math. Operationsforsch. Statist. Ser. Statist.) 14 (1983), 
301-349. 
[3] D. Vorlickova: Asymptotic properties of rank tests under discrete distributions. Z. Warsch. 
verw. Geb. 14 (1970), 275-289. 
[4] W. 3. Conover: Rank tests for one sample, two samples and k samples without the assumption 
of a continuous distribution function. Ann. Statist. 1 (1973), 1105—1125. 
RNDr. Dana Vorlickova, CSc, katedra pravdepodobnosti a matematicke statistiky matema-
ticko-fyzikdlni fakulty Univerzity Karlovy {Department of Probability and Statistics, Faculty 
of Mathematics and Physics— Charles University), Sokolovskd 83, 186 00 Praha 8. Czecho-
slovakia. 
124 
