This article describes the implementation and use of PHOTON, a high-level Python API designed to simplify and accelerate the process of machine learning model development. It enables designing both basic and advanced machine learning pipeline architectures and automatizes the repetitive training, optimization and evaluation workflow. PHOTON offers easy access to established machine learning toolboxes as well as the possibility to integrate custom algorithms and solutions for any part of the model construction and evaluation process. By adding a layer of abstraction incorporating current best practices it offers an easy-to-use, flexible approach to implementing fast, reproducible, and unbiased machine learning solutions. * *These authors contributed equally.
Introduction
The interest in machine learning (ML) has grown exponentially in recent years and a rapidly increasing number of applications in all areas of science and industry showcase its potential. While the field progresses with breathtaking speed, the basic workflow to construct, optimize and evaluate a machine learning model has remained virtually unchanged. Data science experts systematically search for the best combination of data processing steps, learning algorithms and their respective hyperparameters based on unbiased performance estimates.
Diverse software packages and toolboxes arose supporting nearly any aspect of the model construction and evaluation procedure, providing users with a wide array of data processing methods, learning algorithms, hyperparameter optimization strategies, cross-validation schemes, performance metrics and other helpful tools. While in general this diversity of high-quality implementations enables the construction of use-case-tailored, sophisticated and capable solutions, in practice, it also leads to users facing numerous, reoccurring obstacles. First, algorithms and tools required for a particular use case are regularly spread across different toolboxes, requiring users to manually integrate code, learn different toolbox-specific syntaxes and consecutively re-adjust the data to the respective data representation needed in a particular processing step. Second, the typical machine learning workflow including hyperparameter optimization and model performance evaluation -an essential aspect of ML model development -must be properly implemented. Especially when integrating code stemming from different coding paradigms and toolboxes, this is a time-consuming, error-prone task. Third, more advanced ML pipeline features such as handling multiple data-streams or addressing class imbalance are either not supported or cannot be used flexible across toolboxes. Finally, model sharing and thus external model validation are hampered by the lack of a standardized format for saving, loading and predicting from pre-trained and optimized pipeline architectures comprising elements from different toolboxes.
As a result, users still spent a significant amount of their time (re-)implementing boilerplate code which runs typical, reoccurring ML analysis workflows and integrates the necessary algorithms from the plethora of diverse toolboxes. This is especially cumbersome in contexts in which rapid design iterations and evaluation of novel analysis pipelines are the norm rather than the exception. Moreover, the problem is aggravated by the lack of coding experience and uncertainties regarding ML best-practices, as is often the case in applied data science contexts (e.g. in many the life sciences).
Against this backdrop, we introduce PHOTON, a high-level Python Application Programming Interface (API), which offers an easy-to-use and flexible approach to implementing fast, reproducible, and unbiased machine learning models in accordance with current best practices. PHOTON is based on three conceptual ideas:
Design. We conceptualize the entire Machine Learning pipeline as a series of building blocks, i.e. processing steps or learning algorithms, which can be selected and combined from a variety of choices. This enables the user to focus on crafting use-case optimized processing and learning sequences. PHOTON builds on an object structure that is optimized for easy and fast declaration of processing steps and data streams. Additionally, PHOTON introduces flow control elements encapsulating one or more processing steps or learning algorithms in parallel data streams, joined by either an AND or an OR operation. Furthermore, PHOTON adds advanced pipeline functionality to existing toolboxes: For one, the PHOTON pipeline is capable of handling dynamic changes in the training set structure and quantity on both the feature matrix and the target vector as needed e. g. for the application of over-and undersampling or data augmentation techniques. In addition, the PHOTON pipeline is capable of streaming supplementary data such as covariates or additional group labels through the sequence of building blocks. This data, which is useful e.g. for sample stratification, clustering or confounder removal, is accessible at any point in the pipeline.
Automation. PHOTON automates the repetitive workflow of supervised machine learning comprising model training and evaluation, hyperparameter optimization, and (nested cross-) validation. Cross-validation schemes, hyperparameter optimization strategies, and performance metrics can be selected from a range of pre-existing options or customly built. Importantly, PHOTON introduces a standardized format for saving, loading and distributing optimized and trained pipeline architectures. PHOTON thus supports convenient model sharing and enables external model validation even for non-expert users. Finally, results of training, optimization, and evaluation are accessible via an interactive, browser-based graphical interface called PHOTON Investigator.
Integration. PHOTON is built modular, so that it is capable of integrating established solutions from existing ML toolboxes and easily extendable to meet user-specific requirements. It offers simple access to a variety of established machine learning toolboxes enabling the user to rapidly design, train, and evaluate pipelines based on a wide range of state-of-the-art algorithm implementations. These pre-registered data processing methods, learning algorithms, hyperparameter optimization strategies, performance metrics, etc. can be used without knowing the syntax of the underlying toolboxes. In addition, custom solutions can be integrated anywhere in the workflow, from model construction to model evaluation. PHOTON is capable to accommodate any custom tailored data processing or learning algorithm at any position within the PHOTON pipeline complying to the scikit-learn interface for data processing methods and learning algorithms [1] . In addition, interfaces for training, optimization and evaluation allow the user to integrate custom hyperparameter optimization strategies, performance metrics or cross-validation schemes.
In the following, we will consider PHOTON in the field of existing machine learning libraries, outline the structure of the framework and highlight current functionalities, provide an example-based introduction to PHOTON's usage and capabilities, and finally discuss current challenges and future developments.
Comparison With Existing Software
With Python as the programming language of choice in the domain of Machine Learning today, several open-source toolboxes exist which implement ML algorithms and utility functions. As one of the most prominent, scikit-learn [2] covers a very broad range of algorithms from regression and classification to clustering and preprocessing methods as well as model selection helper functions. It has established the de-facto standard interface for data-processing and learning algorithms. In addition, it introduces the concept of building analyses using pipelines, which successively apply a list of processing methods (referred to as transformers) and a final learning algorithm (called estimator) to the data. Scikit-learn offers a nested cross-validated grid-search as well as random grid-search function for hyperparameter optimization and performance evaluation. With regard to hyperparameter optimization, scikit-optimize implements a Bayesian hyperparameter optimization strategy which can be combined with algorithms from scikit-learn. Other libraries such as imbalanced-learn [3] offer functionality to handle imbalanced datasets by providing numerous overor undersampling methods.
In the domain of (Deep) Neural Networks, Google's open-source library Tensorflow [4] allows users to design and train neural networks from scratch. It offers implementations for a wide range of elements, including several node types, layers, optimizers, helper functions and pretrained network architectures. Keras [5] , as the official high-level In the field of auto-ml -which seeks to automatically find the best model architecture and hyperparameter settings for a given dataset -libraries such as auto-sklearn, TPOT, AutoWeka and others optimize a specific set of data-preprocessing methods and learning algorithms. While auto-sklearn employs a Bayesian approach called Sequential Model-Based Optimization for General Algorithm Configuration (SMAC) [9] , auto-keras [10] and Google's AutoML design neural network architectures and optimize hyperparameters for a given task using the Neural Architecture Search algorithm [11, 12] . While very intriguing, these libraries aim at full automation -neglecting the need for custom-tailored pipelines and automatization approaches, thereby foregoing the opportunity to incorporate both modality specific algorithms and high-level domain knowledge in the model architecture search.
In contrast, the aim of the PHOTON framework is to provide a high-level API which simplifies model design and automates model training, hyperparameter optimization, and evaluation while based on existing as well as custom solutions in each step of the workflow. To this end, PHOTON establishes both a unified workflow as well as transparent interfaces which allow it to integrate algorithms, hyperparameter optimization strategies, and other utility functions within a unified workflow. In addition, PHOTON provides custom-built high-level pipeline functionalities to manipulate the dataflow as well as a multitude of convenience functions. Table 1 lists PHOTON's core features and their origin. In the following, we will describe each feature and its implementation in more detail.
Methods
The PHOTON framework provides functionality to structure, simplify and automate the ML workflow. To this end, we implemented several classes for designing, training, optimizing, and evaluating ML analysis pipelines. There are two main components that allow the user to design a machine learning pipeline: The Hyperpipe class -as the administrative core unit, and the PipelineElement class -representing a particular algorithm embedded in the sequence of processing steps.
In addition, we added control elements that enable more sophisticated pipeline architectures such as parallel sub-streams (PHOTON Branches) which can be joined by either an AND-(PHOTON Stack) or an OR-operation (PHOTON Switch). Finally, the PHOTON pipeline handles the data stream in the sequence of processing steps, offers caching and is utilized by the Hyperpipe to train the pipeline and request predictions for performance evaluation. Next, we will describe each element in more detail before illustrating usage and syntax of each class in the Examples section below.
Basic Elements
The Hyperpipe. The Hyperpipe class is the core of the ML workflow in PHOTON. The Hyperpipe -short for hyperparameter optimization pipeline -provides the scaffolding for adding and arranging the sequence of processing steps and learning algorithms, monitors and controls the training and test procedure, communicates with the hyperparameter optimization strategy, guides the hyperparameter optimization process, evaluates performance, and coordinates the logging of all results (see listing ?? in the appendix). In addition, the Hyperpipe generates a final model, serialized in a standardized format, consisting of the custom pipeline trained with the best performing hyperparameter configuration.
The PipelineElement . As constituents of the Hyperpipe, PipelineElements determine the specific algorithms applied to the input data. This can either be a data processing algorithm, in reference to the scikit-learn interface also called transformer, or a learning algorithm, also referred to as estimator. By selecting and arranging PipelineElements, the user designs the ML pipeline. To facilitate this process, the PipelineElement class implements several helpful features. First, it enables easy access to various pre-implemented methods and algorithms: With an internal registration system that instantiates class objects from a string literal, it avoids the need to manually import and access the different algorithms from the respective toolboxes. The user can access a specific transformer or estimator by a string-encoded key which is internally mapped to an algorithm imported from the respective toolbox (e.g. scikit-learn, Tensorflow/Keras etc.) or any custom element registered by the user. If, for example, the user would like to utilize scikit-learn's implementation of the support vector machine (SVC) [17] for classification, he/she can access it by simply adding a PipelineElement with the name SVC to the Hyperpipe. Internally the object is automatically imported and instantiated. Secondly, the PipelineElement also provides an expressive syntax for the specification of the algorithms' hyperparameters and their dimensions (see Hyperparameter Optimization below). Note that we use the term hyperparameters in PHOTON to denote parameters which control the behavior of any given pipeline element -not only the learning algorithm's hyperparameters as is usually done. Representing pipeline elements together with all their (potential) hyperparameter settings greatly simplifies the automatization of the pipeline training and optimization process. Most importantly, it enables seamless switching between different hyperparameter optimization strategies, ranging from simple (random) grid search to more advanced approaches. Thirdly, each PipelineElement posseses an an on-and off-switch (a parameter called test_disabled) which allows a complete disabling of this items if this fosters good model performance.
Flow Control Elements
PHOTON implements classes dedicated to flow control, i.e. designed to handle the processing of parallel data streams and supporting more complex ML pipeline architectures. When creating more than one data stream, we need to specify how to direct and join the dataflow. Additionally, specific use-cases might require the application of more than one transformation in parallel as well as a sequence of several transformations in parallel sub-pipelines. PHOTON's control elements are designed to conveniently manage these tasks.
PHOTON Switch Building ML pipelines involves comparing different pipelines with each other. While in most state-of-the-art ML toolboxes the user has to define and benchmark each pipeline manually, in PHOTON it is possible to evaluate several possibilities at once. With data processing steps, learning algorithms and their hyperparameters intimately entangled, we should consider algorithm selection as part of the hyperparameter optimization process. The PHOTON Switch object is representing and interchanging several pipeline elements, comparing and testing them within the same hyperparameter optimization cycle, thus effectively implementing an OR element for the pipeline. It streams the data only to the currently active item (see figure 2 ) which is selected by the hyperparameter optimization strategy. Note that not only PipelineElements, but also Branches and Stacks (see below) can be added to a Switch. See listing 2 for an example.
PHOTON Stack
Complementing the Switch (OR-operation), an AND-operation is available via the Stack class. In a Stack, data is delivered to all elements within the Stack and the respective outputs are horizontally concatenated (see figure 3 ). Thus, a Stack allows users to create new features by processing the input to the Stack in different ways and concatenating the results. Likewise, it allows training several estimators (including their hyperparameter configurations) with the same data in an ensemble-like fashion by concatenating their predictions. Those can then be further processed by applying e.g. a voting strategy or training another (meta-)estimator. Note that not only PipelineElements, but also Branches and Switches (see below) can be added to a Stack. Listing 3 shows the usage of a Stack.
PHOTON Branch A Branch constitutes a sub-pipeline containing a sequence of PipelineElements (see figure  4 ). It can be used in combination with the Switch and Stack elements enabling the creation of complex pipeline architectures integrating parallel sub-pipelines in the data flow with minimal syntax (see figure 4 ). Note that not only PipelineElements, but also Switches and Stacks can be added to a Branch. An example usage of PHOTON Branches is demonstrated in code listing 4.
Custom Pipeline Elements
PHOTON aims to provide a flexible and expressive interface to the ML model development workflow. Therefore, the ability to build and integrate both custom and third-party algorithms into the pipeline is crucial. Specifically, users can use any (third-party or custom) algorithm if it adheres to the fit-predict-transform interface introduced by scikit-learn.
The scikit-learn interface requests every object to implement a fit() method which trains or adjusts the implemented algorithm based on the data (usually the training set). In case of a transformer, a transform() function is expected which processes the data with the previously fitted algorithm and returns the output. In case of an estimator, a predict() method is expected which uses the fitted model to generate and return predictions for the (test) data. To integrate with PHOTON's automated hyperparameter optimization, a set_params() method is required which can e.g. be inherited from the BaseEstimator and BaseTransformer meta classes in scikit-learn. This method takes a dictionary including (hyper-)parameter names mapped to specific (hyper-)parameter values and synchronizes the parameters of the given object with those values.
If a third-party algorithm does not adhere to the scikit-learn interface by default, a simple wrapper class can be implemented that calls the third-party algorithm according to the request interface. Registrations for both third-party and custom data processing or learning algorithms can be managed (i.e. added or deleted) via the PhotonRegistry class. Once registered, third-party elements are equivalent to all other PipelineElements and fully integrate into all PHOTON functionalities thus compatible with hyperparameter optimization, nested cross-validation and model persistence.
Pipeline
In order to accommodate advanced machine learning concepts and enable maximum flexibility, we implemented the PHOTON pipeline class. It is conceptually related to the scikit-learn Pipeline but extends it with regard to core features.
First, the pipeline implementation allows for a dynamic training sample transformation on both the feature matrix and the target vector. This requires an adaptation of the scikit-learn interface as well as an adjusted communication with the processing algorithm. PHOTON reacts to a flag set by the algorithm and adjusts its expectations regarding the interface implementation. It is capable to accept both a transformed feature matrix as well as a transformed target vector as return values when calling the transform method. Additionally, it requires the pipeline to stream the new target vector information to the subsequent PipelineElements. As it is crucial to only apply these transformations during training (but not when testing), PHOTON automatically skips all target-transformation steps when transforming or predicting new data (test samples). Common use-cases for this scenario include data augmentation approachesin which the number of training samples is increased by applying transformations (e.g. rotations to an image) -or strategies for imbalanced dataset, in which the number of samples per class is equalized via e.g. under-or oversampling.
Concretely, this addition to pipeline functionality enables the integration of imbalanced data strategies directly from the imbalanced-learn package [3] and data augmentation e.g. via sample-pairing.
Second, numerous use-cases rely on the availability of additional information (i.e. data not contained in the feature matrix) at runtime. This includes all cases in which further information is used to adjust the applied transformation (e.g. when aiming to control for the effect of covariates) or in case a different processing is applied to subgroups of the data (e.g. males and females). In the PHOTON pipeline implementation, the additional data streamed through the pipeline is accessible for all steps at any point in the pipeline. To deliver supplementary data, Python's keyword arguments (kwargs) are utilized. The supplementary data may also dynamically change at runtime. Therefore, the pipeline accepts an updated kwargs dictionary as additional return value and assures that the information is delivered to all subsequent steps designed to accept them. Statically available additional data, that is, additional data available independent of any transformation output, may be introduced to the data stream by supplying it to the Hyperpipe's fit() method. Conveniently, PHOTON automatically ensures proper handling of the data during cross-validation so that at any point in time, a particular element receives the supplementary data matched to the indices of the training or test data currently in use. This additional data stream bridges the gap between a) high standardization of inputs needed for automated training and testing and b) flexibility necessary to accommodate custom solutions. Thereby, developers can rely on the infrastructure while being free to adapt the system for complex algorithm interactions.
Moreover, we implemented so-called Callbacks whichallow users to access (and inspect) data flowing through the pipeline at runtime. Acting as a PipelineElement, Callbacks can be inserted at any point within the pipeline. They must define a function delegate which is called with the exact same data that the next pipeline step will receive. Thereby, a developer may inspect e.g. the shape and values after a sequence of transformations have been applied. Return values from the delegate functions are ignored, so that after returning from the delegate call, the original data is directly passed to the next processing step.
Finally, in order to enable flexible pipeline architectures, we allow the positioning of learning algorithms at an arbitrary position within the pipeline. In case PHOTON identifies a PipelineElement that a) provides no transform() method and b) yet is followed by one or more other PipelineElements, it automatically calls predict() and delivers the output to the subsequent pipeline elements. Thereby, learning algorithms can be joined to ensembles, used within subpipelines or be part of other custom pipeline architectures without interrupting the data stream.
Hyperparameter Optimization
Hyperparameters directly control the behavior of ML algorithms and may have substantial impact on model performance. Importantly, preprocessing steps and training of the learning algorithm are intimately entangled as any transformation during preprocessing might alter the data structure. Therefore, unlike classic hyperparameter optimization, PHOTON's hyperparameter optimization encompasses not only the search for the estimator's hyperparameters but optimizes both the choice of PipelineElements as well as hyperparameters of every PipelineElement (transformers and estimators). Searching a potentially vast hyperparameter space -which may grow rapidly even for simple analyses due to the combinatorial explosion when combining PipelineElements and their hyperparameters -quickly becomes infeasible using full grid search (i.e. evaluating all combinations of PipelineElements and hyperparameter combinations specified in the Hyperpipe). Thus, PHOTON offers a growing number of hyperparameter optimization strategies including Random Grid Search and Bayesian Hyperparameter Optimization using scikit-optimize [14] .
Custom implementations of hyperparameter optimization strategies can be seamlessly integrated. Specifically, we use an extended ask-and-tell-interface structure consisting of three functions (prepare, ask and tell), which interacts with the respective hyperparameter optimization strategy. The hyperparameter space is initialized using the prepare() method. The Hyperpipe delivers the list of PipelineElements and their respective hyperparameters to the hyperparameter optimization strategy. A hyperparameter can be defined as a categorical finite list of options or as either a range of floating-point numbers or integers. Additionally, the user can incorporate prior expectations about the distributions of hyperparameter values. Within the training and test workflow, the hyperparameter optimization strategy is asked for a set of values for each hyperparameter of the pipeline, creating a new hyperparameter configuration that is then tested in all folds of the inner cross validation loop. The resulting performance is averaged across all inner folds and via the tell() function delivered back to the hyperparameter optimization strategy. Drawing on the performance of previous hyperparameter combinations, the hyperparameter optimization strategy then again provides a new set of hyperparameters to be tested via the ask() method. This cycle is repeated until the hyperparameter optimization strategy decides that the optimization process is finished. Using a user-defined performance metric that rates the best performance, PHOTON selects the best hyperparameter configuration in order to train a final model.
Model Distribution
After identifying the optimal hyperparameter configuration, the pipeline is trained with the best configuration on all available data. The resulting model including all transformers and estimators is persisted as a single file in a standardized format, suffixed with ".photon". It can be reloaded to make prediction on new, unseen data. The .photon format enables the integration of algorithms across toolboxes and software packages as well as custom code in order to facilitate model distribution and external model validation. As the latter is crucial for external model validation and thus at the heart of ML best practice, we also created a dedicated online model repository to which users can upload their models to make them publicly available. If the model is in the .photon-format, others can download the file and make predictions without extensive system setups or the need to share data.
Performance Boosting
ML analyses in general and hyperparameter optimization in particular may require substantial computational resources. Therefore, PHOTON implements several features aiming to alleviate computational cost and accelerate analyses.
First, the Preprocessing class allows users to define a sequence of PipelineElements which are executed prior to hyperparameter optimization procedure and outside of the training and testing cycle. Importantly, users must ensure that no optimization occurs during preprocessing. As a general rule, all operations which could be performed on a single sample with the same result are legal while any operation drawing on samples which might later be assigned to different training or test sets will lead to overestimation. For example, label encoding may be used during preprocessing whereas applying a standard scaler as part of the preprocessing would violate best practice.
Second, PHOTON allows users to specify so-called PerformanceConstraints which define the minimum performance expectation a hyperparameter configuration has to achieve in order to be evaluated further. Inspired by auto-sklearn [16] , a configuration is skipped in further inner-cross-validation folds if it performs worse than a user-defined static or dynamic threshold, thereby accelerating hyperparameter search.
In addition, PHOTON integrates parallelization that is built on top of the dask library REF, which is built to scale Python applications in data science. By using dask, computational resources across cluster nodes can easily be accessed to accelerate the ML model development process. Specifically, PHOTON supports parallel and distributed computation of the outer cross-validation folds, directing the fold-specific data accordingly and providing a separated instance of the hyperparameter optimization strategy to all parallel processes.
Finally, during hyperparameter search, a large number of pipelines containing similar sequences with at least partly the same hyperparameter configurations are computed. To avoid recomputing data already available from another hyperparameter configuration, PHOTON implements caching. The caching index is specifically adapted to handle the varying datasets evolving from the cross-validation data splits as well as the several hyperparameter configurations that may only partially overlap. Specifically, the PHOTON pipeline checks if for a particular pipeline element, for a given outer and inner cross-validation fold, the data has been processed in the exact same pipeline in the same hyperparameter configuration before. As changes in subsequent parts of the pipeline do not affect the transformations, only hyperparameter values of the preceding steps are considered. The PHOTON pipeline keeps requesting the caching index until the first element is found for which no cached data is available. Only then, the data is loaded and delivered to the PipelineElement to be processed. Furthermore, the PHOTON pipeline is able to cache data per single item, in order to enhance transformations that are applied item-wise in contrast to group-wise. For example, applying resource-intensive transformations to large dimensional images can be cached image-wise, as to not apply the same transformation to the same image twice. The caching functionality of the pipeline reacts to a specific flag set by an algorithm and adapts the way it stores the computed data. It switches to index existing transformations to an item-wise key and is capable of collecting, loading and saving transformations across overlapping subject groups. Thereby, a particular cost-intensive transformation must be computed only once.
Logging
PHOTON provides extensive result logging including both performances and metadata generated through the hyperparameter optimization process. Each hyperparameter configuration tested is archived including all performance metrics and complementary information such as computation time and the training, validation, and test indices. To further support the interpretation of the performance metrics, PHOTON automatically establishes a baseline performance for each analysis by performing a simple rule-based predicting strategy. Using the DummyEstimator class implemented in scikit-learn, either the mean value (in case of regression) or the most frequent class (classification) are predicted. In this way, the performance can be evaluated against best guessing. This is particularly useful in cases of imbalanced class distributions, for obtaining a comparative value in regression tasks and in general to ensure that the learning algorithm is not only learning a trivial rule but a meaningful mapping.
Interactive, Browser-based Results Visualization
Results of the hyperparameter optimization process are conveniently accessible via the PHOTON Investigator: an interactive, browser-based graphical interface (see Figure ) . It provides a visualization of the pipeline architecture, analysis design and performance metrics. Confusion matrices (for classification problems) and scatter plots (for regression analyses) with interactive per-fold visualization of true and predicted values are shown. All evaluated hyperparameter configurations can be inspected for each outer fold respectively. In addition, performance curves are visualized as an indicator for the course of the hyperparameter optimization strategy.
Significance Testing
Within the scientific community, significance testing is an important aspect of model evaluation. In cases involving nested cross-validation and hyperparameter optimization, where the independence assumption of classical statistical Figure 1 : A simple pipeline architecture that imputes missing data and normalizes the output before dimensionality reduction is applied and the data is finally processed by the learning algorithm. The code example is given in listing 1 inference is violated, permutation based methods of significance testing have been established. However, significance tests are often times not implemented in ML software tools as they are less frequently used in ML applications. In PHOTON, we have implemented a permutation-based significance test that repeats the entire modelling process with permuted sample labels. This way, the permutation test comprises hyperparameter optimization and cross-validation which is crucial for unbiased statistical inference.
Additional Information
Please note that we here describe PHOTON 1.0. For changes and updates, please refer to . An up-to-date documentation can be found at the website. The complete code is available on github under the GNU General Public License v3.0. Code quality is ensured by Unit Testing. Test coverage is X. In addition, PHOTON is registered in the Python packaging system under the name photonai.
PHOTON is implemented in Python 3 and adheres to the PEP8 style guidelines [18] . It uses standard data science toolboxes, including numpy, pandas, and scikit-learn [19, 20, 2] . Parallelization in PHOTON is based on the dask library [15] , specialized on scaling Python applications. For the serialization of hyperparameter optimization results, we support persistence into the document-based open-source database mongoDB [21] licensed under the Server Side Public License (SSPL) v1. For this task, we refer to the pymodm package for object-document-mapping. The full of list of requirements can be seen on Github.
Usage and Examples
In the following, some example use -cases are given showcasing the PHOTON syntax for designing, training, optimizing, and evaluating ML analyses.
Installation
PHOTON can be installed via the command line. p i p i n s t a l l p h o t o n a i
Simple Pipeline
Listing 1 shows a simple analysis pipeline containing data normalization using the scikit-learn Simple Imputer, Standard Scaler, a Principle Component Analysis (PCA), and a Support Vector Machine. The PHOTON syntax enables an efficient representation of all hyperparameter configurations. The code optimizes the number of principal components within a range of 10 and 50, the regularization parameter of the support vector machine (C) with within a range of 1 to 6 and chooses between a linear or rbf kernel, respectively. By statically defining the value for gamma, the support vector machine's gamma parameter will be set to scale across all hyperparameter configurations. Note that setting the test _disabled parameter of a PipelineElement will -in addition to all other configurations of this element -evaluate the pipeline's performance when this element is ignored. A full list of pre-installed transformers and estimators available in PHOTON can be obtained via the PhotonRegister.list_available_elements() command in PHOTON.
In the Hyperpipe object, we define options for nested cross-validation. Here, we employ 5-fold inner cross-validation to identify the optimal hyperparameter configuration among all the ones listed above and 3-fold outer cross-validation to evaluate the optimal configurations, respectively. In order to select the hyperparameter optimization strategy we set the optimizer parameter to skopt, thereby choosing Bayesian Hyperparameter Optimization [14] and via the optimizer_params parameter set the number of configurations to evaluate to 25. Performance metrics can be chosen via name. In addition, we specify a performance metric according to which the best performing hyperparameter my_pipe += P i p e l i n e E l e m e n t ( ' S i m p l e I m p u t e r ' ) 10 my_pipe += P i p e l i n e E l e m e n t ( ' S t a n d a r d S c a l e r ' ) 11 12 my_pipe += P i p e l i n e E l e m e n t ( 'PCA ' , 13 h y p e r p a r a m e t e r s ={ ' n _ c o m p o n e n t s ' : I n t e g e r R a n g e ( 1 0 , 3 0 ) } , 14 t e s t _ d i s a b l e d = T r u e ) 15 16 my_pipe += P i p e l i n e E l e m e n t ( 'SVC ' , 17 h y p e r p a r a m e t e r s ={ ' k e r n e l ' : C a t e g o r i c a l ( [ ' r b f ' , ' l i n e a r ' ] ) , 18 'C ' : F l o a t R a n g e ( 1 , 6 ) } , 19 gamma= ' s c a l e ' ) 20 21 my_pipe . f i t (X, y ) 22 
23
I n v e s t i g a t o r . show ( my_pipe ) Listing 1: PHOTON code to implement a simple pipeline as described in section 4.2 and depicted in figure 1 
Using the PHOTON Switch
In order to decide between alternative transformers or estimators, an OR-element, a so-called Switch is required. We can add any number of PipelineElements with their hyperparameters to a Switch. The PipelineElements within the Switch are independently evaluated. Listing 2 shows a pipeline that firstly normalizes the data, secondly applies a strategy to balance class distribution in the trianing set and finally utilizes a Switch to find a suitable learning algorithm, i.e. either a Random Forest (with three hyperparameter configurations) or a Support Vector Machine (with a linear or an rbf kernel). h y p e r p a r a m e t e r s ={ ' m i n _ s a m p l e s _ s p l i t ' : I n t e g e r R a n g e ( 2 , 5 ) , 19 ' m i n _ s a m p l e s _ l e a f ' : I n t e g e r R a n g e ( 1 , 5 ) , 
Using the PHOTON Stack
TheStack introduces an AND-operation in which data is first delivered to all PipelineElements contained in the Stack and then processed by the respective PipelineElements. In listing 3, output from three different estimators (a Gaussian Process Classifier, an AdaBoost Classifier and a Random Forest) is horizontally concatenated (see Figure 1b ) to obtain new features which can then be transformed further or (as in this example) be fed to a Decision Tree algorithm. In addition, a cross-validation strategy is applied that splits the data according to associated group labels. my_pipe += P i p e l i n e E l e m e n t ( ' S i m p l e I m p u t e r ' ) 9 my_pipe += P i p e l i n e E l e m e n t ( ' S t a n d a r d S c a l e r ' ) 10 my_pipe += P i p e l i n e E l e m e n t ( 'PCA ' , h y p e r p a r a m e t e r s ={ ' n _ c o m p o n e n t s ' : F l o a t R a n g e ( 0 . 5 , 0 . 8 , h y p e r p a r a m e t e r s ={ ' n _ e s t i m a t o r s ' : I n t e g e r R a n g e ( 5 0 , 2 0 0 ) , 18 ' l e a r n i n g _ r a t e ' : F l o a t R a n g e ( 0 . 0 1 , 2 ) } ) 19 s t a c k += P i p e l i n e E l e m e n t ( ' R a n d o m F o r e s t C l a s s i f i e r ' , PREPRINT 20 h y p e r p a r a m e t e r s ={ ' m i n _ s a m p l e s _ s p l i t ' : I n t e g e r R a n g e ( 2 , 1 0 ) } ) 21 22 my_pipe += s t a c k 
Using PHOTON Branches
In the same vein, we can combine Stacks and Branches to differentially process data streams and integrate them afterwards. In listing 4, we process different subsets of features of the popular Breast Cancer dataset [22] as provided by scikit-learn. We divide the features according to their praefix into three different Branches, concatenate the outputs and apply a fully connected neural net defined in Keras. my_pipe += P i p e l i n e E l e m e n t ( ' S t a n d a r d S c a l e r ' , { } , with_mean = T r u e ) 12 
13
# Use o n l y ' mean ' f e a t u r e s : [ m e a n _ r a d i u s , m e a n _ t e x t u r e , e t c . ] 14 m e a n _ b r a n c h = B r a n c h ( ' M e a n F e a t u r e ' ) 15 m e a n _ b r a n c h += D a t a F i l t e r ( i n d i c e s =np . a r a n g e ( 1 0 ) ) 16 m e a n _ b r a n c h += P i p e l i n e E l e m e n t ( 'PCA ' ) 17 
18
# Use o n l y ' e r r o r ' f e a t u r e s 19 e r r o r _ b r a n c h = B r a n c h ( ' E r r o r F e a t u r e ' ) 20 e r r o r _ b r a n c h += D a t a F i l t e r ( i n d i c e s =np . a r a n g e ( 1 0 , 2 0 ) ) 21 e r r o r _ b r a n c h += P i p e l i n e E l e m e n t ( 'PCA ' ) 
Future Developments and conclusion
We make PHOTON available in the hope that it will simplify and accelerate the ML workflow. In the future, we intend to extend both functionality and usability. First, we will incorporate additional hyperparameter optimization strategies. While this area has seen tremendous progress in recent years, these algorithms are often not readily available to data scientists and studies systematically comparing them are extremely scarce. Second, we seek to develop our pipeline setup into a more comprehensive Automatic Machine Learning (AutoML) system which allows users to automate any or all parts of the entire pipeline from raw data processing to ML model deployment. Notably, in contrast to existing tools, the user keeps full control over the automatization process and is able to customize and adapt the process to specific user-requirements as is crucial for use in an applied science context.
In addition to these core functionalities, we aim to establish an ecosystem of add-on modules which simplify and accelerate ML analyses for different data types and modalities. For example, we will add PHOTON Neuro as a means to directly use multimodal Magnetic Resonance Imaging (MRI) data in ML analyses. In addition, PHOTON Graph will pool existing graph analysis functions and provide specialized ML approaches for graph data. Likewise, modules integrating additional data modalities such as omics data would be of great value. More generally, PHOTON would benefit from modules which make more advanced ensemble learning capabilities and novel approaches to model interpretation (i.e. Explainability) available.
In summary, PHOTON aims to simplify and accelerate the ML workflow enabling rapid, reproducible, and unbiased analyses. It is especially well-suited in contexts which require iterative evaluation of novel approaches such as applied ML research in medicine and the Life Sciences. In the future, we hope to attract more developers and users to establish a thriving, open-source community.
