Abstract-Resource allocation and transmit optimization for the multiple-antenna Gaussian interference channel are important but difficult problems. The spatial degrees of freedom can be exploited to avoid, align, or utilize the interference. In recent literature, the upper boundary of the achievable rate region has been characterized. However, the resulting programming problems for finding the sum-rate, proportional fair, and minimax (egalitarian) operating points are non-linear and non-convex.
I. INTRODUCTION

I
NTERFERENCE channels (IFC) consist of at least two transmitters and two receivers. The first transmitter wants to transfer information to the first receiver and the second transmitter to the second receiver, respectively. This happens at the same time on the same frequency causing interference at the receivers. Information-theoretic studies of the IFC have a long history [1] - [3] . These references have provided various achievable rate regions, which are generally larger in the more recent papers than in the earlier ones. However, the capacity region of the general IFC remains an open problem. For certain limiting cases, for example when the interference is weak or very strong, respectively, the sum capacity is known [3] , [4] . The sum-rate capacity for scalar IC under weak interference is obtained in [5] - [7] . If the interference is weak, it can simply be treated as additional noise. For very strong interference, the interference can be decoded and subtracted by treating the useful signals as noised at both receivers. [8] is the first paper that considers the capacities of MIMO IFCs. [9] presents a numerical method to compute a lower bound for the sum-rate capacity of MIMO IFCs. The capacity regions and sum-rate capacities for MIMO IFC under strong and weak interference is obtained in [10] and in the low interference regime in [11] .
In [12] , the rate region of the single-input single-output (SISO) IFC was characterized in terms of convexity and concavity. The MIMO IFC was also studied from a non-cooperative game-theoretic point of view in [13] . The IFC is a building block in many communication systems, for example for ad-hoc networks and cognitive radio. It also specializes to scenarios with cooperation either at the transmitter or at the receiver side, leading to for instance, the multiple-access channel (MAC) and the broadcast channel (BC). For system design it is important to analyze the achievable rate region of the general Gaussian IFC (as will be defined in Section II) and to design transmit strategies that operate at certain operating points.
An explicit parameterization of the Pareto boundary for the -user Gaussian MISO IFC, for the case when all multiuser interference is treated as additive Gaussian noise at the receivers, was derived in [14] . For the special case of two users, any point in the rate region can be achieved by choosing beamforming vectors that are linear combinations of the zero-forcing (ZF) and the maximum-ratio transmission (MRT) beamformers. Hence, all important (i.e., Paretoefficient) operating points can be expressed by two real-valued parameters between zero and one 0 ≤ = [ 1 , 2 ] ≤ 1.
In the current work, we build on the parameterization in [14] and focus on the maximum sum-rate operating point, the proportional-fair operating point and the max-min rate point. The corresponding optimization problems are non-convex problems which are difficult to solve directly. In particular, the max-min problem is non-smooth and therefore derivatebased (gradient) optimization approaches cannot be applied. A suboptimal iterative algorithm based on alternating projection was proposed in [15] . In general, this algorithm converges to a local optimum. Therefore, we are interested in formulating a unified non-convex optimization framework which takes as much as possible of the problem structure into account, and which is able to find the global optimum of the problems.
The main contribution of this work is the development of a systematic approach to solve the non-convex optimization problem. In contrast to exhaustive search methods, such as a grid search, the proposed approach has the advantage that it can achieve a given accuracy. In order to develop our systematic optimization algorithm, we perform the following steps:
1) We review the framework of monotonic optimization 0090-6778/10$25.00 c ⃝ 2010 IEEE and difference of monotonic functions (d.m.) maximization, and adapt it to the problem at hand (Section III) . 2) We analyze the properties of the achievable rates as functions of 1 and 2 (Section IV-A). 3) We reformulate the programming problems as difference of increasing functions optimization problems (Section IV-B) and as a monotonic optimization problem on standard form (Section IV-C). Once on the standard form, we apply the polyblock optimization method of [16] . The resulting method converges to the global optimum within a given accuracy in a finite amount of time. All theoretical results and the proposed algorithms are illustrated by numerical simulations in Section V. The results show the advantages of the monotonic optimization framework compared to simple exhaustive grid searches. The paper is concluded in Section VI.
Notation More notation and definitions will be introduced when they are needed.
II. SYSTEM MODEL AND SUMMARY OF RECENT RESULTS
A. System model and transceiver structure
The system model of the MISO IFC and the corresponding transceiver structure is standard in the literature, and we describe it briefly in what follows. We consider two independent wireless systems that operate in the same spectral band. The first system consists of a transmitter TX 1 that wants to convey information to a receiver RX 1 . The second system consists of another transmitter TX 2 that wants to transmit information to a receiver RX 2 . The systems share the same spectrum, so the communications between TX 1 →RX 1 and TX 2 →RX 2 take place simultaneously on the same channel. Thus RX 1 will hear a superposition of the signals transmitted from TX 1 and TX 2 , and conversely RX 2 will also receive the sum of the signals transmitted by both transmitters. This setup is recognized as an interference channel (IFC) [1] - [3] . In the setup we consider, TX 1 and TX 2 have transmit antennas each, that can be used with full phase coherency. RX 1 and RX 2 , however, have a single receive antenna each. Hence our problem setup constitutes a multiple-input single-output (MISO) IFC [8] . See Figure 1 .
We assume that transmission consists of scalar coding followed by beamforming, and that all propagation channels are frequency-flat. In [17] , it is shown that any Pareto-optimal transmit covariance matrix has rank one, i.e. single-stream beamforming is sufficient. This leads to the following basic model for the matched-filtered, symbol-sampled complex baseband data received at RX 1 and RX 2 : 2 . We assume that each base station can use the transmit power , but that power cannot be traded between the base stations. 1 Without loss of generality, we shall take = 1. This gives the power constraint || || 2 ≤ 1, = 1, 2. Throughout, we define the signal-to-noise ratio (SNR) as 1/ 2 . Various schemes that we will discuss require that the transmitters (TX 1 and TX 2 ) have different forms of channel state information (CSI). However, at no point we will require phase coherency between the base stations.
B. Recent, related results
The following beamformers are well known in literature and their operational meaning in a game-theoretic framework is studied in [18] 
for TX 1 and TX 2 , respectively, where
denotes orthogonal projection onto the orthogonal complement of the column space of .
The following Theorem is proved in [15] . Theorem 1: Any point on the Pareto boundary of the rate region is achievable with the beamforming strategies
The achievable rates as functions of the parameter vector
Theorem 1 shows that the ZF and MRT beamformers stand out because all interesting (Pareto-optimal) beamforming vectors are linear combinations of them. The ZF and MRT beamformers also have another interesting property: they yield the sum-rate point at high and low SNRs. More precisely, we have the following two theorems, which were first shown in [19] 2 : Theorem 2: At high SNR, ZF is sum-rate optimal. More precisely
the rates as functions of the beamforming vectors.)
Theorem 3: At low SNR, MRT is sum-rate optimal. More precisely
MRT
2 ). Theorems 2 and 3 are intuitively appealing, but their proofs are nontrivial; see [19] .
C. Problem statement
We are interested in efficient algorithms for finding the following operating points:
1) The weighted sum-rate point:
where , 0 ≤ ≤ 1 is a weighting factor. 2) The proportional-fairness operating point:
3) The max-min optimal point (egalitarian solution):
2 In [19] there is a misprint in the proof of Lemma 2 of Appendix I (page 712). The definition of the function
... The next row should indicate that 'the function 2 − is strictly decreasing' as well as All three optimization problems (4), (5), and (6) are nonlinear and non-convex. In [15] we proposed an iterative algorithm for solving them, based on cyclic optimization. However, this algorithm does not necessarily converge to the global optimum. Among algorithms that we are aware of up to this point, only an exhaustive grid search over ∈ [0, 1] 2 could guarantee that the global optimum is approximatively found. In the following two sections, we propose a new approach that finds the global solution to the problems (4), (5) and (6) to within a given accuracy and in a finite number of steps. This is our main contribution.
Before we proceed, we note that [20] derives an algorithm called MAPEL to solve the problem of weighted sum-rate maximization for the single-antenna flat-fading interference channel. There, the non-convex problem is first transformed into a multiplicative linear fractional programming (MLFP) problem. This type of problem is one particular instance of a non-convex programming problem which can be solved using the framework of monotonic optimization [16, Section 8.1] .
In contrast to the power allocation problem treated in [20] , the beamforming problems in (4), (5), and (6) cannot be expressed as MLFP problems. This is so because the signal and interference power terms in (3), for example | 1 ( 1 ) 11 | 2 , are not affine in . However, our proposed algorithm and the methods in [20] stand on a common ground as both problems can be solved by using the monotonic optimization framework.
III. PRELIMINARIES: MONOTONIC OPTIMIZATION
A. Increasing functions and normal sets
At first, we need the basic concepts of increasing functions and normal sets. This material is contained partly in [16] . However, we need the notion of strictly increasing function and therefore we provide a complete presentation and some alternative proofs. 
A function is said to be strictly increasing if for ′ ≥ ≥ 0 and
.) Many functions encountered in resource allocation problems are increasing in the sense of Definition 2. For example, the sum-rate capacity of a multiple-access channel (MAC) [21] is increasing in the vector of powers allocated to the users:
( ) = log
If the domain of these increasing functions is a so-called normal set (to be defined next), we will later obtain a characterization of the set on which the maximum is achieved. Definition 3:
The empty set, the singleton {0}, and ℝ + are special normal sets. We refer to them as trivial normal subsets of ℝ + .
In Figure 2 , the set induced by is convex and normal, and the sets and are normal but not convex. However, the set induced by ℎ is neither convex nor normal.
For the characterization of the maximum of an increasing function over a normal set, we need the notion of upper boundary.
Definition 4: A point ∈ ℝ + is called an upper boundary point of a bounded closed normal set if ∈ while the set
The set of upper boundary points of is called the upper boundary of and it is denoted by ∂ + . The following result shows that the maximum of a strictly increasing function over a normal set is always achieved on the upper boundary of the normal set. The statement is somewhat weaker than Proposition 7 in [16] . However, for our purposes we only need the following version and provide an alternative proof by contradiction.
Proposition 1: The global maximum of a strictly increasing function ( ) over a normal set , if it exists, is attained on ∂ + .
Proof: Suppose ∈ is a point where ( ) attains a local maximum and that / ∈ ∂ + . Then there exists a ∈ with ≤ and for which at least one component in is larger than in . Since ( ) is strictly increasing, we must have ( ) < ( ).
B. Monotonic optimization and outer polyblock approximation
We next give some background on monotonic optimization. A monotonic optimization problem on the standard form [22] is given by
where is a normal, but not necessarily convex set. We assume that is normalized such that the smallest box containing is the unit box.
The main difficulty involved in solving the problem (7) is that the constraint set is non-convex. However, using the polyblock approach it turns out that there is an interesting duality between optimization of increasing functions over normal sets and optimization of convex functions over convex sets [23] .
From Proposition 1 we know that the maximum of ( ) over is attained at the upper boundary ∂ + . The main idea to solve the non-convex optimization problem (7) is to approximate ∂ + by polyblocks since the global maximum lies on the upper boundary.
Definition 5: A set ⊂ ℝ + is called a polyblock if it is the union of a finite number of boxes.
The polyblock is generated by a set of vertices . The minimal set of vertices consists of only proper vertices, i.e., vertices which are not dominated by any other vertex is . It follows that for all ,
Another important consequence of Proposition 1 is that the maximum of an increasing function over a polyblock is achieved at a proper vertex.
The main idea of the outer polyblock algorithm is as follows: Construct a nested sequence of polyblocks which approximate the normal set from above
where ↘ means that → when → ∞ and that ≥ ≥ for all ≥ . The main steps of the outer polyblock algorithm are described next. Define the maximizer at iteration as˜(
where is the minimal vertex set of . The first step is to construct the nested sequence in (8), i.e., to construct a new polyblock +1 contained in ∖ {˜( ) } but still containing . This step is motivated in Propositions 17 and 18 in [16] . However, we provide an alternative description for convenience and completeness.
Let the set of vertices in step be
Then the set of (not necessarily minimal) vertices in step + 1 is constructed as follows
where is the th column of the identity matrix. The construction of the vertices in step + 1 is illustrated in Figure 3 . The new vertices are
( ) +3 Fig. 3 . Construction of vertices in step + 1 in (10). (10) . Let and +1 be the polyblocks induced by the minimal set of vertices and +1 , respectively. Proposition 2: The constructed polyblocks and
Proof: In order to show the second relation +1 ⊂ ∖ {˜( ) } it suffices to verify that for each vertex
. Letl be the index which belongs to the maximal vertex in , i.e.,l = arg max 1≤ℓ≤ ( ) (
because +1 still contains these non-maximum vertices (or after removing of all dominated vertices they are dominated). Forl there are new vertices
. In order to prove the first relation ⊂ +1 we have to find for all boundary points ∈ ∂ + a vertex
. For all upper boundary points ∈ ∂ + with ≤ ( ) ℓ and ℓ ∕ =l we find immediately the corresponding vertex in +1 because these vertices were not removed in (10) . For the upper boundary points ∈ ∂ + for which ≤ ( ) ℓ we find one of the new vertices
.
Finally, we can remove all dominated vertices of +1 to obtain the minimal vertex set needed for the next step + 2.
C. Outer polyblock algorithm and stopping criteria
The general outer polyblock algorithm is described in Algorithm 1. There are three stopping criteria -, and -accuracy reached, or maximum number of steps exceeded.
In Line 7, the search for the intersection point is a scalar optimization problem in 0 ≤ ≤ 1 and simple Newton 
Assuming is small but positive such that ∕ = ∅, a global solution of the problem
will be called an -optimal solution of (7). A solution¯∈ , such that (¯) differs from the optimal value of (12) by at most > 0, will be referred to as an ( , )-approximate optimal solution of (12).
Since it is not guaranteed that the algorithm stops within any fixed number of steps , i.e., after steps neither -nor -accuracy might be reached, we additionally set a maximum number of steps. However, Theorem 1 in [22] shows that the algorithm terminates after a finite number of steps. Therefore, and could be also increased until the algorithms converges in a number of steps.
IV. SOLUTION BY MONOTONIC OPTIMIZATION The monotonic optimization framework described above is now applied to the problem statements from Section II-C. First, the properties of our objective functions are analyzed and next the programming problems are reformulated in standard form as described in (7).
A. Properties of the achievable rates
In this section, we show that the atom functions of the individual user rates in (3) 
Define further the functions
. (18) Finally, ( ) = 1 ( ) + 2 ( ) and ( ) = 1 ( ) + 2 ( ).
Lemma 1:
The functions 1 ( ), 2 ( ), ( ) as well as 1 ( ), 2 ( ), ( ) are strictly increasing, i.e., monotonically increasing in 1 and 2 .
Proof: All six functions depend on 1 or 2 via the following terms
Similarily, we obtain
Next, the first derivatives with respect to 1 or 2 are computed directly as
where the last inequality follows from (14) . The monotonicity of 2 ( 2 ) follows similarly. The first derivatives of 1 ( 1 ) with respect to 1 is given by
where (∼) in (23) and (24) 2 ) and ( 1 , 2 ) can be expressed as
the result in Lemma 1 follows from (23) and (24).
B. Reformulation as d.m. problems
It is shown in [16] that the class of d.m. functions is rich, i.e., it does not only contain the sum or product of 1 and 2 but also other combinations including minimization and maximization. The d.m. property is invariant under certain transformations, as detailed in the following proposition.
Proposition 3 (Prop. 19 in [16] ):
Based on this result, the next three corollaries show that the weighted sum-rate maximization problem in (4) as well as the proportional fair rate maximization problem in (5) and the max-min problem in (6) are d.m. programming problems.
Corollary 1: The maximum weighted sum-rate problem for
Proof: The result follows as a corollary from Lemma 1 because the objective function can be rewritten as
).
Corollary 2:
The proportional-fair rate maximization problem
Proof: We start again with the expression for the rates from above 1 = 1 ( ) − 2 ( ) and 2 = 2 ( ) − 1 ( ) with strictly increasing 1 , 2 , 1 , and 2 . Expand the product 1 2 to obtain
which is again the difference of two monotonic functions. From Corollaries 1 and 2 it can be observed that any linear combination and polynomial in 1 ( ), 2 ( ), 1 ( ), and 2 ( ) can be expressed by expanding and collecting positive and negative parts as a d.m. function.
The following decomposition shows how to deal with the max-min problem in (6) . The minimum of 1 and 2 can be written as
. . 
C. Reformulation as monotonic optimization problems in standard form
We have seen above that the three problems of interest can be formulated as the following general d.m. problem
with strictly increasing functions and . The way forward that we propose here is to transform the problem in (29) to a domain where the parameter space has larger dimension but where the constraints are normal. After this transformation has been performed, the polyblock algorithm can be used to solve the optimization problems. Specifically, we substitute ( ) = (1)(1 − ) in (29) where the range of depends on and obtain the equivalent programming problem with
with constraint set
Note that the function Φ( ) is strictly increasing and it holds that (1) ≥ 0.
Lemma 2:
The set defined in (31) is normal. Proof: Choose the vector ∈ and choose any vector 0 ≤ ≤ . Next, we verify that ∈ directly:
Since is strictly increasing in 1 , 2 , we have ( 1 , 2 ) ≥ ( 1 , 2 ) and thus from 3 ≤ 3 follows that ∈ , too.
Furthermore, the constraint set is compact, bounded, and connected. The programming problem in (29) corresponds exactly to the problem (7). Therefore, we can apply the outer polyblock approximation algorithm shown in Algorithm 1 to solve all three problems, the weighted sum-rate maximization in (4), the proportional fair problem in (5) , and the max-min problem in (6).
V. ILLUSTRATIONS
First, the solution by Algorithm 1 of the weighted sum-rate maximization problem (4) is illustrated in the next subsection. Then, the solution by Algorithm 1 of the proportional fair maximization problem in (5) is illustrated in Section V-B. Finally, the solution by Algorithm 1 of the max-min programming problem in (6) is illustrated in Section V-C.
The three examples are organized as follows. We choose a fixed but random channel scenario. First, we plot the objective functions ( 1 + 2 ) , 1 ⋅ 2 , and min( 1 , 2 ) over 1 , 2 . Next, we show the region and the approximation by the outer polyblock algorithm. Finally, we show the achievable rate region and the operating point for the max-min solution. We operate at an SNR of 0 dB. In Figure 4 , the objective function of the problem (4) is illustrated. In Figure 5 , we plot the upper boundary of . The function on the z-axis 1 − ( ) (1) is non-convex but well approximated by the outer polyblock algorithm.
A. Weighted sum-rate maximization
The solution found by Algorithm 1 achieves the individual rates 1 ( * ) = 1.891 and 2 ( ) = 1.5713 and thus a sumrate of 3.4623. A 20 × 20 grid search (which corresponds to 400 function evaluations) gives the optimum as ( 1 + 2 ) = 3.4619 < ( 1 ( ) + 2 ( )). This shows the advantage of the polyblock algorithm compared to a grid search for one sample channel realization. Additionally, we computed the average performances of the outer polyblock algorithm and of the grid-search method for 1000 channel randomly chosen realizations, in order to show that the proposed algorithm performs well on the average, too. Here, the average sum-rate achieved with the outer polyblock algorithm (using at most 100 steps) is 4.374. A 10 × 10 grid search (100 function evaluations) gives an average sum-rate of 4.364.
B. Proportional fair maximization
For this example, the channel realization ( = 2) is given by We operate at an SNR of 5 dB. In Figure 6 , the objective function of the problem (5) is illustrated.
In Figure 7 , we show the upper boundary of . The function on the z-axis 1 − ( ) (1) is non-convex but well approximated by the outer polyblock algorithm.
The solution found by Algorithm 1 achieves the individual rates 1 ( * ) = 1.0498 and 2 ( ) = 2.1345 and thus a product-rate of 2.2407. A 20 × 20 grid search (which corresponds to 400 function evaluations) gives the optimum as
. This shows again the advantage of the polyblock algorithm compared to a grid search. Additionally, just like in Section V-A, we compared the average performance of the outer polyblock algorithm to that of a grid search. The average was computed over 1000 channel realizations. Here, the average product-rate achieved with the outer polyblock algorithm (using maximally 100 steps) is 4.202. A 10 × 10 grid search (100 function evaluations) gives an average product rate of 4.234. Hence, the polyblock algorithm performs well here, too.
C. Max-min rate problem
In this scenario, the channel realization ( = 2) is given by We operate at an SNR of 0 dB. In Figure 8 , the objective function of the problem in (6) is shown. The non-smooth function is clearly non-convex. Derivative-based approaches have difficulties handling this type of non-smooth functions.
However, the outer polyblock algorithm operates on the constraint set which is implicitly given in (28). The upper boundary of is shown in Figure 9 . The function on the z-axis, 1 − ( ) (1) , is non-convex but smooth. Also shown in Figure 9 are the vertices of the outer polyblock algorithm after 400 iterations. It can be observed that the constraint set is closely approximated. In particular, many vertices are tested close around the optimum, which is computed at * = [0.749831, 0.466272]. Finally, in Figure 10 , the achievable rate region and the solution of the polyblock algorithm are shown. Additionally, the angle bisector is shown for reference. The solution found by Algorithm 1 achieves the individual rates 1 ( * ) = 1.2538 and 2 ( ) = 1.2551. A 20 × 20 grid search (which uses 400 function evaluations) gives the optimum as min( 1 , 2 ) = 1.2493 < min( 1 ( ), 2 ( )). This shows again the advantage of the polyblock algorithm compared to a grid search.
We also compared the average performance (over 1000 random channel realization) of the polyblock algorithm to the performance of a grid search. The average minimax rate achieved with the outer polyblock algorithm (terminating after at most 100 steps) is 1.826. A 10×10 grid search (100 function evaluations) gives an average minimax rate of 1.776.
D. Discussion
All three examples above show that the polyblock algorithm provides a solution which is better than what is produced by a simple grid search. In terms of complexity, the outer polyblock algorithm performs well. The main computational time is to find the intersection point between the line to the current best vertex and the upper boundary of the constraint set. The removal of dominated vertices is efficiently implemented according to [24, Proposition 4.2] . The interpretation of the outer polyblock algorithm in terms of the branch, cut, and bound framework shows that it is in fact part of a much larger framework for solving global optimization problems [25, Chapter 4, Theorem IV.1].
In [16] , some hints for implementation are provided. In particular, one issue is related to the growth of the number of vertices in . First, this might lead to storage problems and second, the complexity of the exhaustive search to find the best vertex in (9) also increases. A remedy to this problem is to restart the algorithm whenever | | > , where is a fixed number.
The main advantage of the proposed approach is that it provides a structured and constructive way to solve the nonconvex optimization problems associated with the computation of the sum-rate, proportional-fair and minimax operating points. The framework can be applied to other scenarios and systems as well. For example, it has been applied in [26] to the optimization of transmit strategies for the MISO broadcast channel, and later in [27] to the optimization problems for the MIMO broadcast channel.
VI. CONCLUSIONS
We have proposed a solution to the problem of optimal resource allocation and transmit beamforming for the twouser MISO interference channel. We developed a general framework for determining the maximum sum-rate, maximum proportional fairness, and maximum minimum rate (a.k.a. the egalitarian solution) operating points using monotonic optimization and an outer polyblock approximation. To achieve a suitable representation, we exploited the monotonicity properties of the user rates as functions of the beamforming weights. Our approach is systematic compared to exhaustive search algorithms and numerical results suggest that the outer polyblock algorithm performs well compared to alternative approaches, in particular compared to a grid search.
