We prove an extension theorem (with non-tangential limits) for vector-valued Baire one functions. Moreover, at every point where the function is continuous (or bounded), the continuity (or boundedness) is preserved. More precisely: Let H be a closed subset of a metric space X and let Z be a normed vector space. Let f : H → Z be a Baire one function. We show that there is a continuous function g : (X \ H) → Z such that, for every a ∈ ∂H, the non-tangential limit of g at a equals f (a) and, moreover, if f is continuous at a ∈ H (respectively bounded in a neighborhood of a ∈ H) then the extension F = f ∪ g is continuous at a (respectively bounded in a neighborhood of a).
Introduction
The purpose of this paper is to prove an extension theorem for vector-valued Baire one functions. The result is directly used in the accompanying paper [KK] where we obtain new results on extending vector-valued functions that are differentiable (or continuous, Lipschitz, . . . ) at some points, in a way that preserves the differentiability (continuity, Lipschitz property, . . . ) .
Recall that a function f is Baire one if it is the pointwise limit of a sequence of continuous functions. If (X, ̺) is a metric space, a ∈ X and r > 0, B(a, r) = B X (a, r) denotes the open ball {x ∈ X : ̺(a, x) < r}. If X = Z is a normed linear space, we sometimes use also the closed ball denoted by B Z (a, r) .
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Theorem 1.1. Let (X, ̺) be a metric space, H ⊂ X a closed set, Z a normed linear space and f : H → Z a Baire one function. Then there exists a continuous function g : (X \ H) → Z such that
for every a ∈ ∂H, lim x→a x∈X\H g(x) = f (a) (C)
whenever a ∈ ∂H and f is continuous at a, and g is bounded on B(a, r) \ H (B)
whenever a ∈ ∂H (or even a ∈ H), r ∈ (0, ∞) ∪ {∞} and f is bounded on B(a, 12r) ∩ H.
In [ALP, Theorem 6] , the first part of the previous theorem (i.e., property (NT) without properties (C) and (B)) was proved in the special cases Z = R and dim Z < ∞ (coordinate-wise; see [ALP, p. 607] ). In [KZ] , this was extended to include property (C). Our main contribution is that Z can be an arbitrary normed linear space.
Properties (NT) and (C) constitute the most important part of Theorem 1.1. Other statements (continuity of g and property (B)) are added since they might be useful and do not require much labour. The continuity of g is achieved just in the last paragraph of the proof, and from there it is obvious how a higher degree of smoothness can also be achieved when X admits a linear structure and a smooth partition of unity (cf. also [KK, Lemma 2.5 (PROVISIONAL REFERENCE)]). Property (B) requires only a bit more of attention during the proof and it is actually used (together with properties (NT) and (C)) in the accompanying paper [KK] . Theorem 1.1 is proved in Section 3. Its proof depends on Proposition 2.4 which provides an approximation of a given Baire one function f by a sequence of locally Lipschitz functions that converges "uniformly" at points of continuity of f (see property UCPC in Definition 2.1).
Approximation of a Baire one function by a sequence of continuous functions
In order to prove property (C) from Theorem 1.1 we need the following auxiliary notion.
Definition 2.1. Let Y, Z be metric spaces and let h n : Y → Z (n ∈ N) and f : Y → Z be arbitrary functions. We say that the pair ({h n }, f ) has the property of uniform convergence at points of continuity (shortly UCPC) if the following holds: For every y 0 ∈ Y such that f is continuous at y 0 , and for every ε > 0, there is k 0 = k 0 (ε) ∈ N and a neighborhood
for every k ≥ k 0 and y ∈ U. If h n : Y → Z (n ∈ N) are functions with pointwise limit f : Y → Z, we say that the sequence {h n } has the property of uniform convergence at points of continuity (shortly UCPC) if the pair ({h n }, f ) has UCPC. Remark 2.2. Property UCPC is probably known and studied in the literature. In the terminology of [Fr, § 15] , ({h n }, f ) has UCPC if and only if h n converges continuously to f at every y 0 ∈ Y where f is continuous.
Directly related and more general notions are studied by Kechris and Louveau [KeL] . It is easy to show that a sequence {h k } with pointwise limit f has UCPC if and only if, expressed in their notation ( [KeL, p. 211, 212] ),
Remark 2.3. The Hausdorff's definition of uniform convergence at a point ( [H, p. 285] ) and an easy classical result [H, Theorem IV, p. 285] are not directly related to the property UCPC. The difference is that Hausdorff's definition requires an inequality similar to (1) only for k = k 0 instead of k ≥ k 0 . There is a loose connection as Proposition 2.4 below is a generalization of the following corollary of [H, Theorem IV, p. 285] : If f is a Baire one function and A is the set of points of continuity of f , then there is a sequence { f n } of continuous functions pointwise converging to f such that { f n } converges (Hausdorff) uniformly exactly at every point of A. Proposition 2.4 includes our version of "uniform convergence at point", stronger than the Hausdorff's. Furthermore, it is generalized to vector-valued functions and strengthened to sequences of locally Lipschitz functions.
The following proposition constitutes the core part of the proof of our main result. It might be of independent interest. In the case Z = R, [ALP, p. 605] notes that the pointwise approximation of f by bounded Lipschitz functions was established in [H, § 41, pp. 264-276] and [CL, Proposition 3.9 and before].
Proof of Proposition 2.4. By the definition of Baire one functions, we can choose a sequence of continuous functions
The proposition now follows from Lemma 2.5 and Lemma 2.6 below.
The following two lemmata allow to replace {h n } in the proof of Proposition 2.4 by a sequence with the required properties. They are independent and Lemma 2.5 can be skipped by readers not interested in properties (C) and (B) of Theorem 1.1, property UCPC and the uniform boundedness of { f n }.
Both lemmata use the fact that every metric space Y (as well as its arbitrary subspace) is paracompact (Theorem of A. H. Stone, see, e.g., [Ru, p. 603] 
whenever y ∈ Y and f is continuous at y; (c) ({h n }, f ) has UCPC, in particular {h n } has UCPC provided f is a pointwise limit of {h n }.
In a very special case (Y a compact metric space, Z = R and {h n } a bounded sequence of continuous functions converging pointwise to a function f ), the lemma follows from the proof of [KeL, Theorem 2.3, . Moreover, in this case, functionsh n are obtained as convex combinations of {h n }.
Proof. If M ⊂ Y is a set and ε > 0, denote
The set int ε M is closed. Recall that int M is an open set and denotes the topological interior of M.
For y ∈ Y, the set
where we understand
Later, we prove that Φ
k (y) is a lower semi-continuous multivalued map, but we do not make such a claim for Φ k (y). Let
Then C k is a closed set. Indeed if y 0 C k , then the closed set F := Φ k (y 0 ) does not contain h k (y 0 ), and the same is true for h k (y) with y in a neighborhood U 1 of y 0 . Since the elements of the finite set
Then
for every y ∈ Y independently of which of (4), (5) happens to be true. From the definitions and from (2),
whenever G ∈ G k and y, y 0 ∈ int 1/ j G. By the definition of Φ 
This is obviously true if the set in (8) is open for every singleton
k (y 0 ), let U be a neighborhood of y 0 such that G i,U := {G ∈ G i : G ∩ U ∅} is finite for all i = 1, . . . , k, and let 
k is lower semi-continuous and from [Mi, Lemma 4 .1] 1 it follows that there exists a continuous function
for every y ∈ Y. Obviously, ϕ
k . Now we want to show that for every y 0 ∈ i Y i and i 0 ∈ N, there is k 1 and a neighborhood U of y 0 such that
, we have by (9) that, for every y ∈ U, the seth k (y) + B Z (0, 2 −k ) intersects
⊂ B Z ( f (y 0 ), 2 1−i 0 ), and hence
This finishes the proof of (11). Assume y 0 ∈ Y and h n (y 0 ) → f (y 0 ). We want to show thath n (y 0 ) → f (y 0 ).
The set B (defined by (12)) is an intersection of a finite number of (closed) balls with f (y 0 ) in the interior -recall the inclusion (12)) and h k (y 0 ) − h k (y 0 ) Z < 2 −k by (10). Since h k (y 0 ) → f (y 0 ), we have alsoh k (y 0 ) → f (y 0 ). 2. Assume that y 0 ∈ i Y i and i 0 ∈ N is given. Then we have (11) for y = y 0 and for k large enough. Since i 0 was arbitrary, we provedh k (y 0 ) → f (y 0 ).
Assume now that f is continuous at y 0 ∈ Y. Then y 0 ∈ i Y i by the definition of G k , G k and Y k . Therefore, h k (y 0 ) → f (y 0 ) by the previous paragraph. Moreover, for every i 0 , there is k 1 and a neighborhood U of y 0 such that (11) holds true for all k ≥ k 1 and y ∈ U. Since y 0 was an arbitrary point of continuity of f , this proves that ({h k }, f ) has property UCPC.
Lemma 2.6. Let Y be a metric space and Z a normed linear space. Given a function f : Y → Z and a sequence of continuous functions h n : Y → Z, there exist bounded locally Lipschitz functions f n
: Y → Z such that (a) f n (y) → z whenever y ∈ Y and h n (y) → z ∈ Z; (b) ({ f n }, f ) has UCPC if ({h n }, f ) has UCPC; (c) { f n } is uniformly bounded on B Y (a, r) whenever a ∈ Y, r ∈ (0, ∞) ∪ {∞}, h n → f
pointwise on B Y (a, 2r) and f is bounded on B Y (a, 2r).
Proof. The boundedness is very easy to achieve. Leth n = P n • h n where P n is the radial projection of Z onto B Z (0, n):
Everyh n is obviously bounded while it retains other properties mentioned in Lemma 2.6(a) and (b). Henceforth we label them h n and assume they are bounded. Now we provide the local uniform boundedness property requested by Lemma 2.6(c) which is slightly more complicated. (Note that this is needed only in supplementary parts of our application to differentiable extensions [KK] .)
Note that for every x ∈ Y there is n 0 such that h n (x) Z ≤ r(x) for every n ≥ n 0 . Indeed, if h n (x) → f (x) and m 0 is the least integer such that f (x) ∈ B Z (0, m 0 ) then x ∈ O n for no n < m 0 , hence (regardless if x ∈ O n or not, for various
Otherwise, r(x) = ∞ by the definition of O n and φ n . If r(x) < ∞, then r is bounded on a neighborhood U of x (because each φ n is continuous) and (since φ n ≥ n + 1) there is n 0 such that r = min(φ 1 , φ 2 , . . . , φ n 0 ) on U. Hence r is continuous at x. If r(x) = ∞ then, for every n ∈ N, x ∈ Y \ O n and hence φ n (·) ≥ (n + 1) + 1/̺(·, x). Therefore r(·) ≥ (n + 1) + 1/̺(·, x) and r is again continuous at x.
If P r (r ≥ 1) is the radial projection from (13), then the map (z, r)
we obtain a new sequence of functions that retains the boundedness and continuity properties of {h n }. We show that it also retains pointwise convergence as required by Lemma 2.6(a). Assume that x ∈ Y, z ∈ Z and h n (x) → z. We need to check thath n (x) → z. If r(x) = ∞, it is obvious from (14). If r(x) < ∞ then we need to look at the values of φ n (x).
If n ∈ N and φ n (x) is finite then necessarily x ∈ O n , f (x) = z, and hence z Z < n < φ n (x). Thus we get z Z < φ n (x) for every n and z Z ≤ r(x) . This concludes the proof ofh n (x) → z. Assume now that ({h n }, f ) has UCPC. We will prove that ({h n }, f ) has UCPC. Assume that f is continuous at y 0 ∈ Y and ε ∈ (0, 1). Then h n (y 0 ) → f (y 0 ) (cf. (1)) and there is k 0 ∈ N and a neighborhood U of y 0 such that (1) is true for k ≥ k 0 and y ∈ U. We choose n 0 to be the least integer such that f (y 0 ) ∈ B Z (0, n 0 ). Then there is a neighborhood V of y 0 such that, for every y ∈ V, f (y) ∈ B Z (0, n 0 ) \ B Z (0, n 0 − 2), y O n 0 −2 and r(y) ≥ (n 0 − 1) + 1.
For y ∈ U ∩ V and k ≥ max(k 0 , n 0 ) we haveh k (y) = h k (y) and hence (1) is true also when h k is replaced byh k . Hence ({h n }, f ) has UCPC if ({h n }, f ) has UCPC. Finally we want to prove that {h n } from (14) satisfies the local uniform boundedness property requested by Lemma 2.6(c). Assume that a ∈ Y, r ∈ (0, ∞) ∪ {∞}, h n → f pointwise on W := B Y (a, 2r) and there is p 0 ∈ N such that and, by (14) and (13)
This closes the part of the proof where we obtained {h n } with the local uniform boundedness property (Lemma 2.6(c)) while boundedness and the properties mentioned in Lemma 2.6(a) and (b) are retained by {h n }.
Note that "locally Lipschitz" is the only property that we miss at this point. To replace the functions by locally Lipschitz ones is rather straightforward when the paracompactness of Y is used. Though, formal argument takes at least several lines for each of the properties.
Let n ∈ N and let U n be an open locally finite refinement of open cover
Choose x n,U ∈ U for every U ∈ U n . Let w n,Y (y) = 1 for all y ∈ Y (or, suppose Y U n ). For y ∈ Y and U ∈ U n \ {Y} let
Then W n is locally bounded away from zero, the sums in (16), (17) are locally finite, w n,U , W n and f n are locally Lipschitz and locally bounded. For every y ∈ Y, we have
and thus
Therefore f n (y) → z whenever h n (y) → z ∈ Z (which impliesh n (y) → z).
Ifh n (y) are uniformly bounded on any given set, so are f n by (18). Since we already have validity of Lemma 2.6(c) for {h n }, it is also valid for { f n } defined by (17).
It remains to prove (b). Assume ({h n }, f ) has UCPC. Then we already know that ({h n }, f ) has UCPC. Let y 0 ∈ Y, ε > 0, k 0 ∈ N and δ > 0 be given such that
for every k ≥ k 0 and y ∈ B Y (y 0 , δ). Let n 0 ∈ N satisfy 2/n 0 < ε and n 0 ≥ k 0 . Then, by (18) and (19),
for every k ≥ n 0 and y ∈ B Y (y 0 , δ). Thus, ({ f k }, f ) has UCPC if ({h k }, f ) has UCPC. We see that we obtained locally Lipschitz functions while boundedness and the properties mentioned in Lemma 2.6(a), (b) and (c) are retained.
Extensions of Baire one functions
Now we use Proposition 2.4 and an elaborated refinement of the method of [ALP, Theorem 6 ] to prove Theorem 1.1.
Proof of Theorem 1.1. Applying Proposition 2.4 to Y := H and f : H → Z, we get a sequence f n : H → Z of bounded locally Lipschitz functions converging pointwise to f on H such that ({ f n }, f ) has property UCPC and such that { f n } is uniformly bounded on B(a, 6r) ∩ H whenever a ∈ H, r ∈ (0, ∞) ∪ {∞} and f is bounded on B(a, 12r) ∩ H.
Let 1 ≤ M 1 ≤ M 2 ≤ . . . be such that sup y∈H f n (y) Z ≤ M n . For every x ∈ X \ H, we select a point u(x) ∈ H with ̺(x, u(x)) < 2 dist(x, H). Then, for every a ∈ H and x ∈ X \ H, dist(x, H) ≤ ̺(x, a) and ̺(a, u(x)) ≤ 3̺(a, x).
Indeed, ̺(a, u(x)) ≤ ̺(a, x) + ̺(x, u(x)) ≤ ̺(a, x) + 2 dist(x, H) ≤ 3̺(a, x). For x ∈ X \ H, let K x,n = max(1, Lip f n | B H (u(x) ,(nM n +2) dist(x,H)) ), n ∈ N.
Note that K x,n might be infinite. Define 1/∞ = 0. Let n(x) be the largest n ∈ N such that dist(x, H) < (nK x,n (nM n + 2))
and let n(x) = 0 if no such n ∈ N exists. Since K x,n ≥ 1, M n ≥ 1 and dist(x, H) > 0, there are only finitely many n satisfying (23). We claim that, for every a ∈ ∂H, Hence from (NT) for g we obtain that (NT) is also true forg.
