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Abstract
For piecewise-linear maps, the phenomenon that a branch of a one-dimensional un-
stable manifold of a periodic solution is completely contained in its stable manifold is
codimension-two. Unlike codimension-one homoclinic corners, such ‘subsumed’ homo-
clinic connections can be associated with stable periodic solutions. The purpose of this
paper is to determine the dynamics near a generic subsumed homoclinic connection in
two dimensions. Assuming the eigenvalues associated with the periodic solution satisfy
0 < |λ| < 1 < σ < 1|λ| , in a two-parameter unfolding there exists an infinite sequence
of roughly triangular regions within which the map has a stable single-round periodic
solution. The result applies to both discontinuous and continuous maps, although these
cases admit different characterisations for the border-collision bifurcations that corre-
spond to boundaries of the regions. The result is illustrated with a discontinuous map
of Mira and the two-dimensional border-collision normal form.
1 Introduction
We begin by briefly reviewing related classical results for smooth maps. Let Γ be a period-n
solution of a diffeomorphism on R2 with eigenvalues satisfying 0 < |λ| < 1 < |σ|. Then Γ has
one-dimensional stable and unstable manifolds; a tangential intersection between these is a
homoclinic tangency. Generically the tangency is quadratic, to leading order. Homoclinic
tangencies are global, codimension-one bifurcations that create chaos or represent a crisis
where a chaotic attractor suddenly changes size [12].
Now suppose ξ ∈ R is a parameter of the map and Γ has a homoclinic tangency at
ξ = ξ∗. Typically there exist single-round periodic solutions for values of ξ near ξ∗. These
have periods kn+p for fixed p and different values of k. If ξ unfolds the tangency in a generic
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fashion and |λσ| < 1 at ξ = ξ∗, then there exists an infinite sequence of intervals Ik such
that the map has a stable period-(kn + p) solution for all ξ ∈ Ik. As k → ∞ the intervals
converge to ξ∗ and are non-overlapping [4].
In two-dimensional parameter space homoclinic tangencies occur on curves. These curves
may contain points where the tangency is codimension-two, such as the intersection between
two homoclinic tangency curves associated with the same periodic solution. A determination
of the dynamics near a codimension-two point is often helpful as it explains other curves of
codimension-one bifurcations that may extend over large areas of parameter space [1, 6, 9].
This paper concerns piecewise-linear maps on a domain Ω ⊂ R2 that we write as
f(x, y) =


f1(x, y), (x, y) ∈ Ω1 ,
...
fm(x, y), (x, y) ∈ Ωm .
(1.1)
The regions Ω1, . . . ,Ωm partition the domain Ω, and each fj is assumed to be affine (linear
plus a constant). We let Σ denote the set of all P ∈ Ω for which every neighbourhood of
P intersects more than one Ωj . We assume Σ is a finite union of smooth curves; it is the
collection of switching manifolds of (1.1).
Now consider a period-n solution of (1.1) that has no points in Σ and eigenvalues satisfying
0 < |λ| < 1 < |σ|. Its stable and unstable manifolds are piecewise-linear, so cannot form
a quadratic tangency. Instead they may form a homoclinic corner: locally one manifold is
linear while the other has a kink. But unlike a homoclinic tangency, even if |λσ| < 1 close
to a generic homoclinic corner there are no stable periodic solutions [16].
At a homoclinic corner, one orbit in the unstable manifold belongs to the stable manifold.
It is a codimension-two phenomenon for two different orbits to have this property. But since
(1.1) is piecewise-linear, this can imply all orbits in a branch of the unstable manifold belong
to the stable manifold, Fig. 1. In this case the branch is completely contained within the
stable manifold and we say it is subsumed.
P0
fp
fundamental
domain
Wu(Γ)
W s(Γ)
Figure 1: A sketch of the stable (blue) and unstable (red) manifolds of a saddle-type periodic
solution Γ of a piecewise-linear map f in a neighbourhood of one point of this solution, P0. In
this neighbourhood the manifolds coincide with the stable and unstable subspaces associated
with P0. In the simplest instance of a codimension-two subsumed homoclinic connection, a
fundamental domain of a branch of the unstable manifold maps linearly to the stable subspace
under p iterations of f , for some p ≥ 1.
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Figure 2: A sketch of the phase space of a map (1.1) that involves six regions showing a
135-cycle, {P0, P1, P2}. The green lines represent Σ.
In two-dimensional parameter space subsumed homoclinic connections typically lie at the
intersection of two curves of homoclinic corners. This occurs for a discontinuous map intro-
duced by Mira in [10], and the two-dimensional border-collision normal [16]. In both cases
(given as examples below) the intersection is a striking focal point of the overall bifurcation
structure. This is because these examples involve |λσ| < 1, and, as explained below by The-
orem 3.2, in this case there exists p ≥ 1 and a sequence of regions Sk in which the map has
a stable period-(kn + p) solution for all sufficiently large values of k. Each Sk is triangular,
to leading order, and overlaps only Sk−1 and Sk+1 for large k.
The remainder of the paper is organised as follows. In §2 we characterise periodic solutions
of (1.1) and discuss their existence, admissibility, and stability. Then in §3 we carefully set
up the codimension-two scenario, assuming σ > 1 for simplicity, and state Theorem 3.2. In
§4 we provide a proof of Theorem 3.2 and in §5 illustrate the result with examples. Finally
§6 provides concluding remarks.
2 Periodic solutions: notation and basic properties
We first explain how periodic solutions of (1.1) can be described symbolically. For example,
the period-3 solution shown in Fig. 2 is a 135-cycle (cyclic permutations of 135 are also
permitted). Ostensibly, 135 is a number, but is termed a ‘word’ because the indices 1, . . . , m
are treated as symbols [8]. A similar exposition involving only two symbols is presented in
[17].
We write a word X of length n as
X = X0 · · ·Xn−1 , (2.1)
where Xi ∈ {1, . . . , m} for each i ∈ {0, . . . , n − 1}. We write XY for the concatenation of
two words X and Y , and X k for the concatenation of X with itself k times.
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Given i ≥ 0, let f i denote the composition of f with itself i times (f 0 is the identity
map). Given a word X of length n, let
fX = fXn−1 ◦ · · · ◦ fX0 , (2.2)
denote the composition of the pieces of f in the order determined by X . Let ΩX ⊂ Ω be
the (possibly empty) set of all P ∈ Ω for which f i(P ) ∈ ΩXi for all i ∈ {0, . . . , n − 1}.
Roughly speaking, ΩX is the set of all points whose forward orbits follow X initially. Notice
fn(P ) = fX (P ) for all P ∈ ΩX .
Definition 2.1. Given a word X of length n, an X -cycle is an n-tuple, {P0, P1, . . . , Pn−1},
for which fX0(P0) = P1, fX1(P1) = P2, . . . , fXn−1(Pn−1) = P0.
Notice P0 in Definition 2.1 is a fixed point of fX . Since fX is affine, its Jacobian matrix
DfX is constant in phase space and we have the following result.
Lemma 2.1. A map (1.1) has a unique X -cycle if and only if I −DfX is non-singular.
Remark 2.1. Lemma 2.1 implies the X -cycle is completely characterised by the word X ,
except in the special case that I−DfX is singular (which is equivalent to 1 being an eigenvalue
of DfX ).
Definition 2.2. The X -cycle of Definition 2.1 is admissible if P0 ∈ ΩX , and virtual otherwise.
Remark 2.2. Every admissible X -cycle is a periodic solution of f . Conversely every periodic
solution of f is an admissible X -cycle for some X that is unique up to cyclic permutation.
If an admissible X -cycle has no points in Σ (as in Fig. 2) then some neighbourhood of P0
is contained in ΩX . In this neighbourhood f
n is smooth (in fact equal to fX and so affine).
Thus, as with smooth maps [3], the X -cycle is asymptotically stable if both eigenvalues of
DfX have modulus less than 1. This corresponds to shaded region shown in Fig. 3 and in
fact the converse is true because fX is affine:
Lemma 2.2. Suppose an admissible X -cycle has no points in Σ. Let τ and δ be the trace and
determinant of DfX . Then the X -cycle is asymptotically stable if and only if (τ, δ) belongs
to the interior of the triangle shown in Fig. 3.
3 Subsumed homoclinic connections and single-round
periodic solutions
In this section we develop a precise symbolic and geometric description of subsumed homo-
clinic connections building up to the statement of Theorem 3.2. Theorem 3.2 is essence quite
simple. It gives, explicitly but just to leading order, the set of all points where the map has
a stable single-round periodic solution. However, some technicalities precede the theorem
statement because in order for us to provide an explicit formula we need to construct suit-
able coordinates in parameter space and to prove that single-round periodic solutions are
admissible we require certain global assumptions on the nature of the homoclinic connection.
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τδ
δ = −τ − 1 δ = τ − 1
δ = 1
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1
Figure 3: The shaded region is where both eigenvalues of a 2× 2 matrix, with trace τ and
determinant δ, have modulus less than 1.
3.1 Persistent properties of the stable and unstable manifolds of
an X -cycle
Let Γ = {P0, P1, . . . , Pn−1} be an admissible X -cycle, as in Definition 2.1. The stable manifold
of the X -cycle, W s(Γ), is defined as all P ∈ Ω \ Γ for which f i(P ) converges to the X -cycle
as i → ∞. The unstable manifold of the X -cycle, W u(Γ), is defined as all P ∈ Ω \ Γ for
which there exists a sequence of preimages f i(P ) that converges to the X -cycle as i→ −∞.
Suppose the X -cycle has no points in Σ and the eigenvalues of DfX , call them a and b,
satisfy 0 < |a| < 1 < b. Then W s(Γ) and W u(Γ) are one-dimensional and emanate linearly
from each point Pi. As they emanate from P0, for example, they coincide with the stable
and unstable subspaces Es(P0) and E
u(P0). These are lines through P0 with directions given
by the eigenvectors of DfX . Note that W
u(Γ) has two dynamically independent branches
because b > 0.
We introduce the notation
L(P,Q) = {(1− t)P + tQ | 0 < t < 1},
to denote all points between P,Q ∈ R2 (if P 6= Q this is a line segment that does not include
its endpoints). Observe P0 belongs to the interior of ΩX . Suppose E
u(P0) intersects Σ at
some Z ∈ Ω, and L(P0, Z) ⊂ ΩX , see already Fig. 4. Then every P ∈ L(P0, fX (Z)) belongs
to one branch of W u(Γ) because the preimage of P under fX belongs to ΩX . For this reason
{Z} ∪ L(Z, fX (Z)) is a fundamental domain for this branch of W u(Γ) (it contains exactly
one point in every orbit in the branch). This particular fundamental domain is significant
because Z ∈ Σ and thus W u(Γ) has a kink at fX (Z) (except in special cases).
3.2 Subsumed homoclinic connections
Definition 3.1. The X -cycle is said to have a subsumed homoclinic connection if one branch
of W u(Γ) is a subset of W s(Γ) (or one branch of W s(Γ) is a subset of W u(Γ)).
Here we provide sufficient conditions for an X -cycle to have a subsumed homoclinic con-
nection. Let Y be a word of length p. Let B be a compact, convex set with P0 ∈ B ⊂ int(ΩX 2)
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(where int(·) denotes the interior of a set). In Theorem 3.2 we unfold the codimension-two
scenario that Z and fX (Z) both map to B ∩ E
s(P0) under fY , that is
fY(Z), fXY(Z) ∈ B ∩ E
s(P0). (3.1)
Since fY is affine, (3.1) implies all points in L(Z, fX (Z)) map to B ∩ E
s(P0) under fY . The
assumption that B ⊂ int(ΩX 2) is convex ensures B ∩ E
s(P0) is contained in W
s(Γ) (if a > 0
the weaker assumption B ⊂ int(ΩX ) is sufficient). For (3.1) to imply a subsumed homoclinic
connection we need the admissibility assumption
L(Z, fX (Z)) ⊂ ΩY , (3.2)
and some information about the forward orbit of Z.
Proposition 3.1. Suppose (3.1) and (3.2) are satisfied. Suppose either (i) Z ∈ ΩY , or (ii)
Z ∈ ΩX and fX (Z) ∈ ΩY . Then the X -cycle has a subsumed homoclinic connection.
Proof. For any P ∈ L(Z, fX (Z)) we have f p(P ) ∈ B∩Es(P0) by (3.1) and (3.2) and because
fY is affine. Under condition (i) we have f
p(Z) ∈ B ∩ Es(P0), while under condition (ii)
we have fn+p(Z) ∈ B ∩ Es(P0). In either case every point in the fundamental domain
{Z} ∪ L(Z, fX (Z)) belongs to W s(Γ), hence f has a subsumed homoclinic connection.
3.3 Change of coordinates for variables and parameters
Now suppose Σ and each fj depend smoothly on parameters ξ, ζ ∈ R. Theorem 3.2 includes
the following assumption.
Assumption 3.2. At (ξ, ζ) = (0, 0),
i) (1.1) has an admissible X -cycle with no points on Σ and its eigenvalues satisfy 0 <
|a| < 1 < b,
ii) Z, defined as above, lies at a transverse intersection between Eu(P0) and Σ, and
iii) L(P0, Z) ⊂ int(ΩX ) and L(Z, fX (Z)) ⊂ int(ΩY).
Since the X -cycle is hyperbolic it persists smoothly as a saddle with no points on Σ in a
neighbourhood of (ξ, ζ) = (0, 0). Its eigenvalues a and b vary smoothly with ξ and ζ as does
Z because transverse intersections persist.
Let qunstab = Z − P0. This is an eigenvector of DfX corresponding to the eigenvalue b.
Let qstab be a smoothly varying eigenvector of DfX corresponding to the eigenvalue a. Form
the matrix T =
[
qstab qunstab
]
. Then
h(P ) = T−1(P − P0) (3.3)
gives the coordinates of any P ∈ Ω relative to the eigenvectors. The function h = (h1, h2)
provides a coordinate change on the variables of (1.1) that we use in §4.
6
P0
Z
fX (Z)
fY(Z)
fXY(Z)
Σ
B
η
ν
Wu(Γ)
W s(Γ)
Figure 4: A sketch of the stable (blue) and unstable (red) manifolds of the X -cycle near
P0. Here the manifolds coincide with the lines E
s(P0) and E
u(P0). The meaning of η and ν,
defined by (3.4)–(3.5), is indicated.
Let
η = h2(fXY(Z)), (3.4)
ν = h2(fY(Z)). (3.5)
As illustrated in Fig. 4, these values provide a measure for the distance of fXY(Z) and fY(Z)
from Es(P0) in the direction qunstab.
Theorem 3.2 assumes the codimension-two condition (3.1) holds at (ξ, ζ) = (0, 0). This
condition implies (η, ν) = (0, 0). In order for ξ and ζ to unfold the codimension-two point in
a generic fashion we require det(J)
∣∣
(ξ,ζ)=(0,0)
6= 0, where
J =
[
∂η
∂ξ
∂η
∂ζ
∂ν
∂ξ
∂ν
∂ζ
]
. (3.6)
This ensures that the coordinate change on the parameters, (ξ, ζ)→ (η, ν), is locally invert-
ible, and we write this coordinate change as
(η, ν) = ψ(ξ, ζ). (3.7)
3.4 Main result
An X kY-cycle, which we write as
{
Pˆ
(k)
0 , . . . , Pˆ
(k)
kn+p−1
}
, has period kn+p and is a single-round
periodic solution in the sense that it involves a single ‘excursion’ following the word Y . We
centre our analysis around the particular point Pˆ
(k)
kn which, roughly speaking, is the point of
the X kY-cycle that gets mapped under fY .
7
Definition 3.3. At (ξ, ζ) = (0, 0) letM be a neighbourhood of L(Z, fX (Z)). For each k ≥ 0,
let Sk ⊂ R
2 be the set of all (ξ, ζ) for which (1.1) has an admissible, asymptotically stable
X kY-cycle with Pˆ (k)kn ∈M.
In Theorem 3.2, λ = a(0, 0) and σ = b(0, 0) denote the eigenvalues of the X -cycle at
(ξ, ζ) = (0, 0). Given k ≥ 0 and γ ≥ 0, let
∆±k,γ =
{
(η, ν)
∣∣ η < σ−(k−1) ± γk, ν > σ−k ∓ γk, ν < η + (σ − 1)σ−k ± γk}, (3.8)
shown in Fig. 5.
Theorem 3.2. Suppose Assumption 3.2 is satisfied, (3.1) is satisfied at (ξ, ζ) = (0, 0), and
X0 6= Y0. Let λ = a(0, 0) and σ = b(0, 0), suppose |λ|σ < 1, and let γ = max
[
σ−
3
2 , |λ|
1
2σ−
1
2
]
.
Also suppose det(J) 6= 0. Then there exists kmin ≥ 0, a neighbourhood M as in Definition
3.3, and a neighbourhood N of (ξ, ζ) = (0, 0), such that in N
ψ−1
(
∆−k,γ
)
⊂ Sk ⊂ ψ
−1
(
∆+k,γ
)
, (3.9)
for all k ≥ kmin.
Theorem 3.2, proved in §4, provides inner and outer bounds for Sk. Since γk → 0 faster
than σ−k → 0, the relative error that this provides for the location of Sk goes to zero as
k →∞, specifically
Area(∆+k,γ\∆
−
k,γ)
Area(∆+k,γ)
→ 0.
We conclude this section with some technical remarks and determine how the Sk overlap
one another, Fig. 6. Overlaps are significant as they imply two stable periodic solutions
coexist.
η
ν
(2σ − 1)σ−k
σ−k
(2 − σ)σ−k σ−(k−1)
∆+k,γ
∆+k,0
∆−k,γ
Figure 5: The regions ∆−k,γ and ∆
+
k,γ provide inner and outer bounds for ψ(Sk), where ψ(Sk)
represents pairs (η, ν) for which (1.1) has an admissible, stable X kY-cycle, see (3.7) and
Definition 3.3. The leading order (large k) approximation to ψ(Sk) is ∆
+
k,0 = ∆
−
k,0 because
we assume γ < 1
σ
(Theorem 3.2 provides a specific value for γ).
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Remark 3.1. For each of the examples in §5 the Sk involve three smooth boundaries. To
prove that this is the case in general, which has not been achieved by Theorem 3.2, we
must precisely characterise the bifurcations to which each boundary corresponds. While the
boundary approximated by ν = η+ (σ− 1)σ−k is always where the X kY-cycle loses stability
by attaining an eigenvalue of −1, a characterisation of the other boundaries depends on
whether f is discontinuous or continuous. In both cases these boundaries are border-collision
bifurcations where one point of the X kY-cycle collides with Σ. If f is discontinuous, these
collisions occur near Z. If f is continuous, W u(Γ) is continuous as so must have at least one
other intersection with Σ [19]. In this case one of the two collisions occurs near this other
intersection in accordance with the unfolding of a shrinking point [17, 18].
Remark 3.2. The assumption X0 6= Y0 is a natural consequence of Z ∈ Σ and allows us to
prove Sk ⊂ ψ−1
(
∆+k,γ
)
in a simple way. In practise we can always impose X0 6= Y0 by choosing
an appropriate cyclic permutation of X . Similarly the assumption Pˆ (k)kn ∈M ensures Sk does
not include other points near (ξ, ζ) = (0, 0) due to a peculiar global arrangement of the
regions ΩX and ΩY .
Remark 3.3. The assumption L(Z, fX (Z)) ⊂ int(ΩY) is relatively strong as it refers to almost
all orbits in the homoclinic connection. This ‘global’ assumption is used to ensure that the
X kY-cycles are admissible and was circumvented for a similar situation in [19] by having
detailed knowledge of one homoclinic orbit and its relation to Σ.
Remark 3.4. The leading order terms in our large k asymptotic expansions (see §4) are
O
(
σ−k
)
(this is big-O notation). Second order terms are either O
(
λk
)
or O
(
σ−2k
)
. We have
designed γ so that γk is smaller than leading order (so that the relative error in Sk decreases
with k) but bigger than second order (so that higher order terms can be ignored).
Proposition 3.3. Let j ≥ 1. If the conditions of Theorem 3.2 hold then, for sufficiently
large values of k, Sk ∩ Sk+j = ∅ if and only if j > 1.
η
ν
∆+k−1,0
∆+k,0
∆+k+1,0
∆+k+2,0∆+k+3,0
Figure 6: A sketch of ∆+k+j,0 = ∆
−
k+j,0 (the leading order approximation to ψ(Sk+j)) for
several values of j.
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Proof. The top-right corner of ∆+k+1,0 is (η, ν) =
(
σ−k, 2σ−1
σ
σ−k
)
. By checking all three
inequalities in (3.8) it can easily be seen that this corner belongs to int
(
∆+k,0
)
because σ > 1.
Thus int
(
∆+k,0
)
∩∆+k+1,0 6= ∅, and so Sk ∩Sk+1 6= ∅ (using Theorem 3.2) for sufficiently large
values of k because γk → 0 faster than σ−k → 0.
The top-right corner of ∆+k+2,0 is (η, ν) =
(
σ−(k+1), 2σ−1
σ2
σ−k
)
and lies below the bottom
edge of ∆+k,0 because
2σ−1
σ2
= 1 − (σ−1)
2
σ2
< 1. This is also the case for any ∆+k+j,0 with j > 2.
Thus, for all j > 1, we have ∆+k,0 ∩ ∆
+
k+j,0 = ∅ and so Sk ∩ Sk+j 6= ∅ (using Theorem 3.2)
for sufficiently large values of k.
4 Proof of Theorem 3.2
The X -cycle exists, is unique, and has no points on Σ in some compact neighbourhood N of
(ξ, ζ) = (0, 0). We can also assume that in N the eigenvalues satisfy 0 < |a| < 1 < b, that Z
is well-defined and varies smoothly, and that h and ψ are well-defined and invertible.
4.1 Change of variables
We write the change of variables (3.3) as (u, v) = h(x, y). For any word W, let gW =
h ◦ fW ◦ h−1 denote fW in (u, v)-coordinates, and write gW = (gW ,1, gW ,2). Then
gX (x, y) =
[
au
bv
]
, (4.1)
and write
gY(u, v) =
[
c11u+ c12v + c13
c21u+ c22v + c23
]
, (4.2)
for some parameter-dependent coefficients c11, . . . , c23 ∈ R.
By the definition of qunstab, we have h(Z) = (0, 1) and h(fX (Z)) = (0, b). Then (3.4) and
(3.5) imply η = gY ,2(0, b) and ν = gY ,2(0, 1), see Fig. 7, and so
c22 =
η − ν
b− 1
, (4.3)
c23 =
−η + bν
b− 1
. (4.4)
Formulas for the other coefficients in (4.2) will not be needed.
4.2 X kY-cycles
By composing (4.1) and (4.2) we obtain
gXkY(u, v) =
[
akc11u+ b
kc12v + c13
akc21u+ b
kc22v + c23
]
. (4.5)
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The trace and determinant of DgXkY are therefore
τk = a
kc11 + b
kc22 , (4.6)
δk = a
kbk(c11c22 − c12c21), (4.7)
respectively. By Lemma 2.1, there exists a unique X kY-cycle if det(I − DfXkY) 6= 0. This is
equivalent to δk − τk + 1 6= 0, because DfXkY and DgXkY are similar and det(I −DgXkY) =
δk − τk + 1.
For each i, let Qi = h
(
Pˆ
(k)
i
)
(in Qi the k-dependence is suppressed for brevity). Notice
Q0 is a fixed point of gXkY . By calculating this point via (4.5) and iterating it k times under
gX we obtain
Qkn =
1
δk − τk + 1
[
akc13 − akbk(c22c13 − c12c23)
bkc23 + a
kbk(c21c13 − c11c23)
]
, (4.8)
assuming δk − τk + 1 6= 0. We also write Qkn =
(
u(k), v(k)
)
.
4.3 Accommodating relatively large values of η and ν
In (4.6)–(4.8), the largest terms are bkc22 in (4.6) and b
kc23 in (4.8) because b > 1 and k
is large. But in Sk we must have |τk| < 2 (for stability) and v(k) be not too large (for
admissibility). Intuitively, (4.3)–(4.4) imply that η and ν need to be O
(
σ−k
)
throughout Sk.
Here we establish this formally (although details are omitted for brevity).
We partition ψ(N ) into three components using some values R1, R2 > 0 as follows. Let
N1 be all (η, ν) ∈ ψ(N ) for which |η − ν| > R1σ−k, let N2 be all (η, ν) ∈ ψ(N ) for which
|η − ν| ≤ R1σ−k and |η| > R2σ−k, and let N3 be all other points in ψ(N ). From (4.3) and
u
v
ν
η
1
b
gY(0, b)
gY(0, 1)
h(M)
Q0
Qn
Q(k−1)n
Qkn
Figure 7: Phase space in (u, v)-coordinates, where (u, v) = h(x, y), near a subsumed homo-
clinic connection. Some points of an X kY-cycle are shown. For each j ∈ {0, . . . , k − 1}, Qjn
maps to Q(j+1)n under gX , while Qkn maps to Q0 under gY . Notice h(M) is a neighbourhood
of the interval (1, b) of the v-axis.
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(4.6) we can find R1 > 0 such that throughout N1 we have |τk| > 2, for all sufficiently large
values of k, and so, if it exists, the X kY-cycle is unstable. Such an R1 can be constructed
from values bmin, bmax > 1 for which bmin ≤ b ≤ bmax throughout ψ(N ). Similarly we can find
R2 > 0 such that throughout N2 we have |v(k)| > b+1, say, for all sufficiently large values of
k, and so Qkn /∈ h(M), assuming M is sufficiently small.
Consequently it remains for us to consider (η, ν) ∈ N3 for which we may treat η˜ = σkη
and ν˜ = σkν as order-1 quantities.
4.4 Existence
From (4.3) and (4.6)–(4.7) we have
τk =
η˜ − ν˜
σ − 1
+O
(
σ−k
)
,
δk = O
(
λkσk
)
,
and so
δk − τk + 1 = 1−
η˜ − ν˜
σ − 1
+O
(
σ−k
)
+O
(
λkσk
)
. (4.9)
By substituting ν˜ > η˜ − σ + 1 + 2γkσk (which holds for all points in ∆−k,γ) into (4.9), we
obtain δk− τk +1 >
2σkγk
σ−1
+O
(
σ−k
)
+O
(
λkσk
)
, which is positive for sufficiently large values
of k. Thus the X kY-cycle exists and is unique in ∆−k,γ (for large k).
Similarly by substituting ν˜ < η˜ − σ + 1− 2γkσk into (4.9) we obtain δk − τk + 1 < 0, for
large k, and so here the X kY-cycle cannot be stable.
4.5 Stability
By substituting ν˜ < η˜ + σ − 1− γkσk (i.e. below the angled edge of ∆−k,γ) into
δk + τk + 1 = 1 +
η˜ − ν˜
σ − 1
+O
(
σ−k
)
+O
(
λkσk
)
, (4.10)
we obtain δk + τk + 1 >
σkγk
σ−1
+ O
(
σ−k
)
+ O
(
λkσk
)
, which is positive for sufficiently large
values of k. Since also δk → 0 as k → ∞, we conclude that in ∆
−
k,γ the pair (τk, δk) belongs
to the triangle of Fig. 3 and so if the X kY-cycle is admissible then it is also stable.
By similarly substituting ν˜ > η˜ + σ − 1 + γkσk into (4.10) we obtain δk + τk + 1 < 0, for
large k, and so here the X kY-cycle cannot be stable.
4.6 Admissibility
From (4.4) and (4.8) we have u(k) = O
(
λk
)
and
v(k) = v(∞) +O
(
σ−k
)
+O
(
λkσk
)
, (4.11)
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where
v(∞) =
−η˜ + σν˜
σ − 1− η˜ + ν˜
. (4.12)
If η˜ and ν˜ are such that 1 < v(∞) < σ, then Assumption 3.2 implies Qkn ∈ ΩY (also
Qkn ∈ h(M)) for large values of k. Also for each j = 0, . . . , k − 1 the point Qjn is in B
or close to L(P0, Z), for large values of k, and so Qjn ∈ ΩX . In this case the X kY-cycle is
admissible and (η, ν) ∈ ψ(Sk).
If instead v(∞) < 1 then for sufficiently large values of k either Qkn ∈ ΩX (in which case
the X kY-cycle is virtual because X0 6= Y0) or Qkn /∈ h(M). In either case (η, ν) /∈ ψ(Sk). If
v(∞) > σ, then either Q(k−1)n ∈ ΩY or Qkn /∈ h(M) and we reach the same conclusion.
Simply solving v(∞) = 1 and v(∞) = σ yields ν˜ = 1 and η˜ = σ, respectively, and this
provides a rough explanation for the vertical and horizontal edges of the ∆±k,γ. More formally
it is a simple exercise to use the formula (4.12) to show that in ∆−k,γ we have
1 + 1
2
βkσk +O
(
σ−k
)
+O
(
λkσk
)
< v(∞) < σ − 1
2
βkσk +O
(
σ−k
)
+O
(
λkσk
)
,
and so in ∆−k,γ the X
kY is admissible with Qkn ∈ h(M) for sufficiently large values of k.
Also if ν˜ ≥ η˜ − σ + 1 − 2γkσk and ν˜ ≤ η˜ + σ − 1 + γkσk (above it was shown that these
are necessary for the X kY-cycle to be stable), then outside ∆+k,γ we have either v
(∞) <
1 − 1
2
βkσk + O
(
σ−k
)
+ O
(
λkσk
)
or v(∞) > σ + 1
2
βkσk + O
(
σ−k
)
+ O
(
λkσk
)
and so the
X kY-cycle is either virtual or Qkn /∈ h(M). 
5 Examples
5.1 A discontinuous map
Here we consider the discontinuous map of [10]:
f(x, y) =
{
f1(x, y), x < 0,
f2(x, y), x ≥ 0,
(5.1)
where
f1(x, y) =
[
λ¯1x+ y + a¯
β¯x
]
, (5.2)
f2(x, y) =
[
λ¯2x+ y + b¯
β¯x
]
.
Bars have been added to the parameters to avoid confusion with the notation that has already
been developed. As in Figure 7 of [10] we fix
b¯ = −2, λ¯2 = 1.5, β¯ = 0.3, (5.3)
and vary the remaining two parameters.
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Fig. 8 shows a two-parameter bifurcation diagram. Regions where there exists a stable
periodic solution (up to period 30) are coloured by period. The two white lines are curves of
codimension-one homoclinic corners. The intersection of these curves is a codimension-two
point at which a fixed point P0 in x > 0 has eigenvalues λ ≈ −0.18 and σ ≈ 1.68 and a
subsumed homoclinic connection. Fig. 9 shows a phase portrait at sample parameter values
near the codimension-two point.
The codimension-two point satisfies the conditions of Theorem 3.2. Here X = 2 and
Y = 1. The point Z lies at a transverse intersection between Eu(P0) and the switching
manifold x = 0, and condition (iii) of Assumption 3.2 can be verified by inspection. Also
det(J) 6= 0 is a consequence of the transversal intersection between the curves of homoclinic
corners.
The regions Sk predicted by Theorem 3.2 are labelled in Fig. 8 up to k = 6 and visible for
some larger values of k (other coloured regions correspond to multi-round periodic solutions).
The phase portrait in Fig. 9 corresponds to parameter values in S5∩S6 and the corresponding
stable 251 and 261-cycles are plotted.
5.2 The border-collision normal form
The continuous map
f(x, y) =
{
f1(x, y), x ≤ 0,
f2(x, y), x ≥ 0,
(5.4)
1.5 2 2.5 3
-0.6
-0.4
-0.2
0
a¯
λ¯1
S2
S3
S4 S5
S6
Figure 8: Regions where the discontinuous map (5.1) with (5.3) has a stable periodic
solution (different colours correspond to different periods). This was computed numerically
via a brute-force search on a 1024×256 grid of
(
a¯, λ¯1
)
-values up to period 30. At points where
multiple stable periodic solutions were found the highest period is indicated. The white lines
are curves of homoclinic corners that intersect at a subsumed homoclinic connection. The
white circle indicates the parameter values of Fig. 9.
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-2 0 2 4
-0.5
0
0.5
1
x
y
P0
Z
Figure 9: A phase portrait of the discontinuous map (5.1) with (5.3) and
(
a¯, λ¯1
)
=
(2.4,−0.4). Parts of the stable and unstable manifolds of the fixed point P0 are coloured
blue and red, respectively. The intersection Z (defined in §3) of one branch of W u(P0) with
Σ (x = 0) is indicated. The stable 251 and 261-cycles are shown with two sets of triangles of
different orientations.
where
f1(x, y) =
[
τ1x+ y + 1
−δ1x
]
, (5.5)
f2(x, y) =
[
τ2x+ y + 1
−δ2x
]
.
is known as the two-dimensional border-collision normal form (except the border-collision
bifurcation parameter, usually called µ, has been scaled to 1) [11, 15]. Fig. 10 shows a
two-parameter bifurcation diagram using
τ1 = 2, δ1 = 0.75. (5.6)
Four distinct curves of homoclinic corners emanate from a common intersection point at
(δ2, τ2) = (1.5,−0.5). Here a fixed point P0 in x < 0 has eigenvalues λ = 0.5 and σ = 1.5 and
a subsumed homoclinic connection. The conditions of Theorem 3.2 can be readily verified
with X = 1 and Y = 22, and the regions Sk are shown in Fig. 10. Fig. 11 shows a phase
portrait at parameter values relatively near the codimension-two point.
5.3 An example with n > 1
Finally we provide an example for which the X -cycle is not a fixed point. Fig. 12 shows a
different two-parameter slice of the four-dimensional parameter space of the border-collision
normal form (5.4). Specifically we fix
τ2 = −2.5, δ2 = 2. (5.7)
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1.3 1.35 1.4 1.45 1.5
-0.52
-0.48
-0.44
δ2
τ2
S4
S5
S6
S7
S8
Figure 10: A two-parameter bifurcation diagram of (5.4) with (5.6) using the same conven-
tions as Fig. 8. The white circle indicates the parameter values of Fig. 11.
-4 -2 0 2
-2
0
2
4
x
y
P0
Z
Figure 11: A phase portrait of (5.4) with (5.6) and (δ2, τ2) = (1.3,−0.5) using the same
conventions as Fig. 9. The stable periodic solutions (shown with triangles of different orien-
tations) are 1422 and 1522-cycles.
Four curves of homoclinic corners intersect at (τ1, δ1) =
(
−23
33
, 13
66
)
. At this point (5.4) has an
X -cycle, where X = 212, with eigenvalues λ = 4
11
and σ = 13
6
and a subsumed homoclinic
connection. Fig. 13 shows a phase portrait at nearby parameter values. Here the conditions
of Theorem 3.2 are satisfied using Y = 12 (the cyclic permutation of X has been chosen
so that X0 = Y0). Again the regions Sk are in accordance with Theorem 3.2, at least for
sufficiently large values of k (the region S4 has an extra component corresponding to stable
(212)422-cycles).
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-0.73 -0.72 -0.71 -0.7 -0.69
0.18
0.19
0.2
0.21
τ1
δ1
S3
S4
S5
S6
Figure 12: A two-parameter bifurcation diagram of (5.4) with (5.7) using the same conven-
tions as Fig. 8, except periodic solutions have been computed up to period 50. The white
circle indicates the parameter values of Fig. 13.
-3 -2 -1 0 1
-3
-2
-1
0
x
y
P0
P1
P2
Z
Figure 13: A phase portrait of (5.4) with (5.7) and (τ1, δ1) = (−0.698, 0.185) using the
same conventions as Fig. 9. Stable X 4Y and X 5Y-cycles are shown with triangles of different
orientations. There also exists a stable 211-cycle shown with circles.
6 Discussion
Stable X kY-cycles do not exist near codimension-one homoclinic corners [16]. This paper
shows that near certain codimension-two homoclinic connections, stable X kY-cycles do exist
in nearby regions Sk, Theorem 3.2. To leading order Sk is the set ψ
−1
(
∆+k,0
)
where ∆+k,0 is
triangular. This explains, quantitatively, the bulk of the two-parameter bifurcation diagrams
shown in Figs. 8, 10, and 12 for three different examples. Each Sk overlaps only Sk−1 and
Sk+1 for large k, Proposition 3.3. In such overlaps there exist two stable periodic solutions,
as shown in Figs. 9, 11, and 13.
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Near the codimension-three scenario that we also have λσ = 1, for any N ≥ 1 there exist
open regions of parameter space in which N different regions Sk overlap [2, 13, 14]. For
smooth area-preserving maps the analogous scenario is only codimension-two because the
condition λσ = 1 is satisfied automatically [5, 7].
It remains to generalise Theorem 3.2 to higher dimensions, following [19]. It also remains
to characterise multi-round periodic solutions. Certainly from the above examples regions
where multi-round periodic solutions are admissible and stable appear to exhibit a consistent
structure nestled between the Sk.
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