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Abstract
It is proven that if G is a 3-cyclable graph on n vertices, with minimum degree  and
with a maximum independent set of cardinality , then G contains a cycle of length at least
min fn; 3− 3; n+ − g. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Preliminaries
We begin with some denitions and notation. A good reference for any undened
terms is Bondy and Murty [1]. We will consider only nite, simple graphs.
Let G= (V; E) be a graph with vertex set V and edge set E. Throughout this paper
we let n = jV j = jV (G)j. By  we denote the cardinality of a maximum independent
set of vertices in G. The length of a longest cycle in G is denoted by c(G).
If H is a subgraph of G and v 2 V (G), then NH (v) = fx 2 V (H) j xv 2 E(G)g and
dH (v) = jNH (v)j.
Let k be a positive integer. The graph G is called k-cyclable if any k vertices of
G lie on a common cycle. Note that G is 2-connected if and only if G is 2-cyclable.
In general it is not the case that every k-cyclable graph is k-connected, as can be seen
from the graph K2 _ 2Kk for k>3. This graph is k-cyclable, and yet has connectivity
exactly 2. On the other hand, it is easy to see that every k-connected graph is k-cyclable.
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Let C be a cycle in G and u; v 2 V (C). We denote by ~C the cycle C with a
specied orientation, and by
 
C the cycle C with the reverse orientation. By u~Cv we
denote the consecutive vertices of C from u to v inclusive, in the direction specied
by ~C. We use u+ to denote the successor of u on ~C and u− to denote its predecessor.
If AV (C), then A+ = fa+ j a 2 Ag. Similar notation is used for paths.
A cycle C in G is called a dominating cycle if every vertex in V (G) n V (C) has
all of its neighbors on C. We use (G) for the vertex connectivity of G, (G) for the
minimum vertex degree of G and (G) to denote the cardinality of a largest set of
independent vertices in G.
An endblock of a graph G is a block which contains exactly one cut vertex
of G. An internal vertex of a block is a vertex of that block which is not a cut
vertex of G.
2. Main results
We begin by stating a well-known result of Dirac.
Theorem 1 (Dirac [3]). If G is a 2-connected graph; then c(G)>minfn; 2g.
Theorem 1 is best possible, as can be seen from the graphs K2 _ qK−1 (q; >2) as
well as the graphs K _ Kp (p>>2).
In Jung [5] the following result was obtained.
Theorem 2 (Jung [5]). If G is a 3-connected graph; then c(G)> minfn; 3 − 3g or
every longest cycle is a dominating cycle.
In Section 3 we will prove the following lemma.
Lemma 3. If G is a graph in which every longest cycle is dominating; then c(G)>
minfn; 3− 1; n+ − g.
Combining Theorem 2 and Lemma 3 we obtain the next corollary, which extends
Theorem 1 for 3-connected graphs (note that 6n− , and hence n+ − >2, for
every graph).
Corollary 4. If G is a 3-connected graph; then c(G)>minfn; 3− 3; n+ − g.
Corollary 4 is best possible, as can be seen from the graphs K3 _ qK−2 (q; >3)
and Kp;q (p; q>3). However, in this paper we will show that the condition ‘G is
3-connected’ in the statement of Corollary 4 can be replaced by the weaker assumption
‘G is 3-cyclable’. This proof will make use of two structural theorems.
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Theorem 5. Let aa0 and bb0 be edges of a 2-connected graph G such that d(v)>d
for all v 2 V (G) nfa; a0; b; b0g. Further; assume that for every v 2 V (G) there exists
a cycle through aa0; bb0 and v. Then G has a cycle through aa0 and bb0 of length at
least minfn; d+ 1g.
Theorem 5 is best possible. In the graphs P3 _ qK−2 (q>2), where the
path P3 contains the edges aa0 and bb0 (with a0 = b), we have d(v) =  for all
v 2 V (G) n fa; a0; b; b0g, while a longest cycle through aa0 and bb0 has length + 1.
Theorem 5 gures prominently in the proof of the next theorem.
Theorem 6. Let aa0 be an edge of a 2-connected graph G such that d(v)>d for
all v 2 V (G) nfa; a0g. Further; assume that for all u; v 2 V (G) there exists a cycle
through aa0; u and v. Then G has a cycle through aa0 of length at least minfn; 2d−1g.
Theorem 6 is also best possible. In the graphs K_ Kp (p>>2), where K contains
the edge aa0, we have d(v)> for all v 2 V (G)nfa; a0g, while a longest cycle through
aa0 has length 2−1. In addition, the extremal graphs showing that Theorem 5 is best
possible also show that Theorem 6 is best possible.
A more general version of the following lemma appears in Egawa et al. [4]. This
lemma and Theorem 6 taken together allows us to establish Corollary 8. Lemma 7 is
also of use in the proofs of Theorems 5 and 6.
Lemma 7 (Egawa et al. [4]). Let G be a 2-connected graph on at least four vertices
with x; y; z 2 V (G) (x 6= y) and d(v)>d for all v 2 V (G) n fx; y; zg. Then G has an
(x; y)-path of length at least d.
Corollary 8. If G is a 3-cyclable graph with (G) = 2; then c(G)> minfn; 3− 2g.
Combining the results in Corollaries 4 and 8, we obtain our nal result.
Theorem 9. If G is 3-cyclable; then c(G)>minfn; 3− 3; n+ − g.
3. Proofs
3.1. Proof of Lemma 3
Let ~C be a longest cycle in G and assume it is not a Hamilton cycle. Let
R = V (G) n V (C) and choose x 2 R. Since C is a dominating cycle, R is an in-
dependent set of vertices.
Clearly N+(x)V (C) is an independent set. If R [ N+(x) is also an independent
set, then
>jR [ N+(x)j= jRj+ jN+(x)j>n− jV (C)j+ 
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and hence
jV (C)j>n+ − :
Otherwise, consider an edge uv such that u 2 N+(x) and v 2 R. If vw2E(G), where
w 2 (N+(x) [ N++(x)) nfug, then G contains a longer cycle than C. Hence,
jV (C)j> jN+(x) [ N++(x) [ N (v)j
= jN+(x)j+ jN++(x)j+ jN (v)j − 1>3− 1:
3.2. Proof of Theorem 5
First, we assume that fa; a0g \ fb; b0g 6= ;. If a = b and a0 = b0, then Lemma 7
guarantees that G has an (a; a0)-path P of length at least d. Thus a~Pa0a is a cycle of
length at least d+ 1.
If a = b; a0 6= b0 and G − a is 2-connected, then G − a has an (a0; b0)-path P of
length at least d− 1 by Lemma 7 and aa0~Pb0a is a cycle as desired.
If a = b; a0 6= b0 and G − a is not 2-connected, then since for every v 2 V (G)
there exists a cycle through aa0; bb0 and v, the graph G− a has exactly two endblocks,
one containing a0 and one containing b0. Using Lemma 7, we see that G − a has an
(a0; b0)-path P of length at least d− 1. Again, aa0~Pb0a is a cycle as desired.
Now assume that fa; a0g \ fb; b0g = ;. Note that since there exists a cycle through
aa0; bb0 and an arbitrary vertex v, we may assume that d>5.
Let ~C be a longest cycle through aa0 and bb0. We may assume that a0 = a+ and
b0 = b+. If C is a Hamilton cycle, then c(G) = n and we are done. Otherwise, let H
be a component of G − V (C). Note that NC(x) \ N+C (x)fa0; b0g for every vertex x
of H .
Case 1: (H) = 0. Hence H is an isolated vertex. Let V (H) = fxg. Then
jV (C)j>jN (x) [ N+(x)j>jN (x)j+ jN+(x)j − 2>2d− 2>d+ 1:
Case 2: (H) = 1. Let x 2 V (H) be a vertex with dH (x) = 1. We have
jV (C)j> jNC(x) [ N+C (x)j>jNC(x)j+ jN+C (x)j − 2
> 2(d− 1)− 2 = 2d− 4>d+ 1:
Case 3: (H)>2. In this instance jV (H)j>3.
Case 3.1: There is a 2-vertex cut T = ft1; t2g of G and a component K of G − T
such that V (K)V (H). Let v 2 V (K) and let D be a longest cycle through aa0; bb0
and v. Since a; a0; b; b0 62 V (K), this cycle contains the vertices t1 and t2. By Lemma 7,
the graph G[K [ ft1; t2g] + t1t2 has a (t1; t2)-path of length at least d. Since D also
contains the edges aa0 and bb0; D has length at least d+ 2.
Case 3.2: There does not exist a 2-vertex cut T as described in Case 3:1.
Then by Menger’s Theorem there exists a matching M with cardinality 3 between
H and C. Let x 2 V (H) be such that dC(x) = m is maximum.
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Case 3.2.1: m62. Then dH (v)>d − 2 for all v 2 V (H). By Lemma 7, if H is
2-connected, any two vertices in H incident with M are joined by a path in H of
length at least d− 2. Otherwise, we ensure the same property by choosing M in such
a way that two edges of M are incident with internal vertices of the same endblock
of H .
Without loss of generality, we may assume that a0~Cb contains two distinct vertices p
and q, incident withM , such that q 2 p~Cb. By the wayM was chosen, jp+~Cq−j>d − 1,
and hence
jV (C)j>(d− 1) + 4 = d+ 3:
Case 3.2.2: m>3. Now M can be chosen in such a way that x is incident with M
and any two of the three vertices in H incident with M are joined by a path in H
of length at least d−m. If H is 2-connected, this follows from Lemma 7. Otherwise,
choose M in such a way that the two edges of M not incident with x are incident with
internal vertices of an endblock of H not containing x as an internal vertex.
Without loss of generality, we may assume that a0~Cb contains two distinct vertices
p and q, incident with M , such that q 2 p~Cb. We also may assume that p+~Cq− does
not contain neighbors of x. Since jp+~Cq−j>d− m+ 1, we have
jV (C)j> jp+~Cq−j+ jNC(x) [ N+C (x)j − 1
> d− m+ 1 + jNC(x)j+ jN+C (x)j − 2− 1
= d− m+ 1 + 2m− 3 = d+ m− 2>d+ 1:
3.3. Proof of Theorem 6
We may assume d>3. Let ~C be a longest cycle through aa0. We may assume that
a0 = a+. If C is a Hamilton cycle we are done. Otherwise, let H be a component of
G − V (C). Note that NC(x) \ N+C (x)fa0g for every vertex x of H .
Case 1: (H) = 0. Hence H is an isolated vertex. Let V (H) = fxg. Then
jV (C)j>jN (x) [ N+(x)j>jN (x)j+ jN+(x)j − 1>2d− 1:
Case 2: (H)=1. Let x 2 V (H) be a vertex with dH (x)=1 and let y be its neighbor
in H .
Case 2.1: jV (H)j>3. In this case H − fx; yg contains a vertex w adjacent to C.
Let z 2 NC(w). If jV (C)j65, then a contradiction easily follows. If jV (C)j>6 then
z+; z++; z+++ 62 NC(x), or z−; z−−; z−−− 62 NC(x). Hence,
jV (C)j> jNC(x) [ N+C (x)j+ 2>jNC(x)j+ jN+C (x)j − 1 + 2
> 2(d− 1) + 1 = 2d− 1:
Case 2.2: jV (H)j= 2. We have
jV (C)j>jNC(x) [ N+C (x)j>jNC(x)j+ jN+C (x)j − 1>2(d− 1)− 1 = 2d− 3:
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However, if jV (C)j = 2d − 3 or jV (C)j = 2d − 2, it follows that y cannot have two
neighbors on C, a contradiction.
Case 3: (H)>2. Thus jV (H)j>3.
Case 3.1: There is a 2-vertex cut T = ft1; t2g of G and a component K of G − T
such that V (K)V (H). Let G0 = (G − V (K)) + t1t2. By Theorem 5, G0 contains a
cycle of length at least d+1 through aa0 and t1t2. In addition, by Lemma 7, the graph
G[K [ ft1; t2g] + t1t2 has a (t1; t2)-path of length at least d. Thus G contains a cycle
of length at least 2d through aa0.
Case 3.2: There does not exist a 2-vertex cut T of G as described in Case 3:1.
Then by Menger’s Theorem there exists a matching M with cardinality 3 between
H and C. Again, let x 2 V (H) be such that dC(x) = m is maximum.
Case 3.2.1: m62. We choose M as in Case 3:2:1 of the proof of Theorem 5. Let
p; q; r be the vertices of C incident with M , such that p 6= a and q; r 2 p~Ca and
r 2 q~Ca. Since jp+~Cq−j>d− 1 and jq+~Cr−j>d− 1 we have
jV (C)j>2(d− 1) + 3 = 2d+ 1:
Case 3.2.2: m>3. We choose M as in Case 3:2:2 of the proof of Theorem 5. Let
p; q; r be the vertices of C incident with M , such that p 6= a and q; r 2 p~Ca and
r 2 q~Ca. Both p+~Cq− and q+~Cr− contain a subpath of C with at least d − m + 1
vertices, none of which are adjacent to x. Hence the union of these two subpaths
contains at most two vertices of N+C (x). Since NC(x)\N+C (x)fa0g we conclude that
jV (C)j> jp+~Cq−j+ jq+~Cr−j+ jNC(x) [ N+C (x)j − 2
> 2(d− m+ 1) + jNC(x)j+ jN+C (x)j − 1− 2
= 2(d− m+ 1) + 2m− 3 = 2d− 1:
3.4. Proof of Corollary 8
Let fu; vg be a 2-cut of G and let C be a longest cycle passing through u and v.
Since G is 3-cyclable, G nfu; vg contains exactly two components, say T1 and T2, with
u+~Cv− 2 T2 and v+~Cu− 2 T1. If C is a Hamilton cycle we are done. Otherwise assume,
without loss of generality, that there exists at least one component in T2 n u+~Cv−. Let
G2 be the graph induced by the vertices of T2 [ fu; vg, where the edge uv is added to
G2 if it does not already exist in G.
We now show that the graph G2 satises the hypothesis of Theorem 6. First note
that G2 is 2-connected, since any cut vertex of G2 would also be a cut vertex of G.
Also every vertex in V (G2) n fu; vg has degree at least . Suppose p; q 2 V (G2) and
let x be a vertex of v+~Cu−. Since G is 3-cyclable, there is a cycle Cx containing the
vertices p; q and x. If we now replace v+~Cu− in Cx by the edge uv, the new cycle thus
formed in G2 contains p; q and uv. Hence, the hypothesis of Theorem 6 is satised.
Thus G2 has a cycle C0 through uv of order at least 2 − 1. We also know, by
Lemma 7, that if G1 =T1 [fu; vg has at least four vertices, then G1 contains a vu-path
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P of length at least . If we now replace the edge uv in C0 by the path P we obtain
a cycle in G of length at least 3 − 2. If G1 has only three vertices, then  = 2 and
we are done.
4. Remarks
It is not possible to replace the condition ‘G is 3-cyclable’ by ‘G is 2-connected’ in
Theorem 9, as is demonstrated by graphs in the following class F.
For a positive integer k we denote by Kk the set of all graphs consisting of three
disjoint complete graphs, where each of the components has order at least k. The class
G is the set of all spanning subgraphs of graphs that can be obtained as the join of
K2 and a graph in K1. The class H is the set of all spanning subgraphs of graphs
that can be obtained from the join of K1 and a graph H in K2 by adding the edges
of a triangle between three vertices from distinct components of H . The class J is
the set of all spanning subgraphs of graphs that can be obtained from a graph H in
K3 by adding the edges of two triangles between two disjoint triples of vertices, each
containing one vertex of each component of H . We dene F= G [H [J.
The class F is a well-known class of non-Hamilton graphs. Note that all graphs in
F have connectivity at most 2.
There are many results in the literature where better bounds on the length of longest
cycles are obtained by excluding the class F (e.g., see [2] or [6]). In fact, when trying
to prove Theorem 9, we thought that the condition ‘G is 3-cyclable’ might be replaced
by ‘G is 2-connected and G 62 F’. However, this is not the case as illustrated by
graphs in the following class I.
Let l and m be positive integers. Dene Ll;m to be the set of all graphs consisting
of m disjoint complete graphs, where each of the components has order at least l. The
class Im is the set of all spanning subgraphs of graphs that can be obtained from the
join of K1 and a graph H in L2;m by adding the edges of a Km between m vertices
from distinct components of H . Finally, the class I is dened as
S
m>4 Im.
A complete characterization of the class of 2-connected graphs which are not
3-cyclable was obtained in [8]. These graphs can be recognized in polynomial time.
In addition, it is shown in [7] that a 2-connected graph G has c(G)> minfn; 3− 3;
n +  − g or it is a member of a subclass of the graphs found by Watkins and
Mesner [8].
We also note that Corollary 8 is best possible. For >3, let A= K−1; B = K and
C = K−2. We construct the graph Gn on n= 3− 1 vertices by rst adding an edge
uv and joining both u and v to all vertices in A[B. Finally, Gn is obtained by adding
an edge between every vertex of B and every vertex of C. It is easily seen that Gn is
a 3-cyclable graph on n= 3− 1 vertices with (Gn) = 2 and c(Gn) = 3− 2.
In closing, note that by Theorem 9, the only 3-cyclable graphs G with >4 in which
c(G) = 2 are graphs which are both spanning subgraphs of K _ K and spanning
supergraphs of K _ K for some >.
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