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Introduction
The study of quantum boson systems, such as superfluid 4He, has played a very impor-
tant role in the context of modern condensed matter physics, both providing extremely
interesting experimental scenarios, and serving as a powerful test formany-body theories
and computational methods. Indeed these systems, though possessing all the features
of strongly interacting ones, do not have the added complexity related to Fermi statistics
or to nuclear physics, and so it is possible to describe them from “first principles” with
a high level accuracy, starting from a microscopic Hamiltonian, and also to investigate
their properties, on a quantitative basis, using computational techniques like quantum
Monte Carlomethods.
However, the theoretical study of quantum Bose liquids and gases is not an easy task.
Due to the strong repulsive core in the interparticle interaction, perturbative approaches
often used in study of many-body systems are not feasible. In fact, a strongly interact-
ing system can be described as a system where one cannot define a small parameter on
which a perturbative theory can be built. This complication has inspired the develop-
ment of numerical approaches based on the variational principle [1], and of quantum
Monte Carlo methods [2–6] that, in the case of boson systems, are in principle “exact”.
From a more general point of view, the quantumMonte Carlo methods are very con-
venient tools to investigate quantum many-body problems for two reasons: first, they
are ab initio approaches, therefore they help to understand the properties of the many-
body system from a microscopic perspective; second, they allow for studying differ-
ent condensed-matter systems, e.g. quantum liquids [4], quantum solids [7], electron
gases [8], nuclear matter [9] and ultracold gases [10], using the same theoretical tool.
Information about important phenomena obtained in one particular field can be trans-
ported to the other fields of physics to obtain a more general understanding.
In the work we carried out, presented in this dissertation, we concentrated on two
fundamental issues in quantum many-body theories and condensed matter physics, re-
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lated to the study of Bose quantum many-body systems: the first concerns the charac-
terization of low-energy excited states by means of calculations of imaginary-time cor-
relation functions; while the second regards the characterization of local structures in
non-homogeneous quantum systems.
The issue of low-energy dynamics of boson systems has been always of great his-
torical interest, starting from the study of superfluid helium, for which excited states
play a central role in the explanation of the phenomenon of superfluidity and its prop-
erties. Then, after the realization of Bose-Einstein condensates in ultracold gases (and
also of BCS phases and BEC-BCS crossover) a new world was opened for exploration.
Thanks to the possibility to tune the strength of the interaction between the elements
constituting the quantum system, the experimentalists are able to realize a great vari-
ety of model Hamiltonians and are also able to create complex systems mixing different
kinds of constituents. Two main theoretical paradigms exist for the description of the
excited state spectrum for Bose systems: Bogoliubov’s theory for weakly-interacting sys-
tems, well represented by dilute ultracold gases, and Feynman’s theory of the energy-
momentum dispersion relation in quantum boson fluids, able to describe qualitatively
the phonon-maxon-roton spectrum that characterizes strongly-interacting Bose systems,
like superfluid 4He. There are still some open questions and issues concerning those two
paradigms. One question is whether we can provide a unified theoretical approach able
to describe collective excitations, from the weakly-interacting to the strongly-interacting
regimes. Another question is if we can describe both of these interacting regimes with
a single system model. These two questions are dealt with directly in part of the re-
search work presented in this dissertation. We have studied dynamic properties of hard
sphere systems from the weakly-interacting to the strongly-interacting regime. Another
investigation, the result of a collaboration with T. Minoguchi of the University of Tokyo
regarding the freezing of superfluid helium-4, offered the possibility of studying static
properties and low energy excitations of another model many-body system: the system
of distinguishable particles, i.e. particles obeying Boltzmann statistics, called boltzman-
nons [4, 11, 12], in a temperature regime where, if they were 4He atoms, i.e. bosons,
they would form a superfluid phase. This Boltzmann system is very intriguing, as it
would allow to recognize and study effects on static and dynamic properties only caused
by quantum particle delocalization, allowing one to isolate th additional effects brought
about by Bose statistics.
How we can characterize the low-energy excited states of many-body systems, such
as the ones we have just described? In order to carry out such investigations we need to
calculate the spectral functions or, their time Fourier transform, i.e. the time correlation
functions. The ab initio determination of spectral functions of a quantum many-body
system is an extremely difficult problem. Feynman showed that it is an NP complete
problem and suggested that quantum computers would offer a solution [13]. The quan-
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tum Monte Carlo methods based on path integrals [4], have allowed for the accurate
study of static properties for strongly interacting many-particle systems, but they make
use of imaginary-time propagation. The calculation of estimates of time-dependent ob-
servables using real-time propagation requires evaluation of multidimensional integrals
of rapidly oscillating exponentials. For this purpose, the stochastic methods based on
importance sampling, e.g. the diffusion Monte Carlo (DMC) method, are inefficient and
generate statistical errors, that grow exponentially with time. This is called the real-time
sign problem and is the main barrier to the use of numerical simulations to calculate real-
time correlation functions [14]. But there is another, more indirect, way to determine the
dynamic structure factor. By means of quantumMonte Carlo calculations we can obtain
the imaginary-time intermediate scattering function, that is the Laplace’s transform (bi-
lateral for T>0) [4] of the dynamic structure factor. The latter could be determined by
the inversion of the transform. But this inversion, also called analytic continuation, is an
ill-posed inverse problem [15].
The ill-posed inverse problems are studied in general with two different classes of
methods: regularization techniques and statistical inversion methods. In the first class,
instead of trying to solve directly the equation to invert (the transform), one seeks to find a
nearby “regularized” problem, that has a unique solution and that is robust with respect
to errors in the data; in otherwords, one renders the ill-posed problem aproblem solvable
with a unique solution. While themethods in the second category do not try to determine
a solution, but aim to extract information on the solution from the data in order to select
themodels (the possible solutions)most compatiblewith the computed data [16–20]. The
recently introduced Genetic Inversion via Falsification of Theories (GIFT) method [21],
belonging to the latter class, offers an alternative approach based on the concept of falsi-
fication of models through the use of a genetic algorithm to explore the space of spectral
function models with the purpose of finding and collecting a large group of compatible
models, discarding the non-compatible ones, and retaining only the features shared in
the majority of them.
Regarding the issue of the study of local structures in quantum many-body systems,
a fundamental open problem in condensed matter physics is the understanding of crys-
tallization in supercooled liquids [22]. Supercooled liquids are liquids at a temperature
below their melting point, so that either they are in a metastable phase with respect to
the solid phase, or they are in the non-equilibriumdynamic process toward solidification.
The underlying mechanics for crystallization are still poorly understood [23], as they are
rooted in a complicated interplay between thermodynamic properties, particle dynamics
and geometric effects. Crystallization itself usually is divided into the initial formation of
embryos, i.e. the nucleation, and the subsequent proceeding transformation of the liquid,
i.e. the crystal growth. Both the nucleation and the crystal growth strongly depends on the
microscopic structural properties of the liquid, which vary spatially in the system due to
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statistical fluctuations. These local fluctuations and structures become more important
when the liquid consists of several substances. In this regard, an open question exten-
sively debated in these days is the connection between crystallization and its antagonist
vitrification (or glass formation) [24]. In this case the investigation of the dynamic pro-
cesses in supercooled liquids that control the crystal growth is important to understand
the nature of glass transition [25–29]. Mixing a few components, for example creating bi-
nary mixtures, is a common strategy to hinder crystallization and, eventually, to induce
the formation of glass.In this context two experimental groups performedmeasurements
on the dynamics of crystallization of supercooled liquids of p-H2–o-D2 mixtures [30] and
of mixtures of p-H2, and o-D2, with Ne. They found a strong slow-down of crystalliza-
tion with increasing content of o-D2 molecules in p-H2 supercooled liquid. In addition,
the results on p-H2/o-D2–Ne mixtures showed an even greater slow-down. To explain
these results, we investigated static structural correlations and microscopic structures in
supercooled liquids, by means of path integral Monte Carlo (PIMC) simulations.
The structure and the properties of materials in reduced dimensionality are also im-
portant issues in condensed matter physics, and confinement effects are one of the key
themes. Indeed, it is known that the interplay between confining potential and interpar-
ticle interactionmay generate completely new phenomena, as well as strongly enhancing
correlation effects. Confinement can derive from an external potential as in the case of
He absorbed on a substrate, or can derive from self-binding of a limited number of par-
ticles. This is the case of nanodroplets of He doped with attractive ions, in which the
ion-He and He-He interactions are responsible for the confinement. Confinement causes
a large variety of new and interesting phenomena. For instance, the internal structure
of the fluid can became more ordered by contact with an impurity. When the helium
acts as an embedding matrix on molecular complexes or charged impurities, important
structural and dynamic properties of the embedding quantum environment are made
more manifest and can be more easily studied. For example, 4He nanodroplets doped
with different positive ions are studied. A recent experimental work [31], used spectro-
scopic techniques to investigate 4He nanodroplets doped with ions of noble gases. For
the nanodroplets doped with a positive argon ion Ar+@4He𝑛, the authors found three
magic numbers, 12, 32, and 44, that were interpreted as evidence of three distinct solva-
tion shells containing 12, 20 and 12 helium atoms, from the first to the third shell, respec-
tively. Their interpretation had been also suggested by a previous PIMC study by Galli et
al. [32] on 4He nanodroplets doped with a positive sodium ion Na+, which found a solid
structure around the ion consisting of 3 concentric solvation shells: an icosahedron (12
atoms), a dodecahedron (20 atoms), and an icosahedron (12 atoms), going from the first
inner shell to the third shell. In order to confirm the existence of these structure also in
Ar+@4He𝑛 complexes, we carried out PIMC simulations which are part of the research
work presented in this dissertation.
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Guide to the thesis
In this thesis I present studies of dynamic and static properties of quantum liquids and
gases by means of quantumMonte Carlo (QMC) techniques at zero temperature (PIGS),
as well as at finite temperature (PIMC) on different quantum systems.
The thesis is organized as follows.
1. In Chapter 1, I describe the path integral Monte Carlo (PIMC) method and the path
integral ground-state method (PIGS). Both methods are based on the path inte-
gral formalism developed by Feynman. I present these two methods in a unified
schemebyusing the samenotation. I do not go into the technical details ofMetropo-
lis moves and computed estimators, as nowadays, their implementation is widely
covered in the literature. I also briefly present the worm algorithm; this allows to
sample the exchanges of the quantum particles, more efficiently if compared to the
standard PIMC algorithm, and thus more accurately accounts for the effects of the
Bose statistics. Then I explain in detail the approximations of the propagator for
short imaginary times that have been employed in the research work presented in
this thesis. In particular, I describe a new short-time propagator that we developed
and exploited in the study of helium-4 nanodroplets doped with a positive argon
ion, presented in Chapter 6.
2. Chapter 2 is devoted to the discussion of dynamical properties and their numeri-
cal computation. First I introduce and give a derivation of the dynamic structure
factor from scattering theory, also describing some of its main properties. I define
related quantities, as the density response function and the time correlation func-
tions. Then I present the problem of analytic continuation, i.e. the extraction of
spectral functions from imaginary-time correlation functions. After a brief descrip-
tion of some inversion methods used in literature, I present in detail our inversion
method, called Genetic Inversion via Falsification of Theories (GIFT), developed
within our research group.
3. In Chapter 3, I present a study of the excited states of Bose hard sphere gases from
the weakly to the strong interacting regime, as well as in metastable gas and solid
phases, by means of the GIFT method. We have also studied static properties like
the static density response function, the static structure factor, the one-body density
matrix and the equation of state near freezing.
These studies have been published in:
R. Rota, F. Tramonto, D. E. Galli, and S. Giorgini, “Quantum Monte Carlo study of
the dynamic structure factor in the gas and crystal phase of hard-sphere bosons”,
Physical Review B 88, 214505 (2013).
R. Rota, F. Tramonto, D. E. Galli, and S. Giorgini, “Many–body Bose systems and
10 Contents
the hard-spheremodel: dynamic properties from theweak to the strong interaction
regime”, Journal of Physics: Conference Series 529 012022 (2014).
4. In Chapter 4, I present the results of investigations with path integral Monte Carlo
simulations to compute energy versus density, the static and dynamic structure
factors, and the density response function of a Boltzmann-liquid 4He, near freezing
and below the superfluid 4He transition temperature. The results of simulations are
used also as inputs for describing the freezing of superfluid helium-4 by means of
calculations, performed by our collaborator T.Minoguchi, using amodified density
functional technique.
Part of these results are published in:
T. Minoguchi, M. Nava, F. Tramonto and D.E. Galli, Density Functional Theory and
Bose Statistics for the Freezing of Superfluid 4He, Journal of Low Temperature Physics
171, 259 (2013).
5. In Chapter 5, I describe the PIMC simulations we carried out in order to investigate
the microscopic origin of the crystallization slow-down observed in supercooled
liquids of p-H2–o-D2 mixtures, as well as mixtures of p-H2, and o-D2, with Ne.
Then I show the results for the partial radial distribution functions, and for the lo-
cal orientational order correlations. Some details of the experiments performed by
our collaborators (groups of R. E. Grisenti and S. Montero) are also discussed.
Part of the results presented here are published in:
M.Kühnel, J.M. Fernández, F. Tramonto, G. Tejeda, E.Moreno, A. Kalinin,M.Nava,
D. E. Galli, S. Montero, R. E. Grisenti, “Observation of crystallization slow-down in
supercooled parahydrogen and orthoùdeuterium quantum liquid mixtures”, Phys-
ical Review B 89, 180201(R) (2014).
6. In the last Chapter, I present the studies on 4He nanodroplets doped with an Ar+
ion. After a brief background introduction, I show the results on density profiles,
structures of solvation shells, and total and dissociation energies of Ar+ doped 4He
nanodroplets.
The results are published in:
F. Tramonto, P. Salvestrini, M. Nava, D. E. Galli, “Path Integral Monte Carlo study
confirms a highly ordered snowball in 4He nanodroplets doped with an Ar+ ion”,
Journal of Low Temperature Physics (2015), Doi: 10.1007/s10909-014-1266-6.
Chapter 1
Path Integral Methods
In this chapter I present the QuantumMonte Carlo (QMC) numerical methods employed
in the research projects on which I worked during the PhD. The employed methods are
Path IntegralMonte Carlo (PIMC) [4], for systems at finite temperature, and Path Integral
Ground State (PIGS) [6], for systems at zero temperature. Both are based on the Feyn-
man path integral formalism and allow to calculate a number of physical properties of
quantum systems. In particular, for systems of bosons or distinguishable particles, given
a Hamiltonian of a finite system, the computed physical estimates are exact. “Exact”
means that all systematic errors can be arbitrary reduced below the statistical errors and
the only required input are interatomic potentials.
In the first two sections I introduce the PIMC and PIGSmethods, then in the following
sections I explain both common and specific aspects of the two methods.
1.1 Path Integral Monte Carlo
In principle, all static and dynamic properties of a many-body quantum system at ther-
modynamic equilibrium are described by the thermal density-matrix
̂𝜌 = ∑
𝑖
𝑒−𝛽𝐸𝑖
𝑍 |𝑖⟩⟨𝑖| =
𝑒−𝛽?̂?
𝑍 , (1.1)
where {|𝑖⟩} is an orthonormal complete set of eigenvectors of the Hamiltonian ?̂? of the
system; 𝐸𝑖 are the energy eigenvalues of ?̂?; 𝛽 is proportional to the inverse of the tem-
perature, 𝛽 = 1/𝑘B𝑇 (𝑘B is the Boltzmann constant) and 𝑍 is the partition function (in
the canonical ensemble, where the total number of particles 𝑁 the volume 𝑉 and the
temperature 𝑇 are fixed)
𝑍 =∑
𝑖
𝑒−𝛽𝐸𝑖 = Tr(𝑒−𝛽?̂?). (1.2)
An eigenvalue of ̂𝜌, 𝑒−𝛽𝐸𝑖/𝑍, is the probability to find the system, at the thermody-
namic equilibrium at the temperature 𝑇, in the eigenstate |𝑖⟩. In general, the expectation
11
12 Path Integral Methods
value of a physical observable ?̂? is given by
⟨?̂?⟩ = Tr( ̂𝜌 ?̂?) = Tr⎛⎜
⎝
𝑒−𝛽?̂?
𝑍 ?̂?
⎞⎟
⎠
=
Tr(𝑒−𝛽?̂??̂?)
Tr(𝑒−𝛽?̂?)
(1.3)
In coordinate representation, the density matrix is formally rewritten as
𝜌(𝐑,𝐑′) = ⟨𝐑∣ ̂𝜌∣𝐑′⟩ = ⟨𝐑∣ 𝑒
−𝛽?̂?
𝑍 ∣𝐑
′⟩ (1.4)
where 𝐑 = {𝒓1,… , 𝒓𝑁} and 𝐑′ = {𝒓′1,… , 𝒓′𝑁} represent two possible sets of positions of
the 𝑁 particles making up the system, also called configurations. Likewise the partition
function 𝑍 is given by
𝑍 = ∫d𝐑 ⟨𝐑|𝑒−𝛽?̂? |𝐑⟩ . (1.5)
Equation 1.3, in coordinates representation, becomes
⟨?̂?⟩ = 1𝑍∫d𝐑 ⟨𝐑|𝑒
−𝛽?̂??̂?|𝐑⟩ = ∫d𝐑d𝐑′ 𝜌(𝐑,𝐑′) ⟨𝐑′∣?̂?∣𝐑⟩ , (1.6)
where in the second equality we introduced the resolution of identity 1 = ∫d𝐑′ ∣𝐑′⟩⟨𝐑′∣.
For convenience, and for consistency with the notation of the PIGS method (Section 1.2),
we redefine the density matrix as the propagator in the imaginary-time evolution
𝐺(𝐑,𝐑′; 𝛽) ≡ 𝑍𝜌(𝐑,𝐑′) = ⟨𝐑∣𝑒−𝛽?̂? ∣𝐑′⟩ . (1.7)
Thus we have
⟨?̂?⟩ = 1𝑍 ∫d𝐑d𝐑
′𝐺(𝐑,𝐑′; 𝛽) ⟨𝐑′∣?̂?∣𝐑⟩ . (1.8)
The PIMC [4] method is based on the fact that we can write the operator 𝑒−𝛽?̂? as the
product of𝑀 operators 𝑒−𝛿𝜏?̂? , with 𝛿𝜏 = 𝛽/𝑀,
𝑒−𝛽?̂? = (𝑒−𝛿𝜏?̂?)𝑀 . (1.9)
The quantity 𝛿𝜏 is called imaginary-time step, since the densitymatrix operator, apart from
the normalization factor 1/𝑍, 𝑍 ̂𝜌 = 𝑒−𝛽?̂? is formally equivalent to the time-evolution
operator 𝑒−𝑖𝑡?̂?/ℏ with 𝑡 = −𝑖ℏ𝛽 (ℏ is the reduced Plank constant). This is also the reason
for which 𝑒−𝛽?̂? is called imaginary-time evolution operator.
In coordinate representation, Eq. 1.9 (setting 𝐑 ≡ 𝐑0 and 𝐑′ ≡ 𝐑𝑀) becomes
𝐺(𝐑0, 𝐑𝑀; 𝛽) = ∫d𝐑1⋯d𝐑𝑀−1 𝐺(𝐑0, 𝐑1; 𝛿𝜏)⋯𝐺(𝐑𝑀−1, 𝐑𝑀; 𝛿𝜏). (1.10)
Therefore the expression of the expectation value ⟨?̂?⟩ 1.8 becomes
⟨?̂?⟩ = 1𝑍 ∫d𝐑0⋯d𝐑𝑀 𝐺(𝐑0, 𝐑1; 𝛿𝜏)⋯𝐺(𝐑𝑀−1, 𝐑𝑀; 𝛿𝜏) ⟨𝐑𝑀∣?̂?∣𝐑0⟩ ,
with 𝑍 = ∫d𝐑0⋯d𝐑𝑀−1 𝐺(𝐑0, 𝐑1; 𝛿𝜏)⋯𝐺(𝐑𝑀−1, 𝐑0; 𝛿𝜏) .
(1.11)
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Figure 1.1 (left) Schematic representation of the quantum-classical isomorphism (see,
e.g., [4]) between the quantum particles and the ring-polymers whose configurations are sam-
pled with Metropolis moves during the PIMC simulations for 𝑇 > 0. (right) Representation
illustrating the interaction between beads at the same imaginary time.
Wenote that, the expression 1.10 for the propagator𝐺(𝐑0, 𝐑𝑀; 𝛽) is exact for each𝑀 ≥ 1.
The expression 1.10 can be read as the decomposition of the evolution of the system in
imaginary time −𝑖ℏ𝛽, from the initial configuration 𝐑0 to the final configuration 𝐑𝑀, in
𝑀 evolutions of shorter imaginary times −𝑖ℏ𝛿𝜏, from the configuration 𝐑𝑙 to the config-
uration 𝐑𝑙+1 (𝑙 = 0,… ,𝑀 − 1). In Eq. 1.10 all of the possible configurations 𝐑0,… ,𝐑𝑀
are integrated, and thus we are integrating on all of the possible discretized paths of the
many-body system that start from the configuration𝐑0 and end in the configuration𝐑𝑀.
In general, the expression of the propagator 𝐺(𝐑,𝐑′; 𝛿𝜏) for a many-body system is not
known. However, if 𝑀 is sufficiently large, 𝛿𝜏 is small. In that case it is possible to ap-
proximate 𝐺(𝐑,𝐑′; 𝛿𝜏) to a known analytical expression, accurate (i.e. with a very small
bias) for small values of imaginary time step 𝛿𝜏. In literature there are various forms
of these analytical expressions, each with a different degree of accuracy, i.e. that pro-
duce a different bias (systematic error) in the value of the calculated physical quantities,
as will be discussed in Section 1.6. In this way, by representing the density matrix (the
propagator) of a many-body system at thermodynamic equilibrium through an integral
on imaginary-time discretized paths, we obtain a correspondence between a system of
quantum particles with a classic system of interacting polymers [4], a system that adapts
very well to being studied withMonte Carlo methods. Such correspondence is schemati-
cally illustrated in the left part of Fig. 1.1. Each quantum particle is associatedwith a clas-
sic polymer. These polymers interact in a particular way, since the interaction only takes
place at the same imaginary time, and not between different times. In other words, in
each polymer, a monomer interacts with another polymer only through the correspond-
ing monomer at the same imaginary time [4], as illustrated in the right part of Fig. 1.1 .
We also note that the trace in Eq. 1.3 implies that for most of the physical observables, for
which one can express the matrix element ⟨𝐑𝑀∣?̂?∣𝐑0⟩ with an analytical expression (an
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estimator) in function of the coordinates, the initial configuration (in imaginary time) 𝐑0
coincides with the final one 𝐑𝑀 and therefore the polymers form rings [4].
However, if we want to simulate a Bose system, i.e. particles have to obey the Bose
statistics, we have to consider the permutations of particle coordinates. I will discuss this
point in Section 1.4.
1.2 Path Integral Ground State
The PIGSmethod is a projection technique in imaginary time that, starting from an initial
trial wave function𝛹𝑇(𝐑), projects it onto the ground-state wave function𝛹0(𝐑) after an
evolution over a long enough imaginary time interval 𝜏. In fact, if ∣𝛹𝑇⟩ is not orthogonal
to the ground state ∣𝛹0⟩, the following relation holds
∣𝛹0⟩ = lim𝜏→∞𝒩𝜏 𝑒
−𝜏?̂? ∣𝛹T⟩ , (1.12)
that is, in coordinate representation,
𝛹0(𝐑) = lim𝜏→∞𝒩𝜏 ∫d𝐑
′ 𝐺(𝐑,𝐑′; 𝜏)𝛹𝑇(𝐑′), (1.13)
where𝒩𝜏 is a normalization factor (𝒩𝜏 = 𝑒𝜏𝐸0/ ⟨𝛹0∣𝛹𝑇⟩), and in the second equation we
have used the same imaginary-time propagator (Green’s function) introduced above for
the PIMC method 𝐺(𝐑,𝐑′; 𝜏) = ⟨𝐑∣𝑒−𝜏?̂? ∣𝐑′⟩, with 𝛽 = 𝜏.
As stated above, the propagator is not known, in general, but for small time steps
𝛿𝜏, various approximate analytical expressions of 𝐺 are available. The adoption of one
of these analytical forms is one of the two approximations which characterizes the PIGS
method. Then, using the same expansion 1.10 employed for the PIMC method, with
𝛽 = 𝜏 and, therefore, with 𝛿𝜏 = 𝜏/𝑀, the ground-state wave function 𝛹0(𝐑) can be
approximated with the multidimensional integral
𝛹0(𝐑𝑀) ≃ 𝛹0(𝐑𝑀) = ∫d𝐑0⋯d𝐑𝑀−1 𝐺(𝐑𝑀, 𝐑𝑀−1; 𝛿𝜏)⋯𝐺(𝐑1, 𝐑0; 𝛿𝜏)𝛹𝑇(𝐑0).
(1.14)
This choice corresponds to limiting the imaginary time propagation to 𝜏 = 𝑀 𝛿𝜏; this is
the second approximation used in the PIGS method. The method is “exact” whenever
this and the previous approximation affect the computed expectation values to an extent
which is below their statistical uncertainty. Such a regime is always attainable by using
a large enough𝑀 and a small enough 𝛿𝜏 [33, 34].
The expectation value of a local observable, corresponding to the operator ?̂?, is given
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Figure 1.2 (left) Schematic representation of the quantum-classical isomorphism between
the quantum particles and the open polymers which configurations are sampled with the
Metropolis moves during the PIGS simulations for 𝑇 = 0. (right) Representation illustrat-
ing the interaction between beads at the same imaginary time.
by
⟨?̂?⟩ = ⟨𝛹0∣?̂?∣𝛹0⟩ ≃
⟨𝛹0|?̂?|𝛹0⟩
⟨𝛹0|𝛹0⟩
=
= ∫d𝐑0⋯d𝐑2𝑀
𝛹𝑇 (𝐑2𝑀)𝐺(𝐑2𝑀, 𝐑2𝑀−1; 𝛿𝜏)⋯𝐺(𝐑1, 𝐑0; 𝛿𝜏)𝛹𝑇(𝐑0)
⟨𝛹0|𝛹0⟩
𝑂(𝐑𝑀),
with ⟨𝛹0∣𝛹0⟩ = ∫d𝐑0⋯d𝐑2𝑀𝛹𝑇(𝐑2𝑀)𝐺(𝐑2𝑀, 𝐑2𝑀−1; 𝛿𝜏)⋯𝐺(𝐑1, 𝐑0; 𝛿𝜏)𝛹𝑇(𝐑0).
(1.15)
Estimates like 1.15 can be interpreted as ensemble averages over a classical system of 𝑁
polymers, which are open, in contrast to the ring polymers of the PIMC method. Each
polymer 𝑖 = 1,… ,𝑁 is formed by 2𝑀 + 1monomers, or beads, corresponding to the co-
ordinates {𝒓(0)𝑖 ,… 𝒓(2𝑀)𝑖 }; the sets of positions of the beads at the same imaginary time
𝜏𝑙 = 𝑙𝛿𝜏 of all polymers determine the configuration of particles 𝐑𝑙 = {𝒓(𝑙)1 ,… , 𝒓(𝑙)𝑁 }. By
virtue of the definition of 𝛹0(𝐑) in Eq. 1.14, only the central beads of the polymers are
sampled according to the square of the ground-state wave function, and thus local oper-
ators (i.e. diagonal in coordinate representation), such as the one entering in Eq. 1.15, are
evaluated only at the mid-point configuration 𝐑𝑀.If we deal with non-local observables,
such as the kinetic energy or any correlation function in imaginary time, Eq. 1.15) has
to be modified since the corresponding estimators depend on more configuration points
𝐑 [4].
Nonetheless, it is important to choose a sufficiently large number of projections 𝑀
and to consider only the central part of the classical polymers for the evaluation of the
averages. In the particular case of the ground-state energy, the identity
⟨𝛹0∣?̂?∣𝛹0⟩ = lim𝜏→∞ ⟨𝛹𝑇 ∣𝑒
−2𝜏?̂??̂?∣𝛹𝑇⟩ (1.16)
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provides one with an estimate in terms of the local energy 𝐸𝐿(𝐑) = ⟨𝐑∣?̂?∣𝛹𝑇⟩ /𝛹𝑇(𝐑)
𝐸mix = ∫d𝐑 𝑓 (𝐑)𝐸𝐿(𝐑), 𝑓 (𝐑) = ∫
2𝑀−1
∏
𝑙=0
d𝐑𝑙 𝑝(𝐑0,… ,𝐑2𝑀−1, 𝐑), (1.17)
the so-called mixed estimator of energy1, which is conveniently calculated starting from
the trial wave function and has to be evaluated on either of the configurations, 𝐑0 or
𝐑2𝑀, at the end-point of the polymers. Alternative estimators of the energy are also
available, such as the direct and the virial estimator [4, 35]. However, unless the trial
wave function is a particularly poor approximation of the ground-state wave function, it
is preferable to use the energymixed estimator for the calculation of ⟨𝛹0∣?̂?∣𝛹0⟩, since the
other estimators typically suffer of a larger variance.
1.3 Monte Carlo methods: Metropolis algorithm
To calculate the estimates of physical observables, such as those given byEqs. 1.11 and 1.15,
QMC methods, like PIMC and PIGS, exploit the statistical approaches characteristic of
the Monte Carlo (MC) methods. They make use of stochastic sampling, i.e. a generation
of random numbers based on a certain probability distribution. These methods are well
suited to be used in numerical calculations for quantum many-body systems, due to the
large number of integration variables. In such systems the expectation values of physical
observables are mainly calculated in the form
⟨?̂?⟩ = ∫d𝐗 𝑝(𝐗)𝑂(𝐗) , (1.18)
where 𝐗 indicates the set of 𝑁 variables, specifying the configuration of the system, 𝑂(𝐗)
is the local value of the operator ?̂? and 𝑝(𝐗) is the probability density that the system is in
the configuration 𝐗. If a sequence of 𝑃 configurations 𝐗 is generated from the probability
𝑝(𝐗), then the expectation value ⟨?̂?⟩ can be approximated as
⟨?̂?⟩ ≃ 1𝑃
𝑃
∑
𝑖=1
𝑂(𝐗𝑖). (1.19)
In the limit 𝑃 → ∞, the estimate 1.19 converges to the true value of the integral 1.18 ac-
cording to a distribution that the central limit theorem sets to be a normal distribution
with width proportional to 1/√𝑃; the width can be assumed as uncertainty of the esti-
mation. To generate the 𝐗𝑖 configurations, the Metropolis algorithm [36] is used. This is a
very simple and effective technique, that allows to sample any probability density start-
ing with a generator of random numbers uniformly distributed in the interval [0, 1]. The
sequence of configurations is obtained through a stochastic process, according to the the-
ory of Markov chains, that is, each configuration is generated by the previous one with a
1The probability density 𝑝(𝐑0,… ,𝐑2𝑀−1, 𝐑) will be defined in Eq. 1.23 in next section
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probability of transition 𝑇(𝐗old|𝐗new)which satisfies the principle of the detailed balance
𝑝(𝐗old)𝑇(𝐗old ∣ 𝐗new) = 𝑝(𝐗new)𝑇(𝐗new ∣ 𝐗old). (1.20)
The Metropolis algorithm consists of the following steps: a move is attempted, i.e. a new
configuration 𝐗new is generated starting from the previous one 𝐗old with the probability
of transition 𝑇(𝐗old|𝐗new); this move will be accepted, or not, based on the probability
𝐴(𝐗old ∣ 𝐗new) = min (1,
𝑇(𝐗new ∣ 𝐗old)𝑝(𝐗new)
𝑇(𝐗old ∣ 𝐗new)𝑝(𝐗old)
) ; (1.21)
accordingly 𝐗new or 𝐗old will added to the sequence of configurations, a new move is
attempted, and so on. One can formally demonstrate that this procedure generate a se-
quence of configurations whose distribution converge to the probability density 𝑝(𝐗) [36,
37].
In the PIMC and PIGS methods presented in this Chapter, as can be seen comparing
Eq. 1.18 with Eqs. 1.11 and 1.15, the probability distribution 𝑝(𝐗) is given, for the PIMC
method, by the product of the propagators at small 𝜏, i.e.
𝑝(𝐑0,… ,𝐑𝑀−1) =
1
𝑍𝐺(𝐑0, 𝐑1; 𝛿𝜏)⋯𝐺(𝐑𝑀−1, 𝐑0; 𝛿𝜏) (1.22)
with𝐗 ≡ {𝐑0,… ,𝐑𝑀−1}; while for the PIGSmethod, 𝑝(𝐗) is given, aswell, by the product
of the small-𝜏 propagators, but also by the test wave functions𝛹𝑇(𝐑) evaluated in𝐑0 and
𝐑2𝑀, i.e.
𝑝(𝐑0,… ,𝐑2𝑀) =
𝛹𝑇(𝐑2𝑀)𝐺(𝐑2𝑀, 𝐑2𝑀−1; 𝛿𝜏)⋯𝐺(𝐑1, 𝐑0; 𝛿𝜏)𝛹𝑇(𝐑0)
⟨𝛹0|𝛹0⟩
, (1.23)
with 𝑋 ≡ {𝐑0,… ,𝐑2𝑀}.
To effectively explore the configuration space, in order to efficiently sample the proba-
bility density 𝑝(𝐗), various types of moves are used to continuously generate new config-
urations of the polymer system that will be accepted or not depending on the Metropolis
algorithm. For example, the rigid translation of a whole polymer, the Brownian bridge that
allows to move chains of beads of a polymer with a stochastic process, or moves that
exchange parts of two polymers between them when they are sufficiently close, and so
on [4, 33, 34, 38–40].
1.4 Bose statistics and worm algorithm
In the calculation of the expectation values, up to now we have considered the particles
as distinguishable, i.e. obeying the Boltzmann statistics. If we want to treat the quantum
system in which the Bose statistics is in effect, we must symmetrize the propagator 1.7,
that is, it must now be symmetrical with respect to each exchange of position of a pair
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of particles. Practically, it is necessary to sum over all permutations of the coordinates of
the particles of the propagator 1.7 in one of the two arguments,
𝐺𝐵𝑜𝑠𝑒(𝐑,𝐑′; 𝛽) =
1
𝑁! ∑𝑃
𝐺(𝐑, 𝑃𝐑′; 𝛽). (1.24)
Given that all terms of the sum are positive, it is possible to evaluate the expectation val-
ues with 𝐺𝐵𝑜𝑠𝑒(𝐑,𝐑′; 𝛽) sampling the permutation space instead of directly calculating
the sum. Note that with the PIMCmethod, for which the paths are closed, it is necessary
to change the condition of closure (𝐑0 = 𝐑𝑀) into the condition 𝐑0 = 𝑃𝐑𝑀. Therefore,
the ring-polymers are no longer closed on themselves, but can be connected to each other,
thus forming long chains of monomers, which are also closed.
Then, in order to guarantee the Bose statistics we must also effectively sample the
permutations between the quantum particles, i.e. between the polymers. The traditional
way to do this is by cutting closed polymers at a point between two monomers and join-
ing each free extremity to another of a different polymer, thus creating longer polymers.
A more efficient technique for sampling such permutations is provided by the worm al-
gorithm. It was developed for the first time for interacting boson system on lattice [41–43]
and, later, extended to continuous-space systems in grand canonical ensemble [39, 40]
and also in canonical ensemble [34, 44, 45] for PIMC simulations. The algorithm offers,
in addition to an efficient permutation sampling, also a way to compute, within the same
simulation, both diagonal and off-diagonal properties of the system under study. The
worm algorithm works in a configurational space composed of two mutually exclusive
spaces of configurations: one constituted by diagonal configurations (called ensemble Z),
where only uncut polymers “live”, the other formed of off-diagonal configurations (called
ensemble G, in the original terminology) where all the polymers are closed except one
which is open (or divided in two pieces, with the PIGSmethod), usually referred to as the
worm. The worm algorithm, thanks to its capability to sample efficiently the boson path
permutations, generates an random walk which is ergodic and satisfying the detailed-
balance principle (i.e. a Markov chain) through the permutation space. Thus, it allows
for an efficient description of the thermodynamic properties connected to the Bose statis-
tics of the quantum systems, such as the superfluidity effects or the off-diagonal correla-
tions, and importantly for systems much greater than the ones accessible to conventional
PIMC simulations. The worm algorithm can be used, and it is actually implemented
in the codes used in the research project described in this thesis, also within the PIGS
method. The advantage of doing this does not come from the efficiency of the worm al-
gorithm in exploring off-diagonal configurations, because a similar efficiency is obtained
with PIGS when “swap” moves are implemented. The benefit of using a worm-like algo-
rithm here, instead, comes from the automatic normalization of one body density matrix
𝜌1 (described in Section 1.7.1), which is a peculiarity of this method [39, 40].
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1.5 Propagator
In order to be able to use the PIMC and PIGS methods effectively, it is necessary to have
a good approximation for the propagator. First of all, we separate the Hamiltonian into
a kinetic part and a potential part:
?̂? = ?̂? + ?̂? . (1.25)
Expanding the evolution operator in imaginary time 𝑒−𝜏?̂? we can obtain [46]
𝑒−𝜏(?̂?+?̂?) = 𝑒−𝜏?̂? 𝑒−𝜏?̂? 𝑒− 𝜏
2
2 [?̂?,?̂?] 𝑒 𝜏
3
6 [[?̂?,?̂?],?̂?+2?̂?] +𝑂(𝜏4) . (1.26)
For 𝜏 → 0, in the first approximation, the 𝜏2 and higher order terms can be ignored and
we obtain
𝑒−𝜏(?̂?+?̂?) ≃ 𝑒−𝜏?̂?𝑒−𝜏?̂? . (1.27)
This is called primitive approximation. If we use this approximation for the propagator
𝐺(𝐑,𝐑′; 𝛿𝜏) in Eq. 1.10, in the limit for𝑀 → ∞ the expansion of the propagator to large
𝜏 1.10 remains exact. This is guaranteed by the Trotter formula [47]
𝑒−𝜏(?̂?+?̂?) = lim
𝑀→∞
(𝑒−𝛿𝜏?̂?𝑒−𝛿𝜏?̂?)𝑀 , (1.28)
with 𝛿𝜏 = 𝜏/𝑀 Therefore, if the integer number𝑀, called Trotter number, is large enough,
the propagator is well approximated.
The kinetic imaginary-time evolution operator 𝑒−𝛿𝜏?̂? and the potential one 𝑒−𝛿𝜏?̂? are
easily writable in coordinates representation. The first, in the free space, turns out to be
a propagator with Gaussian form,
⟨𝐑| 𝑒−𝛿𝜏?̂? ∣𝐑′⟩ = 1(4𝜋 𝜆 𝛿𝜏)𝑑𝑁/2 exp(−
(𝐑 − 𝐑′)2
4 𝜆 𝛿𝜏 ), (1.29)
where 𝜆 = ℏ2/2𝑚. While the second is diagonal:
⟨𝐑∣𝑒−𝛿𝜏?̂? ∣𝐑′⟩ = 𝑒−𝛿𝜏𝑉(𝐑𝑙)𝛿(𝐑𝑙, 𝐑𝑙+1). (1.30)
For later convenience we also state the following definitions:
𝑔0(𝒓, 𝒓′; 𝜏) ≡ 1(4𝜋 𝜆𝜏)𝑑/2 exp(−
(𝒓 − 𝒓′)2
4 𝜆 𝜏 ), (1.31)
𝐺0(𝐑,𝐑′; 𝜏) ≡
𝑁
∏
𝑖=1
𝑔0(𝒓𝑖, 𝒓′𝑖 ; 𝜏) =
1
(4𝜋 𝜆𝜏)𝑑𝑁/2 exp(−
(𝐑 − 𝐑′)2
4 𝜆 𝜏 ) , (1.32)
where 𝑔0(𝒓, 𝒓′; 𝜏) is the propagator for a free single particle.
With the assumption that 𝜆 𝛿𝜏 ≪ 𝐿2, the expression 1.29 is accurate also in the case
that the many-body system is in a box with dimension 𝐿 = 𝑉1/𝑑 and periodic bound-
ary conditions. As regards the expression 1.30, since the exact propagator 𝐺(𝐑,𝐑′; 𝜏) =
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⟨𝐑∣𝑒−𝜏(?̂?+?̂?)∣𝐑′⟩ is symmetric for every 𝜏, is more accurate to use a different approxima-
tion of the imaginary-time evolution operator, a “symmetrized” primitive approximation
1.27:
𝑒−𝜏(?̂?+?̂?) ≃ 𝑒− 𝜏2 ?̂?𝑒−𝜏?̂?𝑒− 𝜏2 ?̂? . (1.33)
Therefore we have the symmetric expression of ⟨𝐑∣𝑒−𝛿𝜏?̂? ∣𝐑′⟩:
⟨𝐑∣𝑒−𝛿𝜏?̂? ∣𝐑′⟩ = exp(−𝛿𝜏2 [𝑉(𝐑) + 𝑉(𝐑
′)]). (1.34)
Using Eqs. 1.10, 1.29 and 1.34, we come to the complete expression of the propagator in
primitive approximation:
𝐺(𝐑0, 𝐑𝑀; 𝜏) =
1
(4𝜋 𝜆 𝛿𝜏)𝑑 𝑁/2
× ∫
𝑀−1
∏
𝑙=1
d𝐑𝑙 exp⎛⎜
⎝
−
𝑀
∑
𝑙=1
⎡⎢
⎣
(𝐑𝑙−1 −𝐑𝑙)2
4 𝜆 𝛿𝜏 +
𝛿𝜏
2 (𝑉(𝐑𝑙−1) + 𝑉(𝐑𝑙))
⎤⎥
⎦
⎞⎟
⎠
.
(1.35)
1.6 High order approximations of the propagator
In addition to the primitive approximation, more accurate approximations, with greater
order in 𝛿𝜏, are used in the QMC methods. Several of them are based on decomposition
of the imaginary-time evolution operator 𝑒−𝜏?̂? in the kinetic operator of imaginary-time
evolution operator 𝑒−𝜏?̂? and in the exponential of an effective-interaction operator ?̂?, i.e.
𝑒−𝜏?̂? = 𝑒−𝜏?̂?𝑒−𝜏?̂? . (1.36)
In the coordinate representation, it translates into the decomposition of the propagator
𝐺 in the kinetic part 𝐺0 and in an effective interaction part 𝐺eff.
𝐺(𝑅, 𝑅′; 𝜏) = 𝐺0(𝐑,𝐑′; 𝜏)𝐺eff(𝐑,𝐑′; 𝜏) , (1.37)
We note that within the primitive approximation, defined in Eq. 1.27 on the preceding
page, 𝐺eff is approximated with the symmetric propagator ⟨𝐑∣𝑒−𝛿𝜏?̂? ∣𝐑′⟩ introduced in
Eq. 1.34. The various approximations differ in the expression of 𝐺eff. Since in the re-
search projects presented in this dissertation, we have employed some of these approxi-
mations of the short-time propagator, I will discuss them in more detail in the following
subsections.
1.6.1 Pair-product
One of the possible strategies to approximate the propagator at small time steps consists
of writing it in the pair-product (PP) form [4, 48, 49]. That is decomposing the many–body
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effective potential propagator 𝐺eff in a product of two–body propagators
𝐺eff(𝐑,𝐑′; 𝛿𝜏) ≃ ∏
1≤𝑖<𝑗≤𝑁
𝐺effrel(𝒓𝑖𝑗, 𝒓′𝑖𝑗; 𝛿𝜏), (1.38)
where 𝐺effrel(𝒓𝑖𝑗, 𝒓′𝑖𝑗; 𝛿𝜏) is the two–body effective-potential propagator of the interacting
system, which depends on the relative coordinates 𝒓𝑖𝑗 ≡ 𝒓𝑖 − 𝒓𝑗. In this way, the short-
time many-body propagator is given by
𝐺(𝐑,𝐑′; 𝛿𝜏) ≃ 𝐺𝑃𝑃(𝐑,𝐑′; 𝛿𝜏) = 𝐺0(𝐑,𝐑′; 𝛿𝜏) ∏
1≤𝑖<𝑗≤𝑁
𝐺effrel(𝒓𝑖𝑗, 𝒓′𝑖𝑗; 𝛿𝜏), (1.39)
where 𝐺0 is the free-particle propagator, defined in Eq. 1.32. Different methods exist to
obtain 𝐺effrel, one of these is to solve exactly the Schrödinger equation for two interacting
particles, determining an exact two-body propagator.
1.6.2 Suzuki-Chin and pair Suzuki-Chin
Another approximation of the short-timemany-body propagator is the pair Suzuki-Chin
(PSC) approximation, given by
𝐺effrel(𝒓
(𝑙)
𝑖𝑗 , 𝒓(𝑙+1)𝑖𝑗 ; 𝛿𝜏) ≃ ∫d𝑟∗,(𝑙)𝑖𝑗 exp(−
𝜏
3 [𝑣𝑒(𝑟
(𝑙)
𝑖𝑗 ) + 4𝑣𝑐(𝑟∗,(𝑙)𝑖𝑗 ) + 𝑣𝑒(𝑟(𝑙+1)𝑖𝑗 )]) (1.40)
where 𝑟(𝑙)𝑖𝑗 = ∣𝒓(𝑙)𝑖 − 𝒓(𝑙)𝑗 ∣ is the relative distance between the bead of the polymer 𝑖 and the
bead of the polymer 𝑗 at the imaginary-time 𝜏𝑙, while 𝑟∗,(𝑙)𝑖𝑗 is the relative distance between
two beads at an imaginary-time 𝜏∗𝑙 between 𝜏𝑙 and 𝜏𝑙+1, and
𝑣𝑒(𝑟) = 𝑣(𝑟) +
2
3𝛼𝜏
2𝜆(𝜕𝑣(𝑟)𝜕𝑟 )
2
, (1.41)
𝑣𝑐(𝑟) = 𝑣(𝑟) +
1
3(1 − 𝛼)𝜏
2𝜆(𝜕𝑣(𝑟)𝜕𝑟 )
2
. (1.42)
We note that the dummy integration variables {𝒓∗𝑖 } are required by the PSC approxima-
tion, and, with the parameter 𝛼 set to zero, the configurations 𝐑∗𝑙 at imaginary-time 𝜏∗𝑙
are fictitious, i.e. not used to estimate the physical observables, but exploited only by the
short-time propagator.
1.6.3 Multiproduct Expansion and Pair-Multiproduct Expansion
Recently a high order approximation of the short-time many-body propagator has been
proposed: the multi-product expansion (MPE) approximation [50, 51].
Let ̂𝐺2(𝛿𝜏) denote the second order propagator in primitive approximation 1.27, in
the symmetric form (see Eq. 1.34),
̂𝐺2(𝛿𝜏) = 𝑒−
𝛿𝜏
2 ?̂?𝑒−𝛿𝜏?̂?𝑒− 𝛿𝜏2 ?̂? , (1.43)
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and given a set of 𝑛 integer numbers {𝑘𝑖}, then the multi-product expansion yields the
following 2𝑛-th order propagator [50, 51]
̂𝐺2𝑛(𝛿𝜏) =
𝑛
∑
𝑖=1
𝑐𝑖[ ̂𝐺2(𝛿𝜏/𝑘𝑖)]
𝑘𝑖 , 𝑐𝑖 =
𝑛
∏
𝑗=1(≠𝑖)
𝑘2𝑖
𝑘2𝑖 − 𝑘2𝑗
, (1.44)
i.e. it is a propagator that is a sum of 𝑛 products [ ̂𝐺2(𝛿𝜏𝑖)]
𝑘𝑖 with time-step 𝛿𝜏𝑖 = 𝛿𝜏/𝑘𝑖
(𝑖 = 1,… , 𝑛).
In Ref. [50] is shown that convenient choices of {𝑘𝑖} for PIGS and PIMC are the se-
quences {𝑘𝑖} = {1, 2}, {𝑘𝑖} = {1, 2, 4} and {𝑘𝑖} = {1, 2, 3, 6} in order to produce respectively
the fourth (𝑛 = 2), sixth (𝑛 = 3), and eighth (𝑛 = 4) order propagator. In some of the
projects I have worked onwe used theMPE approximation at the eight-order, so let focus
on 𝑛 = 4. The choice {𝑘𝑖} = {1, 2, 3, 6} produces a propagator in which the products in
Eq. 1.44 can be represented by a path integralwith a time-step 𝛿𝜏/6. With the abbreviated
notation 𝑉𝑘 = 𝑉(𝐑𝑘), the propagator is given by
𝐺8(𝐑1, 𝐑7, 6𝛿𝜏) =𝐺0(𝐑1, 𝐑2; 𝛿𝜏)⋯𝐺0(𝐑6, 𝐑7; 𝛿𝜏)
× [5435𝑒
− 𝛿𝜏2 𝑉1𝑒−𝛿𝜏𝑉2𝑒−𝛿𝜏𝑉3𝑒−𝛿𝜏𝑉4𝑒−𝛿𝜏𝑉5𝑒−𝛿𝜏𝑉6𝑒− 𝛿𝜏2 𝑉7
− 2740𝑒
−𝛿𝜏𝑉1𝑒−2𝛿𝜏𝑉3𝑒−2𝛿𝜏𝑉5𝑒−𝛿𝜏𝑉7 + 215𝑒
− 32 𝛿𝜏𝑉1𝑒−3𝛿𝜏𝑉4𝑒− 32 𝛿𝜏𝑉7
− 1840𝑒
−3𝛿𝜏𝑉1𝑒−3𝛿𝜏𝑉7]
(1.45)
In the project presented in Chapter 4 we have introduced [52] the pair multi-product
expansion (PMPE) approximation. It is built using the pair form of the many-body propa-
gator 1.39 and by approximating the two–body propagator 𝐺effrel(𝒓𝑖𝑗, 𝒓′𝑖𝑗; 𝛿𝜏)with the MPE
approximation 1.45 having substituted the many-body coordinates 𝐑 and 𝐑′ with the
two-body relative coordinates 𝒓𝑖𝑗 and 𝒓′𝑖𝑗 respectively, obtaining
𝐺(𝐑,𝐑′; 𝛿𝜏) ≃ 𝐺PMPE(𝐑,𝐑′; 𝛿𝜏) =∏
𝑖<𝑗
𝐺rel8 (𝒓𝑖𝑗, 𝒓′𝑖𝑗, 𝛿𝜏). (1.46)
1.7 Estimators
In this section I describe the estimators of some physical observables used in projects
presented in this dissertation.
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1.7.1 One body density matrix
In homogeneous systems at 𝑇 = 0 the one body density matrix (OBDM) 𝜌1 is defined via
the equation
𝜌1(𝑠) =
⟨𝛹0∣ ̂𝜓†(𝒓 + 𝒔) ̂𝜓(𝒓)∣𝛹0⟩
⟨𝛹0∣𝛹0⟩
, (1.47)
in terms of the annihilation and creation operators of particles. The first quantization
expression of 𝜌1(𝑠) is given by
𝜌1(𝑠) =
∫d𝒓2⋯d𝒓𝑁 𝛹∗0(𝒓 + 𝒔, ..., 𝒓𝑁)𝛹0(𝒓, ..., 𝒓𝑁)
∫d𝒓1⋯d𝒓𝑁 ∣𝛹0(𝒓1, ..., 𝒓𝑁)∣2
, , (1.48)
and is suited for an estimatewith the PIGSmethod obtained by cutting one of the𝑁 poly-
mers at the position of the𝑀-th bead, i.e. dividing one polymer into two half polymers
with𝑀+1 beads each, and by collecting the occurrences of the distances between the two
loose ends. An efficient sampling of the relevant configurations and the normalization
of 𝜌1 are provided by the worm algorithm, illustrated in Section 1.4.
1.7.2 Estimator of dynamical correlation functions
A correlation function in imaginary time, for two generic operators ̂𝐴 and ?̂?, is defined
as
𝐶𝑖𝐴𝐵(𝜏) ≡ ⟨ ̂𝐴(𝜏) ?̂?⟩ =
⎧{
⎨{⎩
Tr( 𝑒−𝛽?̂?𝑍 ̂𝐴(𝜏) ?̂?) for 𝑇 > 0
⟨𝛹0∣ ̂𝐴(𝜏) ?̂?∣𝛹0⟩ for 𝑇 = 0
(1.49)
For simplicity, here after, I will consider only the case of finite temperature. For 𝑇 > 0
the relation 1.49 becomes
𝐶𝑖𝐴𝐵(𝜏) =
1
𝑍 Tr(𝑒
−(𝛽−𝜏)?̂? ̂𝐴 𝑒−𝜏?̂? ?̂?). (1.50)
Furthermore I will suppose that operators ̂𝐴 and ?̂? are diagonal with respect to the base
of the coordinates. Thus the imaginary-time correlation function, in coordinate repre-
sentation, is given by
𝐶𝑖𝐴𝐵(𝜏) =
1
𝑍 ∫d𝐑d𝐑
′ 𝐺(𝐑,𝐑′; 𝛽 − 𝜏)𝐴(𝐑′)𝐺(𝐑′, 𝐑; 𝜏) 𝐵(𝐑) , (1.51)
where𝐺(𝐑1, 𝐑2; 𝛼) is the propagator 1.7 introduced in the first paragraph. Using Eq. 1.10,
the integral 1.51 is transformed into an integral on the discretized paths. Note that the
paths are closed: we start from the configuration𝐑 and return to𝐑: the rings are formed.
The correlation function is thus
𝐶𝑖𝐴𝐵(𝜏) =
1
𝑍 ∫d𝐑0⋯d𝐑𝑛⋯d𝐑𝑀−1 𝐺(𝐑0, 𝐑1; 𝛿𝜏)⋯𝐺(𝐑𝑛−1, 𝐑𝑛; 𝛿𝜏)
× 𝐴(𝐑𝑛)𝐺(𝐑𝑛, 𝐑𝑛+1; 𝛿𝜏)⋯𝐺(𝐑𝑀−1, 𝐑0; 𝛿𝜏) 𝐵(𝐑0) ,
(1.52)
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where 𝑛 is the number of time steps such that 𝑛 𝛿𝜏 = 𝛽−𝜏 and, therefore, (𝑀−𝑛) 𝛿𝜏 = 𝜏.
In the specific case of the density fluctuation correlation function, determined in the
context of the work presented in this thesis, we have ̂𝐴 = ̂𝜌𝒒 = ∑𝑁𝑗=1 𝑒
−𝑖𝒒⋅ ̂𝒓𝑗 e ?̂? = ̂𝜌−𝒒 =
̂𝐴† = ∑𝑁𝑗=1 𝑒
𝑖𝒒⋅ ̂𝒓𝑗 . Thus to determine the correlation function, in the Monte Carlo calcula-
tion we evaluate 𝜌𝒒(𝐑𝑛) = ∑𝑁𝑗=1 𝑒
−𝑖𝒒⋅𝒓(𝑛)𝑗 and 𝜌−𝒒(𝐑0) = ∑𝑁𝑗=1 𝑒
𝑖𝒒⋅𝒓(0)𝑗 .
Chapter 2
Quantum Dynamics
2.1 Neutron scattering
In the study of condensed matter information can be obtained on static and dynamic
properties of systems through scattering of particles, such as neutrons, photons, or elec-
trons. The wavelength of these particles must be comparable with the scale of the struc-
tures that onewishes to resolve, and their energymust be of the same order ofmagnitude
as the analyzed excitations.
An important technique for analysis of condensed matter is the neutron scattering, as
thermal neutrons, coming from nuclear reactors, ideally satisfy the conditions to study
the properties of solids and liquids. In addition, since neutrons are neutral, they have a
short-range interaction with nuclei, and thus unlike electrons, are able to deeply pene-
trate the material sample, thus showing position and momentum of nuclei, i.e. of atoms.
These characteristics make thermal neutrons excellent probes for studying many-body
systems, through elastic scattering to determine spatial distributions of the atoms inside
thematerial sample, and through inelastic scattering to determine the dynamics of atoms
in the system.
In a neutron scattering experiment, an incident beam of neutron probes is collimated
and monochromatized by selecting those with an initial momentum ℏ𝒌0 and an initial
energy ℏ2∣𝒌0∣2/(2𝑚n) (𝑚n is the mass at rest of the neutron). The beam impinges on the
target sample and is diffused in the surrounding space. An analyzer selects the diffused
neutrons with final momentum ℏ𝒌 and final energy ℏ2∣𝒌∣2/(2𝑚n). They are then received
by a detector which measure the intensity of the beam exiting the analyzer. In this way
we have a measure of the intensity of the diffused beam as a function of the momen-
tum transferred ℏ(𝒌 − 𝒌0) and the energy transferred ℏ2(∣𝒌∣2 − ∣𝒌0∣2)/(2𝑚n) to the target
sample, and thus we can obtain information on structural and dynamical properties of the
analyzed physical system.
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2.1.1 Theory of neutron scattering
To give amathematical description of a neutron scattering experiment, we consider a sys-
temmade up of𝑁 spinless and structureless particles, representing atoms of the physical
system under examination, and a massive particle, the neutron, which we assume to in-
teract with the atoms through the potential
𝑉int =
𝑁
∑
𝑚=1
𝜙(𝒙 − 𝒓𝑚), (2.1)
where 𝒙 is the position vector of the neutron, the probe, and {𝒓1,… , 𝒓𝑁} are the position
vectors of atoms. That interaction can be represented with a very good approximation
by the Fermi pseudopotential
𝜙(𝒙 − 𝒓) = 2𝜋 ℏ
2
𝑚n
𝑏 𝛿(𝒙 − 𝒓), (2.2)
where 𝑏 is a phenomenological parameter, called scattering length, of the atomic nucleus.
The Hamiltonian operator that governs the system dynamics is
?̂?tot = ?̂? + ?̂?neutr + ?̂?int , (2.3)
where ?̂? is the Hamiltonian operator of the target system constituted by atoms (that we
suppose are of the same atomic element),
?̂? = ?̂? + ?̂? = 12𝑚
𝑁
∑
𝑖=1
̂𝒑2𝑖 + ∑
1≤𝑖<𝑗≤𝑁
𝑣( ̂𝒓𝑖 − ̂𝒓𝑗); (2.4)
the second operator ?̂?neutr represents the kinetic energy of the probe,
?̂?neutr =
1
2𝑚n
̂𝒑2 ; (2.5)
while the last term ?̂?int is the potential operator that describes the probe-target interaction
(see Eq. 2.1).
Since we suppose that the neutron interacts weakly with the sample, we are led to
treat the interaction ?̂?int as a weak perturbation to the operator
?̂?0 = ?̂? + ?̂?neutr , (2.6)
that constitutes the dominant contribution to the dynamics of the system. We assume
that, at an initial instant 𝑡 = 0, the quantum state of the system composed by the neutron
and the target ∣𝛹in⟩ consists of uncorrelated states of the neutron ∣𝜑𝒌0⟩ ≡ ∣𝒌0⟩ and of the
target ∣𝜓in⟩ ({∣𝒌⟩} is the basis of momentum states). That is ∣𝛹in⟩ can be written as the
(tensor) product
∣𝛹in⟩ = ∣𝒌0⟩ ∣𝜓in⟩ . (2.7)
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Wealso assume that the neutron is free and that itswave function𝜑𝒌0(𝒙) = ⟨𝒙∣𝒌0⟩ satisfies
the periodic boundary conditions for a cubic box of volume 𝑉, i.e.
𝜑𝒌0(𝒙) =
𝑒𝑖𝒌0⋅𝒙
√𝑉
, (2.8)
and that ∣𝜓in⟩ is an eigenstate of ?̂? 2.4. The states of the neutron and target sample are
uncorrelated, since we assume that before the scattering there is no interaction between
them.
The state ∣𝛹in⟩ 2.7 is an eigenstate of the unperturbed Hamiltonian ?̂?0 2.6 and during
the time evolution of the perturbed system ?̂?int causes transitions to the final eigenstates
∣𝛹f⟩, which are all factorized as ∣𝛹in⟩ in Eq. 2.7,
∣𝛹f⟩ = ∣𝒌⟩ ∣𝜓f⟩ , (2.9)
where 𝜑𝒌(𝒙) = ⟨𝑥∣𝒌⟩ is still of the form 2.8 and represents a state in which the neutron
momentum is well defined and is ℏ𝒌 and ∣𝜓f⟩ is again a eigenstate of ?̂?. Then we consider
the transition ∣𝛹in⟩ 𝑡−→ ∣𝛹f⟩. Using standard relations from first-order time-dependent
perturbation theory (the so-called first Born approximation) we find the probability that
the transition will take place in a time 𝑡
𝑃
(∣𝛹in⟩
𝑡−→∣𝛹f⟩) = 4∣⟨𝛹f∣
𝑁
∑
𝑚=1
𝜙( ̂𝒙 − ̂𝒓𝑚) ∣𝛹in⟩∣ 2
sin2( (𝐸
0
f −𝐸0in)𝑡
2 ℏ )
(𝐸0f − 𝐸0in)
2 , (2.10)
where 𝐸0f −𝐸0in is the energy difference between the two eigenstates of ?̂?0 involved in the
transition. Note that
𝐸0f − 𝐸0in =
ℏ2∣𝒌∣2
2𝑚n
+ 𝐸f −
ℏ2∣𝒌0∣2
2𝑚n
− 𝐸in , (2.11)
where 𝐸f and 𝐸in are eigenvalues of the Hamiltonian ?̂? of the atom system. We introduce
the notation
ℏ𝜔 ≡ ℏ
2∣𝒌∣2
2𝑚n
− ℏ
2∣𝒌0∣2
2𝑚n
, (2.12)
that represents the energy lost (𝜔 > 0) or gained (𝜔 < 0) by the neutron in the transition.
If the time interval 𝑡 is long enough, the following approximation is valid
sin2 ( (𝐸f−𝐸in−ℏ𝜔)𝑡2ℏ )
(𝐸f − 𝐸in − ℏ𝜔)2
≃ 𝑡 𝜋2ℏ 𝛿(𝐸f − 𝐸in − ℏ𝜔). (2.13)
We can write the probability of transition per unit of time as follows
𝛱(∣𝛹in⟩→∣𝛹f⟩) =
2𝜋
ℏ
∣∣∣∣
⟨𝛹f ∣
𝑁
∑
𝑚=1
𝜙( ̂𝒙 − ̂𝒓𝑚)∣𝛹in⟩
∣∣∣∣
2
𝛿(𝐸f − 𝐸in − ℏ𝜔). (2.14)
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Now, the particular choice of the initial and final states involved in the transition deter-
mines the factorization of the matrix element present in Eq. 2.14; and thus we have
⟨𝛹f∣
𝑁
∑
𝑚=1
𝜙( ̂𝒙 − ̂𝒓𝑚) ∣𝛹in⟩ =
1
𝑉 ∫d𝒙 𝑒
−𝑖(𝒌−𝒌0)⋅𝒙 ⟨𝜓f∣
𝑁
∑
𝑚=1
𝜙(𝒙 − ̂𝒓𝑚)∣𝜓in⟩ , (2.15)
where the matrix element ⟨𝜓f∣ ⋯∣𝜓in⟩ acts in the Hilbert space of the atom system. If we
introduce the Fourier transform of the neutron–target interaction,
̃𝜙(𝒌) = 1𝑉 ∫d𝒙 𝑒
−𝑖𝒌⋅𝒙𝜙(𝒙), (2.16)
we have
⟨𝛹f∣
𝑁
∑
𝑚=1
𝜙( ̂𝒙 − ̂𝒓𝑚) ∣𝛹in⟩ = ̃𝜙(𝒌 − 𝒌0) ⟨𝜓f∣
𝑁
∑
𝑚=1
𝑒−𝑖(𝒌−𝒌0)⋅ ̂𝒓𝑚 ∣𝜓in⟩ . (2.17)
Note that the previous expression depends solely on the transferred wave vector
𝒒 ≡ 𝒌0 − 𝒌. (2.18)
The operator∑𝑁𝑚=1 𝑒−𝑖𝒒⋅ ̂𝒓𝑚 is called density-fluctuation operator and is usually indicated
with ̂𝜌𝒒. From here on, for reasons of convenience, we will use this notation. Note that
̂𝜌𝒒 = ̂𝜌†−𝒒. If we sum on a complete orthonormal system of final states {∣𝜓f⟩} of the atom
system (eigenstates of ?̂?), we obtain the probability per unit of time for a transition from
a state ∣𝛹in⟩ to any state ∣𝒌⟩ in which the neutron has momentum ℏ𝒌
𝛱
(∣𝛹in⟩
𝒒,𝜔−−→∣𝒌⟩) =
2𝜋
ℏ ∣
̃𝜙(−𝒒)∣2∑
𝜓f
∣⟨𝜓f∣ ̂𝜌−𝒒 ∣𝜓in⟩∣
2 𝛿(𝐸f − 𝐸in − ℏ𝜔) (2.19)
Now, we use the integral representation of the Dirac delta
𝛿(𝐸f − 𝐸in − ℏ𝜔) =
1
2𝜋 ℏ ∫
+∞
−∞
d𝑡 𝑒𝑖𝑡[ℏ𝜔−(𝐸f−𝐸in)]/ℏ (2.20)
and we can write
⟨𝜓in∣ ̂𝜌𝒒 ∣𝜓f⟩ 𝑒−𝑖𝑡(𝐸f−𝐸in) /ℏ = ⟨𝜓in∣ ̂𝜌𝒒(𝑡) ∣𝜓f⟩ (2.21)
where we have used the Heisenberg representation of the operator ̂𝜌𝒒 at time 𝑡
̂𝜌𝒒(𝑡) ≡ 𝑒 𝑖𝑡?̂?/ℏ ̂𝜌𝒒 𝑒−𝑖𝑡?̂?/ℏ . (2.22)
Using 2.21, decomposing the module of square matrix elements in Eq. 2.14 and using the
identity resolution on the states {∣𝛹f⟩}, we obtain
𝛱
(∣𝛹in⟩
𝒒,𝜔−−→∣𝒌⟩) =
2𝜋
ℏ2 ∣
̃𝜙(−𝒒)∣2 12𝜋 ∫
+∞
−∞
d𝑡 𝑒𝑖𝜔𝑡 ⟨𝜓in∣ ̂𝜌𝒒(𝑡) ̂𝜌−𝒒 ∣𝜓in⟩ . (2.23)
Nowwemove from the averagewith respect to the pure state ∣𝛹in⟩ to the thermal average
on the initial states {∣𝜓in⟩} of the atom system at a temperature 𝑇. We multiply 2.23 for
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the Boltzmann statistical weight 𝑝𝜓in = 𝑒−𝛽𝐸in/𝑍, where 𝑍 is the partition function 𝑍 =
∑𝜓in 𝑒
−𝛽𝐸in , and sum on the states {∣𝜓in⟩}:
𝛱
(∣𝒌0⟩
𝒒,𝜔−−→∣𝒌⟩) =
2𝜋
ℏ2 ∣
̃𝜙(−𝒒)∣2 12𝜋 ∫
+∞
−∞
d𝑡 𝑒𝑖𝜔𝑡∑
𝛹in
𝑒−𝛽𝐸in
𝑍 ⟨𝜓in∣ ̂𝜌𝒒(𝑡) ̂𝜌−𝒒 ∣𝜓in⟩ =
= 2𝜋ℏ2 ∣
̃𝜙(−𝒒)∣2 12𝜋 ∫
+∞
−∞
d𝑡 𝑒𝑖𝜔𝑡 ⟨ ̂𝜌𝒒(𝑡) ̂𝜌−𝒒⟩𝑇 ,
(2.24)
where ⟨⋯⟩𝑇 denotes the thermal average, i.e. Tr(𝑒−𝛽?̂?/𝑍…) = ∑𝛹in ⟨𝜓in∣𝑒
−𝛽?̂?/𝑍…∣𝜓in⟩.
We can rewrite Eq. 2.24, defining the dynamic structure factor for finite temperature 𝑇
𝑆(𝒒,𝜔) = 12𝜋𝑁 ∫
+∞
−∞
d𝑡 𝑒 𝑖𝜔𝑡 ⟨ ̂𝜌𝒒(𝑡) ̂𝜌−𝒒⟩𝑇 . (2.25)
We thus have, slightly modifying the notation,
𝛱(𝒒,𝜔) = 𝑁 2𝜋ℏ2 ∣
̃𝜙(−𝒒)∣2 𝑆(𝒒,𝜔), (2.26)
where 𝛱(𝒒,𝜔) is the probability per unit of time that the neutron will interact with the
target system exchanging a momentum ℏ𝒒 and an energy ℏ𝜔 while the sample is found
at thermal equilibrium at temperature 𝑇.
If we introduce in Eq. 2.24 the explicit expression of the Fourier component of the
Fermi pseudopotential 2.2
̃𝜙(−𝒒) = 1𝑉
2𝜋ℏ2
𝑚n
𝑏 (2.27)
that we note to be independent of 𝒒, we obtain
𝛱(𝒒,𝜔) = 𝑁𝑉2
(2𝜋)3 ℏ2
𝑚2n
𝑏 𝑆(𝒒,𝜔). (2.28)
Now, to compare these theoretical results with the experimental data, we introduce
the physical quantity called partial differential cross section that is given by
d2𝜎
d𝛺d𝜀 =
[N of neutrons diffused per unit of time in a solid angle d𝛺
in direction of 𝒌 and with energies in d𝜀 around ℏ2∣𝒌∣2/(2𝑚n)]
[total flux of incident neutrons with momentum ℏ𝒌𝟎] d𝛺d𝜀
(2.29)
We find that this is proportional to the probability 𝛱(𝒒,𝜔), according to
d2𝜎
d𝛺d𝜀 =
𝑉2𝑚2n
(2𝜋)3 ℏ3
∣𝒌∣
∣𝒌0∣
𝛱(𝒒,𝜔) (2.30)
and thus in terms of 𝑆(𝒒,𝜔) we have
d2𝜎
d𝛺d𝜀 = 𝑁
∣𝒌∣
∣𝒌0∣
𝑏2
ℏ 𝑆(𝒒,𝜔). (2.31)
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It is important to stress that, apart from kinematic factors (𝒌0 and 𝒌), the partial differ-
ential cross section depends on the scattering length 𝑏 and the dynamic structure factor
𝑆(𝒒,𝜔) of the atom system, that depends only on the quantum dynamics of the isolated
system.
2.2 Dynamic Structure Factor
I present some properties of the dynamic structure factor at finite temperature, intro-
duced in the previous section
𝑆(𝒒,𝜔) = 12𝜋𝑁 ∫
+∞
−∞
d𝑡 𝑒𝑖𝜔𝑡 ⟨ ̂𝜌𝒒(𝑡) ̂𝜌−𝒒(0)⟩𝑇 . (2.32)
Most of them can be found in various texts, e.g., Refs. [53–55]. Given an orthonormal set
of eigenstates of the sample-system Hamiltonian ?̂? 2.4 {∣𝜓𝑛⟩}𝑛 and the relative eigenval-
ues {𝐸𝑛}𝑛, we can write the dynamic structure factor in the Lehmann representation [53]
as
𝑆(𝒒,𝜔) = 1𝑁
∞
∑
𝑛,𝑚=0
𝑒−𝛽𝐸𝑛
𝑍 ∣⟨𝜓𝑚∣ ̂𝜌−𝒒 ∣𝜓𝑛⟩∣
2 𝛿[𝜔 − (𝐸𝑚 − 𝐸𝑛)/ℏ]. (2.33)
We can observe that, due to the presence of the Dirac delta, 𝑆(𝒒,𝜔) is non-zero when ℏ𝜔
has the values of the transition energies 𝐸𝑚 − 𝐸𝑛. This confers to 𝑆(𝒒,𝜔) a structure of
peaks, which represent the probability of transition between the energy levels 𝐸𝑚 and 𝐸𝑛.
Furthermore, for each 𝑛, only those eigenstates ∣𝜓𝑚⟩ that have a non-zero overlap with
the state ̂𝜌−𝒒 ∣𝜓𝑛⟩, contribute to the response of the atom sample system.
2.2.1 Mathematical Properties
Here I present useful mathematical properties of 𝑆(𝒒,𝜔). Since the Hamiltonian of the
sample system 2.4 is symmetric under time reversal transformation, its eigenfunctions
can be chosen real, and since the operator ̂𝜌𝒒 is diagonal with respect to the position
basis, then the following identity holds
∣ ⟨𝜓𝑚∣ ̂𝜌𝒒∣𝜓𝑛⟩∣
2 = ∣ ⟨𝜓𝑚∣ ̂𝜌−𝒒∣𝜓𝑛⟩∣
2 . (2.34)
Using this identity in the expression 2.33, we obtain a symmetry property for the dynamic
structure factor
𝑆(𝒒,𝜔) = 𝑆(−𝒒,𝜔), (2.35)
i.e. the invariance for inversion of the transferred momentum.
Observing Eq. 2.33 one can note that 𝑆(𝒒,𝜔) is real and non-negative, i.e.
[𝑆(𝒒,𝜔)]∗ = 𝑆(𝒒,𝜔) and 𝑆(𝒒,𝜔) ≥ 0. (2.36)
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Another property can be easily derived directly from the eigenstate representation of
𝑆(𝒒,𝜔) 2.33:
𝑆(𝒒,𝜔) = 𝑒 ℏ𝛽𝜔𝑆(−𝒒,−𝜔), (2.37)
and using the symmetry property 2.35 we obtain
𝑆(𝒒,𝜔) = 𝑒 ℏ𝛽𝜔𝑆(𝒒,−𝜔), (2.38)
This is called the principle of detailed balance.
2.2.2 Sum Rules
Despite the fact that the dynamic structure factor is amany-body observable, it is possible
to derive the expressions of some of its frequency moments, i.e. integrals of the form
∫
+∞
−∞
d𝜔𝜔𝑛 𝑆(𝒒,𝜔). (2.39)
Here, we consider the zero moment and the first moment (𝑛 = 0, 1), that are useful to
determine the dynamic structure factor starting from QMC simulation data. Integrating
the expression of 𝑆(𝒒,𝜔) 2.32 on 𝜔 we obtain
∫
+∞
−∞
d𝜔 𝑆(𝒒,𝜔) = 1𝑁 ⟨ ̂𝜌𝒒(𝑡) ̂𝜌−𝒒⟩𝑇 ≡ 𝑆(𝒒). (2.40)
The function 𝑆(𝒒) is the static structure factor of the system; it describes the spatial dis-
tribution of the atoms and can easily be determined during the QMC simulations.
As regards the first moment, we see that using the Lehmann representation of 𝑆(𝒒,𝜔)
2.33 we can write
∫
+∞
−∞
d𝜔𝜔𝑆(𝒒,𝜔) = 1𝑁
∞
∑
𝑛,𝑚=0
𝑒−𝛽𝐸𝑛
𝑍
𝐸𝑚 − 𝐸𝑛
ℏ ∣⟨𝜓𝑚∣ ̂𝜌−𝒒 ∣𝜓𝑛⟩∣
2 . (2.41)
By exploiting the time-reversal symmetry property 2.34, one can easily obtain that (see,
e.g., Ref. [53])
1
2𝑁 ℏ ⟨[[ ̂𝜌𝒒 , ?̂?], ̂𝜌−𝒒]⟩𝑇 =
1
𝑁 ℏ
∞
∑
𝑛,𝑚=0
𝑒−𝛽𝐸𝑛
𝑍 (𝐸𝑚 − 𝐸𝑛)∣ ⟨𝜓𝑚∣ ̂𝜌−𝒒∣𝜓𝑛⟩∣
2 . (2.42)
This expression can be simplified using the Heisenberg equation of motion
[ ̂𝜌𝒒 , ?̂?] = 𝑖ℏ
𝜕 ̂𝜌𝒒(𝑡)
𝜕𝑡 = ℏ𝒒 ⋅
̂𝒋𝒒 , (2.43)
where the operator ̂𝒋𝒒 is the Fourier transform of the local current operator and is defined
by
̂𝒋𝒒 =
1
2𝑚
𝑁
∑
𝑖=1
( ̂𝒑𝑖𝑒−𝑖𝒒⋅ ̂𝒓𝑖 + 𝑒−𝑖𝒒⋅ ̂𝒓𝑖 ̂𝒑𝑖). (2.44)
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One can easily demonstrate that
[ ̂𝒋𝒒, ̂𝜌−𝒒] =
ℏ𝒒
𝑚 𝑁. (2.45)
Thus, from Eq. 2.42 using Eqs. 2.43 and 2.45 we have
1
2𝑁 ℏ ⟨[[ ̂𝜌𝒒, ?̂?], ̂𝜌−𝒒]⟩𝑇 =
ℏ∣𝒒∣2
2𝑚 . (2.46)
Hence, finally, the first moment of 𝑆(𝒒,𝜔) is
∫
+∞
−∞
d𝜔𝜔𝑆(𝒒,𝜔) = ℏ∣𝒒∣
2
2𝑚 . (2.47)
2.3 Static Density Response Function
An important physical quantity strictly linked to 𝑆(𝒒,𝜔) is the static density–density re-
sponse function 𝜒(𝒒). For a bibliographical reference regarding the following discussion
see, for example, the Ref. [55]. Formally 𝜒(𝒒) is the zero frequency limit (𝜔 → 0) of the
Fourier transform 𝜒(𝒒,𝜔) of the density response function 𝜒(𝒒, 𝑡),
𝜒(𝒒,𝜔) = 12𝜋 ∫
+∞
−∞
d𝑡 𝑒𝑖𝜔𝑡 𝜒(𝒒, 𝑡). (2.48)
𝜒(𝒒, 𝑡) is defined by
𝜒(𝒒, 𝑡) ≡ −𝑖𝛩(𝑡) 1𝑉 ⟨[ ̂𝜌𝑞(𝑡), ̂𝜌−𝑞(0)]⟩ , (2.49)
where𝛩(𝑡) is the Heaviside step function,𝑉 is the volume of the system and the brackets
indicate the commutator [ ̂𝐴, ?̂?] ≡ ̂𝐴?̂? − ?̂? ̂𝐴.
The function 𝜒(𝒒, 𝑡) is also called the retarded response function, since it expresses the
system response at time 𝑡 to an external perturbation that occurred at a prior time 𝑡 = 0.
𝜒(𝒒, 𝑡) is defined and derived in the field of linear response theory [55].
The Fourier transform 𝜒(𝒒,𝜔) of 𝜒(𝒒, 𝑡) can be expressed in terms of the eigenstates
{𝜓𝑛}𝑛 of the system Hamiltonian ?̂? 2.4, i.e. using the Lehman representation, as done
for the expression of 𝑆(𝒒,𝜔) 2.33. We have (here 𝜂 is a positive infinitesimal, that ensures
the adiabatic switching on of the external perturbation andmust be set to zero at the end
of calculation)
𝜒(𝒒,𝜔 + 𝑖𝜂) = 1𝑉
∞
∑
𝑛,𝑚=0
𝑒−𝛽𝐸𝑛
𝑍 ∣⟨𝜓𝑚∣ ̂𝜌−𝒒 ∣𝜓𝑛⟩∣
2 1 − 𝑒−𝛽(𝐸𝑚−𝐸𝑛)
𝜔 + 𝑖𝜂 − (𝐸𝑚 − 𝐸𝑛)
. (2.50)
where 𝜂 is a positive infinitesimal. Using the Plemelj formula [56]
1
𝑥 ± 𝑖𝜂
𝜂→0−−→ P(1𝑥) ∓ 𝑖 𝜋 𝛿(𝑥) (2.51)
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in 2.50 (P(…) indicates the principal part), we obtain that the imaginary part of 𝜒(𝒒,𝜔)
is given by
Im 𝜒(𝒒,𝜔) = −𝜋 1𝑉 (1 − 𝑒
−𝛽𝜔)
∞
∑
𝑛,𝑚=0
𝑒−𝛽𝐸𝑛
𝑍 ∣⟨𝜓𝑚∣ ̂𝜌−𝒒 ∣𝜓𝑛⟩∣
2 𝛿[ℏ𝜔 − (𝐸𝑚 − 𝐸𝑛)]. (2.52)
Comparing this equation with the analogous expression of 𝑆(𝒒,𝜔) 2.33 we obtain a rela-
tion that directly links 𝜒(𝒒,𝜔) to 𝑆(𝒒,𝜔)
Im𝜒(𝒒,𝜔) = −𝜋 𝜌(1 − 𝑒−𝛽𝜔) 𝑆(𝒒,𝜔), (2.53)
where 𝜌 = 𝑁/𝑉 is the atom density.
From the equations 2.52 and 2.50 we obtain the spectral relation (strictly linked to the
Kramers-Kronig dispersion relations)
Re𝜒(𝒒,𝜔) = − 1𝜋 P∫
+∞
−∞
d𝜔′ Im𝜒(𝒒,𝜔
′)
𝜔 − 𝜔 ′ (2.54)
Inserting the expression 2.53 in this equation and using the principle of detailed bal-
ance 2.38 we obtain
𝜒(𝒒,𝜔) = 2 𝜌∫
+∞
−∞
d𝜔′ 𝜔
′ 𝑆(𝒒,𝜔′)
𝜔2 −𝜔′2 . (2.55)
Lastly, we obtain the important expression of the static density response function 𝜒(𝒒)
(zero-frequency limit of 𝜒(𝒒,𝜔)) in terms of the dynamic structure factor 𝑆(𝒒,𝜔):
𝜒(𝒒) ≡ 𝜒(𝒒,𝜔 = 0) = −2𝜌∫
+∞
−∞
d𝜔′ 𝑆(𝒒,𝜔
′)
𝜔′ . (2.56)
I.e. 𝜒(𝒒) is the −1-th moment (𝑛 = −1) of 𝑆(𝒒,𝜔), apart from the constant multiplicative
factor −2𝜌, as we can see comparing 2.56 with the definition of 𝑛-th moment 2.39. This
relation was used to determine 𝜒(𝒒) for the quantum systems investigated in the two
research projects presented in Chapters 3 and 4.
𝜒(𝒒) represents the static response of the system in terms of density induced by an
external perturbation that oscillates in space. More precisely, if we apply a static external
potential of the form
𝑣ext(𝒓) = 2 𝑣𝒒 cos(𝒒 ⋅ 𝒓), (2.57)
with a wave vector 𝒒, that induces a density modulation around the average value 𝜌, we
find that such modulation of density is given by
𝜌(𝒓) = 2 𝜌𝒒 cos(𝒒 ⋅ 𝒓), (2.58)
where
𝜌𝒒 = 𝜒(𝒒) 𝑣𝒒 + 𝐶3 𝑣3𝒒 +… . (2.59)
From this equation we can see that 𝜒(𝒒) represents the density static linear response at
wave vector 𝒒.
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2.4 Correlation Functions
2.4.1 Real time correlation functions
Given a quantummany-body system, such as for example a quantum liquid, the real-time
correlation function for two generic operators ̂𝐴 and ?̂? is defined by
𝐶AB(𝑡, 𝑡′) ≡ ⟨ ̂𝐴(𝑡) ?̂?(𝑡′)⟩ . (2.60)
where ̂𝐴(𝑡) and ?̂?(𝑡′) are the time evolved operators of ̂𝐴 and ?̂? until the times 𝑡 and 𝑡′
respectively, according to the (real-time) Heisenberg representation
?̂?(𝑡) ≡ 𝑒 𝑖𝑡?̂?/ℏ ?̂? 𝑒−𝑖𝑡?̂?/ℏ . (2.61)
In 2.60 ⟨…⟩ represents for T > 0 the thermal average, i.e. Tr(𝑒−𝛽?̂?/𝑍…), or for T = 0
the quantum expectation value with respect to the ground state of the system ∣𝛹0⟩, i.e.
⟨𝛹0∣…∣𝛹0⟩.
To illustrate the physicalmeaning of the correlation functions, consider as an example,
𝐶𝜌(𝒓)𝜌(𝒓′)(𝑡, 𝑡′), the correlation of the local density operators
̂𝐴 = ̂𝜌(𝒓) ≡
𝑁
∑
𝑖=1
𝛿(𝒓 − ̂𝒓𝑖) e ?̂? = ̂𝜌(𝒓′). (2.62)
𝐶𝜌(𝒓)𝜌(𝒓′)(𝑡, 𝑡′), called density–density correlation function, is proportional to the probability
to find particles in position 𝒓 at the time 𝑡 and particles in position 𝒓′ at the time 𝑡′.
In some research projects presented in this thesis we are interested in the dynamics
of the many-body system in terms of wave-vector components of the density, and there-
fore in the density-fluctuation–density-fluctuation correlation function 𝐶𝜌𝒒𝜌−𝒒(𝑡, 𝑡′), that is the
Fourier transform of 𝐶𝜌(𝒓)𝜌(𝒓′)(𝑡, 𝑡′), and defined by 2.60 using two density-fluctuation op-
erators at opposed wave vectors
̂𝐴 = ̂𝜌𝒒 ≡
𝑁
∑
𝑗=1
𝑒−𝑖𝒒⋅ ̂𝒓𝑗 and ?̂? = ̂𝐴† = ̂𝜌−𝒒 , (2.63)
where { ̂𝒓𝑗}
𝑁
𝑗=1 are the position operators of the particles in the many-body system.
At finite temperature, if the Hamiltonian of the system is time-independent, thanks
to the cyclic property of the trace and the commutativity of 𝑒−𝑖𝑡?̂?/ℏ with 𝑒−𝛽?̂?/𝑍, the
correlation function depends only on the time difference 𝑡 − 𝑡′, thus it is customary to
write, in a more convenient way,
𝐶AB(𝑡) ≡ ⟨ ̂𝐴(𝑡) ?̂?⟩ . (2.64)
Similarly, for the density-fluctuation correlation function we may use the notation
𝐶𝜌𝒒 𝜌−𝒒(𝑡) ≡ ⟨ ̂𝜌𝒒(𝑡) ̂𝜌−𝒒⟩. Furthermore, 𝐶𝜌𝒒 𝜌−𝒒(𝑡) is customary called intermediate scattering
function and here on we will denote it as 𝐹(𝒒, 𝑡).
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2.4.2 Imaginary time correlation functions
In the sameway, we can define analogous correlation functions, but in imaginary time. In
place of the unitary time evolution operator 𝑒−𝑖𝑡?̂?/ℏ we use an analogous operator, that
is not unitary: the imaginary time evolution operator 𝑒−𝜏?̂?/ℏ. The transformation that
expresses the passage from real time to imaginary time 𝑖𝑡 → 𝜏 is calledWick rotation. The
imaginary-time correlation function is defined by
𝐶iAB(𝜏, 𝜏′) ≡ ⟨ ̂𝐴(𝜏) ?̂?(𝜏′)⟩ (2.65)
where ̂𝐴(𝜏) and ?̂?(𝜏′) are the operators ̂𝐴 and ?̂? evolved in imaginary time until 𝜏 and
𝜏′ respectively, according to the relation
?̂?(𝜏) ≡ 𝑒𝜏?̂?/ℏ ?̂? 𝑒−𝜏?̂?/ℏ (2.66)
and, as well as in the case of real time, the parentheses ⟨…⟩ represent the thermal average
or the expectation value with respect to the ground state.
At finite temperature, as well as above, if the Hamiltonian ?̂? is time-independent, for
the cyclic property of the trace we have 𝐶iAB(𝜏, 𝜏′) = 𝐶iAB(𝜏 − 𝜏′) and thus we define
𝐶iAB(𝜏) ≡ ⟨ ̂𝐴(𝜏) ?̂?⟩ . (2.67)
Still using the cyclic property of the trace, the so-calledKubo-Martin-Schwinger (KMS)
relation [57, 58] is derived for the correlation functions at 𝑇 > 0:
𝐶iAB(𝜏 − 𝜏′) = 𝐶iBA(ℏ𝛽 − (𝜏 − 𝜏′)). (2.68)
Regarding the imaginary-time scattering function 𝐶𝑖𝜌𝒒 𝜌−𝒒(𝜏), that will hereafter be de-
noted, more briefly, with 𝐹(𝒒, 𝜏), we have
𝐹(𝒒, 𝜏) ≡ 𝐶i𝜌𝒒 𝜌−𝒒(𝜏) = ⟨𝜌𝒒(𝜏)𝜌−𝒒⟩ . (2.69)
Using the identity 2.34 derived from the time-reversal invariance of the Hamiltonian ?̂?,
we obtain the following symmetry of 𝐹(𝒒, 𝜏) with respect to the wave-vector reversal
𝐹(𝒒, 𝜏) = ⟨𝜌𝒒(𝜏)𝜌−𝒒⟩ = ⟨𝜌−𝒒(𝜏)𝜌𝒒⟩ = 𝐹(−𝒒, 𝜏). (2.70)
The KMS property 2.68 for 𝐹(𝒒, 𝜏) is
𝐹(𝒒, 𝜏) = 𝐹(−𝒒, ℏ𝛽 − 𝜏). (2.71)
Therefore, using also Eq. 2.70 we obtain the property for 𝐹(𝒒, 𝜏)
𝐹(𝒒, 𝜏) = 𝐹(𝒒, ℏ𝛽 − 𝜏). (2.72)
This implies that 𝐹(𝒒, 𝜏) is symmetric with respect to 𝜏 = ℏ𝛽2 .
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2.5 Analytic continuation and inversion problem
The quantum Monte Carlo (QMC) methods, like the PIMC and PIGS, presented in the
first chapter, allow for calculating imaginary time correlation functions, defined in the
previous section,
𝐶iAB(𝜏) = ⟨𝑒 ?̂?𝜏 ̂𝐴𝑒−?̂?𝜏 ?̂?⟩ . (2.73)
From this point on, we will denote 𝐶iAB(𝜏), more briefly, with 𝑓 (𝜏).
Typically, a QMC simulation evaluates a correlation function 𝑓 (𝜏) in discrete imagi-
nary times {𝜏𝑖}, 𝑖 = 1,… ,𝑁𝜏 , i.e. it yields a finite set of values
ℱ ≡ { 𝑓1, 𝑓2, … , 𝑓𝑁𝜏}. (2.74)
In general,ℱ is obtained through a large number of QMC estimates of 𝑓 (𝜏), each affected
by statistical noise, and those calculations are used to determine the statistical uncertain-
ties associated with ℱ
{𝜎𝑓0 , 𝜎𝑓1 ,… , 𝜎𝑓𝑁𝜏 }. (2.75)
These data can be used to derive the unknown spectral function 𝑠(𝜔) from the integral
equation
𝑓 (𝜏) = ∫
+∞
−∞
d𝜔𝐾(𝜏,𝜔) 𝑠(𝜔) (2.76)
where, e.g. with the dynamic structure factor 𝑠(𝜔) = 𝑆(𝒒,𝜔) and the imaginary-time
scattering function 𝑓 (𝜏) = 𝐹(𝒒, 𝜏) at finite temperature, the kernel 𝐾 is 𝐾(𝜏,𝜔) = 𝑒−𝜔𝜏 .
The sum rules often provide additional assistance, either imposing exact restrictions
on 𝑠(𝜔), or allowing to perform additional measurements in the QMC simulations,
𝒞 ≡ {… , 𝑐−1, 𝑐0, 𝑐1,… , 𝑐𝑛,…}, (2.77)
where 𝑐𝑛 is the estimate of the 𝑛-th moment of the spectral function 𝑠(𝜔)
⟨𝜔𝑛⟩ ≡ ∫
+∞
−∞
d𝜔𝜔𝑛 𝑠(𝜔). (2.78)
For example, 𝑐0 is an estimate of ⟨ ̂𝐴 ?̂?⟩ that could easily be obtained in the QMC simula-
tions together with its statistical uncertainty.
The determination of 𝑠(𝜔) from 𝑓 (𝜏) is an inverse problem. I explain here the concept
of inverse problem. We suppose that we have a mathematical problem that describes a
physical phenomenon. Generally, the description of the system is given in terms of—ordi-
nary, in partial derivatives, and/or integral—equations that contain certain parameters.
The analysis of a given physical phenomenon through a mathematical relation may be
classified in three distinct types of problems:
1. the direct problem, given the inputs and parameters of the model which describe the
physical phenomenon, we find the outputs;
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2. the reconstruction problem, given the parameters and outputs of the model, we de-
termine the inputs that lead to those outputs;
3. the identification problem, given the inputs and outputs of the model, we find the
parameters that are consistentwith the relation between the inputs and the outputs.
A problem of the first type is called a direct problem, because it is oriented according a
cause–effect sequence (from input and parameters to outputs). In this sense, the problems
of the second and the third type are called inverse problems, since they consist in deter-
mining unknown causes (the inputs and/or the parameters) from known effects (the
outputs). In our context, an example of a direct problem would be the determination
of the correlation function 𝑓 (𝜏) (the outputs) starting with “known” data of the spectral
function 𝑠(𝜔) (the inputs) by means a direct computation (an integration). The determi-
nation of 𝑠(𝜔) (the inputs) from a QMC estimate of 𝑓 (𝜏) (the outputs) is a problem of the
second type, whilst, for example, the determination of the kernel 𝐾(𝜏,𝜔), or some of its
parameters such as the temperature 𝑇, would be a problem of the third type.
A mathematical modeling of many different inverse problems can be carried out, in
a unified way, using an operator formalism. Consider the following notations:
𝑋 input-value space or model space
𝑌 output-value space or data space
𝑃 parameter space of model system
𝐴𝑝 linear or nonlinear operator from 𝑋 in 𝑌 associated with 𝑝 ∈ 𝑃
In the majority of cases, 𝑋 and 𝑌 are separable Hilbert spaces with finite or infinite di-
mensions and 𝐴𝑃 is a compact operator. With this notation, we can reformulate the three
types of problems in the following way:
1. given 𝑥 ∈ 𝑋 and 𝑝 ∈ 𝑃, we determine 𝑦 = 𝐴𝑃(𝑥)
2. given 𝑦 ∈ 𝑌 and 𝑝 ∈ 𝑃, we resolve the equation
𝐴𝑃(𝑥) = 𝑦, 𝑥 ∈ 𝑋 (2.79)
3. given 𝑦 ∈ 𝑌 and 𝑥 ∈ 𝑋, we determine 𝑝 ∈ 𝑃 such that 𝐴𝑃(𝑥) = 𝑦.
In some simple cases, the inverse problem can be formally transformed into a direct
problem. For example, if 𝐴𝑝 is an invertible linear operator and its inverse operator is
known, then the problem is resolved by 𝑥 = 𝐴−1𝑝 (𝑦). In these cases as well, the explicit
determination of the inverse operator is not useful if the output 𝑦 is not in the domain of
definition of 𝐴−1𝑝 . This situation is frequent since the outputs, whether experimental or
resulting from a numerical simulation, are affected by statistical uncertainty.
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Before continuing, we will explain the concept of ill-posed problem. This concept was
introduced for the first time by the mathematician Hadamard in 1923 in the context of
Cauchy problems [59]. He defined such a Cauchy problem aswell-posed if, and only if, for
all Cauchy data there is a unique solution depending continuously on the data; otherwise
the problem is ill-posed.
We present the same concept with a operator formalism. We introduce the following
definition.
Definition. Given the operator 𝐴 ∶ 𝑋 → 𝑌, the inverse operatorial equation
𝐴(𝑥) = 𝑦 (2.80)
is well-posed if it satisfies the following conditions, called Hadamard conditions:
1. 𝐴(𝑥) = 𝑦 has a solution 𝑥 ∈ 𝑋 for every 𝑦 ∈ 𝑌; (existence)
2. the solution 𝑥 is determined in a unique way; (uniqueness)
3. the inverse operator 𝐴−1 is continuous. (stability)
If at least one of the Hadamard conditions is not satisfied, it is said that the operatorial
equation is ill-posed .
Even if the inverse of the compact operator exists, it cannot be continuous unless the
spaces X and Y have finite dimensions.
Inverse problems principally present two difficulties. First, the problems are often
ill-posed due to the fact that the operator 𝐴𝑃 is smoothing. A term that, in this context,
means that the result of the operation 𝐴𝑃(𝑥) is more regular than 𝑥, in the sense that the
details are smoothed in the operation. This does not mean that the details cannot be
reconstructed (inmany cases they can), but rather that the reconstructionmust go against
this smoothing. The result is that often the solution is not unique. Different inputs give
rise to outputs compatible among each other. Secondly, often the output 𝑦 comes from
experiments or numerical simulations, and therefore is discretized and affected by an
error 𝜀. In that case, it is important to have a statistical description of the error, through
the knowledge of the probability distribution 𝜌𝜀(𝑦).
In this dissertationwe deal with one of themore important andwidely known inverse
problems: the Fredholm integral equation of the first kind, that, on a normed functional space
of functions 𝑥(𝜔), is defined as
𝑦(𝜏) = ∫
𝛺
d𝜔𝐾(𝜏,𝜔) 𝑥(𝜔), (2.81)
where 𝐾(𝜏,𝜔) is the integral kernel of the operator𝐴 and𝛺 is a simply connected subset
ofℝ𝑛. To be more precise, when the output data 𝑦(𝜏) have a statistical uncertainty 𝜀, in
place of Eq. 2.81 we have the approximate equation
𝑦𝜀(𝜏) ≃ ∫𝛺 d𝜔𝐾(𝜏,𝜔) 𝑥(𝜔). (2.82)
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Therefore it is more proper to say that we are searching for solutions that are compatible
with the data 𝑦𝜀(𝜏).
We consider as an example of an ill-posed problem the numerical inversion of the
Laplace transform
𝑦(𝜏) = ∫
+∞
0
d𝜔 𝑒−𝜏𝜔 𝑥(𝜔). (2.83)
This is a Fredholm integral equation of the first kind 2.81with kernel𝐾(𝜏,𝜔) = 𝜃(𝜔) 𝑒−𝜏𝜔.
One of the reasons ill-posedness of this problem is that the kernel 𝐾(𝜏,𝜔) is a decreasing
exponential on 𝜔. Therefore it strongly attenuates 𝑥(𝜔) as 𝜔 increases, thus making it
more difficult to reconstruct 𝑥(𝜔). At theoretical level, an exact formula exists to invert
the Laplace transform the Post’s inversion formula. It establishes that the function 𝑥(𝜔),
continuous on [0,∞) and satisfying the condition sup𝜔>0 |𝑥(𝜔)| 𝑒−𝑏𝜔 < ∞, 𝑏 > 0, can be
derived from 𝑦(𝜏) as
𝑥(𝜔) = lim
𝑘→∞
(−1)𝑘
𝑘! (
𝑘
𝜔)
𝑘+1
𝑦(𝑘)( 𝑘𝜔), (2.84)
for𝜔 > 0, where 𝑦(𝑘) denotes the 𝑘-th derivative of 𝑦(𝜏). This formula does not provide a
practicalmethod to invert the transform, but illustrateswhy this problem is ill-posed. The
inversion formula requires to determine derivatives of arbitrary large orders. However
they cannot be computed with data affected by statistical uncertainty and only known on
a discrete set of values of 𝜏.
A simpler and intuitive way to understand why the problem is ill-posed is by making
an example. Consider a spectral function given by the sum of two Dirac deltas, e.g.
𝑥1(𝜔) = 𝛿(𝜔 − 𝜔0) + 𝑥1 𝛿[𝜔 − (𝜔0 + 𝛥𝜔1)], (2.85)
with 𝑥1, 𝜔0, 𝛥𝜔1 > 0, we easily obtain for 𝑦(𝜏)
𝑦1(𝜏) = 𝑒−𝜏𝜔1 + 𝑥1 𝑒−𝜏(𝜔1+𝛥𝜔) . (2.86)
Then the ratio of the contributes to 𝑦(𝜏) of the two deltas is 𝑥1𝑒−𝜏𝛥𝜔1 , i.e. the second
delta yields a contribute exponentially smaller than the first one. Therefore, if a second
spectral function that, for example, differs from the first only in the second delta, e.g.
𝑥2(𝜔) = 𝛿(𝜔 − 𝜔0) + 𝑥2𝛿[𝜔 − (𝜔0 + 𝛥𝜔2)], (2.87)
with 𝑥2, 𝛥𝜔2 > 0, the two spectral functions will have an exponentially small difference,
even if 𝑥2 (and/or 𝛥𝜔2) significantly differ from 𝑥1 (and/or 𝛥𝜔1); in other words, they
are exponentially indistinguishable, if the data on 𝑦(𝜏) are affected by statistical error.
2.6 Inversion Methods
In this section we briefly present some of the most commonly used numerical methods
to deal with the ill-posed problem of the inversion of Eq. 2.76: the maximum entropy
method (MEM) and the average spectrum method (ASM).
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2.6.1 MEM
The maximum entropy method (MEM) [16] allows for determining the most probable
spectral function 𝑠(𝜔) consistent with the data ℱ , among a large number of possibilities.
This method is based on Bayesian inference. As mentioned above, the known data ℱ are
a finite and discrete set of values and we search for a spectral function that is also valued
at discrete points {𝜔𝑗}𝑗, thus it is a set of values 𝒮 = {𝑠𝑗}𝑗, where 𝑠𝑗 = 𝑠(𝜔𝑗). The MEM
selects a solution that maximizes the probability to have the solution set 𝒮 given the set
of data ℱ , known as a posteriori probability [60, 61],
𝑃(𝒮 ∣ ℱ) ∝ exp(𝛼𝑆 − 𝜒2/2). (2.88)
𝜒2 is the usual sum of squares of the deviation from the data
𝜒2 =∑
𝑗,𝑘
⎛⎜
⎝
𝑓𝑗 −∑
𝑙
𝐾𝑗𝑙𝑠𝑙⎞⎟
⎠
[𝐶−1]𝑗𝑘
⎛⎜
⎝
𝑓𝑘 −∑
𝑙
𝐾𝑘𝑙 𝑠𝑙⎞⎟
⎠
, (2.89)
where 𝐶𝑗𝑖 is the covariance matrix
𝐶𝑗𝑘 =
1
𝑀(𝑀 − 1)
𝑀
∑
𝑙=1
(⟨𝑓𝑗⟩ − 𝑓 (𝑙)𝑗 )(⟨𝑓𝑘⟩ − 𝑓 (𝑙)𝑘 ), (2.90)
𝑀 being the number of measurements; 𝐾𝑗𝑙 is the matrix associated to the integral kernel
𝐾(𝜏,𝜔). 𝑆 is the information entropy and its form is given by
𝑆 =∑
𝑖
(𝑠𝑖 −𝑚𝑖 − 𝑠𝑖 log (
𝑠𝑖
𝑚𝑖
)). (2.91)
In this formula, the entropy is measured with respect to the default model {𝑚𝑖}𝑖, that
contains a priori information on the solution and 𝛼 is a positive regularization parameter.
The solution obtained in this way is still influenced by the parameter 𝛼, that can be
interpreted as a regularization parameter that controls the attenuation of the details of
the solution. Large values of 𝛼 lead to a result determined principally by the entropy,
and thus, by the default model. Small values of 𝛼, on the other hand, lead to a solution
determined principally by 𝜒2 and therefore, to a greater agreement with the data.
Various methods have been developed to optimally set the parameter 𝛼. One of the
most accepted is the Bryan method [62].
It is recognized that theMEMapproach often fails when there aremany spectral char-
acteristics close in frequency space. For example, in Ref. [63] the author shows that the
MEM with the Bryan method does not succeed in reproducing the peak structure in the
spectral function of 4He.
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2.6.2 ASM
The average spectrum method (ASM) [17] is based on the Bayesian approach like the
MEM, but considers only a priori knowledge, without making other additional assump-
tions. As for the MEM, the purpose is to maximize the entropy of a distribution under
the restrictions resulting from a priori knowledge. Instead of maximizing the entropy
of the spectral function itself, the ASM maximizes the entropy of the multidimensional
probability distribution of spectral functions constituted by the a posteriori probability.
The a posteriori probability is made up of a likelihood function and a weakly con-
straining probability function
𝑃𝑝𝑟(𝑠) = 𝛿(∑𝑖 𝑠𝑖 − 𝑐0)∏𝑖𝛩(𝑠𝑖) (2.92)
that assigns equal probabilities to all the functions that satisfy the non-negativity and
the zero moment sum rule (𝑐0 is the zero moment of 𝑠(𝜔), i.e. its integral on the whole
domain).
In the ASM, instead of taking only the maximum, that could overestimate the data,
the final spectral function is obtained from the average spectral function on a posteriori
probability distribution. The solution is the following
̄𝑠 = ∫ 𝑑𝑠 𝑠 𝑃(𝑠 ∣
̄𝑓 )
∫ 𝑑𝑠 𝑃(𝑠 ∣ ̄𝑓 )
. (2.93)
The procedure of averaging would protect from overestimation of the data. But if the a
posteriori probability has different peaks, that have the same weight, the average would
become more questionable.
As documented in the literature, the average spectral function is very effective for spin
lattice models [64]. Only recently the ASM method has been applied to realistic systems
like quantum liquids [65].
2.7 The GIFT inversion method
2.7.1 Description of the method
In the research projects inwhichwe studied the dynamical properties, through the extrac-
tion of the dynamical structure factor 𝑆(𝒒,𝜔) from computed data on the imaginary-time
intermediate scattering function 𝐹(𝒒, 𝜏), we used another inversion method, the Genetic
Inversion via Falsification of Theories (GIFT) method. This method, developed by E. Vitali,
D. E. Galli, and L. Reatto and presented in Ref. [21], was originally used to determine
𝑆(𝒒,𝜔), starting with QMC calculations of 𝐹(𝒒, 𝜏) of liquid and solid 4He at zero tem-
perature. We have dealt with the inverse problem of solving of the integral equation of
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the form 2.76 with the kernel for 𝑇 = 0
𝐾(𝜏,𝜔) = 𝜃(𝜔) 𝑒−𝜏𝜔 , (2.94)
where 𝜃(𝜔) is the Heaviside function, namely
𝑓 (𝜏) = ∫
+∞
0
d𝜔 𝑒−𝜏𝜔 𝑠(𝜔). (2.95)
In a previous research work, conducted for my master’s degree thesis, the GIFT al-
gorithm was extended to tackle the same inverse problem 2.76, but at finite temperature
and, thus, accordingly with the kernel
𝐾(𝜏,𝜔) = 𝑒−𝜏𝜔 . (2.96)
Actually, for reasons that I will explain in Section 2.8, we implemented in the algorithm
a different but equivalent expression of the kernel, that is
𝐾″(𝜏,𝜔) = 𝑒
−𝜏 𝜔 + 𝑒−(ℏ𝛽−𝜏)𝜔
1 + 𝑒−ℏ𝛽 𝜔
. (2.97)
The inversion problem that we want to face, as explained in Section 2.5, is very ill-
posed. We can recall here the approach, well illustrated by Tarantola [66], based on Karl
Popper’s concept of falsification of theories, according to which observations can be used
only to falsify a theory. Therefore, given a space of all possible spectral function models
𝒮 , we can use the QMC data (the observations) to carry out a falsification test to exclude
all spectral functions 𝑠(𝜔) that fail to agree with the observations (ℱ).
In addition to the a priori knowledge regarding 𝑠(𝜔), that we would have to enter
through the parameterization of the space 𝒮 , all the information that can be obtained on
the spectral function 𝑠(𝜔) resides in the QMC data of the correlation function, accompa-
nied by the related uncertainties estimated during the QMC calculations. To fully exploit
the information available in the data, we can use these uncertainties to generate new col-
lections of data ℱ∗, that are compatible with the original data ℱ , and use also them to
carry out the falsification test. We thus have the result of considerably reducing potential
non-physical effects due to statistical fluctuations.
Once the ”falsification” test is carried out on all the models, we will obtain a ”pop-
ulation” of spectral functions that have ”survived” and passed the test. It will thus be
necessary to adopt a strategy to capture the common characteristics of all the spectral
functions.
2.7.2 Space of Spectral Functions
The space of the models 𝒮 , in this implementation, contains a wide class of functions linear
combination of Dirac distributions. This type of function simplifies the calculation of in-
tegrals in the numerical computing and, if the discretization of the domain is sufficiently
accurate, represents a good approximation of the spectral function.
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Typically, the spectral function 𝑠(𝜔) is real and non-negative, and the zero moment
sum rule holds:
𝑐0 = ∫
+∞
−∞
d𝜔 𝑠(𝜔). (2.98)
With this requirements, the models are of the form
̄𝑠(𝜔) =
𝑁𝜔
∑
𝑗=1
𝑠𝑗
ℳ 𝛿(𝜔 −𝜔𝑗),
𝑁𝜔
∑
𝑗=1
𝑠𝑗 = ℳ, (2.99)
where ̄𝑠(𝜔) is normalized at 1, and thus differs from the physical spectral function 𝑠(𝜔) by
a multiplicative factor 𝑐0. ̄𝑠(𝜔) is a sum of Dirac 𝛿, each centered in 𝜔𝑗 = (𝑗 − 12)𝛥𝜔, 𝑗 =
1, 2,… ,𝑁𝜔—the intermediate points of little frequency intervals—and having spectral
weight 𝑠𝑗ℳ . 𝑁𝜔 is the number of subdivisions of the frequency domain on which ̄𝑠(𝜔)
is defined. The values of ̄𝑠 are discretized and {𝑠𝑗}𝑗 are non-negative integer numbers,
i.e.
𝑠𝑗 ∈ ℕ∪ {0}, 𝑗 = 1, 2,… ,𝑁𝜔 . (2.100)
{𝑠𝑗}𝑗 are also called the number of quanta of spectral weight andℳ is the total number of
quanta of the spectral function model ̄𝑠(𝜔).
2.7.3 Fitness Function/Falsification Test
As mentioned above, in the GIFT method we try to exploit the greatest amount of infor-
mation contained in the QMC data, ℱ = {𝑓1, 𝑓2,… , 𝑓𝑁𝜏} with the relevant uncertainties
{𝜎𝑓1 , 𝜎𝑓2 ,… , 𝜎𝑓𝑁𝜏 } and the moments 𝒞 = {… , 𝑐−1, 𝑐0, 𝑐1,…}. Any equivalent collection of
data ℱ∗, such that ∣𝑓𝑗 − 𝑓 ∗𝑗 ∣ is of the same oder of magnitude as 𝜎𝑗, could be the result of
another simulation. So, the falsification test requires not only compatibility with ℱ , but
also with a large number of equivalent ℱ∗. The equivalent sets of data are generated
through the sampling of Gaussian distributions, centered on the original observations
with variances equal to the statistical uncertainties. ℱ∗ is then given by
ℱ∗ = { 𝑓1 + 𝜀∗1, 𝑓2 + 𝜀∗2,… , 𝑓𝑁𝜏 + 𝜀∗𝑁𝜏} = { 𝑓
∗
1 , 𝑓 ∗2 ,… , 𝑓 ∗𝑁𝜏}, (2.101)
where 𝜀∗𝑗 (𝑗 = 1,… ,𝑁𝜏) are the random numbers sampled from a Gaussian distribution
with average 0 and variance equal to 𝜎2𝑓𝑗 .
To conduct the falsification test we need a measure of the compatibility between the
elements of 𝒮 and a set of equivalent data ℱ∗. Compatibility implies small deviations
from the data, and thus a measurement can be given by
𝜒2ℱ∗( ̄𝑠) =
1
𝑁𝜏
𝑁𝜏
∑
𝑗=1
[ 𝑓 ∗𝑗 − ∫
+∞
−∞
d𝜔𝐾(𝜏𝑗, 𝜔) 𝑐∗0 ̄𝑠(𝜔)]
2
, (2.102)
where 𝐾 is a suitable kernel valued in 𝜏𝑗 = (𝑗 − 1) 𝛿𝜏, 𝑗 = 1,… ,𝑁𝜏 , (𝛿𝜏 is the time step)
and 𝑐∗0 is the zero moment, generated by the original one 𝑐0 by sampling a Gaussian, in
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the same way as the values ℱ∗ are generated from the original data ℱ . The factor 𝑐∗0 is
present in the expression to bring back the normalization of the model ̄𝑠(𝜔) to that of the
spectral function 𝑠(𝜔).
The GIFT inversion method, in order to effectively explore the space of the models 𝒮
uses a genetic algorithm (GA). In fact, this type of algorithm produces a non local stochas-
tic dynamic, through an evolutionary process, imitating the biological evolution that is
observed in the natural world.
Genetic algorithms are techniques used for optimization problems. Given an initial
population of models, called individuals, this is let to evolve, by means of operations on
the individuals, towards a population consisting of individuals that better satisfy the
conditions of optimization set in the algorithm.
Here we will use the word fitness to indicate a measure of how much a spectral func-
tion agrees with the data. The fitness of a particular ̄𝑠 should be based on the observed
data, i.e. on 𝒟 = {ℱ, 𝒞}, but, as stated above, every collection of data 𝒟∗ compatible
with the original𝒟 provides an equivalent contribution to fitness. The fitness function is
given by
𝜙𝒟∗( ̄𝑠) = −𝜒2ℱ∗( ̄𝑠) − 𝛾𝑛 𝜒2𝒞∗( ̄𝑠), (2.103)
𝜒2𝒞∗( ̄𝑠) = ∑𝑛
[𝑐∗𝑛 − ∫
+∞
−∞
d𝜔𝜔𝑛 𝑐∗0 ̄𝑠(𝜔)]
2
. (2.104)
In Eq. 2.103 the free parameters 𝛾𝑛 > 0 are regulated such that the contribution to the
fitness 𝜙𝒟∗ coming fromℱ∗ (−𝜒2ℱ∗) and the one coming from 𝒞∗ (−𝜒2𝒞∗) are of the same
order of magnitude. In this way, we do not give more weight to a particular observation
than all the others. Theminus sign, placed at the two contributions to the fitness, is due to
the choice to define the fitness function as increasing with the increase of the agreement
with the data. A higher fitness, i.e. less negative, means greater agreement. In the case
that a spectral function moment 𝑐𝑛 is known exactly, no error is added, thus 𝑐∗𝑛 is set to
𝑐𝑛, i.e. 𝑐∗𝑛 ≡ 𝑐𝑛. The fitness 𝜙𝒟∗ is used to rank the models in increasing order.
In the genetic algorithm of the GIFTmethodwe start with a population of models ̄𝑠(𝜔)
built randomly. Every ̄𝑠(𝜔) is represented by an ordered set of𝑁𝜔 integers 𝑠𝑗 of Eq. 2.100.
The evolutionary process of the genetic algorithm is constituted by a sequence of gener-
ations, in which the population of models is substituted by a new population generated
by the previous one. In each generation, the individuals of the population are ordered by
an increasing order of fitness. Then some operations are carried out on the individuals:
selection, crossover andmutation. These operations have the aim of modifying the individ-
uals to make them evolve towards higher fitness, and therefore towards solutions more
compatible with the data.
The selection is an operation that consists of choosing the individualswith large fitness
from an ascending list of individuals. The 𝑘-th individual is extracted according to the
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formula
𝑘 = ⌊𝑁 ̄𝑠 𝑟1/3⌋ + 1, (2.105)
where 𝑟 is a uniform random number 𝑟 ∈ [0, 1), ⌊𝑥⌋ is the floor function, and 𝑁 ̄𝑠 is the
number of individuals of the population at the current generation. The nonlinear depen-
dency ensures that themodels with greater fitness are preferentially chosen. The selection
choose two individuals, the mother and the father. The crossover acts on them. This oper-
ation consists of the exchange of one part of the spectral weight quanta, out of the total
ofℳ quanta, generating two children. A random integer number 𝑝 is generated between
0 andℳ and 𝑝 spectral weight quanta are exchanged, selected randomly between the fa-
ther and the mother. Each exchanged quantum remains in the original frequency small
interval, ensuring that the most important characteristics of the parents are preserved in
the children. At this point, themutations, operations that shift part of the spectral weight
between two small intervals, act on the children, with a given probability.
At each generation these operations are repeated on couples of individuals𝑁 ̄𝑠/2 times,
thus substituting the previous generation with a new one, with the exception of the in-
dividual with the greatest fitness, that is cloned. This last operation is called elitism.
In addition, at each generation the number of individuals that compose the popula-
tion can be reduced by a certain factor, for example by 5%, up to a minimum number,
after which the size of the population remains constant until the last generation. The
discarded individuals are those with the lowest fitness. In this way we can start from a
large variety of individuals, without wasting computational time for spectral functions
that have already failed the falsification test.
An intrinsic GIFT strategy protects against too much agreement with the data (over-
fitting), that would produce non-physical effects in the spectral function: given a ℱ∗, the
reconstructed model ̄𝑠(𝜔) contains some spurious information due to statistical noise,
but this information is attenuated or eliminated by averaging the models reconstructed
by each ℱ∗. Furthermore, again in order to protect from overfitting, the number of gen-
erations is selected such that 𝜒2ℱ∗( ̄𝑠) at the last generation is of the magnitude of the value
𝛿 = 1𝑁𝜏 ∑
𝑁𝜏
𝑗=1 𝜎2𝑓𝑗 , i.e. the average of the variances {𝜎
2
𝑓𝑗}
𝑁𝜏
𝑗=1
.
2.7.4 Final Features of Spectral Function
At the end of the evolutionary process, for each set of equivalent data ℱ∗ a certain num-
ber of models ̄𝑠(𝜔) remain; among these, the one with the highest fitness is selected.
This is the final model reconstructed through the genetic algorithm for each ℱ∗, that we
call ̄𝑠(𝑘)(𝜔), where 𝑘 indicates the 𝑘-th reconstruction. Each one of the models cannot
represent the solution to the inverse problem, as they are determined from a particular
set of QMC data affected by statistical error. Each model ̄𝑠(𝑘)(𝜔) will contain some non-
physical information due to uncertainty, that is probably different in every model, since
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it comes from data that is different, although equivalent. But all these models will also
have some common characteristics containing physical information. Therefore, by per-
forming an averaging operation on all of the reconstructed models, we are able capture
and emphasize these common characteristics. And the non-physical information due
to statistical fluctuations is attenuated or eliminated. Then we find a spectral function
𝑠𝐺𝐼𝐹𝑇(𝜔)—the result of this averaging process on all of the 𝑁𝑟 reconstructions—which
carries the physical information that the algorithm succeeded in capturing
𝑠𝐺𝐼𝐹𝑇(𝜔) =
1
𝑁𝑟
𝑁𝑟
∑
𝑘=1
𝑐(𝑘)0 ̄𝑠(𝑘)(𝜔), (2.106)
where 𝑐(𝑘)0 is the 𝑐∗0 of the 𝑘-th reconstruction.
2.8 Kernel for finite temperature
Originally, the GIFT code was written to deal with the inverse problem that consisted
of extracting information on the dynamic structure factor 𝑆(𝒒,𝜔) for a zero temperature
quantum system, fromQMCdata, relating to the imaginary-time intermediate scattering
function 𝐹(𝒒, 𝜏). Subsequently, for the my master’s degree thesis the code was extended
in order to be able to deal with the analogous inverse problem for finite temperature.
A generic imaginary-time correlation function 𝑓 (𝜏) (Eq. 2.67 on page 35) for finite
temperature is given by (a part from constant factors that can be incorporated in 𝑠(𝜔))
𝑓 (𝜏) = ∫
+∞
−∞
d𝜔 𝑒−𝜏 𝜔 𝑠(𝜔). (2.107)
Exploiting a symmetry property of 𝑠(𝜔), the detailed balance principle (Eq. 2.38 on page 31)
𝑠(𝜔) = 𝑒 ℏ𝛽𝜔 𝑠(−𝜔), (2.108)
𝑓 (𝜏) can be rewritten as
𝑓 (𝜏) = ∫
+∞
0
d𝜔 (𝑒−𝜏𝜔 + 𝑒−(ℏ𝛽−𝜏)𝜔) 𝑠′(𝜔). (2.109)
In this way, we can invert the integral equation using only the positive semi-axis of 𝜔.
The inverted spectral function 𝑠′(𝜔) will thus be defined only on [0,∞). We then derive
the 𝑠(𝜔) for the negative values of 𝜔 by simply reusing the formula 2.108, i.e. 𝑠(𝜔) =
𝑒 ℏ𝛽𝜔 𝑠′(−𝜔) for 𝜔 < 0.
The expression for 𝑓 (𝜏) 2.109 is more convenient, since the information present in
𝑠(𝜔) for𝜔 < 0, just for the property 2.108, is equivalent to that present in𝜔 > 0. Further-
more, from the computational standpoint, the calculation is lightened, since the domain
in which to search for the structures of 𝑠(𝜔) is halved.
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In the GIFT it is essential to obtain the zero moment 𝑐0 of the spectral function from
the QMC data, since it gives the correct normalization of 𝑠(𝜔). Recall that in the GIFT
method the models ̄𝑠(𝜔) are normalized equal to 1. For the case 𝑇 = 0we have
𝑓 (0) = ∫
+∞
0
d𝜔 𝑠(𝜔) = 𝑐0 , (2.110)
that is
𝑐0 = 𝑓1 . (2.111)
The zero moment coincides with the value of the correlation function calculated in 𝜏 =
0 with QMC computations. In fact, the zero moment of the dynamic structure factor
𝑆(𝒒,𝜔) is the static structure factor 𝑆(𝒒) that is customarily determined in QMC simula-
tions.
For 𝑇 > 0, with respect to the case with 𝑇 = 0, there is an inconvenience, since using
Eq. 2.109 we have
𝑓 (0) = ∫
+∞
0
d𝜔 (1 + 𝑒−ℏ𝛽 𝜔) 𝑠′(𝜔) and (2.112)
𝑐0 = ∫
+∞
0
d𝜔 𝑠′(𝜔), (2.113)
therefore 𝑓1 ≠ 𝑐0. It is thus necessary to again modify the kernel such that 𝑓1 = 𝑐0. We
multiply and divide the integrand of 2.112 by (1 + 𝑒−ℏ𝛽 𝜔) and a new spectral function
is defined,
𝑠″(𝜔) ≡ (1 + 𝑒−ℏ𝛽 𝜔) 𝑠′(𝜔). (2.114)
The 2.107 thus becomes
𝑓 (𝜏) = ∫
+∞
0
d𝜔 𝑒
−𝜏 𝜔 + 𝑒−(ℏ𝛽−𝜏)𝜔
1 + 𝑒−ℏ𝛽𝜔
𝑠″(𝜔). (2.115)
We thus have
𝑓 (0) = ∫
+∞
0
d𝜔 𝑠″(𝜔), (2.116)
i.e. 𝑓1 = 𝑐0, with 𝑐0 ≡ ∫+∞0 d𝜔 𝑠″(𝜔).
At this point it could be objected that the new kernel is “worse” than the original
one, making the problem even more ill-posed. Let us analyze the new kernel, that we
call 𝐾″(𝜏,𝜔). 𝐾″ differs from the previous kernel 𝐾′ 2.109, by the multiplicative factor
1/(1 + 𝑒−ℏ𝛽 𝜔), which in 𝜔 = 0 has the value 12 and then grows monotonically until 1
for 𝜔 → ∞. Therefore, for small values of 𝜔, with 𝜏 > 0, 𝐾′(𝜏,𝜔) is reduced by a factor
between 12 and 1, and then it converges for large 𝜔 to 𝐾″(𝜏,𝜔) . Thus, 𝐾′ is only slightly
modified.
As we can see in Fig. 2.1 on the following page, we also observe that, comparing
𝐾″(𝜏,𝜔) with 𝐾(𝜏,𝜔) (the kernel in Eq. 2.107) for 𝜔 > 0, for small 𝜏 (𝜏 → 0) the two
kernels have a very similar course in function of 𝜔. While for large 𝜏, i.e. 𝜏 → ℏ𝛽/2, (not
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Figure 2.1 Graphics in function of 𝜔 of the kernels 𝐾(𝜏,𝜔) (black line), 𝐾′(𝜏,𝜔) (red line), and
𝐾″(𝜏,𝜔) (green line) in 𝜏 = 0.25 with ℏ𝛽 = 1; and the orange line is the factor 1/(1 + 𝑒−ℏ𝛽𝜔).
shown in figure) 𝐾(𝜏,𝜔) decreases much more rapidly than 𝐾″(𝜏,𝜔). Thus, in conclu-
sion, the problem of inversion with the new kernel is equally ill-posed if not even less
ill-posed.
Thus for the case 𝑇 > 0 the kernel is given by
𝐾″(𝜏,𝜔) = 𝑒
−𝜏 𝜔 + 𝑒−(ℏ𝛽−𝜏)𝜔
1 + 𝑒−ℏ𝛽 𝜔
. (2.117)
The spectral function resulting from the inversion is given by Eq. 2.114, therefore, once
𝑠″(𝜔) is determined, the “true” 𝑠(𝜔) is obtained as
𝑠(𝜔) =
⎧{{{
⎨{{{⎩
1
1 + 𝑒−ℏ𝛽 𝜔
𝑠″(𝜔) for 𝜔 > 0
𝑒 ℏ𝛽𝜔
1 + 𝑒−ℏ𝛽 𝜔
𝑠″(−𝜔) for 𝜔 < 0
. (2.118)
Chapter 3
Quantum Dynamics of Hard Sphere Bosons
3.1 Introduction
The study of collective modes and dynamic properties of quantum liquids and gases has
always represented a very important issue in quantummany-body theories. In particular,
in the case of Bose systems, this study is fundamental in understanding the phenomenon
of superfluidity and, starting from the pioneering studies of Landau and Bogoliubov in
the 1940s, it has been the subject of a huge number of investigations, both theoretical and
experimental [67]. Two main theoretical paradigms exist for Bose systems: the Bogoli-
ubov’s theory, that is a mean-field theory suitable for the weakly-interacting boson sys-
tems, like dilute ultracold gases, and the theory of Feynman, able to predict a qualitative
energy–momentum dispersion curve proper of strongly interacting boson systems, like
superfluid 4He. This dispersion relation with its characteristic shape—phonon-maxon-
roton—presents a minimum at finite momentum, a fundamental requirement to have
superfluidity. Feynman’s paradigm has been pushed until to describe with high accu-
racy the excitation spectrum by means of variational Monte Carlo methods.
Some of the questions concerning these approaches were: is it possible to carry the
two approaches into a unifying theoretical view, able to describe collective excitations
fromweakly interacting to strongly interacting boson systems? And does amodel system
exist which is suitable to describe both interacting regimes?
A physical insight into the dynamic behavior of quantummany-body systems can be
given estimating the dynamic structure factor, 𝑆(𝒒,𝜔). This quantity, indeed, contains a
wealth of information about the nature and the energy spectrum of the excitations cou-
pled with density fluctuations.
3.1.1 Bogoliubov spectrum
An important physical quantity for weakly-interacting systems is the 𝑠-wave scattering
length 𝑎, a measure of the amplitude of the interaction in the scattering between two low-
energy particles. We can compare |𝑎| with the average inter-particle distance, 𝑑 = 𝑛−1/3,
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where 𝑛 is the density of the gas, or, equivalently, the so-called gas parameter 𝑛|𝑎|3 with
unity [68].
For dilute gases at very low temperature we can safely assume that the diluteness
condition 𝑛|𝑎|3 ≪ 1 holds and the ground state of themany-body system can be described
in terms of a macroscopic wave function [69]. In this regime, mean-field theories are
expected to provide an accurate description of the system and the elementary excitations
can be expressed in terms of a single quasiparticle. Therefore, the dynamic structure
factor is exhausted by a single excitation peak
𝑆(𝒒,𝜔) = 𝑆(𝒒) 𝛿(𝜔 − 𝜀𝐵(𝒒)/ℏ) , (3.1)
whose dispersion follows the Bogoliubov spectrum
𝜀𝐵(𝒒) =
ℏ2
2𝑚𝜉2
√(𝑞𝜉)4 + 2(𝑞𝜉)2 (3.2)
in which 𝜉 = 1/√8𝜋𝑛𝑎 is the healing length (for a reference on these arguments see,
e.g., Ref. [68]). In the contest of the low energy excitations, 𝜉 represents the length scale
at which the transition between the phonon and free-particle regime occurs, i.e. when
ℏ𝑞 ∼ 𝑚𝑐, where 𝑐 is the velocity of sound. This result, predicted for the first time in 1947,
has been confirmed experimentally in 2002 by Steinhauer et al., who have been able to
measure the excitation spectrum of a dilute condensate of 87Rb atoms by means of Bragg
spectroscopy [70].
As the density of the system increases, the interactions among the particles become
more and more important and the picture provided by mean-field theories is no longer
valid. Indeed, experimental measurements [71–76] of the dynamic structure factor in
liquid 4He, which is a well-known benchmark of a dense Bose fluid, shows a different
behavior from the one predicted for dilute systems. First of all, the 𝑆(𝒒,𝜔) in liquid
4He presents, in addition to a sharp quasiparticle peak, a broad contribution at higher
frequencies, usually called multiphonon branch, that indicates the possibility to induce
incoherent excitations in themany-body system. Furthermore, the dispersion of themain
peak of 𝑆(𝒒,𝜔) differs from the Bogoliubov spectrum, Eq. 3.2, and presents a phonon-
maxon-roton behavior, which is linear at low 𝑞 and displays a relative minimum for a
non-zero wave vector.
3.1.2 Feynman spectrum
A qualitative description of the appearance of the roton minimum in the excitation spec-
trum with increasing 𝑛𝑎3 is given by means of Feynman’s spectrum [77]
𝜀𝐹(𝒒) = ℏ𝜔𝐹(𝒒) =
ℏ2𝑞2
2𝑚𝑆(𝒒) , (3.3)
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in which 𝑆(𝒒) is the static structure factor. 𝜀𝐹(𝒒) is accurate for low wave vectors and en-
ergies and in general provides a useful upper bound for the energy excitation spectrum,
𝜀(𝒒) ≤ 𝜀𝐹(𝒒). This relation is easily obtained from the 𝑓 -sum rule
∫
∞
0
d𝜔𝜔𝑆(𝒒,𝜔) = ℏ 𝑞
2
2𝑚 (3.4)
with the assumption that the dynamic structure factor can be written as a single delta-
peak 𝑆(𝒒,𝜔) = 𝑆(𝒒)𝛿 (𝜔 − 𝜔𝐹(𝒒)) and indicates that the emergence of a minimum in
𝜀(𝒒) can be associated to the emergence of a maximum in 𝑆(𝒒) and thus to the formation
of the microscopic local structures typical of dense fluids [78].
3.1.3 The model system
In this work, we want to study, by means of QMC methods, the dynamic properties of
Bose gases at zero temperature, focusing on the crossover fromweak to strong-interaction
regime. Tomodel the interactions among the particles, we use the two-body hard-sphere
(HS) interaction potential
𝑉(𝑟) =
⎧{
⎨{⎩
∞ , 𝑟 ≤ 𝑎
0 , 𝑟 > 𝑎
, (3.5)
where the range of the potential 𝑎 coincideswith the 𝑠-wave scattering length. Thismodel
has been widely used to study many-body systems with short-range repulsive interac-
tions, not only in the dilute regime, where the details of the interatomic potential are
irrelevant, but also in the dense regime [2, 10, 79, 80]. The HS model, indeed, serves as
a reference for those systems in which the leading part of the two-body potential is the
repulsive hard-core and it has been used to characterize semi-quantitatively the static
properties of superfluid 4He [2, 80].
Moreover, the HS model provides one with a well defined system, where quantum cor-
relations can be investigated from the weak to the strong-interaction regime by varying
a single parameter, i.e. the reduced density in units of the HS range 𝑎.
3.2 Details on the propagator and trial wave function
In thiswork,wehave employed for the short-timemany-bodypropagator the pair-product
(PP) propagator built using the PP form of the propagator (see Eq. 1.39 on page 21 in
Chapter 1)
𝐺PP(𝐑,𝐑′; 𝛿𝜏) = 𝐺0(𝐑,𝐑′; 𝛿𝜏) ∏
1≤𝑖<𝑗≤𝑁
𝐺effrel(𝒓𝑖𝑗, 𝒓′𝑖𝑗; 𝛿𝜏) (3.6)
using as two-body (effective) interaction propagator 𝐺effrel the exact two-body interaction
propagator. In the case of the HS potential 3.5 a high energy expansion of the two-body
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𝑛 𝑎3 𝛿𝜏 [ℏ2/(2𝑚 𝑎2)] 𝑀
1 × 10−4 4.0 1
1 × 10−2 0.125 10
5 × 10−2 0.025 15
1 × 10−1 0.015 20
2.138 × 10−1 0.01 12
3 × 10−1 0.005 25
Table 3.1 Value of the parameters 𝛿𝜏 and 𝑀 of the simulations adopted for the different
values of the gas paramater.
propagator due to Cao and Berne [81] provides an accurate approximation of𝐺effrel holding
at small time steps:
𝐺effrel,Cao(𝒓𝑖𝑗, 𝒓′𝑖𝑗; 𝛿𝜏) = 1 −
𝑎(𝑟 + 𝑟′) − 𝑎2
𝑟 𝑟′ exp(−
𝑚
2ℏ2𝛿𝜏 [𝑟 𝑟
′ + 𝑎2 − 𝑎(𝑟 + 𝑟′)](1 + cos 𝜃)) ,
(3.7)
where 𝜃 is the angle between 𝒓 and 𝒓′.
For the gas phase we choose the translationally invariant Jastrow function
𝛹𝐽(𝐑) =∏
𝑖<𝑗
𝑓 (∣𝒓𝑖 − 𝒓𝑗∣) , 𝑓 (𝑟) =
⎧{
⎨{⎩
0 for 𝑟 ≤ 𝑎
sin [𝑘(𝑟 − 𝑎)]/𝑟 for 𝑟 > 𝑎
. (3.8)
The function 𝑓 is the solution of the two-body 𝑠-wave scattering problem with a HS po-
tential and the wave vector 𝑘 is chosen such as the derivative 𝑓 ′(𝑟) vanishes at 𝑟 = 𝐿/2,
where 𝐿 is the size of the cubic simulation box, in order to fulfill the periodic boundary
conditions [10], in this way the value of 𝑘 turns out to depend on the size of the box.
To simulate the solid phase we instead use a trial wave function that explicitly breaks
translational symmetry, obtained by multiplying the Jastrow wave function 3.8 by a one-
body term, due to Nosanow [82], which localizes the particles at the lattice sites of the
crystal, i.e. the Nosanow-Jastrow wave function,
𝛹𝑇(𝐑) =
𝑁
∏
𝑖=1
𝑒−(𝒓𝑖−𝑺𝑖)2/𝛼2 ∏
𝑖<𝑗
𝑓 (|𝒓𝑖 − 𝒓𝑗|), (3.9)
Here, the localization term is a Gaussian whose width 𝛼 is a variational parameter and
the lattice sites {𝑺𝑖}𝑁𝑖=1 correspond to an fcc crystal. 𝛼 is obtained minimizing the energy
as function of 𝛼 at 𝑛𝑎3 = 2.5 × 10−1 with 𝑀 = 1 (𝑀 is the number of beads, that will
be mentioned shortly after) and the determined value has turned out to be 𝛼 = 1/√1.5.
I notice that the above wave function is not symmetric under particle exchange. Still,
as explained in Section 1.4 the particle permutations are correctly sampled during the
simulation by means of the swap moves in the worm algorithm, generating in a sym-
metric ground-state wave function 𝛹0(𝐑), obtained projecting it with the PIGS method
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as described in Chapter 1. I remark that the proper symmetry of 𝛹0(𝐑) is crucial when
calculating the one body density matrix (OBDM) 𝜌1(𝑟).
3.3 Dynamics from the dilute to the dense regime
The calculation of the dynamic structure factor in a HS Bose system at a given gas pa-
rameter 𝑛𝑎3 has been carried out by performing PIGS simulations with𝑁 = 400 particles
interacting with the two-body potential given by Eq. 3.5 and confined in a cubic box with
periodic boundary conditions. We have chosen the optimal values of the imaginary time
step 𝛿𝜏 and the number of beads𝑀 studying the convergence of themean energy per par-
ticle for small time step 𝛿𝜏 and for large evolution time 𝜏. 𝛿𝜏 and𝑀 depend both on the
gas parameter and the values found and used are shown in Table 3.1 on the facing page.
I note that for the computation of the imaginary-time correlation function and, thus, the
extraction of 𝑆(𝒒,𝜔), we added 100 beads to the value given in table. These extra beads
are necessary to evaluate the correlation function at sufficiently large imaginary times.
3.3.1 Weak-interaction regime
In the regime of weak interactions the mean field theory should provide accurate an de-
scription of the dynamics of the gas of hard sphere. So when the gas parameter assumes
the very low value of 10−4, the dynamic structure factor should be well approximated
by Eq. 3.1, with a delta function peaked at the Bogoliubov spectrum 3.2. Applying the
Laplace transform defined in 2.95 to the Bogoliubov 𝑆(𝒒,𝜔), we obtain that the interme-
diate scattering function 𝐹(𝒒, 𝜏) is simply given by an exponential function:
𝐹(𝒒, 𝜏) = 𝑆(𝒒) 𝑒−𝜏𝜀B(𝒒)/ℏ . (3.10)
As it is shown in Fig. 3.1a, for a single wave vector 𝒒, the scattering function 𝐹(𝒒, 𝜏)
obtained from the PIGS simulations at weak interaction regimewith gas parameter 𝑛𝑎3 =
10−4 is very well fitted by a single exponential function. A similar agreement is obtained
at all the studied wave vectors 𝒒.
At the smallest value of the interaction strength, 𝑛𝑎3 = 10−4 (see Fig. 3.2 on page 55),
the dynamic structure factor is exhausted, for all reported values of 𝒒, by a single narrow
peak corresponding to the excitation of a quasiparticle with energy ℏ𝜔(𝒒). The disper-
sion of the peakwith the wave vector 𝒒 follows closely the Bogoliubov spectrum 𝜀B(𝒒) 3.2
(see Fig. 3.2b). Let’s notice that the line in the figure is not a fit to positions of the peaks
but is the plot of 𝜔B(𝒒), which in units of ℏ/(2𝑚𝜉2) for 𝜔(𝒒) and 𝜉−1 for wave vector 𝑞,
is given by
𝜀𝐵(𝒒) = ℏ𝜔B(𝒒) = √𝑞4 + 2𝑞2 (3.11)
which is independent of the gas parameter 𝑛𝑎3. A small damping of the quasiparticles,
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(a) 𝑛𝑎3 = 10−4 (b) 𝑛𝑎3 = 10−1
Figure 3.1 Scattering function 𝐹(𝑞, 𝜏) for two different values of the interaction strength. The
(green) solid line corresponds to the GIFT reconstruction of the 𝑆(𝒒,𝜔), the (red) dashed line
is the exponential fit to the long-time tail. In the left panel the exponential fit coincides with
the GIFT reconstruction and is hidden it.
called Beliaev damping, was predicted in Ref. [83], resulting in a broadening of the exci-
tation peak. We attribute the small width of the peaks in Fig. 3.2a to the limited ability
of the GIFT method to determine their exact position in the inversion procedure and not
to the physical processes involved with Beliaev damping. The method posses a limited
resolution power, and thus it may produce broadening also when a delta-like excitation
is present.
For larger values of the gas parameter, the long-time tail of 𝐹(𝒒, 𝜏) can still be well
fitted by an exponential function corresponding to the lowest excitation peak, (until it is
a well defined peak) as one can see in Fig. 3.1b for 𝑛𝑎3 = 10−1. The short-time decay of
the correlation function is instead dominated by higher energy multiphonon excitations,
which cannot be described by a simple exponential law. This is clearly shown in Fig. 3.1b
where one has to use the function 𝐹(𝒒, 𝜏) reconstructed from 𝑆𝐺𝐼𝐹𝑇(𝒒,𝜔) using Eq. 2.95
on page 42 to reproduce the QMC data everywhere.
3.3.2 Emergence of multiphonons
The results at 𝑛𝑎3 = 10−2 are shown in Fig. 3.3 on page 56. While at the smallest wave
vector 𝑆(𝒒,𝜔) is still given by a narrow peak centered at the phonon energy ℏ𝜔(𝒒) =𝑐ℏ𝑞
where 𝑐 is the speed of sound (see Fig. 3.6 on page 59 These features are more evident
at 𝑛𝑎3 = 5 × 10−2 (see Fig. 3.4 on page 57) where, in addition, a secondary broad multi-
phonon peak starts to appear at large wave vectors. We notice, from Figs. 3.3b and 3.4b,
that the curvature of the spectrum, for 𝒒 in the range 0.8 ≲ 𝑞 ≲ 1.2, changes from positive
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(a) 𝑆(𝒒,𝜔) at three fixed 𝒒
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Figure 3.2 Dynamic structure factor 𝑆(𝒒,𝜔) at 𝑛𝑎3 = 10−4: (a) for three values of the wave
vector 𝑞; (b) color map of 𝑆(𝒒,𝜔) as a function of 𝑞 and the red line is the Bogoliubov disper-
sion 3.2 for comparison.
to negative in this interval of values of the gas parameter. A positive curvature, similar
to the Bogoliubov spectrum 3.2, implies that long-wavelength phonons can decay into
pairs of phonons bymeans of Beliaev processes. These decayingmechanisms are instead
forbidden if the curvature of the spectrum is negative.
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(a) 𝑆(𝒒,𝜔) at three fixed 𝒒
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Figure 3.3 𝑆(𝒒,𝜔) at 𝑛𝑎3 = 10−2. (a) 𝑆(𝒒,𝜔) for three values of the wave vector 𝑞; the plot
corresponding to 𝑞 = 0.635 ξ−1 is reduced by a factor 3 to make it visible on the scale of
the other two. (b) Color map of 𝑆(𝒒,𝜔) at different wave vectors 𝑞; the vertical bars are the
representations of 𝑆(𝒒,𝜔) at fixed 𝒒 as function of𝜔.
3.3.3 Appearence of roton excitations
We also notice that, at the gas parameter 𝑛𝑎3 = 5 × 10−2, the dispersion of the central po-
sition of the highest peak exhibits a shoulder in the region 1.5 ≲ 𝑞𝜉 ≲ 2. This shoulder de-
velops into a visible minimum at the largest interaction strength 𝑛𝑎3 = 10−1 (see Fig. 3.5b
on page 58). Observing the Fig. 3.5b on page 58, in the region around the minimum
𝑞𝜉 = 1.901, one can clearly distinguish one relatively narrow peak at small frequency,
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(a) 𝑆(𝒒,𝜔) at three fixed 𝒒
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Figure 3.4 Dynamic structure factor at 𝑛𝑎3 = 5 × 10−2. (a) 𝑆(𝒒,𝜔) for three values of the
wave vector 𝑞. (b) Color map of 𝑆(𝒒,𝜔) at different wave vectors 𝑞; the vertical bars are the
representations of 𝑆(𝒒,𝜔) at fixed 𝒒 as function of𝜔.
corresponding to the excitation of a single quasiparticle, from a broadmultiphonon peak
at higher frequency. We note also that a strong damping is present at excitation energies
greater than the double of the energy of rotons, occurring, in this case, at high wave
vectors (𝑞𝜉 ≳ 2.3), suggesting a mechanism of decaying of high-energy quasi-particle ex-
citations into two, or more, roton quasi-particle excitations.
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(a) 𝑆(𝒒,𝜔) at three fixed 𝒒
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Figure 3.5 Dynamic structure factor at 𝑛𝑎3 = 10−1. (a)𝑆(𝒒,𝜔) for different values of the
wave vector 𝑞. (b) Color map of 𝑆(𝒒,𝜔) at different wave vectors 𝑞; the vertical bars are the
representations of 𝑆(𝒒,𝜔) at fixed 𝒒 as function of𝜔.
3.3.4 All regimes
To summing up the results shown until here, the dispersion of the central position of
the highest peak in 𝑆(𝒒,𝜔) is reported in Fig. 3.6 on the next page as a function of the
wave vector 𝒒 for different values of the gas parameter. As we already pointed out, at
𝑛𝑎3 = 10−4 the dispersion curve is in good agreement with the prediction of Bogoliubov
theory 3.2 holding for dilute systems. For larger values of 𝑛𝑎3 deviations start to appear
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Figure 3.6Dispersion of the central position of the highest peak in𝑆(𝒒,𝜔) for different values
of the gas parameter. The error–bars represent the 1/2–height widths of the peaks. The solid
line is the Bogoliubov prediction and the dot–dashed line corresponds to the free-particle
dispersion (𝑞𝜉)2. The dashed lines show the phonon dispersion 𝑐 ℏ 𝑞, where the speed of
sound 𝑐 is calculated from the equation of state [84].
both in the phonon region (𝑞𝜉 < 1), where the excitation energy is higher than 𝜀B(𝒒),
and in the single-particle region (𝑞𝜉 > 1), where ℏ𝜔(𝒒) < 𝜀(𝒒)B. The roton minimum
becomes clearly visible for the largest value of the interaction strength. Our results show
that no long–range attractive tail in the interaction potential is needed to observe a roton
minimum in the density fluctuation spectrum.
We also point out that, for all values of the gas parameter, the dispersion of the main
peak in 𝑆(𝒒,𝜔) at the smallest wave vectors is in good agreement with the phonon dis-
persion ℏ𝜔(𝒒) = 𝑐ℏ𝑞, where 𝑐 is the speed of sound which we determine from the com-
pressibility relation 𝑚𝑐2 = 𝑛d𝜇d𝑛 , involving the chemical potential 𝜇 =
d𝐸
d𝑁 . In practice, we
calculate the value of 𝑐 as a function of the gas parameter by using the fit to the equation
of state 𝐸(𝑛) of the HS gas found in ref. [84].
3.3.5 Comparison with superfluid 4He
Particular interest has to be devoted to the study of the HS system at the gas parameter
𝑛𝑎3 = 2.138 × 10−1. The HS gas at this density has been used as a reference system for
the simulation of superfluid 4He at equilibrium in a previous work which considers the
hard-wall potential as the leading part of the He-He interaction and the attractive tail as
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(a) 𝑆(𝒒,𝜔) at three fixed 𝒒
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Figure 3.7 Dynamic structure factor at 𝑛𝑎3 = 2.138 × 10−1. (a) 𝑆(𝒒,𝜔) of HS for three val-
ues of the wave vector 𝑞. (b) Color map of 𝑆(𝒒,𝜔) at different wave vectors 𝑞; the vertical
bars are the representations of 𝑆(𝒒,𝜔) at fixed 𝒒 as function of𝜔. The red line represents the
experimental dispersion of the elementary excitations in liquid 4He at saturated vapor pres-
sure [85] and the blue line represent the phonon dispersion𝜔(𝒒) = 𝑐𝑞, with 𝑐 obtained from
the equation of state of a HS gas [84]
.
a weak perturbation [2]. The value 𝑛𝑎3 = 2.138 × 10−1 is obtained from the experimental
density of liquid 4He at saturated vapour pressure and from the s-wave scattering length
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Figure 3.8 Static structure factor 𝑆(𝒒) for the HS gas at 𝑛𝑎3 = 2.138 × 10−1 (blue symbols).
The red solid line represents the static structure factor measured in liquid 4He at 𝑇 = 1K by
neutron scattering experiments [86].
of the repulsive part of the Lennard-Jones potential which models the He-He interaction.
Results for 𝑆(𝒒,𝜔) in the HS gas at 𝑛𝑎3 = 2.138 × 10−1 are showed in Fig. 3.7 on the
facing page: we see that the spectral function presents a sharp quasiparticle peak for
small values of 𝒒 and in the region where the excitation spectrum displays the min-
imum, 1.5 ≲ 𝑞𝜉 ≲ 2, while it is broader for wave vectors between these two regimes,
0.5 ≲ 𝑞𝜉 ≲ 1.5, the region of the quasi-particle excitations called maxons. As one can see
in Fig. 3.7a, looking at the green plot of 𝑆(𝒒,𝜔) with wave vector in the maxon region,
the broadening is very wide indicating a strong damping of the collective modes, unlike
what occurs at equilibrium in the superfluid 4He. As observed above about the spectrum
at 𝑛𝑎3 = 10−1, I notice that this damping occurs for excitations with energy greater than
two times the roton energy, signaling a decaying of excitations into two or more rotons
with wave vectors which (vectorial) sum equals to the wave vector of the high-energy
excitation.
In Fig. 3.7b, we also compare the spectra obtained in our work with the dispersion
curve for elementary excitations in superfluid 4He at low temperature, obtained from in-
elastic neutron scattering experiments [85], conveniently rescaled in the units of 𝜉−1 for
the wave vector and of ℏ/(2𝑚𝜉2) for the frequency. At small 𝒒, we see that the disper-
sion of the main peak of 𝑆(𝒒,𝜔) is linear, as we expect from the phonon dispersion law
ℏ𝜔(𝒒) = 𝑐ℏ𝑞; the value for the speed of sound 𝑐 obtained from our result is in agreement
62 Quantum Dynamics of Hard Sphere Bosons
with the one calculated from the equation of state for a HS gas [84], but it is larger than
the value obtained from the experimental measurements on superfluid 4He, indicating,
as one should expect, that the attractive part of the He–He potential plays a relevant role
in determining the velocity of sound in the system. On the contrary, the dispersion of
the main peak of 𝑆(𝒒,𝜔) is in good agreement with the experimental excitation spec-
trum in the roton region and for higher momenta. This result evidences that the energy–
momentum dispersion in roton region is largely dominated by the repulsive part of the
interaction potential; in fact the behavior of the system in the roton wave-vector region is
characterized by correlations on the scale of the interparticle distance 𝑛−1/3. I would like
to note that also at large wave vectors, in the post-roton region, 𝑆(𝒒,𝜔) broadens due to
the damping occurring for the same reason described above.
In Fig. 3.8 on the previous page, we show the PIGS results for the static structure fac-
tor 𝑆(𝒒) of the HS gas at 𝑛𝑎3 = 2.138 × 10−1 and we compare these with experimental
measurements in liquid 4He at 𝑇 = 1K and saturated vapor pressure [86]. We can see
that the agreement is excellent for 𝑞𝜉 ≳ 1, indicating that the HS model is able to repro-
duce the microscopic structure of the 4He system at distances comparable and smaller
than the mean interparticle separation. Deviations between the PIGS results and the ex-
perimental curve are instead visible in the range 𝑞𝜉 ≲ 1, which arise from the inability
of the HS model to describe the long-range correlations among the 4He atoms. Thermal
effects are not expected to affect the comparison since, at such low temperature, they are
negligible for 𝑞 ≳ 0.3Å−1 = 0.277 ξ−1 (see ref. [87]).
In conclusion, these remarkable results indicate clearly that the structure and the den-
sity fluctuation spectrum of superfluid 4He, for wave vectors larger and on the order of
the inverse mean interparticle distance, can be well described in terms of the hard-core
repulsive potential alone.
3.3.6 Static structure factors and Feynman spectrum
We also report in Fig. 3.9 on the facing page the results on the static structure factor 𝑆(𝒒),
for the values of the gas parameter considered in this project. At densities larger than
𝑛𝑎3 ≳ 0.1, a peak starts to develop for wave vectors on the order of 2𝜋𝑛1/3, signaling
the appearance of local shell structures typical of a dense gas. A similar feature in 𝑆(𝒒)
is exhibited by superfluid 4He, where the well-known roton minimum in the spectrum
of excitations is occurring. The speed of sound 𝑐 enters also in the linear slope 𝑆(𝒒) ≃
𝑞
2𝑚𝑐 , characterizing the static structure factor at small momenta and arising from phonon
excitations. Fig. 3.9 on the next page shows that our QMC results for 𝑆(𝒒)well reproduce
this asymptotic law. Only at the lowest density, 𝑛𝑎3 = 10−4, the smallest values of 𝒒 set by
the size of the simulation box appear to be already slightly outside the phonon regime.
We can use the data on 𝑆(𝒒) to test the Feynman approximation 3.3, explained above,
from a quantitative point of view. We compare in Fig. 3.10 on page 64 the accurate result
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Figure 3.9 Static structure factor 𝑆(𝒒) for HS system at various densities in the gas phase.
The dashed lines at small momenta correspond to the linear slope 𝑆(𝒒) = 𝑞/(2𝑚𝑐), where 𝑐
is the speed of sound calculated from the equation of state [84] at the corresponding densities
indicated in legend.
for 𝜀(𝒒), obtained from the GIFT estimation of the dynamic structure factor, with the ap-
proximated result 𝜀𝐹(𝒒) obtained from the PIGS results for 𝑆(𝒒), according to Eq. 3.3. We
can see that the Feynman’s approach is able to describe accurately the dynamics of theHS
gas only for small values of the wave vector 𝑞. At large 𝑞, instead, we notice a discrepancy
between the Feynman’s prediction 𝜀𝐹(𝒒) and the GIFT results, which becomes larger as
the gas parameter increases. From this comparison, we can conclude that the assumption
of describing the dynamic structure factor in terms of a single peak is accurate only in the
phonon region, while the secondary multiphonon branch gives a relevant contribution
at large wave vectors, especially for strongly interacting systems.
3.3.7 Static density response function
In our study, we also calculate the static density response function 𝜒(𝒒). This quantity
describes the linear response in density to a weak perturbation which is spatially mod-
ulated with a wave vector 𝒒. In the limit 𝑞 → 0, 𝜒(𝒒) converges to the isothermal com-
pressibility [68]. From the knowledge of the dynamic structure factor, the static density
response function can be obtained using the following formula:
𝜒(𝒒) = −2𝑛∫
∞
0
d𝜔 𝑆(𝒒,𝜔)𝜔 . (3.12)
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Figure 3.10 Spectrum of the elementary excitations 𝜀(𝒒) of the HS-gas for different values
of the gas parameter: 𝑛𝑎3 = 10−1 (panel a), 𝑛𝑎3 = 5 × 10−2 (panel b), 𝑛𝑎3 = 10−1 (panel c),
𝑛𝑎3 = 2.138 × 10−1 (panel d). GIFT results (red squares) are compared with the estimation
of 𝜀𝐹(𝒒) provided within the Feynman approximation 3.3 (blue circles). Where not shown,
statistical uncertainties are below the symbol size.
In Fig. 3.11 on the next page we present the static density response function calcu-
lated from the reconstructed dynamic structure factors of the HS system for different gas
parameters. In the weakly interacting regime (𝑛𝑎3 = 10−4), 𝜒(𝒒), for the available wave
vectors, is monotonically decreasing, consistently with the behavior of the dilute gas.
Comparing our numerical results with the curve for 𝜒(𝒒) obtained within the mean-field
approximation based on the Bogoliubov dispersion 3.2, that is
𝜒(𝒒) = 2𝑚𝜉
2
ℏ
2
(𝑞𝜉)2 + 2 , (3.13)
we notice an excellent agreement at large 𝑞, while at small 𝑞 we find that the QMC esti-
mates are systematically slightly below the mean-field prediction. This discrepancy may
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Figure 3.11 Static density response function 𝜒(𝒒) for the HS gas at different values of the gas
parameter. The orange solid line is the mean-field result for 𝜒(𝒒) and the black solid line is
the experimental static density response function of superfluid 4He at SVP [88]. Where not
shown, statistical uncertainties are below the symbol size.
be due to finite-size effects, which are not easy to evaluate since the set of the wave vec-
tors 𝑞 achievable in our QMC simulations depends on the geometry of the box and thus a
calculation of 𝜒(𝒒) at the same 𝑞 but with different sizes of the box is not straightforward.
However, the statistical uncertainties of our results do not allow to exclude a statistical
origin of such discrepancy.
By increasing the gas parameter, we observe a decreasing of the value of 𝜒(𝒒) at small
𝑞, which indicates a decreasing of the compressibility of the gas, while at intermediate
values of 𝑞, we can see the emergence of a peak, which becomes clear for 𝑛𝑎3 = 10−1,
i.e. the same gas parameter at which the roton minimum appears in 𝜀(𝒒). The behavior
displayed by the static density response function confirms that in a strongly interacting
many–body Bose system, characterized by the presence of a hard-core interaction, the
preferred modulation of the system, revealed by a peak in 𝜒(𝒒), corresponds to a wave
vector in the vicinity of the roton minimum. Such peak is a precursor of a Bragg–like
peak which appears during crystallization [89].
As we did for the dispersion relation of the elementary excitations, it is interest-
ing to compare our numerical result for the static response function of the HS gas at
𝑛𝑎3 =2.138 × 10−1 with the experimental measurements for superfluid 4He at SVP [88].
Aswe can see in Fig. 3.11, there is a significant difference for 𝑞𝜉 ≲ 1.4, which reflects a dis-
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crepancy in the compressibility, and thus in the speed of sound (see Fig. 3.6 on page 59),
between theHS gas and superfluid 4He. On the contrary, we can notice that, formomenta
in the roton and post-roton regions, the agreement between the two curves is good. This
result confirms the hypothesis that superfluid 4He behaves like a HS system for wave
vectors corresponding to the inverse of the mean interatomic distance and above [78].
3.3.8 Solid and metastable phases
For values of the gas parameter larger than the melting density, 𝑛𝑚𝑎3 = 0.288(1), the
thermodynamically stable phase is the crystal, while the gas state can only survive as a
metastable phase (see Fig. 3.14 on page 69). In Fig. 3.12 on the facing page we show the
dynamic structure factor in the metastable gas phase at 𝑛𝑎3 = 3 × 10−1. We notice that
the distribution of spectral weight is in general very broad and extends to relatively high
frequencies. Only in the roton region a narrowquasiparticle peak is present accompanied
by multiphonon excitations at higher frequencies. More details about the spectrum of
excitations in the metastable gas phase can be extracted from Fig. 3.13 where we plot the
dispersion of the central position of the highest peak as a function of the wave vector
𝒒. The roton minimum is clearly evident at energies significantly lower than in the gas
phase at 𝑛𝑎3 = 10−1 (see Fig. 3.6 on page 59). The small error bars indicate that the peak
is indeed well defined in the region around the roton minimum corresponding to the
energy gap 𝛥. The width of the peak increases dramatically as soon as the excitation
energy is above the threshold 2𝛥 in agreement with the theoretical explanation in terms
of two-roton quasiparticle decay processes. As already observed, this broadening occurs
also at lower gas parameters for the wave vector regions in which the excitation energy
is two times the roton energy gap.
Similarly to Fig. 3.6, the points corresponding to the smallest wave vectors available in
our simulation box 𝑞 = 2𝜋/𝑉1/3 agree with the phonon dispersion ℏ𝜔(𝒒) = ℏ𝑐𝑞, where
the speed of sound 𝑐 is estimated from the equation of state.
The wave vector dispersions of the highest peaks of 𝑆(𝒒,𝜔) in the fcc crystal phase at
𝑛𝑎3 = 3 × 10−1 are shown in Fig. 3.13 on page 68 along three independent spatial direc-
tions. The three spectra agree at small momenta, where they all converge to the energy
ℏ𝜔(𝒒) = 𝑐𝐿ℏ𝑞 of longitudinal phonons propagating with the speed 𝑐𝐿, while at larger
values of 𝒒 they differ significantly and the spectral intensities associated to them have a
vanishing energy at different points corresponding to the wave vectors of the reciprocal
lattice. Here, the spectral function is exhausted by the elastic peak at𝜔 = 0 and the static
structure factor 𝑆(𝒒) diverges with the number 𝑁 of particles in the system. We notice
that, when the wave vector lies in the (1,1,1) direction and explores the diagonal of the
elementary cell, the smallest non-zero wave vector of the reciprocal lattice is at 𝑞 ≃ 1.7/𝜉 .
The roton minimum in the metastable gas phase at the same value of the density of the
solid is found very near this value of 𝒒. The broad signals obtained in the central re-
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(a) 𝑆(𝒒,𝜔) at three fixed 𝒒
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Figure 3.12 Dynamic structure factor at 𝑛𝑎3 = 3 × 10−1. (a) 𝑆(𝒒,𝜔) for three values of the
wave vector 𝑞. The signal corresponding to 𝑞 = 1.676/𝜉 is rescaled by a factor 0.1. (b) Color
map of 𝑆(𝒒,𝜔) as a function of 𝑞; we set to 1 the maximum value of the color scale in the
contour plot, in order to show the contributions at low spectral weight.
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Figure 3.13Dispersion of the central position of the highest peak in𝑆(𝒒,𝜔) at𝑛𝑎3 = 3 × 10−1
in themetastable gas phase (red squares) and in the fcc crystal phase: direction (1,1,1) green up
triangles, direction (1,0,0) blue diamonds, direction (1,1,0) magenta down triangles. Similarly
to Fig. 3.6 on page 59, the dashed line shows the phonon dispersion ℏ𝑐𝑞 in the gas phase. The
horizontal dotted line corresponds to twice the roton gap 𝛥.
gion of the Brillouin zone presumably arise from the fact that the energies of the three
branches are not well separated from the higher phonon bands and the GIFT method
cannot resolve the different contributions to the dynamic structure factor.
3.4 Other Static properties
Simulations are carried out starting from configurations distributed according to the gas
and solid wave functions, respectively Eqs. 3.8 and 3.9. Different system sizes are sim-
ulated: up to 𝑁 = 300 in the gas and to 𝑁 = 500 in the solid, and the corresponding
energies are extrapolated to the thermodynamic limit using a linear 1/𝑁 fit.
3.4.1 Equations of state of gas and solid phases
The results for the energy of the two phases, in the region close to the gas–to–solid phase
transition, are shown in Fig. 3.14 on the next page. The PIGS method has been shown
to be able to generate the correct ground state of the system irrespective of the starting
configuration and of the trial wave function utilized [34, 90]. However, for values of the
gas parameter close to the gas–to–solid transition, we are able to stabilize the metastable
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Figure 3.14 Equation of state of the gas (red symbols) and of the fcc crystal (blue sym-
bols) as a function of the gas parameter 𝑛𝑎3. Dashed lines are polynomial fits to the PIGS
results for the two phases: for the gas phase, the PIGS data is fitted with the equation
𝐸𝐺 = 𝐴𝐺(𝑛𝑎3 − 𝜌𝐺)2 + 𝐸0,𝐺, with 𝐴𝐺 = 357.5(51), 𝜌𝐺 = 0.0686(29), 𝐸0,𝐺 = 5.35(21);
for the solid phase, the PIGS data is fitted with the equation 𝐸𝑆 = 𝐴𝑆(𝑛𝑎3−𝜌𝑆)2+𝐸0,𝑆, with
𝐴𝑆 = 272.7(60), 𝜌𝑆 = 0.0342(54), 𝐸0,𝑆 = 4.76(37) (the values of 𝐴𝐺, 𝐸0,𝐺, 𝐴𝑆 and 𝐸0,𝑆
are in units of ℏ2/(2𝑚𝑎2), the parameters 𝜌𝐺 and 𝜌𝑆 are dimensionless). The black solid line
corresponds to the double tangent construction and its low and high density ending points
indicate respectively the values of the freezing (𝑛𝑓 ) and melting (𝑛𝑚) densities.
solid and gas phase (see Fig. 3.14) thanks to a proper choice of the initial configuration
and of the number of beads𝑀. From the value of the static structure factor 𝑆(𝑮) calcu-
lated at the reciprocal lattice vectors 𝑮, we check that the configurations obtained from
the PIGSmethod are belonging to the solid or to the gas branch. By applying theMaxwell
construction to the equation of state of the gas and of the solid we accurately determine
the freezing, 𝑛𝑓 𝑎3 = 0.262(1), andmelting densities, 𝑛𝑚𝑎3 = 0.288(1), which are in agree-
ment with previous findings [2, 80, 91]. Recently, the freezing and the melting densities
of the HS system have been determined in another PIGS calculation [92]: the results ob-
tained in this work are in good agreement with ours. We remark that, in the range of
densities studied, the energies of the bcc and hcp crystal are found to coincide, within
our statistical uncertainty, with the ones reported in Fig. 3.14 for the fcc solid.
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Figure 3.15 Radial dependence of the OBDM for different values of the gas parameter in the
gas and in the solid phase. The same curves are shown in logarithmic scale (main figure) and
in linear scale (inset).
3.4.2 One body density matrix
In Fig. 3.15 we show the data corresponding to the OBDM both in the gas and in the
solid phase. In the gas, the plateau reached at large distances corresponds to the con-
densate fraction 𝑛0 = 𝑁0/𝑁, where 𝑁0 is the number of particles occupying the 𝒌 = 0
single-particle state. We notice that 𝑛0 decreases by increasing the density, but remains
finite in the gas branch even in the metastable region. On the contrary, in the solid the
condensate fraction vanishes, showing that off-diagonal long-range order in the OBDM
does not survive when translational symmetry is broken in the HS system. It has been
recently shown that in repulsive models of bosons with a soft core, 𝑛0 can remain finite
in the crystal phase realizing the so called supersolid state [93, 94].
3.5 Conclusions
In this work, we have estimated the dynamic structure factor and the spectrum of ele-
mentary excitations for Bose HS gases at zero temperature, ranging from the dilute to
the dense regime, by means of ab-initio calculations based on QMC methodologies. The
numerical approach followed, whichmakes use of the GIFT algorithm to perform the an-
alytical continuation of the “exact” PIGS results for the imaginary time correlation func-
tions, is one of the most powerful methods presently available and allow us to get very
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accurate results for the spectral functions, even for strongly interacting systems, where
it is difficult to describe properly all the relevant correlations arising among the quan-
tum particles. We have been able to see, in the dispersion of the elementary excitations,
a crossover from the Bogoliubov spectrum, predicted in mean-field theories and accu-
rate for weakly interacting gases, to the phonon-maxon-roton spectrum, experimentally
seen in dense Bose liquids, such as superfluid 4He. We also show that, for large values of
the wave vector of the density fluctuation, the dynamic structure factor presents a broad
multiphonon contribution at high frequencies, which becomes relevant as the density
of the system increases, making quantitatively inaccurate the Feynman’s approximation
for the spectrum of the elementary excitations. Remarkably, for 𝑛𝑎3 = 2.138 × 10−1, the
gas parameter corresponding to superfluid 4He at equilibrium density, the hard-sphere
model turns out to describe accurately the energy–momentum dispersion relation and
the static density response of superfluid 4He in the roton region; this suggests that, for
wavelengths comparable to interatomic distances, the low–energy dynamic properties
are dominated by the hard-core repulsive part of the interaction potential.

Chapter 4
Freezing of superfluid 4He and dynamics of normal
quantum liquids
4.1 Introduction
One of the approaches for investigating the superfluid–solid phase transition in helium-4
is the density-functional theory (DFT) of freezing [23, 95]. A DFT computation, though, re-
quires inputs provided by other techniques, e.g. quantumMonte Carlo (QMC) methods:
the static density-response function 𝜒(𝒓 − 𝒓′) and the equation of state of the system. DFT
is known to successfully describe the freezing of various classical liquids [23]; however, it
has been widely discussed and verified that DFT gives unphysical results when applied
to superfluid 4He, even when reliable input is obtained with QMC simulations [96, 97].
The DFT of freezing approaches the problem from the liquid side and views the crys-
tal as a liquid with modulated density [95]. Within this approach the free energy of an
inhomogeneous system is uniquely determined from the properties of its homogeneous
counterpart. Different theories were developed to approximate the free energy func-
tional; the most common are a second order truncation (SOT) theory of Ramakrishnan-
Yussouff type [97, 98] and a non-perturbative theory called modified weighted density
approximation (MWDA) [91]. In the first approach, the difference in free energy 𝛥𝐹
between the solid and the liquid phase is obtained by a Taylor expansion truncated to
second order with respect to the density modulation. Whilst MWDA gives 𝛥𝐹 using a
weighted density so that a subset of higher order terms beyond SOT are included. For
superfluid 4He at 𝑇 = 0 and freezing density 𝜌fr = 0.0262Å−3, the SOT method gives
a too stable solid and fails to obtain superfluid phase [97, 99], whereas the MWDA ap-
proach give a too stable superfluid and fails to result in solid phase [100].
In ourwork carried out in collaborationwith T.Minoguchi, and published in Ref. [52],
we introduced amodification regarding the input required by theMWDA. Since the bulk
solid 4He has zero condensate [7, 39, 101], we proposed to consider the solid as a modu-
lated “normal” liquid instead of amodulated superfluid. Therefore, we had assumed the
input for the MWDA to be that of a liquid made of distinguishable 4He atoms, that is a
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Boltzmann liquid (or liquid of boltzmannons), at temperature well below that of superfluid
transition 𝑇𝜆 and density near to that of freezing 𝜌fr.
One could think that a more natural way to calculate the input quantities of normal
liquid 4He, with zero condensate, is to simulate the system at𝑇 > 𝑇𝜆. Wemust not forget,
though, that we simulate finite systems, and if we investigate the system at temperature
just above 𝑇𝜆, the superfluid fraction will be finite (i.e. the winding number will be fi-
nite), that is the system will be still superfluid. And if we move to higher temperature
to avoid the finite size effects, we will go away from the solid phase, as the liquid–solid
transition line goes to pressures much higher. So to prevent superfluidity staying at low
temperature, we had removed the Bose symmetry.
We performed path integral Monte Carlo (PIMC) simulations (see Chapter 1 for de-
tails) to obtain the equation of state of the Boltzmann liquid and the static density-response
function 𝜒(𝑞) at density 𝜌ℓ = 0.0253Å−3 (the reason for this choice will be explained be-
low) in the metastable liquid phase, always at temperature 𝑇 = 1K. These quantities
were exploited by our collaborator to perform the MWDA calculations. In the next sec-
tion, I will explain how we computed those quantities for a liquid 4He system in which
the Bose condensate is suppressed and illustrate the results. In Section 4.3 I will give
details about the MDWADFT approach, the obtained results and their discussion. In the
last section, I will draw our conclusions.
4.2 Simulations of the Boltzmann liquid
As mentioned above we computed with PIMC method 𝜒(𝑞) and the energy per parti-
cle, defined later, 𝑒(𝜌), that are needed for the MWDA calculations, and also the static
and dynamics structure factors 𝑆(𝒒) and 𝑆(𝒒,𝜔), for a system of distinguishable par-
ticles (Boltzmann liquid). To simulate such system we have to prevent the exchanges
between 4He atoms. In practice we have to switch off the Metropolis moves—permuta-
tions, swaps—operated within our PIMC implementation with theWorm algorithm and
explained in detail in Section 1.4 which guarantee the Bose symmetry.
In order to obtain a suitable input for the MWDA calculations, our PIMC simulations
were aimed at computing properties of the Boltzmann liquid 4He near the superfluid
freezing density, 𝜌fr = 0.0262Å−3, at 𝑇 = 1K, a temperature below the 𝜆 point. To sim-
ulate effectively the Boltzmann liquid near the freezing point, we used 𝑁 = 179 atoms,
thus inserting a vacancy into a possible hcp solid, for which 𝑁 = 180 atoms form a com-
mensurate solid, and enhancing the liquid phase. As interaction potential we adopted
an Aziz potential [104]. We found that above 𝜌ℓ = 0.0247 Å−3, well below 𝜌fr of the real
system, the system underwent solidification. This showed, in agreement with the results
reported by Boninsegni et al. [12], that Bose symmetry has a fundamental role, together
with zero-pointmotion, in determining the liquid–solid phase boundary. However, since
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Figure 4.1 Internal energy per particle 𝑒(𝜌) versus density computed at 𝑇 = 1K for the
Boltzmann liquid 4He. The two rightest points are relative to the boltzmannon system in
metastable liquid phase. The red line is the quadratic fit of the data (see text). The blue line
is the experimental data [102] at 𝑇 = 50mK, which is very close to superfluid 4He at zero
temperature [103].
we needed to obtain the required input at densities of freezing, i.e. near 𝜌fr = 0.0262Å−3,
we considered the simulation of the system in metastable liquid phase using the fol-
lowing procedure. We started the simulations from liquid-like configurations obtained
rescaling in density (by shortening proportionally all distances between 4He atoms) con-
figurations of a liquid system simulated at lower density. After the equilibration stage,
the disordered phase was found persistent, with no sign of crystallization as inferred
from the static structure factor (see Fig. 4.2 on the next page) and from visual examina-
tions of the ring-polymer configurations during the simulation. Metastable phase of the
Boltzmann liquid turned out to be accessible for densities up to 0.0253Å−3. At higher
densities the system starts homogeneous nucleation processes within a few thousand
Monte Carlo (MC) steps.
For the purpose of determining the equation of state as MWDA input, we computed
the energy per particle 𝑒(𝜌) = 𝐸(𝜌)/𝑁 of the Boltzmann liquid 4He at several values of
the density, obtaining the results shown in Fig. 4.1. We fitted the computed data using a
cubic polynomial,
𝑒(𝜌) = 𝑒0 + 𝛼(
𝜌
𝜌0
− 1)
2
+ 𝛽( 𝜌𝜌0
− 1)
3
, (4.1)
with the fit parameters, 𝑒0 = −6.8192(32)K, 𝜌0 = 0.023 994(86)Å−3, 𝛼 = 13.6(19)K and
𝛽 = 17(24)K; the fitting curve is also shown in Fig. 4.1.
Through the PIMC simulations we computed also at the same densities 𝜌 the static
structure factor 𝑆(𝒒). In Fig. 4.2 on the next page 𝑆(𝒒) is shown for two densities. As it
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Figure 4.2 Static structure factor of Boltzmann liquid at 𝑇 = 1K and at density 𝜌 =
0.0217Å−3 (blue points) and 𝜌 = 0.0253Å−3 (red points).
is reported in the literature [4], the effect of the Bose statistics in the radial distribution
function 𝑔(𝑟) is minimal. In fact, we obtained for the Boltzmann liquid an 𝑆(𝒒) similar to
that presented in literature [4].
Thedensity response function𝜒(𝒒), required for theMWDAcalculations, as explained
in Section 2.3, is obtained from the dynamic structure factor 𝑆(𝒒,𝜔), by an integration
over 𝜔 of 𝑆(𝒒,𝜔) divided by 𝜔,
𝜒(𝒒) = −2𝜌∫
+∞
−∞
d𝜔 𝑆(𝒒,𝜔)𝜔 , (4.2)
i.e. 𝜒(𝒒) is proportional to the first inverse moment of 𝑆(𝒒,𝜔). 𝑆(𝒒,𝜔) is extracted
from the intermediate scattering function 𝐹(𝒒, 𝜏) defined in Chapter 2, computed with
the PIMC method, by means of the genetic inversion via falsification of theories (GIFT)
method, as widely explained in Chapter 2, extended for this work to finite temperature
(see Section 2.8). To compute 𝐹(𝒒, 𝜏) needed to obtain 𝜒(𝒒), we carried out PIMC simula-
tions of the boltzmannon liquid inmetastable phase at density 𝜌 = 0.0253Å−3. Wewould
have been interested in studying higher densities, but among the explored densities (see
the points in Fig. 4.1) this is the higher density we was able to simulate the system in the
metastable phase.
In Fig. 4.3 and in Fig. 4.4 I show 𝑆(𝒒,𝜔) for some wave vectors (the values of 𝑞 are
reported in the legends) as example of spectral functions recovered with GIFT and used
to calculate 𝜒(𝒒). As one can see in Fig. 4.3 on the facing page, 𝑆(𝒒,𝜔) presents for small
𝒒 (𝑞 ≃ 0.32, 0.33) three closely-spaced sharp structures, in which the second and the third
are very close together. Conformations with three structures also appear for many of the
wave vectors at which 𝑆(𝒒,𝜔) is extracted, as one can also see in Fig. 4.4.
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Figure 4.3 Dynamic structure factor of Boltzmann liquid at 𝑇 = 1K and at density 𝜌 =
0.0253Å−3 for three different low wave vectors 𝑞.
In order to try to give a physical meaning to these patterns, we can suppose that
the most part of spectral weight of 𝑆(𝒒,𝜔), at small wave vectors 𝑞, is associated with
phonon-like excitations. In fact, as one can see in Fig. 4.2 𝑆(𝒒) is roughly linear at small
wave vectors, and since a sound shall be present in this system, we can exploit the re-
sult relative to 𝑆(𝒒) to estimate the velocity of sound. We can approximate 𝑆(𝒒) to a
straight line through the origin for 𝒒 → 0, i.e. 𝑆(𝒒) ≃ ℏ𝑞/(2𝑚𝑣s), where 𝑣s is the ve-
locity of first sound. With this assumption we have fitted 𝑆(𝒒) at the first three wave
vectors, which are very near to each other, with a straight line through the origin and
we have obtained 𝑣s = 403(2)m s−1, that is a reasonable value for 4He near the freez-
ing density (𝑣s ∼ 370m s−1 from Fig. 10 in Ref. [105]). Now, we make the rough ap-
proximation that the dynamic density fluctuations at low 𝑞 are dominated by a single
collective mode, the phonon mode. To estimate the energy of phonon excitations, we
can exploit the value of the velocity of sound so calculated by approximating the ex-
citation energies with a linear dispersion 𝜀(𝒒) = ℏ 𝑣s 𝑞. In this way, for the first two
wave vectors 𝑞 = 0.316 667 Å−1 and 𝑞 = 0.329 092Å−1, we obtain respectively the values
𝜀(𝒒) = 9.75(5)K and 𝜀(𝒒) = 10.14(5)K. We have actually found that these values fall on
the higher structure of 𝑆(𝒒,𝜔), as we can see in Fig. 4.3. However, we note that this struc-
ture (or one of the others) doesn’t have the most spectral weight of 𝑆(𝒒,𝜔) (i.e. the area
under 𝑆(𝒒,𝜔), see Fig. 4.3). So, even only at small 𝑞, the interpretation of the pattern of
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Figure 4.4 Dynamic structure factor of Boltzmann liquid at 𝑇 = 1K and at density 𝜌 =
0.0253Å−3 for three different wave vectors 𝑞.
𝑆(𝒒,𝜔) is quite complicated. On the other hand, the GIFT algorithm cannot allow access
to the exact form of 𝑆(𝒒,𝜔). The structures are close to each other, so it is dangerous to
attempt to deduce some more quantitative information, since we cannot be completely
confident with the shape of 𝑆(𝒒,𝜔) obtained in this case.
The static density-response function 𝜒(𝒒) calculated for Boltzmann liquid 4He at den-
sity 𝜌 = 0.0253Å−3 is shown in Fig. 4.5 on the next page with blue points both in linear
scale and logarithmic scale. In the same figure I also show 𝜒(𝒒) for superfluid 4He at
𝑇 = 0, obtained in a previous work [99]. It is interesting to note that the peak of 𝜒(𝒒)
for the liquid of boltzmannons is nearly twice that of the superfluid 4He at 𝑇 = 0. This
implies that, either the Boltzmann statistics or the lack of Bose statistics destabilize the
system against density deformations at a finite wave number. This feature is what we
need to improve the MWDA results at freezing in order to predict the experimentally
observed solid phase. Indeed, it is reasonable to suppose that the removal of the particle
permutations contributes to localize the particles and therefore favors the crystallization.
Moreover, I also remind the reader that the static density response function 𝜒(𝒒) repre-
sents the response of the system to an external periodic perturbation with wave vector 𝒒,
that tends to localize particles, as it occurs in crystals. Hence, the particles are more lo-
calized if 𝜒(𝒒) is higher for wave vectors 𝒒 corresponding to the wave lengths (𝜆 = 2𝜋/𝑞),
on the scale of the interatomic distances.
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Figure 4.5 Static density-response function for Boltzmann liquid at density 𝜌 = 0.0253Å−3
and 𝑇 = 1K (blue points) and at 𝜌 = 0.026Å−3 and 𝑇 = 3.5K (green points), and superfluid
at 𝜌 = 0.026Å−3 and 𝑇 = 0K [99](black points). (inset) Same figure of the large one but in
logarithm scale.
Previously, in order to improve the MWDA results obtained at 𝑇 = 0 [100], we had
considered to simulate 4He in the normal liquid phase, to obtain the input for DFT cal-
culations, for the reasons discussed above in the first section. So, we have first simulated
the system at 𝑇 = 2.5K, i.e. at 𝑇 > 𝑇𝜆, but, as discussed in Section 4.1, due to finite size
effects this system has still a non-zero superfluid fraction. Then we simulated the normal
liquid at 𝑇 = 3.5K, but it produced a 𝜒(𝒒) with a peak even smaller than that of super-
fluid at 𝑇 = 0, as one can see in Fig. 4.5. Actually at this temperature the liquid-solid
transition line tends to go far away toward higher pressures, and as a result the density
response softens. While in order for MWDA to predict the freezing of superfluid 4He,
a higher density response to modulation is necessary. The temperature has the effect to
reduce the system response. From Fig. 4.5 we can observe, furthermore, that the peak
𝜒(𝒒) for the Boltzmann liquid 4He at 𝑇 = 1K, i.e. at 𝑇 < 𝑇𝜆, is more than twice as high
as that of the normal liquid at 𝑇 = 3.5K.
4.3 MWDA calculation for the freezing of the Boltzmann liquid
I report here a summary of the DFT calculations carried out by our collaborator (T. M.).
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The MWDA [106, 107] gives a recipe to approximate the free energy 𝐹[𝜌] of the solid
(system with modulated density 𝜌(𝑟)) in terms of the known correlation free energy of
the homogeneous liquid 𝐹c[𝜌ℓ] = 𝑁 𝑓c(𝜌ℓ) (𝜌ℓ is the constant density of a homogeneous
liquid):
𝐹[𝜌] = 𝐹id[𝜌] + 𝐹c[𝜌] ≃ 𝐹id[𝜌] + 𝐹MWDA[𝜌] = 𝐹id[𝜌] + 𝑁 𝑓c( ̃𝜌) , (4.3)
where ̃𝜌 is an effective (constant) liquid density obtained from themodulated density 𝜌(𝑟)
through an appropriate weighted average, that will be defined below; 𝐹id is the free en-
ergy functional of the non-interacting system (ideal gas) at a generic modulated density;
and 𝐹c is the correlation free energy functional, which 4.3 is approximated by MWDA.
The weight function yielding ̂𝜌 is self-consistently determined to make the second order
functional derivative of 𝐹MWDAc [𝜌], evaluated on the uniform liquid density, to coincide
with the difference of static density-density response functions given below,
𝛿2𝐹MWDAc [𝜌]
𝛿𝜌(𝒓1)𝛿𝜌(𝒓2)
∣∣∣∣𝜌(𝒓)=𝜌ℓ
= −[𝜒−1(𝒓1 − 𝒓2; 𝜌ℓ) − 𝜒−1id (𝒓1 − 𝒓2; 𝜌ℓ)] , (4.4)
where
𝜒−1id (𝒓1 − 𝒓2; 𝜌ℓ) =
𝛿2𝐹id[𝜌]
𝛿𝜌(𝒓1)𝛿𝜌(𝒓2)
∣∣∣∣𝜌(𝒓)=𝜌ℓ
and 𝜒−1(𝒓1 − 𝒓2; 𝜌ℓ) =
𝛿2𝐹[𝜌]
𝛿𝜌(𝒓1)𝛿𝜌(𝒓2)
∣∣∣∣𝜌(𝒓)=𝜌ℓ
(4.5)
are the inverse of density static response functions, respectively, of the ideal gas and the
uniform liquid at density 𝜌ℓ.
Consider a density modulation which is characterized by a set of Gaussian functions
periodically located in space
𝜌(𝒓) = ∑
𝑖
( 𝛼𝜋)
3/2
𝑒−𝛼∣𝒓−𝑹𝑖 ∣2 . (4.6)
In order to study the freezing of 4He, {𝑹𝑖}𝑖 are assumed to be the crystalline lattice sites
of an fcc lattice, which is known to be an accurate approximation of the 4He hcp crystal.
The distortion of the liquid is thus defined by two parameters: the atomic localization
𝛼 and the density 𝜌s, average of the density 𝜌(𝒓) 4.6 for the solid 4He. Denton et al.
considered the case of a classical liquid [106] and a zero temperature hard sphere (HS)
boson system [107] and gave a self-consistent equation to determine ̃𝜌 as a function of
(𝜌s, 𝛼). Eq. 4.4 implies that the density static-response function of the non-uniform liq-
uid implicitely depends on that of the uniform liquid. In the case of the freezing of a
superfluid, however, we need to take special care in treating the relation 4.4, because the
Bose condensate changes (i.e. decreases) with increasing the density modulation ampli-
tude ∣𝛿𝜌∣. In fact, it is known that Bose condensate is zero in perfect solid 4He [7, 39, 101].
To better describe the problem under investigation, the relation 4.4 was employed, with
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𝜒(𝒓1 − 𝒓2; 𝜌ℓ) set to be the density static-response function of the Boltzmann liquid 4He
and 𝜒id(𝒓1 − 𝒓2; 𝜌ℓ) that of the non-interacting case of the same system.
Concerning the freezing of a Boltzmann liquid at finite temperature, we obtain an
equation similar to the one of Denton et al. [106, 107] to find ̃𝜌. That is, in Fourier space,
̃𝜌(𝜌s; 𝛼) = 𝜌s⎡⎢
⎣
1 + 12 𝑓 ′c ( ̃𝜌)
∑
𝑮≠0
e−𝐺
2
2𝛼 (−𝜒−1(𝐺; ̃𝜌) + 𝜒−1id (𝐺; ̃𝜌))
⎤⎥
⎦
, (4.7)
where {𝑮} are the reciprocal lattice vectors of the fcc crystalline lattice and 𝐺 = ∣𝑮∣. The
thermal effects are included in 𝜒(𝐺; 𝜌), 𝜒id(𝐺; 𝜌) and 𝑓 ′c (𝜌), which is the first derivative
of the correlation free energy per particle with respect to 𝜌. To be more explicit, we recall
from Section 2.3 the expression of 𝜒(𝒒) in terms of dynamic structure factor 𝑆(𝒒,𝜔):
𝜒(𝐺; 𝜌) = −2𝜌∫
+∞
−∞
d𝜔 𝑆(𝐺,𝜔; 𝜌)𝜔 . (4.8)
One can observe that in the Boltzmann system the intensity of 𝑆(𝒒,𝜔; 𝜌) at the reciprocal
vectors {𝑮} distributes broadly over 𝜔, so we need a full integration with respect to 𝜔 to
obtain 𝜒(𝐺; 𝜌) at 𝜌 = 0.0253Å−3. As for the ideal gas response, by putting
𝑆(𝑞,𝜔; 𝜌) = 𝛿(𝜔 − ℏ𝑞
2
2𝑚 ) , (4.9)
we have
𝜒−1id (𝑞; 𝜌) = −
ℏ2𝑞2
4𝑚𝜌 . (4.10)
Since the Helmholtz free energy (and its derivative with respect to density) is hard to
obtain through PIMC computations, and was not calculated in the present study, we
neglect thermal effect and approximate the free energy to the internal energy per particle:
𝑓 (𝜌) ≃ 𝑒(𝜌) . (4.11)
This approximation may be justified by comparing the 𝜒(𝒒) of the Boltzmann system at
different temperatures, say 𝑇 = 1K and 𝑇 = 3.5K; the zero-wave-vector limit of the 𝜒(𝒒)
is in fact related to the thermal compressibility and, as displayed in Fig. 4.5 on page 79,
both functions have the same small 𝒒 behavior within 12% of accuracy. The energy 𝑒(𝜌)
of Boltzmann liquid can be easily computed with PIMC and is shown in Fig. 4.1. If we
neglect the overlapping of Gaussians [107] we obtain
𝑓id =
3ℏ2𝛼
4𝑚 . (4.12)
To obtain 𝐹[𝜌] at given average density 𝜌s: (i) we substitute ̃𝜌(𝜌s; 𝛼) in Eq. 4.3 along
with
𝐹id[𝜌s] =
3 ℏ2𝛼𝜌s
4𝑚𝑉 ; (4.13)
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(ii) and minimize 𝐹[𝜌] with respect to 𝛼. To perform the second procedure, however,
𝜒(𝑞; 𝜌) is needed for various densities 𝜌. Here we have 𝜒(𝑞; 𝜌) at just one density, 𝜌 =
0.0253Å−3, and the procedure (i) is presently all we can do. We are interested in 𝜌s =
0.029Å−3, which is the average density of solid 4He at melting. With use of 𝜒(𝑞; ̃𝜌) at
̃𝜌 = 0.0253Å−3, we obtain 𝛼 = 0.387 Å−2. Here we have taken the summation in Eq. 4.7
over {𝑮} up to 12th shell. It turns out that 𝑓 = −3.35K, which is the 𝐹[𝜌s] per particle:
the Gaussian deformed Boltzmann liquid at average density 𝜌s = 0.029Å−3 with 𝛼 =
0.387 Å−2 has free energy 𝑓 = −3.35K.
As shown in Fig. 4.1 on page 75, the uniform superfluid energy per particle at 𝜌ℓ =
0.0262Å−3, which is the experimentally observed freezing density at zero temperature,
is −6.5K, which is much lower than 𝑓 of the modulated Boltzmann liquid. This roughly
means (although a rigorous conclusion should be made with Gibbs free energy) that
a spontaneous deformation from superfluid at 0.0262Å−3 to Boltzmann liquid at 𝜌s =
0.029Å−3, with Gaussian deformation 𝛼 = 0.387 Å−2, cannot occur at 1K. The real solid
at melting has 𝛼 = 2.14Å−2 [108], which cannot be accessed with the Boltzmann liquid
input currently obtained. In a previous work [100], 𝜒(𝒒) and 𝑒(𝜌) of superfluid 4Hewere
employed for the same density modulation 𝜌s = 0.029Å−3 and 𝛼 = 0.387 Å−2, but at
𝑇 = 0, and they found that 𝑓 = −2.5K, which is higher than the case of Boltzmann liquid
distortion by about 1K. This means that Bose condensate prevents distortion of density,
which is consistent with a recent observation [12].
4.4 Conclusions and perspectives
From our results we obtain that Boltzmann liquid 4He, compared to superfluid 4He, is
more compressible and energetically more susceptible to density distortions of any spa-
tial modulation with wave vector 𝒒. This property is indeed what improves the MWDA
approach to better describe the freezing of 4He.
We extracted the dynamic structure factor for Boltzmann liquid 4He. 𝑆(𝒒,𝜔) presents
particular structures with three peaks in many regions of the wave vector 𝑞. With the
computed PIMC data on the intermediate scattering function 𝐹(𝒒, 𝜏) and with the cur-
rent GIFT method we are not confident enough with the recovered spectral functions,
hence we cannot provide satisfying physical interpretations of all the features appeared
in 𝑆(𝒒,𝜔). Thus in future it would very interesting to investigate these unexplained fea-
tureswithmore extensive PIMCcomputations. For example, we could estimate imaginary-
time intermediate scattering functionsmore statistical precise and evaluated at finer imag-
inary times. In this way, eventual spurious effects in the extracted spectral functions due
to the statistical uncertainties should reduce and, so, we would be more confident with
the computed dynamic structure function.
Chapter 5
Supercooled mixtures of para-hydrogen and
ortho-deuterium
5.1 Introduction
A fundamental open problem in condensed matter physics is that of understanding the
stability of supercooled liquids with respect to crystallization [22]. Given that crystalliza-
tion competes with glass formation, it is important to comprehend the mechanisms that
govern the crystal growth in supercooled liquids, to allow for clarifying the nature of the
transition to glass [25–29]. To date, colloidal suspensions have generally been used in ex-
perimental studies that have sought to providemicroscopic insights into the supercooled
liquid dynamics and crystallization [109, 110]. With this systems, the large particle size
makes possible to follow the crystal growth on the laboratory time scale. There are vari-
ous drawbacks to this approach, however, starting with disperse systems and sedimen-
tation. These phenomena make it difficult to interpret the data obtained [110, 111]. An-
other possibility is to access the details of the crystallization process in simple atomic and
molecular counterparts. This is challenging, because the time scales of the experiments
are shorter by orders of magnitude.
It has been shown in theoretical studies that a further degree of complexity in the
behavior of supercooled liquids is added by the inclusion of quantum effects; this pro-
duces new exotic phenomena such as superfluidity [112, 113] or enhanced dynamical
slowing down Yet again, until recently [30]), studies of the interplay between quantum
effects and structural transformations in non-equilibrium liquids had been precluded by
the experimental difficulties in supercooling a quantum liquid to very low temperatures.
Tomake progress in the understanding of these phenomena, the experimental groups
of Frankfurt and Madrid, with which we collaborated, performed experimental studies
(see Ref. [30]) to investigate the dynamics of crystallization of supercooled liquid p-H2–
o-D2 mixtures. These experiments showed a strong slow-down of crystallization with
increasing molar fraction of o-D2 molecules in p-H2 supercooled liquid. Since the two
isotopic species of molecular hydrogen have the same interaction potentials and differ
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only in masses, this slow-down is purely due to quantum effects. To understand these
results we provided our theoretical contribution by studying static structural properties
in the supercooled metastable phase by means of Path Integral Monte Carlo simulations.
The properties exhibited by binary liquid mixtures are generally fundamentally dif-
ferent from their corresponding pure substances, and a common strategy to inhibit crys-
tallization is to mix a few components. Indeed, the simplest theoretical models to in-
vestigate crystallization and glassy behavior in supercooled liquids are classical binary
systems of particles that interact via a simple Lennard-Jones (LJ) pair potential [114–118].
Since p-H2 and o-D2 molecules have an even rotational quantum number 𝐽 [119], their
ground-state wave function is spherically symmetric. Thanks to this feature a p-H2–o-
D2 mixture provides a neat molecular binary system in which the pair interactions can
be described by the same isotropic LJ potential [119]. Isotopic p-H2–o-D2 mixtures thus
offer a combination of intrinsic molecular simplicity and the possibility to experimen-
tally explore quantum behavior in supercooled liquids. In fact, it is well-established that
quantum effects influence the equilibrium thermodynamic and structural properties of
the hydrogen liquids and solids [120]. The magnitude of quantum effects can be quanti-
fied by the dimensionless parameter, called de Boer parameter [121–123],
𝛬 = ℏ(𝜎√𝑚𝜀) , (5.1)
where ℏ is the reduced Planck’s constant. 𝛬 represents the (effective) de Broglie wave-
length of a particle of mass 𝑚 relative to the parameters 𝜎 and 𝜀 of the reference LJ po-
tential (𝜎 represents hard-core radius and 𝜀 is the potential well depth).
For p-H2 and o-D2 molecules one finds 𝛬 ≃ 0.28 and 𝛬 ≃ 0.2, respectively, which
are larger than the typical values for classical behavior by one order of magnitude. The
quantum nature of condensed p-H2 and o-D2 has allowed for predicting various inter-
esting effects that are specific to supercooled hydrogen liquids such as superfluidity of
p-H2 [112, 113] and the creation of structural quantum glass in p-H2–o-D2 mixtures [124].
In the second section I illustrate the experiment, the results and an initial discussion;
in the third section I present the performed simulations and the results about the static
correlations; in the fourth I present the analysis of the symmetries of local structures via
the so-called local bond order parameters; in the fifth I give a description of the exper-
iments and simulations regarding the mixtures of p-H2, or o-D2, with neon; and in the
last section I draw the conclusions.
5.2 The experiment
In the experiment in order to reach a supercooled liquid state they employed the exper-
imental technique developed by the Frankfurt group that is described in Ref. [125]. I
briefly describe the experiment. The liquid at equilibrium pressure and temperature is
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injected into vacuum through a 5μm-diameter glass capillary nozzle. The expanding
liquid cools rapidly well below the melting temperature, until it undergoes a first-order
phase transition triggered by the homogeneous crystal nucleation. This produces a con-
tinuous solid filament several cm long [125]. A pivotal characteristic of this approach is
represented by the one-to-one correspondence between the distance along the jet prop-
agation direction 𝑧 and the time 𝑡, that is 𝑡 = 𝑧/𝑣, where 𝑣 is the velocity of the liquid
jet. The crystallization kinetics of p-H2–o-D2 liquid jets with different o-D2 content was
probedviaRaman light scattering by recording as a function of 𝑧 (and thus as a function of
time) the spectra of the fundamental vibrational transition, which allows distinguishing
liquid and solid phases of both the p-H2 and o-D2 components. The high spatial reso-
lution of this technique basically provides a direct access to the crystallization kinetics
on the sub-microsecond time scale [125]. The isotopic species p-H2, and o-D2 were pro-
duced by continuous catalytic conversion from 99.9999%, and 99.9%, purity natural H2,
and D2, respectively, resulting in 99.8%, and 97.5%, purity p-H2, and o-D2, respectively,
the rest being represented by odd-𝐽 molecules. The experimental investigations were
performed on the pure p-H2 and o-D2 liquid jets, as well as jets of p-H2–o-D2 mixtures
with o-D2 mole fractions of 1.0(2)%, 3.2(4)%, 4.6(6)%, 9.1(12)%, 16.7(8)%, 51.6(14)%,
83.9(7)%, 95.7(11)%, and 97.6(6)%. The mixtures were prepared at room temperature
by a continuousmixing of the two isotopic gases at the specific ratios set by twomass flow
controllers, one for each species, working at a minimum flow rate of ≃ 20nmlmin−1(in
SI units ≃ 15μmol s−1). The o-D2 mole fraction was further checked by the Raman in-
tensity ratios in the gas (if available) and the condensed phases in the vibrational region,
confirming the molar flow ratios.
The experimental results are presented in Fig. 5.1 on the following page. In Fig. 5.1a
vibrational Raman spectra for three representative p-H2–o-D2mixtures are shown, clearly
indicating the transition from liquid (L) to solid (S) phase. The shift to lower wave num-
bers of the vibrational band, corresponding to the liquid, with increasing distance from
the orifice reflects the evaporative cooling of the expanding filament [125]. The average
filament temperature at the onset of crystallization grows linearly with the o-D2 mole
fraction, and is shown by the upper 𝑥-axis of Fig. 5.2 on page 87. In Fig. 5.1b we plot
the time evolution of the p-H2 and o-D2 solid fractions extracted from the respective vi-
brational Raman spectra with the o-D2 mole fraction ranging from 0% (pure p-H2 jet,
lower curve) to 100% (pure o-D2 jet, upper curve). The most striking feature visible in
Fig. 5.1b is the remarkable slow-down of the crystallization kinetics with increasing o-D2
mole fraction. For example, the presence of only 3% o-D2 molecules leads to nearly twice
the time required for the complete freezing of the jet when compared to the pure p-H2
case (≃ 7.9 μs), as shown in Fig. 5.2. The slowest crystal growth is observed in the case of
the nearly equimolar mixture, which fully crystallizes in ≃ 23.3 μs, i.e. three times more
slowly than the pure p-H2 jet. By further increasing the amount of o-D2 the duration of
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Figure 5.1 (a) Normalized vibrational Raman spectra measured as a function of the distance
𝑧 from the orifice (right scale) for the o-D2 (blue, left) and p-H2 (red, right) components for
three representative mixtures. In the bottom panels L and S indicate the vibrational bands
corresponding to the liquid and solid phases, respectively. The double-line shape of the o-D2
bands, which is especially evident in the case of the 84% o-D2 mixture, is due to the inevitable
presence of less than 3% of 𝐽 = 1 pD2 molecules, with a 50-fold enhancement in the Raman
scattering intensitywith respect to the 𝐽 = 0molecules [126]. For the 3 and 17% o-D2mixtures
this enhancement is much smaller and the 𝐽 = 1 bands are barely visible in the spectra. (b)
Time evolution of the solid fractions extracted from the vibrational bands for p-H2 (red points)
and o-D2 (blue points), with the time axis defined as 𝑡 = 𝑧/𝑣, where 𝑣 is the jet velocity. The
solid fractions range from 0 to 1, as indicated by the dashed lines on the left and on the right
of the experimental curves, respectively.
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Figure 5.2 Total duration of the jet crystallization process as determined from the p-H2 (red
symbols) and o-D2 (blue symbols) solid fraction curves of Fig. 1(b). The plotted data indicate
relative times with respect to the pure p-H2 jet crystallization time of 7.9±0.4 𝜇s. The upper
𝑥-axis indicates the experimental average filament temperature at the onset of crystallization.
the crystallization process then gradually decreases down to ≃ 12.6 μs for the pure o-D2
jet.
A second important feature exhibited by the experimental data of Fig. 5.2 is the fila-
ment’s tendency to start crystallizing at earlier times with increasing o-D2 mole fraction,
up to the case of the nearly equimolarmixture. This effect initially appears to be in conflict
with the subsequent slower crystal growth. However, we can rationalize this behavior
in terms of a higher probability for nucleation triggered by purely statistical clustering
of o-D2 molecules, which reside at a much deeper supercooling than the p-H2 molecules
with respect to their own melting points. The fact that the beginning of crystallization
in mixtures with a higher content of o-D2 again shifts slightly towards later times is the
result of the increasingly higher temperature of the filament (see Fig. 5.2).
The observed dependence of the jet-crystallization time on composition as displayed
in Fig. 5.2 is surprising, given the isotopic nature of the p-H2–o-D2 mixtures. Due to
the negligibly small mixing enthalpy [127], which determines the departure of a real
mixture from the ideal case, there is no experimental evidence for a phase separation
in H2-D2 mixtures at equilibrium neither in the liquid nor in the solid [127]; this rules
out possible effects related to the presence of strongly partitioning species, as observed in
supercooled binarymetallic alloys [128]. The possibility of competition between different
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crystal structures [115, 118] also seems unlikely as both p-H2 and o-D2 crystallize into
equilibrium hcp crystals [119].
The classical theory of crystal growth [129] is the natural framework to attempt to in-
terpret the experimental crystallization rates found. The crystal growth rate as a function
of the temperature 𝑇 is given by [28]
𝑢(𝑇) = 𝑘(𝑇) [1 − exp(−𝛥𝐺(𝑇)𝑘B𝑇
)], (5.2)
where 𝑘(𝑇) is the crystal deposition rate at the liquid–crystal interface, 𝛥𝐺(𝑇) is the dif-
ference in Gibbs free energy (per molecule) of the liquid and the crystal, and 𝑘B is Boltz-
mann’s constant. For the case of the nearly ideal p-H2–o-D2 mixtures 𝛥𝐺(𝑇) can be com-
puted starting from the experimental heat capacity data for the pure p-H2 and o-D2 sys-
tems [125]: one can find that, for a given temperature, the factor 1− exp[−𝛥𝐺(𝑇)𝑘B𝑇 ] varies
only slightly with the amount of o-D2 or p-H2. Thus, the data gathered suggests that the
deposition rate 𝑘(𝑇)must be strongly dependent on composition in order to explain the
measured crystallization rates. Identifying this dependence is a challenging task, how-
ever, since the coefficient 𝑘(𝑇), which reflects collective processes in the liquid, is gener-
ally expressed on an empirical basis [25, 26, 129]. Our experimental collaborators showed
previously [125] that the crystallization of a pure p-H2 filament can be described by the
collision-limited model, in which the deposition rate scales as 𝑘(𝑇) ∝ √𝑇/𝑚. They can
estimate the relative duration of the crystallization processes in the pure o-D2 and p-H2
jets as the inverse of the ratio between the two deposition rates, i.e. 𝑘p-H2(𝑇)/𝑘o-D2(𝑇). By
using the values of𝑚 and of 𝑇, whose estimates are reported on the top axis of Fig. 5.2, for
the two pure systems we obtain a value of 𝑘p-H2(𝑇)/𝑘o-D2(𝑇) of ≃ 1.2, which is in qual-
itative consistent with the the experimental value of ≃ 1.6 (Fig. 5.2). However, the ki-
netic model describe above is not able to describe the observed dependence of the crystal
growth rate on composition, as in this case one would rather expect a monotonic increase
of the jet crystallization time with o-D2 mole fraction.
5.2.1 Liquid filament temperature estimation
I report here details carried out by our collaborators on the estimation of the liquid fila-
ment temperature of the mixtures at the onset of crystallization. The estimation was ob-
tained starting from the experimental Raman shifts of the p-H2 vibrational liquid peak.
Figure 5.3a shows the time evolution of the Raman shift of the liquid peak for some rep-
resentative mixtures investigated here. The arrows indicate the onset of crystallization,
whose wavenumber shifts to higher values with increasing o-D2 mole fraction, an effect
that is directly related to the increasing density. The wavenumber at the onset of crys-
tallization is plotted in Fig. 5.3b as a function of the o-D2 mole fraction, clearly showing
a linear dependence. Since the (average) filament temperature is directly related to the
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Figure 5.3 (a) Temporal evolution of the Raman shift of the p-H2 vibrational liquid peak
for three representative liquid mixtures. The arrows indicate the onset of crystallization. (b)
Vibrational liquid peak wavenumber at the onset of crystallization plotted as a function of the
o-D2 mole fraction. The solid line is a linear fit.
vibrational liquid peak position [125], in a first approximation one can assume a linear de-
pendence of the temperature on the o-D2mole fraction or relative fraction 𝑥, 𝑇(𝑥) = 𝑎+𝑏𝑥.
The filament temperature for the pure p-H2 case (𝑥 = 0) was determined experimen-
tally [125], and is ≃ 12K at the onset of crystallization, and thus 𝑎 = 12K. Since a good
agreement was found between the experimental liquid filament temperature and that
computed according to a simple evaporative cooling model [125], the latter was used
to estimate the average temperature of the pure o-D2 filament (𝑥 = 1) to be ≃ 17K, or
𝑏 = 5K.
5.3 The simulations
Examining the bulk structural features of the supercooled hydrogen liquids offer im-
portant insights into the behavior of supercooled liquids [27, 114, 116, 130]. To access
static structural properties of the non-equilibrium p-H2–o-D2 quantum liquid mixtures,
we carried out path integral Monte Carlo (PIMC) simulations (see Chapter 1). We sim-
ulated systems of up to 300 molecules in boxes with periodic boundary conditions with
0%, 3%, and 10% of o-D2 content at 𝑇 = 13K, 50% o-D2 at 𝑇 = 14.5K, and 90%, 97%,
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and 100% o-D2 at 𝑇 = 17 K.
5.3.1 Local bond order parameters
In order to characterize the configurations sampled for the disordered quantum binary
mixtures and detect possible differences between the local structures originated around
p-H2 and o-D2 molecules, we used the local bond order (LBO) analysis introduced by
Steinhardt et al. [131], which offers a way to express the (geometric) distribution of di-
rect bonds between a particle and its nearest neighbors. One first introduces the bond
orientational order parameter of the 𝑙-fold rotational symmetry for each particle 𝑖 as a
(2𝑙 + 1)-dimensional vector 𝒒𝑙(𝑖), whose components are
𝑞𝑙 𝑚(𝑖) =
1
𝑁nb(𝑖)
𝑁nb(𝑖)
∑
𝑗=1
𝑌𝑙 𝑚(𝒓𝑖 𝑗), (5.3)
where 𝑙 is an integer label, 𝑚 is an integer running from −𝑙 to 𝑙, 𝑌𝑙 𝑚(𝒓) are the spherical
harmonics, 𝒓𝑖 𝑗 is the vector, the “bond”, from particle 𝑖 to particle 𝑗 and𝑁nb(𝑖) is the num-
ber of neighbors of the particle 𝑖. From the vectors 𝒒𝑙(𝑖) one can construct the rotational
invariants that we employed for our LBO structural analysis [131, 132]
𝑞𝑙(𝑖) =
√
√√
⎷
4𝜋
2 𝑙 + 1
𝑙
∑
𝑚=−𝑙
|𝑞𝑙 𝑚(𝑖)|2 , (5.4)
and
𝑤𝑙(𝑖) =
𝑙
∑
𝑚1=𝑚2=𝑚3=−𝑙
𝑚1+𝑚2+𝑚3=0
⎛⎜
⎝
𝑙 𝑙 𝑙
𝑚1 𝑚2 𝑚3
⎞⎟
⎠
𝑞𝑙 𝑚1(𝑖) 𝑞𝑙 𝑚2(𝑖) 𝑞𝑙 𝑚3(𝑖), (5.5)
where the term in parenthesis in 5.5 is the Wigner 3-j symbol. We used also an improved
version of 𝑞𝑙(𝑖), the averaged local bond order parameters [133], which is defined in the
same way as 𝑞𝑙(𝑖) in Eq. 5.4, but in place of 𝑞𝑙 𝑚(𝑖) one uses the vector 𝑄𝑙 𝑚(𝑖), that is
constructed averaging 𝑞𝑙 𝑚(𝑖) on the first neighbors and the particle 𝑖 itself,
𝑄𝑙(𝑖) =
1
𝑁nb(𝑖) + 1
⎛⎜⎜
⎝
𝑞𝑙 𝑚(𝑖) +
𝑁nb(𝑖)
∑
𝑗=1
𝑞𝑙 𝑚(𝑗)⎞⎟⎟
⎠
. (5.6)
We select the first neighbors through a Delaunay triangulation. This method is free of
any parameter and guarantees a univocal choice of the nearest neighbors molecules.
In order to apply the LBO analysis to a PIMC simulation we had to choose which
position vector 𝒓𝑖 should be used for the quantum particle 𝑖. Since quantum particles are
highly delocalized, the positions of the beads in the ring-polymer are subject to very large
fluctuations that would deteriorate the LBO analysis. We computed the LBO parameters
using as 𝒓𝑖 the center of mass of the beads of each ring-polymer; this procedure had been
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Figure 5.4 Probability distributions 𝑝(𝑄4,𝑄6) of p-H2 simulated in different phases. (both
panels) Three overlapped distributions 𝑝(𝑄4,𝑄6) for the bcc, hcp, and fcc crystal phases at
𝑇 = 12K and 𝜌 = 0.0240Å−3. (a) 𝑝(𝑄4,𝑄6) for p-H2 in equilibrium liquid phase at 𝑇 =
17K is shown. (b) 𝑝(𝑄4,𝑄6) for p-H2 supercooled liquid at 𝑇 = 13K and 𝜌 = 0.0232Å−3
is also shown for comparison.
used also in a previous application of LBO analysis to an even more quantum system:
overpressurized 4He at zero temperature [103].
Depending on the choice of 𝑙, all the above bond order parameters are sensitive to
different crystal symmetries. As shown by Lechner and Dellago [133], the parameter
𝑄6 is excellent to distinguish the crystal structures from disordered liquid-like configu-
rations, whereas 𝑄4 allows distinguishing between different types of crystal structures,
e.g. bcc, hcp, fcc. To illustrate these features, for example, in Fig. 5.4a I show the con-
tour plots of the three-dimensional surfaces of the probability distributions 𝑝(𝑄4, 𝑄6) on
the plane 𝑄4, 𝑄6 computed for the bcc, hcp and fcc crystal phases of p-H2 and the stable
liquid phase (above the freezing point). Note that the use of periodic boundary condi-
tions compatible with a specific crystal lattice allows stabilization and also simulation of
crystals that do not correspond to the equilibrium solid phase.
5.3.2 Simulations of the metastable liquid phase
We recall that a supercooled liquid is in a metastable phase against freezing at tempera-
ture below the melting point. In order to simulate such systems, we adopted a strategy
to avoid crystallization [113]. The implemented strategy consisted of two steps. First,
we performed a simulation of a system of hydrogen molecules fictitiously interacting via
the pair potential of the helium atoms (we did not change the masses of the p-H2 and
o-D2 molecules). Due to the weaker attractive well of the He–He interaction, the equi-
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Figure 5.5 A snapshot of a ring-polymer configuration generated by a PIMC simulation of
a mixture with 10% o-D2 at 𝑇 = 13K. The red and blue clusters of particles are the ring-
polymers representing the p-H2 and o-D2 molecules, respectively.
librium state of this fictitious system is a disordered phase. Once a disordered state has
equilibrated, we turn on the true interaction potential and let the system equilibrate for
the second time. We verified that the configurations sampled by the Metropolis algo-
rithm after this second equilibration remained disordered, at least for many thousands
ofMonte Carlo steps, allowing for a reliable characterization of the system. Moreover, we
verified that the results, obtained from statistical independent simulations, were always
compatible with each other. This indicates that the physical properties measured in the
so-obtained disordered phases are dependent only on the temperature and the density
of the mixture, but not on the particular sampled Monte Carlo stochastic trajectory. We
point out that the simulated disordered phases can be regarded as representative of the
experimental supercooled systems at the initial stages following the free expansion into
vacuum, and also during the stage of crystallization, but only in regions of the liquid still
without crystals. As such, the stochastic dynamics arising from theMetropolis algorithm
in the PIMCmethod cannot be regarded as a representation of the real crystallization pro-
cess. For this reasonwe limited our analysis to the characterization of disordered systems
and we did not consider the characterization of crystallization processes which could be
present at later stages in our PIMC simulations.
In order to check the validity of the chosen procedure to avoid crystallization, we com-
puted the probability distribution 𝑝(𝑄4, 𝑄6) of the parameter pair (𝑄4, 𝑄6) associated to
each molecule (p-H2 or o-D2) of the configurations sampled during our PIMC simula-
tions of supercooled liquid mixtures; an example is shown in Fig. 5.4b for pure p-H2 at
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Figure 5.6 Partial radial distribution functions of p-H2–o-D2 mixutres with 10% of o-D2 at
𝑇 = 13K, 𝜌 = 0.0235Å−3.
𝑇 = 13K and 𝜌 = 0.0232Å−3. We can compare this distribution of the p-H2 liquid in
supercooled phase with the one of p-H2 in stable liquid phase in Fig. 5.4a and with the
crystal-like distribution 𝑝(𝑄4, 𝑄6), that are repeated in Fig. 5.4b for an easier comparison.
The probability distribution for supercooled p-H2 results well separated from the distri-
butions computed for any crystal lattice. It indicates the absence of any crystallization
sign in the simulated supercooled systems. Similar results were obtained for all quantum
binary mixtures considered in the present study.
5.3.3 Quantum delocalization in isotopic mixtures
In Fig. 5.5 on the facing page we show a snapshot of the classical ring-polymers onto
which the quantum particles are mapped computed for the 10% o-D2 mixture. The de-
gree of spatial extension of the polymers, each corresponding to a p-H2 (in red) or o-D2
(in blue) molecule, is representative of their quantum delocalization, i.e., in other words,
of the spatial quantum fluctuations of the molecules due to the zero point motion, whose
magnitude, in the real system, is reduced by the temperature, respect to the pure zero-
point motion at ground-state. The Fig. 5.5 shows that the polymers associated to the o-D2
molecules are more compact than those associated to the p-H2 molecules.
We can explain this difference if we recall the quantum–classical mapping coming
out from the path integral formalism, exploited in the PIMCmethod, described in Chap-
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ter 1. The spatial correlations among adjacent beads belonging to the same ring-polymer
mainly origin from the kinetic part of the imaginary-time propagator, defined in Eq. 1.32
(page 19), that we re-write here,
𝐺0(𝐑,𝐑′; 𝛿𝜏) = 1(4𝜋 𝜆 𝛿𝜏)𝑑 𝑁/2 exp
⎛⎜
⎝
−(𝐑 − 𝐑
′)2
4 𝜆 𝛿𝜏
⎞⎟
⎠
, (5.7)
where 𝛿𝜏 = 𝛽/𝑀 = 1/(𝑇𝑀) (we remember that 𝑀 is the number of imaginary-time
steps) and 𝜆 = 1/(2𝑚), that corresponds to the imaginary-time propagator of a system of
𝑁 free particles. Thus these correlations, a sort of harmonic springs connecting adjacent
beads, depend, via 𝜆, on the mass 𝑚 of the quantum particle. For a given temperature,
therefore, the masses contribute in setting the springs strength, thus determining the
average spatial extension of the ring-polymers: the higher is the mass, the tighter are the
springs and the more compact are the ring-polymers.
This difference inmagnitude of the quantumdelocalization affects the local structural
properties, as shown in Fig. 5.6 on the previous page, where I plot the three partial ra-
dial pair distribution functions for the average static density correlations. We see that the
o-D2–o-D2 correlation exhibits a higher first peak, which is also shifted towards smaller
distances than for the p-H2–p-H2 and p-H2–o-D2 correlations, indicating significant dif-
ferences in the average distance between neighboring particles of the two isotopic species.
Similar results are found for all the simulated mixtures as we can see in Fig. 5.7 on the
facing page. As consequence, the statistical weight contained in the expectation value of
a physical observable (see Eq. 1.6 on page 12) turns out to depend on the masses of the
particles and this affects the values of properties like, for example, the radial distribution
function.
This is different from a classical system where the kinetic term in the Hamiltonian
does notmodify the probability of the spatial configurations[134]. To be specific, consider
a classical binarymixture of𝑁A particles of typeA and𝑁B particles of type B, which have
different masses, 𝑚A and 𝑚B, but all interacting via an identical pair potential 𝑣(𝑟), i.e.
𝑣AA(𝑟) = 𝑣AB(𝑟) = 𝑣BB(𝑟) = 𝑣(𝑟). In this classical model the partial radial distribution
function relative, for example, to the AA-pairs in the thermodynamic limit reads
𝑔AA(𝑟) =
𝑉2
𝑍 ∫d𝒓A,3⋯d𝒓A,𝑁A d𝒓B,1⋯d𝒓B,𝑁B 𝑒
−𝛽𝑈(𝒓A,1,…,𝒓A,𝑁A ,𝒓B,1,…,𝒓B,𝑁B) , (5.8)
where 𝑍 is the configurational partition function
𝑍 = ∫d𝒓A,1⋯d𝒓A,𝑁A d𝒓B,1⋯d𝒓B,𝑁B 𝑒
−𝛽𝑈(𝒓A,1,…,𝒓A,𝑁A ,𝒓B,1,…,𝒓B,𝑁B) , (5.9)
Supercooled mixtures of para-hydrogen and ortho-deuterium 95
0 2 4 6 8
0
0.5
1
1.5
2
2.5
g(r
)
p-H2 - p-H2
o-D2 - o-D2
3.2 3.4 3.6 3.8 4
1.6
1.8
2
2.2
a
0%, 100% o-D2
0 2 4 6 8
0
0.5
1
1.5
2
2.5
p-H2 - p-H2
p-H2 - o-D2
o-D2 - o-D2
3.2 3.4 3.6 3.8 4
1.6
1.8
2
2.2
b
50% o-D2
0 2 4 6 8
0
0.5
1
1.5
2
2.5
g(r
)
p-H2 - p-H2
p-H2 - o-D2
o-D2 - o-D2
3.2 3.4 3.6 3.8 4
1.6
1.8
2
2.2
c
3% o-D2
0 2 4 6 8
0
0.5
1
1.5
2
2.5
p-H2 - p-H2
p-H2 - o-D2
o-D2 - o-D2
3.2 3.4 3.6 3.8 4
1.6
1.8
2
2.2
d
97% o-D2
0 2 4 6 8
r   [ A° ]
0
0.5
1
1.5
2
2.5
g(r
)
p-H2 - p-H2
p-H2 - o-D2
o-D2 - o-D2
3.2 3.4 3.6 3.8 4
1.6
1.8
2
2.2
e
10% o-D2
0 2 4 6 8
r   [ A° ]
0
0.5
1
1.5
2
2.5
p-H2 - p-H2
p-H2 - o-D2
o-D2 - o-D2
3.2 3.4 3.6 3.8 4
1.6
1.8
2
2.2
f
90% o-D2
Figure 5.7 Partial radial distribution functions 𝑔(𝑟) for the pure p-H2 and o-D2 systems
and for different mixtures: (a) the pure p-H2 and o-D2 systems computed at 𝑇 = 13K,
𝜌 = 0.0232Å−3 and 𝑇 = 17K, 𝜌 = 0.0263Å−3, respectively; (b) 50% o-D2 mixture at
𝑇 = 14.5K, 𝜌 = 0.02475Å−3; (c) 3% o-D2 mixture at 𝑇 = 13K, 𝜌 = 0.0233Å−3; (d) 97% o-
D2 mixture at 𝑇 = 17K, 𝜌 = 0.0262Å−3; (e) 10% o-D2 mixture at 𝑇 = 13K, 𝜌 = 0.0235Å−3;
(f) 90% o-D2 mixture at 𝑇 = 17K, 𝜌 = 0.0260Å−3.
𝑉 the volume and 𝑈 the total potential energy
𝑈(𝒓A,1, … , 𝒓A,𝑁A , 𝒓B,1, … , 𝒓B,𝑁B) =
1
2
𝑁A
∑
𝑖,𝑗=1 (𝑖≠𝑗)
𝑣(∣𝒓A,𝑖 − 𝒓A,𝑗∣) +
+12
𝑁A
∑
𝑖=1
𝑁B
∑
𝑗=1
𝑣(∣𝒓A,𝑖 − 𝒓B,𝑗∣) +
1
2
𝑁B
∑
𝑖,𝑗=1 (𝑖≠𝑗)
𝑣(∣𝒓B,𝑖 − 𝒓B,𝑗∣). (5.10)
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In Eq. 5.8 all degrees of freedom, but those of 2 particles of type A, 𝒓𝐴,1 and 𝒓A,2, are
integrated over In the sameway, 𝑔BB(𝑟) is obtained by integrating over all the coordinates,
but those of two particles of type B. 𝑔AB(𝑟) is obtained in an analogous way, leaving out
of the integration two particles of different type. It is readily evident that, due to the
fact that the configurational probability in Eq. 5.8 does not depend on the masses of the
particles, the partial radial distribution functions are all identical, 𝑔AA(𝑟) = 𝑔AB(𝑟) =
𝑔BB(𝑟), independently on the relative mole fractions of the components. On the contrary,
the path integral formalism immediately shows that in a similar quantumbinarymixture,
where the components have different masses but interact via an identical pair potential,
this is no more true; the effect is purely quantum and it origins in the different degree of
quantum delocalization of the two types of particles.
In Fig. 5.7 the partial radial distribution functions for various p-H2–o-D2 supercooled
liquid mixtures are displayed; they correspond to 0%, 100%, 3%, 10%, 50%, 90%, and
97% o-D2 mole fractions. Note that the six panels in Fig. 5.7 refer to different densities
and temperatures as indicated in the caption. These results indicate that, due to a lower
degree of quantum delocalization, the effective size of an o-D2 molecule is inferior than
the effective size of a p-H2 molecule: on average the intermolecular distance in a pair of
neighbor o-D2 molecules is smaller than the one in a pair of neighbor p-H2 molecules.
The position of the first peak in 𝑔AB(𝑟) is found at intermediate values with respect to
the previous ones. Contrarily to the hypothetical classical case, also the intensity and
the width of the first peaks in the partial radial distribution functions are remarkably
different.
The PIMC simulations show that as a result of the mass-induced quantum delocal-
ization the p-H2 and o-D2 molecules exhibit different ”effective sizes“, thus illuminating
the origin of the measured growth rates. Classical molecular dynamics simulations of
binary particle systems with a given size ratio [115, 118, 135] have indeed showed a cor-
relation between composition and crystallization kinetics that is strikingly similar to that
observed in the experiments performed in our collaborative work. In particular, for bi-
nary hard-sphere mixtures it was shown that the crystal growth becomes extremely slow
for mole fractions of one of the two components in the range 20%–50% [135]. A similar
result was found in the simulation of a model binary LJ system [115], indicating in par-
ticular the failure of the mixture to crystallize, i.e. the formation of an amorphous state,
for mole fractions of the smaller particles of 20%–50%, whereas otherwise rapid order-
ing was observed. The similarity between those numerical results and the experimental
data, which exhibit a maximum in the jet crystallization time for o-D2 mole fractions in
the range 20%–50% (Fig. 5.2 on page 87), is interesting, hinting at a commonmechanism
responsible for the crystallization slow-down. However, a microscopic understanding of
how composition and particle size ratio frustrate the crystal growth in binary mixtures
is still lacking [115, 118, 135]. Much of knowledge about crystallization and vitrification
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Figure 5.8 (a) Probability distributions 𝑝(𝑄6) for p-H2 in equilibrium liquid phase at 𝑇 =
17K and 𝜌 = 0.0240Å−3 (green line), and for p-H2 supercooled liquid at 𝑇 = 13K and
𝜌 = 0.0232Å−3 (red line); (inset) a zoomed view of the tails at high 𝑄6. (b) Probability
distributions 𝑝(𝑤6) for the same systems shown in the figure a. (inset) a zoomed view in
logarithm scale of the tails at low 𝑤6.
comes from simulations of hard spheres [135], Lennard-Jones particles or metals [115].
Thesemodel systems often employ simplified interaction potentials, so that their validity
is limited. Real atomic/molecular systems are often too complex to be simulated with
dynamical processes and only static properties of liquid and solid states are obtainable.
5.4 Local bond order analysis
A number of simulations studies [114, 116, 117, 130] have suggested that crystallization
might be hindered by the emergence of locally preferred structures in the bulk super-
cooled liquid that eventually are incompatible with long-range crystalline order [136].
One important example is the icosahedron with its five-fold symmetry [137], which has
been recently found to be a fundamental geometrical characteristic in the structure of
bulk metallic glasses [138]. To explore this point we performed a microscopic structural
analysis based on the local bond order parameters method [27, 117, 130] of our simulated
p-H2–o-D2 mixtures. We focus here on the parameter 𝑤6, which is most sensitive to the
icosahedral-like order, but this analysis does not rule out the presence of local order with
different symmetries in the metastable liquid.
In Fig. 5.8a we show the distributions of the single parameter𝑄6 for para-hydrogen in
the two liquid phases, the normal and the supercooled; they are also present in the dis-
tributions 𝑝(𝑄4, 𝑄6) shown in Fig. 5.4. We observe a distinct difference between the two
distributions: the one of the supercooled liquid is characterized by a greater average of
𝑄6 and a longer tail toward high𝑄6 respect to the distribution of the normal liquid. Since
high values of𝑄6 indicate greater tendency to crystallize, this discrepancy shows that the
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Figure 5.9 (a) Probability distributions 𝑝(𝑄6) for the p-H2 (red) and o-D2 (blue) molecules in
a supercooled p-H2–o-D2 liquid mixture with 10% o-D2 mole fraction at 𝑇 = 13K and 𝜌 =
0.0235Å−3; (inset) a zoomed view of the tails at high𝑄6. (b) Probability distributions 𝑝(𝑤6)
for the same mixture shown in figure a. (inset) An enlarged view of the tail on a logarithmic
scale to emphasize the difference between the two isotopic species at low values of 𝑤6.
supercooled liquid is “closer” to the crystallization compared to the normal liquid, as we
would expect.
Another important local bond order parameter is 𝑤6: it can used to characterize the
tendency to form icosahedral-like structures in the system (see e.g. Ref. [132]). A simi-
lar comparison to that just described about the probability distributions 𝑝(𝑄6), but con-
cerning the probability distribution 𝑝(𝑤6) is shown in Fig. 5.8b. The distribution 𝑝(𝑤6)
relating to supercooled liquid has a lower peak and a tail at low 𝑤6 longer compared to
the case of normal liquid. This behavior reveals a greater tendency to form local struc-
tures of icosahedral symmetry. These comparisons can be observed also in Fig. 5.10 on
the facing page where we show the plots in color map of the three-dimensional surfaces
of the probability distributions 𝑝(𝑤6, 𝑄6) on the plane 𝑤6, 𝑄6, for normal liquid p-H2
(Fig. 5.10a) and for the supercooled liquid 10% o-D2 mixture (Fig. 5.10b).
We show in Fig. 5.9a the plots of the probability distribution 𝑝(𝑄6) computed sepa-
rately for the p-H2 and o-D2 molecules for the 10% o-D2 mixture. We can see that the
descending part of 𝑝(𝑄6) at high values of 𝑄6 of the curve relating to the molecules of
o-D2 is just slightly higher than the one relative to the p-H2 molecules, suggesting that
a very small tendency to crystallize is present around the o-D2 molecules compared to
the molecules of p-H2. In Fig. 5.9b we plot the probability distribution 𝑝(𝑤6) computed
separately for the p-H2 and o-D2 molecules for the 10% o-D2 mixture. We see a slightly
larger tendency for o-D2 to populate more negative values of 𝑤6 than for p-H2, denoting
an enhanced probability for local non-crystalline order around an o-D2 molecule. Similar
results are found for all other simulated mixtures.
As for the case of classical systems [130], we find that this tendency to non-crystalline
order increases with the degree of supercooling. If a correlation between local order and
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Figure 5.10 Probability distributions 𝑝(𝑤6,𝑄6) computed (a) for equilibrium pure p-H2
liquid at 𝑇 = 17K and 𝜌 = 0.0232Å−3 and (b) for a supercooled p-H2–o-D2 liquid mixture
with 10% o-D2 mole fraction at 𝑇 = 13K and 𝜌 = 0.0235Å−3. The fact that 𝑝(𝑤6,𝑄6) in (b)
broadens toward lower negative values of 𝑤6 evidences that the amount of icosahedral-like
local order increases with the degree of supercooling.
crystal deposition rate could be established, then a difference in the packing efficiency for
the two isotopic species as revealed by our structural analysis might provide a physical
basis to explain the observed dependence of the crystal growth rate on the o-D2 mole
fraction; the rearrangement of local non-crystalline structures in the supercooled melt
at the liquid/crystal interface would tend to lower the particle diffusivity, thus slowing
down the crystal growth [29].
5.5 Crystallization dynamics in mixtures of p-H2 and o-D2 with Ne
The experimental groups of Frankfurt and Madrid have recently carried out further ex-
periments in which the kinetics of crystallization of p-H2–Ne and o-D2–Ne mixtures has
been investigated.
Neon is a noble gas with a mass 10 times that of molecular hydrogen and also its
interaction potential is symmetric and very close to that of hydrogen molecule, with the
same well depth 𝜀 and just 1.06 times smaller radius 𝜎 of the LJ potential. In Fig. 5.11 on
the next page are shown interaction potentials between a pair of Ne atoms, and between
a Ne atom and p-H2 (or o-D2) molecule, adopted in our PIMC simulations.
From private communications, we know that the experiments have shown the slow-
down of crystallization with increasing content of Ne in p-H2 or o-D2 as well, but this
effect is greatly enhanced with respect to the isotopic mixtures. In addition, they have
found a greater slow-down in the o-D2–Ne mixtures respect to the p-H2–Ne mixtures.
100 Supercooled mixtures of para-hydrogen and ortho-deuterium
-40
-20
 0
 20
 40
 2.5  3  3.5  4  4.5  5  5.5  6
’./PH-PH.dat’ u 1:2
’./PH-NE.dat’ u 1:2
’./NE-NE.dat’ u 1:2
p-H2—p-H  
p-H2—Ne 
   Ne—Ne 
Figure 5.11 Potentials of interaction p-H2–p-H2, p-H2–Ne, and Ne–Ne.
5.5.1 Simulations of p-H2–Ne and o-D2–Ne mixtures
Also in this case we have contributed PIMC simulations to characterize static structural
properties of the metastable p-H2–Ne and o-D2–Ne liquid mixtures. We have simulated
systems of 300 molecules in boxes with periodic boundary conditions with 3% of Ne in
the p-H2–Ne mixture at 𝑇 = 13K and in the o-D2–Ne mixture at 𝑇 = 17 K. The chosen
temperatures are suggested by the experimental measures.
In Fig. 5.12 on the facing page I show our result on the three partial radial pair dis-
tribution functions for both mixtures. We see that the Ne–Ne correlation in both cases
exhibits a first peak, which is very high, much more than the first peaks relative to the
other partial radial distributions in the same system, but also higher than the first peaks
of the partial correlations in p-H2–o-D2 mixtures. We note also that the Ne–Ne peak is
shifted towards smaller distances, indicating significant differences in the average dis-
tance between neighboring particles of the two species.
We have performed also the same statistical analysis on the local bond order param-
eters carried out for the p-H2–o-D2 mixtures. We have focused the analysis on the distri-
bution of the 𝑤6 parameter, that is computed for each of the p-H2 and o-D2 molecules,
and the Ne atoms. As explained before, 𝑤6 is useful to monitor the relative tendency to
icosahedral order around the molecules or atoms.
I report the results of the analysis by showing in Fig. 5.13 the probability distribution
𝑝(𝑤6) computed for the p-H2 and o-D2 molecules, and for the Ne atoms. We can see,
in particular looking at the tails of the distributions towards more negative values of 𝑤6,
that around the Ne atoms (light and dark green lines) there is a much greater tendency to
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Figure 5.12 Partial radial distribution functions 𝑔(𝑟) for mixtures with 3% of Ne: (a) p-H2–
Ne mixture (b) o-D2–Ne mixture
the icosahedral order than around the hydrogen isotopic molecules (red and blue lines),
especially in comparisonwith that found in the hydrogenmixtures. Asmentioned above,
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Figure 5.13 Probability distributions 𝑝(𝑤6) for the mixture (inset) An enlarged view of the
tail on a logarithmic scale to emphasize the differences at low values of 𝑤6.
from private communications we know that our experimental collaborators have found
a greater slow-down in the mixtures with Ne, therefore to find a greater tendency to the
icosahedral order gives more importance to our results. We note also that the icosahedral
order around the Ne atoms is greater in the p-H2–Ne mixture (light green line) than in
o-D2–Ne mixtures (dark green line).
5.6 Conclusions
The experimental results show that composition and particle size ratio play a central role
in the kinetics of crystallization of simple nearly-ideal molecular binary mixtures. These
results add new knowledge for understanding the principles that govern the stability of
supercooled liquids against crystallization.
The work exposed in this Chapter provides a first evidence for slow-down of crys-
tallization that is purely of quantum origin. Indeed, we showed that the static density
correlations in the supercooled liquid p-H2–o-D2 mixtures evidence a difference in the
mass-induced quantum delocalization of the two hydrogen isotopic molecules. This sug-
gests that it is only this difference that introduces frustration of crystallization. We found
also that around the o-D2 molecules there is a greater tendency to the icosahedral order
respect with the p-H2 molecules, indicating a possible factor that contributes to frustra-
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tion of crystallization.
The results on themixtures with Ne atoms, that are more localized than the hydrogen
isotopic molecules, confirm the relevance of effects of the different quantum delocaliza-
tion of the mixture components.

Chapter 6
4He Nanodroplets doped with Ar+ ion
6.1 Introduction
In this chapter it is presented a PIMC study of structural properties of helium-4 nano-
droplets dopedwith a positive argon ion, Ar+ [139]. This workwasmotivated by a recent
experimental study of Bartl et al. [31], which investigated 4He nanodroplets doped with
ions of noble gases, Ar+, Kr+, and Xe+, and observed a rich spectrum of anomalies in the
abundance distribution indicating the formation of different types of structures. In par-
ticular, for the Ar+@4He𝑛 complexes they found three magic numbers, 12, 32 and 44, that
were interpreted as evidence of three distinct solvation shells containing 12, 20 and 12
helium atoms, from the first to the third shell, respectively. Their interpretation was also
supported by the previous PIMC study of Galli et al. [32] regarding Na+ ion doped 4He
nanodroplets. The authors found a solid structure around the ion consisting of 3 concen-
tric solvation shells of 4He atoms. For 𝑛 > 30, the 4He atoms were found to be placed
at the vertices of platonic solids.1 The first inner shell is an icosahedron (12 atoms); the
second one is a dodecahedron with 20 atoms placed on the faces of the icosahedron of
the first shell; the third shell is again an icosahedron composed of 12 atoms placed on the
faces of the dodecahedron of the second shell.
The main goal of this project has been to perform, via PIMC simulations, an accurate
study of the structures and energetics of 4He nanodroplets doped with an Ar+ ion, for
different numbers of 4He atoms, and eventually confirm, the interpretation given in the
experimental work.
The chapter is organized as follows: in Sec 6.2 we give a brief background on the
topic; in Sec. 6.3 we provide the Hamiltonian of the system and some details of the PIMC
computation; in Sec. 6.4 the results of the work and their discussion are presented; in the
last Section we provide the conclusions and draw future perspectives about the project.
1Platonic solids are the convex regular polyhedra with congruent faces of regular polygons and the same
number of faces meeting at each vertex
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6.2 Background
Thanks to their unique properties nanodroplets of helium have been extensively stud-
ied in the last two decades and itself constitutes a very active field of research. Helium
droplets can act as a matrix where neutral or charged molecules and atoms and chemical
reactions [140, 141] can be investigated by means of high resolution spectroscopy; to-
gether they are techniques called Helium Nanodroplet Isolation (HENDI) spectroscopy
(for reviews see e.g. Refs [142–149]). Such matrices have also very recently started to be
used for the synthesis of clusters, nanoparticles and nanowires [150–152]. Moreover, they
provide unique environments to investigate superfluidity in finite systems via rotation
of embedded dopants [142, 144–146, 148].
The use of charged impurities in 4He has a long history started with their adoption in
bulk superfluid 4He as one of the first microscopic probes that were employed to study
the phenomena of superfluidity in liquid 4He [153–156]. A negatively charged impurity,
such as an electron or a He anion, He-, forms a nanoscopic bubble in the liquid due to
the Pauli repulsion between electrons of the neutral 4He atoms and the impurity. On the
contrary, a positive ion generates in the solvent a region of increased density due to the
strong electric field originating from the ion itself, i.e. the effect called electrostriction. The
local density is estimated to be so large that 4He should solidify around the ion. This is
the phenomenological snowballmodel developed byAtkins [157] andwidely exploited in
the interpretation of the earlier experiments of positive charge carriers in bulk superfluid
4He. [155, 156].
A similar snowball is expected to be present also if the ion is captured inside a droplet
of 4He; actually, many experiments performed with various positive ions have been in-
terpreted in terms of the formation of a snowball [142, 148, 158].
One of the main properties analysed to investigate the structure and the size of the
snowball surrounding the core ion is the number of the 4He atoms in the solvation shells,
𝑛. Experimentally, one of the approaches consists in deducing 𝑛 from measures of par-
tial pressures of the X+@4He𝑛 complexes in the gas phase at thermal equilibrium. These
type of experiments provide also information about the dissociation energies 𝐷𝑛, de-
fined as 𝐷𝑛 = 𝐸𝑛−1 − 𝐸𝑛, and rapid drops in 𝐷𝑛 would indicate the closure of solvation
shells. Such type of measurements are limited to very small complexes [159]. Another
method to determine the number of helium atoms in the solvation shells is to look for
anomalies in the abundance distributions, 𝐼𝑛, of X+@4He𝑛 complexes measured under
non-equilibrium conditions and often the anomalies correlates with anomalies in 𝐷𝑛. In
fact in these experiments the observed complexes are products of dissociations caused by
ionization of larger precursor ions. The dissociation is a statistical process and the final
statistical distribution of the products versus their size is related to the dissociation ener-
gies𝐷𝑛 especially for small droplets. In this way the anomalies in𝐷𝑛, signals of closures
of the solvation shells, are reflected in the measured abundance distribution 𝐼𝑛.
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As anticipated in the introduction to this Chapter, in a recent experimental study,
Bartl et al. [31], investigated 4He nanodroplets doped with ions of the noble gases, Ar+,
Kr+ and Xe+, and observed a rich spectrum of anomalies in 𝐼𝑛, indicating the formation
of different types of structures. In particular, the Ar+@4He𝑛 complexes showed evidence
for three distinct solvation shells containing 12, 20 and 12 helium atoms, going from the
first to the third shell. Other previous experimental works found evidence of a first shell
with 12 atoms surrounding the Ar+ ion. [160–164].
On the theoretical point of view, quantum Monte Carlo (QMC) methods have been
extensively used in the past to obtain microscopic studies of positive ions in bulk and
in nanodroplets of 4He [32, 148, 165–169]. The first zero-temperature QMC studies of
4He nanodroplets with impurities were carried out with variational Monte Carlo (VMC)
methods, using a family of accurate trial wave functions, called ShadowWave Functions
(SWF) [170–172]. These studies confirmed the formation of a snowball around the ion,
as predicted by the Atkins’ model, and found that the solid structure is characterized by
formation of well-defined shells of 4He atoms. And the size of the snowball, the number
of atoms in the shells and the kind of local orderwere found to depend on the specific ion.
An earlier PIMC study was performed on 4He100@Na+ and a triple shell structure was
found; the first shell was found to be solid-like while the third one was liquid-like. This
was different from the SWF result and indisagreementwith a later PIMCworkperformed
by Galli et al. [32]. Gianturco and collaborators [165, 166, 168, 169] carried out extensive
studies of small 4He clusters dopedwith alkalimono-atomic and bi-atomic ions (Li+, Na+,
K+) at 𝑇 = 0 K. They employed the VMC method and ab initio potential energy curves
to optimize a trial wave function; in a second step, they applied the diffusion Monte
Carlo (DMC) method in order to obtain the energy and the geometric distribution of the
cluster. They found a rigid solvation shell of icosahedral symmetry for Na+@4He12 and
a first shell of 10 helium atoms for Li+.
The same three magic numbers found in Ref. [31] have been observed in a Path Inte-
gral Monte Carlo (PIMC) study of Na+@4He𝑛 complexes with a number of atoms greater
than 30 [32]. Such numbers correspond to a highly ordered snowball with three ordered
shells compatible with an icosahedron, in the first and third shells and a dodecahedron
in the second shell. Furthermore, they found that the type of solid order around the ion
depends mainly on the position of the minimum of the ion–4He potential and that the
degree of localization of the 4He atoms varies with the depth of this minimum.
108 4He Nanodroplets doped with Ar+ ion
6.3 Methodology
6.3.1 The Model
The Hamiltonian operator of the system has the form
?̂? = 12𝑚4
𝑛
∑
𝑖=1
̂𝑝2𝑖 +
̂𝑝2Ar
2𝑚Ar
+
𝑛
∑
𝑖=1
𝑣Ar(∣ ̂𝒓Ar − ̂𝒓𝑖∣) + ∑
1≤𝑖<𝑗≤𝑛
𝑣He(∣ ̂𝒓𝑖 − ̂𝒓𝑗∣) (6.1)
where 𝑛 is the number of 4He atoms in the nanodroplet,𝑚4 is themass of a 4He atom,𝑚Ar
is the mass of the Ar+ ion, 𝑣He and 𝑣Ar are the He–He and Ar+–He interaction potentials,
{ ̂𝒓𝑖, ̂𝒑𝑖}𝑛𝑖=1, ̂𝒑Ar and ̂𝒓Ar are, respectively, the position andmomentum operators of the 4He
atoms and Ar+ ion.
As pair interaction potentials we have employed for the He–He interaction the well
tested HFDHE2 potential, determined by Aziz et al. [104], and for the Ar+–He interac-
tion the ground state 𝑋2𝛴1/2 adiabatic potential curve of the MAL1 interaction potential,
that is an accurate semi-empirical interaction potential obtained byCarrington et al. [173],
whose experimental parameters has been provided bymicrowave spectroscopymeasure-
ments. In Fig. 6.1 on the next page, we plot the two adopted potentials, 𝑣He, 𝑣Ar and, by
comparison, also the Na+–He interaction potential, 𝑣Na, [174] used in Ref. [32]. One can
notice that the two ion–He potentials have wells with not very different depth and mini-
mumposition and bothwells aremore than 40 times deep and placed at shorter distances
than the well of the He–He potential.
I would remark that the spatial configurations of the 4He atoms in the snowball are
a result of the competition of the ion–He and He–He interactions against the thermal
and zero point fluctuations of the 4He atoms and the ion. In general, a hypothetical spa-
tial structure of the first shell with a given number of 4He atoms, around an attractive
impurity, corresponds to the minimum of the potential energy, if the distances between
first-neighbor 4Heatoms and the ion–4Hedistances correspond to theminimumof the re-
spective interaction potentials. Obviously, this ideal situation occurs in particular cases,
since the condition just described, i.e. the simultaneous minimization of the two interac-
tion potentials, is not always possible. However, configurations of the atoms configura-
tionally near to the “ideal” structure have a lower overall potential energy, i.e. they are
more favorable; clearly, provided that the interaction-potential well between the ion and
the atoms in the first shell is not too narrow, because this would increase the zero-point
energy, creating a competition with the potential energy in determining the most stable
state. If we apply the condition to a shell of the shape of a regular icosahedron, placing
one 4He atom at each of the 12 vertices with the distance between two adjacent 4He atoms
equal to the position of the minimum of 𝑣He, that is 𝑟He ≃ 2.97 Å, then the vertices will
be at the “ideal” distance 𝑟id ≃ 0.95 𝑟He ≃ 2.82Å from the center of the icosahedron,
indicated in Fig. 6.1 by the green arrow and dotted line. From Fig. 6.1a, we note that the
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Figure 6.1 He-He, Ar+–He and Na+–He interaction potentials (𝑣4, 𝑣Ar and 𝑣Na) shown in
two different scales. The dotted vertical lines and the arrows show the positions of the min-
imum of the ion–He potentials, 𝑟Ar (blue), 𝑟Na (red), and of the “ideal” distance, 𝑟id (green),
as explained in the text.
position of the minimum of 𝑣Ar (𝑟Ar ≃ 2.57 Å) is closer to 𝑟id than the minimum of the
Na+–He potential (𝑟Na ≃ 2.31Å). Moreover, even if the Ar+–He potential well is about
12% less deep, its width at half depth is about 11% wider, and this should reduce the
zero-point motion of the 4He atoms in the first shell. Thus, the overall effect should be
the reinforcement of the stability of the icosahedral geometry in the first shell.
In the case of sodium ion, the stability of the icosahedron for N greater than a certain
number of particles was already found. So we would expect that, with the argon ion, the
stability is enhanced.
6.3.2 Details of the method
In order to perform an accurate microscopic study of 4He nanodroplets doped with Ar+
at a realistic finite temperature we have employed the PIMCmethod, described in Chap-
ter 1, using theWorm algorithm in the canonical ensemble (see Section 1.4). For the short-
time propagator we have introduced and employed in this work a pair-product [4] vari-
ant of the multi-product expansion (MPE) approximation [50], called ’pair’ multi-product
expansion approximation (PMPE) [139]. As I have explained in Section 1.6.3, we have
built this new approximation [139] by using the pair form of the many-body propagator
(see Eq. 1.39 on page 21) and by approximating the two–body propagator with the MPE
approximation 1.45 and substituting the many-body coordinates 𝐑 with the two-body
relative coordinates 𝒓𝑖𝑗 = 𝒓𝑖 − 𝒓𝑗, i.e.
̂𝐺PMPE(𝐑,𝐑′; 𝛿𝜏) =∏
𝑖<𝑗
𝐺relMPE(𝒓𝑖𝑗, 𝒓′𝑖𝑗, 𝛿𝜏) (6.2)
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Figure 6.2 (a) Radial density profile, 𝜌(𝑟), of 4He atoms around an Ar+ ion and a Na+ ion in
nanodroplets with 32 and 64 4He atoms. (b) Same ion–He interaction potentials showed in
Fig. 6.1 enlarged on the region of the minima. (c) Enlargement on the density profiles for the
Ar+@4He𝑛 and Na+@4He𝑛 nanodroplets with 𝑛 = 128.
For this work, we have adopted the 8-th order of the MPE approximation [50], and with
the total imaginary-time step 𝛿𝜏 = 1/160K−1 we have accurate estimation of the observ-
ables.
In order to compare the results also with the those for Na+@4He𝑛 nanodroplets of
Ref. [32], we initially performed simulations at 𝑇 = 1K, but we often observed evapora-
tion of some atoms from the complex, so we changed the temperature to the lower value,
𝑇 = 0.5K. Actually the new value is nearer to the experimental temperature of the 4He
nanodroplets (𝑇 = 0.37 K) [147]. With this temperature we found that the evaporations
do not occur and for all the performed simulations we have verified that 𝑣Ar is attractive
enough to bind the 4He atoms to the nanodroplets, therefore our results are not affected
by evaporations of atoms.
We remind that a PIMC calculation involve a simulation of special interacting ring-
polymers, one for each atom in the system and themonomers, the beads of the polymers,
correspond to the positions visited by that atom along the imaginary-time path. For each
size of the nanodroplet we have run at least 5–20 × 104 Monte Carlo steps depending
mainly on the size of the nanodroplets. Each Monte Carlo step consists of: an attempted
rigid displacementmove of each polymer; about one hundred of Brownian-bridgemoves,
that sample directly the kinetic part of the thermal density matrix, and one or twomoves
for the “worm” polymer that sample the particle permutations. Each Brownian-bridge
move displaces some tens of monomers (about 1/20 of the total number of monomers).
The acceptance ratio for swapmoveswas found to increasewith the number of 4He atoms
in the nanodroplet, an indirect sign of the increase of superfluidity with the size of the
nanodroplets. Unfortunately, only with this information we are not able to determine
where the local superfluidity is present within the nanodroplet, since the acceptance ra-
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Figure 6.3 Example of a spatial configuration of polymers for a simulated nanodroplet with
128 4He atoms. In each of the top panels are shown the polymers associated to 4He atoms of
the first (a), the second (b) or the third shell (c) and the polymer of the Ar+ ion (red balls). In
the bottom panels (d,e,f) are shown the same shell configurations of the top panels, but each
polymer is replaced by its center of mass.
tio provided by the simulation, carried out with the code exploited for this work, is a
datum on the whole system. For this purpose, other than estimating specifically the lo-
cal superfluid density, it would be interesting to register the swap acceptance ratios and
the how many polymers are connected in a larger polymer in function of the position
(relative to the central ion).
6.4 Results
In the initial stage of the work, we simulated doped nanodroplets with 32 and 64 4He
atoms to compare directly density profiles and structures with those found for the nano-
droplets doped with a Na+ ion in Ref. [32]. As I have shown in Fig. 6.2a we found density
profiles 𝜌(𝑟) for the two ions very similar. We observe that the density profiles for Ar+
and Na+, apart from the position of the first radial peak, 𝑟𝑝𝑒𝑎𝑘, are very similar. In the
Ar+ case, the first peak is placed farther away from the ion, as an effect of the differ-
ent position of the minimum of the wells of the ion–He potential. However, the ratio
𝑟𝑝𝑒𝑎𝑘Ar /𝑟Ar ≃ 1.05 is closer to one, than the ratio 𝑟
𝑝𝑒𝑎𝑘
Na /𝑟Na ≃ 1.12, indicating that the first
shell in the Ar+@4He𝑛 nanodroplet follows more closely the minimum of the ion–He po-
tential. We note also that the shape of the second modulation in the density profile is
almost identical to that obtained in the Na+ case. In the study of Na+@4He𝑛 [32], this
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Figure 6.4 (a) Radial density profiles 𝜌(𝑟) of 4He atoms around an Ar+ ion and a Na+ ion [32]
in nanodroplets with 𝑛 = 20, 32. (b) Number of 4He atoms𝑁(𝑟) within a sphere of radius 𝑟
around the ion in the same nanodroplets of the panel a. (b) 𝜌(𝑟)’s of 4He, around, only, an Ar+
ion in nanodroplets with 𝑛 = 20, 32, 64, and 128 4He atoms. (inset) Same density profiles in
logarithmic scale. (c)𝑁(𝑟) for the same Ar+ ion doped 4He nanodroplets of the panel c.
modulation turned out to correspond to two tightly neighbouring shells, the second and
the third, so we expected to find the same structure also for the Ar+ case.
In order to investigate the local structure around the Ar+ ion we have analysed some
polymers configurations produced by the simulations. From each configuration we have
extracted sub-configurations, each one for a different shell, through the following steps
(implemented in a computer program): 1) from the starting configuration of the polymers
a configuration of the centers of mass of the polymers is produced; 2) for each shell a sub-
configuration of the polymers (or of the centers of mass) is built selecting the polymers
whose center of mass is located in a chosen interval of relative positions from the center
of mass of the ion (here also called radial positions). Clearly the chosen intervals are adja-
cent and non-overlapping. For the first shell the interval has been chosen between 0 and
the minimum of the density profile placed between the first and the second modulation
(≃ 3.7 Å) (see e.g. Fig. 6.2a). For the second shell, the second end of the interval has been
harder to choose, because in the secondmodulation are present two radially overlapping
profiles of two distinct shells, the second and the third. With some trials, based on the
resulting number of the polymers belonging to the interval, we have determined a thresh-
old radius (≃ 5.6Å). For the third interval the second end is chosen to be the minimum
(≃ 6.9Å) situated between the second and the third modulation of the density profile,
of nanodroplets with 64 4He atoms, or more. Finally, the fourth and last interval is cho-
sen to be the region of the nanodroplets outside the first three intervals. Just observing,
with a suitable software of graphical visualization, the sub-configurations of the centers
of mass of the polymers (like those showed in Fig. 6.3), we can recognize immediately,
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Figure 6.5 Evolution of the distance of some 4He atoms from the Ar+ ion during the MC
simulation. Panels a and b show examples of such evolutions without (a) and in presence of
(b) exchanges between the solid shells and the outer fluid part. (color figure online)
just by eye, the geometric shapes of the first three shells: an icosahedron in the first shell;
a dodecahedron in the second shell, where each atom results to be placed on the face of
the icosahedron beneath; and, again, an icosahedron in the third shell where each atom
is located on the face of the dodecahedron underneath. In Fig. 6.3 I show, as example,
the three sub-configurations of the shells thus obtained from a single configuration for
a nanodroplet with 128 4He atoms. The sub-configurations of the polymers are showed
in the top panels, while those of the centers of mass of the polymers are presented in the
bottom panels.
From our PIMC simulations we have obtained evidence for a strong stability of the
icosahedral structure in the first shell of Ar+@4He𝑛 at low temperatures: we have found
that the number of 4Heatoms in the first shell is 12 for any studied 𝑛 ≥ 12. This is different
fromwhat was found for Na+ doped nanodroplets, where only 10 4He atoms are present
in the first shell for 𝑛 below 30, while 12 atoms occur only for 𝑛 above 30 [32]. This is
clearly visible in Fig. 6.4a, where I show the number of 4He atoms, 𝑁(𝑟), contained in a
sphere of radius 𝑟 centered on the ion, obtained through a numerical integration of the
radial density profiles for 𝑛 = 20, 32, showed inf Fig. 6.4b.
In Fig. 6.4c,d I show the density profiles 𝜌(𝑟) (6.4c) and and its volume integration in
polar coordinates𝑁(𝑟) (6.4d) for different numbers of 4He atoms, 𝑛 = 20, 32, 64, and 128.
One can see, also looking at the same curves of 𝜌(𝑟) in logarithmic scale in the inset, that
the first modulation of 𝜌(𝑟), associated to the first shell, changes only a little going from
𝑛 = 20 to 𝑛 = 32 and substantially does not change above 𝑛 = 32. Observing the peak
associated to the second shell, at 𝑟 ∼ 4.9Å, which is complete for 𝑛 ≤ 32, one can notice
that its radial position shortens from 𝑛 = 32 to 𝑛 = 64. This suggests that the second
shell shrinks toward the central ion, under the pressure exerted by the atoms in the third
shell and outside of it. Examining carefully the peak of the second modulation of 𝜌(𝑟)
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Figure 6.6 Total 𝐸𝑛 − 𝐸10, kinetic 𝐾𝑛 − 𝐾10 and potential 𝑉𝑛 − 𝑉10 energies per particle
of Ar+@4He𝑛 complexes with different number, 𝑛, of 4He atoms at 𝑇 = 0.5K. All these en-
ergies has been shifted by the respective energies obtained for 𝑛 = 10: 𝐸10 = −2976(1)K,
𝐾10 = 614(1)K and 𝑉10 = −3590.8(1)K.
for nanodroplets with all the three shells complete, with 𝑛 = 64, 128, one can observe its
height increases a little and its radial position shortens going from 𝑛 = 64 to 𝑛 = 128.
This indicates, again, a shrinking of the second and the third shell and an increase of the
radial localization of the atoms therein.
To further characterize themicroscopic nature of the solvation shellswe have analysed
also the radial localization of 4He atoms around the Ar+ ion by measuring the distance
between the 4He atoms and the ion during a PIMC simulation. In Fig. 6.5 I show the
Monte Carlo evolution of the radial positions of four atoms started at different distances
from the Ar+ ion in a nanodroplet of 128 4He atoms as function of the Monte Carlo steps;
a density profile is also shown in order to easily recognize the presence of exchanges of
atoms among the shells. During our simulations we observed that atoms started in the
first shell (𝑟 ≈ 2.7 Å) fluctuate around their starting values, without moving to an outer
shell. Also the most part of the atoms started in the second (4.6Å ≲ 𝑟 ≲ 5.5Å) or in the
third shell (5.5Å ≲ 𝑟 ≲ 6.3Å) fluctuate around their starting values (see Fig. 6.5a), but
sometimes an atommoves to another shell, or to the external region, conversely, an atom
started in the external region can move to the second or third shell (see Fig. 6.5b). This
analysis confirms the presence of local solid order in the two first modulations of the
density profile, modulations which correspond to the first three shells around the Ar+
ion. A very interesting issue for the future would be the measurement of the local super-
fluid density around the ion to investigate the simultaneous presence of solid order and
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Figure 6.7 Dissociation energy 𝐷𝑛 = 𝐸𝑛−1 − 𝐸𝑛, where 𝐸𝑛 is the total energy showed in
Fig. 6.6 on the facing page.
superfluidity. However, in order to measure a local superfluid fraction of few percent,
say 1–5%, is necessary to reduce the error on the winding number [4] to order of 0.1%.
Within this aim, one should be also confident of having sampled with great accuracy
particle exchanges, thus resulting in a challenging task. For these reasons we left such
calculations for future investigations.
As discussed in Section 6.2, one of the experimental approaches to investigate the
structure and the size of the snowball is to obtain information on the dissociation energies
𝐷𝑛, by looking for anomalies in the abundance distribution 𝐼𝑛 of the X+@4He𝑛 complexes
measured by means of mass spectrometry experiments. In fact, rapid changes of𝐷𝑛 due
to closures of shells have to be reflected in 𝐼𝑛. To explore this aspects and to comparewith
the experimental results, we have calculated the total, kinetic and potential energies 𝐸𝑛,
𝐾𝑛, 𝑉𝑛, of the Ar+@4He𝑛 nanodroplets for different numbers of 4He atoms, 10 ≤ 𝑛 ≤ 64
(see Fig. 6.6), and also for 𝑛 = 128 (not showed in Fig. 6.6). From the Fig. 6.6 one can
observe clearly three changes of slope exactly at themagic numbers found in Ref. [31], i.e.
for 𝑛 = 12, 32 and 44. From these energieswe have also computed the dissociation energy
𝐷𝑛 I show in Fig. 6.7. Here themagic numbers appear as discontinuity points. This result
confirms the formation of shells with the same number of 4He atoms discussed above, a
structure which yields a very stable configuration for the complex.
116 4He Nanodroplets doped with Ar+ ion
6.5 Conclusions and perspectives
In summary, we have performed PIMC simulations of Ar+ ion doped 4He nanodroplets
at low temperatures and characterized the microscopic structure of the snowball. We
find that the structure around the ion Ar+ is a highly ordered solid, a snowball, composed
of three shells in which 4He atoms are placed on the vertices of platonic solids: an icosa-
hedron for the first and the third shells and a dodecahedron for the second shell. This
solid structure was proposed in the interpretation of recent mass spectrometry measure-
ments on Ar+@4He𝑛 complexes [31], where three magic numbers, 12, 32, 44, were found
in the anomalies in the abundance distribution. The calculation of the total and the dis-
sociation energy as a function of the size of the nanodroplets confirms the interpretation
of the experimental data.
The same structure has been previously predicted in PIMC calculations for 4He𝑛
nanodroplets doped with Na+ [32] when 𝑛 > 30. In the Ar+@4He𝑛 complexes the icosa-
hedral order in the first shell has been found to be more stable and present for any 𝑛 ≥ 12
simulated in the present study. Remarkably, the analysis of the evolution of the radial
positions of the 4He atoms during the PIMC simulations revealed the occurrence of ex-
changes of helium atoms of the second and third shell with the outer region of the system.
This raises the question of whether or not these atoms participate in local superfluidity.
It will be interesting, even if challenging, in the future to calculate accurately local super-
fluid densities around the ions, especially in the shells where solid order is present.
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