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MICROCANONICAL ANALYSIS OF THE RANDOM ENERGY MODEL
IN A RANDOM MAGNETIC FIELD
LOUIS-PIERRE ARGUIN AND NICOLA KISTLER
Abstract. We study the spin glass system consisting of a Random Energy Model coupled
with a random magnetic field. This system was investigated by de Oliveira Filho, da Costa
and Yokoi (Phys. Rev. E 74 [2006]) who computed the free energy. In this paper, we recover
their result rigorously using elementary large deviations arguments and a conditional second
moment method. Our analysis extends at the level of fluctuations of the ground states. In
particular, we prove that the joint distribution of the extremal energies has the law of a
Poisson process with exponential density after a recentering, which is random as opposed
to the standard REM. One consequence is that the Gibbs measure of the model exhibits a
one-step replica symmetry breaking as argued by de Oliveira Filho et al. using the replica
method.
1. Introduction and main results
We consider the Hamiltonian of a disordered system composed of a Random Energy Model
(REM) Hamiltonian coupled with a random magnetic field, that is,
(1) HN(σ) = XN (σ) + YN(σ) σ ∈ ΣN := {−1,+1}N
where XN = (XN(σ), σ ∈ ΣN) are IID centered Gaussians of variance N , and
(2) YN(σ) :=
N∑
i=1
hiσi
where h = (hi, i ∈ N) are IID random variables independent of XN . The random variables
XN and h are defined on a probability space (Ω,F ,P) with the expectation denoted by E.
We will assume that E[exp th1] <∞ for all t ∈ R.
The motivation to study this spin glass model is two-fold. First, we are interested in
understanding the effect of a random magnetic field on a glassy transition from a rigorous
standpoint. This effect is well understood in the case of ferromagnetic models, see for example
[1], but few rigorous results are known in the literature for spin glasses to our knowledge.
Second, the model gives a non-trivial example of a solvable spin glass where the (by now)
standard approaches such as Talagrand’s cavity method [10] or Guerra’s interpolation scheme
[7] cannot be applied. To overcome this obstacle, we resort to the classical tools of large
deviations, and to a conditional second moment method. This approach allows to derive a
complete picture of the phase transition up to the level of the fluctuations of the ground
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states. The model may thus shed some light on the connections at the microcanonical level
between the standard treatment of statistical mechanics models a` la Gibbs and the successful
Parisi approach based on the ultrametric structure of the Gibbs measure, see [8] for a review
of the rigorous results in mean-field models.
The first result of the paper is the computation of the free energy.
Theorem 1. For β > 0,
lim
N→∞
1
N
log
∑
σ∈ΣN
exp βHN(σ) =
{
log 2 + β
2
2
+ E[log cosh βh1] if β ≤ βc
Emaxβ if β ≥ βc
P-a.s.
where βc satisfies the self-consistency equation
(3) βc =
√
2
(
log 2− (βcE[h1 tanh βch1]− E[log cosh βch1])
)
and
(4) Emax = βc + E[h1 tanh βch1] .
Remark. By concentration of measure, one easily sees that the same result holds for the
E-average of the free energy.
Equation (4) gives the partition of the maximal energy density between the one of the
REM, βc, and the one of the random field interaction, E[h1 tanh βch1]. The formula for the
free energy was first obtained by de Oliveira Filho, da Costa and Yokoi [6]. Our contribution
is to rigorously back their argument using large deviation techniques. The idea is that the
random field energy density
(5) yN,h(σ) :=
1
N
∑
i
hiσi
satisfies a large deviation principle (LDP) with rate function I conditionally on h by the
Ga¨rtner-Ellis theorem, cf. Lemma 5. Thus for a given energy E, if the typical value of
yN,h is y
∗ = y∗(E), then there are approximately exp(N(log 2 − I(y∗))) σ’s for which yN,h
is approximately y∗. Since the random field YN(σ) is independent of the REM Hamiltonian
XN(σ), the system essentially reduces to a REM model on exp(N(log 2 − I(y∗))) Gaussian
variables of variance N . In particular, the freezing of the model occurs not only because β is
increased, but also because the number of relevant configurations decreases as y∗ increases
with β. From the expression of the critical β for the REM, we thus expect the system to
freeze at βc =
√
2(log 2− I(y∗(Emax)).
It is interesting to remark that tight upper bounds for the free energy can be obtained by
means of fractional moments, and annealing. To see this, let m ∈ (0, 1]. It then holds:
(6)
1
N
log
∑
σ∈ΣN
exp βHN(σ) =
1
Nm
log
(∑
σ∈ΣN
exp βHN(σ)
)m
≤ 1
Nm
log
∑
σ∈ΣN
expmβHN(σ)
=
1
Nm
log
∑
σ∈ΣN
exp [mβXN(σ) + βmYN(σ)] ,
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the second step by straightforward convexity arguments. Consider now the Gibbs measure
(7) Pβ,m,h(σ) =
1
ZN(β,m,h)
exp βmYN(σ),
for ZN(β,m,h) = exp
[
N log 2 +
∑N
i=1 log cosh(βmhi)
]
. Denoting by Eβ,m,h the (quenched)
expectation with respect to this tilted coin tossing measure, we may reformulate the right-
hand side of (6) to obtain
(8)
1
N
log
∑
σ∈ΣN
exp βHN(σ) ≤
≤ 1
Nm
logEβ,m,h [exp βmXN(σ)] +
log 2
m
+
1
Nm
N∑
i=1
log cosh(βmhi).
Taking now expectation with respect to the environment, and using Jensen’s inequality (the
annealing) yields
(9) E
[
1
N
log
∑
σ∈ΣN
exp βHN(σ)
]
≤ β
2m
2
+
log 2
m
+
1
m
E log cosh(βmh1).
As this holds for any m ∈ (0, 1], we have in fact the following upper bound for the free
energy:
(10) E
[
1
N
log
∑
σ∈ΣN
exp βHN(σ)
]
≤ inf
0<m≤1
{
β2m
2
+
log 2
m
+
1
m
E log cosh(βmh1)
}
.
The variational principle on the right-hand side can be easily solved. Omitting the elemen-
tary considerations, one indeed recovers the limiting free energy as established in Theorem 1.
Of course, this provides an upper bound only, but the simplicity of the method is somewhat
puzzling. We are not aware of a similarly efficient method to derive matching lower bounds.
The second result of the paper addresses the fluctuations of the extremal energies.
Theorem 2. There exists c1 = c1(N,h) and c2 = c2(N,h) such that for
(11) r(N,h) := c1N − c2 logN ,
the point process (HN(σ)−r(N,h), σ ∈ ΣN ) conditioned on h converges weakly to a Poisson
process with intensity Ce−βczdz for some explicit deterministic constant C > 0 and for P-
almost all h. Moreover,
(12) c1(N,h)→ Emax c2(N,h)→ 1
2βc
P-a.s.
It follows from the theorem that the maximum of HN(σ) given h has Gumbel fluctuations
around the recentering term r(N,h). We stress that the result is quenched in the sense that
the convergence holds given the random field h (thus also when the random field is averaged).
Nevertheless, the fluctuations (perhaps surprisingly) remain independent of the realization
of the field. We remark that the theorem includes the particular case of the REM model
with deterministic field studied by Bovier & Klimovsky [2]. The proof in [2] relies on the
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precise knowledge from elementary combinatorics of the number of spin configurations with
a given magnetization. This is impossible to do in the case of yN,h because h is random.
Instead, we generalize the argument by noticing that proving a central limit theorem for
this order parameter suffices, cf. Lemma 9. Finally, we point out that a frontal attack with
the recentering term rN = EmaxN − 12βc logN as suggested by (12) will fail. This choice
only works in case of a deterministic magnetic field. In our case, the fluctuations of yN,h(σ)
are too large to ensure convergence. As it turns out, the choice of c1 must depend on the
randomness in such a way that the fluctuations are on the right scale for convergence. This
delicate point will be emphasized in the proof.
As a consequence of Theorem 2, we obtain the law of the Gibbs measure at low temperature
and the overlap distribution. For this, we denote the normalized Gibbs weight by
Gβ,N(σ) :=
eβHN (σ)
ZN(β)
The overlap between σ, σ′ ∈ ΣN is defined as RN (σ, σ′) := 1N
∑
i=1 σiσ
′
i. The form of the
overlap distribution was obtained by de Oliveira Filho, da Costa and Yokoi using the replica
method.
Theorem 3. For β > βc, the normalized Gibbs weights (Gβ,N , σ ∈ ΣN )↓ ordered in decreas-
ing order converges to a Poisson-Dirichlet variable with parameter βc/β as N →∞.
Corollary 4. The two-overlap distribution converges in law to a sum of two delta masses:
(13) EG×2β,N{RN(σ, σ′) ∈ dq} →
βc
β
δq +
(
1− βc
β
)
δ1
where q = E[tanh2 βch1].
In physics terms, one can interpret the individual σ’s with extremal energies, i.e. close to
rN , as the pure states. Their Gibbs weight is macroscopic with Poisson-Dirichlet distribu-
tions. In the course of the proof, we will show that these optimal σ’s are chosen among the
configurations with order parameters yN,h(σ) ≈ y∗(Emax). It is to be noted that the overlap
is strictly non-zero even when the random field h is centered. In that case, the pure states
exhibit a zero magnetization but the satisfaction of the random field constraint creates a
non-zero overlap between them.
Throughout the paper, the notation o(1) denotes a term that goes to 0 when N → ∞.
The uniform measure on the hypercube ΣN will be denoted by µN . The expectation of a
function f on σN with respect to µN will sometimes be denoted µN(f) for short.
2. Proof of Theorem 1
The first step to compute the free energy is to obtain the entropy of configurations at a
given energy level, cf. Proposition 6. For this purpose, the entropy for the random field
energy density yN,h(σ) is needed. Note that, by the strong law of large numbers, the typical
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value under the uniform measure is
yN,h(σ) =
1
N
N∑
i=1
hiσi → 0 P× µN -a.s.
left-hand side Moreover, by taking σi = sgn hi, it follows that yN,h(σ) ≤ E|h1| for all σ for
N large enough. It turns out that we can also control the large deviations of yN,h around
the mean under µN for P-almost all realizations of h.
Lemma 5. On a set of h of P-probability one, the variables (yN,h)N∈N on the probability
space (ΣN , µN) satisfies an LDP with rate function
(14) I(y) := sup
t∈R
{yt− ψ(t)} for y ∈ [−E|h1|,E|h1|]
where ψ(t) := E[log cosh th1]. In particular, if F : R → R is a continuous function that is
bounded above
(15) lim
N→∞
1
N
log µN
(
eNF (yN,h(σ))
)
= sup
y∈R
{F (y)− I(y)} .
Proof. The second assertion follows from the first by Varadhan’s Lemma, see e.g. [5]. For
the first, the Ga¨rtier-Ellis theorem, see also [5], guarantees a LDP for (yN,h)N∈N under µN if
lim
N→∞
1
N
log µN
(
exp tNyN,h(σ)
)→ ψ(t) for all t on a set of h of probability one .
For a given t ∈ R, this is easy since the left-hand side equals 1
N
∑N
i=1 log cosh thi, and the
convergence follows by the strong law of large numbers. To extend the convergence for all t
of on a set of h of probability one, it suffices to consider a countable dense set (tk)k’s. Since
the derivative of ψ(t) is bounded uniformly, ψ(t) can be approximated by ψ(tk) uniformly
which yields the convergence for all t. 
For E ∈ R, consider the entropy, i.e., the log-number of configurations with energy density
in a small interval around E:
(16) SN(E) :=
1
N
log#
{
σ ∈ ΣN : HN(σ) ∈ [EN,EN +
√
N ]
}
.
(The width
√
N is an educated choice to match the order of the fluctuations of HN .) This
quantity is random for finite N . Interestingly, it self-averages given h as the next proposition
shows. For the purpose of the statement, let
(17) S(E, y) := log 2− 1
2
(E − y)2 − I(y) S(E) := max
−E|h1|≤y≤E|h1|
S(E, y) ,
as well as Emax := sup{E ∈ R : S(E) > 0} and Emin := inf{E ∈ R : S(E) > 0}. By
continuity, S(Emax) = S(Emin) = 0.
Proposition 6. For E ∈ (Emin, Emax), there exists C > 0 (independent of E and h) such
that
P
(
|SN(E)− S(E)| > δ
∣∣∣h) ≤ e−CN ∀δ > 0.
where P(· |h) is the conditional probability given h.
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Proof. For convenience, define NN(E) := #
{
σ ∈ ΣN : HN(σ) ∈ [EN,EN +
√
N ]}. The
proof is split in two steps. First we show that
(18)
1
N
logE[NN(E)|h]→ S(E) P-a.s.
Since Xn is Gaussian of variance N , the left-hand side is
log 2 +
1
N
logµN
(∫
[EN,EN+
√
N ]−NyN,h(σ)
e−z
2/2N
√
2πN
dz
)
which by the change of variables u = 1√
N
(
z −N(E − yN,h(σ))
)
equals
(19) log 2 +
1
N
logµN
(
e−
N(E−yN,h(σ))2
2
∫
[0,1]
e−u
2/2e−
√
Nu(E−yN,h(σ))
√
2π
du
)
We apply Equation (15) with F (y) = − (E−y)2
2
. The integral is at most of order eO(
√
N) hence
will not contribute. This gives S(E) and proves (18).
Second, using the second moment method with conditioning, we show
(20) lim
N→∞
∣∣∣∣ NN(E)E[NN (E)|h] − 1
∣∣∣∣ = 0 in P( |h)-probability
with exponential decay, which is sufficient for our purpose. By Markov’s inequality, it suffices
to show
(21)
E[N 2N(E)|h]− E[NN (E)|h]2
E[NN(E)|h]2 → 0 , exponentially fast.
But
E[N 2N(E)|h] = E[NN(E)|h]+E[NN(E)|h]2−
∑
σ∈ΣN
P
(
XN(σ)/N ∈ [E,E+1/
√
N ]−yN,h(σ)
∣∣h)2 .
The last term is o(1)E[NN(E)|h], thus (21) holds if E[NN (E)|h] ≥ eCN for some C > 0.
But this is ensured by (18) for E ∈ (Emin, Emax). 
The following result is a Gibbs variational principle for the free energy which follows from
a standard application of Laplace’s method. The control that is needed around the extremal
energies is in the spirit of what is needed in the proof of Theorem 2.
Proposition 7. For β > 0,
lim
N→∞
1
N
log
∑
σ∈ΣN
exp βHN(σ) = max
E∈[Emin,Emax]
{
βE + S(E)
}
P-a.s.
Proof. Let fN (β) :=
1
N
log
∑
σ∈ΣN exp βHN(σ) and f(β) = maxE∈[Emin,Emax]
{
βE + S(E)
}
.
We will show that for δ > 0,
P(|fN(β)− f(β)| > δ)→ 0
exponentially fast inN which is sufficient for almost sure convergence. We show limN→∞ P(fN(β) >
f(β) + δ)→ 0. The other bound P(fN (β) < f(β)− δ) is done similarly.
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We first establish a control on the entropy of the energy levels using the previous results.
The energy levels around Emin and Emax will be treated more carefully. For ε > 0, consider
the event
Aε =
{∀σ ∈ ΣN , HN(σ) ∈ [Emin − ε, Emax + ε]} .
We note that P(Acε|h) converges to 0 exponentially fast by Markov’s inequality and (18).
Consider also for ρ > 0.
Bmaxε,ρ =
{
#{σ ∈ ΣN : HN(σ) ∈ (Emax − ε, Emax + ε)} ≤ eρN
}
and consider Bminε,ρ defined similarly with Emin. We show P(B
max
ε,ρ |h)→ 1 exponentially fast.
By Markov’s inequality,
P((Bmaxε,ρ )
c|h) ≤ e−ρNE[#{σ ∈ ΣN : HN(σ) ∈ (Emax − ε, Emax + ε)}] .
Proceeding as in (19), we obtain
1
N
log P((Bmaxε,ρ )
c|h) ≤ −ρ+log 2+ 1
N
logµN
(
e−
N(Emax−yN,h(σ))2
2
∫ ε√N
−ε√N
e−u
2/2e−
√
Nu(Emax−yN,h(σ))
√
2π
du
)
The integral term is smaller than expNε(Emax+
1
N
∑
i |hi|). We apply (15) and use the fact
that S(Emax) = 0 to get
lim
N→∞
1
N
logP((Bmaxε,ρ )
c|h) ≤ −ρ+ ε(Emax + E|h1|) P-a.s.
We now pick ρ and ε so that the right-hand side is negative.
Finally, divide the interval (Emin+ε, Emax−ε) in sub-intervals of width 1/
√
N of the form
(Ek, Ek + 1/
√
N ], where k = 1, . . .KN . Note that KN is of the order of
√
N . Consider the
event
Ck,ρ =
{
eN(S(Ek)−ρ) ≤ NN(Ek) ≤ eN(S(Ek)+ρ)
}
By Proposition 6, we get P
(⋂KN
k=1Ck,ρ|h
)
tends to 1 exponentially fast.
By the above, we can restrict the convergence of the probability of {fN(β) > f(β) + δ}
on the intersection of the events Aε, B
max
ε,ρ , B
min
ε,ρ and
⋂
k Ck,ρ. On this event we have that
∑
σ∈ΣN
exp βHN(σ) ≤
KN∑
k=1
eβN(Ek+1/
√
N)eN(S(Ek)+ρ) + eρNeβN(Emax+ε) + eρNeβNEmin .
Therefore, using the notation E0 = Emax,
1
N
log
∑
σ∈ΣN
exp βHN(σ) ≤ max
k=0,...KN
{
βEk + S(Ek)
}
+ ρ+ ε+ o(1)
The right-hand side tends to f(β) + ρ+ ε as N →∞ by continuity. Thus it suffices to pick
ρ+ ε < δ to get fN(β) ≤ f(β) + δ on the considered event.

Before finishing the proof of Theorem 1, we need some notation. For E ∈ [Emin, Emax], let
y∗ = y∗(E) be the unique maximizer in the definition of S(E)
(22) y∗(E) := argmaxy∈[−E|h1|,E|h1|]S(E) .
8 L.-P. ARGUIN AND N. KISTLER
We also consider its Legendre conjugate t∗ = t∗(E)
(23) ψ′(t∗) = E[h1 tanh t
∗h1] = y
∗ .
Note that 0 < ψ′(t) < E|h1| for all t ∈ R and that t∗ is uniquely defined since ψ is strictly
convex. Moreover, by Legendre duality,
(24) I ′(y∗) = t∗ ψ(t∗) + I(y∗) = t∗y∗ .
The maximizer is characterized by the stationary conditions
(25) 0 = −(E − y∗)− I ′(y∗)⇐⇒ E = t∗ + y∗ .
In particular, this gives the partition of energy at level E: the random field energy is y∗(E)
whereas the REM energy density is t∗(E). Since S(Emax) = 0, we get the following repre-
sentation for Emax
(26) Emax =
√
2(log 2− I(y∗(Emax))) + y∗(Emax) .
Proof of Theorem 1. We use the representation of Proposition 7. Note first that
S ′(E) =
∂
∂E
S(E, y)
∣∣∣
y=y∗(E)
+
∂
∂y
S(E, y)
∣∣∣
y=y∗(E)
=
∂
∂E
S(E, y)
∣∣∣
y=y∗(E)
= −E + y∗(E).
Therefore for a given β, maximizers E∗ = E∗(β) of maxE∈[Emin,Emax]
{
βE−S(E)} that lie in
the open interval are characterized by the equation
(27) β + S ′(E∗) = 0⇐⇒ E∗(β) = β + y∗(E∗) .
In particular, from (25), we get that the REM energy density at β is given by
(28) t∗(β) := t∗(E∗(β)) = β .
Moreover, by (28), the random field energy density is
(29) y∗(β) := y∗(E∗(β)) = E[h1 tanh βh1] .
Note that y∗(β) is an increasing function of β. In particular, (27) determines the maximizer
E∗(β) uniquely when it lies in (Emin, Emax). We conclude that whenever E∗(β) < Emax, the
free energy is given by
(30) f(β) = β(β + y∗(β)) + log 2− β
2
2
− I(y∗(β)) = β
2
2
+ log 2 + E[log cosh βh1]
where we used the duality relation (24). For E∗(β) = Emax, since S(Emax) = 0, we simply
have f(β) = βEmax. It remains to characterize βc. By (25), we must have
(31) Emax = y
∗(Emax) + βc .
Since S(Emax) = 0 and S(Emax) = log 2−β2c/2−I(y∗(Emax)), we get βc =
√
2(log 2− I(y∗(βc)).
Equation (3) follows from the duality relation (24). 
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3. Proof of Theorem 2
A finer control of the fluctuations of the order parameters around their typical values at
finite N is needed to prove the theorem on the extremal process.
Let ψN (t) :=
1
N
log µN(e
tNyN,h(σ)) and IN(l) =: maxt∈R{tl−ψN (t)} the Legendre transform
of ψN . We have dropped the dependence on h in the notation for simplicity. It is easily
checked that ψN (t) is differentiable and strictly convex for all t, hence so is IN . Moreover,
(32) ψ′N (t) =
1
N
N∑
i=1
hi tanh thi ψ
′′
N(t) =
1
N
N∑
i=1
h2i
cosh2 thi
.
Note that ψ′N (t)→ ψ′(t) and ψ′′N (t)→ ψ′′(t) P-a.s. for all t ∈ R.
For a given E ∈ R, consider
(33) SN(E) := max−E|h1|≤y≤E|h1|
{
log 2− 1
2
(
E − y)2 − IN(y)
}
which is roughly the log-number of configurations with energy density E at finite N . Define
(34) c1(N,h) := sup
E∈R
{
E ∈ R : SN(E) > 0
}
.
Note that c1(N,h) must exist and is unique. Define y
∗
N to be the unique maximizer of
SN(c1(N,h)). Write t
∗
N for its conjugate that is
(35) ψ′n(t
∗
N) = y
∗
N IN(y
∗
N) = y
∗
N t
∗
N − ψN (t∗N) .
Since y∗N is the unique maximizer it must satisfy the stationary condition:
(36) (c1(N,h)− y∗N)− I ′N (y∗N) = 0 =⇒ c1(N,h) = y∗N + t∗N .
Moreover, from the definition of SN , we have
(37) c1(N,h) =
√
2(log 2− IN(y∗N)) + y∗N .
Finally, define c2(N,h) as
(38) c2(N,h) :=
1
2(c1(N,h)− y∗N)
.
The next lemma establishes the convergence of c1(N,h) and of c2(N,h) to deterministic
limits. The first assertions are standard LDP results and are included for completeness.
Lemma 8. For every y ∈ (−E|h1|,E|h1|), we have
lim
N→∞
IN(y) = I(y) P-a.s.
where I is defined in (14). Moreover,
lim
N→∞
y∗N = y
∗ lim
N→∞
t∗N = t
∗
P-a.s.
where y∗ and t∗ are defined in (29) and (28); and
lim
N→∞
c1(N,h) = Emax lim
N→∞
c2(N,h) =
1
2βc
P-a.s.
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Proof. Let y ∈ (−E|h1|,E|h1|). By definition, we have
IN(y) = tNy − ψN (tN)
where tN is such that ψ
′
N (tN) = y. (Note that such a tN exists for N large enough since
limt→±∞ ψ′N(t) =
±1
N
∑N
i=1 |hi|. ) For IN (y) → I(y), we prove that tN → t and ψN(tN ) →
ψ(t) where ψ′(t) = y. The second convergence follows from the first.
For tN → t, we show that every converging subsequence has the same limit. First note
that if (tNk)k is a subsequence converging to t˜, we must have by convexity that ψ
′(t˜) = y
since ψN (t) → ψ(t) and ψ(t) is differentiable everywhere. In particular, the limit must
be unique since ψ is strictly convex and we must have t˜ = t. It remains to show that
lim supN→∞ tN < ∞ and lim infN→∞ tN > −∞. We show the former, the latter being
similar. Suppose there exists (tNk)k such that tNk → +∞. We have for any s < tNk
ψ′Nk(tNk) = ψ
′
Nk
(s) + (tNk − s)ψ′′(t¯Nk) > ψ′Nk(s)
where s ≤ t¯Nk ≤ tNk , and since ψ′′ > 0. But lims→+∞ limk→∞ ψ′Nk(s) = E|h1|. This is a
contradiction since ψ′Nk(tNk) = y for all k by definition. This proves IN(y) → I(y) for all
y ∈ (−E|h1|,E|h1|).
Observe that
(39) if y∗N → y∗ then IN (y∗N)→ I(y∗).
Indeed,
IN(y
∗
N) = IN(y
∗) + (y∗N − y∗)I ′N(y¯∗N) ,
where y¯∗N is between y
∗
N and y
∗. Since I is convex and differentiable on [−E|h1|,E[|h1|], we
must have I ′N (y¯
∗
N) → I ′(y∗). Equation (39) then follows from the convergence of IN (y∗)
proved before. We now prove y∗N → y∗. By definition, the sequence (y∗N)N is in the com-
pact interval [−E|h1|,E|h1|]. Let (y∗Nk)k be a converging subsequence and y˜∗ its limit. By
definition, the following relation must be satisfied for all k
0 = log 2− 1
2
(c1(Nk)− y∗Nk)2 − INk(y∗Nk)
In the limit k →∞, we recover the relation (25), which defines y∗ uniquely. The convergence
t∗N → t∗ is done exactly as the convergence of tN in the first part of the proof and we omit
the details.
The convergence c1(N,h) → Emax follows directly from (37) and (39). The convergence
of c2(N,h) is direct from the one of c1(N,h). 
Proof of Theorem 2. For conciseness, we will omit the dependence on h throughout the proof
and write yN,h(σ) = yN(σ), c1(N,h) = c1, c2(N,h) = c2 for conciseness. For a continuous
function of compact support φ : R→ [0,∞), we show
(40) E
[
exp(−
∑
σ∈ΣN
φ(HN(σ)− r(N,h))
∣∣∣h
]
→ exp
(
−
∫
R
(1− e−φ(z))Ce−βczdz
)
P-a.s.
Since the XN(σ)’s are independent Gaussians of variance N , the left-hand side is equal to
(41)
∏
σ∈ΣN
(
1−
∫
R
(1− e−φ(z)) exp
(−1
2N
(z + rN −NyN(σ))2
)
√
2πN
dz
)
.
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We develop the square:
(42)
1
2N
(
z + c1N − c2 logN −NyN,h(σ)
)2
=
N
2
(
c1 − yN,h(σ)
)2
+
(− c1c2 + c2yN,h(σ)) logN + (c1 − yN,h(σ))z + o(1) .
Therefore
(43)
exp
(−1
2
(y + rN −NyN,h(σ))2
)
= (1 + o(1)) e−
N
2
(
c1−yN (σ)
)2
e−(c1−yN (σ))z N c1c2−c2yN (σ) .
Putting this back in the integral of (41) gives for each σ
(1 + o(1))
1√
2π
∫
(1− e−φ(z))

 e−N2
(
c1−yN (σ)
)2
N−c1c2+c2yN (σ)+1/2
e−(c1−yN (σ))z

 dz .
To prove (40), it remains to show that for every z ∈ R,
(44)
e−c1z√
2π
∑
σ∈ΣN
e−
N
2
(
c1−yN (σ)
)2
N−c1c2+c2yN (σ)+1/2
e−yN (σ))z → Ce−βcz .
This is reminiscent of (19). However, the sum has to be control at the finer scales of the
central limit theorem as opposed to large deviations. The sum (44) is
(45) µN

exp
(
N
{
log 2− 1
2
(
c1 − yN(σ)
)2})
N−c1c2+c2yN (σ)+1/2
eyN (σ)z


For an arbitrary y, we take yN(σ) =
(
yN(σ)− y
)
+ y to write the integrand as
(46)
expN
({
log 2− 1
2
(
c1 − y
)2}− 1
2
(yN(σ)− y)2 + (c1 − yN(σ))(yN(σ)− y)
)
N−c1c2+c2y+1/2N c2(yN (σ)−y)
e
(
y+(yN (σ)−y)
)
z
We introduce IN (y) in the exponential and take y = y
∗
N which is the value of y for which
the exponential term is maximal. (We stress that choosing y = y∗ would not yield the
convergence. Optimization at every finite N is necessary.) Moreover, by the choice of c1 in
(34), we have that this maximum is SN (c1) = 0. Finally, by the choice of c2 in (38), the first
term in the denominator vanishes leaving:
(47) exp
{
N
(−1
2
(yN(σ)− y∗N)2 + t∗N(yN(σ)− y∗N) + t∗Ny∗N − ψ(t∗N)
)}
e(yN (σ)−y
∗
N )zey
∗
Nz
N c2(yN (σ)−y
∗
N )
where we have used the stationary condition (36) and the fact that IN(y
∗
N) = t
∗
Ny
∗
N−ψN (t∗N).
Consider the tilted measure on ΣN :
(48) µ˜N(dσ) =
etNyN (σ)
µN(etNyN (σ))
µN(dσ) .
Taking µ˜N for t = t
∗
N , we have under this measure
µ˜N(yN(σ)) = ψ
′
N (t
∗
N) = y
∗
N Varµ˜N (yN(σ)) = Nψ
′′
N (t
∗
N ) .
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Thus, with the notation y¯N(σ) :=
√
N(yN(σ)− y∗N), the expectation of (47) under µN is
(49) ey
∗
Nz µ˜N

e−12 y¯2N (σ) e
y¯N (σ)√
N
z
N
c2
y¯N (σ)√
N


It remains to prove a central limit theorem for yN(σ). By construction
µ˜N(y¯N) = 0 Varµ˜N (y¯N) = ψ
′′(t∗N) .
Lemma 9. For h on a set of P-probability one, the random variables (y¯N,h(σ))N∈N on the
probability space (ΣN , µ˜N) with t = t
∗
N converges in law to a Gaussian variable of mean 0
and variance ψ′′(βc).
Proof. Since the random variables (y¯N)N∈N are IID under µ˜N , the result follows from the
Lindeberg-Feller CLT theorem (see e.g. Theorem 3.4.5 in [4]) if Varµ˜N (y¯N) = ψ
′′(t∗N ) con-
verges to ψ′′(βc). But the convergence holds by continuity of ψ′′ and the convergence of
t∗N → t∗ = βc in Lemma 8. 
Clearly, y 7→ e−y2/2 is a bounded continuous function. Hence, by Lemma 9,
µN
(
e
−1
2
y¯2N (σ)
)
→
∫
R
e
−1
2
y2 e
−y2
2ψ′′(βc)√
2πψ′′(βc)
dy =
1√
1 + ψ′′(βc)
.
The fraction term in (49) goes to 1 by Lemma 9. Putting all this together in (45) gives
(50)
1√
2π
∑
σ∈ΣN
e−
N
2
(
c1−yN (σ)
)2
N−c1c2+c2yN (σ)+1/2
e−(c1−yN (σ))z → e
−βcz√
2π(1 + ψ′′(βc))
where we used Lemma 8 to get the convergence of c1 to Emax. 
4. The Gibbs measure and the overlap distribution
We recall that a point process ξ = (ξi, i ∈ N) with ξ1 > ξ2 > · · · > 0 with
∑
i ξ1 = 1 is a
Poisson-Dirichlet variable with parameter 0 < βc/β < 1 if it has the same law as
(51)
(
exp βηi∑
j exp βηj
, i ∈ N
)
↓
where η is a Poisson process with intensity Ce−βcydy on (0,∞). Therefore, in view of
Theorem 2, the proof of Theorem 3 is reduced to show that the normalization of the weights
is a continuous procedure under the weak convergence. Similar arguments have been used
in Chapter 1 of [10] and in [3] for other REM-related models.
Proof of Theorem 3. Throughout the proof, we will often drop the dependence on h for
simplicity. Convergence of the point process in Theorem 2 is limited to test-functions with
compact support. We thus have to limit the normalization of the weights to a compact set.
For δ > 0, we consider the truncated partition function
ZδN(β) :=
∑
σ∈ΣN
exp βHN(σ)1{σ:HN (σ)−rN∈[−δ,δ]}
REM IN A RANDOM MAGNETIC FIELD 13
and the corresponding truncated Gibbs weights
(52) Gδβ,N(σ) :=
{
expβHN (σ)
ZδN (β)
if HN(σ)− rN ∈ [−δ, δ]
0 otherwise.
The analogous truncation can be done for ξ
ξδi =
{
expβηi∑
j exp βηj1{ηj∈[−δ,δ]}
if ηi ∈ [−δ, δ]
0 otherwise.
Let f be a continuous function on the compact space of mass partitions S = {p =
(pi, i ∈ N) : 1 ≥ p1 ≥ p2 ≥ · · · ≥ 0,
∑
i pi ≤ 1} equipped with the metric d(p,p′) :=∑
n≥1 2
−n|pn − p′n|. We will show that for Gβ,N := (Gβ,N(σ), σ ∈ ΣN)↓ and ξ the above
Poisson-Dirichlet variable, we have∣∣∣E[f(Gβ,N)]− E[f(ξ)]∣∣∣→ 0 as N →∞.
For the truncated weights Gδβ,N := (Gβ,N(σ), σ ∈ ΣN)↓ and ξδ = (ξδi , i ∈ N)↓, we have
(53)∣∣∣E[f(Gβ,N)]−E[f(ξ)]∣∣∣ ≤ ∣∣∣E[f(Gβ,N)]−E[f(Gδβ,N)]∣∣∣+∣∣∣E[f(Gδβ,N)]−E[f(ξδ)]∣∣∣+∣∣∣E[f(ξδ)]−E[f(ξ)]∣∣∣ .
The second term converges to 0 by Theorem 2 for a fixed δ. The first and third terms are
handled similarly. We detailed the proof for the first term. Since f is continuous, it suffices
to show that, with large probability, d(Gδβ,N , Gβ,N) is small uniformly in N for a large but
fixed δ. Elementary manipulations give
d(Gδβ,N , Gβ,N) ≤
∑
σ
|Gδβ,N(σ)−Gβ,N(σ)| ≤ 2
Z − ZN(β)
ZN(β)
.
It remains to show that we can pick δ such that for every ε > 0
P
(∣∣∣∣ZN(β)− ZδN(β)ZN(β)
∣∣∣∣ > ε
)
< ε , uniformly in N .
We note that we can pick ε′ > 0 small enough such that P(ZN(β) ≤ ε′) < ǫ. This is because
P(ZN(β) ≤ ε′) ≤ P(#{σ : HN(σ)−rN ≤ 1β log ε′} = 0). By Theorem 2, the latter probability
can be made smaller than ε uniformly in N . The same way, we can choose δ large enough
such that P(maxσHN(σ) − rN > δ) < ε. Putting all this together, it remains to estimate
P(ZN(β) − ZδN(β) > εε′,maxσHN(σ) − rN ≤ δ). Since there is no point above δ on this
event, this is bounded above by the Markov’s inequality
∑
σ∈ΣN
∫ −δ
−∞
eβx P(HN(σ)− rN ∈ dx) .
By Theorem 2, this converges to
∫ −δ
−∞ e
βzCe−βczdz. This can be made arbitrarily small by
taking δ large because β > βc. This concludes the proof of the theorem. 
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Proof of Corollary 4. The function on the space S of mass partitions defined by p 7→∑i p2i
is continuous under the metric. Therefore, it follows from Theorem 3 that
EG×2β,N{RN (σ, σ′) = 1} = E
[∑
σ∈Σn
(
Gβ,N(σ)
)2]→ E
[∑
i
ξ2
]
= 1− βc
β
where ξ is Poisson-Dirichlet with parameter βc/β. The last equality is a standard computa-
tion, see for example [9].
It remains to show that two distinct σ and σ′ with extremal energies must have overlap
q. Consider for ε > 0 the subset Iε := [0, q − ε] ∪ [q + ε, 1). Let δ > 0. We will prove that
(54) E[#{(σ, σ′) : HN(σ), HN(σ′) ∈ [−δ+rN , δ+rN ] and RN(σ, σ′) ∈ Iε}]→ 0 as N →∞.
Recall the truncation introduced in (52). Note that EGδ ×2β,N {RN(σ, σ′) ∈ Iε} is smaller than
the left-hand side of (54). The same approximation as in (53) will then yield the result
EG×2β,N{RN(σ, σ′) ∈ Iε} → 0 .
The same manipulations done from (42) to (49) to re-express the Gaussian densities can be
applied verbatim to the right-hand side of (54) and yield
1
2π
∫
[−δ,δ]×2
e−βc(z+z
′)µ˜N × µ˜N

e− 12 (y¯2N (σ)+y¯2N (σ′)) e
y¯N (σ)+y¯N (σ
′)√
N
z
N
c2
y¯N (σ)+y¯N (σ
′)√
N
1{RN (σ,σ′)∈Iε}

 dz dz′
Therefore, convergence to zero would follow if we prove a weak law of large number for
RN(σ, σ
′) with mean q under µ˜N × µ˜N . This is straightforward from the fact that the
variables (σiσ
′
i, i ≤ N) are independent under µ˜N × µ˜N with mean
µ˜N × µ˜N(σiσ′i) = µ˜N(σi)2 =
(
1
t∗N
∂hiψN (t
∗
N)
)2
= tanh2 t∗Nhi .
The second equality follows from (48) and the third is similar to (32). This implies that
µ˜N × µ˜N(RN(σ, σ′)) converges to E[tanh2 βch1] by Lemma 8.

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