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For Polish groups acting on Polish spaces, E. Effros gave a condition under 
which 14 properties of the orbits or the orbit space of an anti-ergodic character are 
equivalent. He also raised the question of extending these results to Polish 
groupoids, and this paper gives an affirmative answer to that question. The paper 
also includes results about totally disconnected quotient spaces and an application 
to indecomposable continua. i‘ 1990 Academic Press, Inc. 
INTRODUCTION 
In working with Bore1 spaces, it is useful to know that a quotient space 
of a standard Bore1 space will be analytic if it is even countably separated 
[ 131. This is accompanied by the existence of measurable selections and 
other convenient tools. Other dichotomies between convenient smoothness 
and “pathological” behavior can be found by considering topological 
properties [9]. The list was extended even further in [4]. 
In [6] E. Effros stated as Problem 2 the problem of extending to Polish 
groupoids the equivalence of 14 conditions describing “smooth” behavior 
of orbits and quotient spaces for actions of Polish groups on Polish spaces 
[4, 51. This paper presents a solution to that problem. Many of the proofs 
Effros used work in general, but some must be changed. This paper also 
includes a variation on a selection lemma due to J. Dixmier and some 
applications of the main results. 
Effros motivated his results by reference to classification problems, such 
as unitary equivalence classes of unitary representations of groups or of 
representations of C*-algebras. A classification problem can be thought 
* Work on this paper was partially supported by the National Science Foundation, and 
some of it was done while the author was visiting at the Mathematical Sciences Research 
Institute, Berkeley, supported by a University of Colorado Faculty Fellowship. 
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of as a problem of finding a set of representatives of the equivalence 
classes. Ordinarily a satisfactory solution to a classification problem should 
provide a well-behaved set of representatives, i.e., a Bore1 set or better. 
Existence theorems for sets of this type are often called selection theorems, 
and these have uses other than for classification. In analysis there are many 
contructions that are made on quotient spaces, that require the choice of 
a point in the inverse image of a point in order to do the construction. If 
the result is required to depend in a Bore1 manner on the point in the 
quotient, a Bore1 selection is needed. 
For the case of the orbits of the action of a locally compact group on a 
locally compact space, Glimm [9] proved the equivalence of nine kinds of 
good behaviour, and Effros [4, 51 extended the list to a total of 14 and 
showed that they are equivalent for many actions of Polish groups on 
Polish spaces. The second of these papers simplified the technical 
hypothesis needed for the theorem. Here we show that the theorem is 
also true for Polish groupoids, under the same technical hypothesis, thus 
including more equivalence relations. Indeed, every equivalence relation is 
itself a groupoid, so the study of equivalence relations is included in the 
study of groupoids. Foliated spaces give examples not covered by the result 
about transformation groups. Laminations on surfaces are included in this. 
Another example is that of the holonomy groupoid, or graph, of a foliation 
of a manifold. 
In Section 1 we present the basic facts about groupoids that will be 
needed. In Section 2 we state the theorem in question and discuss the 
conditions under which the various implications can be proved. Many of 
the proofs for the groupoid case are exactly the same as for transformation 
groups. Indeed, some of the implications and the proofs from [4, 51 are 
valid for arbitrary quotient spaces, some hold if the quotient map is open, 
and only a few need any new argument at all. We give some of the easy 
proofs that are different in Section 2 and save the two longer proofs for 
Sections 3 and 4. These implications are (3) * (1) and (9)* (4) in 
Theorem 2.1. The first of these says that if all the orbits are G, sets, then 
the orbit of x is homeomorphic to the quotient, of the fiber of all elements 
(“arrows”) starting at x, by the stabilizer of x, while the second says that 
there is a non-trivial ergodic measure if the orbit space is not r,. The proof 
of the former is based on ideas used in a proof of this result for locally 
compact groupoids that is due to Jean Renault. Section 5 contains a proof 
of a variation on a selection lemma known as Dixmier’s lemma, and 
Section 6 gives an application to indecomposable continua. 
The author received valuable assistance from E. G. Effros, particularly 
with Section 3, and from the referee, and he thanks them both. 
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1. BACKGROUND MATERIAL ON GROUPOIDS AND QUOTIENT SPACES 
Although equivalence relations are groupoids, we want to take a view- 
point that relates groupoids more closely to transformation groups. For the 
convenience of the reader and to establish notation, we include some 
definitions that can be found in several places, e.g., [2, 10, 14, 17, 181. To 
define the term groupoid we begin with two sets, G and X, and two 
mappings, r, s of G onto X, thinking of an element y of G as mapping the 
element s(y) of X to the element r(y) of X. These are called the source and 
range of y, respectively. Sometimes 1’: x -+y is written to indicate that 
s(y) = x and r(y) =y. We assume that there is a product J$, defined exactly 
when s(y) = r(f). This is called multiplication or composition. We assume 
that if s(y) = r(y’) and $7’) = r(y”) then ~(~‘~“) = (~$)r”, i.e., the operation 
is associative. We assume that for each I E X there is an element i, in G 
such that s(i,) = r(i,) =x, if ~(11) = .Y then yi, = 7 and if r(y) = x then i,y = 7. 
Such an element of G is called an identity or unit, and the mapping of X 
to units of G is bijective because of the multiplicative properties. The 
elements of X are called objects, and it is common to identify objects with 
the corresponding units. Then for .r E X, any element of sP ‘(x) can be 
multiplied on the right by any element of r-‘(x). Finally, we assume that 
for each y E G there is a 7’ E G such that (77’)~ = >j(?;‘y) = 7. This element is 
unique and denoted 7-I. If X is identified with a subset of G, we have 
~-‘~=.s(~) and ~1/‘-‘=r(y). Notice that r(yP’)=s(y). To emphasize the 
connection with transformation groups, we refer to G as a groupoid on X. 
We may write G”’ for the units of G when X has not been specified, and 
G’*’ for { (7, 7’) E G x G: s(v) = r(f)}, since these generalize 0th and second 
Cartesian powers for groups. 
One common way to construct a groupoid is from a transformation 
group: if H acts on X, let G = H x X, define s(h, x)=x, r(h, x) = hx, 
(h’, hx)(h, ?c) = (h’h, x), i, = (1, s). The inverse of (h, x) is (h-l, kx). 
Any equivalence relation R on a set X is a groupoid if we define 
s(x, I,) =I’, r(x, 4’) =x, and (.u, y)(: Z) = (x, z). Take i, = (x, x), and note 
that the inverse of (x, J) is just (J; x). The symmetry of an equivalence 
relation means that inverses exist and transitivity means that multiplication 
can be defined, while the existence of identities follows from reflexivity. 
Conversely, the properties of a groupoid imply that the set {(r(y), s(y)): 
y E G} is an equivalence relation. 
Cartesian products of groupoids are groupoids, and there are two opera- 
tions that make sense for groupoids but not for most algebraic structures. 
The first is disjoint union. In particular, a disjoint union of groups is a 
groupoid. The second is restriction or reduction: if G is a groupoid on X 
and Y is a subset of X, then GI Y= (7~ G: r(y) and s(y) are in Y} is a 
groupoid on Y. 
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Although two elements of G cannot always be multiplied, it is convenient 
to define the product of two subsets of G, A, and B, in all cases, allowing 
it to be Qr if necessary: AB = {yy’: 1’ E A, y’ E B, and s(y) = r(v’)). If this is 
applied to single elements, we have Ax = {y E A: s(y) =x} for any subset A 
and any XEX, so Gx=~~‘(.u), and yAx= {y~A:s(y)=x and r(y)=y}. 
We also introduce notation for the application of a collection of elements 
of G to a subset of X if AsG and TsX, we write ACT] for r(AT) and 
[r] A for s(7’A). In particular, we use the notation [x] for the set G[ {x}] 
whenever XE~ the set [x] is called the orbit of X. Notice that 
ACT]= [T]A-‘, and that if BsG also, then (AB)[T]=A[B[T]]. 
Next we approach the definition of topological groupoid. It is clear that 
we want r, s, multiplication and inversion to be continuous. It may be less 
obvious, but it is also desirable ro require that r (or s) be open. This 
amounts to a kind of continuity of definability of the product. If s(y) = r(f) 
and V is a neighborhood of 11’ then y has a neighborhood U such that every 
element of U can be multiplied on the right by some element of V. It 
follows that the product of two open sets is open. Indeed, suppose that A 
and B are open in G. If AB is not empty, choose 1’ E A and 6 E B so that 
yS is defined. If this product is denoted by II, then ~6~’ is defined. By open- 
ness of r and s and continuity of the groupoid operations, there exist open 
sets V containing q and W containing 6: Ws B, every element of V can be 
multiplied by some element of W- ‘; and VW-’ c A. By choosing W small 
enough we can make r(W) E s(A). Then Vc A WE AB. 
We point out that this can fail if r is not open. For example, let X be the 
unit interval, and let G be [0, i] x Z, u [f, l] x (0). This is a topologized 
disjoint union of groups. The set [0, i] x { 1 > is open and its square is 
[0, 41 x (0 f which is not open. 
Let G be a topological groupoid and let A be an open set containing a 
unit x. If B= A n G(O), then C = BAB is open and contains x and has the 
property that r(C) u s(C) c C; so in choosing small neighborhoods of units 
we may always suppose that they have this property. This property is not 
relevant for groups, but we use it in groupoids to avoid confusion in some 
computations. 
In a topological group, every neighborhood of the identity contains the 
square of a neighborhood of the identity. This can be interpreted two ways 
in groupoids. It is clear from continuity of multiplication that every 
neighborhood of an individual unit contains the square of a neighborhood 
of that same unit, so the first interpretation is true. It is less clear that every 
open set that contains the set of units also contains the square of such a 
set. We will prove that this holds for paracompact groupoids, and thus for 
metrizable ones. In particular, this covers the case of locally compact 
groupoids that are second countable. 
Suppose that G is a paracompact opological groupoid and U is an open 
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set containing the set of units, G (O’ We want to prove that there is an open . 
set V containing G(O) such that V’ c U, and we may as well arrange for k’ 
to be symmetric. Let m denote the multiplication map from G”’ to G, and 
introduce a self-homeomorphism of G x G, 0, defined by a(~,, 1t2) = 
(II;‘, yz). Observe that e(G”‘) is a closed set, equal to {(y,, y2): r(y,) = 
r(y,)}, and contains the diagonal, A. The set a(m-‘(U)) is open in a(G”) 
so there is an open set U’ G G x G whose intersection with o(G”‘) is 
a(m ~ ‘( U)). Thus CT’ is an open set containing A, and by [ 11, p. 1571 there 
is an open set W? A such that Wo Ws U’, where the composition is that 
of relations. By the nature of the product topology, each unit x has a 
symmetric open neighborhood, V.,, in G such that r( V,) u s( V,) c V, and 
V, x V, c W. Now set V’= U ( V,: x E G”‘)-, obtaining a symmetric open 
set that contains G”‘. To prove that V” s U, first suppose that 
(yr,~~)~(Vx V)nG”’ so that o(~l,,l~~)~a(G’“)n(Vx V). Then 
s(v,) =r(y2) and there exist units x and j’ such that 7, E V, and 7:~ V,.. 
Thus S(Y,)E V.,C-I VT, so (y;‘, s(l),)) and (s(y,), yz) are in W and hence 
(y;‘, y2)e Li’nr~(G’~‘). Th is implies that 7,~~ E CT, as desired. 
For standard examples, it is easy to verify that r and s are open. For 
topological transformation groups we just use the product topology on 
H x X, so s is open. If X is a foliated space and R is the relation of lying 
on the same leaf, it is not difficult to use foliation charts to show that s is 
open, even though R is not an open set in Xx X. Another important exam- 
ple is that of the holonomy groupoid of a foliation. Although it is not 
always Hausdorff, every point has a Euclidean neighborhood [21] and it 
can be proved that s is open. For purposes of simplified exposition, we will 
always assume we are working with Polish groupoids, leaving it to the 
reader to supply the extra words needed to adapt the proofs to locally 
Polish groupoids. The point is that the work can be done in Hausdorff 
open sets and we have omitted the verification that this is so. 
For a quotient of a topological space, we always take the quotient topol- 
ogy, consisting of the sets whose inverse images in the original space are 
open. The quotient Bore1 structure is also defined to be the collection of 
sets whose inverse images in the original space are Bore1 sets. The quotient 
Bore1 structure need not be generated by the quotient topology, as can be 
seen from Theorem 2.1. Rather than summarize the theory of standard 
Bore1 spaces here, we refer to [4, 131. 
2. THE THEOREM AND THE STRUCTURE OF ITS PROOF 
For Polish groupoids, the theorem must be stated a little differently, but 
the main difference is due to the fact that there is no way to factor the 
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groupoid mto a space and a group. It is somewhat analogous to the 
situation in relativity, where space and time cannot be separated. 
Concerning the F, condition in this theorem, we remark that it is clearly 
satisfied if G arises from the action of a locally compact group on a locally 
compact space and it is easy to prove if G is the equivalence relation of a 
foliation. It has been verified in other cases of interest in the theory of 
C*-algebras [6]. Necessary terminology on topology and Bore1 spaces can 
be found in [4]. 
THEOREM 2.1. Let G be a Polish groupoid on the space X, let R be the 
equivalence relation induced by G on X, let Y be the orbit space X/G and let 
rt be the quotient mapping from X to Y. Then the following four conditions 
are equivalent: 
(1) For each x E X, the map of G,U/G,, the quotient of the fiber of 
elements with source x by1 the stabilizer of x, to the orbit [x] is a 
homeomorphism. 
(2) If XE X and U is an open set in X, the set U A [x] is not meager 
in itself: 
(3) Each orbit is a G6 in X. 
(4) Y is a T,, space. 
If in addition, the relation R on X induced by G is an F, subset of X x X, 
these conditions are equivalent to each of the following: 
(5) Each orbit is locally closed. 
(6) The quotient topology on Y generates the quotient Bore1 structure. 
(7) The quotient Bore1 structure on Y is countably separated, 
(8) Y has no non-trivial atomic measures. 
(9) X has no non-trivial ergodic measures. 
(10) Y is almost Hausdorff 
(1 I ) Y is standard as a Bore1 space. 
( 12) The quotient map 7~: X + Y has a Bore1 transversal. 
(13) The quotient map 7~: X -+ Y has a Bore1 section. 
(14) The equivalence relation R is a G6 in Xx X. 
There are several ways the proof could be organized, but the choice of 
implications to prove made by Effros seems efficient and will be followed 
here. 
First we point out that implications (3) = (1) and (9) =z- (4) are the ones 
that require the most new work. Another that may need a slightly new 
proof is (14) + (lo), and the rest can be proved the same way as in [4 or 
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51. A few proofs in [S] are different from those in [4] because the condi- 
tion that the equivalence relation be an F, was new in the second paper, 
replacing both conditions (C) and (D) of [4]. We want to indicate next 
what hypotheses are needed for the implications we prove or mention. 
General Quotient Spaces. (12)*(11)=-(7)*(8)*(9), (12)*(13)= 
(7) (5) * (3) * (2) = (4). Some of these apply only to Polish spaces and 
some make sense for Bore1 spaces, but none require any extra hypothesis, 
and we say no more about their proofs. 
Open Quotient Map. (4)*(3), (4)*(14), (4)=~(6)*(7), (10)=(12), 
which only make sense for Polish spaces. 
Polish Groupoid (Even without r open). ( 1) * (2). 
Polish Groupoid. (6)*(4), (7)*(12), (3)*(l). 
Polish Groupoid and the Equivalence Relation is an F,. (9) = (4), 
(14)* (lo), (Z)*(5). 
Remarks on Proofs. Many of these are the same as those given by 
Effros. We will give references for most, but repeat some of the shortest 
ones. 
The proofs that hold for general quotient spaces are no different here, 
using only general Bore1 space theory [13]. If rc is open then it maps a 
countable basis for the topology of X to a countable basis for the topology 
of Y. Then the proof that (4) =S (3) given on page 41 of [4] is valid. Also, 
if (4) holds then the quotient topology generates a countably separated 
Bore1 structure and by the proof of Theorem 5.1 of [ 131 condition (6) 
must hold. Likewise, (6) =S (7) is clear. The proof that (10) * ( 12) still 
follows from a lemma of Dixmier as on page 49 of [4], and the proof that 
(4) * (14) goes as it is given in [S]. 
Now suppose that G is a groupoid with a Polish topology satisfying all 
the conditions to be a Polish groupoid except that the range map r may 
not be open. Then for each object x the set Gx is Polish and the stabilizer 
G, is a Polish group that acts on Gx on the right. The orbits for this action 
are sets of the form JOG n Gx so they are closed. Also, r, the quotient map- 
ping for this group action, is open from Gx to the quotient space. By the 
same lemma of Dixmier as referred to above, it follows that the image of 
an open set is a Bore1 set. In particular, [x] is a Bore1 set in X. This plays 
a role in the proof that (6) =S (4). Furthermore, it follows that a non-empty 
open set in the quotient space Gx/G, is not meager in itself because that 
is true in Gx. Thus (1) +- (2) even if r is not open, because the quotient 
map on Gx is an open map. 
Now we assume that r is open. For (6) * (4) the basic fact is that points 
are Borel, so unless Y is r, the quotient topology cannot generate the 
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quotient Bore1 structure. The proof that (7)* (12) is not needed for 
Theorem 2.1, but it can be done exactly as Burgess does it for Polish 
groups acting on Polish spaces [ 11. The main fact involved is that the 
saturation of an open set is open. This is needed for the proof of a result 
of Vaught [20] that Burgess uses. 
Proof that (14) 3 ( 10). Since the hypotheses are inherited by reductions 
of G to closed invariant sets, it sufftces to show that there is a non-empty 
open Hausdorff set in the quotient space Y. Since R is assumed to be a G6 
in Xx X, it is Polish in the relative topology. Since R is an F, in Xx X, 
there is a subset S of R that is closed in Xx X and has interior points 
relative to R. Let (y, x) be such a point and choose open sets V and U in 
X such that (y,x)~(VxU)nR&s. Set W=&‘(VxU), obtaining an 
open set in G whose image under 8 is (V x U) n R. Since 71 is open, it now 
suffices to show that R) U is a closed subset of U x U so that U/( RI U) is 
Hausdorff. Suppose that a sequence (ykr xk) in R 1 U converges to a point 
( y’, x’) of U x U. Then we may choose 6 E W such that ~(6 )= y’, and may 
also suppose that there is a sequence 6,, d2, d3, . . . in W converging to 6 
such that ~(6,) =yk for all k. Then the sequence with terms (r(6,), xk) is 
contained in R n (V x U) and converges to (r(6), x’). Since S is closed in 
Xx X, it follows that (y’, x’) E R, as needed. 
3. WHEN ORBITS ARE G6 SETS 
This section presents a proof that (3) = (1). The idea of the proof was 
suggested by a proof of this same fact for locally compact groupoids by 
J. Renault that appeared in [15]. We replace the use of local compactness 
by a result about meager (first category) sets and quotient maps. This 
version of the proof is due to E. Effros, who saw how to work with the 
fibers Gx themselves: if we write X for G”‘, the original proof worked 
mainly with the equivalence relation R c Xx X. 
THEOREM 3.1. Let G be a Polish groupoid for which each orbit is a G6 
set. Then for each x E G (O’, the orbit [x] is homeomorphic to the quotient of 
Gx = s-‘(x) by the stability group G,, via the natural map. 
First we remark that G 1 [x] is a G6 in G if [Ix] is a Gd in X, and that 
a reduction to an invariant set always inherits the openness of the 
mappings r and s from G. Thus we may as well assume that G is transitive. 
Thus the theorem can be restated as follows: 
THEOREM 3.2. Let G be a transitive Polish groupoid on X. If A is an open 
set in G and x E X, then A [x] is open. 
580’94,sIO 
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The proof will use a Baire category version of a characterization of sets 
of measure zero in product spaces, or more precisely a characterization of 
sets of measure zero for measures obtained by integrating a family of 
measures, on level sets of a quotient mapping, relative to a measure on the 
quotient space. The Baire category version is due to Kuratowski and 
Ulam, and a proof for the product case can be found in [ 16, Chap. 15; 12, 
p. 2221. 
LEMMA 3.3. Let Z and W be Polish spaces and let p be a continuous open 
map of Z onto W. Let A be a Bore1 set in Z. Then A is meager (Jrst 
category) lff the set {w E W: A n p-‘(w) is not meager} is meager in W. 
The main part of the proof of Theorem 3.2 is this: 
LEMMA 3.4. If G is a transitive Polish groupoid and A s G is open then 
for x E A n X the set A[x] has interior points. 
Proof: Let X0 = A n X and let G, = G 1 X0. Then GO is transitive on 
X0 and Polish. If 01 EG,, then c1 -ICI E A. Since the groupoid operations are 
continuous and GO is second countable there are open sets N, , Nz, . . . 
whose union is G, and such that N; ‘Ni c A for all i. The union of the sets 
Ni[x] is X0, so one of them, say Nk[x], is of second category. Since it is 
a Bore1 set, it has a non-trivial quasiinterior D [4]. Set E = D n Nk[x]. By 
definition, D \ E is meager, i.e., E is residual in D. Thus EGO is residual in 
DC,,, by Lemma 3.3. By the same lemma, there are many points y, in X0 
such that EC,, y, is residual in DC0 yo. Since GO is transitive and trans- 
lation from G, y, to GO y by an element of G,, is a homeomorphism, EC,, y 
is always residual in DC,, y. It follows that EGO y n Nk is always residual in 
DC, y n Nk. The latter set is open in GO y, which is Polish, so it is also 
Polish. Thus EGO y n Nk is non-empty iff DC, y n N, is non-empty, i.e., 
[E]Nk=s(EGonN,)=s(DG,nN,)=s(DNk)= [D]Nk, which is open. 
By the choice of D, this set is non-empty. By the rules of set transforma- 
tions, [E] N, = N;‘[E] & (N;‘N,)[x] c AC-u]. 
Proof of Theorem 3.2. We assume that x~s(A). If YE A[x], there is an 
c1 E yAx. Continuity of the groupoid operations gives us the existence of 
open sets W containing y and V containing u such that W-’ WVS A. If 
P = int( W[y]), then P # 0 by Lemma 3.4. If p E P there is a /? E p Wy, so 
fl-‘E~W-‘p and y is in the open set W-‘[PI, while W-‘[PIG 
W-‘W[y] c W-‘WV[x] E A[x]. 
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4. THE LAST LINK IN THE PROOF, ERGODIC MEASURES 
This section is devoted to the proof that there is a non-trivial ergodic 
measure on X if the quotient space is not TO. This measure will be concen- 
trated on a Cantor set on which the equivalence relation R = 8(G) induces 
the relation of differing only in finitely many coordinates. The overall 
phylosophy of the proof is that used in [4, 51, but since it must apply to 
general groupoids there is no way to choose group elements that map 
entire neighborhoods of a point to neighborhoods of another point. We 
build the set of groupoid elements that provide the equivalences needed 
while we construct a decreasing sequence of sets that intersect to the 
support of the measure. 
First, we notice that if Y = X/G is not TO there exist distinct points p and 
q in Y such that Ir-‘(p)Ecl(n-‘(q)) and xP’(q)scl(n-l(p)). Since 
restriction to a closed invariant set preserves the general properties of G 
that we need, we can restrict to the closure of one of these orbits in our 
search for an ergodic measure. Thus we may assume that there are two dense 
orbits z-‘(p) and z-‘(q), and hence every orbit has an empty interior. 
Next, we use the hypothesis that R is an F,, in a lemma that is an analog 
of Lemma 2.8 of [4]. Recall from Section 1 the definition of A[B] for 
AGG and BEX. 
LEMMA 4.1. There is a non-empty symmetric open set U in G that 
contains elements of X, such that cl(O( U)) E R. Zf U is any set for which 
cl(O(U))cR, *YES(U), and Q,, Q2 ,... is a basis of the topology of X at x, 
then 
n cl(UCeJ,~ [xl. 
n31 
Proof Let R, E R, c ... be symmetric closed sets in Xx X whose 
union is R. Then the sets IV ‘(R,) exhaust G so one must have a non-empty 
interior, W, which is carried by 0 into a set having closure contained in R. 
By the openness of r and the continuity of multiplication, there exist open 
sets U, V, such that cl(s( U)) c r(V), U is symmetric and contains a point 
of X, Vs W, and 124’~ W. We need to show that cl(O(U)) s R, so let 
-91, Y27 ... be a sequence in U such that Qy,,) converges to a point (y, x) in 
XxXasn + co. By the choice of U and V, x E r(V), so there is a 6 E U such 
that r(6) =x. 
Let V,, V2, . . . be a basis of the topology at 6, each contained in V. Then 
the sets r( V,) form a basis of the topology at x, so we can pass to a 
subsequence if necessary to arrange that s(y,) E r( V,) for each n. Then 
we can choose 8,~ V, so that r(6,) =s(y,) and have 6, + 6 as n + co. 
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Then y,6,, E W and @y,s,) = (r(y,), ~(6,)) + (y, s(6)) E R. Hence (y, X) = 
(Y, r(6)) E R. 
Let C denote the intersection in the statement of the lemma. If YE C, 
there is a sequence y,, yz, . . . in U such that s(y,) E Q,, for every n and 
r(~,~) -+y. Then B(J),,) + (y, x), so (y, x) E R, as desired. 
In the proof it will be convenient to make emeddings of the transitive 
equivalence relation on { 1, . . . . n) into G. Denote this equivalence relation 
by T,, for purposes of this proof. The next lemma is a general fact about 
groupoids. 
LEMMA 4.2. Let H be a groupoid on Z and suppose that y( 1,2), 
~(2, 3), . . . . y(n - 1, n) are elements of H such that the units r(y(i, i+ 1))for 
i = 1, . . . . n- 1 and s(y(n- 1, n)) are all distinct and such that the product 
y( 1,2) . ..y(n - 1, n) exists, Then y has a unique extension to an embedding 
of T,, into H, 
Proof First, define the values y(i, i) to be the units given by the 
hypothesis. For i <j we must have y( i, j) = y( i, i + 1 )y( i + 1, i + 2) . . . 
y(j- 1, j), and it is straightforward to verify that y is multiplicative. Then 
we must have y( i, j) = y(j, i) - ’ if i > j, and it is again easy to verify that the 
resulting function y is a homomorphism. It is clearly one-one. 
Now we are ready to begin the proof, which will start with an inductive 
construction, after which we must verify some properties of the result. 
Step 1. Begin with a non-empty symmetric open set U E G such that 
cl(t?( U)) c R and U n X # 0. For x E s(U) let C(x) denote the intersection 
that appeared in Lemma 4.1. Then C(x) = fi { cl( U[Q]): Q is an open set 
containing x}, and we denote by S(Q) the set cl( U[Q]). If )’ is in X but 
not in C(x), there exist neighborhoods Q of x and N of J such that 
NnS(Q)=@. 
Since z-‘(p) d is ense in X, there is a point X(O) in Un n-‘(p). Then 
C(x(0)) is closed and nowhere dense, so there is a point x( 1) in U n 7c- ‘(p) 
that is not in C(x(0)). Hence x(O) has a neighborhood Q( 1; 0) for which 
S(Q( 1; 0)) excludes x(1). Let y( 1,O): x(0) +x( 1). Continuity of r and s 
implies that ~(1, 0) has an open neighborhood W(l, 0) such that 
s(W(l,O))~Q(l;0) and r(W(l,O))sU\S(Q(l;O)). Set P(O)=s(W(l,O)) 
and P( 1) = r( W( LO)). By choosing W( LO) small enough, we can guaran- 
tee 
(a) UCP(O)l n P(1) = 0, 
(b) W( 1, 0), W( 1, O))‘, P(O), and P( 1) have diameter less than 1. 
Since r and s are open mappings, P(0) and P( 1) are open. Since U is 
symmetric, U[P( 1 )] n P(0) = 0. We can extend y to a homomorphism of 
T2 into G and take W( 0, 1) = W( 1,O) - ‘. For i = 0, 1, let W( i, i) be a symmetric 
neighborhood of +y( i) of diameter less than 1 such that r( W(i, i)) G P(i). 
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Inductive Construction. We write I, for (0, l}” and write its elements 
without commas or parentheses. Let B, be the transitive equivalence 
relation on I,. We have done the construction for n = 1 of the following: 
a one-one function x of I,, into X, an embedding y of B, onto a sub- 
groupoid of G on the range of x, and disjoint open sets ul(i, j) containing 
y(i, j) for i and j in Z, such that W(i, j) ~ ’ = W( j, i), all having the following 
properties, where P(i) is defined to be lJ { r( W(i, j)) : j E Zn}: 
(a,) U[P(i)]nP(j)=(21 for i#jin I,, 
(b,) every W(i, j) and every Z’(i) has diameter at most l/n. It is 
implicit in this that r(y(i, j))=x(i) and s(y(i, j))=x(j). 
To make the induction step, it is convenient o write i0, it, Oi, and li for 
the natural extensions of an element i of I,, to elements of Z, + , . Then we 
begin by defining x(i0) = x(i) for i E I,,, y( i0, j0) = y(i, j) for i and j in Z,. 
We will choose elements y( il, jl ) in W(i, j). 
First, note that C”(n), defined to be U {C(x(i)): iEZn} is closed and 
nowhere dense in X (C(x) is defined in Lemma 4.1). We also define 
W*(i, j) to be W(i, j)\(C(n)Gu CC’(n)) for all i and j, so that W*(i, j) is 
an open dense set in W(i, j). List the elements of Z, in some order, i,, . . . . iz”, 
and define j, to be i, 1 in fR+ i for k = 1, . . . . 2”. For each k < 2”, let 
Q(k)=r(W(i,, i,,,)... W(iz”-,, izm)), an open set containing x(ik). Then 
we can choose, inductively, elements y(jk, j,, ,)E W*(ik, i,, ,) so that 
the product y(j,, j,)...y(jz.-i, jz,) is defined and r(y(jk, j,+,))EQ(k)n 
n-‘(p) for k<2”. Next choose any y(i,O, j,): x(j,) +x(i,O), where x(j,)= 
r(y( j,, j,)). If we list the elements of Z, + , as i,,O, . . . . i,O, j,, . . . . jzs we now 
have available the ingredients of Lemma 4.2 and can make an embedding 
of Rx+, into G. This extends the embedding we had for B,,, because of the 
uniqueness in Lemma 4.2. 
Now choose an open set W(i, j) containing each y( i, j). By choosing 
“half” first and then using inverses, the symmetry property can be achieved. 
By making the sets small enough we can arrange the other properties as 
above, but for n + 1, as well as cl( W(i0, j0) u W(i1, jl)) c W(i, j) for i and 
j in I,. Because we had to choose arbitrarily for y(i, 0, ji ), some of the new 
sets W(i, j) will be disjoint from those for step n, but the containments 
mentioned above are both possible and desirable. What is true by 
induction from what we just did is that if i, jE Zk and i’E I,,, then 
W(ii’, ji’) C_ W(i, j). We can also guarantee that cl(P( i0) u P( il)) s 
n {r(W(i,j)): jEIn). 
Define K= fi {U {cl(P,)): iel,,}: n= 1, 2, . ..}. and if jeZ, define 
K(j) = n {U (cl(P(i)): i E Z, extends j}: n = k, k + 1, . . . 1. Thus K is compact 
and the sets K(j) for jE Zk partition K into 2k sets that are both compact 
and open. It is easy to show that K is homeomorphic to the standard 
Cantor set. 
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For any k and i,jeZ,, define F(i,j)=r) {lJ {cl(W(ii’,ji’)): i’EIHj: 
n = 1, 2, . . . }. Each set F(i, j) is compact, and we take F to be the union of 
all of them. Also, r( F(i, j)) = K( ‘) I and s(F(i, j)) = K(j) follow from the 
construction and properties of the sets P(i). Two distinct elements of any 
F(i, j) are in disjoint w’s at some level in the construction, so both r and 
s restrict to mappings that are one-one on F(i, j). Thus if we define 
g(i, j) = (r I F(i, j)) 3 (s 1 F(i, j)) -’ we get a homeomorphism of K(j) onto 
K(i). For every point x of K(j) there is a 6 E F(i, j) with s(6) = x so that the 
image of x under g(i j) is r(6), so we could call g( i, j) a G-homeo- 
morphism. The groupoid of transformations of K generated by the partial 
homeomorphisms g(i, j) has orbits that are contained in the intersections 
with K of G-orbits, and in fact consist of points that differ in only finitely 
many coordinates. 
Now we want to prove that )’ E K implies that [J] n K is countable. To 
do this we observe that every point of K is contained in an open set whose 
square is contained in (I. Thus there is an open set V containing K and 
contained in U along with V*. Choose a countable dense set D in Gy and 
notice that KGy is contained in VD. We will see that if z and z’ are distinct 
points of [v] n K there is no b E D such that z and z’ both belong to v( Vo). 
Since z # z’ there exist n and distinct elements i, i’ of Z, such that z e P(i) 
and z’ E P(i’). If we had ‘1’ and y’ in V and b in D such that r(yS) = z and 
r(y’6) = z’, we would also have y’y - ‘: 2 + z’ and 1”)’ ~ ’ E U, so that 
-‘E U[z], i.e., P(i’) n U[P(i)] # 0. Thus for distinct SE D the sets r( Vb) 
ire disjoint, and since they cover [y] n K, this set is countable. 
Now any non-trivial product measure on the Cantor set gives a measure 
on K that is ergodic. Since the orbits are countable in K, such a measure 
cannot be supported by an orbit, i.e., it is non-trivially ergodic. 
5. TOTALLY DISCONNECTED QUOTIENTS 
The purpose of this section is to present a variation on [3, Lemme 21, 
a result on equivalence relations on Polish spaces, in which we find a 
closed set that meets each equivalence class exactly once, instead of just a 
Bore1 set. This can be done if the quotient space is totally disconnected. 
This result has applications to choosing coset representatives in totally 
disconnected locally compact groups, mentioned as a corollary, and to 
indecomposable continua, in the next section. 
THEOREM 5.1. Let X be a Polish space with an equivalence relation R. 
Suppose that every equivalence class is closed and that the saturation of every 
open set is open. If the quotient space X/R is totally disconnected, there is a 
closed subset of X meeting each equivalence class exactly once. 
MACKEYdLIMMDICHOTOMY 371 
Proof: Let S be the quotient space and let p be the quotient map. 
Since p is open, S is second countable, and we are assuming that S has a 
basis consisting of open-closed sets. 
The proof uses an inductive argument, so we begin with the basic 
construction. Let E > 0 and let {U, : n = 1, 2, . ..} be a collection of open sets 
of diameter less than E for which { p( U,): n = 1, 2, . . . } is an open cover of 
S. Since S is totally disconnected, there is a partition { V, , Vz, . . . } of S into 
open-closed sets so that for each i there is an ni such that Vi is contained 
in p( U,,,). Then the set F defined by 
F= u {cl(p-‘( Vi)n U,): i= 1, 2, . ..} 
is closed and meets each equivalence class in a non-empty set of diameter 
at most E. The key to this is the fact that the sets p-‘( Vi) are both open and 
closed and partition X. Note that the interior of F meets every equivalence 
class. 
Begin with a countable basis for X consisting of sets of diameter less than 
1, and denote the resulting closed set F by E,. From that basis take those 
of diameter less than 4 and contained in E, to construct a second closed 
set denoted by E,. Continue with sets of diameter 4, a,.... Let E be the 
intersection of the sets E,. Then E meets each equivalence class exactly 
once and is closed. 
COROLLARY 5.2. Let G be a Polish group and let H be a closed subgroup. 
If G/H is totally disconnected, then there is a closed set in G containing 
exactly one element from each left coset of H. 
If X is a Polish space with an equivalence relation R such that the 
quotient map is open and the quotient space is T,,, the topology on X can 
be enlarged to make the hypotheses of Theorem 6.1 true. To do this, let 
A,, A,, ... be a sequence of saturated open sets in X whose images in XjR 
form a basis of the topology. For each n, let f,, be the function whose value 
at a point of A, is the reciprocal of the distance to the complement and 
whose value at a point not in A, is 0. Let f = (f,, f2, . ..). The graph off is 
closed in a Polish space, and projects continuously and one-one onto X. 
The topology on the graph will serve as the desired topology. Thus the 
method can be used in a slightly broader context than seems evident at 
first, although the selections will not be closed in the broader context. 
Indeed, these hypotheses do not imply those of the Dixmier lemma directly, 
although the enlarged topology will satisfy his hypotheses. 
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6. AN APPLICATION TO INDECOMPOSABLE CONTINUA 
Suppose that X is an indecomposable continuum, and let R be the 
relation on X of belonging to the same composant [ 12, 193. According to 
[ 121, every equivalence class is dense in X, so condition (4) of Theorem 2.1 
is thoroughly violated. It is proved in [9] that R is an F, in Xx X, so if 
R is a Polish groupoid for a particular X then we know that the other 
conditions of Theorem 2.1 are false. In particular, there is an ergodic 
measure on X for the relation R. One class of continua for which R is a 
Polish groupoid is those which are foliated spaces. The Knaster continuum 
is an example of one of these that is not given by a group action [ 12, 
p. 1431. It should be remarked that this example is built using the Cantor 
set in such a way that any non-trivial product measure on the Cantor set 
easily gives a non-trivial ergodic measure. Just the same, there is a slightly 
wider class of indecomposable continua that are now known to have 
ergodic measures. We also wish to point out that the class of those that can 
be proved to have ergodic measures using the result of [S] can be extended 
using the information from Section 5, as follows. 
Let C be a proper subset of X that is compact and the closure of its 
interior. Since every composant is dense in X, every one meets C in a 
non-empty set. Let Q be the space obtained from C by identifying points 
that are in the same connected component, i.e., the space of connected 
components, with the quotient topology. Of course, Q is totally discon- 
nected, and since the composants of X are dense there can be no isolated 
points. Thus Q is homeomorphic to the Cantor set. By Theorem 5.1, there 
is a subset of C that is mapped homeomorphically onto Q by the quotient 
map, and we denote it by P. The relation R 1 P is also an F, and if it is a 
Polish groupoid we can use Theorem 2.1 to get an ergodic measure on P 
and hence on X. This and another case are covered by the following 
theorem. 
THEOREM 6.1. An indecomposable continuum X has a non-trivial ergodic 
measure in each of the following three cases: 
(a) the relation R is that of lying on the same leaf of a foliated space. 
(b) the relation R is a Polish groupoid. 
(c) there is a proper compact subset of X such that each composant of 
X meets it in a set that has only countably many connected components. 
Proof The second case is more general than the first and is covered by 
Theorem 2.1. For the third case, more work is needed. We may assume that 
the compact set in the hypothesis is the closure of its interior, and chose 
a closed subset P that meets each connected component in exactly one 
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point. P is homeomorphic to the Cantor set and we can form the (f, f)- 
product measure on the Cantor set and transfer it to a measure, p(, on P. 
We will build another Cantor set inside P, on which the equivalence 
relation is the standard one. (Thus we use the same construction as in [4], 
but under slightly different circumstances.) 
Now R( P has countable orbits, so it is a countable union of graphs of 
bijections of Bore1 subsets of P to Bore1 subsets of P [7]. Using the 
homeomorphism with the Cantor set, divide P into open subsets of 
measure 4, C, and D. Then R n (C x D) is a countable union of such 
graphs. These maps are Bore1 and there exists one that has a domain of 
positive measure. Then there is a closed set, P(O), of positive measure to 
which this map has a continuous restriction. Let the restriction be called ~~ 
and let its image be P( 1). Define r0 on P( 1) to make an involution. The set 
P(0) may as well be taken homeomorphic to the Cantor set. It can also be 
partitioned into two sets of positive measure and the same process applied 
to get a transformation foO of a set P(O0) onto a set P(O1). Let the images 
of these in P( 1) via r,, be denoted by P( 10) and P( 1 l), and let the 
conjugate of TV by r,, be denoted by riO. Let the union of these two be r,, 
so TV and T, commute, and extend r, to its image so as to make another 
involution. It seems clear how to continue this process toget a Cantor set 
and a group of involutions so that the orbits are subsets of the original 
R-equivalence classes and consist of points differing in only a finite number 
of coordinates in the Cantor set picture. Then we get an ergodic measure 
by taking a non-trivial product measure on the Cantor set. 
Remark. Not every indecomposable continuum satisfies condition (c), 
as can be seen from the following example. Since the Cantor set is 
homeomorphic to its square, there is a continuous map of the Cantor set 
onto itself so that the inverse image of each point is a Cantor set. Let f be 
such a map and attach one Knaster continuum to another along the basic 
Cantor sets via$ 
Nore added in proof After this paper was accepted for publication, the author received a 
preprint that contained a theorem more general than that proved in Section 4 of this paper. 
The methods used by the other authors are quite different. The reference is as follows: 
L. HARRINGTON, A. KECHRIS, AND A. LOUVEAU, A Glimm-Effros dichotomy for Bore1 
equivalence relations, J. Amer. Murh. Sot., to appear. 
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