Recent technological developments have enabled us to collect complex and high-dimensional data in many scientific fields, such as population health, meteorology, econometrics, geology, and psychology. It is common to encounter such datasets collected repeatedly over a continuum. Functional data, whose sample elements are functions in the graphical forms of curves, images, and shapes, characterize these data types. Functional data analysis techniques reduce the complex structure of these data and focus on the dependences within and (possibly) between the curves. A common research question is to investigate the relationships in regression models that involve at least one functional variable. However, the performance of functional regression models depends on several factors, such as the smoothing technique, the number of basis functions, and the estimation method. This paper provides a selective comparison for function-on-function regression models where both the response and predictor(s) are functions, to determine the optimal choice of basis function from a set of model evaluation criteria. We also propose a bootstrap method to construct a confidence interval for the response function. The numerical comparisons are implemented through Monte Carlo simulations and two real data examples.
Introduction
Multivariate statistical techniques are best suited to analyze the data obtained from a discrete data matrix. On the other hand, recent technological advances have led to collecting functional data that are measured repeatedly over discrete time points, and frequently occur in many research fields. Existing multivariate methods may not be capable of analyzing such data due to common technical, issues such as multicollinearity, high dimensionality, and the possible high correlation among observations. Thus, the need for functional data analysis (FDA) techniques is increasing. FDA has several substantial advantages over conventional methods; for example, 1) it reduces the dimensionality of the data, 2) it bypasses the problems of missing data and the high correlation between sequential observations, 3) it minimizes data noise, and 4) it provides additional information about the data, such as smoothness and derivatives. See Ramsay and Silverman (2002, 2006) , Ferraty and Vieu (2006) , Horvath and Kokoszka (2012) and Cuevas (2014) for more information about FDA and its applications.
Functional linear models, among many others are used to explain the relationship between a response and its predictor(s), and they have received considerable attention in the literature.
Several functional regression analysis techniques have been proposed, depending on whether the response/predictors are scalar or function: 1) function-on-scalar; 2) scalar-on-function; and 3) functionon-function. For the first two cases, well-known examples include Ramsay and Dalzell (1991 ), Cardot et al. (1991 , 2003 , James (2002) , Hu et al. (2004) , Hall and Horowitz (2007) , Reiss and Ogden (2007) , Ferraty and Vieu (2009) , Cook et al. (2010) , Malloy et al. (2010) , Chen et al. (2011) , Goldsmith et al. (2011) , Dou et al. (2012), and McLean et al. (2012) . For the last case, the focus of this paper, consult Ramsay and Dalzell (1991) , Fan and Zhang (1999) , Müller (2005, 2008) , Yao et al. (2005) , Harezlak et al. (2007) , Matsui et al. (2009 ), Valderrama et al. (2010 , He et al. (2010) , Jiang and Wang (2011) , Ivanescu et al. (2015) , Chiou et al. (2016), and Zhang et al. (2018) , and references therein.
Early studies on functional linear regression models were conducted by Ramsay and Dalzell (1991) , who constructed a functional regression model for a functional response and functional predictors. Ramsay and Silverman (2006) proposed the least squares (LS) method to estimate this regression model, while Yamanishi and Tanaka (2003) suggested a weighted LS method. Matsui et al. (2009) pointed out that the LS method produces unstable/unfavorable estimates; thus, they applied the maximum penalized likelihood (MPL) method to obtain stable estimates in functional linear models.
In this study, we restrict our attention to the LS and MPL methods, since they are commonly used methods for these analyses. In addition to the estimation methods, the accuracy of functional linear models also depends on the chosen smoothing technique, smoothing parameter, the choice of the number of basis functions, and the model evaluation criteria.
The first step in FDA is to smooth the functional data by a suitable basis function system. In most studies, B-spline basis and Fourier basis functions have been used to express discretely observed data as smooth functions. The Gaussian basis function, which is part of the general class of radial basis functions, is also a suitable instrument to obtain smooth curves from discrete data. For more information about these smoothing techniques, refer to Ramsay and Silverman (2006) and Ando et al. (2008) . Throughout this study, all three bases mentioned above are considered to smooth functional data. Four model evaluation criteria-Generalized Bayesian Information Criterion (GBIC), Generalized Information Criterion (GIC), Modified Akaike Information Criterion (MAIC), and Generalized Cross-Validation (GCV)-are used to choose the appropriate smoothing parameter and the number of basis functions. Apart from comparing these smoothing techniques, we propose a case-resamplingbased bootstrap method to evaluate estimation accuracy, and focus on constructing a confidence interval for the response function.
The remaining of this paper is organized as follows. Section 2 provides an overview of the functional data, the functional linear model and its estimation strategies, as well as the model evaluation criteria. Section 3 compares the performance of the estimation methods and smoothing techniques under several model evaluation criteria via a Monte Carlo experiment. Section 4 reports the results obtained by implementing the smoothing tools using two data analyses. Section 5 concludes the paper, and offers some ideas on how the methodology presented could be further extended.
Methodology

Notations and nomenclature
Let t = t 1 , · · · , t J denote the discrete time points where the sample elements (or random functions) of a functional dataset {X i (t) : i = 1, · · · , N, t ∈ T } are recorded (where T is a closed and bounded interval). Denote the probability space (Ω, F , P), where Ω, F , and P are the sample space, sigma algebra, and the probability measure, respectively. Also, denote (H, ·, · ) as the separable Hilbert space with norm · generated by the inner product ·, · . Then, the functional random variable X = {X (t) : t ∈ T } is defined as X : (Ω, F , P) → H. Most of the FDA processes are canalized within the L 2 = L 2 (T ) separable Hilbert space, which is the space of square integrable and real-valued functions defined on T , f : T → R satisfying T f 2 (t)dt < ∞. The inner product on H is defined by
We assume that the functional random variable is an element of L 2 . We further assume that X (t) ∈ L 2 is a second-order stochastic process, so that it has a finite second-order moment: E (|X |) = Ω |X | 2 dP < ∞.
Basis function expansion
An element of functional data X i (t) can be approximated by a linear combination of basis functions φ k (t) and associated coefficients c ik for a sufficiently large number of K; that is:
where X i (t) is the approximation of X i (t) and converges to X i (t) as K → ∞. The beauty of the basis function expansion is that the key features, as well as the non-linearity of the data, are captured by the basis functions and the model remains linear in the transformations. An important task in the basis function expansion is to choose an appropriate basis function. Here, we consider three basis functions: Fourier, B-spline, and Gaussian.
The Fourier basis is the most appropriate for approximating the periodic functions defined on T .
Let ω = 2π T denote the frequency. The Fourier basis functions for an even integer K are defined as follows:
for r = 1, · · · , K/2. If the observations are equally spaced at discrete time points, then the Fourier basis functions are orthonormal basis functions. The Fourier basis is useful when the functions are stable (i.e., when no strong local features are present in the functions). Further, it computes the coefficients quickly and efficiently since it is commonly implemented with the fast Fourier transformation algorithm. However, it is not useful for functions with strong local features.
The B-spline basis is one of the most commonly used basis function expansions in FDA for non-periodic data. Conceptually, B-splines are the linear combinations of the piecewise polynomial functions neighboring smoothly at a set of breakpoints (called knots). Let τ = {τ 1 , · · · , τ v+1 } denote an increasing sequence of breakpoints, τ 0 < · · · < τ v , which divide the interval T into v subintervals (knots). In this case, the k th B-spline basis function is defined as φ k (t) = B k,v (t). To construct B-spline basis functions, one needs extra knots outside the boundary of the knot sequence [τ 0 , τ v ]. Define · · · < τ −1 < τ 0 < τ 1 < · · · < τ v < τ v+1 < · · · by the augmented knot sequence. Then, the constant B-splines are defined as follows:
Using constant B-splines, the high order B-splines are constructed via the following recursion:
The advantage of the B-spline basis is its flexibility and it is computationally fast for computing derivatives as it is locally nonzero and has compact support.
The Gaussian basis is another frequently used basis function in FDA, and is part of the general class of radial basis functions proposed by Ando et al. (2008) . The Gaussian basis functions are defined as follows:
where τ k s are evenly spaced knots, which determine the centers of the basis functions, satisfying τ 1 < · · · < τ 4 = min(t) < τ 5 < · · · < τ K+2 = max(t) < · · · < τ K+4 , and σ = τ k+2 −τ k 3 is the width parameter. In a Gaussian basis function, parameters are identified based on the structure of the data.
In addition, it produces a sparse design matrix, which enables faster computation. Note that B-splines and Gaussian bases can also be used to fit periodic data if the smoothing parameter and the number of basis functions are appropriately determined.
The accuracy of converting discrete observations into a functional form depends on the choice of the appropriate number of basis functions K. On the one hand, discrete data are well fitted by smooth functions when K is large, but the noise present in the data may not be eliminated. On the other hand, critical features of the data cannot be captured by the smooth functions when K is small. As a tradeoff, the penalized LS method aims to minimize the residual sum of squares (RSS) between the original data and smooth data with an optimally chosen K. It is given in Equation (2.1):
where d(t), the n th derivative of X (t); T [d(t)] 2 dt = T D (n) X (t) 2 dt, measures the roughness of the expansion, and λ is the smoothing parameter that controls the degree of roughness. More precisely, the roughness term is defined as follows:
where R n = T D (n) φ(t)D (n) φ (t)dt. From equations (2.1) and (2.2), the penalized least squares estimate of c is obtained as
The degrees of freedom of roughness is given by df(λ) = trace (S λ ). The function fits every point of the discrete data when λ → 0, and tends to take the same form as the standard regression curve as λ → ∞. A number of techniques, including GBIC (Konishi et al., 2004) , GIC (Konishi and Kitagawa, 2008) , MAIC (Fujikoshi and Satoh, 1997) , and GCV (Craven and Wahba, 1979) have been proposed to choose the optimal smoothing parameter, λ, and the number of basis functions K. A brief description of these techniques is given in Section 2.4. Please see Ramsay and Silverman (2006) and Matsui et al.
(2009) for more information and a derivation of the information criteria considered in this study.
Function-on-function regression model
Let Y i (t) for i = 1, . . . , N denote a set of functional responses, and X im (s) for m = 1, . . . , M denote a set of functional predictors, where s ∈ S and t ∈ T are closed and bounded intervals on the real line. We consider the regression of Y i (t) on X im (s) to explain the functional relationship between the functional response and m functional predictors, which can be formulated by the following multiple functional linear model (Ramsay and Silverman, 2006) :
where β 0 (t), β m (s, t), and i (t) denote the intercept function, bivariate coefficient function linking the response with the m th predictor, and the random error function having a Gaussian process ( i (t) ∼ GP(0, Σ )), respectively. In (2.3), the linear relationship is characterized by the surface β m (s, t). In practice, the functional response and functional predictors are centered, and thus, without
Then, the regression model given in
The usual approach before fitting the functional regression model is to represent the functional response and predictors, as well as the bivariate coefficient function, as basis function expansions.
Following Section 2.2, the centered functional response and functional predictors can be written as follows:
, ∀t ∈ T model defined in (2.4) can be expressed in the discrete form, as follows: 
The LS method, proposed by Ramsay and Silverman (2006) to estimate the coefficient matrix B works as follows. Let C = (c 1 , · · · , c N ) and Z = (z 1 , · · · , z N ) . The first step is to minimize the integrated sum of squares,
Then, the LS estimator of B is obtained as:
where vec and ⊗ denote the column-stacking operator and Kronecker product, respectively.
Hereafter, we describe the MPL method proposed by Matsui et al. (2009) in detail. Suppose the error function * i (t) has the form * i (t) = e i Φ(t), where e i = (e i1 , · · · , e iK ) is a vector consisting of independent and identically distributed Gaussian random variables with mean 0 and variance-covariance matrix Σ. Then, the regression equation given in (2.5) has the following form:
Multiplying both sides of equation (2.7) from the right by Φ (t) and integrating with respect to the function support T yields:
since ζ φ is nonsingular. For (2.8), the probability density function is given by
is the parameter vector. Denote the penalized log-likelihood function by λ (θ),
K m,X dimensional matrix of penalty parameters, Ω is a positive semi-definite matrix, and denotes the Hadamard product. The penalized maximum likelihood estimator of θ, θ = B, Σ is obtained by equating the derivatives of the penalized log-likelihood function with respect to θ = (B, Σ) to 0,
Finally, the penalized maximum likelihood estimator of C is obtained as:
As stated above, the LS method estimates the coefficient matrix B by minimizing the integrated sum of squares of the differences between the observed and fitted functions. It works well in certain circumstances; however, it produces unstable estimates when the data have degenerate structures (see also Matsui et al., 2009) . Also, because of the ill-posed nature of the function-on-function regression model, the LS method encounters a singular matrix problem when a large number of functional predictors are included in the model. Compared with the LS, the MPL produces stable estimates for the coefficient matrix B. However, it is computationally more intensive than the LS method.
The performance of this method is based on the penalty parameters, and thus an information criterion is needed to select the best overall model. The information criterion techniques mentioned in Section 2.4 are used to evaluate the model selection in both LS and MPL methods.
Model selection criteria
This section briefly describes the information criteria considered to determine the optimal number of basis functions and roughness parameter as well as to select the best approximating model.
The GBIC is proposed by Konishi et al. (2004) by extending the usual Bayesian information criterion to select the optimal penalty parameter as well as to evaluate estimated models as follows:
The GIC of Konishi and Kitagawa (2008) evaluates the estimated models in a following way:
The MAIC of Fujikoshi and Satoh (1997) is used to select the best estimated model as follows:
The only problem related to the use of MAIC may be the theoretical justificiation of the bias-correction terms in the MAIC since the usual Akaike information criterion includes only models estimated by the ML (Matsui et al., 2009 ).
The GCV proposed by Craven and Wahba (1979) is as follows:
Compared with other information criteria, the GCV is computationally expensive.
Bootstrapping
In functional linear models, estimating the variability associated with the predicted response functions and constructing their confidence intervals are of great interest. However, calculating the asymptotic variance is even more difficult than in standard regression settings. The nonparametric bootstrap method is a frequently used technique to overcome this difficulty. For example, in a nonparametric functional regression, Ferraty and Vieu (2011) used a bootstrap technique based on the residuals to construct the confidence interval of the regression function. To construct the bootstrap confidence interval for the response function, we assume that the regression model has the probability structure given by (2.7). Denote the N sets of coefficient matrices as G = C , Z for the response and predictor functions. Herein, we use a case-resampling method in which there are two sources of errors that must be taken into account when constructing the confidence interval: smoothing errors s
denotes the approximated response function by a predetermined basis and the number of basis functions K Y , and predicted model errors
denote the error matrices. Then, the following algorithm is used to calculate the confidence interval for the response function.
Step 1. Obtain a bootstrap resample G * = C * , Z * by sampling with replacement from G.
Step 2. Calculate the bootstrap LS and MPL estimates, B * , using (2.6) and (2.9), respectively.
Step 3. Draw bootstrap samples s * (t) and p * (t) from s (t) and p (t), respectively.
Step 4. Obtain the fitted response functions as Y * (t) = Z * B * Φ(t) + s * (t) + p * (t).
Step 5. Repeat steps 1-4 B times to obtain bootstrap replicates of the fitted response functions { Y * ,1 (t), · · · , Y * ,B (t)}.
Let Q α i (t) denote the α th quantile of the generated B sets of bootstrap replicates of the fitted response function Y * i (t). Then we obtain the 100
Numerical results
Through Monte Carlo simulations, we present the finite sample performance of three basis functions (Fourier, B-spline, and Gaussian), two estimation methods (LS and MPL), and four roughness parameter selection and model evaluation criteria (GBIC, GIC, MAIC, and GCV). Throughout the simulations, we consider the simple functional regression
where N = 25, 50 and 100 sets of functional variables are considered. For the data-generating process, we consider three cases: Case-I, where both the functional response and functional predictor have a non-periodic structure; Case-II, where the functional response has a periodic structure and the functional predictor has a non-periodic structure; and Case-III, where both functional variables have a periodic structure.
For all cases, the number of basis functions is fixed at K = 10 to compare the performances of the smoothing methods under the same conditions. The generated data are converted into a functional form using the smoothing methods noted above. The LS and MPL methods are applied to estimate the model from the data, and four model selection criteria are used to evaluate these estimated models.
The number of Monte Carlo simulations is set to MC = 500. For each simulation replication, the average mean squared error (AMSE) is defined as:
To construct confidence intervals for the generated response functions, B = 500 bootstrap simulations are performed and α is set to 0.05 to obtain 95% pointwise confidence intervals. To compare the smoothing techniques for each response function, we calculate the bootstrap coverage probability (CP i ), length of confidence interval (width i ), and the interval score (score i ) as follows:
where 1{·} denotes the indicator function.
The figures plotted in this section have been relegated to the Appendix (Section 5) to make this section more readable.
Case-I
The data points for the response and predictor variables are generated as:
• For j = 1, · · · , 50, the predictor is generated using the following process:
where ij ∼ N(0, 1) and s j ∼ Uniform(−1, 1). The term ν i (s) is generated as:
where a 1,i ∼ N(2, 0.02 2 ) and a 2,i ∼ N(−3, 0.03 2 ).
• For the response variable, the design points are generated as:
where ij ∼ N(0, 1) and t j ∼ Uniform(−1, 1). υ i (t) is generated as υ i (t) = η i (t) + ε i where η i (t) = 2a 2 1,i sin(πt 2 ) + 2a 2,i cos(πt 2 ) with the same a 1 and a 2 as in the predictor variable, and ε follows a multivariate normal distribution with mean 0 and variance-covariance matrix Σ = [(0.5 |k−l| )ρ] k,l . Four different ρ values are considered: ρ = [0.5, 1, 2, 4]. Herein, the parameter ρ can be considered to noise-to-signal ratio; the smoothing methods are expected to perform less effectively at a higher noise-to-signal ratio.
For this case, graphical displays of the generated data and related smooth functions obtained via the three basis functions, as well as an example of the constructed bootstrap confidence intervals are presented in Appendix A.1.
The obtained results are reported in Table 1 . Note that the values given in brackets are the estimated standard errors for the calculated performance metrics. Our records show that:
• The LS and MPL methods tend to produce similar AMSE values for all basis functions and model evaluation criteria.
• The largest and smallest AMSE values, respectively, are produced when the Fourier and B-spline basis functions are used to smooth the generated data.
• The largest and smallest AMSE values, respectively, are generally produced when GBIC and GIC are used to control the roughness parameter and evaluate the estimated model.
• Compared with GCV, GIC, and MAIC, the AMSE values of the LS and MPL are more affected by the variance parameter ρ when GBIC is used to control the roughness parameter and evaluate the model. For example, when ρ is increased from 0.5 to 4 and the Gaussian basis is used to smooth the data, the AMSE values of the estimation methods increase by about 14, 11, 12, and 23 units when GCV, GIC, MAIC, and GBIC are used as information criterion, respectively. From the same perspective, the results show that, between Gaussian and Fourier bases, the AMSE values of the estimation methods are less affected by ρ when the B-spline basis is used to smooth the data. For instance, when ρ increases from 0.5 to 4, the AMSE values of the LS and MPL increase by about 14, 9, and 12 units, respectively, when Gaussian, B-spline and Fourier bases are used to smooth the data and GCV is used as the information criterion.
• The proposed bootstrap method produces similar coverage probabilities, lengths of confidence intervals and interval scores for all estimation methods and information criteria considered. It produces coverage probabilities close to the customarily nominal confidence level (1 − α) = 95% when the variance parameter ρ = 1 and ρ = 2, while coverage probabilities are observed away from this nominal level for other ρ values.
Case-II and Case-III
For Case-II, the observations of the functional response and predictor variables are generated using the following processes:
where ij ∼ N(0, 0.5 2 ), a 1,i ∼ N(0, 0.1 1 ), and a 2,i ∼ N(0, 0.02 2 ). For Case-III, the observations of the functional response variable are generated as for Case-II. In contrast, for the functional predictor, the following process is employed to generate the observations:
For both Case-II and Case-III, an example of the observed data is presented in Appendix A.2. We also show the noise and fitted smooth functions for the generated response and predictor variables.
The calculated average performance metrics for these two cases are presented in Table 2 . The results demonstrate that:
• Both estimation methods (LS and MPL) produce similar AMSE values for all basis functions and model evaluation criteria, as in Case-I.
• The smallest AMSE values are, in general, produced when GCV and MAIC are used to control the roughness parameter and evaluate the estimated model. On the other hand, the largest AMSE values are produced when GBIC is used as the information criterion.
• The largest and smallest AMSE values, respectively, are produced when the Fourier and Gaussian basis functions are used to smooth the generated data.
• The proposed bootstrap method produces similar coverage probabilities, lengths of confidence intervals and interval scores for all estimation and smoothing methods (except GBIC). When
GBIC is used as the information criterion, estimation accuracy deteriorates and the bootstrap method produces coverage probabilities far from the nominal confidence level (1 − α) = 95% for both cases. 
Data analyses
We compare the performance of the smoothing techniques using two empirical data examples. Similar to Section 3, some figures and tables constructed for the empirical data examples are provided in the Appendix to make the data analysis section more readable.
The first dataset is monthly Japanese meteorological data spanning January 1961 to December 2018.
This dataset has six variables-wind power, mean temperature, humidity, vapor pressure, log-sunshine duration, and global solar radiation-and was collected from 27 meteorological stations across Japan (see Appendix B.1.1, the data were obtained from the Japanese Meteorological Agency).
The second dataset is North Dakota weekly weather data, for January 2000-December 2018. It includes three variables-wind power, mean temperature, and global solar radiation-and was collected from 45 meteorological stations (see Appendix B.2.1; the data were obtained from the North Dakota Agricultural Weather Network Center).
Japanese monthly meteorological data
The data are averaged for each meteorological variable over the whole period. The time series plots of the averaged monthly meteorological variables for all 27 stations are presented in Appendix B.1.1.
We consider predicting monthly global solar radiation using the remaining five meteorological variables. For this purpose, the discretely observed data are first converted to functional forms using the basis functions and information criteria considered in this study. The estimated number of basis functions K and roughness parameter log 10 λ for each basis function and information criterion are presented in Table 5 .
The results indicate that Gaussian and B-spline bases tend to use similar numbers of basis functions;
in general, more than those estimated via Fourier basis functions. Another important finding is that while the GCV, GIC, and MAIC criteria produce reasonable values for the roughness penalty, the GBIC tends to have large log 10 λ values for all bases. As an example, we present the discrete data and obtained smooth functions for Abashiri station in Appendix B.1.1, which shows that the smooth functions produced by all basis functions with GBIC correspond to the standard regression line. For other information criteria, the smooth functions obtained by all basis functions provide clear pictures of the discrete data, but the Fourier basis fails to provide satisfactory smooth functions when GCV is used to smooth the data.
The functional regression model is constructed using the variables of 19 (about 70%) randomly selected stations, as follows: The model is estimated by the LS and MPL methods, and GCV, GIC, MAIC, and GBIC are used to select the best model. The estimated models are then used to predict the monthly global solar radiation functions of the remaining eight (about 30%) stations. In addition, the bootstrap procedure, introduced in Section 3, is used to construct pointwise confidence intervals for the response functions.
The calculated AMSE values as well as the CP, width, and score values of the constructed bootstrap confidence intervals for the test stations are reported in Table 4 . On the other hand, the Fourier basis function has minimum AMSE values when GCV is used as the information criterion. For all basis functions and information criteria, in general, the MPL method produces better coverage probabilities with smaller confidence interval widths and score values than those obtained by the LS method. As stated in Section 3, the GBIC tends to produce positive-larger λ values compared with other information criteria. Thus, for the Japanese meteorological data, all the methods fail to fit the response functions for all stations when GBIC is used as the information criterion. Therefore, these results are not reported in Table 4 . As an example, we provide the observed and predicted smooth functions, as well as their bootstrap confidence intervals for a test station (Abashiri) in Appendix B.1.1.
North Dakota weekly weather data
All three variables in the weekly weather data (wind power, mean temperature, and global solar radiation) are averaged over the whole period to construct a functional linear regression model, and the time series plots of the averaged variables are given in Appendix B.2.1.
As for the monthly Japanese meteorological data, we consider predicting global solar radiation but use only the wind and temperature variables. The data are smoothed using the smoothing techniques and the estimated K and log 10 λ values are reported in Table 5 .
Our results indicate that all variables are well smoothed by all smoothing techniques. The difference between the three smoothing methods is that only the Fourier basis produces different smooth functions for the wind variable, since it uses a smaller number of basis functions compared with the other two bases; for an example, see Appendix B.2.1.
For these data, the functional regression model is constructed using 32 (about 70%) randomly selected stations, and the estimated model is used to predict the global solar radiation functions of the remaining 13 (30%) stations. The regression model is:
The calculated AMSE, Cp, width, and score values for the test stations are presented in general, the MPL method outperforms LS, in genral, the estimation methods tend to produce their best performances when GIC is used to control the roughness parameter and evaluate the model for the first real-data example, while, for the second real-data example, they have their best performances when GBIC is used as the information criterion. Moreover, for the second dataset, the estimation methods generally have their second-best performances when GIC is used as the information criterion.
Compared with GBIC, the LS and MPL produce more consistent results when GIC is used as the information criterion. Therefore, the results of our real-data examples suggest MPL as the estimation method and GIC as the information criterion. However, no clear result emerges for the choice of basis function.
Conclusion
Many applications involve observing functional data in a graphical representation of curves that are sampled over a continuum measure. This motivates the development of FDA smoothing techniques for visualizing and analyzing such data. In particular, the function-on-function linear model is a frequently used technique in many applied scientific areas to explore the relationships between the functional response and predictors. However, the accuracy of these models is based on several factors, such as an optimal choice of basis function and corresponding roughness parameter, estimation method, and model evaluation criterion. There are several ways in which the methodology presented can be further extended; we briefly list two: 1) we consider function-on-function regression, but the performances of the smoothing techniques can also be extended to scalar-on-function or function-on-scalar regressions; 2) we consider three commonly used basis functions, but other basis functions, such as the Bernstein polynomial basis and wavelet basis functions, may also be explored.
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