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Seguimiento de o´ptimos en movimiento a
trave´s de predicciones basadas en filtros de
Kalman
Claudio Rossi and Antonio Barrientos
Resumen— Los problemas de optimizacio´n dina´mi-
ca tratan con entornos variables. En este art´ıculo se
presentan varias te´cnicas para integrar informacio´n
de movimiento en un algoritmo gene´tico, cuando la
funcio´n de fitness cambia con el tiempo y los cambios
en el o´ptimo siguen una ley no basada en el azar. Se
propone un mecanismo para estimar dicha ley con el
fin de mejorar la capacidad de seguimiento del opti-
mo, que finalmente se prueba con una aplicacio´n de
seguimiento de objetos en movimiento para un siste-
ma de visio´n artificial.
Palabras clave—Algoritmos Evolutivos, seguimiento
basado en visio´n, problemas de optimizacio´n dina´mi-
ca.
I. Introduccio´n
Las aplicaciones en el mundo real a menudo tratan
con un entorno variable y en presencia de ruido.
Los Algoritmos Evolutivos (EAs) son conocidos
por funcionar bien en este tipos entornos. Las nue-
vas soluciones candidatas, generadas en cada paso,
pueden ser evaluadas y seleccionadas a trave´s de fun-
ciones de objetivo (fitness en adelante) que cambian
en el tiempo. Adema´s, ya que las soluciones tienen
tendencia a estar aglomeradas alrededor del optimo,
hay una buena probabilidad de que cuando el o´ptimo
se mueva, uno de los individuos de la poblacio´n se
encontrara´ cerca del nuevo o´ptimo y constituira´ una
buena solucio´n del problema.
En los u´ltimos an˜os ha habido un intere´s creciente
en los problemas de optimizacio´n dina´mica, la cual
estudia los problemas que varian en el tiempo. En
este campo, la mayor´ıa de los trabajos se centran en
estudiar te´cnicas que mantienen un cierto grado de
diversidad en la poblacio´n, con el fin de garantizar
un nivel de exploracio´n adecuado, evitando que e´sta
se concentre demasiado. Una convergencia excesiva
podr´ıa hacer que los cambios en el entorno pasen
desapercibidos para el algoritmo, mientras que una
poblacio´n ma´s esparcida puede adaptarse a los cam-
bios con ma´s facilidad. Otras l´ıneas que se encuen-
tran en la literatura sobre este tema son: el control
dina´mico de los para´metros [1], [2]; operadores adap-
tables especializados [3]; control de la poblacio´n con
migraciones [4]; mu´ltiples poblaciones y nichos [6];
enfoques basado en la memoria [7].
Una revisio´n muy completa de la bibliograf´ıa sobre
te´cnicas para abordar problemas de optimizacio´n no-
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esta´tica se puede encontrar en [8].
Nuestro enfoque es diferente, y se basa en la consi-
deracio´n de que en muchos problemas del mundo real
los cambios no son casuales y se pueden predecir. La
ley que gobierna dichos cambios es estimada por un
mecanismo ad-hoc, que es usado para predecir los
estados futuros del sistema dina´mico. Esta informa-
cio´n se proporciona al EA con el fin de mejorar su
capacidad de seguimiento.
Dividimos la bu´squeda de un optimo en movimien-
to en dos fases. En la primera fase, el algoritmo no
tiene informacio´n sobre el o´ptimo, y tiene que explo-
rar el espacio para encontrarlo. Cuando el o´ptimo (o
sub-o´ptimo) es encontrado, empieza la fase de segui-
miento, donde el algoritmo tiene que ser capaz de
seguir el optimo. Durante esta fase, bajo la hipo´tesis
que los cambios no esta´n basados en el azar, la nueva
posicio´n del optimo se encontrara´ en una vecindad
de la posicio´n actual, cuyo radio depende de la velo-
cidad del movimiento. La transicio´n entre bu´squeda
y seguimiento no esta´ bien definida, y es un aspecto
que hay que considerar.
Durante la fase de seguimiento, la ley subyacen-
te del movimiento puede ser estimada mirando a
la secuencia de las soluciones que se van producien-
do. Esa estimacio´n puede ser utilizada para predecir
donde se encontrara´ el optimo en los pasos futuros,
y as´ı ayudar al proceso de seguimiento, focalizando
la bu´squeda en la regio´n donde se preve´ que e´ste
estara´.
Con el fin de dirigir la bu´squeda, hemos disen˜ado
diferente te´cnicas. La idea comu´n a todas es generar
o privilegiar individuos que esta´n cerca de la po-
sicio´n que se estima ma´s probable. De esta forma,
el algoritmo intentara´ anticiparse al movimiento del
optimo y mejorara´ sus prestaciones.
En concreto, hemos aplicado los algoritmos evolu-
tivos en aplicaciones de visio´n artificial para el se-
guimiento de objetivos en movimiento y la navega-
cio´n relativa en sistemas robo´ticos. En este tipo de
aplicaciones, los datos de entrada contienen mucho
ruido, debido a la adquisicio´n de la imagen y a su
pre-procesamiento. Los datos pueden ser afectados
por la baja calidad de la imagen, condiciones de luz,
vibraciones, etc., y deben ser procesados en tiempo
real con el fin de estimas la posicio´n y trayectoria
del objetivo. Claramente, los objetos no se mueven
al azar, si no que siguen leyes f´ısicas bien definidas.
En el resto del articulo se usara´ el te´rmino movi-
miento a nivel de genes, o sea referido al genotipo de
la solucio´n
II. Estimacio´n del Movimiento
En analog´ıa con las leyes de Newton, usamos los
te´rminos posicio´n y velocidad. La posicio´n de un
o´ptimo es el cromosoma de la solucio´n candidata co-
rrespondiente, o sea un punto n-dimensional en el
espacio de bu´squeda. La velocidad de un optimo es
un vector n-dimensional que contiene el gradiente del
cambio de cada gen. En este trabajo consideramos
leyes de primer orden:
pt = pt−1 + vt−1∆t (1)
Dada esta definicio´n, el estado S de un optimo en
el instante t puede ser definido como el conjunto de
su posicio´n y su velocidad.
St =
[
pt
vt
]
(2)
En general, el estado de un sistema puede ser ob-
servado solo parcialmente. En nuestro caso, lo que
se observa es la posicio´n del optimo, proporcionada
por el EA. El estado completo puede ser estimado
considerando la parte observable y la secuencia de
los estados previos, teniendo en cuenta que pueden
estar afectados por un cierto error.
Un me´todo muy conocido para llevar a cabo di-
cha estimacio´n es el filtro de Kalman [9]. El filtro de
Kalman es un conjunto de ecuaciones matema´ticas
que proporcionan una forma eficiente para la esti-
macio´n de un sistema dina´mico, dada una secuencia
de observaciones y un modelo del sistema. Las ob-
servaciones puede contener ruido, y el modelo puede
ser una aproximacio´n del modelo real.
Una caracter´ıstica interesante de los filtros de Kal-
man es que tambie´n proporcionan una estimacio´n del
estado futuro del sistema. Esta estimacio´n es propor-
cionada por el modelo del sistema, y despue´s es co-
rregida con la observacio´n real, con el fin de dar una
estimacio´n ma´s precisa en el siguiente paso. De este
modo, el modelo es actualizado de forma continua
con el fin de ajustarse a las observaciones. Adema´s,
las diferencias entre las predicciones y las observacio-
nes son usadas para calcular la incertidumbre asocia-
da a las predicciones, en forma de (co-)varianzas de
error, proporcionado as´ı una medida de la confianza
sobre la estimacio´n.
En un instante dado t, observada una secuencia
de o´ptimos y sus posiciones
p0, . . . , pt−2, pt−1,
(correspondientes al mejor individuo de la genera-
cio´n 0 . . . t−1), y con un modelo como (1), podemos
tener una estimacio´n de los vectores de posicio´n y
velocidad
pˆt, vˆt
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Fig. 1. Mejorar el EA
o sea, una estimacio´n del nuevo estado Sˆt, junto a
una estimacio´n de su precisio´n, en te´rminos de va-
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Para nuestros fines, las estimaciones ma´s impor-
tantes son los valores pˆt y σˆ
p
t que nos proporcionan
una indicacio´n de donde es probable que se encuen-
tre el pro´ximo optimo. En el resto del art´ıculo, nos
referiremos a ellos como a la prediccio´n y su preci-
sio´n. Para mayor claridad, omitiremos los ı´ndices y
adornos cuando no haya riesgo de confusio´n.
La Figura 1 ilustra la idea ba´sica de nuestro en-
foque: el EA es parte de un sensor, ya que es el EA
quien va a proporcionar la medida, y el filtrado es
usado con el fin de mejorar la precisio´n del sensor
mejorando el comportamiento del EA.
El coste computacional del filtro de Kalman es
esencialmente debido a a´lgebra de matrices y una
inversio´n de matrices, que tienen coste polinomial, y
por lo tanto tienen un bajo impacto en la prestacio-
nes del algoritmo, si asumimos que el coste compu-
tacional global esta´ dominado por el coste de evaluar
la funcio´n de fitness.
En este trabajo, los para´metros del filtro usado
han sido calculados durante la puesta a punto del
algoritmo y permanecen constantes a lo largo de la
ejecucio´n.
III. Incorporar la Informacio´n de
Movimiento
A la hora de usar las predicciones hay que consi-
derar ciertas cuestiones.
En primer lugar, cuando empieza el seguimiento.
Hay que establecer un criterio para decidir en que
momento el EA ha encontrado un o´ptimo satisfac-
torio para seguirlo (por ejemplo, un umbral prefi-
jado). Adema´s, el estimador necesita tiempo para
ajustarse, as´ı que hay que decidir a partir de que
momento sus predicciones son fiables. El mecanis-
mo de seleccio´n del EA puede ser usado para tratar
con ambas cuestiones. Al principio, el estimador pro-
porciona predicciones imperfectas, y los individuos
generados usando estas predicciones sera´n con toda
probabilidad sub-optimos, y sera´n descartados por
el mecanismo de seleccio´n. Segu´n el EA evolucione,
la secuencia de o´ptimos se tornara´ ma´s coherente,
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reflejando el hecho que el algoritmo se acerca al op-
timo y empieza a seguirlo. Entonces, las predicciones
se hara´n ma´s precisas y los individuos que las incor-
poran sera´n beneficiados.
El ruido puede afectar las predicciones. En este ca-
so, la salida del EA a su vez afecta la entrada del
estimador. Aunque los estimadores como el filtro de
Kalman esta´n disen˜ados para tratar con ello, no que-
remos fiarnos completamente de ellos.
El modelo es aproximado. Por esta razo´n, el esti-
mador necesita constantemente nuevas observacio-
nes para adaptarse a la ley del movimiento real.
Adema´s, sin actualizaciones constantes, el estimador
no podr´ıa darse cuenta de cambios en la trayectoria
del optimo.
Hay que buscar mejores soluciones. El algoritmo
podr´ıa estar persiguiendo una solucio´n no optima.
Incluso durante el seguimiento, podr´ıan existir solu-
ciones mejores en un entorno cercano o en regiones
inexploradas. Por lo tanto, hay que proporcionar al
algoritmo la capacidad de alcanzar estas soluciones,
y no solo focalizarse en el optimo actual. En otras pa-
labras, mientras el estimador ayuda la explotacio´n,
un cierto grado de exploracio´n tiene que ser garan-
tizado.
Con el fin de proveer la informacio´n del estimador
al algoritmo evolutivo, se pueden disen˜ar tres te´cni-
cas.
A. Operadores gene´ticos modificados
A.1 Mutacio´n
El operador de mutacio´n modifica uno o ma´s genes
del individuo seleccionado. Esta modificacio´n puede
ignorar el valor anterior (nuevo gen random), o mo-
dificar el valor original (perturbacio´n). La operacio´n
ma´s sencilla es an˜adir o restar una pequen˜a cantidad.
En lugar de usar cantidades aleatorias (”random”),
se puede usar la prediccio´n para dirigir la exploracio´n
hacia la regio´n donde se espera encontrar el nuevo
o´ptimo, segu´n el estimador (Fig. 2).
Si s es el cromosoma seleccionado para la mu-
tacio´n, s′ el cromosoma despue´s de la mutacio´n, e
i ∈ 1 . . . n el gen seleccionado para ser modificado
(donde n es el numero de genes, o sea la longitud del
cromosoma). Sean pˆ y σˆ la prediccio´n y su precisio´n.
En nuestro caso, la perturbacio´n deber´ıa generar
valores de s′i cerca de la estimacio´n pˆi, dependiendo
de la precisio´n σˆi, y en un rango que tambie´n depen-
da de ella. Una estrategia de perturbacio´n que tiene
en cuenta estos factores tiene la forma siguiente:
s′i = si + pert(ri, pˆi, σˆi). (3)
Proponemos la siguiente funcio´n heur´ıstica:
pert(ri, pˆi, σˆi) = bi ·
1
1+σˆi
· (pˆi − si) +N(0, riσˆi),
0 < bi < 1 + σˆi, ri ≥ 0
(4)
El primer te´rmino es una correccio´n de direccio´n
(Fig. 2), que determina el desplazamiento deseado
hacia la prediccio´n. Una mala prediccio´n produce
una baja correccio´n: si la prediccio´n no es precisa, no
tiene que ser tenida en cuenta. El segundo termino
determina el rango de la perturbacio´n, hacie´ndolo
mayor o menor segu´n la precisio´n de la prediccio´n.
Los para´metros bi y ri ajustan los valores. Cuan-
do bi = 1 + σˆi se obtiene el desplazamiento ma´xi-
mo, mientras bi = 0 significa ningu´n desplazamiento.
No´tese que si σˆi = 0 y bi = 1 el nuevo gen sera´ exac-
tamente pˆi (ma´xima confianza en la prediccio´n).
Un caso especial de este operador se da poniendo
el ma´ximo desplazamiento. En este caso, el centro de
la perturbacio´n coincide con la prediccio´n, y el valor
anterior del gen sera´ ignorado (Fig. 3):
s′i = N(pˆi, riσˆi). (5)
Nos referiremos a este caso como al operador nuevo
gen random.
A.2 Cruce
El operador de cruce busca en el espacio recom-
binando informacio´n de dos individuos para gene-
rar nuevos individuos. Este operador no crea nuevo
material gene´tico. La u´nica forma de incorporar las
predicciones en esta bu´squeda es cruzar un individuo
de la poblacio´n con uno nuevo, generado teniendo en
cuenta las predicciones (ve´ase la Seccio´n III-C). de
este modo, los nuevo individuos podra´n incorporar
informacio´n de la prediccio´n, y la bu´squeda sera´ di-
rigida hacia la regio´n indicada como ma´s probable
por el estimador.
B. Funcio´n de fitness modificada
An˜adir te´rminos a la funcio´n de fitness es
una pra´ctica comu´n para incorporar informacio´n
heur´ıstica al algoritmo evolutivo. Aqu´ı, la idea es pri-
vilegiar los individuos que este´n cerca de la futura
posicio´n estimada, con el fin de ayudar al algoritmo
a mantenerse cerca del o´ptimo en movimiento.
Sea s el cromosoma por evaluar y f la funcio´n de
fitness de base. La funcio´n modificada sera´ h:
h(s) = (1 − a) · f(s) + a · r(s) 0 < a < 1 (6)
donde una heur´ıstica sencilla es
r(s) =
1
1 + σˆmax
· |pˆ− s|
donde σˆmax = ||σˆ||∞ es el ma´ximo de los σˆi. El
termino de refinamiento r(s) tiene en cuenta la dis-
tancia desde la futura posicio´n estimada, y lo arregla
con la confianza sobre la prediccio´n El para´metro a
es usado para ajustar la importancia relativa de los
dos te´rminos.
C. Individuos dotados
Esta te´cnica consiste en generar un cierto nu´mero
de individuos nuevos usando la informacio´n del esti-
mador. En principio, si el estimador fuese perfecto,
se podr´ıa generar un solo individuo s = pˆ, y este ser´ıa
el nuevo optimo. En general, el nuevo optimo proba-
blemente se encontrara´ en una regio´n alrededor de
la prediccio´n pˆ, cuyo taman˜o es estimado por σˆ. Por
lo tanto, la idea es generar unos cuantos individuos
en dicha regio´n.
Sea P el taman˜o de la poblacio´n, y 0 < g < 1 la
proporcio´n de poblacio´n que queremos que sea com-
puesta por nuevos individuos ”dotados”. Un numero
de ⌊gP ⌋ individuos sera´n generados alrededor de la
prediccio´n (si = N(pˆi, σˆi), i = 1 . . . n) y los otros
P − ⌊gP ⌋ de la forma habitual. El caso g = 0 sig-
nifica rechazar la prediccio´n, el caso g = 1 significa
rechazar la vieja poblacio´n y generar una enteramen-
te nueva alrededor de pˆ.
Una sencilla heur´ıstica es tal que g es inversamente
proporcional a σˆmax: cuanto menos confianza tene-
mos en la prediccio´n, menos individuos generamos a
su alrededor.
g =
c
1 + σˆmax
, 0 < c < 1 + σˆmax (7)
IV. El Problema del Pose
Con el fin de probar las te´cnicas descritas en la
seccio´n anterior, se han hecho experimentos con un
problema conocido como pose.
Se considera una escena de un mundo en tres
dimensiones, en donde un objeto es visto por una
ca´mara proyectado en un plano bidimensional (Fig.
4). Tx, Ty y Tz son los valore de traslacio´n con res-
pecto a la ca´mara (posicionada en el origen de los
ejes), y α, β, γ son los a´ngulos de rotacio´n respecto
a los ejes.
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Fig. 4. Geometr´ıa del problema
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Fig. 5. Distancia y puntos coincidentes
Dada una imagen bidimensional de un objeto, el
problema de la estimacio´n del pose consiste en en-
contrar la posicio´n y orientacio´n del objeto en el es-
pacio. Los me´todos basados en modelos usan un mo-
delo del objeto buscado y buscan una corresponden-
cia entre algunas de sus caracter´ısticas como esqui-
na o marcas al contenido de la imagen. Un enfoque
comu´n es dividir la bu´squeda en dos pasos: prime-
ro, las caracter´ısticas son extra´ıdas de la imagen, y
despue´s se busca una correspondencia.
A. Estimacio´n Evolutiva del Pose
El problema del pose puede ser formulado como
un problema de optimizacio´n de la siguiente forma
[10].
Se tienen que encontrar los valores de los seis
para´metros (Tx, Ty, Tz) y (α, β, γ) (Fig. 4). Si es-
tos para´metros fuesen conocidos, pongamos que sean
so = (T ox , T
o
y , T
o
z , α
o, βo, γo), rotando y trasladando
el modelo del objeto y proyecta´ndolo en el plano de la
ca´mara, obtendr´ıamos una correspondencia perfecta
entre las caracter´ısticas del objeto y de la imagen.
En este caso, la suma d de las distancias entre cada
pareja de puntos correspondientes ser´ıa nula.
Si un para´metro fuese distinto del valor correcto,
por ejemplo Tx = T
o
x + ǫ, cada punto mi del modelo
estar´ıa desplazado en una cantidad fi(ǫ) con respec-
to a los puntos de la imagen, siendo fi funciones
que dependen de la geometr´ıa y de las caracter´ısti-
cas de la ca´mara. La suma de las distancias ser´ıa en
este caso d =
∑
i |fi(ǫ)|. Cuanto ma´s cerca este´ la
proyeccio´n s = (Tx, Ty, Tz, α, β, γ) a la imagen, ma´s
pequen˜a sera´ d. Siendo so desconocida, una forma de
calcular d es medir la distancia entre los puntos de la
imagen y los puntos del modelo proyectado, y buscar
una solucio´n s tal que d sea mı´nima. El problema de
la correspondencia es por lo tanto transformado en
un problema de optimizacio´n:
min(d =
∑
i |pi −mi(s)|),
pi,mi ∈ IR
2
s = (Tx, Ty, Tz, α, β, γ)
(8)
donde pi es un punto en la imagen, mi(s) es el
punto del modelo proyectado segu´n los para´metros
s = (Tx, Ty, Tz, α, β, γ) y || es la distancia Euclidea.
Un punto de la imagen se considera correspondiente
a un punto del modelo si es el ma´s cercano. As´ı la
distancia finalmente sera´:
d =
∑
i
minj(|pi −mj(s)|) (9)
La Figura 5 muestra un ejemplo donde dos con-
juntos de para´metros sM y sN producen dos conjun-
tos de puntos proyectados M = {m1,m2,m3,m4}
y N = {n1, n2, n3, n4}. Las correspondencias entre
puntos es representada por l´ıneas discontinuas. La
distancia entre los puntos del conjunto M y los pun-
tos de P = {p1, p2, p3, p4} es claramente inferior de
la distancia total de los puntos N de P . Por lo tanto,
el conjunto M se corresponde mejor, y el conjunto
de para´metros sM es la solucio´n mejor.
Es fa´cil ver como en el caso de que los puntos ex-
tra´ıdos de la imagen presenten alguna imprecisio´n,
la distancia mı´nima d no sera´ nula. Esto puede afec-
tar a la solucio´n o´ptima, dependiendo del nivel de
ruido presente. Sin embargo, si el ruido es limitado,
la distancia mı´nima se corresponde a un buena solu-
cio´n, ya que el ruido afecta a ambos sM and sN . Este
efecto se muestra en la Figura 5, donde el punto p2
es desplazado a p′2: si bien la distancia total cambia,
el conjunto M sigue siendo mejor que el conjunto
N . Lo mismo ocurre cuando falta algu´n punto de la
imagen, o si algu´n punto es extra´ıdo por error (falso
positivo).
De todas formas, la funcio´n de distancia puede
presentar mı´nimos locales, sobre todo cuanto hay
un elevado nu´mero de falsos positivos en la imagen.
Por esta razo´n es importante recurrir a me´todos de
bu´squeda como los algoritmos evolutivos, que pue-
den evitar los mı´nimos locales muestreando el espa-
cio de bu´squeda.
En el algoritmo EvoPose el vector s es una solu-
cio´n candidata, y una buena solucio´n es buscada a
trave´s un algoritmo evolutivo.
La complejidad computacional para el calculo de
una solucio´n es polinomial con el nu´mero de puntos
de la imagen |P | y puntos del modelo |M |. Por lo
tanto, el algoritmo escala bien con la complejidad de
las ima´genes reales, donde se consideran decenas o
incluso cientos de puntos.
B. Objetos en Movimiento
El problema del seguimiento de un objeto en mo-
vimiento consiste en determinar el pose de un objeto
en una secuencia de ima´genes, donde la posicio´n y/o
orientacio´n del objeto pueden cambiar. Una vez que
el pose correcto ha sido encontrado, se puede usar es-
ta informacio´n para encontrar la posicio´n del objeto
en las ima´genes que siguen, sin tener que resolver el
problema desde el principio otra vez para la nueva
imagen
Cuando se trata con ima´genes en movimiento, el
conjunto de puntos extra´ıdos P = {pi} cambia con el
tiempo, o sea P (t) = {pi(t)}. Por lo tanto, la funcio´n
distancia (9) tambie´n sera´ funcio´n del tiempo:
d(t) =
∑
i
minj(|pi(t)−mj(s)|) (10)
En nuestro problema de bu´squeda, esto significa
que tenemos una funcio´n de fitness que cambia con
el tiempo.
No´tese que ya que las nueva soluciones candidatas
se generan a partir de la informacio´n de las mejo-
res soluciones ya encontradas, la informacio´n sobre
la posicio´n anterior es efectivamente usada para en-
contrar la posicio´n en las ima´genes que siguen.
V. Resultados Experimentales
Hemos probado los me´todos descritos en la Sec-
cio´n III, usando el algoritmo EvoPose y considerando
un cubo movie´ndose y rotando a distintas velocida-
des. (Fig. 6, izquierda). El te´rmino velocidad usado
aqu´ı se refiere al incremento ∆ aplicado a cada gen
cada generacio´n.
En cada generacio´n, el pose del objeto ha sido
actualizado de la forma descrita ma´s abajo, y una
nueva imagen ha sido generada. Luego, la imagen
ha sido procesada para extraer los puntos de intere´s
(esquinas del cubo), y los puntos usados para cal-
cular la distancia (10). Durante este proceso, puede
aparecer ruido, como por ejemplo falsos positivos (
Fig. 6, derecha).
El rango de los genes es [0, 1], mientras el rango
del fenotipo es [0, 500] para las posiciones x e y (ta-
man˜o de la imagen de 500 × 500 pixels), [0, 1] para
la distancia z, y [0, 2π] para las rotaciones. El ta-
man˜o del cubo es de 35 pixels. Por ejemplo, un valor
de ∆ = 0,001, significa una velocidad de traslacio´n
del cubo de 0,5 pixels/generacio´n y rotacio´n de 0,36
grados/generacio´n.
Cada una de las te´cnicas ha sido probada con dife-
rentes ajustes de sus para´metros. Por cada ajuste se
han ejecutado 10 pruebas. En total, se han probado
204 combinaciones diferentes.
Fig. 6. Una imagen del objetivo (izquierda) y los puntos ex-
tra´ıdos por el proceso de extraccio´n de puntos (derecha).
En este ejemplo, siete ve´rtices I han sido detectados co-
rrectamente (cuadrados), un punto esta´ ausente ya que
esta´ escondido (circulo vac´ıo) y han sido detectados dos
falsos positivos (c´ırculos llenos)
A. El Algoritmo Evolutivo
El algoritmo evolutivo usado ten´ıa las siguientes
caracter´ısticas:
• Tipo: generacional. Poblacio´n: 100 individuos.
• Seleccio´n: standard roulette.
• Representacio´n: vector de 6 genes, nu´meros
reales en el rango [0, 1].
• Cruce: standard crossover de un punto (con ex-
cepcio´n del caso SINGLE-XOVER). Probabilidad:
0.5.
• Mutacio´n: Perturbacio´n Gaussiana (menos
cuando se han usado los operadores (3) y (5)). Pro-
babilidad = 0.9, Valor de ri = 0,1 (10% del rango).
La discusio´n se centra en la segunda mitad de cada
ejecucio´n, que es cuando se supone que el algoritmo
ha encontrado el objeto y lo esta´ siguiendo. Para
comparar la regularidad del seguimiento, se ha teni-
do en cuenta la desviacio´n esta´ndar de la distancia
a lo largo de la ejecucio´n.
B. Discusio´n
En general, las versiones del algoritmo que incor-
poran las predicciones ha obtenido mejores resulta-
dos que el algoritmo original. Esto indica que la in-
formacio´n proporcionada por las predicciones ayuda
efectivamente el seguimiento, y la posicio´n calculada
esta´ ma´s cerca a la posicio´n real del objeto.
En lo que concierne a los para´metros de ajuste,
el comportamiento del algoritmo no ha mostrado di-
ferencia significativas. Los peores resultados se han
obtenido con valores altos de lo ajustes. Esto parece
indicar que mientras las predicciones ayudan el se-
guimiento, e´stas no tienen que ser sobreestimadas.
Este comportamiento puede ser explicado por el he-
cho que las predicciones ayudan en la fase de explota-
cio´n, pero pueden llevar a una excesiva convergencia
de la poblacio´n.
La comparacio´n entre el mejor ajuste de las diver-
sas te´cnicas en el caso de movimiento de traslacio´n se
ensen˜a en la Figura 7 1. Las mejores prestaciones se
1En las figuras, las diversas variantes del algoritmos se in-
dican con: New random gene (mutacio´n con nuevo gen alea-
torio), Biased perturbation (mutacio´on a trave´s de perturba-
obtienen con el operador de cruce de un solo padre,
que adema´s posee la ventaja de no tener la necesi-
dad de para´metros de ajuste. De todas formas, no
hay una clara superioridad de ninguna de las te´cni-
cas, ya que las diferencias entre ellas no son signifi-
cativas. Con velocidades bajas, las diferencias con el
algoritmo original son pequen˜as, pero las diferencias
van apareciendo segu´n la velocidad aumenta.
La Figura 8 muestra la comparacio´n entre la des-
viacio´n esta´ndar media de la diferencia entre el mejor
individuo y la posicio´n real durante una ejecucio´n.
Una desviacio´n baja indica menos oscilaciones, o sea
un seguimiento ma´s constante.
Los resultados obtenidos para la rotacio´n son pa-
recidos a los de la traslacio´n, ya que otra vez las
versiones modificadas del algoritmo mejoran los re-
sultados. Los resultados esta´n resumidos el la Figura
9, que muestra la comparacio´n entre el mejor ajuste
de las diversas te´cnicas y el algoritmo evolutivo sin
ellas (indicado como Plain EA en las Figuras 7-10).
Encontrar la orientacio´n correcta es un problema
ma´s dif´ıcil que encontrar la posicio´n. Esto es por-
que´ mientras que en las traslaciones la posicio´n y
la distancia relativa entre los puntos no var´ıa, en
las rotaciones los puntos pueden cambiar de posi-
cio´n relativa, y la relacio´n entre ellos es de origen
trigonome´trica. Esto se refleja en las Figuras 9 y 10.
Se puede ver como las mejoras con respecto al al-
goritmo original son inferiores al caso de los movi-
mientos de traslacio´n, y como la regularidad del se-
guimiento no mejora si no es en casos puntuales.
VI. Conclusiones
En este art´ıculo se han presentado diferentes te´cni-
cas para dirigir la bu´squeda y el seguimiento de un
optimo en movimiento en problemas de optimizacio´n
dina´mica, usando informacio´n proporcionada por un
mecanismo de prediccio´n. El mecanismo de predic-
cio´n se basa en la hipo´tesis de que en las aplicaciones
del mundo real los cambios no son casuales y se pue-
den aprender. La idea comu´n en todas las te´cnicas
es la de generar individuos que se encontrara´n ma´s
cerca a la futura posicio´n estimada, con el fin de ayu-
dar al algoritmo a mantener el paso del optimo en
movimiento, anticipa´ndolo.
El mecanismo de prediccio´n que adoptamos
esta´ basado en los filtros de Kalman. Aunque el fil-
trado es una pra´ctica comu´n en las aplicaciones de
seguimiento, la forma en que se ha utilizado es dife-
rente. En nuestro enfoque, el filtro es usado con el
fin de mejorar el comportamiento del algoritmo, y no
como un post-procesado como se hace normalmente.
Los experimentos que se han llevado a cabo usan-
do un conocido problema de visio´n artificial, indican
que las predicciones ayudan al seguimiento del opti-
mo, tanto en te´rminos de distancia media desde la
solucio´n real como en te´rminos de fluidez. El meca-
cio´n), Single-parent crossover (operador de cruce), Refining
function (funcio´n de objetivo modificada).
Fig. 7. Translacio´n: comparacio´n de todas las estrategias Fig. 8. Translacio´n: desviacio´n esta´ndar media de la distancia
Fig. 9. Rotacio´n: comparacio´n de todas las estrategias Fig. 10. Rotacio´n: desviacio´n esta´ndar media de la distancia
nismo de aprendizaje y prediccio´n tiene un impacto
no significativo en las prestaciones, en cuanto se re-
fiere al coste computacional.
Los experimentos tambie´n indican que mientras
las predicciones ayudan el seguimiento, no tiene que
ser sobreestimadas, ya que pueden llevar a una exce-
siva convergencia, lo que tiene un impacto negativo
sobre el algoritmo.
La principal desventaja de nuestro enfoque es que
en algunas de las te´cnicas propuestas se han introdu-
cido unos para´metros de ajuste, lo que puede incre-
mentar la complejidad de ajustar el algoritmo para
obtener los mejores resultados. Adema´s, el filtro de
Kalman necesita un periodo de ajuste inicial (off-
line) para obtener prestaciones o´ptimas.
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