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Abstract: The construction of generalized Backlund transformation for the An Affine
Toda hierarchy is proposed in terms of gauge transformation acting on the zero curva-
ture representation. Such construction is based upon the graded structure of the underly-
ing affine algebra which induces a classification of generalized Backlund transformations.
Moreover, explicit examples for su(3) and su(4) lead to uncover interesting composition
properties of various types of Backlund transformations. The universality character of the
gauge-Backlund transformation method is extended to all equations of the hierarchy. Such
interesting property provides a systematic framework to construct Backlund transforma-
tions to higher flow equations. Explicit example for the simplest higher flow of the sl(3)
hierarchy is presented.
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1 Introduction
Integrable hierarchies provide interesting prototypes where an underlining affine algebraic
structure plays a crucial ingredient either in constructing and classifying time evolution
equations in terms of Lax pairs Aµ(ϕi) ∈ Gˆ, µ = 0, 1 (see e.g.[1] for review) or in the
construction of soliton (multi) solutions from tau functions and representation theory of
such algebras [2]. Examples of well known (relativistic) integrable models as the sine (sinh)-
Gordon, Tzitzeica, Lund-Regge and other non relativistic integrable models as generalized
Non-Linear Schroedinger (NLS), mKdV, etc have been extensively studied within such
context (see for instance [3]-[6]).
On the other hand, the existence of Backlund transformations is a peculiar feature of
integrable models which relate two field configurations of a nonlinear integrable equation.
Originally this was employed to construct (multi) soliton solutions from a nonlinear su-
perposition principle (see [7] for a review). More recently, Backlund transformations (BT)
have been employed to describe integrable defects [8]-[11] in the sense that two field con-
figurations are connected by a defect. This idea was first proposed in [8] for the Liouville
– 1 –
and sine-Gordon theories. In such cases, the integrability is preserved if the equations of
motion at the defect are given by the Backlund transformation.
In this paper we discuss a systematic construction of the various types of Backlund
transformation for G = An affine Toda hierarchy. We construct a Backlund-gauge transfor-
mation acting on the Lax pair preserving the zero curvature representation and hence the
equations of motion. This approach have been applied to the mKdV hierarchy associated
to the affine algebra sˆl(2) in [14] and [15] where the Backlund-gauge transformation was
shown to be universal for all equations within the hierarchy. Type I BT was first con-
structed for the sine-Gordon model more than a hundread years ago and was generalized
for the G = An Toda theories by Fordy and Gibbons in ref. [16]. Moreover a new type of
Backlund transformation, dubbed, type II, involving an auxiliary field was proposed in [10]
for the Tzitzeica model. The object of this paper is to classify and construct the various
types of Backlund transformations in terms of an affine graded structure. More recently
the generalization of BT have been studied in connection to symmetries (folding of Dynkin
diagrams) [12] and to other peculiar properties of the underlying algebraic structure (other
than An) [13].
In section 2 we define the model in terms of zero curvature representation
∂xAt(ϕi)− ∂tAx(ϕi) + [Ax(ϕi), At(ϕi)] = 0, (1.1)
by constructing the two dimensional gauge potentials Aµ ∈ Gˆ. We then construct the type
I and type II BT connecting two sets of solutions, {φi} and {ψi}, i = 1, · · · , n of the
same eqns. of motion for the affine Lie algebra Gˆ = sˆl(n + 1) in terms of Backlund-gauge
Transformation (BT). Such transformation is generated by a group element U(φi, ψi, λ)
acting on the gauge potentials (Lax pair) Aµ(ϕi), i.e.,
U(φi, ψi, λ)Aµ(φi) = Aµ(ψi)U(φi, ψi, λ) + ∂µU(φi, ψi, λ), µ = 0, 1. (1.2)
The various BT are dependent upon a parameter λ and are shown to be classified according
to the principal gradation explained and developed in the Appendix A.
Next in section 3 we discuss explicitly the construction of type II BT for sl(3)model and
show that the natural choice of parameters induces U(φi, ψi, λ) to be of unit determinant.
Moreover, eqn. (1.2) shows that both, U(φi, ψi, λ) and U˜(φi, ψi, λ) ≡ U
−1(ψi, φi, λ) satisfy
our requirements (1.2). In particular for the type II BT we verify that,
U(φi, ψi, λ) = cU
−1(ψi, φi, λ), c = const (1.3)
for G = sl(3). Such condition indicates that, for this case, the type II Backlund-gauge
transformation can be entirely parametrized in terms of 2 auxiliary fields, Λi, i = 1, 2. The
Tzitzeica limit is then taken and shown to reproduce the Backlund equations proposed
in [10]. Moreover we discuss the composition structure of these BT and show how these
different types can be interrelated.
In section 4 we propose the type II Backlund-gauge transformation for the general case
G = sl(n+ 1) in terms of n auxiliary fields, Λi, i = 1, · · · , n and verify its inverse relation
(1.3) for n = 2 and 3. We then extend the argument to other nonlinear eqns. of the same
– 2 –
hierarchy (higher flows). As an example we construct explicitly the first positive grade time
evolution equation in section 5. Examples of solutions of vaccum-one soliton and scattering
of one soliton solutions are discussed in section 6. Finally in the Appendix A we discuss
the sˆl(n+ 1) decomposition according to the principal gradation.
2 The Model
Consider the Lax pair given by
Ax = E
(1) +B−1∂xB, At = B−1E(−1)B. (2.1)
The Zero Curvature Condition (ZCC) leads to the Affine Toda (AT) eqns. of motion,
∂xAt − ∂tAx + [Ax, At] = −∂t(B
−1∂xB) + [E(1), B−1E(−1)B] = 0 (2.2)
For the sl(n + 1) case, B = e
∑n
i=1 φihi and E(±1) =
∑n
i=1E±αi + λ
(±)E∓(α1+···+αn), where
αi, i = 1, · · · , n are the simple roots of sl(n+ 1) and ψ = α1 + α2 + · · ·+ αn is the highest
root. In components eqn. (2.2) yields the affine Toda equations,
∂x∂tφi = e
Kijφj − e−(K1j+K2j+···+Knj)φj i = 1, · · · , n (2.3)
where K denotes the Cartan Matrix of sl(n+ 1), Kij =
2αi·αj
α2j
i, j = 1, · · · , n.
In this paper we shall discuss the construction of Backlund-gauge Transformations (BT),
U(φi, ψi) acting on the Lax pair (2.1) satisfying (1.2) interpolating between two field con-
figurations, {φi} and {ψi} of the same equation of motion
1.
We now analyse the various possibilities leading to Backlund transformations (BT)
which will be classified according to its graded structure given in Appendix A.
2.1 Type I Backlund Transformation
Let us consider the first case in which U can be decomposed as sum of grades zero and
−1 components as U = U (0) + σU (−1). According to the grading structure given in the
appendix A,
Ua,b = u
(0)
a δa,b + σu
(−1)
b δa,b+1 + λ
−1 σu(−1)n+1 δa,1δb,n+1, a, b = 1, · · · , n+ 1 (2.4)
or in matrix form
U(φi, ψi) =


u
(0)
1 0 · · · 0
0 u
(0)
2 · · · 0
...
...
. . .
...
0 0 · · · u
(0)
n+1

+


0 · · · 0 λ−1σu(−1)n+1
σu
(−1)
1 · · · 0 0
...
. . .
...
...
0 · · · σu
(−1)
n 0

 . (2.5)
From (2.1) consider the components of the Lax pair,
Ax(φ)a,b = ∂x(φa − φa−1)δa,b + δa,b−1 + λδa,n+1δb,1
At(φ)a,b = e
−φb−1+2φb−φb+1δa−1,b + λ−1e−φ1−φnδa,1δb,n+1,
1Here x and t denote the light cone coordinates
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where a, b = 1, · · · , n+ 1 and φ0 = φn+1 = 0, which in matrix form can be written as
Ax(φ) = ∂xφihi + E
(1) =


∂xφ1 1 0 · · · 0
0 ∂x(φ2 − φ1) 1
...
0 0 · · ·
...
... ∂x(φn − φn−1) 1
λ . . . 0 −∂xφn


,
and
At(φ) = B
−1E(−1)B =


0 0 · · · 0 λ−1e−φ1−φn
e2φ1−φ2 0 · · · 0 0
0 e−φ1+2φ2−φ3
...
...
...
...
. . . 0 0
0 0 e−φn−1+2φn 0


.
For Aµ = Ax, eqn. (1.2) rewritten in the matrix form [UAx(φ)−Ax(ψ)U − ∂xU ]ik = 0
leads to the following eqns.,
(
−∂xu
(0)
i + u
(0)
i ∂x(φi − φi−1 − ψi + ψi−1) + σ
(
u
(−1)
i−1 − u
(−1)
i
))
δi,k
+σ
(
−∂xu
(−1)
i−1 + u
(−1)
i−1 ∂x(φi−1 − φi−2 − ψi + ψi−1)
)
δi,k+1
−λ−1σ
(
∂xu
(−1)
n+1 + u
(−1)
n+1 ∂x(φn + ψ1)
)
δi,1δk,n+1
+(u
(0)
i − u
(0)
i+1)δi,k−1 + λ(u
(0)
i − u
(0)
k )δk,1δi,n+1 = 0
(2.6)
for i, k = 1, · · · , n + 1, and u
(−1)
0 = u
(−1)
n+1 . Similarly for Aµ = At, [UAt(φ) − At(ψ)U −
∂tU ]ik = 0 yields,
(
−σ∂tu
(−1)
i−1 + u
(0)
i e
−φi−2+2φi−1−φi − u(0)i−1e
−ψi−2+2ψi−1−ψi
)
δi,k+1
+λ−1
(
−σ∂tu
(−1)
n+1 + u
(0)
1 e
−φ1−φn − u(0)n+1e
−ψ1−ψn
)
δi,1δk,n+1
+σ
(
u
(−1)
i−1 e
−φi−3+2φi−2−φi−1 − u(−1)i−2 e
−ψi−2+2ψi−1−ψi
)
δi,k+2
+λ−1σ
(
u
(−1)
1 e
−φ1−φn − u(−1)n+1 e
2ψ1−ψ2
)
δi,2δk,n+1
+λ−1σ
(
u
(−1)
n+1 e
−φn−1+2φn − u(−1)n e
−ψ1−ψn
)
δi,1δk,n
+∂tu
(0)
i δi,k = 0.
(2.7)
Taking i = k − 1 in eqn. (2.6) and i = k in (2.7) we find that u
(0)
1 = u
(0)
2 = · · · =
u
(0)
n+1 = const. ≡ 1. For i = k + 1 in eqn. (2.6)
u
(−1)
k = ck e
φk−φk−1−ψk+1+ψk , k = 1, · · · , n (2.8)
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where ck are constants and ψ0 = ψn+1 = φ0 = φn+1 = 0. Moreover, for i = 1 and k = n+1
in (2.6) we find u
(−1)
n+1 = cn+1e
−φn−ψ1 . The remaining eqns. in (2.7), i.e. i = k + 2,
i = 2, k = n + 1 and i = 1, k = n implies that c1 = c2 = · · · = cn+1 ≡ 1. The Backlund-
gauge transformation is then given by
U(φi, ψi) =


1 0 · · · · · · λ−1σe−φn−ψ1
σeφ1−ψ2+ψ1 1 · · · 0
0
. . .
. . . · · ·
...
... σeφk−φk−1−ψk+1+ψk . 1 0
0 · · · σeφn−φn−1+ψn 1


. (2.9)
The Backlund transformations are given by setting i = k in eqn. (2.6) and i = k+1 of eqn.
(2.7), namely
∂x(φi − φi−1 − ψi + ψi−1) = σ(eφi−φi−1−ψi+1+ψi − eφi−1−φi−2−ψi+ψi−1), (2.10)
∂t(φi − φi−1 − ψi+1 + ψi) =
1
σ
(eφi−φi+1+ψi+1−ψi − e−φi+φi−1+ψi−ψi−1), (2.11)
i = 1, · · · , n and φ−1 = φn, together with the border terms
∂x(φn − ψn) = σ (e
φn−φn−1+ψn − e−φn−ψ1), (2.12)
∂t(φn − ψ1) =
1
σ
(e−φ1+ψ1 − eφn−ψn) (2.13)
It can be checked directly that the compatibility of BT eqns. (2.10) - (2.13) leads
correctly to the eqns of motion (2.3). These eqns. coincide with those found by Fordy and
Gibbons in ref. [16].
2.2 Type II Backlund Transformation
We now propose an alternative solution for the Backlund transformations for the affine Toda
models, namely type II Backlund transformation (type II BT). Consider the following affine
structure associated to all grades 0 ≤ q ≤ n+ 1 within the matrix U of the form,
U =
n+1∑
q=0
σq U (−q) = U (0) + σ U (−1) + · · · + σn+1 U (−n−1). (2.14)
According to the grading structure developed in the Appendix A we start proposing
the following ansatz for the matrix representation of the Backlund-gauge transformation
U(φi, ψi) in (1.2),
Ua,b = (u
(0)
b + λ
−1 u(−(n+1))b )δa,b +
n∑
q=1
(u
(−q)
b δa,b+q + λ
−1u(−q)b δa,b−(n+1)+q) (2.15)
or more explicitly,
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U =


u
(0)
1 0 · · · 0
σu
(−1)
1 u
(0)
2 · · · 0
...
. . .
...
σnu
(−n)
1 · · · σu
(−1)
n u
(0)
n+1

+λ
−1


σn+1u
(−n−1)
1 σ
nu
(−n)
2 · · · σu
(−1)
n+1
0 σn+1u
(−n−1)
2 · · · σ
2u
(−2)
n+1
...
...
. . .
...
0 0 0 σn+1u
(−n−1)
n+1

 .
In particular this kind of solution is characterized by the presence of nontrivial diagonal
terms associated to grade q = −n − 1, namely u
(−n−1)
a , a = 1, · · · , n + 1. Notice that in
order to recover the type I BT we set u
(−q)
a = 0 for q > 1.
From eqn. (1.2) we find for
[UAx(φi)−Ax(ψi)U − ∂xU ]ik =Ui,k∂x(φk − φk−1 − ψi + ψi−1)
+ Ui,k−1 − Ui+1,k + λ(Ui,n+1δk,1 − U1,kδi,n+1)− ∂xUi,k
=0
(2.16)
Similarly,
[UAt(φi)−At(ψi)U − ∂tU ]ik =Ui,k+1e
−φk−1+2φk−φk+1 + Ui−1,ke−ψi−2+2ψi−1−ψi
+ λ−1e−φ1−φnUi,1δk,n+1 − λ−1e−ψ1−ψnUn+1,kδi,1 − ∂tUi,k
=0
(2.17)
where Ui,k, i, k = 1, · · · , n+ 1 denote the matrix elements of U .
For i = k in eqn. (2.17) and taking into account that Uk,k+1 and Uk−1,k are both upper
diagonal and henceforth proportional to λ−1 we find that the only term independent of λ
is
∂tU
(0)
k,k = ∂tu
(0)
k = 0, k = 1, · · · , n+ 1. (2.18)
Moreover taking i = l k = l + 1 in (2.16) we find,
Ul,l+1∂x(φl+1 − φl − ψl + ψl−1) + Ul,l − Ul+1,l+1
+ λ(Ul,n+1δl+1,1 − U1,l+1δl,n+1)− ∂xUl,l+1 = 0.
(2.19)
Again the only terms independent of λ is u
(0)
l − u
(0)
l+1 = 0 and henceforth u
(0)
l = ζ = const.,
l = 1, · · · , n+ 1. Taking the diagonal terms, i = k in (2.16) leads to
Uk,k∂x(φk − φk−1 − ψk + ψk−1) + Uk,k−1 − Uk+1,k
+ λ(Uk,n+1δk,1 − Uk,kδk,n+1)− ∂xUk,k = 0.
(2.20)
Taking the λ−1 terms of (2.20) (lower diag. terms Ul+1,l are indep. of λ),
u
(−n−1)
k ∂x(φk − φk−1 − ψk + ψk−1)− ∂xu
(−n−1)
k = 0. (2.21)
– 6 –
Integrating we get
u
(−n−1)
k = cke
φk−φk−1−ψk+ψk−1 , k = 1, · · · , n + 1, ck = const. (2.22)
If we now consider the k + 1, k matrix element of (2.17)
eφk−1+2φk−φk+1Uk+1,k+1 − eψk−1+2ψk−ψk+1Uk,k − ∂tUk+1,k = 0 (2.23)
and take terms proportional to λ−1. Since Uk+1,k is lower diagonal and hence indep. of λ,
eφk−1+2φk−φk+1u(−n−1)k+1 − e
ψk−1+2ψk−ψk+1u(−n−1)k = 0, k = 1, · · · , n (2.24)
implies c1 = c2 = · · · = cn+1 ≡ 1. The diagonal terms in U are then determined as
Uk,k = u
(0)
k + λ
−1σ−n−1 u(−n−1)k = 1 + λ
−1σ−n−1eφk−φk−1−ψk+ψk−1 , (2.25)
for k = 1, · · · , n + 1. We now proceed in solving from the second lowest grade q = −n
namely, Ua,a+1 upwards. Let us take the k, k + 1 matrix elements of (2.16) which can be
rewritten as
−∂x
(
Uk,k+1e
−φk+1+φk+ψk−ψk−1
)
eφk+1−φk−ψk+ψk−1 + Uk,k − Uk+1,k+1
+λ(Uk,n+1δk+1,1 − U1,k+1δk,n+1) = 0.
(2.26)
For k 6= 1, n+ 1 we find after substituting diagonal elements Ua,a in (2.25),
∂x
(
Uk,k+1e
−φk+1+φk+ψk−ψk−1
)
= λ−1σ
(
e−φk−1+2φk−φk+1 − eψk−1+2ψk−ψk+1
)
(2.27)
which determines Uk,k+1 by direct integration of the above equation. The next in line to
be determined is Uk,k+2 of grade q = −n + 1 described recursively from (2.16) in terms of
its previous level, Uk,k+1 by,
∂x
(
Uk,k+2e
−φk+2+φk+1+ψk−ψk−1
)
= Uk,k+1 − Uk+1,k+2 (2.28)
and so on for Uk,k+a in terms of Uk,k+a−1 and Uk+1,k+a+1.
3 The sl(3) Example
In order to illustrate the construction with parametrization (2.15) we now explicitly develop
the G = sl(3) example where U = U (0) + σU (−1) + σ2U (−2) + σ3U (−3), or in matrix form,
U(φi, ψi) =


1 + λ−1σ3eq1 λ−1σ2u(−2)2 λ
−1σu(−1)3
σu
(−1)
1 1 + λ
−1σ3e−q1+q2 λ−1σ2u(−2)3
σ2u
(−2)
1 σu
(−1)
2 1 + λ
−1σ3e−q2


– 7 –
where q1 = φ1 − ψ1, q2 = φ2 − ψ2. Equations (2.16) and (2.17) for sl(3) become:
∂xq1 = σ(−u
(−1)
3 + u
(−1)
1 ),
∂x(q1 − q2) = σ(u
(−1)
1 − u
(−1)
2 ), (3.1)
−∂xq2 = σ(u
(−1)
3 − u
(−1)
2 ),
∂x
(
u
(−1)
3 e
φ2+ψ1
)
= σ
(
u
(−2)
3 − u
(−2)
2
)
eφ2+ψ1 ,
∂x
(
u
(−1)
1 e
−φ1−ψ1+ψ2
)
= σ
(
u
(−2)
2 − u
(−2)
3
)
e−φ1−ψ1+ψ2 , (3.2)
∂x
(
u
(−1)
2 e
φ1−φ2−ψ2
)
= σ
(
u
(−2)
1 − u
(−2)
2
)
eφ1−φ2−ψ2 ,
∂x
(
u
(−2)
2 e
φ
−
1−φ2+ψ1
)
= σ
(
e2φ1−φ2 − e2ψ1−ψ2
)
,
∂x
(
u
(−2)
3 e
φ2−ψ1+ψ2
)
= σ
(
e−φ1+2φ2 − e−ψ1+2ψ2
)
, (3.3)
∂x
(
u
(−2)
1 e
−φ1−ψ2
)
= σ
(
e−φ1−φ2 − e−ψ1−ψ2
)
,
and
σ∂tq1 = −u
(−2)
1 e
−φ1−ψ2 + u(−2)2 e
φ1−φ2+ψ1 ,
σ∂t(q1 − q2) = u
(−2)
2 e
φ1−φ2+ψ1 − u(−2)3 e
φ2−ψ1+ψ2 , (3.4)
−σ∂tq2 = u
(−2)
1 e
−φ1−ψ2 − u(−2)3 e
φ2−ψ1+ψ2
σ∂tu
(−2)
2 = u
(−1)
3 e
−φ1+2φ2 − u(−1)2 e
−ψ1−ψ2 ,
σ∂tu
(−2)
3 = −u
(−1)
3 e
2ψ1−ψ2 + u(−1)1 e
−φ1−φ2 , (3.5)
σ∂tu
(−2)
1 = −u
(−1)
1 e
−ψ1+2ψ2 + u(−1)2 e
2φ1−φ2 ,
σ∂tu
(−1)
3 =
(
e−φ1−φ2 − e−ψ1−ψ2
)
,
σ∂tu
(−1)
1 =
(
e2φ1−φ2 − e2ψ1−ψ2
)
, (3.6)
σ∂tu
(−1)
2 =
(
e−φ1+2φ2 − e−ψ1+2ψ2
)
.
Consistency condition of eqns. (3.1)-(3.6) with second order eqns. of motion can be verified
by direct calculation. Integrating eqns. (3.3) we obtain u
(−2)
i in terms of two specific
solutions (φj , ψj), j = 1, 2 which, when inserted in eqns. (3.2) gives u
(−1)
i , i = 1, 2, 3. It
then follows the BT from eqns. (3.1). As for the time components of (2.2) we start by
solving (3.6) for u
(−1)
i which leads to u
(−2)
i by solving (3.5) and then the BT from (3.4).
Let us now consider the following quantities,
w1 =
(
u
(−1)
1 u
(−1)
2 u
(−1)
3 − u
(−1)
1 u
(−2)
2 − u
(−1)
2 u
(−2)
3 − u
(−1)
3 u
(−2)
1 + e
q1 + e−q2 + e−q1+q2
)
,
w2 =
(
u
(−2)
1 u
(−2)
2 u
(−2)
3 − u
(−1)
1 u
(−2)
2 e
−q2 + u(−1)3 u
(−2)
1 e
−q1+q2 + u(−1)2 u
(−2)
3 e
q1
+ eq1 + e−q2 + e−q1+q2
)
.
– 8 –
It can be checked by direct calculation using (3.1)-(3.6) that,
∂xwa = ∂twa = 0, a = 1, 2. (3.7)
and hence, w1 = η1, w2 = η2, ηa = const, a = 1, 2.
In particular, it follows that
Det[U(φi, ψi)] = 1 + λ
−1σ3w1 + λ−2σ6w2 + σ9λ−3. (3.8)
At this point we should like to raise the fact that fields u
(−1)
i and u
(−2)
i , i = 1, 2, 3 are not
all independent. In particular for type II BT the relevant degrees of freedom can be fixed
such that
U(ψi, φi) ∼ U
−1(φi, ψi). (3.9)
We now propose a solution for U incorporating the conservation laws (3.8) and condition
(3.9) in the lines suggested in ref. [10] as
U(φi, ψi) =


1 + λ−1σ3eq1 λ−1σ2A1e−Λ1 λ−1σ Ce−Λ1−Λ2
σ eΛ1 1 + λ−1σ3e−q1+q2 λ−1σ2A2e−Λ2
σ2DeΛ1+Λ2 σ eΛ2 1 + λ−1σ3e−q2

 (3.10)
where Λ1 and Λ2 are two auxiliary fields and
w1 =
(
eq1 + e−q1+q2 + e−q2 + C −CD −A1 −A2
)
,
w2 =
(
e−q1 + eq1−q2 + eq2 +A1A2D − e−q2A1 − eq1A2 − e−q1+q2CD
)
Here, in order to establish (3.7), (3.8) it follows from (3.9) that,
A1 = (1 + ǫ1)(1 + ǫ2),
A2 = (1 + ǫ2)(1 + ǫ3),
C = (1 + ǫ1)(1 + ǫ2)(1 + ǫ3),
D =
1
(1 + ǫ2)
, (3.11)
where
ǫ1 = e
q1 , ǫ2 = e
−q1+q2 , ǫ3 = e−q2 . (3.12)
Notice that both w1 = w2 = −1 are independent of the auxiliary fields Λi, i = 1, 2. In fact
inverting matrix (3.10) taking into account (3.11) we can verifiy explicitly that condition
(3.9) holds with σ → −σ, i.e.,
U−1(φi, ψi, σ) =
λ2
λ2 − σ2
U(ψi, φi,−σ). (3.13)
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Moreover the Backlund transformation in terms of variables defined in (3.10) can be
derived from (3.1) - (3.6) to be
∂xq1 = σ
(
eΛ1 − e−Λ1−Λ2C
)
,
∂xq2 = σ
(
eΛ2 − e−Λ1−Λ2C
)
, (3.14)
σ∂tq1 = e
φ1−φ2+ψ1e−Λ1A1 − e−φ1−ψ2eΛ1+Λ2D,
σ∂tq2 = e
φ2−ψ1+ψ2e−Λ2A2 − e−φ1−ψ2eΛ1+Λ2D,
σ∂t
(
e−Λ1−Λ2C
)
= e−φ1−φ2 − e−ψ1−ψ2 ,
σ∂t
(
eΛ1
)
= e2φ1−φ2 − e2ψ1−ψ2 , (3.15)
σ∂t
(
eΛ2
)
= e−φ1+2φ2 − e−ψ1+2ψ2 ,
∂x
(
e−Λ1A1eφ1−φ2+ψ1
)
= σ(e2φ1−φ2 − e2ψ1−ψ2),
∂x
(
e−Λ2A2eφ2−ψ1+ψ2
)
= σ(e−φ1+2φ2 − e−ψ1+2ψ2), (3.16)
∂x
(
eΛ1+Λ2De−φ1−ψ2
)
= σ(e−φ1−φ2 − e−ψ1−ψ2).
together with
∂x
(
Ce−Λ1−Λ2eφ2+ψ1
)
= σeφ2+ψ1
(
e−Λ1A1 − e−Λ2A2
)
,
∂x
(
eΛ1e−φ1−ψ1+ψ2
)
= σe−φ1−ψ1+ψ2
(
e−Λ2A2 − eΛ1+Λ2D
)
, (3.17)
∂x
(
eΛ2eφ1−φ2−ψ2
)
= σeφ1−φ2−ψ2
(
−e−Λ1A1 + eΛ1+Λ2D
)
,
and
σ∂t
(
A1e
−Λ1) = e−φ1+2φ2e−Λ1−Λ2C − e−ψ1−ψ2eΛ2 ,
σ∂t
(
A2e
−Λ2) = e−φ1−φ2eΛ1 − e2ψ1−ψ2e−Λ1−Λ2C, (3.18)
σ∂t
(
DeΛ1+Λ2
)
= e2φ1−φ2eΛ2 − e−ψ1+2ψ2eΛ1 .
It is straightforward to verify the consistency of (3.14)-(3.16) with eqns. of motion namely,
∂t∂xϕ1 = e
2ϕ1−ϕ2 − e−ϕ1−ϕ2 , ∂t∂xϕ2 = e−ϕ1+2ϕ2 − e−ϕ1−ϕ2 (3.19)
for ϕi = φi or ψi.
Eqns. (3.17) and (3.18) can be verified directly using (3.14)-(3.16).
3.1 Composition of Backlund Transformation
From eqn. (1.2) we find that
Aµ(φi) = U
−1(φi, ψi)Aµ(ψi)U(φi, ψi) + ∂µU(φi, ψi)U−1(φi, ψi) (3.20)
which is equivalent to
Aµ(ψi) = U(φi, ψi)Aµ(φi)U
−1(φi, ψi)− ∂µU(φi, ψi)U−1(φi, ψi). (3.21)
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Exchanging φi ↔ ψi we find that
U˜(φi, ψi) = Det (U(φi, ψi))U
−1(ψi, φi) (3.22)
also correspond to a Backlund-gauge transformation. We now analise the various cases of
relation (3.22).
Consider the type I Backlund-gauge transformation (2.9) which for G = sl(3) is given
by
U I(φi, ψi, σ) =


1 0 λ−1σe−φ2−ψ1
σeφ1+ψ1−ψ2 1 0
0 σeφ2−φ1+ψ2 1

 . (3.23)
Taking its inverse, we find from (3.22), that
U˜(ψi, φi, σ) =


1 λ−1σ2e−φ1−ψ1+ψ2 −λ−1σe−φ2−ψ1
−σeφ1+ψ1−ψ2 1 λ−1σ2eφ1−φ2−ψ2
σ2eφ2+ψ1 −σe−φ1+φ2+ψ2 1

 (3.24)
also satisfy (1.2) and has the following grading structure U˜(φi, ψi) = U
(0) + σU (−1) +
σ2U (−2). From such structure the natural question whether U˜ can be written as a product
of two type I BT arises. In fact we can verify the following relation
U I(θi, φiσ1) ∗ U
I(ψi, θi, σ2) = U˜(ψi, φi, σ) (3.25)
for θ1 = φ2 + ψ1 − ψ2, θ2 = −φ1 + φ2 + ψ1, σ1 = ωσ, σ2 = ω
∗σ, ω3 = 1 and ω 6= 1.
Following the same line of thought we ask ourselves whether the type II gauge-Backlund
transformation U II(φi, ψi, σ) can be decomposed as product of more fundamental struc-
tures. Indeed, for sl(3) we find that U(φi, ψi, σ) given by eqn. (3.10) can be written as,
U II(φi, ψi, σ) = U˜(θi, ψi, σ2) ∗ U
I(φi, θi, σ1) (3.26)
and the auxiliary fields Λi in (3.10) of the type II BT are given by
Λ1 = θ1 − θ2 + ln
(
eψ1 + eφ1
)
, (3.27)
Λ2 = θ2 + ln
(
eψ2−ψ1 + eφ2−φ1
)
(3.28)
and σ1 = σ2 = σ.
The above argument shows that type II BT can be decomposed in terms of product
of 3 type I BT and the auxiliary fields Λi, i = 1, 2 correspond via (3.27) and (3.28), to
intermediate configurations θi, i = 1, 2. For higher rank algebras the number of terms in
the product to construct type II BT increases accordingly (in order to generate nontrivial
diagonal terms for the type II BT).
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3.2 Tzitzeica Limit
Here we derive the Backlund Transformation for the Tzitzeica model proposed in [10] from
the sl(3) prototype discussed in the previous section. Similar approach was employed in
terms of 3x3 matrices in [20]. Consider the reduction process where we impose the following
constraints
φ1 = φ2 ≡ φ, ψ1 = ψ2 ≡ ψ, (3.29)
or equivalently q1 = q2 ≡ q = φ− ψ and p = φ+ ψ. Eqns. (3.16) become,
∂xq = σ
(
eΛ1 − e−Λ1−Λ2C
)
= σ
(
eΛ2 − e−Λ1−Λ2C
)
, (3.30)
σ∂tq = e
ψe−Λ1A1 − e−φ−ψeΛ1+Λ2D
= eφe−Λ2A2 − e−φ−ψeΛ1+Λ2D, (3.31)
σ∂t
(
e−Λ1−Λ2C
)
= e−2φ − e−2ψ, (3.32)
σ∂t
(
eΛ1
)
= (eφ − eψ) = σ∂t
(
eΛ2
)
, (3.33)
∂x
(
e−Λ1A1eψ
)
= σ(eφ − eψ) = ∂x
(
e−Λ2A2eφ
)
, (3.34)
∂x
(
eΛ1+Λ2De−φ−ψ
)
= σ(e−2φ − e−2ψ), (3.35)
σ∂t
(
A1e
−Λ1) = eφe−Λ1−Λ2C − e−2ψeΛ2 , (3.36)
σ∂t
(
A2e
−Λ2) = −eψe−Λ1−Λ2C + e−2φeΛ1 , (3.37)
σ∂t
(
DeΛ1+Λ2
)
= −eψeΛ1 + eφeΛ2 . (3.38)
The second equality in (3.30) as well as eqn. (3.33) imply Λ1 = Λ2 = Λ. From (3.34) we
obtain
A1e
ψ = A2e
φ. (3.39)
Taking the sum of (3.36) and (3.37) we get
σ∂t
(
e−ΛA2(eφ−ψ + 1)
)
= Ce−2Λ
(
eφ − eψ
)
+ (e−2φ − e−2ψ)eΛ,
= σ ∂t(e
−ΛC) (3.40)
and obtain
A2
(
1 + eφ−ψ
)
= C. (3.41)
On other hand, from (3.38) and (3.33),
∂t(e
2ΛD) = eΛ(eφ − eψ) =
1
2
∂t(e
2Λ) (3.42)
we therefore find that D = 12 . Under constraints (3.29) we get from (3.17),
2∂x(e
Λ)− eΛ∂x(φ+ ψ) = σe
−Λ(A2 −A1) = σe−ΛA2(1− eφ−ψ) (3.43)
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which inserted in (3.35) yields,
1
2
∂x(e
2Λe−φ−ψ) =
1
2
eΛ
(
2∂x(e
Λ)− eΛ∂x(φ+ ψ)
)
e−φ−ψ
=
σ
2
eΛ
(
e−ΛA2(1− eφ−ψ)
)
e−φ−ψ
= σ(e−2φ − e−2ψ), (3.44)
and
A2 = 2(1 + e
−q). (3.45)
It then follows that
A1 = 2(1 + e
q), C = 2(eq + e−q + 2) (3.46)
and the Backlund-gauge transformation for the Tzitzeica model is given by
U(φ,ψ) =


1 + λ−1σ3eq λ−12σ2e−Λ(1 + eq) λ−12σe−2Λ(eq + e−q + 2)
σeΛ 1 + λ−1σ3 λ−12σ2e−Λ(1 + e−q)
σ2
2 e
2Λ σeΛ 1 + λ−1σ3e−q

 (3.47)
leading to the following first order eqns.
∂xq = σ
(
eΛ − 2e−2Λ(2 + eq + e−q)
)
, (3.48)
σ∂tq = 2 e
−Λ+ 1
2
p
(
e−
1
2
q + e+
1
2
q
)
−
1
2
e2Λ−p, (3.49)
σ∂tΛ = e
−Λ+ 1
2
p(e
1
2
q − e−
1
2
q), (3.50)
∂x(Λ−
1
2
p) = σ e−2Λ(e−q − eq). (3.51)
It follows that eqns. (3.48)-(3.51) coincide precisely with those proposed in ref. [10] when
variables are changed to t = − 1√
2
x+, x =
1√
2
x−, q → −2q, p→ −2p, eΛ → 2e−λ.
Employing the same limiting procedure (3.29) to obtain a consistent limit of the type I
Backlund transformation for the Tzitzeica model we find φ = ψ . This is expected and was
the main motivation to introduce the new structure of auxiliary fields in the type II BT in
ref. [10].
4 An Backlund-gauge Transformation
Consider the Backlund-gauge Transformation U(φi, ψi) corresponding to the map Aµ(ψi)→
Aµ(φi)
Aµ(φi) = U
−1(φi, ψi)Aµ(ψi)U(φi, ψi) + U−1(φi, ψi)∂µU(φi, ψi). (4.1)
Conversely,
U(ψi, φi) ∼ U
−1(φi, ψi) (4.2)
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maps Aµ(φi)→ Aµ(ψi). Since Aµ belongs to a null traced algebra, by Jacobi’s formula we
find that (4.1) implies Det (U(φi, ψi)) = const. and following our ansatz in (2.14)
Det (U(φi, ψi)) = w0 +
σn+1w1
λ
+ · · ·+
σn(n+1) wn
λn
+
σ(n+1)
2
wn+1
λn+1
which implies that
∂xwa = ∂twa = 0, a = 0, · · · , n+ 1.
These last eqns indicate that parametrization (2.15) is such that
wa[u
(q)
j (φi, ψi)] = ηa = const., a = 0, · · · , n+ 1. (4.3)
Our conjecture here states that for the G = sl(n+1) model there should be n auxiliary
fields Λi, i = 1, · · · , n and the Backlund-gauge transformation described by a (n + 1)-
dimensional matrix U(φi, ψi)a,b, a, b = 1, · · · , n+ 1 with entries:
i) Diagonal
U(φi, ψi)a,a = 1 +
σn+1
λ
ǫa, ǫa = e
qa−qa−1 , a = 1, · · · , n+ 1, q0 = qn+1 = 0. (4.4)
ii) Lower diagonal,
U(φi, ψi)a+1,a = σe
Λa , a = 1, · · · , n;
U(φi, ψi)a+2,a = σ
2 e
Λa+Λa+1
(1 + ǫa+1)
, a = 1, · · · , n − 1
...
...
U(φi, ψi)a+l,a = σ
l e
Λa···+Λa+l
(1 + ǫa+1) · · · (1 + ǫa+l−1)
, a = 1, · · · , n− l + 1
...
...
U(φi, ψi)n+1,1 = σ
n e
Λ1···+Λn
(1 + ǫ2) · · · (1 + ǫn)
.
iii) Upper diagonal
U(φi, ψi)a−1,a = λ−1σne−Λa−1(1 + ǫa−1)(1 + ǫa), a = 2, · · · , n+ 1,
U(φi, ψi)a−2,a = λ−1σn−1e−Λa−2+Λa−1(1 + ǫa−2)(1 + ǫa−1)(1 + ǫa), a = 3, · · · , n+ 1,
...
...
U(φi, ψi)a−l,a = λ−1σn+1−le−Λa−l···−Λa−1(1 + ǫa−l) · · · (1 + ǫa), a = l + 1, · · · , n + 1,
...
...
U(φi, ψi)1,n+1 = λ
−1σe−Λ1···−Λn(1 + ǫ1)(1 + ǫ2) · · · (1 + ǫn+1).
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This was verified explicitly for sl(2), sl(3) and sl(4). Inverting U(φi, ψi) for these cases we
verify that indeed U(ψi, φi,−σ) = cU
−1(φi, ψi, σ) where the constant for G = sl(n+ 1) is.
c =
(
λ
λ− σn+1
)n−1
Det(U (φi, ψi)) . (4.5)
5 Construction of Integrable Hierarchies
Here we shall consider generic time evolution equations which are classified according to the
grading structure developed in the Appendix A. Consider the decomposition of an affine
Lie algebra Gˆ =
∑
a Ga and a constant grade one generator E ≡ E
(1) which decomposes Gˆ
into Kernel Kˆ and its complement, Mˆ i.e.,
Gˆ = Kˆ ⊕ Mˆ. (5.1)
In particular, projecting into the zero grade subspace, G0 = K ⊕M. Define now the Lax
operator as
L = ∂x + E +A0, (5.2)
where A0 ∈ M (and consequently A0 ∈ G0). In the case of principal gradation with
subspaces given in (A.5), A0 can be parametrized as A0 =
∑n
i=1 ∂xφih
(0)
i ≡ vih
(0)
i . We now
propose the construction of time evolution equations in the zero curvature representation,
[∂x +Ax, ∂tN +AtN ] = ∂xAtN − ∂tNAx + [Ax, AtN ] = 0 (5.3)
where Ax = E +A0 and consider two classes of solutions.
• For the negative grade time evolution eqns. we consider the following ansatz,
At
−N
= D(−N) +D(−N+1) · · ·+D(−1), D(−j) ∈ G−j (5.4)
In this case we start solving (5.3) from its lowest grade projection, i.e.,
∂xD
(−N) + [A0,D(−N)] = 0
which yields a nonlocal equation for D(−N). The second lowest projection of grade
−N + 1 leads to
∂xD
(−N+1) + [A0,D(−N+1)] + [E(1),D(−N)] = 0
and determines D(−N+1). Continuing recursively we end up with the zero grade
component,
∂t
−N
A0 − [E
(1),D(−1)] = 0 (5.5)
which yields the equations of motion according to time t−N .
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A particular interesting case is for t−N = t−1 where At
−1
= D(−1). The relevant
equations to solve are
∂xD
(−1) + [A0,D(−1)] = 0,
∂t
−1
A0 − [E
(1),D(−1)] = 0.
and their general t−1 solution given by
D(−1) = B−1E(−1)B, A0 = B−1∂xB, B = exp(G0).
The associated time evolution (relativistic 2) is then given by the Leznov-Saveliev
equation (Affine Toda eqns.),
∂t
−1
(
B−1∂xB
)
= [E(1), B−1E(−1)B]
for B = e
∑n
=1
φaha and coincides with eqn. (2.2).
• The positive grade time evolution eqns. where AtN is given by
AtN = D
(N) +D(N−1) · · ·+D(0), D(j) ∈ Gj, N ∈ Z+. (5.6)
The zero curvature representation (5.3) decomposes according to the graded structure
into
[E(1),D(N)] = 0,
[E(1),D(N−1)] + [A0,D(N)] + ∂xD(N) = 0,
...
...
[A0,D
(0)] + ∂xD
(0) − ∂tNA0 = 0, (5.7)
and allows solving for D(j) recursively starting from the highest grade eqn. in (5.7).
In particular, the last eqn. in (5.7) is the only eqn. involving time derivatives of A0
and can be regarded as the time evolution for the fields parametrizing M.
The relevant algebraic structure classifying the construction of integrable hierarchies
are therefore characterized by the affine algebra, Gˆ, the grading operator Q and the
constant grade one generator E(1). Following the same line of thought developed for
G = sl(2) we shall consider explicitly the G = sl(3) case as a prototype and consider
as an example the first nontrivial positive grade time evolution for N = 2.
Let A0 = v1h
(0)
1 +v2h
(0)
2 , At2 = D
(2)+D(1)+D(0) and solve recursively the following
eqns,
[E(1),D(2)] = 0,
[E(1),D(1)] + [A0,D
(2)] + ∂xD
(2) = 0,
[E(1),D(0)] + [A0,D
(1)] + ∂xD
(1) = 0, (5.8)
[A0,D
(0)] + ∂xD
(0) − ∂t2A0 = 0.
2If we take x and t
−1 to be the light cone coordinates
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Solving (5.8) according to the grading structure given in (A.5) we find
D(2) = d(E
(1)
−α1 + E
(1)
−α2 + E
(0)
α1+α2), d = const.
D(1) = d
(
v2E
(0)
α1 − v1E
(0)
α2 + (v1 − v2)E
(1)
−α1−α2
)
D(0) =
1
3
d
(
−∂xv1 + 2∂xv2 + v
2
1 − 2v
2
2 + 2v1v2
)
h
(0)
1 (5.9)
+
1
3
d
(
−2∂xv1 + ∂xv2 + 2v
2
1 − v
2
2 − 2v1v2
)
h
(0)
2 .
It then follows the time evolution eqns,
∂t2v1 =
1
3
d∂x
(
−∂xv1 + 2∂xv2 + v
2
1 − 2v
2
2 + 2v1v2
)
,
∂t2v2 =
1
3
d∂x
(
−2∂xv1 + ∂xv2 + 2v
2
1 − v
2
2 − 2v1v2
)
, (5.10)
where d is a constant which from now on we set d = 1.
If we now employ the type II Backlund-gauge transformation U(φi, ψi, σ) proposed in
(3.10) to transform the gauge potential At2 with graded components given in (5.9), which
in matrix form reads,
At2 =


∂t2φ1 v2 1
λ ∂t2(−φ1 + φ2) −v1
λ(v1 − v2) λ −∂t2φ2

 (5.11)
where v1 = ∂xφ1, v2 = ∂xφ2, u1 = ∂xψ1, u2 = ∂xψ2. Acting with (3.10) in eqn (1.2) for
Aµ = At2 in (5.11) in terms of matrix elements (ij), we find the following equations,
(11) : ∂t2q1 = σ((−u1 + u2)Ce
−Λ1−Λ2 + v2eΛ1) + σ2(DeΛ1+Λ2 −A1e−Λ1)
(33) : ∂t2q2 = −σ((v1 − v2)Ce
−Λ1−Λ2 + u1eΛ2)− σ2(A2e−Λ2 −DeΛ1+Λ2)
(21) : ∂t2Λ1 = ∂t2(φ1 + ψ1 − ψ2) + σ
(
(u1 − u2)A2e
−Λ1−Λ2 + v1DeΛ2
)
+ σ2e−Λ1(e−q1+q2 − eq1)
(32) : ∂t2Λ2 = ∂t2(−φ1 + φ2 + ψ2) + σ
(
(v2 − v1)A1e
−Λ1−Λ2 + u2DeΛ1
)
+ σ2e−Λ2(e−q2 − e−q1+q2),
(5.12)
together with
(22) : ∂t2(q1 − q2) = σ(u2e
Λ1 + v1e
Λ2)− σ2(A1e
−Λ1 −A2e−Λ2),
(12)λ−1 : ∂t2A1 −A1∂t2Λ1 = A1∂t2(−φ1 + φ2 − ψ1) + σe
Λ1(u2e
q1 − v2e
−q1+q2),
λ0 : u2 − v2 = σ(e
Λ2 − Ce−Λ1−Λ2), (5.13)
(23)λ−1 : ∂t2A2 −A2∂t2Λ2 = A2∂t2(−φ2 + ψ1 − ψ2) + σe
Λ2(v1e
−q2 − u1e−q1+q2),
λ0 : u1 − v1 = σ(e
Λ1 − Ce−Λ1−Λ2),
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and
(31)λ−1 : ∂t2D +D∂t2(Λ1 + Λ2) = A2∂t2(−φ2 + ψ1 − ψ2)
+ σe−Λ1−Λ2
(
(u1 − u2)e
−q2 + (v1 − v2)eq1
)
,
λ0 : u1 − u2 − v1 − v2 = σ(e
Λ1 − eΛ2),
(13)λ0 : ∂t2C − C∂t2(Λ1 + Λ2) = C∂t2(−φ2 − ψ1)− σ(u1A1e
Λ2 + v2A2e
Λ1)
+ σ2eΛ1(eq1 − e−q2)
(5.14)
Using eqns. (3.14) and (5.12) we can show that all eqns. (5.13) and (5.14) are identically
satisfied.
Also from (3.14) and (5.12), the equations of motion (5.10) for fields vi and ui, i = 1, 2
can be verified (see Appendix B).
6 Solutions
Consider the first 4 eqns. in (3.14) which can be rearranged in a form of two systems of
algebraic eqns. for variables eΛ1 and eΛ2 namely,
a1e
Λ1 + b1 = c1e
−Λ2 , a2eΛ1 + b2 = c2e−Λ2 , . (6.1)
a3e
Λ2 + b3 = c3e
−Λ1 , a4eΛ2 + b4 = c4e−Λ1 . (6.2)
where,
a1 =
1
σ
∂xq2D e
−φ1−ψ2 , b1 = σ∂tq2, c1 = A2eφ2−ψ1+ψ2 − CDe−φ1−ψ2 ,
a2 = 1−
CD
A1
e−2φ1+φ2−ψ1−ψ2 , b2 = −
1
σ
∂xq1, c2 = σ∂tq1
C
A1
e−φ1+φ2−ψ1 ,
a3 =
1
σ
∂xq1D e
−φ1−ψ2 , b3 = σ∂tq1, c3 = A1eφ1−φ2+ψ1 − CD e−φ1−ψ2 ,
a4 = 1−
CD
A2
e−φ1−φ2+ψ1−2ψ2 , b4 = −
1
σ
∂xq2, c4 = σ∂tq2
C
A2
e−φ2+ψ1−ψ2 .
The two eqns. in (6.1) is a system of equations for the two variables, X1 ≡ e
Λ1 and
Y1 ≡ e
−Λ2 which have solution given by,
X1 =
b1c2 − b2c1
a2c1 − a1c2
, Y1 =
a1b2 − a2b1
a1c2 − a2c1
.
Likewise (6.2) is another system for variables X2 ≡ e
−Λ1 and Y2 ≡ eΛ2 leading to
X2 =
a3b4 − a4b3
a3c4 − a4c3
, Y2 =
b3c4 − b4c3
a4c3 − a3c4
.
Consistency of these four expressions is given by the compatibility relations,
X1X2 = e
Λ1e−Λ1 = 1 and Y1Y2 = eΛ2e−Λ2 = 1. (6.3)
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6.1 Vacuum-one Soliton solution
The first example to be considered is the vacuum → one soliton solution where we set the
fields to be
φi = 0, ψ1 = ln
(
1 + ρ
1 + ωρ
)
, ψ2 = ln
(
1 + ρ
1 + ω2ρ
)
. (6.4)
This soliton solutions satisfies the equation (2.3) whith ρ = eη(kx+k
−1t), η2 = 3 and ω3 = 1
(ω 6= 1). The compatibility (6.3) show that Backlund parameter and the momentum are
not all independent, instead they satisfy
k6 + σ6 = 0. (6.5)
6.2 Scattering of one-Soliton solutions
The one soliton → one soliton case is a more interesting since it is possible to find the
phase shift for the soliton scattering. Let us define
φ1 = ln
(
1 +Rρ
1 + ωRρ
)
, φ2 = ln
(
1 +Rρ
1 + ω2Rρ
)
, ψ1 = ln
(
1 + ρ
1 + ωρ
)
, ψ2 = ln
(
1 + ρ
1 + ω2ρ
)
where R is some complex number namely, the phase shift. From the compatibility conditions
(6.3) it follows that
ηk6(R− 1)3 + 36k3R(R+ 1)σ3 + η(R− 1)3σ6 = 0
which admits 3 solutions:
R1 =
α− 6β γ−1/3 + 6 γ1/3
η(k6 + σ6)
,
R2 =
α− 6ω2βγ−1/3 + 6ωγ1/3
η(k6 + σ6)
,
R3 =
α− 6ωβγ−1/3 + 6ω2γ1/3
η(k6 + σ6)
,
where
α = ησ6 + ηk6 − 12k3σ3,
β = ηk9σ3 − 4k6σ6 + ηk3σ9,
γ =
(√
k6σ6 (k12 − σ12)2 − k3σ3
(
k12 − 6ηk9σ3 + 18k6σ6 − 6ηk3σ9 + σ12
))
/2.
It can be verified that R1 · R2 · R3 = 1.
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7 Conclusion and Further Developments
In this paper we have proposed a systematic construction of Backlund transformation from
gauge transformation acting upon the Lax pair and zero curvature representation. Such
construction classifies the various types of BT in terms of an affine graded structure. It also
induces how these constructions can be composed to produce more complex structures.
From explicit examples of G = sl(3) and sl(4), we observed the unexpected feature
that U(φi, ψi, λ) = U
−1(ψi, φi, λ), which guided us to propose a more general ansatz for
type II BT for sl(n+ 1). In particular the type II BT for the Tzitzeica model proposed in
[10] was obtained as a limiting case of the BT for G = sl(3). The Tzitzeica model is an
example where non-trivial type I BT does not exist and most probably, is a consequence of
the twisted underlying affine structure. Under this point of view, Toda models associated
to algebras other than An has been recently studied in [12], [13] and it would be interesting
to see how the Backlund-gauge construction could be employed.
Another important aspect of our approach shows that the Backlund-gauge transforma-
tion method is universal in the sense that it extends to all equations within the hierarchy.
Since the Lax operator (L = ∂x+E
(1)+A0) is the same to all flows (time evolutions) the x−
component of the BT is common to all equations of motion. A systematic derivation of BT
for higher flows can be obtained directly by gauge transformation of the time component
AtN .
Finally the same method can be extended to other integrable hierarchies as multi-
component AKNS, Yajima-Oikawa, etc associated to homogeneous and mixed gradation
respectively [4],[21].
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A Affine Algebraic Structure
Here we shall discuss the structure of affine Lie algebras and the construction and classifi-
cation of integrable hierarchies. Consider an affine Kac-Moody algebra Gˆ defined by
[H
(m)
i ,H
(n)
j ] = κmδi,jδm+n,0
[H
(m)
i , E
(n)
α ] = α
iE(m+n)α
[E
(m)
β , E
(n)
α ] =


ǫ(α, β)E
(m+n)
α+β , α+ β = root,
2
α2
α ·H(m+n) + κmδm+n,0, α+ β = 0,
0 otherwise.
Define the grading operator Q that decomposes the affine algebra Gˆ into grades subspaces,
Ga,
Gˆ =
∑
a∈Z
Ga, [Q,Ga] = aGa, [Ga,Gb] ∈ Ga+b (A.1)
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In this paper we discuss the Gˆ = sˆl(n+ 1) and employ the principal gradation in which
Q = (n+ 1)d+
n∑
a=1
µa ·H (A.2)
where d is the derivation operator, i.e.,
[d, T
(m)
i ] = mT
(m)
i , T
(m)
i = H
(m)
i or E
(m)
α (A.3)
and
[µa ·H
(m), Eα] = (µa · α)Eα. (A.4)
Here µa and αa are the fundamental weights and simple roots respectively, µa · αb = δa,b,
a, b = 1, · · · , n, and have normalized all roots of sˆl(n+ 1) such that α2 = 2. The operator
Q in (A.2) induces the following graded subspaces,
Gm(n+1) = {h
(m)
1 , · · · , h
(m)
n },
Gm(n+1)+1 = {E
(m)
α1 , · · · , E
(m)
αn , E
(m+1)
−α1···−αn},
Gm(n+1)+2 = {E
(m)
α1+α2 , E
(m)
α2+α3 , · · · , E
(m)
αn−1+αn , E
(m+1)
−α1···−αn−1 , E
(m+1)
−α2···−αn}, (A.5)
... =
...
Gm(n+1)+n = {E
(m+1)
−α1 , · · · , E
(m+1)
−αn , E
(m)
α1+···+αn}.
where h
(m)
i = αi ·H
(m).
B Appendix B
Here we show the compatibility of the Backlund transformation for t = t2. given by eqns.
(3.14 ), (3.16) and (5.12) . From the equations of motion (5.10) we find
∂t2(u1 − v1) =
1
3
d∂x[−∂x(u1 − v1) + 2∂x(u2 − v2)
+ (u1 − v1)(u1 + v1 + 2v2)− 2(u2 − v2)(u2 + v2 − u1)] (B.1)
From the x component of BT (3.14),
∂xq1 = −(u1 − v1) = σ
(
eΛ1 − e−Λ1−Λ2C
)
,
∂xq2 = −(u2 − v2) = σ
(
eΛ2 − e−Λ1−Λ2C
)
,
(B.2)
and (3.16)
∂x
(
Ce−Λ1−Λ2eφ2+ψ1
)
= σeφ2+ψ1
(
e−Λ1A1 − e−Λ2A2
)
,
∂x
(
eΛ1e−φ1−ψ1+ψ2
)
= σe−φ1−ψ1+ψ2
(
e−Λ2A2 − eΛ1+Λ2D
)
, (B.3)
∂x
(
eΛ2eφ1−φ2−ψ2
)
= σeφ1−φ2−ψ2
(
−e−Λ1A1 + eΛ1+Λ2D
)
,
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we can evaluate
∂x(u1 − v1) = −σ
2
(
2A2e
−Λ2 −DeΛ1+Λ2 −A1e−Λ1
)
+ σeΛ1(−u1 − v1 + v2)− σCe
−Λ1−Λ2(u2 + v1)
∂x(u2 − v2) = σ
2
(
−2A1e
−Λ1 +DeΛ1+Λ2 +A2e−Λ1
)
+ σeΛ2(u1 − u2 − v2)− σCe
−Λ1−Λ2(u2 + v1)
(B.4)
Inserting (B.2) and (B.4) in (B.1) we get the t2 component of BT (first eqn. in (5.12)),
∂t2q1 = σ((−u1 + u2)Ce
−Λ1−Λ2 + v2eΛ1) + σ2(DeΛ1+Λ2 −A1e−Λ1)
Similarly for ∂t2q2 in second eqn. in (5.12).
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