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Abstract
We consider the linear Lotka–McKendrick equation and discuss in detail how to solve the problem of the breakdown
of the usual )nite-di4erence methods when the mortality is unbounded. Usual error bounds require some derivative of the
mortality rate to be bounded across all ages. Our approach works for a model class of mortality rates, and we show that
not all methods are compatible with any mortality function. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
During the last 15 years many numerical methods have been proposed in the literature for the
approximation of solutions of deterministic, di4erential, age-structured demographic models [1–7,
9–20]. However, little attention has been paid to the case in which all individuals of the population
have a )nite life-span. Actually, considering )nite life-span leads to additional problems. In fact, all
proofs of convergence need some derivative of the mortality rate to be bounded — a condition that
is incompatible with a vanishing probability of survival to a )nite age.
In this paper we consider the Lotka–McKendrick equation (see for instance [8]) and discuss in
detail how to prove convergence of )nite-di4erence methods without requiring the mortality rate to
be bounded across all ages. In the next section we present the model and settle the main assumptions
on the mortality rate (·). In Section 3 we discuss some model examples which show how it is
possible to handle the problems associated with a )nite life-span. Finally, in Section 4 we present
the results of some numerical simulations, and in Section 5 we summarize our )ndings.
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2. The problem and the model mortality
Let u(a; t) (a ∈ [0; a†]) represent the age density at time t of individuals in a closed population.
Here a will represent the age so that, for 06a1¡a26a†,
∫ a2
a1
u(a; t) da will represent the number of
individuals whose ages are between a1 and a2 at time t. If we let (a) and (a) be, respectively,
the (nonnegative) age-speci)c mortality and natality rates, then we consider u given as solution of
the following linear initial–boundary value problem due to Lotka and McKendrick
@u
@t
+
@u
@a
+ (a)u= 0; a; t ¿ 0; (2.1)
B(t) = u(0; t) =
∫ ∞
0
(a)u(a; t) da; t ¿ 0; (2.2)
u(a; 0) = u0(a); a¿ 0: (2.3)
The nonnegative and integrable function u0 is the initial age distribution, hopefully known, whereas
the function B(t) is the total birthrate at time t. For any biological species the function  is compactly
supported and its support is called the fertility window. This makes the integral in (2.2) really be
taken over a )nite interval, namely the fertility window. The integrating factor for the di4erential
equation (2.1) is
(a) = e−
∫ a
0
() d a ∈ [0; a†]; (2.4)
representing the survival probability, i.e. the probability at birth of living to age a, its integral being
the life expectancy, which, for example, equals 1= when the mortality rate  does not depend on
the age of the individuals and a†=+∞. Since this probability must vanish at the maximum age a†,
we must assume that∫ a†
0
() d =∞: (2.5)
It is easy to see from integration of (2.1)–(2.3) along the characteristics a= a0 + s; t = t0 + s, that
u(a; t) =


u0(a− t) (a)(a− t) ; a¿t;
B(t − a)(a); t ¿a;
(2.6)
where we have used (2.4).
Via this latter formula, Problem (2.1)–(2.3) is actually equivalent to the following Volterra integral
equation on the birth rate B(t)
B(t) =
∫ t
0
(s)(s)B(t − s) ds+
∫ a†
0
(s+ t)
(s+ t)
(s)
u0(s) ds: (2.7)
We note that even if the initial age density u0 is continuous, the solution u of (2.1)–(2.3) may
not be unless (see (2.6)) the following condition is satis)ed
u0(0) =
∫ a†
0
(s)u0(s) ds:
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Similarly, u will be di4erentiable across characteristics if the following additional compatibility
condition holds
u′0(0) + (0)u0(0) =
∫ ∞
0
(a)[u′0(a) + (a)u0(a)] da:
The numerical solution of (2.1)–(2.3) can be approached by di4erent methods. In fact one has
to take care both of Eq. (2.1) and of condition (2.2), so that many di4erent ways can be envisaged,
including approaches based on the integral equation (2.7). However, in all approaches we need to
approximate the survival probability (2.4), because it appears in both formulas (2.6) and (2.7).
Moreover, even if we start by discretizing Eq. (2.1), we see that in our discrete formulas we have
terms that actually approximate (·). Thus we end facing the problem of approximating (·) via a
)nite di4erence discretization of the equation
v′(a) =−(a)v(a);
v(0) = 1:
(2.8)
Now, the previous equation, though seemingly harmless, is somewhat singular because, due to
condition (2.5), (·) must be unbounded near a† and the usual methods cannot be applied in a
straightforward manner. Actually our purpose is to show that usual di4erence methods can be adapted
for treating (2.8), provided that (·) has the proper behavior. In this respect we will adopt the
following model form for , which is also signi)cant for the applications to problem (2.1)–(2.3):
(i)  ∈ Cn[0; a†) and is increasing on (a∗; a†)
(ii) (a∗) = sup
a∈[0; a∗]
{(a)}
(iii) (a)¿

(a† − a) on (a
∗; a†)
(iv) Dk(a)6
C
(a† − a)k+1 (k = 0; : : : ; n);
(H1)
where a∗ ∈ (0; a†); n is a positive integer, ¿n+ 1; C ¿ 0 and Dk denotes the derivative of order
k. These assumptions are, for instance, satis)ed by the following special forms of (·)
(a) = m(a) +

(a† − a) ; (2.9)
(a) = m(a)

(a† − a) ; (2.10)
where m(·) ∈ Cn[0; a†] and, in the case of (2.10), is strictly positive.
A simple consequence of (H1) is the following lemma.
Lemma 2.1. Let  satisfy condition (H1); then there exists a positive constant A such that
|Dk(a)|6A(a† − a)−k for k = 0; : : : ; n+ 1: (2.11)
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Proof. First we note that, for a¿a∗ we have, in view of (H1(iii))
(a) =(a∗)e−
∫ a
a∗ (s) ds
6(a∗)e−
∫ a
a∗ =(a†−s) ds =
(a∗)
(a† − a∗) (a† − a)
 (2.12)
and (2.11) is true for k = 0. Then (2.11) follows by induction, using (H1(iv)) in the formula
Dk+1 =−Dk() =−
k∑
i=0
(
k
i
)
Dk−iDi: (2.13)
3. Model methods
Here we consider Eq. (2.8) and introduce our approach by discussing a few signi)cant simple
di4erence methods for approximating the solution. Namely, we discuss Euler and the Crank–Nicolson
methods, introducing the procedure that can actually be extended to a wide family of methods.
Let h¿ 0 be the discretization step and let M =[a†=h], then for any non-negative rational number
r6M we set r = (rh) and, for any integer j we denote by Vj the approximation of (jh). We
shall consider next several di4erent methods.
3.1. Euler explicit
From the following discretization
Vj+1 − Vj
h
=−jVj; (3.14)
we obtain the formula
Vj+1 = (1− jh)Vj: (3.15)
In order to ensure the stability of the method (3.15) and to avoid negative solutions (which are
biologically meaningless), we impose the following restriction on the step h:
h¡
1
(a∗)
∧ (a† − a∗); (3.16)
which implies Mh ∈ [a∗; a†) and, by (H1(ii))
jh6(a∗)h¡ 1 for jh¡a∗: (3.17)
Next we set
aˆ= −1
(
1
h
)
; N =
[
aˆ
h
]
(3.18)
and note that, since (a∗)¡ 1=h, then aˆ¿a∗ and
jh61 for j6N: (3.19)
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Finally, we de)ne the modi)ed explicit Euler method as follows:
V0 = 1;
Vj+1 = (1− jh)Vj for 06j6N − 1;
Vj = 0 for N ¡j6M:
(3.20)
Then we have the following result.
Theorem 3.1. If the mortality rate satis;es (H1) with n=1; then {Vj}Mj=0 given by (3:20) approx-
imates {(jh)}Mj=0 to the ;rst order. Speci;cally;
max
06j6M
|(jh)− Vj|6Kh;
where the constant K is independent of h.
Proof. We consider the following Taylor expansion of (·)
j+1 =j − jhj + h
2
2
′′ (3.21)
then, setting Ej =j − Vj (06j6M), we have
Ej+1 = (1− jh)Ej + h
2
2
′′ for 06j¡N; (3.22)
so that, by (2.11),
|Ej+1|6|Ej|+ h2
Aa−2†
2
: (3.23)
Therefore, since E0 = 0,
|Ej|6
Aa−1†
2
h for 06j6N: (3.24)
Next we note that, by (2.11),
Ej =j6A(a† − aˆ) for N ¡j6M: (3.25)
Also, by (H1(iv)) and (3.18)
1
h
= (aˆ)6
C
(a† − aˆ) ; (3.26)
so that
Ej6A(C)h for N6j6M (3.27)
and the thesis is proved.
3.2. Euler implicit
In this case, we start from the following discretization:
Vj+1 − Vj
h
=−j+1Vj+1; (3.28)
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and the formula
Vj+1 =
Vj
(1 + j+1h)
: (3.29)
With this choice we do not need any restriction on the step and the formula could be used without
limits, but for practical purposes it is better not to involve large values of  so that we still adopt
the restrictions de)ned in (3.16) and (3.18) and de)ne the following procedure
V0 = 1;
Vj+1 =
Vj
(1 + j+1h)
for 06j6N − 1;
Vj = 0 for N ¡j6M:
(3.30)
Then, using the same argument as in the proof of Theorem 3.1 we have the following result.
Theorem 3.2. If the mortality rate satis;es (H1) with n=1; then {Vj}Mj=0 given by (3:30) approx-
imates {(jh)}Mj=0 to the ;rst order. Speci;cally;
max
06j6M
|(jh)− Vj|6Kh;
where the constant K is independent of h.
3.3. Crank–Nicolson
Here we discretize (2.8) using the Crank–Nicolson centered di4erence method that is,
Vj+1 − Vj
h
=−j+1=2Vj + Vj+12 :
In this case we again have to adopt restrictions to ensure the stability and the positivity of the
approximation, so we take h satisfying
h¡
2
(a∗)
∧ (a† − a∗); (3.31)
and we de)ne
aˆ= −1
(
2
h
)
; N =
[
aˆ
h
]
: (3.32)
We then de)ne the following algorithm
V0 = 1;
Vj+1 =
1− h2j+1=2
1 + h2j+1=2
Vj for 06j6N − 1;
Vj = 0 for N ¡j6M:
(3.33)
In this case we have the following error bound.
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Theorem 3.3. If the mortality rate satis;es (H1) with n=2; then {Vj}Mj=0 given by (3:33) approx-
imates {(jh)}Mj=0 to the second order:
max
06j6M
|(jh)− Vj|6Kh2;
where the constant K is independent of h.
Proof. The proof is strictly similar to that of Theorems 3.1 and 3.2. In fact, using (3.31), (3.32)
and the following formula concerning the errors Ej
Ej+1 =
1− (h=2)j+1=2
1 + (h=2)j+1=2
Ej + #h3(′′ +′′′) 06j¡N − 1; (3.34)
where # is a constant independent of h, we can proceed as in the proof of the previous theorems.
4. Numerical results
We )rst present the results of simulations that show the dependence of the convergence rate of a
method upon the value of  in (H1(iii)).
We chose a† = 1 and (a) = =(1− a) for several values of . In this case, the solution of (2.8)
can be obtained exactly
(a) = (1− a) :
We then used explicit Euler, implicit Euler, and Crank–Nicolson’s methods with h = 10−4 and
computed twice the approximate solution using (3.20), (3.30) and (3.33), and evaluated the maximum
error twice for each method and for each value of , once with step size h and once with step size
h=2. The errors are denoted, respectively, Eh and Eh=2. Then we computed the rate of convergence
using the usual formula
rate =
ln(Eh=Eh=2)
ln 2
:
The results are presented in Table 1.
We see that the e4ective rate of convergence is the theoretical one (that is, order one for Euler’s
methods, and order two for Crank–Nicolson) whenever  is at least as large as the theoretical
asymptotic rate of convergence. When the value of  is smaller than this rate, then the e4ective
Table 1
E4ective rate of convergence

Numerical method 3.0 2.5 2.0 1.5 0.5
Explicit Euler 1.000 1.000 1.000 1.000 0.500
Implicit Euler 1.000 1.000 1.000 1.000 0.500
Crank–Nicolson 2.000 2.000 2.000 1.500 0.500
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Table 2
E4ective rate of convergence and location of maximum error

Implicit Euler 1.25 1.1 1.01 0.88 0.80 0.70
E4ective Rate 1.0000 1.0000 1.0000 0.8800 0.8000 0.7000
Maximum Error 0.8000 0.9091 0.9900 0.99999 0.99999 0.99999
rate of convergence is actually given by . This means that the method “degenerates” and it does
not converge any longer at its theoretical value (which only holds as long as we can set an upper
bound to the derivatives of ). This is in agreement with formula (3.27).
Remark 4.1. We do not show the results of any simulation for the mortality function (a)=(a†−a)
when  = 1, because in such case (a) = (a† − a)=a† is linear and all the numerical methods we
used — (3.15), (3.29) and (3.33) — are exact. For example, for implicit Euler, (3.29), we have
1
1 + h((j + 1)h)
=
1
1 + a†n
1
a†−( j+1)a†=n
=
1
1 + 1n−j−1
=
n− j − 1
n− j =
(aj+1)
(aj)
;
and we see from (2.6) that the method is exact. Similar calculations show that explicit Euler and
Crank–Nicolson’s methods are also exact.
As it turns out, numerical evidence seems to indicate that this loss of convergence is intrinsic to
the function  itself, rather than to the numerical method. As  decreases to the theoretical asymptotic
order of the method, the value of a at which the maximum error occurs seems to approach a†.
Next, we show the results of simulations performed using the implicit Euler method (3.28) for all
indexes j, rather than the modi)ed method (3.30). We use the same mortality function  as before
and h = 10−5. We present in Table 2 the e4ective rates of convergence for several values of ,
together with the value of a for which the maximum error occurs.
It is apparent that, for ¿ 1, the e4ective rate of convergence coincides with the theoretical
asymptotic one (1.000). Moreover, the maximum error in such cases occurs at a=1=. On the other
hand, for ¡ 1, we see that the error is maximum always at a = 1 − h, which suggests that the
decrease in the e4ective rate of convergence is indeed due to the large values of  (in fact, (1−h)
is the largest )nite value the method allows), rather than to a limitation of the method. This would
suggest that, if the function  does not satisfy (H1(iii)) for any value of , the method may not
converge at all, no matter how small a discretization step we take.
We next test this last hypothesis. We let a† = 12 and (a) = −=((a† − a) ln(a† − a)). Then, we
can compute the survival probability exactly; we have
(a) =
(
ln a†
ln(a† − a)
)
=
( −ln 2
ln(1=2− a)
)
:
We show in Table 3 the e4ective rate of convergence and the location of the maximum error for
the implicit Euler method using = 1 and several values of h.
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Table 3
E4ective rate of convergence and location of maximum error
h
Implicit Euler 0.0005 0.00005 0.000005 0.0000005 0.0000002
E4ective rate 0.1866 0.1679 0.1440 0.1245 0.1180
Maximum error 0.4995 0.49995 0.499995 0.4999995 0.4999998
We see that the maximum error occurs at a = 0:5 − h = a† − h and that the e4ective rate of
convergence decreases (seemingly towards zero) as h decreases. The same holds true for other
values of  as well as for other numerical methods — such as explicit Euler or Crank–Nicolson.
5. Conclusions
We have proved that, under fairly general assumptions, we can use )nite di4erence methods
based on uniform meshes to approximate the solution of some di4erential equations with unbounded
coeNcients, without a deterioration of the rate of convergence.
We have also shown abundant numerical evidence that indicates that when the unbounded coef-
)cient does not grow fast enough, the convergence of the methods does deteriorate. Moreover, we
also presented numerical evidence that when the unbounded coeNcient grows slowly enough, none
of the methods converges with any positive order. The absolute errors do approach zero, but not
like any positive power of the discretization step h.
From the modeling point of view, we recommend that for demographic purposes one should use
mortality functions  of the forms indicated in (2.9) and (2.10), with a large enough value of  (at
least equal to the order of the method to be used for the numerical solution).
The results of this paper also suggest that if the unbounded coeNcient does not grow fast enough,
one should use mesh re)nement near the singularity rather than uniform meshes.
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