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Alge`bres de Hecke affines ge´ne´riques
Marie-France Vigne´ras
Re´sume´ SoitH l’alge`bre de Hecke du groupe de WeylW d’une donne´e radicielle base´e (X,X∨, R,R∨, B),
et d’un poids ge´ne´rique (qw)w∈W . Nous montrerons que H est un module de type fini sur son centre, et
que le centre est une alge`bre a` engendrement fini. Ceci e´tait connu apre`s inversion du poids, mais il est
essentiel de ne pas inverser le poids, dans l’e´tude des modules des alge`bres de Hecke affines qui apparaissent
naturellement dans la the´orie des repre´sentations des groupes re´ductifs p-adiques sur un corps p-adique ou
de caracte´ristique p. Des applications de ces the´ore`mes de finitude a` la the´orie des modules sont donne´s
dans une seconde partie. Dans une troisie`me partie, on explicitera les re´sultats pour le groupe GL(n), et
l’on introduira pour ce groupe, les modules supersinguliers.
Introduction
Chapitre 1. L’alge`bre de Hecke ge´ne´rique H est un module libre sur l’alge`bre de polynoˆmes ge´ne´rique
Z[qw, w ∈ W ] (note´e Z[q∗] dans la suite), ayant une base naturelle (Tw)w∈W , appele´e la “base de Iwahori-
Matsumoto”. Le groupe de Weyl fini Wo du syste`me de racines R agit naturellement sur X . Le groupe de
Weyl W de la donne´e radicielle est le produit semi-direct W = WoX . Les e´le´ments Tw sont inversibles dans
l’alge`bre H [q−1∗ ] obtenue apre`s inversion des poids qw, w ∈ W . Suivant Bernstein et Lusztig, il existe une
application x → θ˜x de X dans l’alge`bre de Hecke H [q
−1/2
∗ ] obtenue apre`s addition des inverses des racines
carre´es des poids, identifiant l’alge`bre de groupe Z[q
±1/2
∗ ][X ] a` une sous-alge`bre commutative A de H [q
−1/2
∗ ].
Pour un e´le´ment w = (wo, x) de W , nous posons Ew := q
1/2
w Two θ˜x. Nous montrons, sans utiliser la the´orie
de Bernstein-Lusztig, en e´tudiant le de´veloppement de TwT
−1
v−1 sur la base de Iwahori-Matsumoto pour tout
w, v ∈W , le re´sultat fondamental suivant:
The´ore`me 1 (Ew)w∈W est une base de l’alge`bre de Hecke ge´ne´rique H sur Z[q∗], et la matrice de
passage avec la base de Iwahori-Matsumoto (Tw)w∈W est triangulaire, de coefficients diagonaux 1, pour
l’ordre de Chevalley-Bruhat.
La base (Ew)w∈W de H sur Z[q∗] a des proprie´te´s remarquables qui permettent de montrer que:
- H ∩A est un Z[q∗]-module libre de base (Ex = q
1/2
x θ˜x)x∈X ,
- H est un H ∩A-module a` droite de type fini.
Comme x 7→ qx est constante sur toute Wo-orbite de X , l’alge`bre commutative H ∩ A est stable par
l’action naturelle de Wo sur A, et le centre de H est (H ∩ A)Wo . Nous obtiendrons le the´ore`me structural
suivant:
The´ore`me 2 L’alge`bre de Hecke ge´ne´rique H est un module de type fini sur son centre Z(H) =
(H ∩ A)Wo , le centre et H ∩ A sont des alge`bres commutatives de type fini, et
H = ⊕wo∈WoTwoJ(wo)
pour des ide´aux fractionnaires J(wo) de A ∩H .
En ge´ne´ral les A∩H-modules J(wo) ne sont plats, i.e. projectifs puisque A∩H est un anneau noetherien.
Des contre-exemples ont e´te´ donne´s par Rachel Ollivier pour les alge`bres associe´es au groupe GL(3).
Chapitre 2. Il contient des applications des the´ore`mes de finitude du chapitre 1 a` la the´orie des modules.
On fixe un morphisme d’anneau commutatif φ : Z[q∗] → R et l’on note Hφ l’alge`bre de Hecke spe´cialise´e.
Pour tout morphisme d’anneau χ : A ∩H → R prolongeant φ, le module induit de χ
I(χ) := H ⊗A∩H,χ R
(le H-module universel engendre´ par le caracte`re χ de A ∩ H) est appele´ un module standard (a` gauche)
de Hφ. Si les images des poids qs, s ∈ S, sont inversibles et ont des racines carre´es dans R (on peut se
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passer des racines carre´es), c’est simplement le module induit de l’unique morphisme d’anneau χA : A→ R
prolongeant χ,
I(χA) = H [q
−1/2
∗ ]⊗A,χA R.
Le the´ore`me 2 implique que:
- I(χ) est un R-module de type fini.
- Lorsque R est un corps alge´briquement clos, un Hφ-module simple est de dimension finie si et seulement
si Z(H) agit par un caracte`re, appele´ le caracte`re central.
The´ore`me 3 Si R est un corps alge´briquement clos, un Hφ-module simple de dimension finie est
quotient d’un Hφ-module standard.
Dans le cas classique, le the´ore`me est aussi vrai avec sous-module au lieu de quotient. Je ne sais pas
s’il reste vrai dans le cas ou` φ(qs) = 0 pour tout s ∈ S de longueur non nulle, apparaissant dans l’e´tude des
repre´sentations modulo p des groupes re´ductifs p-adiques.
Soit Qp une cloˆture alge´brique du corps des nombres p-adiques, Zp son anneau d’entiers de corps
re´siduel Fp. On note ip : Zp → Qp l’inclusion et rp : Zp → Fp la re´duction. On fixe un morphisme d’anneau
φ : Z[q∗] → Zp tel que φ(qs)/=0 pour tout s ∈ S. La finitude de l’alge`bre de Hecke ge´ne´rique H permettra
de transfe´rer certaines proprie´te´s de la the´orie classique des Hipφ-modules a` celle des Hrpφ-modules, par
re´duction.
Un Hipφ-module V sera appele´ entier s’il est engendre´ sur Qp par un sous-Zp-module libre L stable par
Hφ, appele´ une structure entie`re de V . Pour un Hipφ-module simple de dimension finie, la proprie´te´ d’eˆtre
entier se voit sur le caracte`re central.
The´ore`me 4 Un Hipφ-module simple de dimension finie est entier si et seulement si son caracte`re
central est entier.
Tout caracte`re χ : A ∩ H → Qp prolongeant φ s’e´tend en un caracte`re χA de A et s’identifie a` un
caracte`re χX de X en posant χA(θ˜x) = χX(x) pour tout x ∈ X . L’isomorphisme de Bernstein-Lusztig
θ˜ : Z[q
±1/2
∗ ][X ] ≃ A n’est pas compatible aux structures entie`res naturelles puisque une Z[q∗]-base de A∩H
est (Ex = q
1/2
x θ˜x)x∈X .
The´ore`me 4 (suite) Soit χX : X → Qp un caracte`re de X . Le Hipφ-module standard I(χA) associe´
est entier si et seulement si χX(x)φ(qx)
−1/2 ∈ Zp pour tout x ∈ X .
Comme qx est constant sur une Wo-orbite de X , la condition est Wo-invariante. Le module standard
est de dimension |Wo| sur Qp et admet une base canonique: l’image canonique de (Two)wo∈Wo .
The´ore`me 5 Soit χ : A ∩H → Zp un morphisme d’anneau prolongeant φ. Alors
(i) Le module standard I(χ,Qp) := H ⊗ipχ Qp = I(χ) ⊗ip Qp admet une structure entie`re canonique
contenant la base canonique, isomorphe au quotient de I(χ) par son sous-groupe de torsion I(χ)tor.
(ii) Les proprie´te´s suivantes sont e´quivalentes:
a) Le module standard I(χ,Fp) := H ⊗rpχ Fp = I(χ)⊗rp Fp est de dimension |Wo| sur Fp,
b) La re´duction de la structure entie`re canonique M(χ) := I(χ)/I(χ)tor de I(χ,Qp) est isomorphe au
module standard I(χ,Fp),
c) Le Zp-module I(χ) est sans torsion.
Elles sont ve´rifie´es si le A ∩H-module a` droite H est plat.
Lorsque rpφ(qs) = 0 pour s ∈ S, les proprie´te´s (ii) sont ve´rifie´es pour GL(2) mais pas pour GL(3),
d’apre`s les re´sultats de Rachel Ollivier. Donc en ge´ne´ral, le A ∩H-module a` droite de type fini H n’est pas
plat. Il serait inte´ressant de savoir s’il existe un caracte`re χ′ : A ∩H → Zp de meˆme re´duction que χ mais
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tel que la re´duction rpM(χ
′) n’ait pas la meˆme semi-simplifie´e que rpM(χ), et s’il existe un caracte`re χ tel
que le noyau du morphisme canonique
I(χ,Fp)→
∏
χ′,rp(χ′)=rp(X)
rpM(χ
′)
n’est pas nul.
Chapitre 3. Il contient une e´tude de´taille´e de l’alge`bre de Hecke ge´ne´rique du groupe line´aire GL(n), et
l’introduction de ses modules supersinguliers.
Le groupe X ≃ Zn s’identifie au groupe Mor(GL(1), GL(n)) des cocaracte`res sur lequel le groupe de
Weyl fini Wo identifie´ a` Sn, agit naturellement. Le groupe de Weyl W est isomorphe au produit semi-direct
naturel SnZ
n. On a qs = q pour tout s ∈ S. L’alge`bre de Hecke ge´ne´rique H est une Z[q]-alge`bre. On
donnera (3.1-2) une description explicite de A ∩ H et de ses caracte`res dont on en de´duira les re´sultats
suivants. On fixe une spe´cialisation φ : Z[q]→ Zp telle que φ(q)/=0 n’est pas une unite´ p-adique.
The´ore`me 6 Pour GL(n), tout caracte`re χ : A ∩ H → Fp nul sur q, se rele`ve en un caracte`re
χ˜ : A ∩H → Zp tel que χ˜(q) = φ(q).
Il existe des Fp-repre´sentations irre´ductibles de GL(2,Qp) qui ne sont pas des sous-quotients d’induites
paraboliques propres, appele´es supersingulie`res. Par le foncteur des invariants par le sous-groupe d’Iwahori,
elles sont en bijection avec des Hrpφ-modules simples standards. Une ge´ne´ralisation naturelle de ces modules
est celle-ci:
De´finition Pour GL(n), on dira qu’un Hrpφ-module ayant un caracte`re central ω est supersingulier,
si ω se prolonge en un (unique) caracte`re de A ∩H fixe par Sn.
Pour un caracte`re de A∩H nul sur q, eˆtre fixe par Sn signifie eˆtre nul sur Ex pour tout x ∈ X qui n’est
pas une puissance du plongement diagonal δ de GL(1) dans GL(n). La valeur en Eδ est toujours inversible
car Eδ = Tδ est inversible dans H . Pour z ∈ F
∗
p, le caracte`re A ∩ H → Fp nul sur q, fixe par Sn, tel
que χ(Eδ) = z sera note´ χz, et sa restriction au centre sera note´e ωz. Le Hrpφ-module standard I(χz) est
l’unique module standard supersingulier de caracte`re central ωz.
Proposition 7 Pour GL(n), un module standard supersingulier I(χz) est de longueur ≥ 2n−2. Tout
Hrpφ-module simple supersingulier de caracte`re central ωz est quotient de I(χz). Pour n = 2, I(χz) est
irre´ductible de dimension 2.
Le cas n = 2 est traite´ dans un article pre´ce´dent [Vigne´ras].
Les outils actuels de la the´orie des repre´sentations s’adaptent mal aux repre´sentations lisses modulo p
des groupes re´ductifs p-adiques pour lesquelles on ne sait pour ainsi dire rien. Ce travail est le premier pas
vers une classification des modules simples modulo p de leurs alge`bres de Hecke-Iwahori, proble`me qui semble
plus accessible et qui est relie´ au pre´ce´dent par le foncteur des invariants par un sous-groupe d’Iwahori. La
situation est tre`s diffe´rente de celle des groupes re´ductifs finis sur un corps de caracte´ristique p, ou` tous
ces proble`mes sont re´solus: les modules simples modulo p sont classe´s par la the´orie du plus haut poids, le
foncteur des invariants par un sous-groupe de Borel respecte l’irre´ductibilite´ la` ou` il ne s’annule pas, et les
modules simples modulo p des alge`bres de Hecke-Iwahori sont tous de dimension 1.
L’auteur remercie Rachel Ollivier dont les travaux sur les modules standards de type A2 ont confirme´ la
possibilite´ d’une the´orie inte´ressante des alge`bres de Hecke affines de parame`tre q = 0 et qui ont permis de
corriger une version pre´ce´dente du the´ore`me 5, Jean-Francois Dat pour son e´tude paralle`le des repre´sentations
entie`res p-adiques des groupes re´ductifs p-adiques, Peter Schneider et les participants de la confe´rence “Fonc-
torialite´ de Langlands: progre`s recents” (Luminy, CIRM, 21/29 juin 2002) dans laquelle ces re´sultats furent
expose´s, l’Institut de Mathe´matiques de Jussieu pour un environnement de recherche remarquable, et le
C.N.R.S. pour son soutien financier.
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Chapitre 1
Soit (X,X∨, R,R∨, B) une donne´e radicielle base´e re´duite [Lusztig1 1 page 600-601]. Le groupe de
Weyl fini Wo est le syste`me de Coxeter avec So = {sα | α ∈ B} comme ensemble de re´flexions simples; le
produit semi-direct W = Wo.X est le groupe de Weyl de la donne´e radicielle; le groupe de Weyl affine est
Waff := Wo.Q(R) ou` Q(R) est le sous-Z-module de X engendre´ par R. Il existe un sous-groupe commutatif
Ω de W forme´ d’e´le´ments tel que Waff ∩ Ω = {1} et W = ΩWaff .
Traditionellement la notation pour le produit est additive dans le Z-module libre X et multiplicative
dans les groupes Wo et dans W . Pour cette raison on notera e
x l’e´le´ment x ∈ X plonge´ dans W qui s’e´crira
dore´navant
W = Woe
X = ΩWaff .
Un e´le´ment ge´ne´ral de W s’e´crira donc w = woe
x = uwaff avec wo ∈ Wo, x ∈ X, u ∈ U, waff ∈ Waff ,
uniques. La valeur en ex d’une fonction w → fw sur W sera aussi note´e fx.
Soit Rm l’ensemble des racines α ∈ R telles que α∨ est minimal pour l’ordre partiel  de´fini sur les
coracines R∨ par: α∨1  α
∨
2 si α
∨
2 − α
∨
1 ∈
∑
α∈BNα
∨. Le groupe de Weyl affine Waff est un syste`me de
Coxeter avec
S = So ∪ {sαe
α | α ∈ Rm}
comme ensemble de re´flexions simples. Le groupe Ω normalise S. On note ≤ l’ordre de Chevalley-Bruhat,
ℓ la longueur de W , de´finis par extension de l’ordre et de la longueur de (Waff , S), et Xdom le monoide
de type fini forme´ par les e´le´ments dominants x de X , i.e. (x, α∨) ≥ 0 pour toute racine positive α. Les
de´finitions et rappels ci-dessus sont de´taille´s dans l’appendice.
Alge`bre de Hecke ge´ne´rique
L’alge`bre de Hecke ge´ne´rique du groupe de Weyl de la donne´e radicielle base´e sera de´finie “a` la Iwahori-
Matsumoto” en utilisant la de´composition en produit semi-direct W = ΩWaff . Lorsque la donne´e radicielle
est torale, W = Ω = X, l’alge`bre de Hecke ge´ne´rique est simplement l’alge`bre du groupe Z[X ].
Poids ge´ne´rique Lorsque la donne´e radicielle base´e est non torale, soient (qs)s∈S des inde´termine´es
telles que qs = qs′ si s, s
′ ∈ S sont conjugue´s dans W .
La Z-alge`bre de polynoˆmes engendre´e par ces inde´termine´es est note´e Z[q∗]. On connait un crite`re pour
que deux e´le´ments de S soient conjugue´s dans Waff [Bourbaki GAL IV.1 proposition 3, page 12]. Deux
e´le´ments de S peuvent eˆtre conjugue´s dans W sans l’eˆtre dans Waff , et l’alge`bre de polynoˆmes associe´e a`
W est une spe´cialisation de celle associe´e a` Waff .
Pour tout n ∈ NS on dit que qn :=
∏
s∈S q
n(s)
s est un monoˆme en q∗. Si n est la fonction “multiplicite´
de s dans une de´composition re´duite” de waff ∈ Waff , alors le fait que qs = qs′ si s, s′ sont conjugue´es dans
W , montre que le monoˆme qn ne de´pend pas de la de´composition re´duite, et sera note´ qwaff . On ne risque
pas de contresens en posant qw = qwaff pour tout w ∈ ΩwaffΩ. On a qw = qw−1 . On a qw = qw′ pour deux
e´le´ments conjugue´s w,w′ de W . On notera qx = qex pour x ∈ X . La fonction x → qx est constante sur les
Wo-orbites de X puisque e
wo(x) = woe
xw−1o .
On dit que (qw)w∈W est un poids ge´ne´rique de W .
1.1 De´finition L’alge`bre de Hecke ge´ne´rique H est la Z[q∗]-alge`bre, libre de base (Tw)w∈W comme
Z[q∗]-module, de produit ve´rifiant les relations
- (Ts + 1)(Ts − qs) = 0 pour tout s ∈ S,
- Tww′ = TwTw′ si ℓ(ww
′) = ℓ(w) + ℓ(w′) pour tout w,w′ ∈W .
Remarque Dans [Lusztig1 3.1 page 606], l’alge`bre Z[q∗] est remplace´e par l’anneau des polynoˆmes
de Laurent Z[v±1], que l’on peut voir comme une localisation d’une spe´cialisation φL : Z[q∗] → Z[v] de´finie
par φL(qs) = v
2ns pour des entiers (ns ≥ 0)s∈S tels que ns = ns′ si s, s′ sont conjugue´es dans W . La Z[v]-
alge`bre spe´cialise´e HφL est moins ge´ne´rale que H mais est suffisante pour les applications a` la the´orie des
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repre´sentations des groupes re´ductifs p-adiques. La Z[v±1]-alge`bre HφL [v
−1] est conside´re´e dans [Lusztig1
3.2 page 607] ou [Lusztig3 3, si W =Waff ].
Le groupe Ω se plonge dansH par u→ Tu, le Z[q∗]-module libre de base (Tw)w∈Waff est une sous-alge`bre
Haff de H normalise´e par Tu, u ∈ Ω, et
H ≃ Z[Ω].Haff .
L’alge`bre Haff est une spe´cialisation de l’alge`bre de Hecke ge´ne´rique de Waff .
Les e´le´ments de la base (Tw)w∈W deviennent inversibles si l’on inverse les parame`tres, i.e. Tw est
inversible dans la Z[q±1∗ ]-alge`bre H [q
−1
∗ ] qui contient H .
1.2 Lemme fondamental Soient w, v ∈ W . Alors
1) qwvq
−1
w qv = c
2
w,v est le carre´ d’un monoˆme cw,v en q∗ divisant qv,
2) Soient u ∈ Ω, s1, . . . , sn ∈ S tels que v ∈ Waffu et vu
−1 = s1 . . . sn soit une de´composition re´duite.
Alors
cw,vTwT
−1
v−1 = Twv +
∑
Tws1...sˆi1 ...sˆi2 ...sˆiq ...snu λsi1λsi2 . . . λsiq
∏
j∈{1,...,n}−{i1,i2,...,iq}
qkjsj
ou` λs := 1− qs pour s ∈ S, les kj sont des entiers ≥ 0, et la somme est prise sur les suites (si1 , si2 , . . . , siq )
de longueur ≥ 1 extraites de la suite (s1, . . . , sn) qui sont w-distingue´es au sens suivant:
σi1−1 := ws1 . . . si1−1 < σi1−1si1
σi2−1 := σi1−1si1+1 . . . si2−1 < σi2−1si2 ,
. . .
σiq−1 := σiq−1−1siq−1+1 . . . siq−1 < σiq−1siq .
3) ws1 . . . sˆi1 . . . sˆi2 . . . sˆiq . . . snu < wv pour toute suite (si1 , si2 , . . . , siq ) de longueur ≥ 1 extraite de la
suite (s1, . . . , sn), qui est w-distingue´e.
Il est pratique d’introduire de nouvelles inde´termine´es (q
1/2
s )s∈S e´gales si s, s
′ sont conjugue´s dans W ,
dont les carre´s sont (qs)s∈S . Pour tout s ∈ S on note λ˜s := q
−1/2
s λs, et pour tout w ∈ W on note
T˜w := q
−1/2
w Tw. Le lemme fondamental re´sulte essentiellement des relations
T˜−1s = T˜s + λ˜s,
T˜wT˜
−1
s = T˜ws si ws < w, et T˜wT˜
−1
s = T˜ws + λ˜sT˜w si w < ws.
Preuve. La de´monstration de 3) est faite dans ([Ha] prop. 5.5). On y de´montre l’ine´galite´ au sens large
ws1 . . . sˆi1 . . . sˆi2 . . . sˆiq . . . sn ≤ wv, l’e´galite´ impliquerait en simplifiant sˆi1 . . . sˆi2 . . . sˆiq = si1 . . . siq ce qui est
faux si q /=0. On a donc l’ine´galite´ stricte.
Montrons 1).
a) Si v = s ∈ S on a qws = qwqεs ou` ℓ(ws) = ℓ(w) + ε; donc 1) est ve´rifie´ pour (w, s) avec cw,s = qs si
ws > w et 1 si ws < w.
b) Si v ∈Waff et v = s1 . . . sn est une de´composition re´duite, on a par induction qwv = qwqε1s1 . . . q
εn
sv ou`
ℓ(ws1) = ℓ(w) + ε1, ℓ(ws1s2) = ℓ(ws1) + ε2, . . . , ℓ(wv) = ℓ(ws1 . . . sn−1) + εn. On a qv = qs1 . . . qsn et 1)
est ve´rifie´ pour (w, v) avec
cw,v =
∏
1≤i≤n,εi=1
qsi
c) Si v = vaffu, vaff ∈ Waff , u ∈ Ω, on a qwv = qwvaff , qv = qvaff . Donc par b), le lemme est ve´rifie´
pour (w, v) avec cw,v = cw,vaff .
Montrons 2). Il est imme´diat que le lemme fondamental est ve´rifie´ si v = s ∈ S. Soient s1, . . . , sn ∈ S
tels que v = s1 . . . sn soit une de´composition re´duite. En appliquant la relation pre´ce´dente plusieurs fois, on
obtient
T˜wT˜
−1
v−1 = T˜wv +
∑
T˜ws1...sˆi1 ...sˆi2 ...sˆiq ...sn λ˜si1 λ˜si2 . . . λ˜siq
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ou` la somme est prise sur les suites (si1 , si2 , . . . , siq ) de longueur ≥ 1 extraites de la suite (s1, . . . , sn) qui
sont w-distingue´es. Le lemme fondamental pour v ∈ Waff est alors e´quivalent a` l’assertion suivante sur les
fonctions qw.
Soitw ∈ W, s1, . . . , sn ∈ S tels que s1 . . . sn soit une de´composition re´duite. Pour une suite (si1 , si2 , . . . , siq )
extraite de la suite (s1, . . . , sn) et w-distingue´e, on a
qws1...sn = qws1...sˆi1 ...sˆi2 ...sˆiq ...sn qsi1 qsi2 . . . qsiq
∏
j∈{1,...,n}−{i1,i2,...,iq}
q2kjsj
ou` les kj sont des entiers naturels.
La preuve se fait pas re´currence sur n. Lorsque n = 1 c’est e´vident. Supposons cette proprie´te´ vraie
pour n−1 et montrons la pour n. Si i1 > 1, la suite (si1 , si2 , . . . , siq ) est extraite de la suite (s2, . . . , sn) et elle
est ws1-distingue´e. L’assertion est vraie pour (ws1, s2, . . . , sn) par hypothe`se de re´currence, et l’on obtient
le re´sultat, avec k1 = 0. Supposons que i1 = 1. La suite (si2 , . . . , siq ) est extraite de la suite (s2, . . . , sn) et
elle est w-distingue´e. L’assertion est vraie pour (w, s2, . . . , sn) par hypothe`se de re´currence, et l’on obtient
qws2...sn = qws2...sˆi2 ...sˆiq ...sn qsi2 . . . qsiq
∏
j∈{2,...,n}−{i2,...,iq}
q2tjsj
pour des entiers tj ≥ 0. L’assertion pour i1 = 1 re´sulte alors du lemme suivant.
1.3 Lemme Soit w ∈ W et s1, s2, . . . sn ∈ S tels que w < ws1 et s1 . . . sn est une de´composition
re´duite. Alors
a) ws2 . . . sn < ws1s2 . . . sn
b)
qws1...snq
−1
ws2...sn = qs1
∏
j∈{2,...,n}
q2kjsj
pour des entiers 0 ≤ kj ≤ 1.
Le lemme 1.3 termine la de´monstration du lemme fondamental lorsque v ∈ Waff . Le cas ge´ne´ral s’en
de´duit, car si v = vaffu, vaff ∈ Waff , u ∈ Ω, et si w,w′ ∈ W , on a T˜wT˜
−1
v−1 = T˜wT˜
−1
v−1
aff
Tu, Tw′Tu =
Tw′u, qw′u = qw′ , w
′ < wvaff implique w
′u < wv. La de´monstration du lemme fondamental sera donc
acheve´e, apre`s la preuve de 1.3.
Preuve du lemme 1.3. La partie a) est de´montre´e dans ([Ha] lemma 5.6). Elle implique que le membre
de gauche de b) est un monoˆme cn ∈ Q diffe´rent de 1. On montre b) par re´currence sur n. Pour n = 1 on a
c1 = qs1 donc b) est vrai. Montrons que si b) est vrai pour n− 1, alors il est vrai pour n. On a
qws1...sn = qws1...sn−1q
ε1
sn
qws2...sn = qws2...sn−1q
ε2
sn
avec ε1, ε2 ∈ {±1}. On a donc
cn = cn−1, cn−1q
2
sn , cn−1q
−2
sn selon que ε1 = ε2, (ε1, ε2) = (1,−1), (ε1, ε2) = (−1, 1).
Par hypothe`se de re´currence,
cn−1 = qs1
∏
j∈{2,...,n−1} q
2tj
sj pour des entiers 0 ≤ tj ≤ 1.
Donc cn ve´rifie b) si cn = cn−1 ou cn−1q
2
sn . Pour terminer la de´monstration il suffit de remarquer que
si cnq
2
sn = cn−1 alors il existe j tel que tj = 1 et qsn = qsj . Donc cn ve´rifie aussi b).
Le lemme 1.3 est de´montre´.
De´composition de Bernstein
D’apre`s Bernstein-Lusztig, la de´composition de W en produit semi-direct W = Woe
X se ge´ne´ralise a`
l’alge`bre de Hecke HφL [q
−1/2
∗ ].
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On notera ?x :=?ex pour x ∈ X , et A l’image du morphisme de Z[q
±1/2
∗ ]-modules
θ˜ : Z[q
±1/2
∗ ][X ]→ H [q
−1/12
∗ ]
qui envoie x ∈ X sur θ˜x := T˜yT˜−1z = q
−1/2
y q
1/2
z TyT
−1
z ou` x = y− z pour deux e´le´ments dominants y, z de X
(bien de´fini car la longueur e´tant un morphisme de monoide sur les e´le´ments dominants).
Soit α ∈ B une racine simple de re´flexion associe´e s ∈ So. Si α∨ ∈ 2X∨, soit s˜ ∈ So la re´flexion de´finie
comme en [Lusztig1 2.4 page 604]. On de´finit deux e´le´ments as, bs ∈ A par:
as = qs − 1, bs = 1− θ˜−α, si α
∨/∈2X∨,
as = qs − 1 + q
1/2
s (q
1/2
s˜ − q
−1/2
s˜ )θ˜−α, bs = 1− θ˜−2α, si α
∨ ∈ 2X∨.
1.4 The´ore`me (Bernstein-Lusztig)
1) Le morphisme θ˜ : Z[q
±1/2
∗ ][X ]→ H [q
−1/12
∗ ] est injectif et respecte le produit.
2) θ˜xTs − Tsθ˜s(x) = (θ˜x − θ˜s(x))asb
−1
s pour tout (s, x) ∈ So ×X .
3) (Two)wo∈Wo est une base de H [q
−1/2
∗ ] comme A-module, a` droite ou a` gauche.
4) Le centre de H [q
−1/2
∗ ] est l’alge`bre A
Wo des e´le´ments Wo-invariants de A. C’est un Z[q
±1/2
∗ ]-module
libre de base z˜x =
∑
x′∈Woex
θ˜x′ pour tout x ∈ Xdom.
Le membre de gauche de la partie 2) du the´ore`me est un e´le´ment de A, dont le produit avec bs est
(θ˜x − θ˜s(x))as.
Les re´fe´rences que je connais concernent seulement la Z[v±1]-alge`bre HφL [v
−1]. Ce sont [Lusztig1 3.3
a` 3.11 page 607-610], [Lusztig2 7.1 page 216, 8.1 page 222]. L’alge`bre HφL [v
−1] suffit pour les applications
en vue, et il me semble que les de´monstrations restent valables pour H [q
−1/2
∗ ], modulo des modifications
triviales.
Par le the´ore`me, H [q
−1/2
∗ ] est un A-module a` droite ou a` gauche libre de rang fini e´gal au cardinal |Wo|
de Wo. Si de plus, X contient tous les poids dominants pour le syste`me de racines R, alors Z[X ] est libre
sur Z[X ]Wo de rang |Wo| [Steinberg th.2.2 page 173] et H [q
−1/2
∗ ] est un module libre de rang |Wo|2 sur son
centre.
A-t-on des re´sultats analogues pour la Z[q∗]-alge`bre H ?
- Le Z[q∗]-module A ∩H est-il libre ?
- L’alge`bre commutative A ∩H est-elle de type fini ?
- Le centre Z(H) = AWo ∩H de H est-il une alge`bre de type fini ?
- Le Z(H)-module A ∩H est-il de type fini ?
- Le (A ∩H)-module H a` droite, est-il de type fini ?
Toutes ces questions seront re´solues avec l’aide du the´ore`me suivant qui se de´duit du lemme fondamental
applique´ a` T˜wo θ˜y−z = T˜woey T˜
−1
ez pour tout wo ∈Wo, y, z ∈ Xdom (l’e´galite´ vient de ℓ(woe
y) = ℓ(wo)+ℓ(e
y)).
1.5 The´ore`me Pour wo ∈Wo, x ∈ X , posons
Ewoex := q
1/2
woex T˜wo θ˜x.
Pour tout w ∈W , le de´veloppement de Ew dans la base de Iwahori-Matsumoto (Tw)w∈W est
Ew = Tw +
∑
w′<w
aw′ Tw′
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pour des polynoˆmes aw′ ∈ Z[q∗].
Le the´ore`me 1 s’en de´duit par un argument ge´ne´ral.
Le the´ore`me 2 re´sulte des des proprie´te´s remarquables ci-dessous de la nouvelle base (Ew)w∈W de
l’alge`bre de Hecke ge´ne´rique H .
1.6 Proprie´te´s de (Ew)w∈W
(1.6.1) Le Z[q∗]-module libre de base (Ex)x∈X est e´gal a` la sous-alge`bre commutative A ∩H .
C’est imme´diat puisque Ex = q
1/2
x θ˜x.
(1.6.2) On a H = ⊕wo∈WoH(wo) ou` H(wo) est le Z[q∗]-module libre de base (Ewoex)x∈X .
En effet, T˜wo θ˜xθ˜x′ = T˜wo θ˜x+x′ pour tout x, x
′ ∈ X , car θ˜ respecte le produit (1.4.1).
(1.6.3) H(wo) = TwoJ(wo), ou` J(wo) est un ide´al fractionnaire de type fini de A ∩H .
En effet,
EwoexEx′ = q(woe
x, ex
′
)Ewoex+x′ , q(woe
x, ex
′
) := (qwoexqx′q
−1
woex+x
′ )
1/2.
Le produit q(woe
x, ex
′
) ∈ Z[q∗] est un monoˆme puisque (Ew)w∈W est une base de H sur Z[q∗]. On montre
avec la formule des longueurs:
Il existe un ensemble fini X(wo) = {x1, . . . , xr} ⊂ X de´pendant de wo, tel que
X = ∪ri=1X(wo, xi)
ou` X(wo, xi) est l’ensemble des x ∈ X ve´rifiant ℓ(woex) = ℓ(woexi) + ℓ(ex−xi).
Si x ∈ X(wo, xi), on a
Ewoex = EwoexiEx−xi , q(wo, e
xi)Ewoexi = TwoExi , Ewoex = c(wo, e
x)TwoEx,
ou` q(wo, e
xi) ∈ Z[q∗] est un monoˆme et c(wo, ex) = q(exi , ex−xi)q(wo, exi)−1 est un monoˆme de Laurent. On
a q(wo, e
xi)Ewoexi = TwoExi .
- Le A ∩H-module a` droite H(wo) est engendre´ par (Ewoex)x∈X(wo),
- H(wo) = TwoJ(wo) ou` J(wo) est le A ∩H-module de type fini engendre´ par (q(wo, e
x)−1Ex)x∈X(wo)
dans A ∩H(q−1∗ ).
(1.6.4) On a ExEx′ = Ex+x′ s’il existe wo ∈ Wo tel que wo(x), wo(x
′) ∈ Xdom car la longueur est
Wo-invariante sur e
X et un morphisme de monoide sur eXdom . Le monoide Xdom est de type fini. On choisit
un syste`me ge´ne´rateur fini Mdom de Xdom. Alors MX := Wo(Mdom) est un ensemble fini.
La Z[q∗]-alge`bre A ∩H est de type fini engendre´e par (Ex)x∈MX .
(1.6.5) Le centre Z(H) de H est AWo ∩ H . Comme qx = qwo(x) pour tout (wo, x) ∈ Wo × X , on a
q
1/2
x z˜x =
∑
x′∈Wo(x)
Ex′ . On de´duit alors de (1.4.3):
Le centre Z(H) de H est e´gal a` (A ∩H)Wo ; c’est un Z[q∗]-module libre de base Zx :=
∑
x′∈Wo(x)
Ex′
pour x ∈ Xdom.
(1.6.6) Des arguments ge´ne´raux [Bourbaki AC V 1.9 the´ore`me 2 page 29] permettent de de´duire:
A ∩H est un (A ∩H)Wo -module de type fini, car c’est une Z[q∗]-alge`bre de type fini (1.6.4).
(A ∩H)Wo est une Z[q∗]-alge`bre de type fini, car Z[q∗] est un anneau noetherien.
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Chapitre 2
Caracte`res de A ∩H et modules standards
Soit R un anneau commutatif inte`gre de corps des fractions K et i : R → K l’inclusion. Soient un
morphisme d’anneau de φ : Z[q∗]→ R et χ : A∩H → R un morphisme d’anneau prolongeant φ. On note ω
la restriction de χ au centre Z(H) de H .
Pour les applications que nous avons en vue, il ne serait pas geˆnant de supposer que φ se prolonge a`
Z[q
1/2
∗ ]. On notera Bφ := B ⊗φ R la φ-spe´cialisation d’une Z[q∗]-alge`bre B et fφ la φ-spe´cialisation d’un
morphisme f de Z[q∗]-alge`bre.
On identifie χ a` un morphisme d’anneau χφ : (A∩H)φ → R, et aussi en posant χX(x) := χ(Ex), a` une
application χX : X → R ve´rifiant
χX(x)χX(x
′) = φ((qxqx′q
−1
x+x′)
1/2)χX(x+ x
′)
pour tout x, x′ ∈ X, par la formule ExEx′ = (qxqx′q
−1
x+x′)
1/2Ex+x′ cas particulier de (1.6.2).
Lorsque φ(qs) ⊂ R∗ est inversible pour tout s ∈ S, et que φ se prolonge a` Z[q
1/2
∗ ], en posant pour x ∈ X ,
χX(x) = χA(θ˜x) := φ(qx)
−1/2χ(Ex),
on identifie χ a` un morphisme d’anneau χA : A→ R et a` un morphisme de groupe χX : X → R
∗.
On dit que ω est le caracte`re central d’un H-module V , lorsque Z(H) agit sur V par multiplication
par ω. Le caracte`re ω s’identifie a` un caracte`re de Z(H)φ. Le centre de la φ-spe´cialisation Hφ de H peut
eˆtre plus gros que Z(H)φ. La R-alge`bre Hφ est un R-module libre de rang infini puisque W est infini. La
R-alge`bre Hω = H ⊗ω R est de type fini sur R, car H est un module de rang fini sur son centre. On en
de´duit:
2.1 Proposition Si R est un corps alge´briquement clos, un Hφ-module simple est de dimension finie
si et seulement s’il a un caracte`re central.
2.2 De´finition Le Hφ-module a` gauche induit de χ
I(χ) := H ⊗χ R
de caracte`re central ω est appele´ un module standard a` gauche de Hφ.
Lorsque φ(qs) ⊂ R∗ est inversible pour tout s ∈ S, et que φ se prolonge a` Z[q
1/2
∗ ], le module standard
I(χ) est le module standard I(χA) induit du caracte`re χA : A→ R prolongeant χ. Il est libre sur R de rang
|Wo| et admet une base canonique: l’image canonique de (Two)wo∈Wo .
2.3 Premie`res proprie´te´s Le module standard I(χ) satisfait les proprie´te´s suivantes.
(2.3.1) Il est de type fini comme R-module, car H est de type fini comme A ∩H-module (the´ore`me
2).
(2.3.2) Il est cyclique, avec un ge´ne´rateur canonique 1⊗ 1 propre pour A∩H de valeur propre χ. Un
Hφ-module a` gauche engendre´ par un vecteur propre pour A ∩H de valeur propre χ est quotient de I(χ).
Le the´ore`me 3 se de´duit de ce re´sultat et de (2.1). Comme la R-alge`bre de type fini Hω admet un
module simple a` gauche, on obtient aussi:
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(2.3.3) Si R est un corps alge´briquement clos, tout morphisme de R-alge`bre ω : Z(H)→ R se prolonge
en un morphisme d’anneau χ : A ∩H → R.
Supposons χ(qs)/=0 pour tout s ∈ S. Par de´finition, une structure entie`re du module standard I(χ,K) =
I(χ) ⊗R K est un sous-R-module de type fini stable par H et contenant une base de I(χ,K). Le noyau du
morphisme canonique I(χ)→ I(χ,K) est le sous-groupe de torsion I(χ)tor.
(2.3.4) L’image de I(χ) dans I(χ,K) est une structure entie`re M(χ) ≃ I(χ)/I(χ)tor contenant la
base canonique.
Le morphisme I(χ)→ I(χ,K) est le produit tensoriel avec H de l’inclusion i : R→ K, vue comme une
inclusion de A ∩H-modules via le caracte`re χ. Si H est un A ∩H-module a` droite plat, alors le morphisme
est injectif et I(χ) n’a pas de torsion. La classification des R-modules de type fini implique que si R est un
anneau principal, le rang du R-module I(χ) est |Wo| et le R-module M(χ) est libre de rang |Wo|.
2.4 Proposition Supposons χ(qs)/=0 pour tout s ∈ S et que R est un anneau de valuation discre`te
de corps re´siduel kR, et de re´duction r : R→ kR. Alors les proprie´te´s suivantes sont e´quivalentes:
a) Le module standard I(χ, kR) := H ⊗rχ kR = I(χ)⊗r kR est de dimension |Wo| sur kR,
b) La re´duction de la structure entie`re canonique de I(χ,K) est le le module standard I(χ, kR) ≃
M(χ)⊗R,r kR,
c) Le R-module I(χ) est sans torsion.
Le the´ore`me 5 re´sulte de cette proposition, car le cas R = Zp se rame`ne au cas de l’anneau des entiers
d’une extension finie de Qp.
2.5 Remarques (i) Avec les hypothe`ses de la proposition, il existe une application f :Wo → X , non
unique et de´pendant de χ, telle que M(χ) admet comme base sur R l’image canonique de (Ewoexo )wo∈Wwo .
Lorsque le R-module I(χ) est sans torsion (par exemple si rφ(qs)/=0 pour tout s ∈ S), l’on peut probablement
montrer par re´duction, en utilisant sur R les arguments classiques [Rogawski], [Cherednik, proposition 1.5
page 416], que pour tout wo ∈ Wo,
- I(χ, kR) et I(χwo, kR) ont les meˆmes suites de Jordan-Ho¨lder,
- I(χ, kR) contient un vecteur propre pour A∩H de valeur propre χwo, ou ce qui est e´quivalent, il existe
un R-morphisme H-e´quivariant (un ope´rateur d’entrelacement) de I(χwo, kR) dans I(χ, kR).
(ii) Supposons que R = Zp et que la re´duction de φ(qs) est nulle pour tout s ∈ S. Que peut-on dire sur
la re´duction du sous-module de torsion I(χ)tor ? Est-ce que tout caracte`re A∩H → Fp nul sur qs pour tout
s ∈ S, se rele`ve ?
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Chapitre 3 Exemple du groupe line´aire
Soient n > 1 un entier et q une inde´termine´e. On note An la Z[q]-alge`bre commutative engendre´e par
les e´le´ments (eI)I⊂{1,...,n} ve´rifiant les relations
e∅ = 1, eIeJ = q
yzeI∪JeI∩J , |I ∩ J | = x, |I| = x+ y, |J | = x+ z,
en notant |I| le nombre d’e´le´ments de I. L’identite´ polynoˆmiale
(X + Y )(X + Y − 1) + (X + Z)(X + Z − 1) + 2Y Z = (X + Y + Z)(X + Y + Z − 1) +X(X − 1)
permet de ve´rifier que les relations sont e´quivalentes a`
e∅ = 1, ei1ei2 . . . eit = q
t(t−1)/2e{i1,...,it}.
Le groupe Sn des permutations de {1, . . . , n}, permute les parties de {1, . . . , n} de meˆme cardinal, et agit
naturellement sur An en fixant e{1,...,n}. L’alge`bre A
sn
n fixe par Sn est engendre´e par zt :=
∑
|I|=t eI pour
1 ≤ t ≤ n.
On pose z := zn = e{1,...,n}.
3.1 Proposition Pour la donne´e radicielle base´e correspondant au groupe GL(n), l’alge`bre commu-
tative A ∩H est isomorphe a` An[z
−1]. Le centre de H est isomorphe a` ASnn [z
−1].
Preuve. La donne´e radicielle se de´crit avec le groupe GL(n,C). Soit e ∈ C un e´le´ment transcendant. Le
groupe abe´lien X = Zn s’identifie au groupe des diagonales ex := diag(ex1 , . . . , exn) pour x = (x1, . . . , xn) ∈
X . La base B = (αi)1≤i≤n−1 est telle que
eαi = (1, . . . , 1, e−1, e, 1, . . . , 1), α∨i (x) = xi+1 − xi
pour 1 ≤ i ≤ n− 1, ou` e−1 est a` la place i. Le groupe de Weyl fini Wo s’identifie au groupe syme´trique Sn
engendre´ par les re´flexions si = (i, i+1) pour 1 ≤ i ≤ n− 1 associe´es aux racines αi. Le groupe de Weyl W
de la donne´e radicielle est isomorphe au produit semi-direct Sn.e
X . Le sous-groupe Ω ⊂W des e´le´ments de
longueur 0 s’identifie au groupe tZ ou`
t =


0 1 0 0 . . . 0
0 0 1 0 . . . 0
. . . . . . . . . . . . . . . . . .
0 1 0 0 . . . 1
e 0 0 0 . . . 0


.
Le groupe de Weyl affine Waff est engendre´ par les re´flexions so, s1, . . . , sn−1, avec sot = ts1, s1t = ts2,
. . . , sn−2t = tsn−1. Les poids fondamentaux dans X sont ωi = (0
i, 1n−i), i premiers termes e´gaux a` 0 et
n − i derniers termes e´gaux a` 1, pour 1 ≤ i ≤ n − 1. Il est pratique d’introduire ωn := (0n), ωo := (1n).
On a X ∩ Ω = ωoZ et le centre de GL(n,Qp) est pωoZ. La longueur de ωi est le nombre (n− i)i de racines
positives contenant αi si 1 ≤ i ≤ n − 1. Elle est nulle si i = 0, n. Les conjugue´s de ωn−1 par Sn sont
yi := ωi−1 − ωi (1 ≤ i ≤ n), avec un seul coefficient 1 diffe´rent de 0 a` la place i.
Une base du monoide X+ est (wi)1≤i≤n. L’alge`bre A ∩ H est donc engendre´e par Ewo(wi) pour wo ∈
Sn, 1 ≤ i ≤ n. On a yn = ωn−1 et yj = sj . . . sn−1(ωn−1) pour 1 ≤ j ≤ n − 1. Plus ge´ne´ralement, les
Sn-conjugue´s de ωn−t sont yI :=
∑
i∈I yi pour toutes les parties I a` t e´le´ments de {1, . . . , n}. On note pour
simplifier EI = EyI , θ˜I = θ˜yI . L’alge`bre A∩H est engendre´e par EI pour les parties non vides de {1, . . . , n}.
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Les relations entre les EI se de´duisent de celles entre les θ˜I . On a qωn−t = qI = q
t(n−t) pour I ⊂
{1, . . . , n} avec t elements, ainsi:
θ˜i = q
−i+(n+1)/2Tωi−1T
−1
ωi , Ei = q
n−iTωi−1T
−1
ωi , θ˜I =
∏
i∈I
θ˜i, EI = q
t(n−t)/2θ˜I .
L’e´le´ment central inversible E{1,...,n} = Tωo est note´ plus simplement Z. On a
E∅ = 1,
∏
i∈I
Ei = q
t(t−1)/2EI .
La Z[q∗]-alge`bre engendre´e par Zt :=
∑
|I|=tEI (1 ≤ t ≤ n− 1), Z
±1 est e´gale au centre Z(H).
On en de´duit la proposition 3.1.
Soit R un anneau inte`gre. Un morphisme d’anneau χ : A ∩H → R ve´rifie
∏
i∈I
χ(Ei) = χ(q)
t(t−1)/2χ(EI),
pour tout I ⊂ {1, . . . , n} avec t ≥ 1 e´le´ments. Si χ(q) est inversible dans R, alors χ est de´termine´ par les n
e´le´ments non nuls (χ(Ei))1≤i≤n de produit
∏
1≤i≤n χ(Ei) inversible, et inversement. Lorsque χ(q) = 0, la
situation est bien diffe´rente.
3.2 Lemme Soit χ : A ∩H → R un morphisme d’anneau tel que χ(q) = 0.
1) Les parties non vides I ⊂ {1, . . . , k} telles que χ(EI)/=0 forment une suite croissante
∅ /=I1 ⊂ I2 ⊂ . . . ⊂ Ir = {1, . . . , n}.
2) Inversement, e´tant donne´ une suite croissante comme ci-dessus et des e´le´ments non nuls xI1 , . . . , xIr ∈
R, il existe un unique morphisme d’anneau χ : A ∩H → R tel que χ(EIj ) = xIj et χ(EI) = 0 si I /=Ij pour
tout 1 ≤ j ≤ r.
Preuve. On choisit xI ∈ R pour toute partie non vide I de {1, . . . , n}. Il existe un caracte`re χ : A∩H →
R tel que χ(q) = 0 et χ(EI) = xI pour tout I, si et seulement si x{1...,n} ∈ R
∗ est une unite´ et xIxJ = 0
lorsque yz /=0 ou` |I| = x + y, |J | = x + z, |I ∩ J | = x, i.e. lorsque I n’est pas contenu dans J et J n’est pas
contenu dans I.
Deux parties I, J tels que xIxJ /=0 doivent donc ve´rifier I ⊂ J ou J ⊂ I. Les parties I non vides telles
que xI /=0 doivent former une suite croissante, se terminant par {1 . . . , n}. Il n’y a aucune autre condition
sur les valeurs non nulles xI ni sur la suite croissante.
Le morphisme χ est e´videmment de´termine´ par les xI , lorsqu’il existe.
On en de´duit le lemme 3.2.
Applications 1) Le nombre de Sn-conjugue´s de χ est
n!
t1!(t2 − t1)! . . . (n− tr−1)!
si tj est le nombre d’e´le´ments de Ij pour 1 ≤ j ≤ r.
2) La restriction de χ au centre Z(H) est le caracte`re ω tel que
ω(Ztj ) = χ(EIj ) pour tout 1 ≤ j ≤ r,
et ω(Zt) = 0 pour les autres valeurs possibles de t.
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3.3 Definition Soit R un anneau inte`gre. On dit qu’un R-caracte`re χ de A ∩H nul sur q, ou que sa
restriction ω au centre Z(H), est
- re´gulier, si le stabilisateur de χ dans Sn est trivial, i.e. ω(Zt)/=0 pour tout 1 ≤ t ≤ n,
- singulier, s’il n’est pas re´gulier,
- supersingulier, si χ est fixe par Sn, i.e. χ(EI) = 0 pour tout ∅ /=I ⊂ {1, . . . , n}, i.e. ω(Zt) = 0 sauf si
t = n.
Un Hrpφ-module ayant un caracte`re central est appele´ re´gulier, ou singulier, ou supersingulier, si son
caracte`re central a cette proprie´te´.
La terminologie “supersingulier”est analogue a` celle introduite par Barthel et Livne dans leur e´tude des
Fp-repre´sentations de GL(2, F ) sur un corps p-adique F . Un caracte`re ω, χ supersingulier est de´termine´ par
sa valeur z := χ(Z) = ω(Z) ∈ R∗ en Z, et sera note´ ωz, χz.
3.4 Preuve du the´ore`me 6 Soit φ(q) ∈ Zp non nul de re´duction nulle rpφ(q) = 0. De´montrons
que tout morphisme d’anneau χ : A ∩ H → Fp tel que χ(q) = 0 se rele`ve en un morphisme d’anneau
χ˜ : A ∩H → Zp tel que χ˜(q) = φ(q).
On choisit un syste`me compatible de racines n-ie`mes φ(q)1/n de φ(q) dans Zp, pour tout entier n ≥ 1.
Tout e´le´ment λi de Zp s’e´crit de facon unique λi = xiφ(q)
ei pour un nombre rationnel ei ≥ 0 et une unite´
xi ∈ Z
∗
p.
On associe au morphisme χ un drapeau (Ij)1≤j≤r comme en (3.2).
Le morphisme χ˜ tel que χ˜(Ei) = xiφ(q)
ei , xi ∈ Z
∗
p, ei ∈ Q≥0, pour 1 ≤ i ≤ n rele`ve χ si et seulement
si (ei, xi)1≤i≤n ve´rifient:
eIj = tj(tj − 1)/2, rp(xIj ) = χ(EIj )
pour tout 1 ≤ j ≤ r, et si I de cardinal t n’appartient pas au drapeau (Ij)1≤j≤r ,
eI > t(t− 1)/2,
ou` l’on pose
xI =
∏
i∈I
xi, eI =
∑
i∈I
ei.
Le the´ore`me 6 dit qu’il existe (ei, xi)1≤i≤n satisfaisant ces conditions. Il suffit de choisir des rele`vements
arbitraires yIj ∈ Z
∗
p de χ(EIj ) pour 1 ≤ j ≤ r, et de prendre
ei = (t1 − 1)/2, xi = y
1/t1
I1
, pour i ∈ I1,
ei = (tj+1 + tj − 1)/2, xi = (yIj+1 (yIj . . . yIj )
−1)1/(tj+1−tj), pour i ∈ Ij+1 − Ij si 1 ≤ j ≤ r − 1.
On ve´rifie imme´diatement les conditions sur les xi. Ve´rifions les conditions sur les eI . Soit I ⊂ {1, . . . , n}
non vide avec t = |I|. Posons xj := |I ∩ Ij | pour 1 ≤ j ≤ r. Donc t =
∑
xi et
2eI = x1(t1 − 1) + (x2 − x1)(t2 + t1 − 1) + . . .+ (xr − xr−1)(n+ xr−1 − 1).
La suite (xj) est croissante et xj ≤ tj pour tout j, donc
2eI ≤ x1(x1 − 1) + (x2 − x1)(x2 + x1 − 1) + . . .+ (xr − xr−1)(xr + xr−1 − 1).
avec e´galite´ si et seulement si I appartient au drapeau (Ij)1≤j≤r . Les proprie´te´s voulues des eI re´sultent de
l’identite´ polynoˆmiale
X(X − 1) + (Y −X)(Y +X − 1) = Y (Y − 1).
qui implique que le membre de droite de l’ine´galite´ est t(t− 1).
3.5 Preuve de la proposition 7
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Nous allons de´montrer que la longueur d’un module standard supersingulier sur Fp est ≥ 2n−2. Il suffit
de montrer qu’un caracte`re supersingulier quelconque de A ∩ H a` valeurs dans Fp posse`de un rele`vement
χ : A ∩ H → Zp, tel que le module standard I(χ,Qp) admette 2
n−2 sous-quotients simples et d’appliquer
le the´ore`me 5. La the´orie de Rogawski-Zelevinski permet de de´crire les sous-quotients simples d’un module
standard I(χ,Qp) sur Qp en fonction de χ lorsque χ(q) = q. Maintenant que le principe est e´tabli, il reste
a` exhiber le rele`vement. Le rele`vement de´crit en 3.4 ne convient pas, mais sa forme est analogue a` celui que
l’on va exhiber.
Soit z ∈ F
∗
p quelconque. On choisit deux unite´s a, b ∈ Z
∗
p telles que rp(a
n−1b) = z et un nombre rationnel
u ∈ Q tel que 0 < u < 1/n. Un caracte`re χ : A ∩H → Qp tel que χ(q) = q est de´termine´ par les valeurs
χ(Ei) pour tous les entiers 1 ≤ i ≤ n. On peut prendre ses valeurs quelconques. On prend
χ(Ei) = aq
u+i−1 (1 ≤ i ≤ n− 1), χ(En) = bq
(n−1)(1−u).
On ve´rifie d’abord que χ est entier. Cela est e´quivalent a`
χ(EI) = q
t(1−t)/2
∏
i∈I
χ(Ei) ∈ Zp, χ(E1,...,n) ∈ Z
∗
p,
pour toute partie I de {1, . . . , n} d’apre`s la description de A ∩ H par ge´ne´rateurs et relations (proposition
3.1). Ceci est presque e´vident: on minore la somme
∑
i∈I(u+ i− 1) par tu+ t(t− 1)/2 donc
χ(EI) ∈ a
tqtu+N
est entier. On a χ(E1,...,n) = a
n−1b. Donc le caracte`re χ est entier. Comme u > 0 et rp(a
n−1b) = z, la
re´duction de χ est le caracte`re supersingulier e´gal a` z sur l’e´l’ement central E1,...,n. Comme la longueur de yi
ne de´pend pas du choix de i, on voit que le caracte`re de X associe´ est χ contient un “segment de Zelevinski”
de longueur n− 1. On de´duit de que le module standard associe´ contient 2n−2 sous-quotients irre´ductibles
distincts [Rog 5.2 page 456].
Cas n = 2 La de´composition des modules standards, donc la classification des modules simples sur
Fp est connue [Vigne´ras]. On a :
θ˜1 = q
1/2TwoT
−1
ω1 , θ˜2 = q
−1/2Tω1 , Ei = q
1/2θ˜yi pour 1 ≤ i ≤ 2, avec la relation E1E2 = qZ.
L’alge`bre commutative A ∩H = Z[q, Z±1, E1, E2],
Le centre Z(H) = Z[q, Z±1, Z1 = E1 + E2].
Les module standards sont de dimension 2.
Les modules standards supersinguliers sont irre´ductibles.
Les modules standards re´guliers de caracte`re central ω tel que ω(Z1)
2 /=ω(Z), sont irre´ductibles.
Les modules standards re´guliers de caracte`re central ω tel que ω(Z1)
2 = ω(Z), sont inde´composables
de longueur 2, contenant caracte`re trivial (i.e. Ts → 0) et un caracte`re signe (i.e. Ts → −1) comme
sous-quotient.
Les modules simples se rele`vent.
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APPENDICE
De´finitions [Springer T.A. Reductive groups. Proceedings of Symposia in Pure Mathematics. Vol. 33
(1979), part 1, pp. 3-27] Une donne´e radicielle base´e est un quintuplet (X,X∨, R,R∨, B) ou`
- X,X∨ sont des groupes libres abe´liens de rang fini ≥ 1, en forte dualite´ par un forme biline´aire
( , ) : X ×X∨ → Z, R et R∨ sont des sous-ensembles finis non vides de X et de X∨ dont les e´le´ments sont
appele´s “racines” et “coracines”, B est une base de R.
- Une bijection α↔ α∨ est donne´e entre les racines et les coracines telle que (α, α∨) = 2,
- les reflexions sα dans GL(X) et dans GL(X
∨) de´finies par sα(x) = x − (x, α∨)α et sα(x∨) = x∨ −
(α, x∨)α∨ pour tout α ∈ R,α∨ ∈ R∨, x ∈ X, x∨ ∈ X∨, permutent les racines sα(R) = R, et les coracines
sα∨(R
∨) = R∨.
On supposera le syste`me de racines R re´duit.
Le groupe de Weyl fini Wo est le sous-groupe de GL(X) engendre´ par les re´flexions sα, α ∈ R. Le
syste`me (Wo, {sα, α ∈ B}) est un syste`me de Coxeter. Il est isomorphe canoniquement au sous-groupe de
GL(X∨) engendre´ par les re´flexions sα∨ , α
∨ ∈ R∨, et la forme biline´aire ( , ) sur X×X∨ est Wo-invariante.
Le groupe de Weyl W est le produit semi-direct de Wo et de X . On notera e
x l’e´le´ment x ∈ X plonge´
dans W ; on e´crira W = Wo.e
X . On a woe
x = ewo(x)wo pour (wo, x) ∈ Wo ×X .
Le groupe de Weyl affine Waff est le produit semidirect de Wo et du sous-groupe Q(R) de X engendre´
par R; on e´crira Waff = Woe
Q(R).
On de´finit un ordre partiel  dans R∨ tel que α∨1  α
∨
2 si α
∨
2 − α
∨
1 =
∑
β∈B nββ
∨ pour des entiers
nβ ≥ 0. On note Rm les racines α ∈ R telles que les coracines α∨ ∈ R∨ sont minimales pour l’ordre  et
S = {sβ, β ∈ B} ∪ {e
−αsα, α ∈ Rm}.
Le syste`me (Waff , S) est un syste`me de Coxeter.
Toute racine est combinaison line´aire a` coefficients entiers de meˆme signe d’e´le´ments de B. Si le signe
est ≥ 0 la racine est dite positive, et ne´gative sinon. On note R+ l’ensemble des racines positives et R− celui
des racines ne´gatives. Un e´le´ment x ∈ X tel que (x, β∨) ≥ 0 pour tout β ∈ B est dit dominant.
Le monoide Xdom des e´le´ments dominants de X est de type fini.
Longueur La longueur ℓ de W = Ω.Waff prolonge celle du syste`me de Coxeter (Waff , S) [Bourbaki
GAL IV.1.1 page 9], de sorte que la longueur est constante sur ΩwaffΩ pour tout waff ∈Waff , ce qui a un
sens car Ω normalise S. La longueur ve´rifie les proprie´te´s:
- Le groupe Ω est forme´ par les e´le´ments de longueur 0.
- La longueur est invariante par passage a` l’inverse ℓ(w) = ℓ(w−1) pour tout w ∈W .
- La longueur deW = Woe
X s’exprime par une somme d’entiers naturels indexe´e par les racines positives
[Iwahori-Matsumoto IHES 25, section I.10], ge´ne´ralisant celle pour le groupe de Weyl finiWo [Bourbaki GAL
VI 1.6 page 157]. Pour wo ∈ Wo, x ∈ X ,
ℓ(woe
x) =
∑
α∈R+,wo(α)∈R+
|(x, α∨)|+
∑
α∈R+,wo(α)∈R−
|1 + (x, α∨)|.
- La longueur de wo ∈ Wo est donc le nombre de racines positives α ∈ R
+ telles que wo(α) ∈ R
−.
- La longueur sur eX est Wo-invariante:
ℓ(wo(e
x)) = ℓ(ex), wo ∈ Wo, x ∈ X.
En effet, il suffit de le ve´rifier pour une re´flexion sβ de´finie par une racine simple β ∈ B, et dans ce cas
d’utiliser que:
a) (sβ(x), α
∨) = (x, sβ(α)
∨) pour α ∈ R,
b) la re´flexion sβ permute les racines positives diffe´rentes de β [Bourbaki GAL VI 1.6 Cor 1 page 157].
- La longueur de ex pour x ∈ Xdom est un entier pair, car ℓ(ex) = (x, 2ρ∨) ou`
2ρ∨ :=
∑
α∈R+
α∨ = 2
∑
β∈B
ωβ∨
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est deux fois la somme des poids fondamentaux ωβ∨ tels que
(α, ωβ∨) = δα,β , α, β ∈ B
[Bourbaki GAL VI 1.10 prop. 29 page 168]. En particulier,
- ℓ(woe
x) = ℓ(wo) + ℓ(e
x) si x est dominant.
- Soient x, x′ ∈ X et wo ∈ Wo. Posons n(α,woe
x) = (α∨, x) si wo(α) ∈ R
+ et n(α,woe
x) = 1 + (x, α∨)
si wo(α) ∈ R−. Si les entiers n(α,woex) et n(α, ex
′
) ont le meˆme signe au sens large pour tout α ∈ R+, alors
ℓ(woe
x+x′) = ℓ(woe
x) + ℓ(ex
′
).
En particulier,
- ℓ(woe
2x) = ℓ(woe
x) + ℓ(ex).
- ℓ(ex+x
′
) = ℓ(ex) + ℓ(ex
′
) pour tout wo ∈ Wo et tout x, x′ ∈ wo(Xdom).
(Ap.1) On ve´rifie:
Soient u, v ∈ Wo et x ∈ X . Alors,
a) ℓ(u) + ℓ(v)− ℓ(uv) est deux fois le nombre de racines α ∈ R+ telles que
v(α) ∈ R−, uv(α) ∈ R+.
b) ℓ(u) + ℓ(vex)− ℓ(uvex) est deux fois le nombre de racines α ∈ R+ telles que
1) v(α) ∈ R−, uv(α) ∈ R+, (x, α∨) ≥ 0,
ou
2) v(α) ∈ R+, uv(α) ∈ R−, (x, α∨) < 0.
En particulier,
- si α, β ∈ B, alors ℓ(sαeβ) = 1 si et seulement si (β, α∨) < 0.
(Ap.2) On va de´montrer:
Soit x ∈ X . Notons ℓ(x) le nombre de racines positives α ∈ R+ telles que (x, α∨) < 0.
1) La longueur d’un e´le´ment wo ∈ Wo tel que wo(x) est dominant est ≥ ℓ(x).
Il existe un unique u ∈ Wo de longueur ℓ(x) tel que y = u(x) est dominant.
On a (x, α∨) < 0 si et seulement si uo(α) ∈ R−, pour tout α ∈ R+.
2) Pour tout t tel que 1 ≤ t ≤ ℓ(x), soit βt ∈ B une racine simple de re´flexion associe´e st, telle que
u = sℓ(x) . . . s2s1 soit une de´composition re´duite; posons ut := st . . . s2s1 et uo := 1.
Pour tout wo ∈ Wo, on a
ℓ(wo) = ℓ(wou
−1
t ) + ℓ(ut)
si wo(α) ∈ R− pour tout α ∈ {β1, s1(β2), . . . , s1 . . . st−1(βt)}, et
ℓ(woe
x) = ℓ(wou
−1
t ) + ℓ(ute
x)
si wo(α) ∈ R+ pour tout α ∈ {s1 . . . st(βt+1), . . . , s1 . . . sℓ(x)−1(βℓ(x))}.
En particulier, ℓ(uex) = ℓ(ex)− ℓ(x).
Preuve. 1) Soit (wo, x) ∈ Wo ×X . On a (wo(x), wo(α)∨) = (x, α∨) pour toute racine α ∈ R. On voit
que wo(x) est dominant, i.e. ℓ(wo(x)) = 0, si et et seulement si wo(α) ∈ R
− est une racine ne´gative pour
toute racine positive α ∈ R+ telle que (x, α∨) < 0. Donc si wo(x) est dominant, la longueur de wo est ≥ ℓ(x)
(on rappelle que ℓ(x) n’est pas la longueur de ex).
Supposons que x n’est pas dominant, i.e. ℓ(x) > 0. On construit un e´le´ment u ∈ Wo de longueur
minimale ℓ(x) tel que u(x) est dominant de la fac¸on suivante.
Il existe au moins une racine simple β telle que (x, β∨) < 0.
On a ℓ(sβ(x)) = ℓ(x)− 1 car (sβ(x), α∨) = (x, sβ(α∨)) et sβ permute les racines positives diffe´rentes de
β.
Posons β1 = β, u1 = sβ1 , x1 = sβ(x).
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On recommence en partant de x1. Au bout de ℓ(x) e´tapes on obtient un e´le´ment dominant. On a ainsi
choisi une suite de ℓ(x) racines simples βt, d’e´le´ments ut = sβt . . . sβ2sβ1 de Wo, d’e´le´ments xt = ut(x) de
X , tels que
(xt−1, β
∨
t ) < 0, ℓ(xt) = ℓ(x)− t
pour tout 1 ≤ t ≤ ℓ(x). On prend u = uℓ(x).
Les racines α ∈ R+ telles que u(α) ∈ R− sont [Bourbaki GAL VI, §1, 1.6 Cor. 2] :
(S) β1, sβ1(β2), . . . , sβ1 . . . sβℓ(x)−1(βℓ(x)).
Ce sont les ℓ(x) racines telles que (x, α∨) < 0 car (xt−1, β
∨
t ) = (x, sβ1 . . . sβt−1(βt)
∨).
L’unicite´ de u provient de ce que l’ensemble des racines positives α ∈ R+ telles que u(α) ∈ R− est
inde´pendant de u. Cet ensemble de´termine u (introduire l’ensemble note´ Tu comme dans [Bourbaki GAL
VI 1.4 page 13-14] qui de´termine u, puis appliquer [Bourbaki GAL VI 1.6 prop.17 page 157]).
2) Soit wo ∈ Wo. Si t ≥ 1, les racines α ∈ R+ telles que ut(α) ∈ R− sont les t premiers termes de la
suite (S). On applique (Ap.1.1) pour obtenir les deux premie`res e´galite´s sur la longueur.
Le cas particulier s’obtient en prenant wo = 1, t = ℓ(x) dans la seconde e´galite´.
Ordre de Chevalley-Bruhat sur W C’est un ordre partiel ≤ sur W qui prolonge l’ordre de
Chevalley-Bruhat usuel sur le syste`me de Coxeter (Waff , S). Les proprie´te´s suivantes pour w,w
′ ∈ Waff
sont e´quivalentes [Lusztig3], voir aussi le lemme 8.11 dans [Bernstein I.N., Gelfand I.M. and Gelfand S.I.,
Schubert cells and cohomology of the spaces G/P , Russ. Math. Surv. 28 (1973), 1-26] :
- il existe une expression re´duite de w telle qu’en omettant certains termes on obtient une expression de
w′,
- pour toute expression re´duite de w, en omettant certains termes on obtient une expression de w′,
- il existe une suite d’e´le´ments wo = w
′, w1, . . . , wk = w dans Waff telle que
ℓ(w1)− ℓ(wo) = . . . = ℓ(wk)− ℓ(w
−1
k−1) = 1, w1w
−1
o , . . . , wkw
−1
k−1 ∈ T,
- il existe une suite d’e´le´ments wo = w
′, w1, . . . , wk = w dans Waff telle que
ℓ(w1)− ℓ(wo) = . . . = ℓ(wk) > ℓ(wk−1), w1w−1o , . . . , wkw
−1
k−1 ∈ T .
ou` T est l’ensemble des conjugue´s de S dans Waff .
Par de´finition de l’ordre de Chevalley-Bruhat, w′ ≤ w si ces conditions sont re´alise´es.
La proprie´te´ d’e´change des syste`mes de Coxeter [Bourbaki GAL IV, §1, 1.5 page 15] montre que dans
Waff :
ℓ(w) + ℓ(w′) = ℓ(ww′) implique w ≤ ww′.
L’ordre de Chevalley-Bruhat de Waff est invariant par conjugaison par Ω, car Ω normalise S.
On prolonge naturellement l’ordre de Chevalley-Bruhat deWaff a`W = ΩWaff . Par de´finition uwaff ≤
u′w′aff si et seulement si u = u
′, waff ≤ w′aff , pour tout u, u
′ ∈ Ω, waff , w′aff ∈ Waff . On a les proprie´te´s
e´quivalentes suivantes:
- waff ≤ w′aff si et seulement si waffu ≤ w
′
affu pour tout u ∈ Ω, waff , w
′
aff ∈Waff ,
- waff ≤ w′aff si et seulement si uwaff ≤ uw
′
aff pour tout u ∈ Ω, waff , w
′
aff ∈Waff ,
- waff ≤ w
′
aff si et seulement si uw
′
affu
′ ≤ uwaffu
′ pour tout u, u′ ∈ Ω, waff , w
′
aff ∈ Waff .
On ve´rifie que:
Si w,w′ ∈ W,w′ ≤ w, alors w′−1 ≤ w−1 et ℓ(w′) ≤ ℓ(w).
18
