Purpose -Data crawling in e-commerce for market research often comes with the risk of poor authenticity due to modification attacks. The purpose of this paper is to propose a novel data authentication model for such systems.
Introduction
Nowadays, an increasing number of Internet users is making the e-commerce market continue to grow rapidly. Among types of e-commercial websites being developed, the ones selling their own products (often called business-to-customer -B2C websites) are occupying the largest market share in comparison with the other types.
Nevertheless, as the wise-consumption trend becomes popular, more and more consumers are now switching to purchasing second-hand products which have lower prices but not much different from the new ones in their quality. Therefore, websites allowing customers to make their own advertisements for selling their own products (customer-to-customer -C2C websites) are being strongly developed and has gained certain advantages for their own. The establishment and development of many C2C websites with a huge number of users such as chotot.vn, vatgia.com, batdongsan.com, etc., in Vietnam as well as in other countries have been proving this trend (Dang et al. 2017) .
With any business, understanding different market trends is an important key to gain success. One of the best ways to study the C2C market is gathering and then applying statistics to pieces of advertisement data of not only their own websites but also their competitors'. Gathering the data manually with human resources is clearly not an efficient solution when thousands of advertisement might be uploaded to each e-commercial website a day. The amount of uploaded data becomes even larger when different current C2C websites are taken into account. Thus, building or hiring the server systems, which are responsible for collecting and storing those websites' data automatically, so as to replace human in market research is currently an urgent demand of any e-commercial business. This paper focuses on the businesses that choose to hire such service providers as their solution for collecting data for market research.
Service providers supply data crawling services from any website indicated by their customers. As mentioned above, when choosing to hire such service providers for crawling and storing data, there are some risks that an analysis system should carefully consider (Yadav and Singh 2015) . In detail, after the indicated data have been collected by service providers, they will be stored in their servers, thus will also be completely managed by them. The service provider can directly manipulate the data without its customers' permission or awareness. Therefore, no one can guarantee that the data returned by this provider are 100% original. Besides, the website owners may have cooperated with the provider on making the data returned to our analysis system no longer be accurate. This means it is possible for our system to receive the data which have been modified, and therefore lost their reliability. Moreover, not to mention the reason behind their inaccuracy, authentication is always necessary before we take any further action with collected data (Leu et al. 2015 ) (Nguyen and Dang 2013) . In short, data authentication is important and necessary in any C2C websites' data analysis for market research.
Fraud detection has been a very attractive topic, especially in financial fields (Parlindungan et al. 2017 ) (Yoo et al. 2016) . Many different data mining techniques have been proposed and applied into financial fraud detection such as logistic regression models (Yuan et al. 2008 ) (Owusu-Ansah et al. 2002) , neural networks (Kirkos et al. 2007 ) (Viaene, Dedene, et al. 2005) , the naïve Bayes method (Bermúdez et al. 2008 ) (Viaene, Derrig, et al. 2004 ) and many of others. (Baesens et al. 2015) suggested some approaches to deal with fraud detection comprising expert-based approach (which were built on experience, intuition, and business or domain knowledge of the fraud analyst), supervised and unsupervised learning techniques or descriptive statistics to find the behaviors that deviate from normal behaviors, i.e. anomaly detection or outlier detection. However, developing and maintaining an effective and learn expert-based fraud detection system is both challenging and labor intensive. In (Bȃnȃrescu 2015) , they introduced an overview of the way in which technology including text mining, predictive modeling can be implemented to improve fraud prevention and detection, inside of a public or private economic entity. Unfortunately, they provided a general approach to economic entities only. Regarding web crawling systems, there have been many studies allowing us to build our own such systems quickly (Novak 2004) . However, those works rarely introduced an authentication phase in which the data were verified for their reliability. The risk of data having modifications is often dismissed in related research works.
In the context of C2C data, the complication in data structures of different C2C websites is one of the challenges we need to deal with. Due to this complication, we cannot use just one particular method but to combine many different approaches to detect frauds efficiently. Of late, in (Tran et al. 2016) , the authors proposed a scheme based on anomaly detection as the main approach to search for the frauds. However, because all the anomalies were considered as frauds, the proposed model would re-collect all the abnormal data for examining. In fact, most of the time there are some amounts of anomalies existing in the collected data. Moreover, modifying data does not always turn them into anomalies. Therefore, we need to observe the possibility of turning data to anomalies by modification, so that we can adjust the way of choosing suitable data for examining. The scheme introduced in this paper is an extension and radical improvement of that of (Tran et al. 2016) , where basically both still employ anomaly detection as the main approach to search for the frauds. In addition, we also replace the previous outlier detection algorithm with an ARIMA-like model (Grillenzoni 1993) for investigating other anomalies in data attributes collected (e.g., in price values) to enhance the accuracy of the proposed mode.
Overall, in this paper, we present our study on a new data authentication model which depends on anomaly detection, so that we can reduce the amount of data to be examined and thus enhance the cost efficiency. After deeply investigating common data features on some popular running C2C websites, we propose our approaches for anomaly detection (Simanek et al. 2015) . These methods are based on applying machine learning as well as outlier detection algorithms (Pardo and Hobza 2014) to guarantee the dependencies between data attributes (Parish and Necessary 1994) . Moreover, we also introduce an additional data selection model to assist the anomaly detection in choosing potential data candidates (Parlindungan et al. 2017 ). This additional model takes the practical business goals as well as the attackers' behaviors into account so that we can increase the efficiency of the integrated model. We will go into details of these methods, their algorithms as well as the additional component in the following sections. Last but not least, the performance analysis in this study is performed by executing tests on different scenarios of data modification to calculate the possible amount of fraudulent data our system can detect as well as their respective cost.
The rest of the paper is organized as follows. We first describe our problem as well as our motivations for our data authentication model in Section 2. Section 3 goes into details of the proposed model. In Section 4 and 5, we present our experimental setup and show the results. Next, in Section 6, we discuss and analyze the obtained results before finally summarizing our work in Section 7.
Motivation
In this section, we provide our motivations for the need for an efficient method to minimize the risk of unfortunately using bad data for analyzing. These motivations are expressed through a discussion on the practical risk, its consequences as well as the critical reason why a careful and efficient approach should be studied to deal with these issues. We give definitions of frauds and anomalies which are used throughout this paper and the correlation between them. Also, we state our assumptions as well as reveal the reasoning behind our proposed model in detail.
The Risk of Fraudulent Data and its Effects
As we have mentioned above, data collected by a third-party contain a risk of modifications, in other words, the risk of frauds. That is because along with the rapid development of e-commerce market, the competitions between businesses in this area are becoming tougher and tougher. Collecting website data thus is no longer as simple as it was. Websites' owners have been using many ways to prevent their data from being used by others. One common way is to block crawlers so that they cannot get any data from the websites. Meanwhile, a much clever way is to collaborate with the crawlers, i.e. the data crawling service providers, to return bad data which have been modified, as illustrated in Fig. 1 . With this solution, competitors are still able to get the data they want, but those contain incorrect values. This way, the business that uses those data for market research may make wrong decisions afterward.
Fraudulent data have great consequences on the accuracy of data analysis results. Fraudulent data are the data whose values have been modified by attackers. In detail, the data to be collected on B2C websites are the advertisements posted by different users. A post contains the information of a product which is organized into fields such as its title, category, price, etc., and each field has a value corresponding to the product. Attackers will have many approaches to modify the data by changing these values. For example, attackers may modify multiple posts which belong to a particular category into another category before returning them to our system. If we continue to use those data for making some studies on the market, the actual results we get will not be reliable because they come from an inaccurate data source. Another example is in case we want to predict the price of a particular product if the prices of that product from the data collected have been modified, the predicted price we get maybe far too much different from what it is supposed to be. In short, data mining and analyzing require high accuracy to guarantee the reliability of the results. That is the reason why fraudulent data can leave bad impacts on the analysis results. 
A Naive Method to Detect Frauds and its Limitations
As we can see, to detect which data have been modified by attackers, the most usual way we might think of is collecting the same set of data through another crawling service provider and then comparing with the current one. To recollect all the data is not a very efficient and economical solution for data authentication. This can make the cost for data crawling increase by more than twice in comparison with the usual cost. It is true that the authentication process to guarantee the data source is reliable before taking any further analysis obviously consumes our budget. However, such a big increment of cost for data crawling is not always reasonable and acceptable to business. Furthermore, simply re-collecting all the data, in fact, cannot be called a solution for data authentication as we should consider this method as brute force. In such "naive" solution, we do not pay any attention to the actual amount of fraud in the collected data set. In case there is just a small amount of the data was modified, to recollect all of them for examining clearly shows its disadvantages and inefficiency. In the practical, the amount of data to be recollected is always limited within some thresholds. These thresholds are affected by the business' decisions which mostly depend on their budget or their acceptance level of data accuracy. For example, a business may require the cost of data re-collecting is not higher than 50%, i.e. we can recollect only 50% at most. Or that business may require the data authentication system to guarantee that more than 80% of the collected data are reliable, Therefore, with a limited budget for the data authentication, a method for how to not only minimize the amount of data to be recollected, but also guarantee their authenticity for later research analysis needs to be studied.
Assumptions on Fraudulent Data
The proposed model in the next section of this paper depends mostly on two conclusions related to fraudulent data. These conclusions are drawn with our observations and studies about the features of crawled data if some modifications have been made on them.
• Modification will change features and meaning of data: Let's take when an iPhone's price is modified into a higher or lower than its usual value as an example. An expert in cell phone market who knows clearly the price of current cell phones will easily recognize something wrong or unusual with this iPhone's price. So, if we have experts (which we refer as computation algorithms rather than human themselves) to detect these changes, it means we can predict which data are having high possibility to be fraudulent.
• Fraudulent data are related to their attackers' behaviors: Attackers often have their own strategies with any victim. Their behaviors follow some specific patterns and frequencies. In practice, attackers may want to focus on the data which belong to some particular geographical areas like big cities with a huge number of customers. Or, they may want to pay more attention to specific products or categories instead. We thus can take advantage of attackers' behaviors in finding the fraudulent data.
Two conclusions mentioned above are the major ideas throughout the proposed method in the next section. We use the combination of both the first and second conclusions to efficiently increase the ability of detecting fraudulent data.
Advanced Fraud Detection Methods on the Data
As we have mentioned above, modification tends to change the features and meaning of data, which possibly leads to anomalies. In other words, modifying data can turn them into anomalies. Thus, detecting data anomalies may help us restrict our scope of fraud-searching so that we can reduce the amount of data to be recollected efficiently. Fig. 2 shows the demonstration for this assumption. shows the data anomalies in this set. It is especially noted that frauds and anomalies may contain the same data elements but literally, they are two different sets. Any dataset may contain anomalies itself which can be considered as noises or data corruption. On the other hand, frauds only exist in a dataset if there are some modifications were taken on them. With our assumptions that modification likely makes usual data turn into anomalies, the intersection between the frauds and the anomalies should be dominant, which is displayed in Fig. 3 . Furthermore, if we know which data contain important information or are often modified by attackers, we should ask the second service provider to collect more of them. This comes from the fact that the competitors, i.e. who have cooperated with the fraudulent service provider to modify the data before returning us, actually do not ask the service providers to modify data randomly. They only aim to change the important data which will severely affect their competitors or the valuable data in their target markets. For that reason, we should treat the data with different priorities corresponding to their levels of importance and frequency of being attacked. That is, the more important data and the more frequently they have been modified, the more we should pay attention to them. Therefore, in this model, data will be categorized into groups according to their common data characteristics and nature, and then will be assigned weights for further selection. Details of this model as well as how data are selected will be discussed in the next section.
The Worst-Case Scenario
In this paper, we base on the assumption that data modification tends to turn them into anomalies. These anomalies can be detected by several anomaly detection algorithms used by our proposed model. However, in a worst-case scenario demonstrated in Fig. 4 , when most of the fraudulent data do not contain anomalies or cannot be detected by all of our algorithms, this assumption would fail. And it would be inefficient to spend more time and resources examining the anomaly pie. Therefore, the consideration between the anomalies and the usual data should not depend on our subjective decision but the attackers' behaviors in the past. If attackers' modification tends not to make data become anomalies; we should spend our effort less on the anomaly pie when searching for the frauds. We also develop our proposed model in the way enable the ability to deal with such scenarios through an additional weight-examine component we add to our model. Section 3.2 will go into detail of this component. In this proposed model, we choose the URL of each advertisement to be the basic unit of collected data. The data returned by the first crawling service provider then go through the anomaly detection stage which is handled by the Anomaly Detection component. This component is based on the dependencies of data features. It checks all the data returned by the first provider. First, it divides the data set into two separated sets: data containing anomalies (a) and usual data (b). As mentioned above, the amount of data to be recollected is limited within a threshold based on our business' goal and budget. Therefore, the amount of data chosen in (a) and (b) is calculated based on the proportion of frauds in each set recorded by the activities in the past. In case we have no clue about those activities in the past, the initial configutation should treat every category equally and their weights will be updated gradually based on justifying new coming activities. Next, in each set, the Weighted Selection Component continues to divide the data into groups and some amount of data is selected from each group depending on its corresponding weight. The larger the weight of a data group, the more it is picked to be re-crawled. The integrated model of these two components is illustrated by Fig. 5 . We now go into details of each component, as well as how they co-operate with each other.
Fig. 5. The integrated model for fraud detection

Anomaly Detection
Through manual investigations on the semantics of data features on C2C e-commercial websites (Yoo et al. 2016) , we come up with some dependencies between attributes of the data. As the attributes extracted from an URL have relationships in their values if we modify an attribute, the new value can break its dependencies with the other attributes and hence the data will be detected as anomaly (Gupta and Gill 2012) . Some typical dependencies for fraud detection on C2C e-commercial websites are discussed in the following sections.
User Information Fraud Detection
The most important attributes related to users are their personal information: Telephone number, e-mail address, home address as well as their activities like their favorite categories of advertisement or their frequencies of writing posts in a certain period. This basic information of users is stored throughout the process in which the website's data are collected. Therefore, when a new advertisement is uploaded by a user, we can check if the user's information matches the recorded data. If so, the data of the advertisement should be marked as valid. Otherwise, if there are some changes in the user's information compared to our currently stored version, these data may have been modified by either the attackers or the user himself. Therefore, the data need to be re-crawled to verify this fact. If the re-crawled data confirms that the user's information is valid, this information will be updated in the system for this user. In the case of new users whose records do not exist in the system, data related to them should be considered as unusual and have to be re-crawled by default.
Advertisement Information Fraud Detection
Two attributes of an advertisement on C2C websites that are usually intentionally fraudulent are the category and the price of a product. They are also two of the most important features for C2C websites data analysis.
Regarding the dependency of an advertisement with its category, each advertisement belongs to specific categories. When we read the title of an advertisement, we can deduce its product categories. For that reason, we do have a relationship between the title and the categories of an advertised product. Moreover, most of the websites have their employees examine each post of their users to avoid spams. We can assure that almost the advertisements themselves are classified into accurate categories. Thus, whenever there is any conflict between titles and the categories, we can consider those data as anomalies. To detect this confliction, we try to deduce the category of the advertisement from its title using machine learning techniques. Due to the characteristics of text data: High dimensional input space and document vectors are sparse, plus the criterion of having the fastest time building model as well as avoiding the difficulty of parameter tuning, we choose the Naive Bayes classifier (Rish et al. 2001 ) (Han et al. 2011 ) for category classification after making a comparison in its performance with the Support Vector Machine classifier's (Cortes and Vapnik 1995) (Joachims 1998) .
The first step of this categorization is to transform strings of characters of advertisement's title into word vectors. Each distinct word corresponds to a feature, with the term frequency -inverse document frequency (T f − idf ) (Salton and Buckley 1988) of w i occurs in the document as its value. The T f − idf weighting scheme represents the importance of a word which is inversely proportional to the number of times it occurs across all documents. This transformation leads to very high-dimensional feature spaces, over 10,000 dimensions. With the suggestion from (Yang and Pedersen 1997) , information gain criterion is used for attribute selection to improve generalization and to avoid over-fitting.
Naïve Bayes classifiers are simple but efficient linear classifiers. Its probabilistic model is based on Bayes' theorem with the naïve assumption that the attributes in the dataset are mutually independent. Even though the independence assumption is not practical, Naïve Bayes classifiers still tend to perform very well (Rish et al. 2001 ). The probability model was formulated by Thomas Bayes (1701-1761). Let X be a data tuple, H be some hypothesis such as that the data tuple X belongs to a specified class C. For classification problem, we want to determine the probability that the hypothesis H holds given the "evidence" or observed data tuple X:
Let D be a training set of tuples and their associated class label C j , j = 1...m. Given a tuple X = (x 1 , x 2 , ..., x n ), the Naïve Bayes classifier predicts that tuple X belongs to class C j if and only if:
With the naïve assumption of class-conditional independence, the class conditional probability can be calculated as:
Using approach to compute the probabilities in the multinomial model:
where x i is a word from the feature vector x of a tuple, tf idf (x i , d ∈ C j ) is the sum of values of words from all documents in the training tuples that belong to class C j , N d∈C j is the sum of all values in the training tuples for class C j , α is an additive smoothing parameter (α = 1 for Laplace smoothing), V is the size of the vocabulary.
Regarding the dependency of an item with its price range, the price of an item is dependent on its current state as well as the fluctuation of its similar products' price in the market. We can thus use these dependencies to predict any product's price. Products whose price falls outside their appropriate intervals should be considered as outliers. In our proposed model, we use the time series analysis method, Autoregressive Integrated Moving Average -ARIMA model (Grillenzoni 1993) , to detect univariate outliers which will be used to check for frauds. ARIMA models are known to be robust and efficient in time series forecasting especially short-term prediction than even the most popular ANNs techniques. It has been extensively used in the field of economics and finance (Lee et al. 2007 ) (Adebiyi et al. 2014 ) (Merh et al. 2010 ). The future price of an item is assumed to be a linear function of several past observations and random errors. ARIMA model is defined as follows:
where Y t and ε t are the actual value and random error at time period t, φ i (i = 1, 2, ..., p) and θ j (j = 0, 1, 2, ..., q) are model parameters, and p, q are integers that are referred to as autoregressive and moving average, respectively.
If p = 0, the model will reduce to a Moving Average -MA model of order q. If q = 0, (5) will become an Autoregressive -AR model of order p. In (5), ε t is assumed to be independent and identically distributed with a mean of zero and a constant variance of σ 2 . In order to apply the ARIMA model, time-series dataset must be transformed to become stationary. Dickey-Fuller (Steland 2007) has introduced a method to check if a time-series dataset is stationary or not. If a time-series dataset is not in form of stationary time-series data, we need to use the differencing method to remove the changes in the level of a time series, eliminate trend and seasonality and consequently stabilize the mean of the time series. This process will produce an order of d for differencing (as is shown by Fig. 6 plotted from the price data of housing and motorbike and theirs differencing result with d = 1). One of the main tasks of building the ARIMA model is to determine the appropriate model order (p, d, q).
Box and Jenkins have introduced the ARIMA model that is referred to as BoxJenkins methodology (Elmallah and Elsharkawy 2016) which includes three iterative steps of model identification, parameter estimation and diagnostic checking. They have also proposed to use the autocorrelation function and the partial autocorrelation function of the sample data as the basic tool to identify the order of the ARIMA model. By using the ARIMA model, we can predict the price of an item in a specific of time and it is a good solution for market prediction. In case of fraud detection, modifications in prices can easily make them become outliers if we use its exact value because of the fluctuation of the market. To deal with this problem, we recommend using the result of prediction with a confidence interval of 90% (k = 3), which is defined as:Ŷ In fact, seller profiles such as names, phone numbers, email addresses, etc. are required information so that their customers can contact them to buy their products. Also, categories and price are the basic features for every product. That is to say, the dependencies chosen above can be applied for a broad range of C2C websites as the most common information have been intentionally chosen in our model.
Weighted Data Selection
Weighted data selection defines how the data will be selected. In fact, most of the attackers do not modify data randomly. They usually aim to attack the data that we want to collect for market research so that we cannot acquire benefit from those data. These data are also the ones related to the target market of our business. Due to this behavior, we should not treat all the data with the same priority. In other words, they should be prioritized according to their levels of importance to us, as well as how frequently they have been modified by attackers.
Therefore, the data are categorized into groups. Each group is then assigned a weight which represents both its importance and its frequency of modification. A larger weight will be assigned to a category if it is more important as well as is attacked more frequently. Actually, there are a lot of ways to classify the data. If our business is only interested in the market of a few particular products such as cell phones, cars, etc., the data can be grouped by the product categories. Larger weights then can be assigned to the products in our target market, which guarantees that these data are better protected from attackers. Otherwise, if our business is interested in most of the products, which means we do not pay attention to any particular product, we can group the data by locations where the exchanges happen. The attackers usually aim at locations having larger markets like Ho Chi Minh City, Hanoi, Da Nang, etc. With this case, we can prioritize those locations by assigning larger weights to them. In the scope of this paper, we classify and assign weights to the data by their categories. These weights, which are also the percentage to be selected for the categories, can be measured through:
and
where µ i is the score which is graded by our business according to how important this category as well as its priority with us. P (C iT /C i ) is the possibility or the frequency, of the fraudulent data in category i. We can see that there are two factors that affect the fraud data detetion system: business weighted score and the probability of being modified. Due to the fact that they are both critical, we decided to use the harmonic average of these two factors to measure the risk of modified data. If the score of particular data is high, we will recrawl this data for checking fraudulent data. Otherwise, we should ignore this data. The formula (8) is made using the harmonic mean between the importance of data to our business and the frequency of modifying of those data of attackers.
EXPERIMENT SETUP
The Dataset
In this experiment, we use the data from nhattao.com, a popular C2C website in Vietnam, as a sample database for testing. From this website, we collect approximately 473,000 advertisements to create an initial database which is used for the assumption that our system has been working for a certain period of time, thus currently owns a database for the collected data. In each collected advertisement, meaningful information of its product like its title, description, categories, price as well as the user profiles are retrieved and stored. Nevertheless, nhattao.com is a C2C website which allows users to post whatever they want to sell with poor format constraint, so some of the collected information is ambiguous. Lacking some of the attributes, having titles inappropriate to their own contents or unreasonable prices which are so low or so high are some main issues with the crawled data from the site. In other to analyze these data with high accuracy, we need to pre-process the raw data to eliminate such ambiguous data. After pre-processing, it remains 410,000 posts as 410,000 records stored in our database. This database will be served as the training set for the anomaly detection algorithms used in our model. By this database, we construct the dependencies between attributes as mentioned in section 3.
Next, we continue to collect another 100,000 latest posts from nhattao.com to use as the test dataset. It is assumed that they are the data received from our crawling service providers. From 10% to 100% incrementing by 10% of this dataset will be modified to become fraudulent data. These modifications are conducted randomly and independently so as to guarantee the objectivity of the experiment results. The tests will then be conducted on these ten cases of fraud proportion to find the level of accuracy our fraud detection model can achieve.
Evaluation Methods
The two most frequent and well-known formulas for evaluating accuracy are precision and recall. Precision (P ) is considered as a measure of exactness (result relevancy) and recall (R) is a measure of completeness (truly relevant returned results) (Manning et al. 2008) . Their calculations are given by:
where T P (True positive): Tuple was positive and predicted positive, T N (True negative): Tuple was negative and predicted negative, F N (False negative): Tuple was positive but predicted negative, and F P (False positive): Tuple was negative but predicted positive.
To combine precision and recall into a single measure which allows us to examine the actual accuracy, i.e. measure, we calculate it as follows:
where β is non-negative real number. The F β weights recall β times as much as precision. In this paper, we give equal weights to precision and recall, so the F measure is calculated by the harmonic mean of precision and recall:
5 Experiment Results
Evaluating Classifier Performance on Advertisement Categorization
Currently, there are many classifiers which can be used for classifying the advertisements into their appropriate categories. We have conducted an additional experiment to the performance of Naive Bayes Multinomial (NBM) classifier with Support Vector Machine (SVM) classifier using polynomial and RBF kernels and 10-fold cross-validation for the test mode. Comparing the F-measure for each classification algorithm shown in Table 1 , NBM classifier is roughly comparable to SVM classifier with poly kernel and quite higher than SVM classifier with RBF kernel. Regarding the training time, Naive Bayes classifier is much faster than both SVM methods. This result shows that NBM classifier works best for our advertisement title data for its simplicity, speed, and high accuracy. 
Evaluating Anomaly Detection Algorithms
We conduct experiments on each anomaly detection algorithm which is used by our model. The results from these experiments will reflect the accuracy of each algorithm. We will see the accuracy of these algorithms varying according to not only the proportion of fraud occupies in the dataset, but also how the data were modified. Besides, the accuracy also varies among the algorithms. Some of them show high accuracy for detecting fraud, while the others give poor accuracy, which suggests that the current dataset's features maybe only appropriate with some particular algorithms. Fig. 7 shows the accuracy of detecting fraud using the relationship between an advertisement title and its category according to the rate of fraud in the dataset. Overall, the accuracy rises gradually from just less than 0.6 to almost 1 as the rate of fraud increased. Although there is a slow rise in the recall, it is always maintained at high values which are above 95%. Meanwhile, the precision increases rapidly when the fraud's rate goes up from 10 to 30%, then slows down as the rate is more than 30%. From this observation, we can see that the variation in accuracy of the algorithm depends mostly on the precision values. It also suggests that when the fraud's rate is high (i.e. more than 30% in our case), the anomaly detection model based on products' category guarantees that the amount of data to be re-crawled is almost minimum and covering almost the fraudulent data. Otherwise, if the amount of fraudulent is little (less than 30%), we can still detect most of them but with a larger amount of data to be recollected than we should. Fig. 8 shows the results of the detection based on the anomalies in users' information which are their telephone number, e-mail, home address, and regular categories. In this case, only the most active users who have more than 20 posts are considered. We can see that the recall rises slightly while the precision is witnessed some fluctuations over the fraud's rate. But the overall trend is upwards, which leads to quite steady growth in the accuracy, from roughly 0.9 to nearly 0.98. Profiles are something determined for only some specific users and they are not often updated or changed. For that reason, any modification in a user profile can be detected easily with a low rate of false-positives. That explains why detecting frauds, in other words, identifying the modification in user profiles, can achieve considerably higher accuracy than the previous algorithm.
Regarding the algorithm using the anomalies in the price value, we have a few modifications in compared with the two previous ones. Because the price is the data which can spread over a large range of values, not only does the amount of modified data affect the results of anomaly detection, but also how well they are modified. As in this case, the more the new price is different from the original one, the higher possibility this fraud can be detected with. Therefore, in addition to increasing the fraud rate from 10 to 100%, we also have the price modified by 10 to 100% of its original value. Fig. 9, Fig. 10 and Fig. 11 respectively show the results of the precision, recall and F-measure of fraud detection via the anomalies in product price. Each line in the figures corresponds to a deviation added to prices, ranging from 10 to 100%. Overall, both the recall and the precision are pretty low when there are not many differences between the old and new price values. For example, when 100% of the dataset are modified but the new values are only different by 10% from the old ones, the algorithm is able to detect from just around 60% of them as anomalies. It leads to low records in the accuracy of this algorithm. Nevertheless, the accuracy still grows substantially even though with a slow speed as the fraud rate increases. Only when the deviation added to prices is higher than 80%, can we gain the high precision, high recall, and high F-measure, or accuracy. This implies that the anomaly detection for price ranges worked best in the case that the price is adjusted considerably, at least 80% as well as with a high rate of fraudulent data. Although the ARIMA model is a great model for price prediction, it gives low accuracy when we used it for fraud detection. That is because, for C2C websites, the price of a specific product might be varying and subjective depending on the knowledge and decision of users who post those advertisements. This unstable price can be easily marked as an anomaly by the algorithm, which leads to the accuracy of fraud detection going down. Three anomaly detection algorithms above are only some of many possible algorithms we can use for this model. To improve accuracy when putting this model into practice, we can replace or add more anomaly detection algorithms. Depending on the nature of data in each site, we will select appropriate algorithms to achieve the best accuracy in fraud detection.
Evaluating Integrated Model
The integrated model is a combination of anomaly detection and weighted selection to enhance the performance of fraud detection. In this experiment, the dataset is divided into two subsets, one for the anomalies and the other one for the rest using the algorithms which we have discussed above. In each subset, data to be recollected are chosen according to the weight assigned to each product category. Beforehand, we have to calculate the following parameters for this experiment:
• Threshold value for the dataset: The restricted amount of data we are allowed to re-collected from the site.
As we have discussed in the previous sections, the threshold value will depend on We always hope that this value could be as close as possible to the amount of fraudulent data. However, we need to select a larger amount of data to also cover the false-positives when applying the fraud detection model. The additional amount of data selected is calculated by the formula (13):
where δ is the total amount of data needed to be re-crawled, ω is the proportion of fraudulent data and τ (ω) is an exponential decay function to determine the maximum additional data beyond the ideal case based on the percentage of fraudulent. The values of τ (ω) are shown in Fig. 12 . We can see that the value of τ (ω) decreases rapidly over the modification rate. This value is defined by the following formula:
To explain the use of formula (14), observing the results of the previous experiments, we can see that most of the time accuracy always increased as the modification rate increased. Therefore, an additional amount of data needs to be selected to cover the false-positives of our model should be less and less over the fraud rate. This decrement is clearly described in Fig. 12 with a downward slopping curve. The slight difference between the threshold in the ideal case and the actual one used in this experiment is shown in Fig. 13 . As the fraud rate increases, less and less additional amount of data for covering false-positives is needed. (14) is just one in many common functions to calculate such deviation. The adjustment, as well as optimization for this deviation, will not be discussed in the current paper's scope.
• Threshold values for each subset: The restricted amount of data we are allowed to choose on the abnormal and normal data subset. Based on our assumption that modifying action can easily lead to abnormal data, we prioritize the abnormal data subset as its threshold accounted for 80% of the overall amount of recollected data. The rest is chosen from the normal dataset. When putting this model into use, these threshold values will need to be adjusted to make them suitable for attackers' behaviors or data features of a site.
• The weights for product categories: The values represent the priorities of the product categories. In this experiment, we divide the products into 7 categories: Smartphone, Laptop, Appliance, Sim, Tablet, Camera and Vehicle. After researching about the current e-commercial market, we give each product category a weight on a scale of 1 to 10 corresponding to how popular it is. Their weights are shown in Table 2 .
In this experiment for our integrated model, the data are modified either in their titles, categories, user profiles or price values. With taking the behavior of attackers Table 2 . Weight of the categories as the F-measure goes up over the fraud rate as well. In detail, when we modify 30% of the dataset, the model allows us to recollect an amount of 35% to detect more than 80% of the frauds. Moreover, when half of the dataset is modified, the amount to be recollected is approximate and we can detect over 90% of the frauds. These results suggest that with a high portion of fraudulent data, our model is able to detect almost the existing fraudulent ones while being careful not to accidentally include ones which are not. To compare performance in case attackers randomly modify data regardless of their priorities, we conduct another experiment for the integrated model. In this experiment, an amount of 10 to 100% of the dataset is selected randomly for the modification. Fig. 15 shows that the accuracy of the random-modification case is slightly less than when the data are chosen for modification by their weights. Both cases give quite similar results of accuracy. These results can be explained by the fact that 80% of the chosen data fall in the anomaly subset. Therefore, although we can predict which data are the most frequent to be modified by attackers, the high accuracy of detecting frauds based on anomalies still make the integrated model achieve satisfactory results. With these results, we can conclude that the integrated model can work nicely even when the data are attacked randomly. In order to prove the efficiency of our proposed model, we make another comparison with the case when data are just randomly chosen for recollecting. Given the proportion of modified data in the dataset is m (0 m 1) and the proportion for recollecting is r (0 r 1), the achieved precision and recall will be m and r respectively. For example, let us consider the case when the dataset contains 20% of fraudulent data and we randomly choose 80% of this dataset to find such frauds. Approximately, only 20% of the chose data for recollecting are truly fraudulent, i.e. the precision is 0.2. Meanwhile, with this strategy we are only able to cover 80% of the actual frauds, i.e. the precision is 0.8. Fig. 16 represents the F-measure comparison between options of choosing potential data using our model or in a random manner. We can see that with the same amount of data to be recollected, the efficiency of using our model greatly outweighs the random selection.
Discussion
We have introduced a practical risk of being attacked when collecting data for market research. The data are threatened to be attacked or modified, which leads to their poor authenticity and bad effects on the decision made on them. Re-collecting and overlapping the data is the fundamental approach for detecting the modifications. Moreover, the need for reducing the amount of data needed to be recollected and overlapped is posed, which requires a cost-efficient method for fraud detection while still the overall authenticity of the data is guaranteed. In fact, modifications may easily break the dependencies between data attributes, as well as change the data's nature. Therefore, examining the anomalies appearing by modifications gives a quite high efficiency in minimizing the amount of re-collected data and at the same time guaranteeing the data authenticity. The great advantage of the proposed model is that it is using many different anomaly detection algorithms. We are able to update or add a new one which is suited to the nature of the data collected. Moreover, although currently there are not many pieces of research on authenticating the data collected, we can still take advantage of the wealthy and success of the anomaly detection field. However, according to the results achieved from the experiments, we can see that not all anomaly detection algorithms are suitable to be used for detecting frauds. In our experiments, while the ones depending on categories and users give impressive results, the one dealing with price shows a quite low accuracy in detecting frauds. Therefore, anomaly detection should be carefully and selectively applied to enhance the authentication model and not to waste our resources. Besides, data selection via their weights is another approach when analyzing attackers' behaviors. Prioritizing the important and frequently-modified data will narrow the scope of searching for frauds. The main goal of this approach is to cover the false-positives and reduce the false-negatives of the anomaly detection algorithms. In our previous experiments, the approach does not clearly show its enhancement for the overall efficiency of the integrated model. We can see that the anomaly detection algorithms have done a really good job. Also, our simulation of attackers' modifications is still not too much complicated, which may quite easy for the algorithms to detect them. Real attackers can modify the data in many more delicate ways, which will be more challenging for these algorithms to discover. That will be when the weighted data selection shows its true benefits in maintaining the fraud detection model's efficiency.
So far in this paper, fraud detection has been conducted using the combination of different approaches, but in general they are both depending on the analysis of attackers' behaviors. Because either human or computer programs have their own behaviors, noticing attackers' behaviors will help in identifying them faster with higher accuracy. Therefore, further research on these behaviors should be studied to enhance the accuracy of the data authentication model.
Conclusion
In this paper, we presented a model for authenticating data which were returned by the web crawling systems. This model relied mostly on data anomalies detection techniques. We examined several techniques: (i) detecting user information anomalies by the fstored profile of the same user, (ii) detecting the appropriate category of a product by using Naive Bayes Multinomial classifiers, and (iii) detecting the appropriate price of a product by using a modified ARIMA model. Experimental results showed that (i) and (ii) gave high accuracy as more than 80% fraudulent data could be detected. Meanwhile, (iii) gave lower accuracy as when differentiating the prices by less than 50%, the new price values could not be detected as anomalies by our model. This weakness will be more studied in our future works. The remarkable point of this work is anomalies detection based on dependencies between attributes. We also proposed an additional data selection method by their weights, which is calculated by their levels of importance to the concerned business to assist the main anomalies detection model.
