Abstract-The paper examines the impact of Gaussian distributed weighting errors (in the channel gain estimates used for coherent combination) on both the output statistics of a hybrid selection/maximal-ratio (SC/MRC) receiver and the degradation of the average symbol-error rate (ASER) performance as compared with the ideal case. New expressions are derived for the probability density function, cumulative distribution function and moment generating function (MGF) of the coherent hybrid SC/MRC combiner output signal-to-noise ratio (SNR). The MGF is then used to derive exact, closed-form, ASER expressions for binary and M-ary modulations in conjunction a nonideal hybrid SC/MRC receiver in a Rayleigh fading environment. Results for both selection combining (SC) and maximal-ratio combining (MRC) are obtained as limiting cases. Additionally, the effect of the weighting errors on both the outage rate of error probability and the average combined SNR is investigated. These analytical results provide insights into the tradeoff between diversity gain and combination losses, in concert with increasing orders of diversity branches in an energy-sharing communication system. Index Terms-Binary and M-ary signaling, coherent combiner with weighting errors, diversity methods, hybrid diversity receivers.
I. INTRODUCTION
T HE HYBRID selection/maximal-ratio (SC/MRC) diversity scheme has received considerable attention, in recent literature, owing to its ability to alleviate the detrimental effects of deep fades on wireless channels. It has been found to achieve a good compromise between the receiver performance and the implementation complexity (fewer electronics as well as lower power consumption) [1] - [9] . In an -SC/MRC system, the receiver selects the strongest branches of diversity branches and then combines them coherently in an maximal-ratio combining (MRC) combiner to produce the decision statistic. Study of this hybrid SC/MRC receiver is important both practically and theoretically, because the hybrid system encapsulates the two well-known classical, nonhybrid diversity schemes selection combining (SC) 1 and MRC as limiting cases. Moreover, the -SC/MRC receiver outperforms an -MRC receiver configuration due to the improved signal-to-noise ratio (SNR) statistics at the output of the hybrid combiner [4] . On the other hand, its performance will be inferior to the ideal -MRC receiver structure for any , as one would expect. Performance analysis of the hybrid diversity receiver is much more complicated than that of classical diversity schemes because the hybrid case involves order statistics. Consequently, only a relatively limited number of analytical results have been published.
In all the above analyses [1] - [9] , the channel gain estimates are assumed to be noiseless and, hence, perfect. In fact, very few published analytical results exist for the effect of channel estimation errors on the performance of classical diversity schemes, let alone for the hybrid SC/MRC scheme. Five notable contributions for the classical diversity schemes are [10] - [14] . In [10] , Bello and Nelin first showed that frequency decorrelation of the pilot from the data signal exhibits a Gaussian distribution. Subsequently, the average bit-error-rate (ABER) expressions were derived for both coherent and noncoherent detection of binary orthogonal signals employing a nonideal MRC receiver in Rayleigh fading. In [11] , investigation into the effects of weighting errors on the ABER was confined to the development of bounds on the reduction of the average output SNR for either a fixed-amplitude error or a fixed-phase error in the weighting factor. Proakis [12] derived ABER expressions for an M-ary phase-shift-keying (MPSK) signaling scheme in Rayleigh and Rician channels when an ad-hoc estimator, based on pilot signal or clairvoyant information from the data signal, is used to determine the channel weights. In [13] , Gans modeled the channel estimation errors in MRC as being complex Gaussian and subsequently, the probability density function (PDF) and cumulative distribution function (CDF) of the combiner's output SNR were derived for a Rayleigh fading environment. More recently, [14] showed that, for arbitrary modulation formats that employ nonideal MRC, the ABER can be written in canonical form, i.e., as a weighted sum of ideal BER terms, each of which employs MRC with increasing diversity orders.
The major contributions of this paper include the following: 1) derivation of the PDF, CDF and moment generating function (MGF) of the hybrid -SC/MRC combiner's output SNR, with due consideration for the Gaussian distribution of weighting errors in the channel gain estimates; 2) derivation of closed-form average symbol-error rate (ASER) formulas for a broad class of modulation formats that are used for nonideal hybrid SC/MRC; and 3) derivation of analytical expressions for computing both the outage rate of error probability for several common modulation formats and the average combiner output SNR. To the best of the authors' knowledge, study of the effect of weighting errors on the PDF, CDF, and MGF of the hybrid SC/MRC combiner output SNR is not available in related literature. Investigation into the effect of Gaussian errors on the SC receiver also appears to be new. Furthermore, neither closed-form expressions for the ASER of arbitrary modulations formats derived for the SC/MRC receiver, nor their corresponding outage rates have been reported previously. Finally, it is not entirely clear if the complexity of combiner and the combination losses (due to weighting errors in the gain estimates) will outweigh the benefits obtained from additional diversity branches in an energy sharing communication system. Insights into this are also given in this paper.
This organization of this paper as follows. In Section II, we obtain the PDF, CDF, and MGF of the SC/MRC combiner output SNR for independent and identically distributed (i.i.d.) diversity branches, in a Rayleigh fading environment and Gaussian distributed weighting errors in the channel gain estimates. Closed-form expressions for the ASER of a wide range of modulation formats are derived in Section III using the MGF. In Section IV, an analysis of the outage rate of error probability, which utilizes the CDF, is presented for several common modulation formats. An expression for the statistical average of the combiner output SNR is also derived using the MGF. Several important limiting cases are investigated in Section V. Where applicable, we show that our expressions reduce to the well-known results in the literature. Selected numerical results are provided in Section VI and this is followed by a summary of the major results in Section VII.
II. DERIVATION OF HYBRID SC/MRC COMBINER OUTPUT STATISTICS
In this section, we will derive the PDF, CDF, and MGF of a nonideal -SC/MRC combiner output SNR for i.i.d. Rayleigh fading channels. This is done by assuming that the weighting error is of the complex Gaussian type. The hybrid combiner is illustrated schematically in Fig. 1 . The complex gain of each branch in the combiner is controlled either by estimating the signal on each branch or by detecting a pilot that was sent along with the signal. For this reason, the Gaussian errors may be due either to inaccurate signal estimation (e.g., obtained via a clairvoyant estimator, as used in [12] ) or due to decorrelation between the pilot and the signal arising from too large a frequency or time separation [13] . For instance, in the case of the MRC combiner, where the pilot signal of the th branch differs from the data signal by a random error, whose real and imaginary parts have a Gaussian distribution with a zero-mean, and where the asterisk indicates complex conjugate. This is equivalent to assuming that the real and imaginary parts of and are jointly Gaussian distributed with partial correlation, as when the pilot tone has a frequency separation from the signal carrier by an amount greater than or equal to the coherence bandwidth of the channel. Readers may refer to [13] (see also [26] ) for a detailed explanation of the system model under consideration. As far as possible, we will also attempt to follow the notation used in [13] .
Similar to the treatment in [13] , we have defined several real random variables in terms of the complex random variables and , in order to divide the SNR into parts that are either dependent or independent of the noise (which is determined by the )
which defines , , , , , and as real quantities, and where notation denotes the ensemble average, and are joint Gaussian distributed with zero-mean and a variance of , is the locally generated carrier phase estimate of the data signal while is the carrier phase error (i.e., the difference in the carrier phase between the data signal and pilot) of the th branch. In the above definitions, we have assumed equal statistics for each independent diversity branches, and the correlation between pilot and signal are the same on each branch. Since the gain on all branches may be changed in common without affecting the SNR, there is no loss of generality by setting the variance of the pilot phasor equal to that of the signal phasor. Moreover, Gans [13] has elegantly showed that the definitions (1) and (2) ensure that the random variables and are uncorrelated with . This property greatly simplifies the derivation of the PDF of combiner output SNR, as we will show next.
From the above definitions, it can be readily shown that the output SNR is given by [13, eq. (19) ] (3) where represents the average noise power on each branch and denotes the th order statistic (i.e., obtained after rearranging the random variables in a descending order such that ). If the pilot and the data signal are not highly correlated, then the likelihood of not always choosing the "strongest" diversity branches (i.e., highest SNR) increases, which translates into degradation of the -SC/MRC performance in comparison to the ideal case. This performance loss may be quantified by deriving the PDF and CDF of the random variable described in (3). For any given set of , it is not difficult to demonstrate that and are joint Gaussian distributed and independent of which set of we choose. Consequently, we can compute the PDF of combiner output SNR by convolving the density distributions of its independent parts or by exploiting a property of the noncentral chi-square statistics.
To facilitate the derivation of the PDF of the combiner output SNR, we define a random variable and then perform an averaging of the conditional probability taken over the PDF of , viz.
where can be manipulated from [13, eq. (91)] to yield (5) and the PDF of is given by (see Appendix I) (6) where , is the modified Bessel function of the first kind of order zero for for corresponds to the coefficients of partial fractions, and . It is also worth mentioning that (5) can be derived directly from (3) by recognizing that the random variable conditioned on has a noncentral chi-square distribution with noncentrality parameter because and are i.i.d. Gaussian random variables with zero-mean and a variance .
Substituting (5) and (6) into (4), with some additional simplifications, we obtain (see Appendix II) 
Following this, the CDF of the hybrid SC/MRC combiner output SNR, which has Gaussian distributed weighting errors, is given by (10) using [19, eqs. (8.350 .1) and (8.352.1)]. Taking Laplace transform of the PDF (7), we get the MGF of the combiner output SNR (with the aid of identity [19, eq. (3.351. 3)]) (11) We believe that the above results [(7), (10), and (11)] are an improvement on the existing results for the hybrid SC/MRC output SNR statistics since the existing results have been generalized by considering the impact of Gaussian distributed weighting errors on a variety of receiver structures. It is also important to note that [24] independently derived the MGF of SC/MRC output SNR with channel decorrelation using a slightly different approach. Application of these new results in the characterization of the performance of diversity systems in terms of ASER, outage rate of error probability and the average combined SNR is presented in Sections III and IV.
III. ASER
In this section, we will show that it is possible to derive ASER expressions (in closed-form) for arbitrary, two-dimensional M-ary signals that have polygonal decision regions, M-ary DPSK and 4-DQPSK modulation schemes, among others. We consider the nonideal SC/MRC receiver on Rayleigh fading channels. The key to our derivation is a combination of factors, viz., application of the MGF technique (originally described in [20] for binary phase-shift keying (BPSK), M-ary PSK, and M-ary DPSK schemes that have diversity reception) and the availability of solutions to the three generic trigonometric integrals furnished in [15] . Concisely, the final results will be summarized below. Nevertheless, it should be pointed out that these expressions can be obtained simply by inspecting the modulation-dependent parameters in the conditional error probability (i.e., the error probability in an AWGN channel) that is expressed in a desirable exponential form. Alternatively, one may inspect the arguments of the MGF and the integration limits. Readers may refer to [15] and [23] for further details on this approach. By applying the MGF technique, we are able to demonstrate that for a broad class of binary and M-ary modulations that employ an SC/MRC receiver with Gaussian weighting errors, the ASER can be expressed in terms of the MGF alone, given by (11) . For instance, the ASER performance of an arbitrary two-dimensional signal constellations [21] , [22] may be computed as (12) where is the total number of signal points or decision subregions, is the a priori probability of the symbol to which subregion corresponds, , , and are coefficients (constants) relating to decision subregion .
Recognizing that the integral in (12) has a known closed-form solution [15] , the above expression can be computed conveniently using (13) (13) where for integer (14) and (15) where and . Similarly, closed-form ASER expressions for coherent BPSK, coherent binary frequency-shift keying (CFSK), noncoherent binary FSK (NCFSK), binary differential PSK (DPSK), quadrature PSK (QPSK), -ary square quadrature amplitude modulation ( -QAM), star-QAM, -ary PSK ( -PSK),
-ary DPSK ( -DPSK), noncoherent -ary FSK ( -FSK) and DQPSK with Gray coding in conjunction with an -SC/MRC receiver, can all be derived in a similar fashion. The results derived, thus, are summarized below. (16) where for DPSK and for NCFSK.
A. NCFSK and DPSK

B. BPSK, CFSK, QPSK, and -PSK
where is defined in (14) , the coefficients and for these four different modulation formats are listed in Table I , and denotes the size of M-ary signal constellations. 
where is given in (11) . It is also apparent that (18) reduces to (16) when .
D. -QAM and QPSK
where . Noting that signal constellations for 4-QAM and QPSK are virtually identical, the average SER for QPSK may also be obtained by substituting 4 in (19). However, a more concise solution is illustrated in (17) . and coefficients , , and for these modulation formats are tabulated in Table II . We conclude this section by noting that our developments rely on the fact that the MGF (11) has a similar form to those in [15] and the fact that closed-form solutions are available for the generic trigonometric integrals and derived in [15] .
E. -DPSK, Noncoherent Detection of Equiprobable, Correlated Binary Signals and 4-DQPSK
IV. OUTAGE RATE OF ERROR PROBABILITY AND THE AVERAGE COMBINED SNR
Outage rate of error probability (hereafter, simply referred as outage probability) is another useful performance measure of diversity systems. The outage probability is defined as the probability that the instantaneous symbol error probability of the system will exceed a specified value (say ). This is equivalent to calculating the probability that the combiner output SNR will fall below a predetermined threshold (a coefficient that is dependent on the modulation type), viz. (22) which is essentially the CDF of output SNR evaluated at . As such, the outage probability can be evaluated efficiently using (10) . The threshold can be obtained by solving , where corresponds to the SER in a nonfading channel. A closed-form solution for is available for several modulation schemes and these forms are listed below where notation denotes the inverse of the complementary error function. For completeness, we summarize the common modulation schemes that take the above forms and their corresponding threshold in Table III . Next, we will derive a simple expression for the mean combined SNR at the output of an imperfect SC/MRC receiver by utilizing either the PDF or the MGF of the SNR. Since the mean For the special case of (i.e., ideal SC/MRC), the above expression numerically agrees with those obtained in [2] and [8] .
V. SEVERAL IMPORTANT LIMITING CASES
In this section, we will examine several limiting cases, and demonstrate, where applicable, that our expressions collapses into the well-known expressions found in existing literature. The four important limiting cases of interest are as follows: 1) 1; 2) 0; 3) MRC ; and 4) SC 1 . Specifically, the results for the SC limiting case, which uses imperfect combining, appears to be new. Before proceeding further, we would like to point out that the MGF (11) can be rewritten more concisely as 1 (24) 1 The last summation term in (11) can be grouped together using identity (x + y) = x y .
where and . The above forms allow us to examine the limiting cases more conveniently.
A. Case 1
Letting 1 (coherent combining with perfect channel gain estimates) in (24), we get (25) by noting that is the coefficient of the partial fraction expansion, i.e., (26) Equation (25) which agrees with an equivalent expression found in [8] .
B. Case 0
In the other extreme case, in which the gain estimates are completely uncorrelated with the actual branch gains, the MGF of the SC/MRC combiner output SNR (24) reduces to (32) since . It is apparent that there will not be any diversity advantage for this particular case because the diversity receiver performance will be dictated by diversity branches chosen and combined randomly. Therefore, the ASER performance will be equivalent to a single channel reception (independent of both and ), which is physically intuitive. From this observation, we may conclude that there must exist an optimal value for the diversity order of energy limited communications that will minimize the ASER (for a specified, average SNR per symbol and correlation coefficient). This is because it is possible that the combination losses will outweigh the benefits obtained by having additional diversity branches (i.e., in this scenario, the average SNR/symbol per branch needs to be reduced with a higher order of diversity in order to maintain a fixed energy).
Demonstrating that (7) and (10) Finally, the average combined SNR (23) collapses to as expected.
C. Case
The MGF of the SNR at the output of an MRC combiner that has weighting errors can be readily obtained by replacing in (11)
where the weighting coefficients are Bernstein polynomials
The simplifications in (35) are carried out by first noting that 0, except when , and then using variable substitution 1. It is evident from the last expression in (35) that when the channel weighting is not perfect, the MGF of the SNR at the output of an th order MRC combiner will simply be the weighted sum of ideal, MRC output SNR MGFs that have an increasing order. The weighting coefficients will be the Bernstein polynomials. This form, for the PDF of the combiner output SNR, was originally presented in [14] . Interestingly, the MGF (35) may also be expressed in a very compact form taken directly from (24) (36) Taking the inverse Laplace transform of (35) yields the PDF [14, eq. (7a)] as expected. Alternatively, substituting in (7), we get (37) which is identical to [13, eq. (46) ]. The corresponding CDF may be simplified from (10) as (38) and this formula agrees with [13, eq. (48)] as expected. Finally, the average combined SNR for this specific case is given by (39)
The above expression is in agreement with [13, pp. 497 ].
D. Case 1
Next, we shall examine the way in which the SC receiver performance is impacted by Gaussian distributed weighting errors in the channel gain estimates. Substituting 1 in (24), we obtain (40) Notice that, when we either set 1 or 0, (40) reduces to the MGF of the SNR for the single channel reception case, as one would expect. As a check, we also find that we get (28) by replacing 1 in (40). Similarly, by letting 1 in (7), (10) and (23), we can, respectively, obtain simple expressions for the PDF, CDF, and average combined SNR of the SC with channel estimation errors 
VI. COMPUTATIONAL RESULTS AND DISCUSSIONS
In this section, we present selected numerical curves that characterize the statistics of a nonideal hybrid SC/MRC combiner output SNR and help to assess the degradation in the receiver performance due to Gaussian weighting error.
The normalized PDF of an -SC/MRC combiner output SNR is plotted in Fig. 2 for different and values. It is apparent that the probability at small values declines rapidly as increases and the mean of the distribution shifts to the right. This translates into reduced likelihood of experiencing deep fades in the wireless channels. The improvement is much more pronounced when is increased from one to two than when is increased from two to three. It is also evident that the combination losses due to imperfect branch weight estimates can affect the receiver performance considerably. For the limiting case of 0, we find that the PDF of the output SNR is identical to that of a single channel reception because the normalized PDF curve declines exponentially with increasing . Also, in the high region , even a small amount of perturbation in will radically alter the PDF curve. Fig. 3 depicts the CDF curves for the statistic at the output of a nonideal SC/MRC receiver. As , we observe that , as expected. Since the outage rate error probability dictates the likelihood of instantaneous SER exceeds a specified SER, the normalized CDF curves can be used to predict the outage probability performance of diversity systems for a multitude of modulation schemes or alternatively compute the average SNR per branch to satisfy an outage requirement. For instance, the threshold SNR for DPSK is 2 10 6.21 (see entry 4 in Table III ). While higher order alphabets allow higher data transmission rates, the increased bandwidth efficiency is attained at the expense of increasing the average SNR per branch requirement (to compensate for the denser signaling constellation). Fig. 4 (a) and (b) illustrate the ASER performance of 4-DQPSK with Gray coding and 8-ary DPSK modulation schemes as a function of average SNR/symbol per branch for the nonideal 2/6-SC/MRC and 5/6-SC/MRC receiver configurations. While 0, both the curves (for 2 and 5) coincide and their ASER performance is equivalent to the no diversity case, regardless of the value of . This trend is in agreement with the discussion in Section V-B. Also, if 1, the rate of decay for large average SNR/symbol/branch is identical to the single channel reception case. This observation can be explained by rewriting (24) as (44) and then letting (asymptotic analysis). It is evident that the asymptotic rate of decay is proportional to , as is the case with single channel reception (no diversity). In [14] , the authors pointed out that the position of the knee in the ASER curve for the nonideal MRC receiver does not depend on the order of diversity but is influenced by the modulation format. We found that these trends also hold for the nonideal -SC/MRC receiver structures. In addition, the position of the knee also appears not sensitive to the choice of (see also Fig. 6 ). Comparison between Fig. 4(a) and (b) also reveals that there is some penalty in the average SNR/symbol/branch associated with a larger signaling constellation.
In Figs. 5 and 6, the ASER performance curves for 16-ary PSK are plotted as a function of mean SNR/symbol per branch, for both the ideal 1 and nonideal 0.97 7-SC/MRC receivers. Observe that for small and moderate values of the mean SNR/symbol/branch, these ASER curves exhibit the familiar "waterfall slope." However, for large , ASER knee behavior prevails for all the nonideal SC/MRC receiver structures. Notice that only in the case of perfect combining 1 , will the decay rate of the ASER for a large average SNR/symbol/branch will be proportional to , regardless of the value of . This observation can be readily explained by performing an asymptotic analysis on (27) (45) Comparison between Figs. 5 and 6 suggests that the Gaussian weighting errors affect the reduced complexity receiver structure (i.e., ) more adversely than the MRC receiver. As such, one may have to combine an additional number of diversity branches (and therefore incur additional complexity and cost) in the absence of perfect channel gain estimates, so as to achieve an adequate performance. For instance, from Fig. 5 , we find that by only combining the five strongest multipaths, the reduced complexity receiver yields comparable performance to that of the MRC rake receiver which combines all the seven resolvable multipaths. However, if the channel gain estimates are not perfect (e.g., 0.97), one may have to combine an additional multipath in order to attain a comparable performance to the nonideal MRC rake receiver, specifically at the lower ASER region (e.g., 10 ), due to the knee behavior in the ASER curves. Fig. 7 investigates the effects of Gaussian weighting error on the normalized mean combined SNR/symbol as a function of the number of available resolvable multipaths in a rake receiver for different number of strongest combined paths and . For a fixed , the normalized mean combined SNR increases with increasing . However, the relative increase declines gradually as the difference between and gets larger, which is typical of a selection diversity system. Similarly, for a fixed , increasing leads to a higher , as expected. The percentage of improvement is more pronounced when is increased from one to two compared with going from 7 to 8. Observe also that for a fixed , the degradation in the normalized mean combined SNR/symbol (due to weighting error) becomes more appreciable as increases. Although not explicitly shown in the figures, we found that the weighting errors affect the average combined SNR negligibly in comparison to their effect on the ASER performance as well as the PDF and CDF of the combiner Fig. 4 shows that this severely degrades the ASER performance because the penalty in the average SNR/symbol/branch at 10 is considerably larger than the drop in . Finally, Figs. 8 and 9 examine the effect of imperfect branch gain estimates in an energy-sharing multichannel binary DPSK system. It is important to note that in this case the total SNR is fixed and the average SNR/symbol/channel needs to be reduced as increases in order to maintain the same . From Fig. 8 , we observe that the weighting errors can cause the system to behave very differently depending on the value of . For (e.g., 0.3), it is evident that the optimal number of diversity branches is 1. This observation suggests that with very poor channel estimates, the combination losses will outweigh the benefits obtained by having additional diversity branches. At the other extreme (e.g., 0.9), the diversity gain prevails and there is no optimal number of diversity branches that minimizes the ASER. For other values of , we found that the ASER increases initially with increasing but declines rapidly afterwards (for large ). As such, systems designers should carefully choose an appropriate value for so that the multichannel communication performance will not be inferior to that for a single channel case. It should be pointed out, however, for a fixed , increasing will always improve the ASER performance (see Fig. 9 ).
VII. CONCLUSION
This paper first derives the statistics of an -SC/MRC combiner output SNR on Rayleigh fading channels in situations where the channel gain estimates are noisy. The application of these statistics (i.e., the PDF, MGF, and CDF of combiner output SNR) for characterizing the performance of diversity systems in terms of the ASER, outage rate of error probability and average combined SNR, is also presented. The MGF is used to derive closed-form ASER expressions for a multitude of digital modulation schemes that are taken in conjunction with a "family" of receiver structures (with SC and MRC as limiting cases). The outage probability (in closed-form) can be computed readily using the CDF. A simple, closed-form expression for the average combined SNR can be derived using either the PDF or MGF. Selected numerical examples are provided in order to demonstrate the existence of an optimum number of diversity branches for an energy-sharing communications system. This optimum achieves a balance between the diversity gain and the combination losses (arising from imperfect combining) with additional number of diversity branches given that the received total SNR is fixed. Finally, we will conclude by noting that our general expressions for the PDF, CDF, and MGF of the SNR can be used in the analysis of several other applications of interest. Some examples include investigation into the efficacy of a hybrid SC/MRC antenna array in millimeter-wave, broadband indoor wireless communications; investigation into the performance of reduced-complexity, rake receiver structures in wideband code-division multiple-access systems; and analysis of a simple packet combining scheme to increase the throughput of packet radio networks. No doubt many other possible applications exist for these general expressions.
APPENDIX I
In this appendix, we will sketch of the derivations used for the PDF of random variable shown in (6) . The MGF of a sum of ordered, exponential random variables can be obtained using either the technique suggested by Sukhatme [16] (details can also be found in [9] and [17] ) or a virtual-branch approach, which is outlined in [8] . Since the PDF of signal power in a Rayleigh fading channel is an exponential random variable, it is possible to demonstrate that the MGF of is (46) where parameters and are defined as in (6) , and the coefficient of the partial fraction expansion is given by (47) Note that the first product form on the right-side of (46) becomes identical to [9, eq. (12) ] when the index is changed to , and and are replaced. It is also possible to rewrite (46) as (48) Therefore, it is evident that only the coefficients and need to be computed in (46). Fortunately, as we will show next, these can be evaluated in closed-form, thereby eliminating the need to numerically perform th order derivative of a product term with respect to . which is equivalent to (8) .
To compute , we must first rewrite (47) as if (52) where the coefficient of the partial fraction expansion is given by (53) Now, performing the differentiation in (52) and some algebraic manipulations, we obtain (54) which simplifies to (9) . When , we find if , and if . Finally, the PDF of shown in (6) can be immediately obtained by taking the inverse Laplace transform of the last MGF expression in (46).
APPENDIX II
In this appendix, we will briefly highlight the important, intermediate steps in the derivation of the PDF of the SNR, shown in (7), from (4). Substituting (5) and (6) into (4) and after making some rearrangement, we obtain (55)
The integral right side can be evaluated in closed-form using (56) (obtained using [19, Recognizing that the function in (57) can be replaced by a finite polynomial, Kummer's transformation formula [19, eq. (9.212.1) ] is applied and, we obtain (58) Next, we need to make appropriate substitutions for and in (58) by relating these parameters to the average SNR per branch and the magnitude of the normalized correlation coefficient . From the definition of the average SNR per branch, we have (59) Since is the magnitude of the complex correlation between and , which are normalized to their autocorrelation values, we also have the following relation:
(60) Using (60), the variance can be restated as
Finally, substituting (59)-(61) into (58) leads to the desired result (62) which is equivalent to (7) .
