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Abstract: We construct a large class of conformal interfaces between two-dimensional c = 1
conformal field theories describing compact free bosons and their Z2 orbifolds. The interfaces
are obtained by constructing boundary states in the corresponding c = 2 product theories and
applying the unfolding procedure. We compute the fusion products for all of these defects,
and identify the invertible topological interfaces associated to global symmetries, the interfaces
corresponding to marginal deformations, and the interfaces which map the untwisted sector of
an orbifold to the invariant states of the parent theory.
Contents
1 Introduction 3
2 Boundary states in the circle and the orbifold 5
2.1 Circle theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Orbifold theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3 Boundary states in the product theories 9
3.1 Boundary states in the (S1)2 theory . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.2 Orbifold theories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4 Conformal interfaces 15
4.1 S1|S1 interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.2 S1|(S1/Z2) interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.3 (S1/Z2)|(S1/Z2) interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
5 Fusion of interfaces 18
5.1 Fusion of factorized interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
5.2 Fusion of one non-factorized and one factorized interface . . . . . . . . . . . . . . 20
5.3 Fusion of non-factorized S1|S1 interfaces . . . . . . . . . . . . . . . . . . . . . . . 22
5.4 Fusion involving orbifold interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . 24
5.5 Identification of interesting non-factorized interfaces . . . . . . . . . . . . . . . . 25
6 Remarks and future directions 27
A Theta functions 28
B Annulus computations 29
B.1 S1 computations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
B.2 S1/Z2 computations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
B.3 (S1)2 computations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
B.4 (S1/Z2)
2 computations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
C Fusion computations 35
C.1 S1 interface fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
C.2 Twisted sector fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
C.3 Non-factorized with factorized fusion . . . . . . . . . . . . . . . . . . . . . . . . . 41
2
1 Introduction
The consideration of 2D conformal field theories on surfaces with boundaries dates back to
the seminal works by John Cardy on the upper half-plane and the strip [1]. Let’s take a
theory on the upper half-plane. The presence of the boundary breaks half of the conformal
symmetry of the bulk theory, leaving us with a single copy of the Virasoro algebra. Along the
real axis, a boundary condition must be chosen, and if we want to preserve any of the residual
conformal symmetry, we should choose a conformal boundary condition, which means that the
holomorphic and antiholomorphic stress tensors T (z) and T˜ (z¯) agree at the boundary z = z¯
when we impose the boundary condition. If we realize the boundary condition as a boundary
state, |B〉〉, then conformality amounts to(
Ln − L˜−n
)
|B〉〉 = 0, ∀n ∈ Z. (1)
There are in fact more conditions than this that must be satisfied. The Cardy condition [2] is
essentially the expression of modular invariance for the annulus, and is only satisfied by certain
linear combinations of states satisfying (1). Further constraints can also be formulated [3, 4],
but they are often more difficult to use directly.
The combined bulk and boundary system is called a boundary CFT, and includes new
local operators which are restricted to the boundary. The study of boundary CFTs has been
an important field of research in 2D theories with wide applications to D-branes in string
theory [5–8].
A generalization of the idea of a conformal boundary is the notion of a conformal interface [9–
18]. In this case we have two CFTs, CFT1 in the upper half-plane and CFT2 in the lower half-
plane, joined by an interface or domain wall. We will denote this configuration by CFT1|CFT2.
Again we must specify conditions describing the effect of bringing bulk operators close to
the interface, and if we want to preserve the residual conformal symmetry, we must have a
particular behavior for the stress tensors, namely that when T1(z) − T˜1(z¯) approaches the
interface from above, it must agree with T2(z)− T˜2(z¯) approaching from below [9]. Analogously
to the boundary state |B〉〉, we can formulate the interface as an operator O from the Hilbert
space of CFT2 to the Hilbert space of CFT1, in which case the condition can be stated as(
L(1)n − L˜(1)−n
)
O = O
(
L(2)n − L˜(2)−n
)
, ∀n ∈ Z. (2)
Two special classes of conformal interfaces solve this condition in particular ways. Factorized,
or totally reflective, interfaces act as a boundary condition on each CFT separately, while
topological, or totally transmissive, interfaces preserve the holomorphic and antiholomorphic
stress tensors individually.
Conformal boundaries and conformal interfaces are closely intertwined topics. As with con-
formal boundaries, conformal interfaces can host local operators restricted to the interface, and
interfaces must satisfy various consistency conditions analogous to those for boundaries. Even
more directly, a conformal boundary is a special case of a conformal interface, where we take
CFT2 to be the trivial, or empty, conformal field theory. Conversely, the folding trick [20] allows
us to associate two theories joined by a conformal interface along the real line, CFT1|CFT2,
to a tensor product theory CFT1 ⊗ CFT2 defined on the upper half-plane with a conformal
boundary along the real line. The bar indicates that we interchange left- and right-movers in
CFT2 [10, 20]. The consistency conditions that must be satisfied by the conformal interface
translate to the conformal boundary constraints (Cardy condition and sewing conditions) dis-
cussed above for the boundary in the product theory. The folding trick also applies to quantum
field theories which are not necessarily CFTs such as general Landau-Ginzburg models [15].
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The set of conformal interfaces comes equipped with a product structure, whereby we can
fuse two interfaces CFT1|CFT2 and CFT2|CFT3 to get an interface CFT1|CFT3, or in terms
of operators, O12 ◦O23 = O13. If we fuse two interfaces which obey the consistency conditions,
then the result will be a linear combination of consistent interfaces with nonnegative integer
coefficients. In the case1 CFT1 ∼ CFT2, we always have the trivial interface, which acts as
the identity in the fusion algebra. This also allows us to make sense of the notion of whether a
particular interface is invertible or not (most conformal interfaces are not invertible).
Part of the impetus to study conformal interfaces is that many physically interesting aspects
of conformal field theory can be phrased in terms of interfaces and fusion. For example, for any
global symmetry present in the CFT, there will exist an invertible topological interface which
implements that symmetry. Fusion of these symmetry interfaces of course realize the symmetry
group multiplication, and in general the conformal defects from a theory to itself form an
algebraic structure known as the defect monoid [19]. As another example, if two theories are
connected by marginal deformation, then there exists an invertible interface (actually a family
of them since we can combine it with a symmetry on either end of the deformation) which
implements the adiabatic transformation of states and operators under the deformation. If two
theories are connected by a renormalization group flow, there will be an interface connecting
the UV CFT with the IR CFT [12, 21, 22], and by fusing such an interface with a boundary
condition in the UV we can address the in general difficult problem of determining the fate of
a given boundary condition under RG flow. If CFT2 is an orbifold of CFT1, then there will be
a conformal interface between them which implements the isomorphism between the untwisted
sector of the orbifold and the invariant states of the parent. Interfaces can also be used to
encode T-duality and order-disorder dualities [23,24].
In this paper we construct a large class of Cardy-consistent boundary conditions in the c = 2
product theories (S1)2, S1 × (S1/Z2), and (S1/Z2)2, and then apply the unfolding procedure
(the inverse of the folding trick) to obtain consistent conformal interfaces between pairs of
c = 1 theories which are either S1 or S1/Z2. For the (S
1)2 boundaries and S1|S1 interfaces,
this is a review of the work of [9, 10] (see also [11] for an alternative approach to constructing
these interfaces). For the orbifold theories these are new results, applying techniques that
were developed by [20] to find conformal boundaries in the S1/Z2 theory. In particular, we
find that in the (S1/Z2)
2 case, for certain boundary state parameters we have to add particular
combinations of twisted sector states in order to maintain Cardy consistency. We then compute
the full fusion algebra of these interfaces, and identify several particular interfaces of physical
interest. Our work aims to give a more complete picture of the spectrum of interfaces between
the c = 1 CFTs. Taken together, [10, 11] and this note provide a more complete picture of the
possible interfaces between theories in the space of c = 1 CFTs [25].
In section 2, we review the construction of consistent conformal boundary states in the
S1 and S1/Z2 theories. In section 3, we construct a large class of Cardy consistent boundary
states in the c = 2 product theories. Most of the details of the annulus computations which
are needed to establish Cardy consistency are relegated to appendix B. Section 4 applies the
unfolding trick to obtain the explicit conformal interface operators, and section 5 computes the
fusion algebra (with most of the details in appendix C) and identifies the interesting interfaces.
Finally, we discuss some possible future directions in section 6.
1Sometimes conformal interfaces between copies of the same theory are called conformal defects. In this paper
we mostly use the term interface, but will occasionally use defect in this sense as well.
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2 Boundary states in the circle and the orbifold
In this section we review the boundary conformal field theory (BCFT) for the compact free
boson at radius R and its Z2 reflection orbifold, following [10,20] using primarily the notation
and conventions of [10].
2.1 Circle theory
We’ll start with the compact free boson on a circle of radius R, which has mode expansion
X(τ, σ) = x̂0+
N̂
2R
τ + M̂Rσ+
∞∑
n=1
i
2
√
n
[
ane
−in(τ+σ) + a˜ne−in(τ−σ) − a†nein(τ+σ) − a˜†nein(τ−σ)
]
,
(3)
where an and a˜n are lowering operators and a
†
n = a−n, a˜
†
n = a˜−n are the corresponding raising
operators, N̂ , M̂ are momentum and winding operators, and x̂0 is the zero-mode operator, and
we have commutation relations2[
an, a
†
m
]
=
[
a˜n, a˜
†
n
]
= δn+m,0,
[
x̂0, N̂
]
= iR,
[̂˜x0, M̂] = − i
R
, (4)
in which we have also introduced the operator ̂˜x0 which is conjugate to winding number M̂
in the same way that x̂0 is conjugate to momentum number N̂ . Generally, where confusion is
possible, a hat an a symbol means that it’s an operator; the same symbol without a hat is just
a number, typically an eigenvalue of the corresponding operator.
The Hamiltonian of this theory is
H =
N̂2
4R2
+ M̂2R2 +
∞∑
n=1
n
(
a†nan + a˜
†
na˜n
)
− 1
12
. (5)
The states in the Hilbert space are constructed by acting with raising operators on lowest weight
states labeled by their N̂ and M̂ eigenvalues,
|N,M〉 = eiNR x̂0e−iMR̂˜x0 |0〉. (6)
We want to study the theory on the upper half-plane, with boundary conditions along the
real axis. In order for the conformal Ward identity to hold in the presence of the boundary
condition [1], the holomorphic and antiholomorphic stress tensors must agree at the boundary,
T (z) = T˜ (z¯)|z=z¯. (7)
In the boundary state formalism, we formally construct a state (not in the Hilbert space of the
bulk theory) |B〉〉 which satisfies(
Ln − L˜−n
)
|B〉〉 = 0, ∀n ∈ Z. (8)
There is a particularly easy way to achieve (8) in the circle theory with stress tensor T (z) =
−2 : ∂X(z)∂X(z) :, namely by demanding ∂X(z) = ±∂X(z¯)|z=z¯, corresponding to one of the
following sets of conditions
(an + a˜−n) |N〉〉 = N̂ |N〉〉 = 0, (an − a˜−n) |D〉〉 = M̂ |D〉〉 = 0, (9)
2Note that these differ from some standard conventions in string theory. Also, we are essentially taking
α′ = 1/2. The normalization for ̂˜x0 is also convention; with our choice its eigenvalue has period 2pi/R.
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called Neumann or Dirichlet boundary conditions respectively. A basis of formal states that
satisfy these conditions is given by( ∞∏
n=1
e−a
†
n a˜
†
n
)
|0,M〉, or
(∏
n=1
ea
†
na˜
†
n
)
|N, 0〉, (10)
respectively, for any choice of M or N .
It turns out that a better choice of basis is given by the Fourier transforms with particular
normalization coefficients,
|N(α)〉〉 =
√
R
( ∞∏
n=1
e−a
†
na˜
†
n
) ∑
M∈Z
e−iMα|0,M〉, (11)
|D(β)〉〉 = 1√
2R
(∏
n=1
ea
†
na˜
†
n
)∑
N∈Z
e−iNβ |N, 0〉, (12)
for Neumann and Dirichlet respectively. Here α and β are parameters with period 2π, which
we may take to be in the range 0 ≤ α, β < 2π. They are related to eigenvalues of ̂˜x0 or x̂0
respectively, or more appropriately to the well-defined operators exp(−iR̂˜x0) or exp(ix̂0/R),
e−iR
̂˜x0 |N(α)〉〉 = eiα|N(α)〉〉, e iR x̂0 |D(β)〉〉 = eiβ |D(β)〉〉. (13)
The normalizations of these boundary states are chosen so that they satisfy the Cardy
condition. If we compute the annulus diagram for any pair of allowed boundary conditions Bi
and Bj,
Aij = 〈〈Bi|qH |Bj〉〉, (14)
where the parameter q = e−T , and if we perform a modular transformation to rewrite it in
terms of q˜ = e−π2/T , then the result should have an expansion in terms of states with positive
integer coefficients. Moreover, if i = j, then the vacuum state (proportional to q˜−c/12) should
appear with coefficient one, while for i 6= j it should have coefficient zero.
For example, in the circle theory one can compute that
AN(α1),N(α2) =
(
R
∑
M∈Z
e−iM(α2−α1)qM
2R2
)
1
η(q2)
, (15)
AN(α1),D(β2) =
√
η(q2)
ϑ2(q2)
, (16)
AD(β1),D(β2) =
(
1
2R
∑
N∈Z
e−iN(β2−β1)q
N2
4R2
)
1
η(q2)
, (17)
where our theta function conventions can be found in Appendix A, and the details of this
computations (and others below) are relegated to Appendix B. Performing the modular trans-
formation, we find
AN(α1),N(α2) =
1
η(q˜2)
∑
M∈Z
q˜
1
R2
(M+∆α2π )
2
, (18)
AN(α1),D(β2) =
√
η(q˜2)
ϑ4(q˜2)
, (19)
AD(β1),D(β2) =
1
η(q˜2)
∑
N∈Z
q˜4R
2(N+∆β2π )
2
, (20)
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with ∆α = α2−α1, ∆β = β2−β1. In this form it is easily verified that these boundary conditions
are all mutually Cardy-consistent. These are not the most general boundary states for the
compact free boson theories, but they do provide a large class. Specifically, these boundary
states are the ones that preserve a U(1) symmetry (standard translation symmetry in the case
of Neumann boundaries, or dual translations for Dirichlet boundaries), but there are other
possibilities which do not preserve any continuous symmetry [7, 26]. Note that the boundary
states (10) (or any finite linear combinations thereof) are not even Cardy self-consistent.
2.2 Orbifold theory
This section follows Affleck and Oshikawa [20] closely.
Now we move on to the theory on S1/Z2. In this case the bulk theory has an untwisted
sector, consisting of states of the circle theory which are invariant under the Z2 reflection,
and a twisted sector, where fields are only periodic up to the action of the reflection and we
again keep only invariant states. In the untwisted sector we again use the mode expansion (3),
and the Z2 flips the signs of all the operators appearing in the expansion (and also ̂˜x0). The
lowest weight states transform as |N,M〉 → | −N,−M〉, and we can build invariant untwisted
states by taking sums of states from the parent theory, for example (|N,M〉+ | −N,−M〉), or
(a−1|N,M〉 − a−1| −N,−M〉).
In the twisted sector, the mode expansion becomes
X = x̂t0 +
∑
r∈Z+ 1
2
,r>0
i
2
√
r
[
atre
−ir(τ+σ) + a˜tre
−ir(τ−σ) − at †r eir(τ+σ) − a˜t †r eir(τ−σ)
]
. (21)
The superscripts t are to remind us that these are operators acting only on the twisted sector
of the Hilbert space (the operators without a superscript act only in the untwisted sector). The
eigenvalue zero mode operator x̂t0 must sit at one of the fixed points of the reflection, i.e. we
must have either xt0 = 0 or x
t
0 = πR, and the lowest weight states in the twisted sector are
labeled by this fixed point, |0〉t, |πR〉t, and they are left invariant by the Z2, while the oscillators
are flipped. The Hamiltonian acting in this sector is
Ht =
∑
r∈Z+ 1
2
,r>0
r
(
at †r a
t
r + a˜
t †
r a˜
t
r
)
+
1
24
. (22)
The simplest way to try and build boundary states of the orbifold theory is to take boundary
states proportional to invariant combinations of boundary states in the parent theory. It’s not
hard to verify that the Z2 action will flip the sign of the parameter in the boundary state, i.e.
|N(α)〉〉 → |N(−α)〉〉 or |D(β)〉〉 → |D(−β)〉〉, so possible invariant combinations would be
|NO(α)〉〉 = gN (α) (|N(α)〉〉 + |N(−α)〉〉) , (23)
|DO(β)〉〉 = gD(β) (|D(β)〉〉 + |D(−β)〉〉) , (24)
where we have left some arbitrary normalization constants g, and without loss of generality
we can assume 0 ≤ α, β ≤ π. To fix the normalizations, we must check the Cardy condition.
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Computing the annulus diagrams and performing the modular transformations, we have
ANO(α1),NO(α2) =
2gN (α1)gN (α2)
η(q˜2)
(∑
M∈Z
q˜
1
R2
(
M+
α2−α1
2π
)2
+
∑
M∈Z
q˜
1
R2
(
M+
α1+α2
2π
)2)
, (25)
ANO(α1),DO(β2) = 4gN (α1)gD(β2)
√
η(q˜2)
ϑ4(q˜2)
, (26)
ADO(β1),DO(β2) =
2gD(β1)gD(β2)
η(q˜2)
(∑
N∈Z
q˜
4R2
(
N+
β2−β1
2π
)2
+
∑
N∈Z
q˜
4R2
(
N+
β1+β2
2π
)2)
. (27)
Considering the diagonal results, we learn that Cardy self-consistency divides these states into
two classes. For the Neumann states, we get the requirement that
gN (α)
2 =
{
1
2 , 0 < α < π,
1
4 , α = 0 or π,
(28)
while for Dirichlet states we find
gD(β)
2 =
{
1
2 , 0 < β < π,
1
4 , β = 0 or π.
(29)
For the generic parameter choices, 0 < α, β < π, then we take gN (α) or gD(β) equal to 1/
√
2,
and those states will all be mutually consistent. We will call these the generic states. However
when the parameters take values at the end points, it is not possible to satisfy both mutual
consistency and consistency with generic states.
There are other possibilities to construct boundary states in the orbifold theory however,
by building them on top of twisted sector ground states. There are two possibilities to satisfy
Dirichlet boundary conditions on such a state (we will put a subscript 0 on a parameter like α
or β when we want to emphasize that it must take on a fixed point value of either 0 or π),
|DO(β0)〉〉t =
 ∏
r∈Z+ 1
2
,r>0
ea
t †
r a˜
t †
r
 |β0R〉t. (30)
where β0 = 0 or π, and similarly two possibilities for Neumann boundary conditions, ∏
r∈Z+ 1
2
,r>0
e−a
t †
r a˜
t †
r
 |β0R〉t. (31)
For these last two, it is more useful to take combinations |NO(α0)〉〉t, α0 = 0, π, defined as
|NO(0)〉〉t = 1√
2
 ∏
r∈Z+ 1
2
,r>0
e−a
t †
r a˜
t †
r
(|0〉t + |πR〉t) , (32)
|NO(π)〉〉t = 1√
2
 ∏
r∈Z+ 1
2
,r>0
e−a
t †
r a˜
t †
r
(|0〉t − |πR〉t) . (33)
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These choices are made so that the states are eigenstates of the twisted sector analogs of the
operators x̂0 and ̂˜x0,
x̂t0|DO(β0)〉〉t = Rβ0|DO(β0)〉〉t, ̂˜xt0|NO(α0)〉〉t = α0R |NO(α0)〉〉t. (34)
We haven’t yet picked the correct linear combinations for these states. To fix these we must
solve the Cardy consistency conditions.
By computing annulus diagrams (see Appendix B.2), it can be shown that we can get
mutually consistent (and also consistent with the generic parameter untwisted boundary states)
states by taking certain combinations with the problematic endpoint parameter states from
above. Summarizing those results, we find a large set of mutually consistent boundary states
given by
|NO(α)〉〉 = 1√
2
|N(α)〉〉 + 1√
2
|N(−α)〉〉, 0 < α < π, (35)
|NO(α0,±)〉〉 = 1√
2
|N(α0)〉〉 ± 2−
1
4 |NO(α0)〉〉t, α0 ∈ {0, π}, (36)
|DO(β)〉〉 = 1√
2
|D(β)〉〉+ 1√
2
|D(−β)〉〉, 0 < β < π, (37)
|DO(β0,±)〉〉 = 1√
2
|D(β0)〉〉 ± 2−
1
4 |DO(β0)〉〉t, β0 ∈ {0, π}. (38)
Each of the Neumann and Dirichlet states satisfy (9), where now either n ∈ Z for untwisted
sector oscillators, or n ∈ Z + 12 for twisted sector oscillators (and of course there are no M̂
or N̂ operators in the twisted sector). We have also imposed one extra condition, which is
that the boundary states are eigenstates of the operator (understood now to be acting in both
untwisted and twisted sectors, where we would add a superscript t) exp(ix̂0/R) (for Dirichlet) or
exp(iR̂˜x0) (for Neumann) with eigenvalues ±1. The Cardy conditions alone would not prevent
one from taking combinations like
1√
2
|D(0)〉〉 ± 2− 14 |DO(π)〉〉t. (39)
These states would presumably violate other consistency conditions (sewing conditions), but
without doing a full analysis of those broader constraints, a good proxy seems to be the natural
idea that we should take eigenstates of the appropriate zero-mode operators.
Finally, let’s note that these boundary states satisfy various threshold conditions as the
generic states approach endpoint values, i.e.
lim
α→α0
|NO(α)〉〉 = |NO(α0,+)〉〉+ |NO(α0,−)〉〉, lim
β→β0
|DO(β)〉〉 = |DO(β0,+)〉〉+ |DO(β0,−)〉〉.
(40)
3 Boundary states in the product theories
In this section we would like to construct as many boundary states as possible for bulk CFTs
of the form CFT1⊗CFT2, wher each of CFT1 and CFT2 is either the S1 or the S1/Z2 theory.
There are certain obvious boundary states obtained by simply taking tensor products of the
boundary states found in section 2. Following [10], we will also look for more general rotated
branes in the product theories.
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3.1 Boundary states in the (S1)2 theory
First we consider the product of two circle theories, with radii R1 and R2 respectively, and
construct a large set of consistent conformal boundary conditions following [10].
The most obvious examples we can construct are factorized boundary states,
|N(α1)〉〉1⊗|N(α2)〉〉2, |N(α1)〉〉1⊗|D(β2)〉〉2, |D(β1)〉〉1⊗|N(α2)〉〉2, |D(β1)〉〉1⊗|D(β2)〉〉2.
(41)
The fact that these are all mutually Cardy consistent follows from the consistency in the S1
theories. It turns out, however, that there are many more possibilities we can construct. The
key observation is that the stress tensor in the product theory
T (z) = −2 (: ∂X1(z)∂X1(z) : + : ∂X2(z)∂X2(z) :) , (42)
is invariant under rotations of X1 and X2. This means that instead of solving (8) by separately
imposing either Neumann or Dirichlet conditions on X1 and X2, we can instead build rotated
combinations Y 1 = cos ϑX1 + sinϑX2, Y 2 = − sinϑX1 + cos ϑX2, and impose conditions on
these, say Neumann on Y 1 and Dirichlet on Y 2.
For the oscillators, it is easy to construct a boundary state with these properties. Indeed,
if we let b1n, b˜
1
n, b
2
n, and b˜
2
n be the oscillators for Y
1 and Y 2, i.e.(
b1n
b2n
)
= R(ϑ)
(
a1n
a2n
)
=
(
cos ϑa1n + sinϑa
2
n
− sinϑa1n + cos ϑa2n
)
, (43)
where
R(ϑ) =
(
cos ϑ sinϑ
− sinϑ cosϑ
)
, (44)
is the rotation matrix, then we simply need to act on a lowest weight state with an operator
∞∏
n=1
e−b
1 †
n b˜
1 †
n +b
2 †
n b˜
2 †
n =
∞∏
n=1
ea
† T
n ·S(+)·a˜†n , (45)
where we use the matrix
S(+)(ϑ) = R(ϑ)T
(−1 0
0 1
)
R(ϑ) =
(− cos 2ϑ − sin 2ϑ
− sin 2ϑ cos 2ϑ
)
. (46)
We will often omit the ϑ argument of S(+), leaving it implicit.
Turning now to the zero mode pieces of Y 1 and Y 2, we find the conditions(
cos ϑ
N̂1
R1
+ sinϑ
N̂2
R2
)
|B〉〉 =
(
−R1 sinϑM̂1 +R2 cos ϑM̂2
)
|B〉〉 = 0. (47)
Since N̂1, N̂2, M̂1, and M̂2 have only integer eigenvalues, we find the restriction that there
must be relatively prime integers k1 and k2 such that
R1
R2
tan ϑ =
k2
k1
, (48)
in which case we set N1/N2 = −k2/k1 and M1/M2 = k1/k2. Then a set of states obeying our
rotated ND boundary conditions are thus
|B(+)k1,k2(α;β)〉〉 = gk1,k2(α, β)
( ∞∏
n=1
ea
† T
n ·S(+)·a˜†n
) ∑
N,M∈Z
e−iMα−iNβ|−k2N, k1M〉1⊗|k1N, k2M〉2,
(49)
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where as before we have 0 ≤ α, β < 2π. The superscript (+) indicates that we use the matrix
S(+) in the exponential, and serves to distinguish from another class of boundary states that
we will introduce below. Note that there is a small redundancy in these states,
|B(+)k1,k2(α;β)〉〉 = |B
(+)
−k1,−k2(−α;−β)〉〉. (50)
Note also that we can easily express the entries of the matrix S(+) directly in terms of k1 and
k2 by using
ϑ = tan−1
(
k2R2
k1R1
)
, cos 2ϑ =
k21R
2
1 − k22R22
k21R
2
1 + k
2
2R
2
2
, sin 2ϑ =
2k1k2R1R2
k21R
2
1 + k
2
2R
2
2
. (51)
Finally, observe that our original factorized states are special cases,
|N(α1)〉〉1 ⊗ |D(β2)〉〉2 = |B(+)1,0 (α;β)〉〉, |D(β1)〉〉1 ⊗ |N(α2)〉〉2 = |B(+)0,1 (α;−β)〉〉. (52)
However, since for many later purposes the factorized cases behave qualitatively different from
the non-factorized cases, we will assume, unless stated otherwise, that k1 and k2 are both
non-zero, and we will write the factorized boundary states as explicit products.
To check that these are mutually consistent boundary states, and to fix the normalization
constants, we compute the relevant annulus diagrams. The details are relegated to Appendix
B.3. If (k′1, k
′
2) = (k1, k2) (or something similar if (k
′
1, k
′
2) = (−k1,−k2)), we have
A
B
(+)
k1,k2
(α;β),B
(+)
k′1,k
′
2
(α′;β′)
=
2R1R2gg
′
k21R
2
1 + k
2
2R
2
2
1
η(q˜2)2
∑
M,N∈Z
q˜
4R21R
2
2(N−
∆β
2π )
2
+(M−∆α2π )
2
k2
1
R2
1
+k2
2
R2
2 , (53)
and otherwise we have
A
B
(+)
k1,k2
(α;β),B
(+)
k′
1
,k′
2
(α′;β′)
=
2R1R2gg
′ (k1k′2 − k′1k2)√
k21R
2
1 + k
2
2R
2
2
√
k′ 21 R
2
1 + k
′ 2
2 R
2
2
iη(q˜2)q˜−(
∆ϑ
π )
2
ϑ1(q˜2, i
∆ϑ
T )
. (54)
These expressions actually are valid even in the factorized case if we allow some ka or k
′
a to
vanish. From these expressions we can check that these states are all mutually Cardy consistent
provided we choose normalizations
gk1,k2(α, β) =
√
k21R
2
1 + k
2
2R
2
2
2R1R2
. (55)
Another set of boundary states can be obtained from these by applying T-duality. On a
single compact boson, T-duality acts as
R→ 1
2R
, a˜n → −a˜n, a˜†n → −a˜†n, and |N,M〉 → |M,N〉 . (56)
Applying this map to X1 only in our states |B(+)k1,k2(α;β)〉〉, we get new states [10]
|B(−)k1,k2(α;β)〉〉
=
√
k21 + 4k
2
2R
2
1R
2
2
4R1R2
( ∞∏
n=1
ea
† T ·S(−)·a˜†
) ∑
N,M∈Z
e−iMα−iNβ|k1M,−k2N〉1 ⊗ |k1N, k2M〉2, (57)
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where we have defined
S(−) = S(+)
(−1 0
0 1
)
=
(
cos 2θ − sin 2θ
sin 2θ cos 2θ
)
, (58)
and
θ = tan−1
(
2k2R1R2
k1
)
. (59)
These states include our original factorized NN and DD states,
|N(α1)〉〉1 ⊗ |N(α2)〉〉2 = |B(−)0,1 (α2;−α1))〉〉, |D(β1)〉〉1 ⊗ |D(β2)〉〉2 = |B(−)1,0 (β1;β2)〉〉. (60)
The fact that all these states are consistent with each other follows from T-duality. To check
the consistency with the rotated ND states, we compute one more annulus diagram,
A
B
(+)
k1,k2
(α;β),B
(−)
k′1,k
′
2
(α′;β′)
=
1√
η(q˜2)ϑ4(q˜2)
∑
L∈Z
q˜
4R21R
2
2(L+ 12π (k′2α−k′1β−k2α′+k1β′))
2
(k21R21+k22R22)(k′ 21 +4R21R22k′ 22 ) . (61)
This shows that all of these states are mutually Cardy consistent.
3.2 Orbifold theories
We would now like to find a set of consistent boundary conditions for S1 × (S1/Z2) and for
(S1/Z2)
2 theories. We will proceed in the same way that we did for the S1/Z2 case, by first
trying boundary states that are simply invariant combinations of (S1)2 boundary states, and
then augmenting as necessary by twisted sector states.
We’ll start with S1 × (S1/Z2), a circle theory of radius R1 and an orbifold of a circle with
radius R2. In the parent theory we would have the ND and DD states found in the previous
subsection. The reflection in theory 2 acts on these by
|B(±)k1,k2(α;β)〉〉 → |B
(±)
k1,−k2(α;−β)〉〉. (62)
Thus, we should consider the following invariant states
|B(±)SOk1,k2 (α;β)〉〉 = g
(±) SO
k1,k2
(α;β)
(
|B(±)k1,k2(α;β)〉〉 + |B
(±)
k1,−k2(α;−β)〉〉
)
, (63)
where k1 and k2 are relatively prime integers, 0 ≤ α, β < 2π, and we have two equivalences,
|B(±)SOk1,k2 (α;β)〉〉 ∼ |B
(±)SO
−k1,−k2(−α;−β)〉〉 ∼ |B
(±)SO
k1,−k2 (α;−β)〉〉. (64)
We can use these equivalences to ensure that the k1 and k2 used to label our state are both
non-negative. The SO superscripts indicate that theory 1 is the S1 theory, while theory 2 is
the orbifold S1/Z2. If we omit this superscript, then we mean the S
1 × S1 boundary state.
Checking self-consistency, we learn that we would need to take g
(±) SO
k1,k2
(α, β) = 1/
√
2 except
when the two terms are equal by the equivalence (50). This can only happen in the factorized
case, when either k1 = 0 and α ∈ {0, π}, or k2 = 0 and β = {0, π}. In these cases we can
easily repair the conflict between self-consistency and mutual consistency by taking factorized
states that include the Affleck-Oshikawa twisted sector states as a factor. This leaves us with
(in addition to the factorized states which are products of S1 boundary states and generic
parameter S1/Z2 boundary states)
|N(α)〉〉1 ⊗ |NO(β0, ǫ)〉〉2, |N(α)〉〉1 ⊗ |DO(β0, ǫ)〉〉2, (65)
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and so on. All of these states can then be verified to be consistent.
Next we look at the (S1/Z2)
2 theories. Proceeding in exactly the same fashion as above,
we find states for generic parameters,
|B(±)OOk1,k2 (α;β)〉〉 =
1
2
(
|B(±)k1,k2(α;β)〉〉 + |B
(±)
k1,−k2(−α;β)〉〉
+|B(±)k1,−k2(α;−β)〉〉 + |B
(±)
k1,k2
(−α;−β)〉〉
)
. (66)
with equivalences
|B(±)OOk1,k2 (α;β)〉〉 ∼ |B
(±)OO
−k1,−k2(−α;−β)〉〉 ∼ |B
(±)OO
k1,−k2 (α;−β)〉〉 ∼ |B
(±)OO
k1,k2
(−α;−β)〉〉. (67)
These are self-consistent states unless there is an equivalence between terms in the linear com-
bination, which occurs in three situations,
• k2 = 0, at least one of α ∈ {0, π} or β ∈ {0, π},
• k1 = 0, at least one of α ∈ {0, π} or β ∈ {0, π},
• both k1 and k2 nonzero (by equivalence we can take them both positive), and both
α ∈ {0, π} and β ∈ {0, π}.
For the first two cases, we can repair the consistency by simply taking factorized states,
such as
|NO(α)〉〉1 ⊗ |DO(π, ǫ′)〉〉2, or |NO(0, ǫ)〉〉1 ⊗ |NO(π, ǫ′)〉〉2, (68)
etc, where ǫ and ǫ′ are ±. We can easily verify that these are Cardy consistent with the generic
states.
For the last case, with both k1 and k2 nonzero, we can also repair consistency by taking
particular combinations of twisted-twisted states |γ0〉t1 ⊗ |δ0〉t2. Which combinations we take
are not entirely determined by Cardy consistency, so we need another criterion. Guided by
the S1/Z2 case, we will demand that the boundary states be eigenstates of some zero-mode
operators. But which operators? We must examine the symmetrized states and check whether
they are eigenstates of any zero-mode operators. This can be determined by simply rotating
the answer for the factorized ND states. We find that |B(+)k1,k2(α;β)〉〉 is an eigenstate of the
operators (
cosϑ̂˜x10 + sinϑ̂˜x20) and (− sinϑx̂10 + cos ϑx̂20) , (69)
with eigenvalues
− α√
k21R
2
1 + k
2
2R
2
2
and
R1R2β√
k21R
2
1 + k
2
2R
2
2
, (70)
respectively. Or, rephrasing more usefully,
e−ik1R1
̂˜x10−ik2R2̂˜x20 |B(+)k1,±k2(α;β)〉〉 = eiα|B(+)k1,±k2(α;β)〉〉, (71)
e
−ik2 x̂
1
0
R1
+ik1
x̂20
R2 |B(+)k1,±k2(α;β)〉〉 = eiβ |B
(+)
k1,±k2(α;β)〉〉. (72)
Using the results (34), we can determine how these operators (or rather their twisted sector
analogs) act on the twisted-twisted states. Taking an ordered basis{
v00 = |0〉t1 ⊗ |0〉t2, v01 = |0〉t1 ⊗ |πR2〉t2, v10 = |πR1〉t1 ⊗ |0〉t2, v11 = |πR1〉t1 ⊗ |πR2〉t2
}
, (73)
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k1 and k2 odd k1 odd, k2 even k1 even, k2 odd
|v(+)k1,k2(0; 0)〉t 1√2 (v00 + v11)
1√
2
(v00 + v10)
1√
2
(v00 + v01)
|v(+)k1,k2(0;π)〉t 1√2 (v01 + v10)
1√
2
(v01 + v11)
1√
2
(v10 + v11)
|v(+)k1,k2(π; 0)〉t 1√2 (v00 − v11)
1√
2
(v00 − v10) 1√2 (v00 − v01)
|v(+)k1,k2(π;π)〉t 1√2 (v01 − v10)
1√
2
(v01 − v11) 1√2 (v10 − v11)
|v(−)k1,k2(0; 0)〉t 12(v00 + v01 + v10 − v11) v00 12(v00 + v01 + v10 + v11)
|v(−)k1,k2(0;π)〉t 12(v00 + v01 − v10 + v11) v01 12(v00 + v01 − v10 − v11)
|v(−)k1,k2(π; 0)〉t 12(v00 − v01 + v10 + v11) v10 12(v00 − v01 + v10 − v11)
|v(−)k1,k2(π;π)〉t 12(v00 − v01 − v10 − v11) v11 12(v00 − v01 − v10 + v11)
Table 1: The appropriate unit eigenvectors |v(η)k1,k2(α0;β0)〉t for given η, k1, k2, α0, and β0.
we can work out the action of these operators by exponentiating the action of the zero-mode
operators,
e−ik1R1
̂˜x10−ik2R2̂˜x20 =
 Π1Π2 Π1(1−Π2) (1−Π1)Π2 (1−Π1)(1−Π2)Π1(1−Π2) Π1Π2 (1−Π1)(1−Π2) (1−Π1)Π2
(1−Π1)Π2 (1−Π1)(1−Π2) Π1Π2 Π1(1−Π2)
(1−Π1)(1−Π2) (1−Π1)Π2 Π1(1−Π2) Π1Π2
 , (74)
e
−ik2 x̂
1
0
R1
+ik1
x̂20
R2 =
 1 0 0 00 (−1)k1 0 0
0 0 (−1)k2 0
0 0 0 (−1)k1+k2
 , (75)
where we have defined
Π1 =
1 + (−1)k1
2
, Π2 =
1 + (−1)k2
2
. (76)
The system of eigenvalues and eigenvectors thus depends on whether each of k1 and k2 is even
or odd. For each choice of k1 and k2, and each choice of α and β, we simply need to find
the twisted sector state that has the same eigenvalues under the operators above. The unit
eigenvectors for these operators are tabulated in Table 1.
Proceeding similarly for the |B(−)k1,±k2〉〉 states, we find that they are eigenstates of the oper-
ators
e
ik1
x̂10
R1
−ik2R2̂˜x20 =
( Π2 1−Π2 0 0
1−Π2 Π2 0 0
0 0 (−1)k1Π2 (−1)k1 (1−Π2)
0 0 (−1)k1 (1−Π2) (−1)k1Π2
)
, (77)
and
e
ik2R1̂˜x10+ik1 x̂20R2 =
( Π2 0 1−Π2 0
0 (−1)k1Π2 0 (−1)k1 (1−Π2)
1−Π2 0 Π2 0
0 (−1)k1 (1−Π2) 0 (−1)k1Π2
)
, (78)
with eigenvalues eiα and eiβ respectively, where the matrix form above represents how they act
on our basis (73) of twisted-twisted states. We can again compute the unit eigenvectors of these
matrices, and they are also listed in Table 1.
Let’s define
Ω(±) =
1
2
 ∏
r∈Z+ 1
2
,r>0
ea
t † T
r ·S(±)(θ)·a˜t †r
+ 1
2
 ∏
r∈Z+ 1
2
,r>0
ea
t †T
r ·S(±)(−θ)·a˜t †r
 . (79)
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This provides the appropriate invariant combination of oscillator modes to act on the twisted
sector zero-mode states to implement the desired boundary conditions.
With this notation, the non-generic non-factorized (S1/Z2)2 boundary states are all given
by taking the invariant untwisted sector piece and adding to it the appropriate twisted sector
eigenvector, with normalization fixed by the Cardy condition,
|B(±)OOk1,k2 (α0;β0; ǫ)〉〉 =
1
2
(
|B(±)k1,k2(α0;β0)〉〉+ |B
(±)
k1,−k2(α0;β0)〉〉
)
+
√
2ǫΩ(±)|v(±)(α0;β0)〉t,
(80)
where |v(±)(α0;β0)〉t is determined from Table 1. The full set of states can be checked to be all
mutually Cardy consistent.
We also have threshold decompositions as generic states approach one of these special states,
i.e.
lim
α→α0,β→β0
|B(±)OOk1,k2 (α;β)〉〉 = |B
(±)OO
k1,k2
(α0;β0; +)〉〉+ |B(±)OOk1,k2 (α0;β0;−)〉〉. (81)
4 Conformal interfaces
In this section we use the unfolding trick to [9, 20] convert our boundary states from section 3
into conformal interfaces between different combinations of S1 and S1/Z2 theories.
Given two two-dimensional CFTs separated by a one-dimensional conformal interface (which
we denote by CFT1|CFT2), we can heuristically imagine folding along the interface to get a
conformal boundary in the tensor product theory CFT1 ⊗ CFT2, where CFT2 represents the
theory CFT2 with left- and right-movers interchanged (in practice we can accomplish this by
a simple worldsheet time-reversal). For our examples, the time reversal doesn’t change the
theory, but does act on individual states and operators.
Inverting this procedure, if we have a conformal boundary in the CFT1 ⊗ CFT2 theory,
then we can unfold it to obtain a conformal interface between CFT1 and CFT2. Again, being
somewhat schematic, if we can write
|B〉〉 =
∑
λ1,λ˜1,λ2,λ˜2
B
λ1,λ˜1,λ2,λ˜2
|λ1, λ˜1〉1 ⊗ |λ2, λ˜2〉2, (82)
where the λi and λ˜i denote states in the left- and right-moving Hilbert spaces of CFT1 and
CFT2 respectively, and Bλ1,λ˜1,λ2,λ˜2 are real coefficients, then the corresponding interface has
the form
O =
∑
λ1,λ˜1,λ2,λ˜2
B
λ1,λ˜1,λ2,λ˜2
|λ1, λ˜1〉1〈λ˜2, λ2|2. (83)
O maps operators in theory 2 to operators in theory 1. Since we had a conformal boundary
state satisfying
0 =
(
Ltotn − L˜tot−n
)
|B〉〉 =
(
L1n + L
2
n − L˜1−n − L˜2−n
)
|B〉〉, (84)
the interface will satisfy (
L1n − L˜1−n
)
O = O
(
L2n − L˜2−n
)
, (85)
and so it is called a conformal interface. We will generically use O as the symbol for an interface,
but when we want to stress that we have the same theory on either side of the interface (which
can also be called a defect), we will sometimes use I.
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Explicitly, for the circle theory, by considering how time reversal acts on the mode expansion
(3), one checks that the unfolding map acts as
|N,M〉2 → 〈−N,M |2, a2 †n → −a˜2n, a˜2 †n → −a2n. (86)
4.1 S1|S1 interfaces
We will first implement the unfolding procedure for the case of the (S1)2 boundary states we
have constructed, following [10]. We must make some preliminary comments on notation. An
example of a term which appears in the expansions of our boundary states is
eS
(+)
12 a
1 †
n a˜
2 †
n | − k2N, k1M〉1 ⊗ |k1N, k2M〉2. (87)
If we are being completely explicit, then this gets sent, under the unfolding map, to
∞∑
k=0
(−S(+)12 )k
k!
(a1 †n )
k| − k2N, k1M〉1〈−k1N, k2M |2(a2n)k. (88)
However, to save us from having to break every exponential up into explicit sums, we will
abbreviate this expression as
e−S
(+)
12 a
1 †
n a
2
n | − k2N, k1M〉1〈−k1N, k2M |2. (89)
With this understanding, we can write out the interfaces corresponding to the B(+) and
B(−) classes of boundary states
O(+)k1,k2(α;β) =
√
k21R
2
1 + k
2
2R
2
2
2R1R2
( ∞∏
n=1
eS
(+)
11 a
1 †
n a˜
1 †
n −S(+)12 a1 †n a2n−S(+)21 a˜2na˜1 †n +S(+)22 a˜2na2n
)
×
∑
N,M∈Z
e−iMα−iNβ | − k2N, k1M〉1〈−k1N, k2M |2, (90)
O(−)k1,k2(α;β) =
√
k21 + 4k
2
2R
2
1R
2
2
4R1R2
( ∞∏
n=1
eS
(−)
11 a
1 †
n a˜
1 †
n −S(−)12 a1 †n a2n−S
(−)
21 a˜
2
na˜
1 †
n +S
(−)
22 a˜
2
na
2
n
)
×
∑
N,M∈Z
e−iMα−iNβ |k1M,−k2N〉1〈−k1N, k2M |2. (91)
In the next section we will compute the fusion algebra of these conformal interfaces, but for
now we would like to point out two particular classes. Totally reflective interfaces satisfy(
L1n − L˜1−n
)
O = 0, O
(
L2n − L˜2−n
)
= 0, (92)
i.e. O is really a factorized product of boundary states, O ∼ |B1〉〉〈〈B2|. For the class of
interfaces above, these are simply the factorized cases with either k1 = 0 or k2 = 0. For many
purposes it will be useful to treat these cases separately from the non-factorized interfaces, so
for the factorized interfaces we will explicitly write the factorized form, e.g.
|N(α)〉〉1〈〈N(β)|2, |N(α)〉〉1〈〈D(β)|2, |D(α)〉〉1〈〈N(β)|2, |D(α)〉〉1〈〈D(β)|2. (93)
Then if we write O(η)k1,k2(α;β), we will be assuming that k1 and k2 are both nonzero.
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The second class of interfaces of particular interest are the totally transmissive, or topological
interfaces (see [18] for a complementary approach to the topological case), which satisfy
L1nO = OL2n, L˜1nO = OL˜2n. (94)
It turns out that this is the case precisely when S(±) is purely off-diagonal [10], i.e. when
ϑ = ±π4 , for O(+) interfaces, or θ = ±π4 for O(−) interfaces. In this case we have either
k1
k2
= ǫ
R2
R1
, or
k1
k2
= 2ǫR1R2, (95)
for O(+) or O(−) interfaces respectively, and where ǫ = ±1. Note that this can only happen
at specific radii, i.e. when R2 is a rational multiple of either R1 or of 1/R1. In these cases the
given interfaces are topological. As we will see when we compute the fusion algebras, global
symmetries are implemented by invertible topological interfaces, and in general topological
interfaces have nice properties under fusion.
4.2 S1|(S1/Z2) interfaces
For generic boundary states, the interfaces are essentially just given by symmetrizing the circle
interfaces,
O(η)SOk1,k2 (α;β) =
1√
2
O(η)k1,k2(α;β) +
1√
2
O(η)k1,−k2(α;−β). (96)
The SO superscript indicates that we have an S1 theory on the left and an orbifold theory
on the right of the interface. We will use OS and OO superscripts in the same way, and if a
superscript is omitted then it implicitly means we have SS.
The non-generic states only occur when either k1 or k2 vanishes, so these are only factorized
interfaces,
|N(α)〉〉1〈〈NO(β)|2, |N(α)〉〉1〈〈NO(β0, ǫ)〉〉2, |N(α)〉〉1〈〈DO(β)|2, |N(α)〉〉1〈〈DO(β0, ǫ)|2,
|D(α)〉〉1〈〈NO(β)|2, |D(α)〉〉1〈〈NO(β0, ǫ)〉〉2, |D(α)〉〉1〈〈DO(β)|2, |D(α)〉〉1〈〈DO(β0, ǫ)|2.
(97)
The topological defects again occur when the angle ϑ or θ equals π/4, which implies that
k1
k2
=
R2
R1
, or
k1
k2
= 2R1R2. (98)
Note that these are all generic states, and don’t involve any twisted sector pieces. This means
that for this case the topological defects all act as zero on the twisted sector part of the S1/Z2
Hilbert space. The only interfaces we have found that don’t involve a projection operator onto
the untwisted sector are the factorized, totally reflective interfaces.
Of course, interfaces of S1/Z2|S1 are completely analogous, with the obvious adjustments.
In particular, the generic states are now
O(η)OSk1,k2 (α;β) =
1√
2
O(η)k1,k2(α;β) +
1√
2
O(η)k1,−k2(−α;β). (99)
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4.3 (S1/Z2)|(S1/Z2) interfaces
For conformal interfaces between two S1/Z2 theories, we have the generic interfaces, which are
simply linear combinations of S1 interfaces, e.g.
O(η)OOk1,k2 (α;β) =
1
2
O(η)k1,k2(α;β)+
1
2
O(η)k1,−k2(−α;β)+
1
2
O(η)k1,−k2(α;−β)+
1
2
O(η)k1,k2(−α;−β). (100)
We also have the factorized, or totally reflective, interfaces which are related to factorized
products of boundary states such as
|NO(α0, ǫ)〉〉1〈〈DO(β0, ǫ′)|2, |NO(β)〉〉1〈〈NO(0, ǫ)|2, (101)
etc. Finally, in this case we have a third category of interfaces when k1 and k2 are both positive,
and α and β are both either 0 or π. These have the form
O(η)OOk1,k2 (α0;β0; ǫ) =
1
2
O(η)k1,k2(α0;β0) +
1
2
O(η)k1,−k2(α0;β0) + ǫO
(η)OO
tw . (102)
In this expression, the final term is a linear combination of terms of the form
1
2

 ∏
r∈Z+ 1
2
,r>0
eS
(η)
11 a
1 t †
r a˜
1 t †
r −S(η)12 a1 t †r a2 tr −S(η)21 a˜2 tr a˜1 t †r +S(η)22 a˜2 tr a2 tr

+
 ∏
r∈Z+ 1
2
,r>0
eS
(η)
11 a
1 t †
r a˜
1 t †
r +S
(η)
12 a
1 t †
r a
2 t
r +S
(η)
21 a˜
2 t
r a˜
1 t †
r +S
(η)
22 a˜
2 t
r a
2 t
r

 |γ0〉1〈δ0|2, (103)
where γ0 ∈ {0, πR1}, δ0 ∈ {0, πR2}, and which linear combination we should take for given
α0, β0 and η can be determined from the results enumerated in Table 1.
None of these last classes are reflective, but they can be topological, under the same condi-
tions (98) as before. In fact, these cases will play a prominent role as we identify the interesting
defects in this theory in the next section.
As with the corresponding (S1/Z2)
2 boundary states, we have threshold relations
lim
α→α0;β→β0
O(η)OOk1,k2 (α;β) = O
(η)OO
k1,k2
(α0;β0; +) +O(η)OOk1,k2 (α0;β0;−). (104)
5 Fusion of interfaces
Part of what makes the structure of conformal interfaces so rich is that they can be fused
together. An interface O from CFT2 to CFT1 can be combined with an interface O′ from
CFT3 to CFT2 to obtain a new conformal interface O′′ = O ◦ O′ going from CFT3 to CFT1.
We define the fusion by regularizing the ordinary product,
O ◦ O′ = lim
t→0
e2πd/tOe−tH2O′, (105)
where H2 is the Hamiltonian for CFT2, and d is a constant determined uniquely by the re-
quirement that we get a finite result. If either defect is topological, then regularization is not
necessary (i.e. d = 0), and the fusion can be defined by the ordinary product of operators. For
example, if O′ is topological, then
O ◦O′ = lim
t→0
Oe−tH2O′ = lim
t→0
OO′e−tH3 = OO′. (106)
Let us also note that if either interface is totally reflective, then the fusion is also totally
reflective, while if both interfaces are topological, then the fusion is topological.
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5.1 Fusion of factorized interfaces
In the case where both interfaces are factorized, then the fusion is very simple, and can be
read off from the annulus diagram computations of section 2. In particular, the regularization
procedure amounts to simply taking the coefficient of the leading term in the q˜ expansion. For
S1 boundary states, this is
(|B〉〉1〈〈N(α)|2) ◦
(|N(α′)〉〉2〈〈B′|3) = {2|B〉〉1〈〈B′|3, if |α′ − α| = π,|B〉〉1〈〈B′|3, otherwise. (107)
(|B〉〉1〈〈N(α)|2) ◦
(|D(β′)〉〉2〈〈B′|3) = |B〉〉1〈〈B′|3, (108)
(|B〉〉1〈〈D(β)|2) ◦
(|N(α′)〉〉2〈〈B′|3) = |B〉〉1〈〈B′|3, (109)
(|B〉〉1〈〈D(β)|2) ◦
(|D(β′)〉〉2〈〈B′|3) = {2|B〉〉1〈〈B′|3, if |β′ − β| = π,|B〉〉1〈〈B′|3, otherwise. (110)
Here |B〉〉1 and 〈〈B′|3 can be any boundary states, either in the S1 or S1/Z2 theory. Note that
the fusion coefficients are not continuous as we vary the parameters α and α′ or β and β′. This
discontinuity is an artifact of the regularization procedure. By this we mean that if we defined
a t-dependent product
O ⋄t O′ = Oe−tH2O′, (111)
then there is no discontinuity as we vary parameters. For the factorized states, the effect of
the regularization procedure (105) is to isolate the contribution of the ground state in the
open-string Hilbert space. The discontinuity arises when there is a cross-over of the open-string
ground state and the first excited state in the annulus diagram. The ground state then becomes
degenerate, and this results in a jump in the fusion coefficients. Since topological interfaces do
not require regularization, we will see that their fusion is continuous.
If the inner states are S1/Z2 boundary states, then using the results of B.2 (we omit results
that are related by exchanging left and right theories)
(|B〉〉1〈〈|NO(α)|2) ◦
(
NO(α
′)〉〉2〈〈B′|3
)
= |B〉〉1〈〈B′|3, (112)
(|B〉〉1〈〈|NO(α)|2) ◦
(
NO(α
′
0, ǫ
′)〉〉2〈〈B′|3
)
= |B〉〉1〈〈B′|3, (113)
(|B〉〉1〈〈|NO(α)|2) ◦
(
DO(β
′)〉〉2〈〈B′|3
)
= 2|B〉〉1〈〈B′|3, (114)
(|B〉〉1〈〈|NO(α)|2) ◦
(
DO(β
′
0, ǫ
′)〉〉2〈〈B′|3
)
= |B〉〉1〈〈B′|3, (115)
(|B〉〉1〈〈|NO(α0, ǫ)|2) ◦
(
NO(α
′
0, ǫ
′)〉〉2〈〈B′|3
)
=
{
2|B〉〉1〈〈B′|3, if α′0 = α0, ǫ′ = −ǫ, R2 = 1,
|B〉〉1〈〈B′|3, otherwise,
(116)
(|B〉〉1〈〈|NO(α0, ǫ)|2) ◦
(
DO(β
′)〉〉2〈〈B′|3
)
= |B〉〉1〈〈B′|3, (117)
(|B〉〉1〈〈|NO(α0, ǫ)|2) ◦
(
DO(β
′
0, ǫ
′)〉〉2〈〈B′|3
)
= |B〉〉1〈〈B′|3, (118)
(|B〉〉1〈〈|DO(β)|2) ◦
(
DO(β
′)〉〉2〈〈B′|3
)
= |B〉〉1〈〈B′|3, (119)
(|B〉〉1〈〈|DO(β)|2) ◦
(
DO(β
′
0, ǫ
′)〉〉2〈〈B′|3
)
= |B〉〉1〈〈B′|3, (120)
(|B〉〉1〈〈|DO(β0, ǫ)|2) ◦
(
DO(β
′
0, ǫ
′)〉〉2〈〈B′|3
)
=
{
2|B〉〉1〈〈B′|3, if α′0 = α0, ǫ′ = −ǫ, R2 = 12 ,
|B〉〉1〈〈B′|3, otherwise.
(121)
Note that if we restirct to R2 > 1/
√
2, then the R2 = 1/2 case in (121) doesn’t occur, and
regardless it is the T-dual of the R2 = 1 case in (116).
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5.2 Fusion of one non-factorized and one factorized interface
This computation is somewhat more involved, and can mostly be obtained as a special case of
the fully non-factorized computation. In particular, the oscillator contribution is obtained by
specialization at the end of Appendix C.1.1, and the zero mode contribution is worked out in
Appendix C.3.
The result for S1|S1 interfaces is [10, 19]
O(+)k1,k2(α;β) ◦
(|N(α′)〉〉2〈〈B′|3) = |k1|−1∑
j=0
|N(α+ k2α
′ + 2πj
k1
)〉〉1〈〈B′|3, (122)
O(+)k1,k2(α;β) ◦
(|D(β′)〉〉2〈〈B′|3) = |k2|−1∑
j=0
|D(−β + k1β
′ + 2πj
k2
)〉〉1〈〈B′|3, (123)
O(−)k1,k2(α;β) ◦
(|N(α′)〉〉2〈〈B′|3) = |k1|−1∑
j=0
|D(α+ k2α
′ + 2πj
k1
)〉〉1〈〈B′|3, (124)
O(−)k1,k2(α;β) ◦
(|D(β′)〉〉2〈〈B′|3) = |k2|−1∑
j=0
|N(−β + k1β
′ + 2πj
k2
)〉〉1〈〈B′|3. (125)
When the non-factorized interface is of OS type, the modification is simple,
O(+)OSk1,k2 (α;β) ◦
(|N(α′)〉〉2〈〈B′|3) = |k1|−1∑
j=0
|NO(α+ k2α
′ + 2πj
k1
)〉〉1〈〈B′|3, (126)
O(+)OSk1,k2 (α;β) ◦
(|D(β′)〉〉2〈〈B′|3) = |k2|−1∑
j=0
|DO(−β + k1β
′ + 2πj
k2
)〉〉1〈〈B′|3, (127)
O(−)OSk1,k2 (α;β) ◦
(|N(α′)〉〉2〈〈B′|3) = |k1|−1∑
j=0
|DO(α+ k2α
′ + 2πj
k1
)〉〉1〈〈B′|3, (128)
O(−)OSk1,k2 (α;β) ◦
(|D(β′)〉〉2〈〈B′|3) = |k2|−1∑
j=0
|NO(−β + k1β
′ + 2πj
k2
)〉〉1〈〈B′|3, (129)
with the understanding that we must use the threshold relation (40) when any of the arguments
on the right hand side coincide with either 0 or π.
Similarly, if the non-factorized interface is SO and the boundary state is of orbifold type,
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we get
O(+)SOk1,k2 (α;β) ◦
(|NO(α′)〉〉2〈〈B′|3) = |k1|−1∑
j=0
(
|N(α+ k2α
′ + 2πj
k1
)〉〉1〈〈B′|3
+|N(α− k2α
′ + 2πj
k1
)〉〉1〈〈B′|3
)
, (130)
O(+)SOk1,k2 (α;β) ◦
(|DO(β′)〉〉2〈〈B′|3) = |k2|−1∑
j=0
(
|D(−β + k1β
′ + 2πj
k2
)〉〉1〈〈B′|3
+|D(−β − k1β
′ + 2πj
k2
)〉〉1〈〈B′|3
)
, (131)
O(−)SOk1,k2 (α;β) ◦
(|NO(α′)〉〉2〈〈B′|3) = |k1|−1∑
j=0
(
|D(α+ k2α
′ + 2πj
k1
)〉〉1〈〈B′|3
+|D(α− k2α
′ + 2πj
k1
)〉〉1〈〈B′|3
)
, (132)
O(−)SOk1,k2 (α;β) ◦
(|DO(β′)〉〉2〈〈B′|3) = |k2|−1∑
j=0
(
|N(−β + k1β
′ + 2πj
k2
)〉〉1〈〈B′|3
+|N(−β − k1β
′ + 2πj
k2
)〉〉1〈〈B′|3
)
, (133)
or
O(+)SOk1,k2 (α;β) ◦
(|NO(α′0, ǫ′)〉〉2〈〈B′|3) = |k1|−1∑
j=0
|N(α+ k2α
′
0 + 2πj
k1
)〉〉1〈〈B′|3, (134)
O(+)SOk1,k2 (α;β) ◦
(|DO(β′0, ǫ′)〉〉2〈〈B′|3) = |k2|−1∑
j=0
|D(−β + k1β
′
0 + 2πj
k2
)〉〉1〈〈B′|3, (135)
O(−)SOk1,k2 (α;β) ◦
(|NO(α′0, ǫ′)〉〉2〈〈B′|3) = |k1|−1∑
j=0
|D(α+ k2α
′
0 + 2πj
k1
)〉〉1〈〈B′|3, (136)
O(−)SOk1,k2 (α;β) ◦
(|DO(β′0, ǫ′)〉〉2〈〈B′|3) = |k2|−1∑
j=0
|N(−β + k1β
′
0 + 2πj
k2
)〉〉1〈〈B′|3, (137)
Finally, we have fusion involving OO interfaces. When both the non-factorized and factor-
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ized interfaces have generic parameters, we find
O(+)OOk1,k2 (α;β) ◦
(|NO(α′)〉〉2〈〈B′|3) = |k1|−1∑
j=0
(
|NO(α+ k2α
′ + 2πj
k1
)〉〉1〈〈B′|3
+|NO(α− k2α
′ + 2πj
k1
)〉〉1〈〈B′|3
)
, (138)
O(+)OOk1,k2 (α;β) ◦
(|DO(β′)〉〉2〈〈B′|3) = |k2|−1∑
j=0
(
|DO(−β + k1β
′ + 2πj
k2
)〉〉1〈〈B′|3
+|DO(−β − k1β
′ + 2πj
k2
)〉〉1〈〈B′|3
)
, (139)
O(−)OOk1,k2 (α;β) ◦
(|NO(α′)〉〉2〈〈B′|3) = |k1|−1∑
j=0
(
|DO(α+ k2α
′ + 2πj
k1
)〉〉1〈〈B′|3
+|DO(α− k2α
′ + 2πj
k1
)〉〉1〈〈B′|3
)
, (140)
O(−)OOk1,k2 (α;β) ◦
(|DO(β′)〉〉2〈〈B′|3) = |k2|−1∑
j=0
(
|NO(−β + k1β
′ + 2πj
k2
)〉〉1〈〈B′|3
+|NO(−β − k1β
′ + 2πj
k2
)〉〉1〈〈B′|3
)
, (141)
making use of threshold relations as appropriate. When only one of the two interfaces is non-
generic, we get only the first of the two terms on the right hand side.
If both the non-factorized and factorized interfaces are non-generic, then the fusion must
be calculated on a case by case basis. Rather than enumerate all possibilities, we will focus on
the case where the non-factorized interface is O(+)OO1,1 (α0;β0; ǫ), because these are of the most
interest below. We have
O(+)OO1,1 (α0;β0; ǫ) ◦
(|NO(α′0, ǫ′)〉〉2〈〈B′|3) = |NO(α0 + α′0, (−1)β0α′0π2 ǫǫ′)〉〉1〈〈B′|3, (142)
O(+)OO1,1 (α0;β0; ǫ) ◦
(|DO(β′0, ǫ′)〉〉2〈〈B′|3) = |DO(β0 + β′0, (−1)α0(β0+β′0)π2 ǫǫ′)〉〉1〈〈B′|3.
(143)
In particular, we note that I(+)OO1,1 (0; 0;+) acts as the identity in these fusion products, mapping
each factorized interface to itself.
5.3 Fusion of non-factorized S1|S1 interfaces
In Appendix C.1, we review the computation of the fusion for the S1|S1 interfaces, as first done
by [10,19]. Here we quote the results,
O(η)k1,k2(α;β) ◦ O
(η′)
k′1,k
′
2
(α′;β′) =
G
(η′)
1 −1∑
j=0
G
(η′)
2 −1∑
j′=0
O(ηη′)
K
(η′)
1 ,K
(η′)
2
(α(η
′) +
2πj′
G
(η′)
2
;β(η
′) +
2πj
G
(η′)
1
), (144)
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where
G
(+)
1 = gcd(k2, k
′
1), G
(+)
2 = gcd(k1, k
′
2), G
(−)
1 = gcd(k1, k
′
1), G
(−)
2 = gcd(k2, k
′
2),
(145)
K
(+)
1 =
k1k
′
1
G
(+)
1 G
(+)
2
, K
(+)
2 =
k2k
′
2
G
(+)
1 G
(+)
2
, α(+) =
k′1α+ k2α
′
G
(+)
1 G
(+)
2
, β(+) =
k′2β + k1β
′
G
(+)
1 G
(+)
2
, (146)
and
K
(−)
1 =
k2k
′
1
G
(−)
1 G
(−)
2
, K
(−)
2 =
k1k
′
2
G
(−)
1 G
(−)
2
, α(−) =
k1α
′ − k′1β
G
(−)
1 G
(−)
2
, β(−) =
k2β
′ − k′2α
G
(−)
1 G
(−)
2
. (147)
One can confirm that the products of two topological interfaces are topological. For example,
if
k1
k2
= ζ
R2
R1
,
k′1
k′2
= 2ζ ′R2R3, (148)
where ζ and ζ ′ are ±1, then
K
(−)
1
K
(−)
2
=
k2k
′
1
k1k′2
= 2ζζ ′R1R3, (149)
so the results are topological.
Let’s now restrict to interfaces from one theory to itself, with R1 = R2 = R. In the language
of [19] these interfaces are called defects, and the collection of such defects are closed under
multiplication and addition, so they form a semigroup, or monoid, called the defect monoid. In
our case the topological η = + defects correspond to k1 = 1, k2 = ζ = ±1. These defects are not
only topological, but are also invertible, and generate the generic global symmetry U(1)2 ⋊ Z2
for the free boson at radius R, and their fusions simply realize this symmetry group,
I(+)1,ζ (α;β) ◦ I(+)1,ζ′ (α′;β′) = IND1,ζζ′(α+ ζα′;β′ + ζ ′β). (150)
Note in particular that I(+)1,1 (0; 0) is the identity defect,
I(+)1,1 (0; 0) ◦ O(η)k1,k2(α;β) = O
(η)
k1,k2
(α;β), O(η)k1,k2(α;β) ◦ I
(+)
1,1 (0; 0) = O(η)k1,k2(α;β). (151)
Another perspective on the identity interface is that if we write it out explicitly, we see that it
essentially represents the insertion of a complete set of normalized states,
I(+)1,1 (0; 0) =
∑
|ψ〉∈H
|ψ〉〈ψ|. (152)
The interfaces I(+)1,1 (α;β) implement translation or dual translation, and the interface I(+)1,−1(0; 0)
implements the reflection symmetry.
The η = − interfaces can only be topological at special values of R, when R2 is rational,
and they are only invertible at the self-dual radius R = 1/
√
2. At the self-dual radius however,
the I(−)1,±1(α;β) do enhance our set of global symmetry interfaces,
I(+)1,ζ (α;β) ◦ I(−)1,ζ′ (α′;β′) = I
(−)
1,ζζ′(ζα
′ − ζβ;β′ − ζζ ′α), (153)
I(−)1,ζ (α;β) ◦ I(+)1,ζ′ (α′;β′) = I(−)1,ζζ′(α+ ζα′;β′ + ζ ′β), (154)
I(−)1,ζ (α;β) ◦ I(−)1,ζ′ (α′;β′) = I
(+)
1,ζζ′(ζα
′ − ζβ;β′ − ζζ ′α). (155)
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These fusions hold at any radius (with I replaced by O), but they are only topological at the
self-dual radius. Note that although this has expanded the implemented global symmetries to
(U(1)⋊ Z2)
2, but this is still significantly less than the expected enhanced symmetry group of
SU(2)2/Z2. This indicates that we do not have a full enumeration of interfaces in general.
Another important interface is the radius-changing interface, O(+)1,1 (0; 0). If R2 = R1, then
it reduces to the identity interface discussed above, but for R2 6= R1 it is the (non-topological)
interface which implements the changing of the radius from R2 to R1.
Finally, we would like to point out one more set of interesting interfaces. Consider the case
when R1 = R2/m, for some positive integer m. Then O(+)m,±1(α;β) are topological. Note that
the R1 theory can be obtained from the R2 theory by performing a Zm orbifold, translating by
2πR2/m around the circle. We claim that O(+)m,1(0; 0) (the other topological interfaces mentioned
above can be obtained by acting on this one with a global symmetry interface) implements the
mapping between invariant states in the R2 theory and untwisted sector states in the orbifold
theory. Indeed,
O(+)m,1(0; 0)|N,M〉2 =
{√
m|Nm ,mM〉1, if N ≡ 0 (mod m),
0, otherwise.
(156)
Conversely, if R1 = mR2, then there is a topological interface O(+)1,m(0; 0) which does the same
for the quantum symmetry orbifold. The fusion of these two “orbifold interfaces” is
O(+)1,m(0; 0) ◦ O(+)m,1(0; 0) =
m−1∑
j=0
I(+)1,1 (0;
2πj
m
) = mΠZm , (157)
where for any group G
ΠG =
1
|G|
∑
g∈G
ρ(g), (158)
is the projector onto G-invariant states. In the case at hand, it is the Zm group of translation
by 2πR2/m. Similarly,
O(+)m,1(0; 0) ◦ O(+)1,m(0; 0) =
m−1∑
j′=0
O(+)1,1 (
2πj′
m
; 0) = mΠZ′m , (159)
projection onto the group of Zm dual translations.
5.4 Fusion involving orbifold interfaces
Using the results for fusion of S1|S1 interfaces, we can easily compute the fusion of any two
non-factorized interfaces as long as at least one of them is generic. We can summarize the
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results as follows
O ◦ O′SO =
∑∑
O˜SO, (160)
OOS ◦ O′ =
∑∑
O˜OS, (161)
OSO ◦ O′OS =
∑∑(
O˜ + Ô
)
, (162)
OOS ◦ O′SO =
∑∑
O˜OO, (163)
OSO ◦ O′OO =
∑∑(
O˜SO + ÔSO
)
, (164)
OOO ◦ O′OS =
∑∑(
O˜OS + ÔOS
)
, (165)
OOO ◦ O′OO =
∑∑(
O˜OO + ÔOO
)
, (166)
OSO ◦ O′OOǫ =
∑∑
O˜SO, (167)
OOOǫ ◦ O′OS =
∑∑
O˜OS, (168)
OOO ◦ O′OOǫ =
∑∑
O˜OO, (169)
OOOǫ ◦ O′OO =
∑∑
O˜OO, (170)
where we have used shorthand
OXY = O(η)XYk1,k2 (α;β), O′XY = O
(η′)XY
k′1,k
′
2
(α′;β′),
OOOǫ = O(η)OOk1,k2 (α;β; ǫ), O′OOǫ = O
(η′)OO
k′1,k
′
2
(α′;β′; ǫ),
∑∑
∼
G
(η′)
1 −1∑
j=0
G
(η′)
2 −1∑
j′=0
, O˜XY = O(ηη′)XY
K
(η′)
1 ,K
(η′)
2
(α(η
′) +
2πj′
G
(η′)
2
;β(η
′) +
2πj
G
(η′)
1
),
ÔXY = O(ηη′)XY
K
(η′)
1 ,K
(η′)
2
(α̂(η
′) +
2πj′
G
(η′)
2
; β̂(η
′) +
2πj
G
(η′)
1
), (171)
and
α̂(+) =
k′1α− k2α′
G
(+)
1 G
(+)
2
, β̂(+) =
k′2β − k1β′
G
(+)
1 G
(+)
2
, α̂(−) =
−k1α′ − k′1β
G
(−)
1 G
(−)
2
, β̂(−) =
−k2β′ − k′2α
G
(−)
1 G
(−)
2
.
(172)
In these expressions, X and Y can be either S or O, and we make use of the definitions (145),
(146), and (147).
What remains is the fusion of two non-generic non-factorized OOO interfaces. These can be
worked out on a case by case basis. In the next section we will compute the fusion algebra of
the topological interfaces for a theory at a fixed radius.
5.5 Identification of interesting non-factorized interfaces
The only S1|S1/Z2 interfaces of real interest for us are the “orbifold interfaces”. These are
O(+)SO1,1 (0; 0) and O(+)OS1,1 (0; 0) for the case R1 = R2. These interfaces are topological, and
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implement the isomorphism between invariant states of the circle theory and untwisted sector
states of the orbifold theory. Indeed, we have
O(+)OS1,1 (0; 0)
∞∏
n=1
(
a2 †n
)mn (
a˜2 †n
)m¯n |N,M〉2 = 1√
2
∞∏
n=1
(
a2 †n
)mn (
a˜2 †n
)m¯n |N,M〉2
+
1√
2
∞∏
n=1
(
−a2 †n
)mn (−a˜2 †n )m¯n | −N,−M〉2, (173)
so this interface projects onto invariant states and sends them to the untwisted sector of the
orbifold. Also,
O(+)SO1,1 (0; 0) ◦ O(+)OS1,1 (0; 0) = O(+)1,1 (0; 0) +O(+)1,−1(0; 0), (174)
which is the sum of the identity interface and the reflection interface, while
O(+)OS1,1 (0; 0) ◦ O(+)SO1,1 (0; 0) = O(+)OO1,1 (0; 0;+) +O(+)OO1,1 (0; 0;−), (175)
which projects onto untwisted sector states.
Let’s take a moment here to point out another case where we are missing interfaces that we
expect, just like the case of the missing symmetry interfaces in the S1 theory at the self-dual
radius. It is known that the S1/Z2 orbifold at the self-dual radius R2 = 1/
√
2 is isomorphic,
i.e. physically equivalent, to the S1 theory at twice the self-dual radius, R1 =
√
2. There should
then be an invertible topological interface which implements this isomorphism. However we
can easily find all the topological interfaces in this case,
O(+)SO1,2 (α;β), O(−)SO2,1 (α;β), (176)
or going the other way,
O(+)OS2,1 (α;β), O(−)OS2,1 (α;β). (177)
However, it is easy to check that these interfaces are not invertible. In fact, they don’t even see
the twisted sector states on the orbifold side at all, so they certainly can’t be the isomorphism
interfaces we expect (which should map twisted sector states into non-invariant states in the
S1 theory).
It should not come as a surprise that we are missing this interface, given that we were
missing some of the enhanced global symmetries at the self-dual radius. The easiest way to
prove the isomorphism between S1/Z2 at R = 1/
√
2 and S1 at R =
√
2 is to notice that they
are both given by Z2 orbifolds of the self-dual S
1 theory, and that the two Z2 subgroups in
question are conjugate inside the full SU(2)2/Z2 global symmetry group. Since we are missing
the interfaces that implement the conjugation, we shouldn’t be surprised that we are missing
the interface which implements the isomorphism.
Moving on to (S1/Z2)|(S1/Z2) interfaces, we will restrict ourselves to computing the fusion
algebra of the topological interfaces for a theory at a fixed radius. For generic radius, these will
exclusively be the I(+)OO1,1 interfaces. We find
I(+)OO1,1 (α;β) ◦ I(+)OO1,1 (α′;β′) = I(+)OO1,1 (α+ α′;β + β′) + I(+)OO1,1 (α− α′;β − β′),
(178)
I(+)OO1,1 (α;β) ◦ I(+)OO1,1 (α′0;β′0; ǫ′) = I(+)OO1,1 (α+ α′0;β + β′0), (179)
I(+)OO1,1 (α0;β0; ǫ) ◦ I(+)OO1,1 (α′;β′) = I(+)OO1,1 (α0 + α′;β0 + β′), (180)
I(+)OO1,1 (α0;β0; ǫ) ◦ I(+)OO1,1 (α′0;β′0; ǫ′) = I(+)OO1,1 (α0 + α′0;β0 + β′0; (−1)
β0α
′
0
π2 ǫǫ′). (181)
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We see that the generic interfaces are topological but not invertible. There are eight invertible
interfaces, I(+)OO1,1 (α0;β0; ǫ), that generate a global symmetry group D4, the dihedral group of
order eight. To verify this, we note that I(+)OO1,1 (0; 0;+) = e acts as the identity3, and if we
define a = I(+)OO1,1 (0;π; +), b = I(+)OO1,1 (π;π; +), then we can verify that a has order two, b has
order four, and that aba = b3.
At the self-dual radius, we have additional topological interfaces I(−)1,1 . Focusing only on the
non-generic ones, we compute
I(+)OO1,1 (α0;β0; ǫ) ◦ I(−)OO1,1 (α′0;β′0; ǫ′) = I(−)OO1,1 (α′0 + β0;β′0 + α0; (−1)
β0β
′
0
π2 ǫǫ′), (182)
I(−)OO1,1 (α0;β0; ǫ) ◦ I(+)OO1,1 (α′0;β′0; ǫ′) = I(−)OO1,1 (α0 + α′0;β0 + β′0; (−1)
β′0(α0+α
′
0)
π2 ǫǫ′),(183)
I(−)OO1,1 (α0;β0; ǫ) ◦ I(−)OO1,1 (α′0;β′0; ǫ′) = I(+)OO1,1 (α′0 + β0;β′0 + α0; (−1)
α′0(α0+β
′
0)
π2 ǫǫ′).(184)
These are all invertible and extend the realized global symmetry group to D8, the dihedral
group of order sixteen. It should not be a surprise at this point that this is still not the full
symmetry group for the S1/Z2 theory at the self-dual radius, which is expected to be enhanced
to (U(1) ⋊ Z2)
2.
Lastly, let us note that the invertible non-topological interface O(+)OO1,1 (0; 0;+), for the case
where R2 6= R1, has the correct behavior to be the radius-changing interface, i.e. the interface
which implements the marginal deformation from the S1/Z2 theory at radius R2 to the theory
at radius R1. Specifically, it reduces to the identity interface when R2 = R1, and it composes
correctly under fusion.
6 Remarks and future directions
We have constructed a large class of conformal interfaces between c = 1 theories, and there
have implicitly been many checks along the way - in particular the fact that our fusion algebra
involved only products that were nonnegative integer combinations of physical interfaces is a
strong indication that our constructions were consistent.
However, we have also noted that there are some interfaces still missing, such as the enhanced
symmetries at the self-dual radius or the isomorphism between the S1/Z2 theory at the self-
dual radius and the S1 theory at twice the self-dual radius. Related to these, there should
also be invertible interfaces between any S1/Z2 theory and any S
1 theory corresponding to
the marginal deformation which passes through that point. It would be very nice to construct
these missing pieces and hopefully get a complete classification of possible interfaces between
c = 1 theories, perhaps also including the isolated CFTs of the Ginsparg archipelago [25, 27].
For supersymmetric c = 3/2 models, it would be interesting to extend the results of [19] to the
other branches of theories found in [28].
Another direction of investigation would be to understand the Casimir forces between these
interfaces, or between interfaces and boundary conditions, and look for possible attractor mech-
anisms [9, 29].
Finally, it would be especially interesting to extend the algebra of conformal interfaces to
c ≤ 1, i.e. to include also the cases where one of the CFTs can be a minimal model, and in
3From the form of |v
(+)
1,1 (0; 0)〉
t, we can see that this interface indeed represents an insertion of a complete set
of normalized states of the orbifold theory.
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particular to understand the RG interfaces governing flow from the c = 1 theories to the c < 1
theories, and how those interfaces fuse with the ones studied in this paper. This might in
turn offer a new perspective on the space of two-dimensional conformal field theories and the
connections between them, along the lines of [30].
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A Theta functions
We use the following conventions for theta functions, where q = e2πiτ , y = e2πiz ,
ϑ1(τ, z) = −i
∑
n∈Z
(−1)n yn+ 12 q 12(n+ 12)
2
= 2q
1
8 sin(πz)
∞∏
m=1
(1− qm) (1− yqm) (1− y−1qm) ,
(185)
ϑ2(τ, z) =
∑
n∈Z
yn+
1
2 q
1
2(n+
1
2)
2
= 2q
1
8 cos(πz)
∞∏
m=1
(1− qm) (1 + yqm) (1 + y−1qm) , (186)
ϑ3(τ, z) =
∑
n∈Z
ynq
1
2
n2 =
∞∏
m=1
(1− qm)
(
1 + yqm−
1
2
)(
1 + y−1qm−
1
2
)
, (187)
ϑ4(τ, z) =
∑
n∈Z
(−1)n ynq 12n2 =
∞∏
m=1
(1− qm)
(
1− yqm− 12
)(
1− y−1qm− 12
)
. (188)
We will often use the theta function evaluated at z = 0, in which case we will usually omit that
argument, ϑi(τ) = ϑ(τ, 0). We will also be sloppy in passing between using τ as the function
argument versus using q, relying on context to differentiate between the two possibilities.
The Dedekind eta function is defined as
η(τ) = q
1
24
∞∏
m=1
(1− qm) . (189)
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Under the transformation τ → −1/τ , these functions transform as
η(−1
τ
) =
√−iτη(τ), (190)
ϑ1(−1
τ
,
z
τ
) = −ieπi z
2
τ
√−iτϑ1(τ, z), (191)
ϑ2(−1
τ
,
z
τ
) = eπi
z2
τ
√−iτϑ4(τ, z), (192)
ϑ3(−1
τ
,
z
τ
) = eπi
z2
τ
√−iτϑ3(τ, z), (193)
ϑ4(−1
τ
,
z
τ
) = eπi
z2
τ
√−iτϑ2(τ, z). (194)
B Annulus computations
B.1 S1 computations
The annulus computations generally split into an oscillator part and a zero-mode part. For the
oscillators in the circle theory, the most general possibility involves a product over n ∈ Z of
A(ǫǫ′)n = 〈0|eǫan a˜nqn
(
a†nan+a˜
†
na˜n
)
eǫ
′a†na˜
†
n |0〉, (195)
where ǫ and ǫ′ are ±. To compute this, we first note that a†nan and a˜†na˜n simply count the
number of a†n or a˜†n raising operators, i.e.
a†nan
(
a†n
)k
|0〉 = k
(
a†n
)k
|0〉, a˜†na˜n
(
a˜†n
)k
= k
(
a˜†n
)k
|0〉, (196)
and thus
q
n
(
a†nan+a˜
†
na˜n
)
eǫ
′a†na˜
†
n |0〉 = qn
(
a†nan+a˜
†
na˜n
) ∞∑
k=0
(ǫ′)k
k!
(
a†na˜
†
n
)k
|0〉 = ǫǫ′q2na†na˜†n |0〉. (197)
Next we observe that
〈0| (ana˜n)k
(
a†na˜
†
n
)ℓ
|0〉 = δkℓck, (198)
for some constants ck (if k 6= ℓ then we can move the extra operators through to annihilate the
corresponding vacuum). Proceeding by induction,
ck = 〈0| (ana˜n)k−1 an
[
a˜n,
(
a†na˜
†
n
)k]
|0〉
= k〈0| (ana˜n)k−1
[
an
(
a†n
)k](
a˜†n
)k−1
|0〉
= k2〈0| (ana˜n)k−1
(
a†na˜
†
n
)k−1
|0〉 = k2ck−1. (199)
Combining this with the fact that c0 = 1, we find that ck = (k!)
2, and finally
A(ǫǫ′)n =
∞∑
k,ℓ=0
ǫk(ǫ′q2n)ℓ
k!ℓ!
〈0| (ana˜n)k
(
a†na˜
†
n
)ℓ
|0〉 =
∞∑
k=0
(
ǫǫ′q2n
)k
=
1
1− ǫǫ′q2n . (200)
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In particular
∞∏
n=1
A(ǫǫ′)n =

q
1
12
η(q2)
, if ǫ = ǫ′,
q
1
12
√
2η(q2)
ϑ2(q2)
, if ǫ = −ǫ′.
(201)
Adding the zero-mode pieces, we get
〈〈N(α)|qH |N(α′)〉〉 = R
( ∞∏
n=1
A(−−)n
) ∑
M,M ′∈Z
eiMα−iM
′α′〈0,M |q(M ′)2R2− 112 |0,M ′〉
=
R
η(q2)
∑
M∈Z
eiM(α−α
′)qM
2R2 , (202)
〈〈N(α)|qH |D(β′)〉〉 = 1√
2
( ∞∏
n=1
A(−+)n
) ∑
M,N ′∈Z
eiMα−iN
′β′〈0,M |q
(N′)2
4R2
− 1
12 |N ′, 0〉
=
√
η(q2)
ϑ2(q2)
, (203)
〈〈D(β)|qH |D(β′)〉〉 = 1
2R
( ∞∏
n=1
A(++)n
) ∑
N,N ′∈Z
eiNβ−iN
′β′〈N, 0|q
(N′)2
4R2
− 1
12 |N ′, 0〉
=
1
2Rη(q2)
∑
N∈Z
eiN(β−β
′)q
N2
4R2 , (204)
which gives (15)-(17).
Finally we need to perform the modular transformation from q = e−T to q˜ = e−π
2/T . From
Appendix A we have (hopefully the reader is not too confused as we go back and forth between
η(q) and η(τ))
η(q2) = η(
iT
π
) =
√
π
T
η(
iπ
T
) =
√
π
T
η(q˜2), ϑ2(q
2) =
√
π
T
ϑ4(q˜
2). (205)
This is enough to get the mixed annulus,
〈〈N(α)|qH |D(β′)〉〉 =
√
η(q˜2)
ϑ4(q˜2)
, (206)
as in (19). For the other two, we also need to perform a Poisson resummation on the zero
modes. The general result for of the resummation that we will need is∑
n∈Z
e−πan
2+2πibn =
1√
a
∑
m∈Z
e−
π(m−b)2
a . (207)
Applying this to the zero mode sums, we get∑
M∈Z
eiM(α−α
′)qM
2R2 =
1
R
√
π
T
∑
M∈Z
q˜
1
R2
(M−α−α′
2π
)2 , (208)
∑
N∈Z
eiN(β−β
′)q
N2
4R2 = 2R
√
π
T
∑
N∈Z
q˜4R
2(N−β−β′
2π
)2 . (209)
Substituting these in (202) and (204) gives us (18) and (20).
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B.2 S1/Z2 computations
In the orbifold, the twisted sector computations are nearly identical, with
B(ǫǫ′)r = 〈0|eǫa
t
r a˜
t
rq
r
(
at †r a
t
r+a˜
t †
r a˜
t
r
)
eǫ
′at †r a˜
t †
r |0〉 = 1
1− ǫǫ′q2r . (210)
Then
t〈〈NO(α)|qHt |NO(α′)〉〉t = δαα′q
1
24
 ∏
r∈Z+ 1
2
,r>0
B(−−)r
 = δαα′
√
η(q2)
ϑ4(q2)
,
t〈〈NO(α)|qHt |DO(β′)〉〉t = (−1)
αβ′
π2
q
1
24√
2
 ∏
r∈Z+ 1
2
,r>0
B(−+)r
 = (−1)αβ′π2
√
η(q2)
2ϑ3(q2)
, (211)
t〈〈DO(β)|qHt |DO(β′)〉〉t = δββ′q
1
24
 ∏
r∈Z+ 1
2
,r>0
B(++)r
 = δββ′
√
η(q2)
ϑ4(q2)
. (212)
Then taking the combinations (35)-(38) we can compute all of the modular transformed
annulus amplitudes,
〈〈NO(α)|qH |NO(α′〉〉 = 1
η(q˜2)
(∑
M∈Z
q˜
1
R2
(M+α
′−α
2π
)2 +
∑
M∈Z
q˜
1
R2
(M+α
′+α
2π
)2
)
, (213)
〈〈NO(α)|qH |NO(α′0, ǫ′)〉〉 =
1
η(q˜2)
∑
M∈Z
q˜
1
R2
(M+
α−α′0
2π
)2 , (214)
〈〈NO(α)|qH |DO(β′)〉〉 = 2
√
η(q˜2)
ϑ4(q˜2)
, (215)
〈〈NO(α)|qH |DO(β′0, ǫ′)〉〉 =
√
η(q˜2)
ϑ4(q˜2)
, (216)
〈〈NO(α0, ǫ)|qH |NO(α′0, ǫ′)〉〉 =
1
2η(q˜2)
∑
M∈Z
q˜
1
R2
(M+
α′0−α0
2π
)2 + ǫǫ′δα0α′0
√
η(q˜2)
2ϑ2(q˜2)
, (217)
〈〈NO(α0, ǫ)|qH |DO(β′)〉〉 =
√
η(q˜2)
ϑ4(q˜2)
, (218)
〈〈NO(α0, ǫ)|qH |DO(β′0, ǫ′)〉〉 =
1
2
√
η(q˜2)
ϑ4(q˜2)
+
1
2
ǫǫ′ (−1)
α0β
′
0
π2
√
η(q˜2)
ϑ3(q˜2)
, (219)
〈〈DO(β)|qH |DO(β′)〉〉 = 1
η(q˜2)
(∑
N∈Z
q˜4R
2(N+β
′−β
2π
)2 +
∑
N∈Z
q˜4R
2(N+β
′+β
2π
)2
)
, (220)
〈〈DO(β)|qH |DO(β′0, ǫ′)〉〉 =
1
η(q˜2)
∑
N∈Z
q˜4R
2(N+
β−β′0
2π
)2 , (221)
〈〈DO(β0, ǫ)|qH |DO(β′0, ǫ′)〉〉 =
1
2η(q˜2)
∑
N∈Z
q˜4R
2(N+
β′0−β0
2π
)2 + ǫǫ′δβ0β′0
√
η(q˜2)
2ϑ2(q˜2)
, (222)
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and it is easily verified that these are thus all mutually Cardy consistent.
B.3 (S1)2 computations
For the oscillator part of an annulus computation in (S1)2, we need to compute
A(ǫǫ′)n (θ, θ′) = 〈0|ea
T
n ·S·a˜nqn
(
a†Tn an+a˜
† T
n a˜n
)
ea
† T
n ·S′·a˜†n |0〉, (223)
where we have assembled oscillators into two-vectors, aTn = (a
1
n, a
2
n), etc., and where
S =
(−ǫ cos(2θ) − sin(2θ)
−ǫ sin(2θ) cos(2θ)
)
, S′ =
(−ǫ′ cos(2θ′) − sin(2θ′)
−ǫ′ sin(2θ′) cos(2θ′)
)
, (224)
where ǫ and ǫ′ are ±, and without loss of generality 0 ≤ θ, θ′ < π.
First we note that, by the same arguments as in the S1 case,
q
n
(
a† Tn an+a˜
† T
n a˜n
)
ea
† T
n ·S′·a˜†n |0〉 = eq2na† Tn ·S′·a˜†n |0〉. (225)
Next, let us define
A = aTn · S · a˜n, B = a† Tn · S′ · a˜†n, (226)
and consider
〈0|AkBℓ|0〉 = δkℓck. (227)
After some algebra we get
ck = 〈0|Ak−1
[
A,Bk
]
|0〉
= k〈0|Ak−1
{(−ǫ cos(2θ)a1n − ǫ sin(2θ)a2n) (−ǫ′ cos(2θ′)a1 †n − ǫ′ sin(2θ′)a2 †n )
+
(− sin(2θ)a1n + cos(2θ)a2n) (− sin(2θ′)a1 †n + cos(2θ′)a2 †n )}Bk−1|0〉
= 〈0|Ak−1
{
−k(k − 1)ǫǫ′A† + k2 (1 + ǫǫ′) cos(2(θ′ − θ))B}Bk−2|0〉. (228)
Using the fact that [
A,A†
]
= a1na
1 †
n + a
2
na
2 †
n + a˜
1
na˜
1 †
n + a˜
2
na˜
2 †
n = 2 +Ntot, (229)
where Ntot is the number operator, we can show that
〈0|Ak−1A† = k(k − 1)〈0|Ak−2. (230)
Thus, we get the recursion relation
ck = k
2
(
1 + ǫǫ′
)
cos(2(θ′ − θ))ck−1 − ǫǫ′k2(k − 1)2ck−2. (231)
With initial values c0 = 1 and c1 = (1+ ǫǫ
′) cos(2(θ′ − θ)), we can solve this recursion. We find
ck =
{
(k!)2 sin(2(k+1)(θ
′−θ))
sin(2(θ′−θ)) , ǫ
′ = ǫ,
(k!)2 1+(−1)
k
2 , ǫ
′ = −ǫ.
(232)
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With these results, we get
A(ǫǫ′)n (θ, θ′) =
∞∑
k=0
q2nk
(k!)2
ck =
{
1
(1−e2i(θ′−θ)q2n)(1−e−2i(θ′−θ)q2n) , ǫ
′ = ǫ,
1
1−q4n , ǫ
′ = −ǫ. (233)
Now for the full amplitude we combine these results with the sum over the zero-modes.
We’ll start with the case in which both boundary states are ND, so ǫ = ǫ′ = +1. In this case
the annulus diagram is (dropping the overall normalization factors g and g′)
〈〈B(+)k1,k2(α;β)|qH |B
(+)
k′1,k
′
2
(α′;β′)〉〉
= q−
1
6
( ∞∏
n=1
A(++)n (ϑ, ϑ′)
) ∑
N,M,N ′,M ′∈Z
δk1N,k′1N ′δk1M,k′1M ′δk2N,k′2N ′δk2M,k′2M ′
× eiMα−iM ′α′+iNβ−iN ′β′q((k
′
1R1)
2+(k′2R2)
2)
(
(N′)2
4R2
1
R2
2
+(M ′)2
)
. (234)
If (k′1, k
′
2) = (k1, k2) (so also ϑ
′ = ϑ), then the Kronecker deltas simply enforce N ′ = N and
M ′ =M and the above result becomes
1
η(q2)2
∑
M,N∈Z
eiM(α−α
′)+iN(β−β′)q
(k21R21+k22R22)
(
N2
4R21R
2
2
+M2
)
. (235)
Performing a modular transformation, including Poisson resummation, leads to
2R1R2
k21R
2
1 + k
2
2R
2
2
1
η(q˜2)2
∑
M,N∈Z
q˜
4R21R
2
2
(
N−
β−β′
2π
)2
+
(
M−α−α
′
2π
)2
k21R
2
1+k
2
2R
2
2 , (236)
as in (53). If (k′1, k
′
2) = (−k1,−k2), then we can use the equivalence (50).
Otherwise (recalling that (k1, k2) and (k
′
1, k
′
2) are relatively prime pairs), it must be that
the ratios k1 : k
′
1 and k2 : k
′
2 are not equal, in which case the Kronecker deltas enforce N =
N ′ =M =M ′ = 0. In this case the annulus gives
2 sin(ϑ′ − ϑ)η(q2)
ϑ1(q2,
ϑ′−ϑ
π )
=
2i sin(ϑ′ − ϑ)q˜−
(
ϑ′−ϑ
π
)2
η(q˜2)
ϑ1(q˜2, i
ϑ′−ϑ
T )
. (237)
Finally, using
sin(ϑ′ − ϑ) = cos ϑ sinϑ′ − sinϑ cos ϑ′
=
(
k1R1√
k21R
2
1 + k
2
2R
2
2
)(
k′2R2√
(k′1R1)2 + (k
′
2R2)
2
)
−
(
k2R2√
k21R
2
1 + k
2
2R
2
2
)(
k′1R1√
(k′1R1)2 + (k
′
2R2)
2
)
,
(238)
we recover (54).
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The annulus diagram with two B(−) states is very similar, and can be obtained from the
above by T-duality, so the last annulus we need to compute is
〈〈B(+)k1,k2(α;β)|qH |B
(−)
k′1,k
′
2
(α′;β′)〉〉
= gg′q−
1
6
( ∞∏
n=1
A(+−)n (θ, θ′)
) ∑
N,M,N ′,M ′∈Z
δk2N,−k′1M ′δk1M,−k′2N ′δk1N,k′1N ′δk2M,k′2M ′
× eiMα−iM ′α′+iNβ−iN ′β′q((k
′
1)
2+4(k′2R1R2)
2)
(
(N′)2
4R2
2
+
(M′)2
4R2
1
)
. (239)
The Kronecker deltas enforce
N = k′1L, M = −k′2L, N ′ = k1L, M ′ = −k2L, L ∈ Z. (240)
Thus the annulus becomes
√
2gg′√
η(q2)ϑ2(q2)
∑
L∈Z
ei(k2α
′−k′2α−k1β′+k′1β)Lq
((k′1)2+4(k′2R1R2)2)(k21R21+k22R22)
4R2
1
R2
2
L2
. (241)
After modular transformation, we get
1√
η(q˜2)ϑ4(q˜2)
∑
L∈Z
q˜
4R21R
2
2(L− 12π (k2α′−k′2α−k1β′+k′1β))
2
(k21R21+k22R22)((k′1)2+4(k′2R1R2)2) , (242)
exactly as in (61).
B.4 (S1/Z2)
2 computations
In the orbifold we don’t need much more than we have already computed in the (S1)2 and
S1/Z2 sections. The only new part which needs some discussion is the twisted-sector oscillator
part. If we define
B(ǫǫ′)r (θ, θ′) = 〈0|ea
t T
r ·S(ǫ)·a˜trqr
(
at †Tr a
t
r+a˜
t †T
r a˜
t
r
)
ea
t † T
r ·S(ǫ′)·a˜t †r |0〉. (243)
Then the same manipulations as in the previous section give us
B(ǫǫ′)r (θ, θ′) =
{
1
(1−e2i(θ′−θ)q2r)(1−e−2i(θ′−θ)q2r) , ǫ
′ = ǫ,
1
1−q4r , ǫ
′ = −ǫ. (244)
And then, if ǫ′ = ǫ, we have ∏
r∈Z+ 1
2
,r>0
B(±±)r (θ′, θ) = q−
1
12
η(q2)
ϑ4(q2,
θ′−θ
π )
, (245)
and if ǫ′ = −ǫ, ∏
r∈Z+ 1
2
,r>0
B(±∓)r (θ′, θ) = q−
1
12
η(q2)√
ϑ3(q2)ϑ4(q2)
. (246)
Multiplying by the zero-mode contribution q
1
12 and performing a modular transformation, we
get
q˜
−
(
θ′−θ
π
)2
η(q˜2)
ϑ2(q˜2, i
θ′−θ
T )
, and
η(q˜2)√
ϑ2(q˜2)ϑ3(q˜2)
, (247)
respectively.
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C Fusion computations
C.1 S1 interface fusion
We would like to compute the fusion of two general interfaces between S1 theories, one taking
operators in a theory at radius R2 to operators in a theory at radius R1, and one going from
R3 to R2, finally obtaining an interface going from the R3 theory to the R1 theory. The
computation is formulated in section 5.3. As usual, the computation splits into an oscillator
part and a zero mode part.
C.1.1 Oscillator contribution
For the oscillators, what we must compute is the set of quantities
Cn = 2〈0|eS
(ǫ)
11 a
1 †
n a˜
1 †
n −S(ǫ)12 a1 †n a2n−S
(ǫ)
21 a˜
2
na˜
1 †
n +S
(ǫ)
22 a˜
2
na
2
n
× qn(a2na2 †n +a˜2na˜2 †n )eS(ǫ
′)
11 a
2 †
n a˜
2 †
n −S(ǫ
′)
12 a
2 †
n a
3
n−S(ǫ
′)
21 a˜
3
na˜
2 †
n +S
(ǫ′)
22 a˜
3
na
3
n |0〉2, (248)
where ǫ and ǫ′ are ±1. Here we may view the oscillators a1 †n , a˜1 †n , a3n, and a˜3n as c-numbers for
the purposes of this computation. We can use the same logic as in (197) in order to absorb the
q-dependence into the second exponential, and write
Cn = 2〈0|eAeB |0〉2, (249)
where
A = S
(ǫ)
11 a
1 †
n a˜
1 †
n − S(ǫ)12 a1 †n a2n − S(ǫ)21 a˜2na˜1 †n + S(ǫ)22 a˜2na2n, (250)
B = q2nS
(ǫ′)
11 a
2 †
n a˜
2 †
n − qnS(ǫ
′)
12 a
2 †
n a
3
n − qnS(ǫ
′)
21 a˜
3
na˜
2 †
n + S
(ǫ′)
22 a˜
3
na
3
n. (251)
To compute Cn, we will show that it satisfies a simple system of first order differential
equations. Indeed, we have
∂Cn
∂a1 †n
= 2〈0|eA
(
S
(ǫ)
11 a˜
1 †
n − S(ǫ)12 a2n
)
eB |0〉2
= S
(ǫ)
11 a˜
1 †
n Cn − S(ǫ)12 2〈0|eAeB
(
q2nS
(ǫ′)
11 a˜
2 †
n − qnS(ǫ
′)
12 a
3
n
)
|0〉2. (252)
Meanwhile,
∂Cn
∂a˜3n
= 2〈0|eAeB
(
−qnS(ǫ′)21 a˜2 †n + S(ǫ
′)
22 a
3
n
)
|0〉2. (253)
Hence,
∂Cn
∂a1 †n
=
(
S
(ǫ)
11 a˜
1 †
n + ǫ
′qn
S
(ǫ)
12
S
(ǫ′)
21
a3n
)
Cn + qnS
(ǫ)
12 S
(ǫ′)
11
S
(ǫ′)
21
∂Cn
∂a˜3n
, (254)
where we used the fact that det(S(ǫ
′)) = −ǫ′. Similar manipulations lead to
∂Cn
∂a˜1 †n
=
(
S
(ǫ)
11 a
1 †
n + ǫ
′qn
S
(ǫ)
21
S
(ǫ′)
12
a˜3n
)
Cn + qnS
(ǫ)
21 S
(ǫ′)
11
S
(ǫ′)
12
∂Cn
∂a3n
, (255)
∂Cn
∂a3n
=
(
S
(ǫ′)
22 a˜
3
n + ǫq
nS
(ǫ′)
12
S
(ǫ)
21
a1 †n
)
Cn + qnS
(ǫ)
22 S
(ǫ′)
12
S
(ǫ)
21
∂Cn
∂a˜1 †n
, (256)
∂Cn
∂a˜3n
=
(
S
(ǫ′)
22 a
3
n + ǫq
nS
(ǫ′)
21
S
(ǫ)
12
a˜1 †n
)
Cn + qnS
(ǫ)
22 S
(ǫ′)
21
S
(ǫ)
12
∂Cn
∂a1 †n
. (257)
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Then a little algebra gives
∂Cn
∂a1 †n
=
(
1− q2nS(ǫ)22 S(ǫ
′)
11
)−1 [(
S
(ǫ)
11 + ǫq
2nS
(ǫ′)
11
)
a˜1 †n + q
nS
(ǫ)
12 S
(ǫ′)
12 a
3
n
]
Cn, (258)
∂Cn
∂a˜1 †n
=
(
1− q2nS(ǫ)22 S(ǫ
′)
11
)−1 [(
S
(ǫ)
11 + ǫq
2nS
(ǫ′)
11
)
a1 †n + q
nS
(ǫ)
21 S
(ǫ′)
21 a˜
3
n
]
Cn, (259)
∂Cn
∂a3n
=
(
1− q2nS(ǫ)22 S(ǫ
′)
11
)−1 [
qnS
(ǫ)
12 S
(ǫ′)
12 a
1 †
n +
(
S
(ǫ′)
22 + ǫ
′q2nS(ǫ)22
)
a˜3n
]
Cn, (260)
∂Cn
∂a˜3n
=
(
1− q2nS(ǫ)22 S(ǫ
′)
11
)−1 [
qnS
(ǫ)
21 S
(ǫ′)
21 a˜
1 †
n +
(
S
(ǫ′)
22 + ǫ
′q2nS(ǫ)22
)
a3n
]
Cn. (261)
This fixes the form of Cn up to an arbitrary function of q,
Cn = f(q) exp
[(
1− q2nS(ǫ)22 S(ǫ
′)
11
)−1 ((
S
(ǫ)
11 + ǫq
2nS
(ǫ′)
11
)
a1 †n a˜
1 †
n + q
nS
(ǫ)
12 S
(ǫ′)
12 a
1 †
n a
3
n
+qnS
(ǫ)
21 S
(ǫ′)
21 a˜
3
na˜
1 †
n +
(
S
(ǫ′)
22 + ǫ
′q2nS(ǫ)22
)
a˜3na
3
n
)]
. (262)
Finally, we can fix f(q) by formally evaluating Cn with a1 †n = a˜1 †n = a3n = a˜3n = 0. We find
f(q) = 2〈0|eS
(ǫ)
22 a˜
2
na
2
neq
2nS
(ǫ′)
11 a
2 †
n a˜
2 †
n |0〉2. (263)
Writing
2〈0|
(
a˜2na
2
n
)k (
a2 †n a˜
2 †
n
)ℓ
|0〉2 = δkℓck, (264)
we have c0 = 1 and can show ck = k
2ck−1, which implies by induction that ck = (k!)2, and
hence
f(q) =
∞∑
k,ℓ=0
(
S
(ǫ)
22
)k (
q2nS
(ǫ′)
11
)ℓ
k!ℓ!
δkℓck =
1
1− q2nS(ǫ)22 S(ǫ
′)
11
. (265)
Thus,
Cn = 1
1− q2nS(ǫ)22 S(ǫ
′)
11
eM
(ǫǫ′)
11 a
1 †
n a˜
1 †
n −M (ǫǫ
′)
12 a
1 †
n a
3
n−M (ǫǫ
′)
21 a˜
3
na˜
1 †
n +M
(ǫǫ′)
22 a˜
3
na
3
n , (266)
where
M (ǫǫ
′) =
1
1− q2nS(ǫ)22 S(ǫ
′)
11
(
S
(ǫ)
11 + ǫq
2nS
(ǫ′)
11 −qnS(ǫ)12 S(ǫ
′)
12
−qnS(ǫ)21 S(ǫ
′)
21 S
(ǫ′)
22 + ǫ
′q2nS(ǫ)22
)
. (267)
We can obtain the special case where the second interface is factorized by formally setting
a3n = a˜
3
n = 0, while taking S
(ǫ′)
11 = −ǫ′, S(ǫ)11 = −ǫ cos(2θ), S(ǫ)22 = cos(2θ), giving a result
Cn = 1
1 + ǫ′q2n cos(2θ)
e−ǫǫ
′a1 †n a˜
1 †
n . (268)
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C.1.2 Zero mode contribution
The zero mode piece depends on whether each interface is O(+) or O(−). For the product of
two O(+) interfaces, we have
Z =
 ∑
N,M∈Z
e−iMα−iNβ | − k2N, k1M〉1〈−k1N, k2M |2

×
 ∑
N ′,M ′∈Z
e−iM
′α′−iN ′β′q
(
k′2N
′
2R2
)2
+(k′1M
′R2)2 | − k′2N ′, k′1M ′〉2〈−k′1N ′, k′2M ′|3
 (269)
Define
Gab′ = gcd(ka, k
′
b). (270)
Then the theory 2 matrix element will vanish unless
N =
k′2N
′′
G12′
, N ′ =
k1N
′′
G12′
, M =
k′1M
′′
G21′
, M ′ =
k2M
′′
G21′
, (271)
for some arbitrary integers N ′′ and M ′′. Then we get (relabeling N ′′ → N , M ′′ →M),
Z =
∑
N,M∈Z
e
−iM k
′
1α+k2α
′
G21′
−iN k
′
2β+k1β
′
G12′ q
(
k1k
′
2N
2G
12′
R2
)2
+
(
k2k
′
1MR2
G
21′
)2
× | − k2k
′
2N
G12′
,
k1k
′
1M
G21′
〉1〈−k1k
′
1N
G12′
,
k2k
′
2M
G21′
|3. (272)
C.1.3 Regularization
We’ll again start by considering only O(+) interfaces. Note that Z has a smooth limit as q → 1,
and we also have
lim
q→1
M (++) = S(+)(Θ), (273)
where
tanΘ = tan ϑ tanϑ′ =
k2R2
k1R1
k′2R3
k′1R2
=
k2k
′
2R3
k1k
′
1R1
. (274)
The only place we have a potential divergence is from the product of the f(q), which
contributes (we do the calculation for arbitrary ǫ and ǫ′ for use below)
∞∏
n=1
1
1− q2nS(ǫ)22 S(ǫ
′)
11
= exp
[
−
∞∑
n=1
ln
(
1− q2nS(ǫ)22 S(ǫ
′)
11
)]
= exp
 ∞∑
n=1
∞∑
k=1
(
q2nS
(ǫ)
22 S
(ǫ′)
11
)k
k

= exp
 ∞∑
k=1
(
S
(ǫ)
22 S
(ǫ′)
11
)k
k
q2k
1− q2k
 . (275)
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Now setting q = e−t and expanding in small t, we get
∞∑
k=1
(
S
(ǫ)
22 S
(ǫ′)
11
)k
k
(
1
2kt
− 1
2
+O(t)
)
=
1
2t
Li2(S
(ǫ)
22 S
(ǫ′)
11 ) +
1
2
ln(1− S(ǫ)22 S(ǫ
′)
11 ) +O(t), (276)
where Li2(x) =
∑∞
k=1 x
k/k2 is the dilogarithm function. Thus to regulate we take
d = − 1
4π
Li2(S
(ǫ)
22 S
(ǫ′)
11 ). (277)
Note that if either interface is topological, in which case either S(ǫ) or S(ǫ
′) is purely off-diagonal,
then d = 0 and we don’t actually need a regulator.
With d computed, we can take t to zero, obtaining
lim
t→0
e2πdt
∞∏
n=1
1
1− q2nS(ǫ)22 S(ǫ
′)
11
=
√
1− S(ǫ)22 S(ǫ
′)
11 . (278)
For ǫ = ǫ′ = +, this is√
1− S(+)22 S(+)11 =
√
1 + cos(2ϑ) cos(2ϑ′) =
√
2R22 ((k1k
′
1R1)
2 + (k2k
′
2R3)
2)
((k1R1)2 + (k2R2)2) ((k
′
1R2)
2 + (k′2R3)2)
. (279)
C.1.4 Full result
Returning to the full fusion of two ND interfaces, we find
O(+)k1,k2(α;β) ◦ O
(+)
k′1,k
′
2
(α′;β′)
=
√
(k1k′1R1)2 + (k2k
′
2R3)
2
2R1R3
( ∞∏
n=1
eS
(+)
11 a
1 †
n a˜
1 †
n −S(+)12 a1 †n a3n−S
(+)
21 a˜
3
na˜
1 †
n +S
(+)
22 a˜
3
na
3
n
)
×
∑
N,M∈Z
e
−iM k
′
1α+k2α
′
G
21′
−iN k
′
2β+k1β
′
G
12′ | − k2k
′
2N
G12′
,
k1k
′
1M
G21′
〉1〈−k1k
′
1N
G12′
,
k2k
′
2M
G21′
|3, (280)
where G12′ and G21′ are defined by (270).
UnlessG12′ = G21′ (in which caseG12′ = G21′ = 1, since one can check thatG12′ andG21′ are
relatively prime), this is not yet manifestly in the desired form of being a linear combination of
our defects, since for instance the coefficient of −N in the ket does not agree with the coefficient
of M in the bra. To fix this, we note that we can trivially rewrite the sums by replacing
N = N ′/G21′ , M =M ′/G12′ and summing over N ′ and M ′, but restricted to multiples of G21′
and G12′ respectively. Next we observe that this restriction can be implemented by summing
over all integers while inserting some finite sum projectors. Explicitly, for any summand cN ′M ′
we have
∑
N ′,M ′∈Z,G21′ |N ′,G12′ |M ′
cN ′M ′ =
1
G12′G21′
G21′−1∑
j=0
G12′−1∑
j′=0
∑
N,M∈Z
e
−2πi Nj
G
21′
−2πi Mj′
G
12′ cNM . (281)
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Using this trick, we have
O(+)k1,k2(α;β)◦O
(+)
k′1 ,k
′
2
(α′;β′) =
√
K21R
2
1 +K
2
2R
2
3
2R1R3
( ∞∏
n=1
eS
(+)
11 a
1 †
n a˜
1 †
n −S(+)12 a1 †n a3n−S(+)21 a˜3na˜1 †n +S(+)22 a˜3na3n
)
×
G21′−1∑
j=0
G12′−1∑
j′=0
∑
N,M∈Z
e
−iM
(
α′′+ 2πj
′
G
12′
)
−iN
(
β′′+ 2πj
G
21′
)
| −K2N,K1M〉1〈−K1N,K2M |3, (282)
where
K1 =
k1k
′
1
G12′G21′
, K2 =
k2k
′
2
G12′G21′
. (283)
So finally, we can write the general fusion of two ND defects as
O(+)k1,k2(α;β) ◦ O
(+)
k′1,k
′
2
(α′;β′) =
G21′−1∑
j=0
G12′−1∑
j′=0
O(+)K1,K2(α′′ +
2πj′
G12′
;β′′ +
2πj
G21′
). (284)
Similar manipulations can be used to compute the other fusions,
O(+)k1,k2(α;β) ◦ O
(−)
k′1,k
′
2
(α′;β′) =
G11′−1∑
j=0
G22′−1∑
j′=0
O(−)
K ′1,K
′
2
(α′′′ +
2πj′
G22′
;β′′′ +
2πj
G11′
), (285)
O(−)k1,k2(α;β) ◦ O
(+)
k′1,k
′
2
(α′;β′) =
G21′−1∑
j=0
G12′−1∑
j′=0
O(−)K1,K2(α′′ +
2πj′
G12′
;β′′ +
2πj
G21′
), (286)
O(−)k1,k2(α;β) ◦ O
(−)
k′1,k
′
2
(α′;β′) =
G11′−1∑
j=0
G22′−1∑
j′=0
O(+)K ′1,K ′2(α
′′′ +
2πj′
G22′
;β′′′ +
2πj
G11′
), (287)
where we have defined
α′′ =
k′1α+ k2α
′
G12′G21′
, β′′ =
k′2β + k1β
′
G12′G21′
, (288)
as well as
K ′1 =
k2k
′
1
G11′G22′
, K ′2 =
k1k
′
2
G11′G22′
, α′′′ =
k1α
′ − k′1β
G11′G22′
, β′′′ =
k2β
′ − k′2α
G11′G22′
. (289)
These results can be combined to give (144).
C.2 Twisted sector fusion
For the pieces of interfaces involving twisted sector states, the ground state part is very simple.
We simply need to consider the contribution from the oscillator portion, and in particular
implement the regularization procedure. In the computation of Cn in section C.1.1, we never
used the fact that n, was an integer, so repeating the computation for half-integer r gives, the
same result,
Cr = 1
1− q2rS(ǫ)22 S(ǫ
′)
11
eM
(ǫǫ′)
11 a
1 t †
r a˜
1 t †
r −M (ǫǫ
′)
12 a
1 t †
r a
3 t
r −M (ǫǫ
′)
21 a˜
3 t
r a˜
1 t †
r +M
(ǫǫ′)
22 a˜
3 t
r a
3 t
r , (290)
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where
M (ǫǫ
′) =
1
1− q2rS(ǫ)22 S(ǫ
′)
11
(
S
(ǫ)
11 + ǫq
2rS
(ǫ′)
11 −qrS(ǫ)12 S(ǫ
′)
12
−qrS(ǫ)21 S(ǫ
′)
21 S
(ǫ′)
22 + ǫ
′q2rS(ǫ)22
)
. (291)
For the product of a non-factorized interface with a boundary state, we get the result by
setting a3 tr = a˜
3 t
r = 0,
Cr = 1
1 + ǫ′q2r cos(2θ)
e−ǫǫ
′a1 t †r a˜
1 t †
r . (292)
For the reqularization, the potential divergences again come only from the product of the
factors in front of Cr,
∏
r∈Z+ 1
2
,r>0
1
1− q2rS(ǫ)22 S(ǫ
′)
11
= exp
− ∑
r∈Z+ 1
2
,r>0
ln
(
1− q2rS(ǫ)22 S(ǫ
′)
11
)
= exp
 ∑
r∈Z+ 1
2
,r>0
∞∑
k=1
(
q2rS
(ǫ)
22 S
(ǫ′)
11
)k
k

= exp
 ∞∑
k=1
(
S
(ǫ)
22 S
(ǫ′)
11
)k
k
(
qk
1− qk −
q2k
1− q2k
)
= exp
 ∞∑
k=1
(
S
(ǫ)
22 S
(ǫ′)
11
)k
k
qk
1− q2k
 . (293)
Now setting q = e−t and expanding in small t, we get in the exponent
∞∑
k=1
(
S
(ǫ)
22 S
(ǫ′)
11
)k
k
(
1
2kt
+O(t)
)
=
1
2t
Li2(S
(ǫ)
22 S
(ǫ′)
11 ) +O(t), (294)
where Li2(x) =
∑∞
k=1 x
k/k2 is the dilogarithm function. Thus to regulate we take
d = − 1
4π
Li2(S
(ǫ)
22 S
(ǫ′)
11 ). (295)
This is the same value of d that we got in the untwisted sector, indicating that both sectors
can contribute to the fusion, as one might expect. The difference here is that there is no extra
normalization factor, which also matches our expectations. Indeed, taking t to zero, we get
lim
t→0
e2πdt
∏
r∈Z+ 1
2
,r>0
1
1− q2rS(ǫ)22 S(ǫ
′)
11
= 1. (296)
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C.3 Non-factorized with factorized fusion
We can use the same techniques to compute the fusion of one non-factorized S1|S1 interface,
O(±)k1,k2(α;β), k1, k2 6= 0, with an S1 boundary state. For example, we have
O(+)k1,k2(α;β) ◦
(|N(α′)〉〉2〈〈B′|3) = k1√R1( ∞∏
n=1
e−a
1 †
n a˜
1 †
n
) ∑
N,M,M ′∈Z
e−iMα−iNβ−iM
′α′
×| − k2N, k1M〉1〈−k1N, k2M |0,M ′〉2〈〈B′|3
= k1
√
R1
( ∞∏
n=1
e−a
1 †
n a˜
1 †
n
) ∑
M∈Z
e−iM(α+k2α
′)|0, k1M〉1〈〈B′|3
=
k1−1∑
j=0
|N(α+ k2α
′ + 2πj
k1
)〉〉1〈〈B′|3. (297)
Similarly, we can compute
O(+)k1,k2(α;β) ◦
(|D(β′)〉〉2〈〈B′|3) = k2−1∑
j=0
|D(−β + k1β
′ + 2πj
k2
)〉〉1〈〈B′|3, (298)
O(−)k1,k2(α;β) ◦
(|N(α′)〉〉2〈〈B′|3) = k1−1∑
j=0
|D(α+ k2α
′ + 2πj
k1
)〉〉1〈〈B′|3, (299)
O(−)k1,k2(α;β) ◦
(|D(β′)〉〉2〈〈B′|3) = k2−1∑
j=0
|N(−β + k1β
′ + 2πj
k2
)〉〉1〈〈B′|3. (300)
For fusions of this sort that also involve twisted sectors, we also need combinations of terms
like
 ∏
r∈Z+ 1
2
,r>0
eS
(η)
11 a
1 t †
r a˜
1 t †
r −S(η)12 a1 t †r a2 tr −S
(η)
21 a˜
2 t
r a˜
1 t †
r +S
(η)
22 a˜
2 t
r a
2 t
r
 |γ0〉1〈δ0|2

◦

 ∏
r∈Z+ 1
2
,r>0
e−η
′a2 t †r a˜
2 t †
r
 |γ′0〉2〈〈B′|3

= δδ0γ′0
 ∏
r∈Z+ 1
2
,r>0
e−ηη
′a1 t †r a˜
1 t †
r
 |γ0〉1〈〈B′|3. (301)
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