The human brain is organized in functional modules. Such an organization poses a conundrum: modules ought to be sufficiently independent to guarantee functional specialization and sufficiently connected to bind multiple processors for efficient information transfer. It is commonly accepted that small-world architecture may solve this problem. However, there is intrinsic tension between shortcuts generating small-worlds and the persistence of modules. Here we provide a solution to this puzzle. We show that the functional brain network formed by percolation of strong links is highly modular. Contrary to the common view, modules are self-similar and therefore are very far from being small-world. Incorporating the weak ties to the network converts it into a small-world preserving an underlying backbone of well-defined modules. Weak ties are organized precisely as predicted by theory maximizing information transfer with minimal wiring costs. This tradeoff architecture is reminiscent of the "strength of weak ties" crucial concept of social networks and provides a natural solution to the puzzle of efficient information flow in the highly modular structure of the brain.
destroy the modules.
Hence, the concept of a small-world network is not adequate by itself to explain the modular and integration features of brain networks on its own. We propose that a solution to modularity and broad integration can be achieved by a network comprised by two different layers: a layer formed by strong links with a highly modular, non small-world topology and an underlying network of weak ties which establish shortcuts between modules converting it to a non-structured (non-modular) small-word network. At low connectivity thresholds, when the network is fully connected, weak connections confer small-world properties in agreement with most previous observations. This proposal is inspired by a fundamental notion of sociology termed "the strength of weak ties" [17, 18] : according to this theory, strong ties (close friends) clump together forming modules. An acquaintance (weak tie) becomes a crucial bridge (a shortcut) between the two densely knit clumps (modules) of close friends [17] .
Interestingly, this idea emerges also in neuronal circuits [13] where stronger connections tend to be more clustered than weaker ones, a structure referred to as a skeleton of stronger connections in a sea of weaker ones. This theme also emerges in theoretical models of large-scale cognitive architecture. Integration of information across modules is referred as the binding problem in psychology [3] . Several theories have suggested mechanisms based on dynamic binding [4, 19] or on a workspace system [1, 20] . For instance, the workspace model [1, 20] proposes that a flexible routing system with dynamic and comparably weaker connections transiently connects modules with very strong connections carved by long-term learning mechanisms.
Here we set out to investigate whether in effect, brain networks conform to a two layer structure determined by scale and strength of connections.
Network analisys.-We capitalize on a well-known dual-task paradigm, the psychological refractory period [21] in which stimuli from different sensory modalities (visual and auditory) have to be routed to different motor effectors (in our experiment the motor effectors are the left and right hand, see Section I). The temporal gap between the auditory and visual stimuli varied in four different conditions of 0, 300, 900 and 1200 ms. A total of 16 subjects had to respond with the right hand to the visual stimulus and with the left hand to the auditory stimulus. The sequence of activated regions which unfolds during the execution of the task has been reported in a previous manuscript [22] . Here we investigate how this broad activated region organizes in a network which may achieve modularity and compactness.
Our network analysis relies on time-resolved fMRI based on the phase signal [22] . We first compute the phase of the BOLD-fMRI response on each trial, each subject, and each voxel [22] . We then determine the correlation matrix 0 ≤ c ij ≤ 1 between the i-th and j-th voxel measuring the phase correlation between the corresponding pair of voxels for each individual subject and condition (see Section II). Here we do not explore the differences in networks between different conditions. Rather, we consider them as independent experiments, generating a total of 64 different networks, one for each condition of temporal gap and subject.
The connectivity between voxels can be naturally mapped to a percolation problem defined in the N × N space of interactions c ij [23] . We consider each voxel (comprising a volume of 1 mm
3 ) as a node in the network. A link or tie between nodes i and j exists if c ij > p for a given threshold p (see Section III).
In general, the size of the largest component of connected links in a percolation process remains very small for small p and increases abruptly through a critical phase transition at p c , in which a single largest connected component spans the whole system [23] . A single incipient connected component of nodes is expected to appear if the links in the network are occupied at random without correlations, i.e. when the probability to find an active bond is uncorrelated with the activity of all the other bonds in the network. When this percolation analysis is applied to the functional brain network a more complex picture emerges revealing non-trivial correlations in brain activity.
For each participant, we calculate the size of the largest connected component as we lower the percolation threshold from p = 1 to 0. We find that, for all participants and stimuli in this study, the size of the largest connected component increases progressively with a series of sharp jumps (Fig. 1A) . This is indicative of a multiplicity of percolating components which subsequently merge as p decreases rather than a single spanning component emerging at a single critical p as expected for uncorrelated percolation. Each of these jumps define a single percolation transition focused on groups of voxels which are highly correlated, constituting a well-defined module, as shown in Fig. 1B for a typical individual.
Therefore, to identify the modules, we locate the percolation threshold around the first jump in the size of the largest connected component when p is lowered from p = 1 towards p = 0 that yields three modules of at least 1,000 voxels each (p c = 0.979 in the example of 
defines the Euclidean Haussdorf fractal dimension, d f = 2.1 ± 0.2. The scaling with ℓ max and ℓ is consistent with Eq. (1) as seen in Fig. 2 . The fractal dimension d f quantifies how densely the area is covered by a specific module.
Equation (1) indicates that all modules, taken globally have a self-similar structure.
We next investigate whether the internal structure of each module is also scale-invariant.
This can be investigated applying renormalization group (RG) analysis for complex networks [16, 24, 25] . This technique allows one to observe the network at different scales transforming it into successively simpler copies of itself, which can be used to detect characteristics which are difficult to identify at a specific scale of observation [24] . Here we use this technique to characterize sub-modular structure within each module obtained from percolation analysis.
Each module identified by percolation is first tiled with the minimum possible number of boxes or sub-modules, N B , of a given chemical distance ℓ B . The requirement that the number of boxes should be minimized poses an optimization problem which can be solved using the box-covering algorithm explained in [26] (see Section IV and We apply the box-covering algorithm to perform a RG analysis to each of the percolation modules. Figure 3B shows the scaling of N B versus ℓ B averaged over all the modules for all individuals and stimuli. This property is quantified in the power-law relation:
where d B is the box fractal dimension [16, 24, 25] . This relatively small value means that the modules are not very dense, resembling more a tree-like structure, enriched with small-scale features such as loops and dangling ends, while at large-scale it presents a more linear form. Combining both results, we find that globally the ensemble of brain modules forms a self-similar structure characterized by Eq.
(1). Locally, each module is in turn hierarchically formed by constituting submodules with a self-similar relation as indicated by Eq. (2). These submodules have a large modularity as indicated by scaling analysis in Section VI.
A surprising consequence of Eqs. (1) and (2) is that the network at high p-values (i.e.
determined by strong links) lacks the small-world logarithmic scaling ℓ ∼ log N c [6] believed to be necessary for efficient information transfer in the network [5, 7] . Indeed, a fractal network [24] poses much larger distances than those appearing in small-worlds: a distance ℓ max ∼ 100 observed in Fig Our next aim is to characterize this two-layer network formed by an underlying fractal structure determined by strong links, shortcutted by weak ties. The spatial distribution of shortcuts (the weak links) will determine topological properties of the network. When the cumulative probability distribution to find a Euclidean distance between two connected nodes, r ij , larger than r follows a power-law:
statistical physics makes precise predictions about optimization schemes for global function of the network as a function of the relation between the shortcut exponent α and the dimension of the network d f [16, 27, 28] . Specifically, there are three critical values for α as shown schematically in Fig. 4D . If α is too large then shortcuts will not be sufficiently long and the network will behave as fractal, similarly to the underlying structure. Below a critical value determined by the relation α < 2d f [16] , shortcuts are sufficient to convert the network in a small world. Within this regime there are two significant optimization values:
(i) Wiring cost minimization with full routing information. This assumes a network of dimension d f , over which short-cuts are added to optimize communication, with a wiring cost constraint proportional to the total shortcut length. It is also assumed that coordinates of the network are known, i.e. it is the shortest path that it is being minimized. Under these circumstances it is found that the optimal distribution of shortcuts corresponds to a power-law Eq. (3) with α = d f + 1 [28] . This precise scaling is found in the US airport network [29] where a cost limitation applies to maximize profits.
(ii) Decentralized searches with only local information. This corresponds to the classic Milgram's "small-world experiment" of decentralized search in social networks [27] , where a person (a node) has knowledge of local links and of the final destination but not of the intermediate routes. Under these circumstances, which also apply to routing packets in the Internet, the problem corresponds to a greedy search, rather than to optimization of the minimal path. The optimal relation is obtained when α = d f [16, 27] .
Hence, the analysis of the distribution of shortcuts provides information both on the topology of the resulting network and on which transport procedure is optimized. To investigate how short-cuts are distributed, we analyze the cumulative probability distribution of the Euclidean length between two nodes i, j connected by the weak ties. This distribution reveals a well defined power-law behavior Eq. (3) with an exponent α = 3.1 ± 0.1 (see Fig.   4E ). Given the value obtained in Eq. (1), d f = 2.1, this implies that the network composed of strong and weak links is small-world (α < 2d f ) and optimizes wiring cost assuming full knowledge of routing information (α = d f + 1).
The existence of modular organization of strong ties in a sea of weak ties is reminiscent of the structure found to bind dissimilar communities in social networks. Granovetter's work on social networks [17, 18] proposes the existence of weak ties to cohese well-defined social groups into a large-scale social network. Such a two-scale structure has a large impact on the diffusion and influence of information across the entire social structure. Our observation of this two-layer organization in brain networks suggests that it may be a ubiquitous natural solution to the puzzle of information flow in highly modular structures.
Previous studies have found that wiring of neuronal networks at the cellular level is close to optimal [13, 30] . Specifically it is found that long-range connections do not minimize wiring but achieve network benefits. In agreement with this observation, at the mesoscopic 8 scale explored here, we find an optimization which reduces wiring cost while maintaining network proximity. An intriguing element of our observation is that this minimization as- bilateral visual occipito-temporal cortices, bilateral auditory cortices, motor, premotor and cerebellar cortices, and a large-scale bilateral parieto-frontal structure [22] . We performed an analysis of the phase signal [22] which can yield a temporal resolution for whole-brain imaging of about ∼100-200 ms, well beyond the typical resolution of fMRI, which is in the range of ∼1s.
II. PHASE CORRELATIONS AND FUNCTIONAL BRAIN NETWORK
We use network theory concepts for the analysis of correlations between different brain areas, based on the temporal activation of voxels when a subject responds to an external stimulus. We reconstruct the network topology of brain voxels, where a network link indicates a high correlation in the phase-space activity of the two connected voxels, and compare this structure with the corresponding topology of the voxel location in the brain.
For each participant and each stimulus we have recorded the time evolution of the phase over 440 s for all brain voxels, a i (t). Thus, we have a total of 64 measurements, as resulting from the 4 different stimuli presented to the 16 subjects. For our analysis, we create a mask where we only keep voxels which were activated in more than 75% of the cases, i.e. in at 18 least 48 instances.
We consider the phase difference a i (t)−a j (t) as a function of time between any two voxels i and j in the activated mask, averaged over T = 40 snapshots for each subject/stimulus. The number of activated voxels is around N ≈ 60, 000, slightly varying for different individuals.
The correlation c ij between two voxels is given by
We link two voxels if their correlation c ij is larger than a threshold value p. The resulting network is a representation of functional relations among voxels for a specific subject and stimulus.
III. PERCOLATION
We use percolation theory [23] to identify the functional modules resulting from the correlation between the phases of two voxels. The topology of this network strongly depends on the value of p. The variation of p describes a percolation process. A large p value enables isolated module identification, since only the strongest (i.e. more correlated) functional links between voxels are preserved. As p is lowered, these modules get progressively merged to larger entities and the emphasis is shifted towards large-scale properties of the spanning network. Figure 1B lower right panel shows a sample module in network space.
The complex network representation reveals functional links between brain areas, but cannot directly reveal spatial correlations. Since voxels are embedded in space, we also study the topological features of modules in three dimensions, where now voxels assume their known positions in the brain and links between them are transferred from the corresponding network, i.e. they are assigned according to the degree of correlation between any two voxels, independently of the voxels proximity in real space. The above procedure yields a different network or spatial module for each subject; an example is shown in Fig. 1B lower left panel.
We study each of these networks separately and show that they all carry statistically similar properties.
IV. BOX COVERING ALGORITHM FOR FRACTAL DIMENSION IN NET-WORK SPACE
For a given percolation module, the detection of submodules or boxes follows from the application of the box-covering algorithm for self-similar networks [24, 26] . The algorithm can be downloaded at http://lev.ccny.cuny.edu/~hmakse/soft_data.html. In box covering we assign every node to a box or submodule, by finding the minimum possible number of boxes, N B (ℓ B ), that cover the network and whose diameter (defined as the maximum distance between any two nodes in this box) is smaller than ℓ B . These boxes are characterized by the proximity between all their nodes, at a given length scale. Different values of the box diameter ℓ B yield boxes of different size. These boxes are identified as submodules which merge into larger entities as we increase ℓ B .
We implement the Maximum Excluded Mass Burning (MEMB) algorithm from [26] for box covering. The algorithm uses the basic idea of box optimization, where we require that each box should cover the maximum possible number of nodes, and works as follows: For a given ℓ B , we first locate the optimal 'central' nodes which will act as the origins for the boxes. This is done by first calculating the number of nodes (called the mass) within a diameter ℓ B from each node. The node that yields the largest mass is marked as a center.
Then we mark all the nodes in the box of this center node as 'tagged'. We repeat the process of calculating the mass of the boxes starting from all non-center nodes, and we identify a second center according to the largest remaining mass, while nodes in the corresponding box are 'tagged', and so on. When all nodes are either centers or 'tagged' we have identified the minimum number of centers that can cover the network at the given ℓ B value. Starting from these centers as box origins, we then simultaneously burn the boxes from each origin until the entire network is covered, i.e. each node is assigned to one box (we call this process burning since it is similar to burning algorithms developed to investigate clustering statistics in percolation theory [23] ). In Fig. 3A of the main text we show how box-covering works for a simple network at different ℓ B values.
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V. SPATIAL PROJECTION
Percolation modules were purely determined based on their network properties. We investigate whether they map consistently, for different subjects, to specific brain regions.
Since the p-values at which each module appears varies across subjects, we first determine, for each subject, the highest correlation p-value for which there are at least four modules.
The topography of these modules reflects coherent patterns across different subjects.
In virtually all subjects we observe a module covering the anterior cingluate (AC) region, a module covering the medial part of the posterior parietal cortex (PPC) and a module covering the medial part of posterior occipital cortex (area V1/V2), along the calcarine fissure (see Fig. 5 for a medial sagital view of the first four percolation modules for all the participants in a typical stimulus).
We measure the likelihood that a voxel may appear in a percolation module by counting, for each voxel, the number of individuals for which it was included in one of the first four percolation modules (Fig. 6A) . The spatial distribution of the first percolation modules averaged over all the subjects shown in Fig. 6B and 6c shows that modules in the three main nodes, V1/V2, AC and PPC, are ubiquitously present in percolation modules and, to a lesser extent, voxels in the motor cortex (along the central sulcus) slightly more predominantly on the left hemisphere. Thus, the correlation networks obtained from each subject yield modules with consistent topographic projections.
VI. QUANTIFYING THE MODULARITY OF THE BRAIN MODULES
The MEMB algorithm for box covering is driven by the proximity between nodes and the maximization of the mass associated with each box center [24, 26] . In the case of MEMB we have the additional benefit of detecting submodules at different scales, so that we can study the hierarchical character of modularity, i.e. modules of modules, and we can detect whether modularity is a feature of the network that remains scale-invariant. submodule with the constraint that the submodules cannot exceed size ℓ B . This optimized tiling process gives rise to submodules with the fewest number of links connecting to other submodules implying that the degree of modularity, defined by [1] [2] [3] [4] :
is maximized. Here L correspond to a higher degree of modularity [3] .
The value of the modularity of the network Q varies with ℓ B , so that we can detect the dependence of modularity on different length scales, or equivalently how the modules themselves are organized into larger modules that enhance the degree of modularity.
Analysis of the modularity Eq. (5) in Fig. 7 reveals a monotonic increase of Q(ℓ B ) with a lack of a characteristic value of ℓ B . Indeed, the data can be approximately fitted with a power-law functional form: which is detected through the modularity exponent d M . We characterize the network using different subjects and we find that d M ≈ 1.6 is approximately constant over different individuals (Fig. 7) .
This value reveals a considerable degree of modularity in the entire system as evidenced by the network structure shown in the right panel of Fig. 2 . For comparison, a random small-world network with no modularity (left panel Fig. 2 ) has d M = 0 and a high modular structure has d M = d B [3] . The lack of a characteristic length-scale in the modularity shown in Fig. 7 suggests that the modules appear at all length-scales, i.e. submodules are organized within larger modules in a self-similar way, so that the inter-connections between those modules repeat the basic modular character of the entire brain network. Thus, the modular organization of the network remains statistically invariant when observed at different scales. 
