Highlighting similarities and differences between networks is an informative task in investigating many biological processes. Typical examples are detecting differences between an inferred network and the corresponding gold standard, or evaluating changes in a dynamic network along time. Although fruitful insights can be drawn by qualitative or feature-based methods, a distance must be used whenever a quantitative assessment is required. Here we introduce the Ipsen-Mikhailov metric for biological network comparison, based on the difference of the distributions of the Laplacian eigenvalues of the compared graphs. Being a spectral measure, its focus is on the general structure of the net so it can overcome the issues affecting local metrics such as the edit distances. Relation with the classical Matthews Correlation Coefficient (MCC) is discussed, showing the finer discriminant resolution achieved by the Ipsen-Mikhailov metric. We conclude with three examples of application in functional genomic tasks, including stability of network reconstruction as robustness to data subsampling, variability in dynamical networks and differences in networks associated to a classification task.
the transcriptional network of E. coli from the RegulonDB 3 database. On the ground of such experiments, we choose Ipsen-Mikhailov ǫ distance (Ipsen and Mikhailov, 2002) out of the six original metrics for stability and robustness. In (Barla et al., 2011) we show a complete functional genomic pipeline employing Ipsen-Mikhailov metric for the detection of the discriminant pathways after a machine learning preprocessing. The ǫ metric evaluates the difference of the distribution of Laplacian eigenvalues between two networks: as such, it can also be interpreted as a measure of the different network synchronizability (Belykh et al., 2005; Wu et al., 2008) . Here we show the relation of ǫ distance with MCC, and we present examples of application for network comparison in situations of biological interest such evolving dynamical network and comparison of 1 Scale-freeness: the degree distribution follows a power law.
2 Small-world nets: most nodes are not neighbors of one another, but most nodes can be reached from every other by a small number of hops or steps. 3 http://regulondb.ccg.unam.mx/ miRNA networks associated to predictive discrimination in hepatocellular carcinoma.
Finally, we also show the use of Ipsen-Mikhailov distance in evaluating the stability of the reconstruction of a network from microarray data in terms of robustness to data subsampling, in order to quantitatively express the level of reliability of a given inference.
IPSEN-MIKHAILOV ǫ ǫ ǫ DISTANCE
Originally introduced in (Ipsen and Mikhailov, 2002) as a tool for network reconstruction from its Laplacian spectrum, the definition of the Ipsen-Mikhailov ǫ metric follows the dynamical interpretation of a N-nodes network as a N-atoms molecules connected by identical elastic strings, where the pattern of connections is defined by the adjacency matrix of the corresponding network. The dynamical system is described by the set of N differential equations
A ij (x i − x j ) = 0 for i = 0, · · · , N − 1 .
We recall that the Laplacian matrix L of an undirected network is defined as the difference between the degree D and the adjacency A matrices L = D − A, where D is the diagonal matrix with vertex degrees as entries. L is positive semidefinite and singular (Chung, 1997; Atay et al., 2006; Spielman, 2009; Tönjes and Blasius, 2009; Atay et al., 2006) , so its eigenvalues are 0 = λ 0 ≤ λ 1 ≤ · · · ≤ λ n−1 . The vibrational frequencies ω i for the network model in Eq. 1 are given by the eigenvalues of the Laplacian matrix of the network: λ i = ω 2 i , with λ 0 = ω 0 = 0. In (Chung, 1997), the Laplacian spectrum is called the vibrational spectrum. Estimates (also asymptotic) of the eigenvalues distribution are available for complex networks (Rodgers et al., 2005) . Moreover, the relation between the spectral properties and the structure and the dynamics of a net-work are discussed in (Jost and Joy, 2002; Jost, 2007; Almendral and Díaz-Guilera, 2007 ).
The spectral density for a graph as the sum of Lorentz distributions is defined as
where γ is the common width and K is the normalization constant solution of
The scale parameter γ specifies the half-width at half-maximum, which is equal to half the interquartile range. It works as a multiplicative factor for the distance and in all experiments hereafter, γ is set to 0.08 as in the original reference.
Then the spectral distance ǫ between two graphs G and H with densities ρ G (ω) and ρ H (ω) can then be defined as
Because of the definition of Ipsen-Mikhailov distance, a comparison can be computed only between networks with the same (number of) nodes. In order to get rid of the intrinsic dependence of the distance of the number of nodes of the compared networks, a normalization factor can be introduced, defined as the distance between E n and F n , respectively the totally disconnected and the fully connected graph on n nodes:
for n the number of nodes of G and H.
RELATION WITH THE MATTHEWS CORRE-LATION COEFFICIENT
We first compare ǫ with Matthews Correlation Coefficient (MCC for short), a measure of common use in the machine learning community (Baldi et al., 2000) and recently accepted as an effective metric also for network comparison (Supper et al., 2007; Stokic et al., 2009 ). The MCC allows summarizing into a single value the confusion matrix of a binary classification task, thus working as a reliable alternative to measures obtained as functions of Sensitivity/Specificity and Precision/Recall. Originally introduced in (Matthews, 1975) , it is also known as the φ-coefficient, corresponding for a 2 × 2 contingency table to the square root of the average χ 2 statistic
where N is the total number of observations. As an example of use in bioinformatics, MCC has been chosen as the reference metric in the US FDA-led initiative MAQC-II aimed at reaching consensus on the best practices for development and validation of predictive models based on microarray gene expression and genotyping data for personalized medicine (The MicroArray Quality Control (MAQC) Consortium, 2010).
In the binary case of two classes positive (P ) and negative (N), for the confusion matrix ( TP FN FP TN ), where T and F stand for true and false respectively, the Matthews Correlation Coefficient has the following shape:
MCC lives in the range [−1, 1] , where 1 is perfect classification, −1 is reached in the complete misclassification case while 0 corresponds to coin tossing classification. Note that MCC is invariant for scalar multiplication of the whole confusion matrix.
We compare ǫ and MCC in two synthetic network experiments.
First we generate 1000 pairs of network topologies (N 1 , N 2 ) on n = 1000 nodes as follows. The adjacency matrix for N 1 is randomly generated by associating to each of the n 2 = n(n−1) 2 = 4950 possible links a weight w sampled by a uniform distribution in the unit interval: a link is then declared existing whenever w > 0.75. The network N 2 is generated by rewiring N 1 through deletion of p 1 % of the existing links and insertion of p 2 % novel links, for p 1 and p 2 uniformly sampled in [0, 90] . Then, for each pair (N 1 , N 2 ), we compute the MCC and the ǫ metrics: the results are displayed in Fig. 1 .
The plot suggests that, although there is a coherent trend between the two measures, the variability is quite high: (anti)correlation value for the two measures is 0.901. Figure 1 The second experiment is aimed at quantifying the detected variability. A simple network N is created on 10 nodes with 20 links (of 45 potential) to be used as the ground truth: its topology is displayed in Fig. 3(a) . Then a set of 1000 networks
is created from the topology of N by randomly deleting 5 links (the total number of all such networks is has an higher resolution in discriminating between network structures.
APPLICATIONS Evolution of dynamic networks
In ( Hereafter we evaluate the structural differences between N i and N i+1 and the distance between N i and the initial network N 1 , measured either by the Ipsen-Mikhailov distance or by MCC: the resulting plots are displayed in Fig. 4 . The largest variations, Figure 4 both between consecutive terms and with respect to the initial network N 1 , occur in the embrional stage (E). As expected, the variations between consecutive terms (panels (a) and (c)) are smaller, while more relevant changes occur comparing a term with N 1 .
In particular, it is interesting to note that the dynamics of the networks move N i away from N 1 until time points 20, then the following terms start getting closer again to N 1 in terms of Ipsen-Mikhailov distance. The same trend is captured by MCC, but with lower resolution: the fact that MCC curve is ascending from its minimum in the last 15 time points can be appreciated only by zooming in from panel (d) to panel (e). This means that, after the embrional stage, the network is getting structurally more and more similar again to N 1 , but with a limited number of links matching those of N 1 .
Networks in profiling tasks
In the papers (Budhu et al., 2008; Ji et al., 2009) Table 1 By the Machine Learning pipeline detailed in Tab. 1 we extract the top-20 optimal set of features discriminating cancer samples from controls. Most of them are already known in literature as associated with hepatocellular carcinoma. Table 2 The following phase consists in the construction of the six weighted miRNA net- Table 3 The distances among networks show that there are substantial differences not only between the Tumorous/NonTumorous tissue samples, but also between Male and Female patients, both on the cancerous and the surrounding healthy tissue relevance networks. In particular, it can be pointed out that the networks corresponding to the tumoral tissue for female patients has a deeply different structure with respect to all other networks, while the differences between the models on all patients and those on the sole male population are smaller. This may be an effect of the different numerosity between male and female patients (210 versus 30) for WGCNA networks, but it is confirmed also by the Aracne algorithm which is less sensible to sample size differences.
Finally, CLR is the algorithm where the difference between the networks built on the whole set of features and those built on the top-20 subset are more relevant. Figure 7 We can conclude with an analysis of distances across inference methods for networks associated to a given sample subset, listed in Tab. 4. The structures inferred by WGCNA and CLR are the closest when the full set of features are used, but distances are small among methods. The situation radically changes when the subset of optimal features is considered: in this case, WGCNA and Aracne tend to build up very similar networks for all the sample subsets, while CLR is going astray, confirming the observations drawn from the multidimensional scaling plots of Fig. 7 . Table 4 Subset stability in network reconstruction
In this last example, we want to assess the stability of a network inferred by highthroughput data in terms of distances between networks generated from data sub- Table 5 genes map on 85 probes of the platform; during analysis, the expression of a gene is computed by averaging samplewise the expressions of all its mapping probes. The list of the 33 genes included in the signature, together with the mapped probes, is included in Tab. 6. In Fig. 8 we show as an example three of the coexpression graphs (on the Table 6 whole set of data) for stages C and D for three different datasets. The node numbering is taken from Tab. 6, the node size is proportional to its degree and the edge width is proportional to its weight. Figure 8 To quantify network stability, for a given dataset and stage, we select a random fraction p of the data and we generate the corresponding WGCNA; this procedure is repeated N times, so to end up with N WGCNA for each configuration (dataset, stage and p). Then all mutual , with N = 100 replicates. For Table 7 stages A, B and C the best stability is detected on the GSE14333 dataset, while for have rather similar mean and variance, but a quite different distribution shape as shown by Fig. 9 ). We can conclude observing that the plotted histograms show how in several Figure 9 cases the infered network can be heavily dependent on the particular chosen subset of data, leaving the network built on the whole dataset affected by a relatively large level of uncertainty (instability): this may be due both to high variability in the data distribution, but also to high sensibility of the algorithm to data perturbation. This fact should always be taken into account when assessing the reliability of a reconstructed network in order to avoid drawing biological consideration from a possible false positive edge linking two nodes.
Ipsen-Mikhailov ǫ distance is an effective metric for comparing (biological) networks in various situations. Its definition involves the distribution of the Laplacian spectrum of the networks, so it deal with the structure of the underlying graph, rather than focussing on the local pattern of the wiring differences. It is mostly consistent with more classification measures such as MCC, but it allows detection of finer differences. distance from the given ground truth in Fig. 3(a distance from the given ground truth in Fig. 3(a) . 
