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Introduction
Survival regression is a field of statistics and machine learning that deals with the estimation of a survival function representing the probability of an event of interest, typically a failure, to occur beyond a certain time in the future. Survival regression models time-to-event by estimating the survival function, S(·|X) P(T > t|X), conditional on X, the input covariates. Examples include estimating the survival times of patients after certain treatment using clinical variables, or predicting the failure times of machines using their usage histories, etc. Survival regression differs from standard regression due to censoring of data, i.e. observation of some subjects stops before occurrence of an event of interest. In practical settings there might be multiple different events that may lead to failure, and this generalized setting is known as the competing risks scenario.
Classical statistical learning techniques for survival regression rely on non-parametric or semi-parametric methods for survival function estimation, primarily because they make working with censored data relatively straightforward.
However, non-parametric methods may suffer from curse of dimensionality, and semi-parametric approaches usually depend on strong modelling assumptions. In particular, the prevailing assumption of constant proportional hazard over lifetime as proposed by Cox (1972) in the Proportional Hazards model, is very likely to be unrealistic in many practical scenarios encountered in healthcare, predictive maintenance, econometrics, or operations research. This and similar assumptions have recently attracted much controversy.
In this paper, we propose Deep Survival Machines, a novel approach to estimate time-to-event in the presence of censoring. By leveraging a Hierarchical Graphical model parameterized by Neural Networks, we learn distributional representations of the input covariates and mitigate existing challenges in survival regression.
Our main contributions can be summarized as follows:
1. Our approach estimates the conditional survival function S(·|X) as a mixture of individual parametric survival distributions.
2. We do not make strong assumptions of proportional hazards and enable learning with time-varying risks.
3. Finally, our approach allows for learning of rich, distributed representations of the input covariates, helping knowledge transfer across multiple competing risks.
Through extensive experimentation on multiple datasets, we demonstrate the superiority of our approach in both the single event and competing risks scenarios as compared to classic survival analysis techniques as well as more modern competitive baselines.
Related Work
The Cox proportional hazards regression model (CPH) is a popular choice for survival regression. In the Cox model, the estimator of the survival function conditional on X, S(·|X) P(T > t|X), is assumed to have constant proportional hazard. Thus, the relative proportional hazard arXiv:2003.01176v1 [cs. LG] 2 Mar 2020 between individuals is constant across time. Another way of stating this assumption is that if an individual is at a higher risk of death at a certain time as compared to another individual, then the relative risk associated with the individual would be higher at anytime of the lifetime of that individual.This is a very strong assumption which may not hold in many practical scenarios when the risks are time-varying.
Significant amount of recent research has been involved in improving Cox model. Researchers have tried to incorporate structural sparsity, regularization, and active and multitask learning when available data is scarce (Vinzamuri et al., 2014; Vinzamuri & Reddy, 2013; Li et al., 2016) . Other efforts have involved incorporating non-linear interactions between the covariates in the original Cox model. Rosen & Tanner (1999) proposed using a mixture of linear experts for the original Cox model. Nagpal et al. (2019) recently improved this approach with a variational inference based objective and demonstrate state-of-the-art results. Other approaches for incorporating non-linearities have involved replacing the linear interaction terms in the Cox model with deep neural networks, as was explored first in Faraggi & Simon (1995) , followed by Xiang et al. (2000) and again recently by Katzman et al. (2018) with the DeepSurv approach. Extensions to this work have involved convolutional neural networks, and active learning for healthcare application in oncology (Mobadersany et al., 2018; Nezhad et al., 2019) . However, these approaches are still subject to the same strong assumption of proportional hazards as the original Cox model.
More recently, Lee et al. (2018; 2019a) has proposed a deep learning approach, DeepHit, to model the survival outcomes in the competing risks scenario. Their approach is similar to our approach in that they also aim to learn a fully parametric model, however their architecture only allows for the prediction of failure times over a discrete set of fixed size. This has a major drawback that for problems with long survival horizons, accurate prediction of actual failure times would require the discrete output space to be of large size, resulting in an extremely large number of parameters to be learnt, making parameter inference intractable. Another drawback of this approach is that its performance is sensitive to events at shorter horizons and does not model long term event horizons well. In order to mitigate this, (Lee et al., 2019b) has proposed to use black box optimization to adaptively select the best model from a large ensemble for a given event horizon. In this paper we explicitly demonstrate robust performance of our model at different quantiles of event times with varying amounts of censoring.
Recent research also includes Deep Survival Analysis proposed by Ranganath et al. (2016) , which models survival problems with deep exponential families and aligns all observations by their failure time; Chapfuwa et al. (2018) proposed to use adversarial training methods by adapting a conditional GAN (Mirza & Osindero, 2014) to survival regression problems. However, these approaches do not consider competing risks scenarios.
In addition to these approaches, non-parametric methods have also been popular for survival estimation. These methods include improvements over the Kaplan-Meier (KM) estimator Kaplan & Meier (1958) by fitting a KM Estimator in a small neighbourhood around an individual observation to accommodate conditioning. Chen (2019) recently presented non-asymptotic error bounds with strong consistency results for these methods, and found that the use of forest ensembles for building conditional estimators of the survival function (Ishwaran et al., 2008) is an appropriate choice of kernel for such methods. Yet more recent approaches have involved Gaussian Processes (Alaa & van der Schaar, 2017) with a similar intuition in the competing risks scenario.
Existing literature on survival regression can thus be divided into two groups, 1) Semi-parametric approaches involving fitting proportional hazards (Coxian Models) 2) Non-parametric models requiring some notion of similarity or kernel between individuals. To the best of our knowledge, the proposed approach is the first fully-parametric method for survival regression in the presence of competing risks.
Approach: 'Deep Survival Machines'
In this section we describe our approach, Deep Survival Machines (DSM) architecture and inference in further detail. Fig. 1 is a visual representation of our approach while Fig. 2 describes the model in plate notation.
Survival Data
We assume that the survival data we have access to is rightcensored. This implies that our data, D is a set of tuples {(x i , t i , δ i )} N i=1 . Where typically, x i ∈ R d are features associated with an individual i, t i is the time at which an event of interest took place, or the censoring time and δ i is an indicator that signifies whether t i is event time or censoring time. For a given individual, we only either observe the actual failure or censoring time but not both. For simplicity it is assumed that the true data generating process is such that the censoring process is independent of the actual time to failure. We denote the uncensored subset (δ = 1) of data as D U and the censored (δ = 0) subset as D C .
Primitive Distributions
We choose to model the conditional distribution P(T |X = x) as a mixture over K well-defined, parametric distributions which we call as PRIMITIVE distributions for the remainder of this paper. Given that we are modelling survival times, a natural assumption for these PRIMITIVE distribu- s = < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " Q H A W b d j 9 E 1 A k 0 E X W I I B K L r E 6 J x M = " > A A A B 7 H i c b V B N S 8 N A E J 3 4 W e t X 1 a O X Y B E 8 l U Q E P R a 8 9 F j B t I U 2 l M 1 2 0 y 7 d 7 I b d i V B C f 4 M X D 4 p 4 9 Q d 5 8 9 + 4 a X P Q 1 g c D j / d m m J k X p Y I b 9 L x v Z 2 N z a 3 t n t 7 J X 3 T 8 4 P D q u n Z x 2 j M o 0 Z Q F V Q u l e R A w T X L I A O Q r W S z U j S S R Y N 5 r e F 3 7 3 i W n D l X z E W c r C h I w l j z k l a K V g g C q t D m t 1 r + E t 4 K 4 T v y R 1 K N E e 1 r 4 G I 0 W z h E m k g h j T 9 7 0 U w 5 s = < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " Q H A W b d j 9 E 1 A k 0 E X W I I B K L r E 6 J x M = " > A A A B 7 H i c b V B N S 8 N A E J 3 4 W e t X 1 a O X Y B E 8 l U Q E P R a 8 9 F j B t I U 2 l M 1 2 0 y 7 d 7 I b d i V B C f 4 M X D 4 p 4 9 Q d 5 8 9 + 4 a X P Q 1 g c D j / d m m J k X p Y I b 9 L x v Z 2 N z a 3 t n t 7 J X 3 T 8 4 P D q u n Z x 2 j M o 0 Z Q F V Q u l e R A w T X L I A O Q r W S z U j S S R Y N 5 r e F 3 7 3 i W n D l X z E W c r C h I w l j z k l a K V g g C q t D m t 1 r + E t 4 K 4 T v y R 1 K N E e 1 r 4 G I 0 W z h E m k g h j T 9 7 0 U w 5 
m a X m V k h L u n 8 B l u t 7 c T W H 7 H 0 T 5 w k W 5 j E A x c O 5 9 z L u Z w o 5 U w b 1 / 1 2 S m v r G 5 t b 5 e 3 K z u 7 e / k H 1 8 K i t k 0 x R a N G E J 6 o b E Q 2 c S W g Z Z j h 0 U w V E R B w 6 0 e h m 6 n c e Q W m W y A c z T i E U Z C B Z z C g x V g r 8 I B J 5 8 A S G T M J e t e b W 3 R n w K v E K U k M F m r 3 q T 9 B P a C Z A G s q J 1 r 7 n p i b M i T K M c p h U g k x D S u i I D M C 3 V B I B O s x n P 0 / w m V X 6 O E 6 U H W n w T P 1 7 k R O h 9 V h E d l M Q M 9 T L 3 l T 8 z / M z E 1 + H O Z N p Z k D S e V C c c W w S P C 0 A 9 5 k C a v j Y E k I V s 7 9 i O i S K U G N r W k i J x M R 2 4 i 0 3 s E r a F 3 X P r X v 3 l 7 X G X d F O G Z 2 g U 3 S O P H S F G u g W N V E L U Z S i F / S K 3 p x n 5 9 3 5 c D 7 n q y W n u D l G C 3 C + f g F B x Z h / < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " E N D m + + R D X 1 S C U l w S p Q C + q J T s Z
m a X m V k h L u n 8 B l u t 7 c T W H 7 H 0 T 5 w k W 5 j E A x c O 5 9 z L u Z w o 5 U w b 1 / 1 2 S m v r G 5 t b 5 e 3 K z u 7 e / k H 1 8 K i t k 0 x R a N G E J 6 o b E Q 2 c S W g Z Z j h 0 U w V E R B w 6 0 e h m 6 n c e Q W m W y A c z T i E U Z C B Z z C g x V g r 8 I B J 5 8 A S G T M J e t e b W 3 R n w K v E K U k M F m r 3 q T 9 B P a C Z A G s q J 1 r 7 n p i b M i T K M c p h U g k x D S u i I D M C 3 V B I B O s x n P 0 / w m V X 6 O E 6 U H W n w T P 1 7 k R O h 9 V h E d l M Q M 9 T L 3 l T 8 z / M z E 1 + H O Z N p Z k D S e V C c c W w S P C 0 A 9 5 k C a v j Y E k I V s 7 9 i O i S K U G N r W k i J x M R 2 4 i 0 3 s E r a F 3 X P r X v 3 l 7 X G X d F O G Z 2 g U 3 S O P H S F G u g W N V E L U Z S i F / S K 3 p x n 5 9 3 5 c D 7 n q y W n u D l G C 3 C + f g F B x Z h / < / l a t e x i t >
[⇠]
< l a t e x i t s h a 1 _ b a s e 6 4 = " H 1 B Z q T 8 0 6 i 3 E 9 h k K p F 1 5 / s P 2 X 4 E = " > A A 
< l a t e x i t s h a 1 _ b a s e 6 4 = " l w t e k U U q S Q R e X C 9 b 3 p O X G X k s + z 4 = "
e 4 c 1 5 d t 6 d D + d z 3 l p y i p l j W I D z 9 Q s a W 5 a + < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " l w t e k U U q S Q R e X C 9 b 3 p O X G X k s + z 4 = "
e 4 c 1 5 d t 6 d D + d z 3 l p y i p l j W I D z 9 Q s a W 5 a + < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " l w t e k U U q S Q R e X C 9 b 3 p O X G X k s + z 4 = " 
< l a t e x i t s h a 1 _ b a s e 6 4 = " 8 Z v k S R X k c H J v L i X s p S 4 6 n y C o 8 tions is to have support only in the space of positive reals. Another property of interest is to have a closed form solution for the CDF, this would enable the use of gradient based optimization for Maximum Likelihood Estimation. 
WEIBULL
LOG-NORMAL
For DSM we experiment with two distributions that satisfy this property, the Weibull and the Log-Normal distribution. The Weibull has closed form PDF and CDF. For the Log-Normal, we compute the CDF by using the standard approximation of the complementary error function erfc in PyTorch. The full functional forms of the distributions are listed in Table 1 . We parameterize the β k and η k as
Here the act(·) is the SELU and Tanh activation functions for the Weibull and Log-Normal respectively, and Φ(.) is a Multilayer Perceptron.
x i are the input covariates. {θ, ξ, ζ, β and η} are all parameters that are learnt during training. Another set of parameters that are learnt are w that determine the mixture weights for each data point. The following Section 3.2 introduces the proposed model in plate notation (Fig. 2 ) and the corresponding generative story. 
The Generative Story
Conditioned on the covariates, x i and the parameters, w we draw the latent z i
are drawn from the prior β 0 and η 0 .
5.
Finally, the event time t i is drawn conditioned on β zi and η zi .
Parameter Estimation
In order to accommodate for heterogeneity arising in the data, we propose to model the Survival distribution of each individual as a fixed size mixture of Survival distribution primitives. At test time, the survival function corresponding to this held out individual is described as a weighted mixture of the survival distribution primitives. Here the weights are a Softmax the output of a Deep Neural Network. At training time, the parameters of the Deep Neural Network and the Survival Distribution primitives are learnt jointly.
Uncensored Loss. We consider the maximum likelihood estimator for the uncensored data which can be written as
(Applying Jensen's Inequality)
Censoring Loss. Proceeding as above, we can write the lower bound of the censored observations as
Mitigating Long Tail Bias. Survival distributions with positive support typically have long tails which adds to the bias when performing Maximum Likelihood Estimation. Note that for the censored instances of data we are maximizing the probability P(T > t). One reasonable way of adjusting for this bias is to instead maximize P(t max > T > t) = P(T > t) − P(T > t max ) where t max is some arbitrarily large value that can be tuned as a hyper-parameter. However, for simplicity we choose to directly discount the censoring loss by multiplying it with a discounting factor α ∈ [0, 1], which has a similar effect of diminishing bias arising from long tails.
Prior Loss. We include the strength of the prior on the β k , η k as
Combined Loss. We finally combine the individual losses described above as
Here, α is a scalar hyperparameter that trades off the contribution of Regression Loss vis--vis the Evidence Lower Bound of the uncensored observations to the combined objective function. For a complete formulation of the loss function, in terms of functions and parameters please refer to Appendix A.
Handling Multiple Competing Risks
We adapt Deep Survival Machines to scenarios involving multiple competing risks by allowing learning of a common representation for the multiple competing risks by passing through a single MLP (Φ(.) in Fig.1 ). This representation then interacts with a separate set of {ξ, ζ, α} in order to describe the event distribution for each competing risk. Maximum Likelihood Estimation is performed by treating the occurrence of a competing event before the other event as a form of independent censoring. This strategy allows the model to leverage knowledge from the two competing tasks by allowing parameter sharing through a single intermediate representation.
Experiments
We evaluate Deep Survival Machines (DSM) on their ability to measure relative risks for a single event of interest in the presence of censoring, and then we further consider ablation experiments where we artificially increase the amount of censoring to demonstrate the robustness of this approach. Finally, we demonstrate DSM' ability to learn representations of the covariates for transferring knowledge across two events in the competing risks scenario with censoring.
Datasets
Single Event/Single Risk. We evaluated performance on the following real-world medical datasets with single events: Study to Understand Prognoses Preferences Outcomes and Risks of Treatment (SUPPORT) (Knaus et al., 1995) ,
Cox Proportional Hazards (CPH): This is the standard semi-parametric Cox Proportional Hazards model, making the assumption of constant baseline hazard. The features interact with the learnt set of weights in a log-linear fashion in order to determine the hazard for a held out individual.
Random Survival Forests (RSF): This is a popular nonparametric approach involving learning an ensemble of trees, adapted to censored survival data (Ishwaran et al., 2008) .
DeepSurv (DS): Proposed by (Katzman et al., 2018) , Deep-Surv involves learning a non-linear function that describes the relative hazard of a test instance. It makes the similar assumption of constant baseline hazard as CPH.
DeepHit (DH) (Lee et al., 2018) : This approach involves learning the joint distribution of all event times by jointly modelling all competing risks and discretizing the output space of event times.
Fine-Gray (FG) (Fine & Gray, 1999) : This is a classic approach used for modelling competing risks that focuses on the Cumulative Incidence function by extending the proportional hazards model to sub-distributions.
For the SYNTHETIC and SEER datasets with competing risks, we compare performance of DSM to cause-specific (cs-) versions of CPH and RSF that involve learning separate survival regressions for each competing event by treating the other event as censored.
Performance Metrics
We evaluate DSM by assessing the ordering of pairwise relative risks using Concordance-Index (C-Index) (Harrell, 1982) . To demonstrate the superiority of our approach over the methods subject to Coxian assumption, we show the comparison of performances using the time-dependent Concordance-Index C td (Antolini et al., 2005) .
Here,F (t|X) is the estimated CDF by the model at the truncation time t, given features X. The probability is estimated by comparing relative risks pairwise. In order to obtain an unbiased estimate for the quantity, we adjust the estimate with an inverse propensity of censoring estimate (Gerds et al., 2013) , as is common practice in survival analysis literature.
C td by different evaluation time horizons enable us to measure how good the models are at capturing the possible changes in risk over time, thus alleviating the restrictive assumption C-Index makes of constant proportional hazards. For completeness, we report the C td at different truncation event horizon quantiles of 25%, 50%, 75%.
Experimental Setup
Hyperparameters: For all the experiments described subsequently we train DSM with the Adam optimizer (Kingma & Ba, 2014 ) with a learning rates of {1 × 10 −3 , 1 × 10 −4 }. The number of experts, K for each event is tuned between {4, 6, 8} and the discounting factor α is tuned between { 1 /2, 3 /4, 1}. The prior strength λ is set as 1 × 10 −8 for all the experiments and not tuned. We report the C td for the best performing set of parameters over the grid in cross validation for both DSM and the baselines. The representation learning function Φ(.) is a fully connected Multi-Layer Perceptron with 1 or 2 Hidden Layers with the number of nodes {50, 100} and ReLU6 activations. The choice of Log-Normal or Weibull outcome is further tuned as a hyper parameter. All experiments were conducted in PyTorch (Paszke et al., 2019) .
Evaluation Protocol: All the reported errors around C td are 90% CI via 5-fold cross validation. 4 For a full details of hyperparameter choices for the baselines please refer to the Appendix C.
Single Event Survival Regression
Parameter inference for DSM involves the exploitation of a closed form of the CDF, which makes DSM amenable to gradient based optimization. Naturally one would expect that a greater amount of censoring will reduce the available information to be modelled, thus adding bias and leading to poorer estimates of the survival function.
In this section we will empirically investigate DSM's robustness to censoring and compare it to the relevant baselines by artificially censoring the event times. We uniformly sample a censoring time between [0, T ) for a randomly chosen subset of the uncensored training data. This is only applied to the uncensored instances of the training splits with the same experimental protocol as used in the previous Section 4.4. (By not censoring the test splits we are able to better estimate the C td ). We perform this artificial censoring on the single event METABRIC and SUPPORT datasets and reduce the uncensored training data to 50% and 25% of its original amount. 
Competing Risks Scenario
For the SYNTHETIC dataset, we observe in Fig. 5 that DSM is competitive with DeepHit and outperforms all the other baselines in the 25%, 50%, 75% quantiles of event horizons. For comparison, we also report the performance at 100% quantile and observe that DSM is significantly superior to DeepHit for both events, thus confirming its robustness to events at longer horizons.
From Fig. 6 , on the SEER dataset we observe that for the majority risk, Breast Cancer, DSM significantly outperformed all the other baselines. The results for CVD were less conclusive with DeepHit being competitive at the 25% quantile. We owe this to the class imbalance between the two risks. Note that for visual clarity we do not report Fine-Gray and cs-RSF since their performance was poor. We defer the actual numbers and confidence intervals to the Appx. B.
Representation Learning and Knowledge Transfer
In this section we conduct a set of experiments to evaluate the performance of Deep Survival Machines (DSM) as a representation learning framework in the competing risks scenario. We compare DSMs ability to transfer knowledge across multiple competing risks to other Deep Learning based approaches.
We divide the SYNTHETIC data into two equal subsets of 15,000 samples each. For the first set we discard all rows that had Event 2 before Event 1. For the second set, we perform similar preprocessing and discard all rows where Event 1 occurred before Event 2. This effectively treats the two subsets into single event censored datasets for Event 1 and Event 2 respectively. We train DSM, DeepSurv and Deep Hit on the first half of the dataset for the prediction of Event 1. The learnt model is then used to extract representations for the second subset. The output of the final layer is exploited as an overcomplete representation of the original set of covariates of the individual observation. For both models, we tune the models with one and two layer hidden layers, with the dimensionality of the hidden layers being {25, 50, 100}.
For completeness, we also experiment with Kernel-PCA (K-PCA) (Schölkopf et al., 1997) , Non-Negative Matrix factorization (NNMF) (Lee & Seung, 2001 ) and modern Variational Auto Encoders (VAE) to learn latent representations. Note that as compared to DeepSurv and DSM, K-PCA, NNMF and VAE are intrinsic methods that do not have access to the label of the original risk (Event 1) at training time and hence are somewhat limited in their expressive capability.
Once the representations are extracted for the second subset of the data, a linear Cox Proportional Hazards (CPH) Model is trained on them for the competing risk (Event 2). Table 3 presents the result of concordance of the learnt CPH model on the extracted embeddings. DSM outperforms the competing baselines.
Model Complexity and Scalability
We stress again that the advantage of Deep Survival Machines (DSM) is not only in terms of predictive performance, but also in computational and inference complexity. Since DSM involves making reasonable parametric assumptions, inference requires us to learn lesser number of parameters as compared to the competing baselines. In this section, we compare the training time and the model complexity in From Figures 7 and 8 , the advantage of DSM in runtime and space complexity is abundantly clear. Note that while RSF is faster in training on METABRIC, it scales poorly with increasing amount of data as evidenced by slower runtime on the larger SUPPORT dataset. Specifications of the machine used to benchmark performance are in Appendix D
Conclusion and Future Work
We proposed Deep Survival Machines, a novel fullyparametric approach to estimate time-to-event in the presence of censoring and competing risks. Our approach models the survival function as a weighted mixture of individual parametric survival distributions, and is trained over a loss function designed to handle both the censored and uncensored data. We demonstrated the benefits of our approach by comparing its performance to other classical and state-ofthe-art survival regression approaches on multiple diverse datasets, and show that the representations learnt by the deep neural networks in our approach can be leveraged for the knowledge transfer across different competing risks.
Future directions include extending our approach to multiple censoring scenarios: in this paper we assumed that the data is right-censored, but our framework is readily amenable to left truncation and interval censoring. Additional research directions include further relaxing parametric assumptions on the survival distributions.
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A. Loss Function Formulation
At test time, Deep Survival Machines (DSM) describes the survival function of the test individual as a weighted mixture of K survival distribution primitives, and the K weights are a softmax over the output of a Deep Neural Network. The loss function of DSM is designed to handle both the censored and uncensored data.
Uncensored Loss. The maximum likelihood estimator for the uncensored data can be written as
ln E Z∼(·|xi,w) [P(T = t i |Z, β k , η k )]
Here x i are the input covariates of the i-th observation, and f (t) is the probability density function (PDF) of the primitive distribution. β ki and η ki for the i-th observation are parameterized as
where act(·) is the SELU activation function if Weibull is used as the primitive distribution and the Tanh activation function if Log-Normal is used as the primitive distribution. Φ(.) is a Multilayer Perceptron.
Censoring Loss. As above, the lower bound of the censored observations can be written as
S(t) is the survival function of the primitive distribution.
For the scenario of M competing risks, ELBO Um (Θ) and ELBO Cm (Θ) are computed for the m-th competing risk by treating other events as censoring. The total loss can be written as
ELBO Um (Θ) + α · ELBO Cm (Θ) + L prior n
B. Results in Tabular Format
In this section, we provide the comparison of the performances of Deep Survival Machines (DSM) with the baseline approaches using C td at different event time horizons. The C td was evaluated at the 25%, 50%, 75% quantiles of event times. The mean and the 90% confidence interval of the C td were computed using 5-fold cross validation.
The results of two single-risk datasets, SUPPORT and METABRIC, are respectively shown in Table 4 and Table 5 . To investigate the models' robustness to censoring, we also artificially increased the amount of censoring in training set by censoring a randomly chosen subset which included 25% or 50% of the originally uncensored observations in the training data, on both SUPPORT and METABRIC. The results of added censoring are also shown.
The results of two datasets with competing risks, SYN-THETIC and SEER, are shown respectively in Table 6 and  Table 7 . cs-CPH and cs-RSF stand for the cause-specific versions of CPH and RSF models. 
C. Hyperparameter Tuning for the Baselines
We compared the performance of Deep Survival Machines (DSM) to several competing baseline approaches. In this section, we provide details of the hyperparameter tuning for each baseline approach. The hyperparameters tuned for Random Survival Forests (RSF) (Ishwaran et al., 2008) and DeepHit (Lee et al., 2018) are described as below, and the best set of hyperparameters was chosen based on the time-dependent Concordance-Index C td (Antolini et al., 2005) on the validation set. For Cox Proportional Hazards (CPH) model (Cox, 1972) , we used the default settings in the python PySurvival library. 5 For DeepSurv (Katzman et al., 2018) , We directly used the hyperparameters provided in the DeepSurv GitHub repository. 6 For Fine-Gray (FG) model (Fine & Gray, 1999) , we used the default settings in Table 6 . C td for competing risks on SYNTHETIC.
(a) Event 1.
Models
Quantiles of Event Times 25% 50% 75% 100%
cs-CPH 0.570 ± 0.016 0.553 ± 0.012 0.542 ± 0.009 0.528 ± 0.009 FG 0.611 ± 0.001 0.588 ± 0.003 0.569 ± 0.003 0.551 ± 0.004 cs-RSF 0.680 ± 0.011 0.663 ± 0.009 0.644 ± 0.007 0.569 ± 0.005
DeepHit 0.796 ± 0.010 0.765 ± 0.007 0.726 ± 0.006 0.635 ± 0.009 DSM 0.798 ± 0.010 0.759 ± 0.008 0.724 ± 0.004 0.670 ± 0.005 (b) Event 2.
cs-CPH 0.591 ± 0.024 0.563 ± 0.018 0.548 ± 0.015 0.533 ± 0.013 FG 0.634 ± 0.010 0.596 ± 0.010 0.577 ± 0.008 0.553 ± 0.004 cs-RSF 0.687 ± 0.007 0.663 ± 0.011 0.638 ± 0.010 0.571 ± 0.011
DeepHit 0.803 ± 0.004 0.761 ± 0.006 0.726 ± 0.004 0.618 ± 0.017 DSM 0.803 ± 0.011 0.762 ± 0.009 0.729 ± 0.006 0.672 ± 0.006 Table 7 . C td for competing risks on SEER.
(a) Breast Cancer (BC).
cs-CPH 0.891 ± 0.004 0.849 ± 0.004 0.827 ± 0.004 0.807 ± 0.003 FG 0.876 ± 0.003 0.840 ± 0.003 0.817 ± 0.003 0.673 ± 0.015 cs-RSF 0.897 ± 0.002 0.852 ± 0.005 0.823 ± 0.004 0.801 ± 0.003
DeepHit 0.899 ± 0.001 0.863 ± 0.003 0.838 ± 0.004 0.815 ± 0.003 DSM 0.904 ± 0.001 0.861 ± 0.003 0.840 ± 0.004 0.820 ± 0.003 (b) Cardiovascular Disease (CVD).
cs-CPH 0.897 ± 0.007 0.890 ± 0.006 0.891 ± 0.002 0.889 ± 0.002 FG 0.842 ± 0.010 0.844 ± 0.007 0.854 ± 0.005 0.884 ± 0.035 cs-RSF 0.845 ± 0.006 0.832 ± 0.008 0.823 ± 0.008 0.816 ± 0.009
DeepHit 0.902 ± 0.004 0.893 ± 0.004 0.893 ± 0.001 0.889 ± 0.001 DSM 0.894 ± 0.004 0.893 ± 0.004 0.893 ± 0.001 0.890 ± 0.001 perparameters which had the highest validation C td . The hyperparameters for each dataset are shown in Table 8 . 
D. Benchmarking Machine Specifications
All experiments except the experiments for DeepHit were run on a Linux version 3.10.0-1062.9.1.el7.x86 64 machine with an Intel(R) Core(TM) i7-3770 CPU @ 3.40GHz (8core CPU) and RAM 32 GB. The experiments for DeepHit were run on a TITAN X (Pascal) GPU cluster (1 GPU) with an Intel(R) Xeon(R) CPU E5-2620 v4 @ 2.10GHz (32-core CPU), NVIDIA driver version 418.74 and CUDA 10.1.
