Abstract. For semidiscrete approximations and one-step fully discretized approximations of the initial-boundary value problem for linear hyperbolic equations with diagonalizable coefficient matrices, we prove that the Kreiss condition is a sufficient condition for the semigroup stability (or l2 stability). Also, we show that the stability of a fully discretized approximation generated by a locally stable Runge-Kutta method is determined by the stability of the semidiscrete approximation.
Introduction
Consider the following first-order one-dimensional hyperbolic equations: A-(Al °-^0 Axx with A1 = diag(iz, ,a2, ... ,a¡), a¡ <0, i= 1,...,/, A11 = diag(a/+,, a¡+2, ... ,am), a¡>0, i = l+l, ... ,m. The solution is uniquely determined [5, 8] if we impose the initial condition (2) u(x,0) = f(x), x>0,
and the boundary condition (3) uI(0,t) = Sun(0,t) + g(t), t>0, where u1 and u11 are the partitions of u according to the partition of A, and S is an I x (m -I) matrix. A number of theories on the well-posedness of the initial-boundary value problem (l)-(3) have been developed [1, 5, 8, 10, 14] . However, they are not the focus of this paper and will not be addressed here. Instead, we assume the well-posedness of the above initial-boundary value problem (IBV for short) in the so-called semigroup sense. Note that || • || is the usual L2 norm in the half-space. For the solution of inhomogeneous equations, one can obtain estimates by Duhamel's principle. The above definition is the most natural way to define stability for hyperbolic Cauchy problems. Now we start considering the numerical solution of the IBV problem ( 1 )-(3) by finite difference methods. We introduce a mesh of size h = Ax > 0 and k = At > 0 in the quarter-plane and, using the notation u" « u(uh, nk), approximate the equations by a consistent one-step scheme of the form <+1 = Qo< + kK, v = l,2,..., (5) A ßo = ¿^ AjE3, Emv = u"+i, j=-r where the mx m matrices A¡ are polynomials in A and kB , and the m-vector tu(t) is a smooth function of F and its derivatives. The initial condition for (5) is (6) u°u=fv:=f(hv), v = l,2,....
In addition to the physical boundary condition (3), there are usually numerical boundary conditions required in (5) . The boundary conditions, physical or numerical, can be put together as (7) unft = 52CjßEiK + *nß* P = -r+l,~r + 2,... ,0, j=i where Cjß are constant matrices. The methods of lines, as the major techniques to generate high-order schemes, deserve particular attention.
These techniques simply couple the spatial discretization with numerical ODE schemes for time stepping. Let vtv(t) « u(vh, t) ; we approximate (1) by a consistent semidiscrete scheme of the form^ = Qu"(i) + F"(f), v = l,2,...,
' p q=52 AJ£j.
where Aj are linear functions of A and B. The initial condition follows naturally from (2), i.e, (9) u"(0)=f":=f(i/A), i/ = 1, 2, -Boundary conditions, both physical and artificial, are implemented as i (10) ^(t) = 52 CjßEJup(t) + gß(t), p = -r + 1, -r + 2, ... , 0.
This system of ordinary differential equations is then solved by standard numerical methods for ODEs. Inevitably, the well-posedness of the ODE system must be dealt with before one proceeds to its numerical solution.
For the fully discretized and semidiscretized problems, their formal solutions always exist. Thus, stability is the only concern. In this paper, we will consider the semigroup stability for the discretized problems. That is, putting F = 0 and g = 0, we discuss the conditions under which (4) will hold, with the L2 norm being replaced by its discrete version.
In the subsequent sections we will show that for semidiscrete approximations and one-step fully discretized approximations to the IBV problem (1)-(3), Kreiss' condition, the sufficient and necessary condition for GKS stability [4] , is a sufficient condition for the semigroup stability (or l2 stability). This result disperses the long-standing mist over the relation between the semigroup stability and the GKS stability for the discretized problems. For semidiscrete approximations, this paper offers a satisfactory answer to the quest for a theory of semigroup stability [3] . For fully discretized approximations, our results supersede and generalize the other two classical theories by Kreiss [6, 7] and Osher [13] .
Before we finish this section, we introduce some notations. We denote the solution space of the IBV problem (5)- (7) and (8) An immediate consequence of semiboundedness of Q is that, when F = 0, the solution of (8) satisfies INWII-oo.oo^Ce'fc'llnWII-oo.oo.
Our theory will build upon the classical GKS stability theory [15] . Hence, a brief description of the main results of the GKS theory will be given below.
The GKS stability is defined by The necessary and sufficient condition for GKS stability is determined by an eigenvalue problem, which is obtained by taking the Laplace transform of the homogenized equations of (8)- (10): (13) where sû" = Qûv, Re(s)>0, u = l,2,..., ûf, = 52cujûn+j > P = -r+l,-r + 2,...,0,
Jo 'o
The eigenvalues and generalized eigenvalues of (13) We can now state Theorem 2.1 (Strikwerda [15] ). The approximation (8)- (10) is GKS stable if and only if (13) has no eigenvalue nor generalized eigenvalue on the half-plane Re(s) > 0.
The eigenvalue condition in the above theorem is usually referred to as the Kreiss' condition. Sometimes, it is more convenient to use the following interpretation of the Kreiss' condition [4, 15] . Lemma 2.1. For the semidiscrete approximation (8)- (10), Kreiss' condition is equivalent to: when F = 0 and f = 0, there holds (14) |«y|<*/lib», j>~r+l,
where K¡ is a constant depending on j only.
There is an additional assumption in the GKS theory which has to be included in this paper as well. Note that we have found no semidiscrete approximation which violates this assumption. Finally, in this section we claim that it suffices to discuss the stability issues for a scalar problem. This is based on the fact that semigroup stability is stable against lower-order perturbations. The exact meaning of this statement is illustrated in the following Lemma 2.2 [11] . Suppose the solution of the infinite system of ordinary differential equations du Tt=Q* satisfies the energy estimate ||u(i)|| < Ke"ot\\u(0)\\.
Let H be any bounded linear operator with \\H\\ < ß. Then the solution of the perturbed system satisfies ||w(f)||<tfe>"||w(.,0)||, y = nQ + Kß.
The above lemma tells us that lower-order terms will not affect the stability property of an ODE system. Thus, they can be neglected for the purpose of stability discussions. Once all lower-order terms are ignored, the equations become decoupled (except in the boundary conditions). Under this circumstance, all our discussions and assertions for a single scalar equation are formally the same as those for a system of equations. For the sake of simplicity, we will proceed with a single equation in the subsequent sections, and indicate results for a system of equations accordingly.
2.2. Kreiss' condition and semigroup stability. As we have previously explained, we only need to consider the scalar problem (dui(t) _ , . Our fundamental technique here is to construct a set of special boundary conditions for our semidiscrete equation such that its solution at every line x = Xj can be bounded in terms of the initial values:
roo / e-2«°<\uj(t)\2dt < cj\\u(0)\\2, Jo 1,2,... where c¡ depends on j only. We then subtract this auxiliary problem from the original one (8)- ( 10) . In this way, the original problem with inhomogeneous initial data is reduced to the problem with inhomogeneous boundary conditions but homogeneous initial data. Then, Lemma 2.1 and the energy estimates will lead to our results. This approach had been suggested by Kreiss [9] and Gustafsson [3] . Kreiss constructed such special boundary conditions for a particular problem [9] .
Recalling Assumption 2.1, we know that for any u e l2(-oo, oo), Next we will show that with this special boundary operator â § §, we can obtain estimates for all u¡. Considering Uj, j -1,... , r, as known, we treat Uj, j = r+ 1, ... , oo, as the solution of the following system: '^w-orto.
,_r+,,r+2>... »j(0) = /j, Up, 1 < p < r, known, and try to estimate Uj, j = r+1, ... ,2r. For this purpose, we split Uj(t), j > r + 1, into Note that the number of these roots is equal to the number of boundary conditions, i.e., m 52ma = ra=l Thus, the number of the parameters caß is exactly equal to the number of equations in (25). We will show that the only solution of (22), (23) is the trivial solution. This will be done using a technique introduced by Goldberg and Tadmor [2] . The approach used to derive the estimates for (uj,Uj), j = r +1, ... ,2r, can be used inductively to derive the estimates for all (Uj, u¡). Hence, we arrive at Lemma 2.4. For scheme (16) with special boundary operator 33$, we have
Uj(t) = vj(t) + (uj(t) -vj(t)
where c¡ depends on j only. Now we can formulate our major result about the semigroup stability of (16) This leads immediately to ll"(OII < II«(Oil + IMOII < consta'||m(0)||.
The result is thus proved. D
The corresponding result for a system of equations is Theorem 2.4. If Q is semibounded for the Cauchy problem, then the IBVproblem (8)- (10) is stable in the semigroup sense if the Kreiss condition is satisfied.
3. One-step fully discretized approximations 3.1. Prerequisites. Consider the stability of the fully discretized problem (5)- (7). It is natural to require that (5) be stable in the semigroup sense for the pure Cauchy problem, i.e., we need Assumption 3.1. For the one-step scheme (5), there is a CFL number X0 > 0 such that when 0 < X < Xq , the solution of the corresponding Cauchy problem with F = 0 satisfies
for some real number y\q .
Remark. For multistep schemes we usually do not have (31). We will need some results of the GKS theory. We begin with an eigenvalue problem which is obtained by taking the Laplace transform of the homogenized equations of (5)- (7): (32) zu" = Qo%, z = esk, v = 1,2,... , q (33) tli = 52ßjßuli+j, p = -r+ 1, -r + 2, ... , 0.
7=1
The eigenvalues and generalized eigenvalues are defined by 2. 11û11 < oo for |z| > 1.
We call z a generalized eigenvalue if it satisfies condition 1 and 2'. ||u|| = oo. Furthermore, û"(z) = lime^z \e\>\Vtv (9) , and uv(6) satisfies (0/-Qo)û(0) = O.
With these definitions, we can state the condition for GKS stability [4] of (5)- (7). Note that the temporal integration in Definition 2.1 now implies a summation:
Theorem 3.1 (Gustafsson, Kreiss and Sundström). The approximation (5)- (7) is GKS stable if and only if the eigenvalue problem (32), (33) has no eigenvalues nor generalized eigenvalues for \z\ > 1.
With boundary norms (12), the above theorem can be restated as Lemma 3.1 (Gustafsson, Kreiss and Sundström). For discrete approximations (5)- (7), Kreiss' condition is equivalent to: when F = 0, f = 0, then (34) \ûj\<Kj\î\*, j>-r+l,
where Kj is a constant depending on j only.
Similarly to the semidiscrete case, the following additional assumption is needed. Again, among the schemes in use, we have found no violation of this assumption. ( h~\o, j<0.
We write the boundary terms as a vector unb e l2(-oo, oo) :
The energy can be estimated as follows: Using the relation
we obtain a simpler inequality, (un+x, un+x) < e2i°k(un, u") + 2Re(un+x, Q0unb)x,r = e2"ok(un, un) + 2kRe(un+x, Qunb)x>r.
We now choose the following special boundary conditions: ;i+A)a.
Multiply both sides of (40) by e~2r,^n+x^k and sum up the inequality for n from 1 to +00 to obtain 2a2_r(U-r+x , M_r+i) = (Mi , Mi) < (M°, M°).
Naturally, {Up,uß) = Q, -r + 2< p<0.
Thus, we get the desired estimates for (uß, uß), p = -r + 1, ... , 0. We affiliate the set of boundary conditions (39) with the operator 3 § §. D
Remark. There is more than one way to choose the special boundary operator.
The above boundary operator has the advantage that The estimates of (wß, wß), p > 2, will then rely on the GKS theory. Denoting the Laplace transforms of the step functions u¡, v¡ , and w¡ by ü¡, v¡, and and therefore (u2, M2) < const((ti2, v2) + (iü2, -2)) < const(M°, m°).
Using the same approach as that for the estimate of M2, we can get estimates for Uj, j >3 . Hence we obtain The bound for un comes from the triangle inequality ||"1 < ||t>"|| + IK|| < conste2"»^||m°||.
This completes the proof. D We finish this paper by stating the corresponding result for a system of equations.
Theorem 3.4. Under Assumption 3.1, the IBV problem (5)- (7) is stable in the semigroup sense if the Kreiss condition is satisfied.
Remark. The results we have for one-dimensional hyperbolic equations can be generalized to multidimensional hyperbolic equations with symmetric coefficient matrices. It can be seen that, with Michelson's version [12] of the GKS theory for the discretized problems in multidimensional space, one can derive the corresponding results along approaches similar to those for one-dimensional problems.
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