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Abstract. We present a geometric setting for the differential Galois theory of G-invariant
connections with parameters. As an application of some classical results on differential
algebraic groups and Lie algebra bundles, we see that the Galois group of a connection with
parameters with simple structural groupG is determined by its isomonodromic deformations.
This allows us to compute the Galois groups with parameters of the general Fuchsian special
linear system and of Gauss hypergeometric equation.
Key words: differential Galois theory; isomonodromic deformations; hypergeometric equa-
tion
2010 Mathematics Subject Classification: 53C05; 14L30; 12H05
1 Introduction
Differential Galois theory deals with some algebraic properties of differential equations. Its first
version, dealing with systems of linear homogeneous ordinary differential equations, was pro-
posed by E. Picard and E. Vessiot at the end of the 19th century following the ideas of E. Galois
on polynomial equations. The Galois group encodes the algebraic dependence relations between
the coefficients of a fundamental matrix of solutions. There is a long history of generalizations,
extensions, and different frameworks for such a theory.
In [19], P. Landesman proposes a generalized differential Galois theory for differential field
extensions that extends the theory of E. Kolchin [17] and can be applied to differential equations
depending on parameters. In [5], P. Cassidy and M.F. Singer clarify the application of such
generalized differential Galois theory to systems of linear differential equations,
∂U
∂x
= A(x, s)U. (1.1)
Their proposal is known as parameterized Picard–Vessiot theory. It is a theory about differential
field extensions. A difficulty for its application is that the field of constants must be differentially
closed. This is not usual for the fields of functions that appear in the realm of algebraic geometry
or complex analysis. It has been shown that, under some assumptions, this condition can be
weakened by algebraic means as it is shown in [9, 20, 27].
This paper is a contribution to the Special Issue on Algebraic Methods in Dynamical Systems. The full
collection is available at https://www.emis.de/journals/SIGMA/AMDS2018.html
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The new aspect of the parameterized Picard–Vessiot theory, compared to the classical one,
is that the Galois group does not only encode algebraic dependence relations between the co-
efficients of U , but differential algebraic dependence relations as functions of the parameters.
Computation of the parameterized differential Galois groups is a delicate matter, many articles
have been devoted to the question among them [1, 8, 13, 24, 25].
An evidence of the geometric importance of the parameterized theory is its connection with
isomonodromic families which is announced in [5] and further explored in [11]. Namely, a dif-
ferential equation with parameters is isomonodromic if and only if its differential Galois group
is conjugated to an algebraic group with constant entries. Here, based on the ideas of B. Mal-
grange [23] and P. Cartier [3] we present here another framework for the parameterized Picard–
Vessiot theory that can be applied to the more usual situation of parametric families of G-
invariant connections on algebraic varieties. Our proposal is not different from that of Cassidy,
Landesman and Singer, but its geometrical incarnation when the differential field in question
is the field of rational functions on an algebraic variety. It is a geometric theory, based in the
prolongation of connections to the jet bundles and reduction of the structural group. The Galois
groups are going to be differential algebraic groups. Following [22], we see these differential al-
gebraic groups as systems of differential equations on the sections of an algebraic group bundle,
compatible with the group operation. The main objective of this work is to unveil the rela-
tionship between the parameterized Picard–Vessiot theory and isomonodromic deformations of
linear differential equations. This must be done in the context of complex geometry.
Note that [1, 8] give an algorithm to compute the Galois group of a second order differ-
ential equation. However we bypass this complex algorithm and use a geometrical argument
that simplifies the exposition. It should be interesting to compare Proposition 13 from [1] to
Lemma 4.6.
1.1 Summary
1.1.1 Differential Galois theory of a principal connection
In Section 2 we give an exposition of the Galois theory for linear differential equations in a geo-
metrical setting. Here, we interpret algebraic differential equations as singular foliations in
varieties. We consider a principal G-bundle pi : P → B, a singular foliation F in B, and a G-
invariant flat partial F-connection D in P . This setting is based in groupoids instead of groups;
it covers the case in which the field of rational first integrals (constants) C(B)F is bigger than C
and therefore not algebraically closed. In the particular case of equation (1.1) we have:
(a) the basis is B = C2 with coordinates x and s; the base field C(B) is C(x, s);
(b) the foliation F is defined by the equation ds = 0; the field of constants is C(B)F = C(s);
(c) the principal GLn(C)-bundle is P = GLn(C)×B → B;
(d) the GLn(C)-invariant F-connection D is defined by the system:
ds = 0, dU = A(x, s)U dx.
From an algebraic point of view, we attach to the connection D the field C(P )D of its rational
first integrals; rational functions in P constant along leaves of D. On the other hand, from
a geometric point of view, we have the groupoid Iso(P ) → B2 of G-equivariant isomorphisms
between fibers of P → B. The diagonal part of Iso(P ) is the group bundle Gau(P )→ B of G-
equivariant automorphisms of the fibers of P → B. This group bundle can also be constructed as
P×AdjG, the bundle associated to the adjoint action of G. In the particular case of equation (1.1)
we have Iso(P ) = GLn(C)×B2 and Gau(P ) = GLn(C)×B.
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The connection D induces a singular foliation in Iso(P ) that we denote as D  D (Re-
mark 2.24). The restriction of such foliation to Gau(P ) is a group connection (see Section A.3)
that can also be seen as the associated connection Adj(D) induced by D in Gau(P ) ' P ×AdjG.
In the particular case of equation (1.1) the foliation DD is that corresponding to the system
of equations
∂R
∂x1
= A(x1, s1)R,
∂R
∂x0
= −RA(x0, s0);
an its restriction to the diagonal part, Gau(P ) is the Lax equation
∂R
∂x
= [A(x, s), R]. (1.2)
In order to relate the algebraic and geometric approaches, we introduce the concept of rational
groupoid (see Section 2.3) of gauge transformations: these are Zariski-closed subsets of Iso(P )
that are groupoids when restricted to a suitable open subset in B. Any subfield of C(P ) is
stabilized by a rational groupoid of gauge transformations, and conversely any rational groupoid
of gauge stabilized a field of rational invariants. We state (Proposition 2.18) that this relation
between groupoids and their invariants is in fact a bijective Galois correspondence{
rational subgroupoids
of Iso(P )
}
↔
{
G-invariant subfields of C(P )
containing C
}
.
The Galois groupoid GGal(D) ⊂ Iso(P ) is defined as the rational groupoid stabilizing C(P )D.
The (intrinsic) Galois group Gal(D) ⊂ Gau(D) is seen as bundle in groups over the base B and
it is obtained as the diagonal part of the groupoid (Definition 2.21). In the case without rational
first integrals, C(B)F = C, the classical differential Galois group can be recovered as the fiber
of Gal(D).
The Galois groupoid GGal(D) is also the smallest rational groupoid of gauge transformations
which is tangent to the foliation DD (Remark 2.25). In the particular case of equation (1.1)
it is the Zariski-closure of the solution of the following Cauchy problem
∂R
∂x1
= A(x1, s1)R,
∂R
∂x0
= −RA(x0, s0), R(x0, s0, x1, s1) = Id, s0 = s1. (1.3)
1.1.2 The parameterized Galois groupoid of a connection
Section 3 is devoted to linear differential Galois theory with parameters. Readers that are not
familiar with the language of differential algebraic groups as in [22] should read Appendix A
before this section. Here we fix a submersion ρ : B → S and we take F = ker(dρ), the foliation
tangent to the fibers of ρ. A G-invariant flat F-connection is an algebraic family of G-invariant
flat connections parameterized by S. In the particular case of equation (1.1) the submersion is
C2 → C, (x, s) 7→ s.
We consider J(P/B)→ B the bundle of k-jets of sections of P → B which is a pro-algebraic
bundle. Inside J(P/B) there is a pro-algebraic subvariety Γ(D) consisting of formal D-horizontal
sections of P → B. In the particular case of equation (1.1) the equations of Γ(D) ⊆ J(P/B)
are obtained by successive derivation of the equation (1.1):
Ux = A(x, s)U,
Uxx = Ax(x, s)U +A(x, s)Ux,
Uxs = As(x, s)U +A(x, s)Uss,
Uxxx = Axx(x, s)U + 2Ax(x, s)Ux +A(x, s)Uxx,
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Uxxs = Axs(x, s)U +Ax(x, s)Us +As(x, s)Ux +A(x, s)Uxs,
...
Note that this equation allow to write down all derivatives of U with respect to x in terms
of derivatives of U with respect to s. In this case we have that Γ(D) is coordinated by
x, s, U, Us, Uss, Usss, . . . and thus its field of rational functions is C(Γ(D)) = C(x, s, U, Us, Uss,
Usss, . . .). An element j(x0,s0)Φ(x, s) ∈ Γ(D) is the formal solution of (1.1) with initial conditions
around x0, s0:
Φ(x0, s) = U0 + (s− s0)U1 + (s− s0)
2
2
U2 +
(s− s0)3
6
U3 + · · · .
Quantities U0, U1, U2, . . . are the values of the coordinate functions U,Us, Uss, . . . at j(x0,s0)Φ(x, s).
The bundle Γ(D) → B is endowed (after choice of a moving frame in S, Proposition 3.4)
of a structure of principal τˆm,G-bundle, where m is the dimension of S and τˆmG is the pro-
algebraic group of formal maps from (Cm, 0) to G. In the particular of equation (1.1) the
elements of τˆ1GLn(C) are power series
j0σ(s) = σ0 + sσ1 +
s2
2
σ2 +
s3
6
σ3 + · · ·
of n×n matrices with non-degenerate initial term σ0. The action of τˆ1GLn(C) in Γ(D) is given
by left multiplication and Taylor expansion
(j0σ(s))(j(x0,s0)Φ(x, s)) = j(x0,s0)(σ(s− s0)Φ(x, s)).
We define, by means of the total derivative operators, the prolongation D(∞) of D to Γ(D)
(Definition 3.11, for each finite order k). It is a τˆmG-invariant F-connection in Γ(D) → B. In
the particular case of equation (1.1) the prolongation corresponds to higher differentiation of
the original equation with respect to the parameter:
ds = 0,
dU = A(x, s)U dx,
dUs = (As(x, s)U +A(x, s)Us) dx,
dUss = (Ass(x, s)U + 2As(x, s)Us +A(x, s)Uss) dx,
...
We define the field of rational differential invariants of the connection D as the field C(Γ(D))D(∞)
of rational first integrals of the connection D(∞) (see Section 3.3). After truncation to arbitrary
finite order we apply the classical differential Galois theory of Section 2 and obtain a Galois
groupoid PGal∞(D) ⊂ Iso(Γ(D)) (Definition 3.15). This is the pro-algebraic rational groupoid
of gauge transformations of the bundle of jets of D-horizontal sections that stabilize all rational
differential invariants of D.
Its diagonal part Gal∞(D) is a rational pro-algebraic group sub-bundle of Gau(Γ(D)) which is
itself a pro-algebraic group sub-bundle of Gau(J(P/B)). From Lemma 3.16 we know a canonical
isomorphism Gau(J(P/B)) ' J(Gau(P )/B). That is, automorphisms of the fibers of J(P/B)
can be seen as jets of gauge transformations of P . Note that J(Gau(P )/B) is a jet bundle
over B, and therefore it is endowed of a differential structure: total derivative operators, and
so on. We realized that the group bundle of gauge automorphisms of Γ(D) is defined by some
differential equations in Gau(P ). Thus, it is a differential algebraic subgroup. Moreover, so it is
the Galois group.
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Theorem 3.18. The group bundle of gauge automorphisms Γ(D) is identified with the differen-
tial algebraic subgroup of gauge symmetries of D, defined by the group connection Adj(D),
Gau(Γ(D)) ' Γ(Adj(D))) ⊂ J(Gau(P )/B).
Theorem 3.20. The parameterized Galois group bundle Gal∞(D) is a differential algebraic
subgroup of J(Gau(P )/B).
Here Γ(Adj(D)) ⊂ J(Gau(P )/B) is the differential algebraic group of gauge symmetries of
the connection D, which in the particular case of equation (1.1) consists of formal solutions of
the Lax equation (1.2). The parameterized Galois group is a differential algebraic subgroup of
it.
1.1.3 Isomonodromic deformations
In our geometric framework we interpret isomonodromic deformations as extensions of vector
field distributions. In Section 3.5 we define:
An isomonodromic deformation of the connection D with parameters in S is a partial G-
invariant connection D˜ extending D. If we take F˜ = pi∗
(
D˜
)
, then D˜ is a partial F˜-connection.
Paths along the leaves of ρ∗(F˜) are called isomonodromic paths.
Under the hypothesis of simple structural group, as a direct consequence of Kiso and Cassidy
results [4, 15], isomonodromic deformations provide the equations for the Galois group with
parameters.
Theorem 3.23. Let P → B be an affine principal bundle with simple group G, ρ : B → S
a dominant map, F = ker(dρ), and D a principal G-invariant connection with parameters in S.
Let us assume that the Galois group of D is Gau(P ). Then, there is a biggest isomonodromic
deformation D˜ of D and the Galois group with parameters Gal∞(D) is the group Γ
(
Adj
(
D˜
))
of
gauge symmetries of D˜.
In Example 3.24 we consider the bundle P → B where B = Ck+1× sln(C)k with coordinates
x, a1, . . . , ak, A1, . . . , Ak; S = Ck×sln(C)k and P = SLn(C)×B. We also consider the projection
ρ : B → S. In this setting we study the general Fuchsian system with k singularities and trace
free matrices, with SLn(C)-connection given by
∂U
∂x
=
(
n∑
i=1
Ai
x− ai
)
U.
Its isomonodromic deformations are well known and given by the Schlessinger system. Theo-
rem 3.23 allows us to describe its differential Galois group as the group of gauge symmetries of
the Schlessinger system. It is defined by the differential equations
∂σ
∂x
=
[
n∑
i=1
Ai
x− ai , σ
]
,
∂σ
∂ai
=
[
Ai
x− ai , σ
]
.
Section 4 is devoted to Gauss hypergeometric equation
x(1− x)d
2u
dx2
+ {γ − (α+ β + 1)x}du
dx
− αβu = 0,
which is seen as a linear connection with parameters, in the bundle P = GL2(C) × B → B,
where B = Cx × S and S = C3α,β,γ . Then by a series of arguments, that include reducing the
equation to PGL2(C)×B, the absence of isomonodromic deformations for the reduced equation
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and also the projection given by the determinant, we arrive at the following description of its
the Galois group:
The differential Galois group with parameters of Gauss’ hypergeometric equation is given by
Gal∞(H) = {jσ ∈ Gau(J(H)) | j det(σ) ∈ Gal∞(Hdet)},
which is defined by the differential equations
∂xσ =
 0 1αβ
x(1− x)
(α+ β + 1)x− γ
x(1− x)
 , σ
 ,
∂x det(σ) = ∂c det(σ) = ∂a
(
∂a det(σ)
det(σ)
)
= ∂b
(
∂a det(σ)
det(σ)
)
= ∂b
(
∂b det(σ)
det(σ)
)
= 0,
where σ is an invertible 2× 2 matrix depending on x, α, β, γ and the differential operators ∂a,
∂b, ∂c are those given in Proposition 4.4.
A consequence of the computation of Gal∞(H) is the following: let us consider the Gauss
hypergeometric series
2F1(α, β, γ;x) =
∞∑
n=0
(α)n(β)n
(γ)n
xn
n!
.
It is well known that
2F1 =
(
2F1(α, β, γ;x) x
1−γ
2F1(1 + α− γ, 1 + β − γ, 2− γ;x)
d
dx
2F1(α, β, γ;x)
d
dx
(2F1(1 + α− γ, 1 + β − γ, 2− γ;x))
)
is a fundamental matrix of solutions of (4.2) and thus H-horizontal section. The only differential
equation satisfied by 2F1 with respect to the parameters α, β, γ are those defining its Galois
group, that are differential equations in det(2F1). Therefore we may state that the hypergeomet-
ric series 2F1(α, β, γ;x) does not satisfy any algebraic partial differential equation with respect
to the parameters α, β, γ.
Appendix A is an exposition of the theory of differential algebraic groups, following [22], from
a geometric point of view. Finally, in Appendix B we explore the relation between the algebraic
theory of [5] and ours.
2 Differential Galois groupoid of a principal connection
2.1 On rational equivalence relations
Let P be a complex irreducible algebraic affine smooth variety. We say that a Zariski-closed
subset R ⊂ P × P is a rational equivalence relation if:
1) there is an open subset P ′ such that R|P ′ := R ∩ (P ′ × P ′) is a equivalence relation in P ′;
and it satisfies any of the following equivalent conditions:
2) for any open subset U of P , R is the Zariski closure of R|U ;
3) irreducible components of R dominate P by projections.
Remark 2.1. Meromorphic equivalence relations, and generic quotients by them, have been al-
ready studied in [12]. Generic quotients in a broader sense have been studied in SGA3 [7]. Galois
correspondences shown here (Propositions 2.12 and 2.18) can be seen as a direct consequence of
results shown in SGA3 [7, The´ore`me 8.1].
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Remark 2.2. Let us recall that the diagonal ∆P ⊂ P×P is included in any rational equivalence
relation, and it dominates P by projections. Therefore, if R ⊂ P × P is an irreducible Zariski-
closed subset then it is a rational equivalence relation if and only if it satisfies condition (1).
The following result is a particular case of [21, The´ore`me 1.1].
Theorem 2.3. Let R be a rational equivalence relation in P . There is an open subset P ′ ⊂ P
such that R|P ′ is a smooth equivalence relation in P ′.
Example 2.4. Let P be C2 with coordinates x, y; we consider coordinates x1, y1, x2, y2 in P×P .
Then, the closed subset R, defined by the equation
x1y2 − x2y1 = 0,
is rational equivalence relation in P .
Rational equivalence relations are reflexive and symmetric. They are not in general transitive
(as relations), but generically transitive, i.e., they become transitive after restriction to a dense
open subset. For p ∈ P let us denote [p]R its class, the set of elements that are related by R to p,
i.e., pi1
(
pi−12 ({p})
)
. It is a Zariski closed subset of P . For generic p ∈ P we have dim([p]R) =
dim(R) − dim(P ). Thus, we say that a rational equivalence relation is finite if its dimension
equals the dimension of P ; it implies that generic equivalence classes are finite.
2.1.1 Irreducible rational equivalence relations
Let us proceed to the description of all irreducible rational equivalence relations in P . Let us
consider F a singular foliation in P , and let P ′ ⊂ P be the complement of sing(F). We say
that F is a foliation with algebraic leaves if for all p ∈ P ′ the leaf of F that passes through p is
open in its Zariski closure. A result of Go´mez-Mont [10, Theorem 3] ensures that there is an
algebraic variety V and a rational dominant map f : P 99K V such that the closure of a generic
f -fibre is the closure of a leaf of F.
The foliation F induces an rational equivalence relation in P ,
RF = {(p, q) ∈ dom(f)2 | f(p) = f(q)}.
We say that the rational equivalence relation RF is the relation “to be on the same leaf of F”.
For generic p ∈ P the class [p]RF is the Zariski closure of the leaf passing through p.
Lemma 2.5. Let R be a rational irreducible equivalence relation in P . Then, there is a singular
foliation F with algebraic leaves in P such that, R is the relation RF “to be on the same leaf
of F”.
Proof. Let us consider R an irreducible rational equivalence relation in P . For each p ∈ P we
define Fp = Tp([p]R). This F is a singular foliation of rank dim(R)− dim(P ). For generic p ∈ P
the leaf of F that passes through p is the regular part of the irreducible component of [p]R that
contains p. Then F is a foliation with algebraic leaves. We consider now an algebraic variety V
of dimension codim(R) and a rational dominant map f : P 99K V such that for generic p in P
the leaf that passes through p is Zariski dense in f−1{f(p)}. By definition RF is a rational
equivalence relation of the same dimension of R, and contained in R. From the irreducibility
of R we conclude R = RF. 
Remark 2.6. In the open subset in which the foliation F is regular, leaves of F are irreducible.
A generic equivalence class is the Zariski closure of a generic leaf of F thus it is irreducible.
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In the previous discussion, the algebraic variety V is defined up to birational equivalence.
The field f∗(C(V )) = C(P )F of rational first integrals of F allows us to recover the rational
equivalence relation
RF = {(p, q) ∈ P × P | ∀h ∈ C(P )F if p, q are in the domain of h then h(p) = h(q)}.
Let us recall that a subfield K of C(P ) is relatively algebraically closed if all elements of C(P )
that are algebraic over K are in K. It is also well known that any function which is algebraic
over C(P )F is also a first integral of F. Thus, C(P )F is relatively algebraically closed in P .
Given a rational equivalence relation R, we can always consider its field of first integrals,
C(P )R = {f ∈ C(P ) | ∀ (p, q) ∈ R if p, q are in the domain of f then f(p) = f(q)}.
Reciprocally, from any relatively algebraically closed subfield K ⊂ C(P ) containing C we can
recover a unique irreducible rational equivalence relation R having C(P )R = K. All this can be
summarized in the following lemma.
Lemma 2.7. The following maps are bijective:
(a) The assignation F ; RF that sends any singular foliation F with algebraic leaves to the
irreducible rational equivalence relation “to be on the same leaf of F.
(b) The assignation R; C(P )R that sends any irreducible rational equivalence relation to its
field of rational invariants.
(c) The assignation that sends any relatively algebraically closed subfield K ⊂ C(P ) to the
foliation F = ker(dK).
2.1.2 Finite rational equivalence relations
In this case dimR = dimP and the projection pi1 : R→ P is a dominant map. Thus, there is an
open subset P ′ such that pi1 : R|P ′ → P ′ is a covering map. Note that, in order to construct this
open set P ′ we may remove not only the ramification but its orbit by the equivalence relation.
Let us distinguish between two cases. First, let us assume pi1|P ′ is a trivial covering. We have
the following result.
Lemma 2.8. Let us assume that there is an open subset P ′ ⊂ P such that pi1 : R|P ′ → P ′ is
a trivial covering of order d. Then, there is free action of a finite group of order d, G ⊂ Aut(P ′)
such that
R = {(p, g(p)) | p ∈ P ′, g ∈ G}.
Proof. Let R|P ′ = R′0 ∪R′1 ∪ · · · ∪R′d−1 be the decomposition of R in irreducible components.
For each i = 0, . . . , d− 1 we define gi = pi2 ◦ pi1|−1R′i . By the reflexive and transitive properties
of R we have that {g0, . . . , gd−1} is a group of regular automorphims of P ′. By definition of
the gi, a pair (p, q) is in Ri|P ′ if and only if q = gi(p). Thus,
R|P ′ = {(p, gi(p) | p ∈ P ′, i = 0, 1, . . . , d− 1}. 
The quotient by free actions of finite groups is well known (see, for instance [7]) and then
there is a rational quotient map f : P 99K P ′/G of degree d. Note that the finite group G acts
on C(P ), and that this action fixes f∗(C(P/G)) which is identified with C(P )G. We have the
following
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Lemma 2.9. The assignation R; C(P )R establishes a bijective correspondence between finite
rational equivalence equations that are trivial coverings of open subsets of P , and subfields K
of C(P ) such that K ⊂ C(P ) is an algebraic Galois extension.
Proof. We need only to check that starting with a Galois subfield K ⊂ C(P ) we recover
a trivial covering. Let G be the group of automorphisms of C(P ) fixing K. They are birational
automorphisms of P . We may find an open subset P ′ invariant by those automorphisms. It is
clear that this allows us to recover a trivial rational equivalence relation in P . 
Finally let us consider the second case in which pi1 : R|P ′ → P ′ is a covering, but not trivial. In
such case there is finite covering ρ : P ′′ → P ′ that trivializes pi1 (and pi2). We define R′′ ⊂ P ′′×P ′′
the pullback of the equivalence relation R|P ′ to P ′′. Now, R′′ is a trivial cover of P ′′ by pi1
or pi2, and thus there is a group of automorphisms of P
′′ inducing R′′. We have proven the
following
Lemma 2.10. Let R be a finite rational equivalence relation in P . There is an open subset P ′,
a finite covering ρ : P ′′ → P ′ and a finite group G of regular automorphisms of P ′′ such that
R = {(ρ(p), ρ(g(p))) | p ∈ P ′′, g ∈ G}.
In this case, we have that the generic quotient P/R coincides with the quotient P ′′/G which
is, up to birational equivalence, determined by its field of rational functions. We also have
Lemma 2.11. The assignation R; C(P )R establishes a bijective correspondence between finite
rational equivalence relations in P , and subfields K of C(P ) such that K ⊂ C(P ) is an algebraic
extension.
2.1.3 General rational equivalence relations
Finally, given a non-irreducible rational equivalence relation R, we may proceed to construct
the quotient in two steps. First, we consider R0 the irreducible component containing the
diagonal ∆. In this case, the quotient is given by Lemma 2.5. Then, we project the rational
equivalence relation to the quotient, obtaining a finite rational equivalence relation. Then we
apply Lemma 2.11. Finally we obtain that rational equivalence relations are determined by its
fields of invariants, and vice-versa. Summarizing
Proposition 2.12 (Galois correspondence for rational equivalence relations). The map
{rational equivalence relations in P} → {subfields of C(P ) containing C},
R→ C(P )R
is a bijective correspondence, and anti-isomorphism of lattices.
Remark 2.13. In the correspondence given by Proposition 2.12:
1) irreducible rational equivalence relations are given by rational foliations with algebraic
leaves and correspond to relatively algebraically closed subfields of C(P );
2) finite trivial rational equivalence relations correspond to actions of finite groups on open
subsets of P .
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2.2 Rational groupoids
Let us fix B a complex irreducible smooth affine algebraic variety. By an algebraic groupoid
acting on B we mean a smooth algebraic complex Lie groupoid (α, β) : G → B ×B.
Definition 2.14. A Zariski-closed subset H ⊂ G is called a rational subgroupoid if it satisfies:
1) there is an open subset B′ of B such that H|B′ is a Lie subgroupoid of G|B′ ;
and it satisfies any of the following equivalent conditions:
2) for any open subset B′ of B, H = H|B′ ;
3) irreducible components of H dominate B by the source (or target) map.
Remark 2.15. If H is irreducible, it automatically satisfies (3); it contains the identity.
It is clear that the notion of rational subgroupoid generalizes that of rational equivalence
relations, the latter being the rational subgroupoids of B ×B.
Let piG : G→ B be an algebraic group bundle. The fibers of piG are complex algebraic groups
where the group operation and inversion are defined as morphisms over B. There is a natural
dictionary between group bundles over open subsets of B and algebraic groups defined over C(B).
Thus, sections of G define an algebraic group G˜. Algebraic C(B)-subgroups of G˜ are in bijective
correspondence with rational group subbundles of G. That is, Zariski closed subsets H ⊂ G such
that:
1) there is an open subset B′ such that piG : H|B′ → B′ is an algebraic group bundle;
2) irreducible components of H dominate B by piG.
Let us consider the restriction of the algebraic groupoid G to the diagonal of B,
Gdiag = {g ∈ G : α(g) = β(g)}.
It is an algebraic group bundle α : Gdiag → B. Given an rational subgroupoid H ⊂ G, the
intersection H ∩ Gdiag is not a rational group bundle over B, it may contain some irreducible
components that do not dominate the basis.
Example 2.16. Let us consider B = C2, and G = C∗ × B × B where the composition law is
given by (µ, x′, y′, x′′, y′′) · (λ, x, y, x′, y′) = (λµ, x, y, x′′, y′′). The equation
λ =
x′
y′
y
x
defines an algebraic subgroupoid outside of the curve xy = 0, and thus,
H = {(λ, x, y, x′, y′) : λxy′ − x′y = 0}
is a rational subgroupoid of G, which is in fact, irreducible. However the intersection with the
diagonal group bundle,
H ∩ Gdiag = {(λ, x, y) : (λ− 1)xy = 0}
has three irreducible components. Two of them, of equations x = 0 and y = 0 do not dominate B;
the other one, of equation λ = 1 defines a rational group subbundle.
Hence, in order to define the diagonal part of a rational groupoid we have to restrict our
attention to a suitable affine open subset. It is clear that the following definition does not
depend on the choice of B′.
Definition 2.17. Let H be a rational subgroupoid of G. Let us consider an affine subset B′ ⊂ B
such that H|B′ is an algebraic groupoid acting on B′. We define the diagonal part of H,
Hdiag = H|B′ ∩ Gdiag.
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2.3 Rational groupoids of gauge isomorphisms
Let G be a linear algebraic group, pi : P → B a principal connected fiber bundle with structure
group G. From now on, we assume that B is affine and P is affine over B; many of our results
can be stated in a more general setting.
By a rational reduction of pi : P → B we mean a Zariski closed subset L ⊂ P such that:
1) there is an open subset B′ ⊂ B such that L|B′ → B′ is a reduction of the bundle P |B′ → B′;
2) irreducible components of L dominate B by projection.
As before, if L is irreducible then condition (1) implies condition (2).
By Iso(P ) we mean the groupoid of gauge isomorphisms of P ; it is an algebraic groupoid
acting on B. Elements of Iso(P ) are G-equivariant maps between fibers of P . This groupoid
can be constructed as an associated bundle Iso(P ) = (P ×P )/G. The class [p, q] of a pair (p, q)
is identified with the unique G-equivariant map φp,q : Ppi(p) → Ppi(q) satisfying φp,q(p) = q.
By Gau(P ) we mean the group bundle of gauge automorphisms of P ; the diagonal part
of Iso(P ). It is an algebraic group bundle over B. Elements of Gau(P ) are G-equivariant maps
from a fiber of P to itself. This group bundle can also be constructed as the associated bundle,
the balanced construction P [Adj] = P ×Adj G.
Given a rational subgroupoid G ⊂ Iso(P ), there is a corresponding field of rational invariants,
C(P )G = {f | f(p) = f(g(p)) for all p ∈ P and g ∈ G
whenever p ∈ dom(g) and p, g(p) are in dom(f)}.
We would like to characterize rational subgroupoids of Iso(P) in terms of their invariants.
We say that a subfield K ⊂ C(P ) is G-invariant if right translations in P map K into itself.
Proposition 2.18 (Galois correspondence). The map
{rational subgroupoids of Iso(P )} → {G-invariant subfields of C(P ) containing C},
G → C(P )G
is a bijective correspondence, and anti-isomorphism of lattices.
Proof. The quotient map piP×P : P×P → Iso(P ), (p, q) 7→ φp,q establishes a bijective correspon-
dence between the set of subgroupoids of Iso(P ) and the set of G-invariant equivalence relations
in P . This induces a bijective correspondence between the set of rational subgroupoids of Iso(P )
and G-invariant rational equivalence relations in P . Moreover, we have C(P )G = C(P )pi
−1
P×P (G).
The field of invariants of a G-invariant rational equivalence relation is G-invariant. Recip-
rocally, the rational equivalence relation corresponding to a G-invariant field, is G-invariant.
Thus, by Proposition 2.12 we finish the proof. 
Remark 2.19. Let us note that irreducible rational subgroupoids of Iso(P ) correspond to G-
invariant relatively algebraically closed subfields of C(P ) containing C. Hence, they correspond
to G-invariant singular foliations in P with algebraic leaves.
2.4 Galois groupoid of a partial connection
Here we give a geometric presentation based on rational subgroupoids of the classical Galois
theory for G-invariant connections. The ideas of this section can be found in [3], see also [23]
for a nonlinear version. Let us consider G and pi : P → B as in Section 2.3. Additionally, we
also consider a singular foliation F in B.
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Definition 2.20. A rational partial flat Ereshmann connection in the direction of F in P is
a pi-projectable, singular foliation D in P of the same rank that F such that pi∗(D) = F.
From now on we will write F-connection, or just connection, to refer to partial flat Ereshmann
connections.
A local analytic section u of P is D-horizontal if Du(x) ⊂ dxu(TxB) for each x in the domain
of u. This means that each restriction of u to a leaf L of F is D|pi−1(L)-horizontal, and vice-
versa. A vector field in P tangent to D is also called D-horizontal. Given a local analytic
vector field X tangent to F in B, there is a unique D-horizontal vector field X˜ in P such that
pi∗
(
X˜
)
= X. This X˜ is called the D-horizontal lift of X. It is clear that if X is a rational vector
field then X˜ is also a rational vector field, moreover, if X is regular in B′ ⊂ B and D is regular
in pi−1(B′) then X˜ is regular in pi−1(B′). The D-horizontal lifting is compatible with the Lie
bracket [˜X,Y ] =
[
X˜, Y˜
]
.
We say that D is G-invariant if for each g ∈ G we have Rg∗(D) = D. We say that D is
regular if it is a regular foliation. After replacing B by a suitable affine subset, we may assume
that any G-invariant rational F-connection D is regular.
Let D be a G-invariant rational foliation on P . We consider the field C(P )D of rational first
integrals of the foliation. This field is, by definition, G-invariant. Thus, by Proposition 2.18 it
corresponds to an irreducible rational subgroupoid of Iso(P). The following definition is equiva-
lent to that given in [6].
Definition 2.21. The Galois groupoid of D is the rational subgroupoid GGal(D) of Iso(P )
such that C(P )GGal(D) = C(P )D. The Galois group bundle is the diagonal part of the Galois
groupoid, Gal(D) = GGal(D)diag. It is a rational group subbundle of Gau(P ).
By definition, it is clear that GGal(D) is irreducible in the Zariski topology. The Galois
group bundle may not be irreducible.
Remark 2.22. The classical case of Picard–Vessiot theory corresponds to the case in which the
foliation F has no rational first integrals, i.e., C(B)F = C. This setting has been exposed in [2].
The fiber of the Galois group bundle is isomorphic to the classical Galois group. The intrinsic
Galois group is the algebraic C(B)-group whose elements are the sections of the Galois group
bundle.
Remark 2.23. The Galois group bundle admits also a structure of differential algebraic group.
The induced associated connection Adj(D) is a partial group connection (see Appendix A)
in Gau(P ). It restricts to the group subbundle Gal(D). Thus, the pair (Gal(D),Adj(D)) can
be seen as a differential algebraic group of order 1. This differential algebraic group structure
was already pointed out by Pillay in [26].
Remark 2.24. As the group bundle Gau(P ) → B admits two equivalent descriptions, so the
associated connection does. We may consider the distribution D×D in P ×P . This distribution
is G-invariant under the diagonal action, thus it projects onto a distribution D D in Iso(P ).
The intersection of this distribution with the tangent bundle T (Gau(P )) gives us the associated
connection Adj(D).
Remark 2.25. The Galois groupoid can be also constructed geometrically as the smallest
rational subgroupoid of Iso(P ) which is tangent to the distribution DD, see [6] or [3]. This is
stated in the introduction when we say that the Galois groupoid of (1.1) is the Zariski closure
of the solution of the Cauchy problem (1.3), which is the union of leaves of D  D passing
through the identity section. However, the definition of the Galois groupoids through the Galois
correspondence (Proposition 2.18) is preferable for our purposes.
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Remark 2.26. By construction, the action Gau(P ) ×B P → P maps the distribution
Adj(D)×B D onto D. Therefore, Adj(D) is the equation of gauge symmetries of D. A gauge
transformation is Adj(D)-horizontal if and only if it has the property of transforming D-
horizontal sections into D-horizontal sections.
2.5 Connections with parameters
Let us also consider a submersion ρ : B → S, so that we have commutative diagrams as follows
P
pi //
p¯i 
B
ρ

S,
C(P ) C(B)pi
∗
oo
C(S),
ρ∗
OO
p¯i∗
cc
we assume that the fibers of p¯i are irreducible. Let F be the foliation with algebraic leaves defined
by ker(dρ). By a G-invariant connection in P with parameters in S we mean a G-invariant F-
connection D in P [22, 23].
For each s ∈ S we denote Bs = ρ−1(s), Ps = p¯i−1(s), and pis = pi|Ps . Thus, pis : Ps → Bs is
a principal fiber bundle with structure groupG. The foliationD is tangent to Ps its restrictionDs
is a G-invariant connection in Ps.
We identify C(S) with its image in C(B) by ρ∗ and C(B) with its image in C(P ) by pi∗ so
that we have a sequence of extensions, C(S) ⊂ C(B) ⊂ C(P ). Note that C(B) is the fixed
field C(P )G of rational invariants by the action of G and C(S) is the field C(B)F of rational first
integrals of F.
By IsoS(P ) we mean the subgroupoid of Iso(P ) consisting on fiber isomorphisms that respect
the projection ρ.
Remark 2.27. In terms of Proposition 2.18 IsoS(P ) corresponds to the subfield C(S) ⊂ C(P )
and to the equivalence relation P ×S P . Thus, we have a bijective correspondence between
irreducible rational subgroupoids of IsoS(P ) and G-invariant subfields of C(P ) containing C(S).
Proposition 2.28. Let D be a G-invariant connection with parameters in S. We have GGal(D)
⊂ IsoS(P ).
Proof. Taking into account C(S) ⊂ C(P )D we conclude using Remark 2.27. 
3 The parameterized Galois groupoid of a connection
Let us consider, as in Section 2.5 an affine principal bundle pi : P → B with structure group
bundle G → S, a submersion ρ : B → S, F = ker(dρ), and D a G-invariant connection with
parameters in S. Some of our arguments will require to restrict these objects to some affine
subset of B. Accordingly, without loss of generality, we assume that F and D are regular.
3.1 Prolongation of a principal bundle
Two germs of analytic sections of P at x ∈ B have the same jet of order k if they are tangent
up to the order k. This means, that in any analytic system of coordinates, they have the same
power series development up to degree k. The space Jk(P/B) of sections is a smooth affine
algebraic variety and then J(P/B) = lim Jk(P/B) is a smooth pro-algebraic affine variety. The
jet of order k at x ∈ B of the section u is denoted by jkxu, and the section of Jk(P/B) that
assigns to each x in the domain of u the jet jkxu is denoted by j
ku (we omit the index k = ∞
for jets of infinite order).
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By OJk(P/B) we understand the ring of regular functions in Jk(P/B) with rational coefficients
in B, that is, OJk(P/B) = C(B)⊗C[B] C[Jk(P/B)]. Elements of OJk(P/B) are regular differential
functions of order k with rational coefficients in B, or equivalently, regular differential functions
in Jk(P |B′/B′) for some open subset B′ ⊂ B. We have a chain of ring extensions:
C(B) ⊂ OP/B ⊂ OJ1(P/B) ⊂ · · · ⊂ OJk(P/B) ⊂ · · · ⊂ OJ(P/B).
3.1.1 Differential structure of OJ(P/B)
There exists a total derivative prolongation: if X is a rational vector field in B with domain of
regularity B′ ⊂ B then its total derivative operator Xtot is a derivation of the ring of differential
functions, defined by the rule,(
XtotF
)(
jk+1x u
)
=
(
X
(
F ◦ jku))(x),
for any differential function F of order k; Xtot is a derivation of OJ(P/B). Note that the total
derivative increases the order of differential functions, thus Xtot is not a rational vector field
in Jk(P/B) for k finite. We consider the differential ring (OJ(P/B),Xrat(B)). This is a Xrat(B)-
finitely generated differential ring over C(B).
Remark 3.1. Here we work with a broader definition of differential field than usual (cf. [17]).
We consider a differential field to be a field endowed with an arbitrary Lie algebra of derivations.
However, it is always possible to choose a finite commuting basis of Xrat(B) in order to recover the
usual definition. For instance, let us take a transcendence basis of C(B) over C. Then, the partial
derivatives w.r.t. the basis elements are commuting rational vector fields spanning Xrat(B). Their
corresponding total derivative operators are a basis of derivations form OJ(P/B).
3.1.2 Prolongation of rational vector fields in P
Given a local analytic vector field Y in P , its k-th prolongation Y (k) to Jk(P/B) is obtained
geometrically in the following way. Let us assume that Y has a real flow {σt}t∈R in a neighbor-
hood of p ∈ P , let x = pi(p) and u be a local section such that u(x) = p. Let γu be the graph
of u. For small t we have that σt(Γu) is, around x, also the graph of a local section that we
name ut. Then,
Y (k)
(
jkxu
)
=
d
dt
∣∣∣∣
t=0
jkpi(σt(p))ut.
Thus, the flow of Y (k) is the projection in the jet space of the flow naturally induced by Y
in the space of pointed germs of submanifolds of P . It is easy to check that prolongation of
vector fields is compatible with the Lie bracket [X,Y ](k) =
[
X(k), Y (k)
]
. The prolongation Y (k)
of a regular vector field Y is also regular. Thus, if Y of a rational vector field in P whose
domain of definition contains an open subset of the form pi−1(B′) with B′ open in B then Y (k) is
a derivation of OJk(P/B). This prolongation is possible up to arbitrary order, so that we obtain
a derivation Y (∞) of OJ(P/B) that respects the order of differential functions.
3.1.3 Homogeneous structure of the fibers
In general, if G → B is a group bundle, the group composition lifts to the jets of sections of G,
Jk(G/B)×B Jk(G/B)→ Jk(G/B),
(
jkxg
)(
jkxh
)
= jkx(gh).
Thus, for all k, Jk(G/B)→ B is an algebraic group bundle and J(G/B)→ B is a pro-algebraic
group bundle.
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Let us consider the trivial group bundle G×B → B; Jk(G/B) will stand for Jk(G×B/B).
There is a natural fibered action of this group bundle on Jk(P/B),
Jk(P/B)×B Jk(G/B),
(
jkxu, j
k
xg
) 7→ jkx(u · g),
so that, for all x ∈ B, Jk(P/B)x becomes a principal homogeneous space for the action of the
algebraic group Jk(G/B)x. Those actions are compatible with the truncations of order; hence,
taking the limit to infinite order we have that J(P/B)x is a principal homogeneous space for
the action of the pro-algebraic group J(G/B)x.
3.2 Prolongation of a principal connection
The G-invariant integrable distribution D defines closed subsets Γk(D) ⊂ Jk(P/B). They consist
of k-jets of D-horizontal sections. This closed subset Γk(D) is the algebraic differential equation
of order k associated to D. The chain of maps
Γ(D) = lim← Γk(D)→ · · · → Γk(D)→ · · · → Γ2(D)→ Γ1(D)→ P
are surjective.
Γk(D) is defined by a radical ideal Ek(D) ofOJk(P/B). Indeed, from the Frobenius integrability
condition (flatness of D) we obtain that E(D) is the radical Xrat(B)-differential ideal of OJ(P/B)
spanned by E1(D). For each k, Ek(D) is the intersection of E(D) with the ring OJk(P/B).
The ring of differential functions on horizontal sections is the Xrat(B)-differential ring quotient
OΓ(D) = OJ(P/B)/E(D).
The composition with ρ induces a map ρ∗ : Jk(G/S)→ Jk(G/B). Therefore we also have an
action defined over S,
Jk(P/B)×S Jk(G/S),
(
jkxf, j
k
xg
) 7→ jkx(f · (ρ ◦ g)).
Proposition 3.2. The action of Jk(G/S)ρ(x) on Γk(D)x is free and transitive for any x ∈ B.
Proof. Let jkxu and j
k
xv be in Γk(D)x. Representatives u and v can be taken as D-horizontal
sections defined in a neighborhood of x. There is a unique section g defined in this neighbor-
hood G such that u = v · g. Taking into account the u and v are D-horizontal, we have that g
is constant along the fibers of ρ, so it can be thought as a function from a neighborhood of ρ(x)
in S to G. Finally we have, jkxu =
(
jkxu
) · (jkρ(x)g). 
Remark 3.3. It is important to note that the action is compatible with the truncation maps
Jk+1(G,S)→ Jk(G/S) and Γk+1(D))→ Γk(D). Hence, we have that J(G/S)ρ(x) acts free and
transitively in Γ(D)x.
3.2.1 Trivialization of J(G/S)
By Proposition 3.2 we have that Γ(D) → B is a bundle by principal homogeneous spaces.
However, the structure group varies with the parameter in S. In order to have a principal
bundle structure we should trivialize the group bundle J(G/S).
Let m be dimension of S and τm,kG be the generalized tangent bundle of G of rank m and
order k, i.e., the space of jets of order k of local analytic maps from (Cm, 0) to G. It is an
algebraic group, with the composition law,
(
jk0g
)(
jk0h
)
= jk0 (gh). The group Autk(Cm, 0) of jets
of automorphisms act on τm,kG by group automorphisms on the right side by composition.
For this fixed m we may take the projective limit in k and thus we obtain the pro-algebraic
group τˆmG of formal maps from (Cm, 0) to G. In τˆmG the group of formal automorphisms
Âut(Cm, 0) acts by group automorphisms on the right side by composition.
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By a frame of order k at s ∈ S we mean a k-jet at 0 ∈ Cm of a locally invertible map
from (Cm, 0) to (S, s). The frame bundle RkS → S is a principal bundle, modeled over the
group Autk(Cm, 0). Those bundles form a projective system and the projective limit RS → S
is the frame bundle. It is a pro-algebraic principal bundle modeled over the group Âut(Cm, 0)
of formal analytic automophisms. A section of the frame bundle is called a moving frame.
Proposition 3.4. Any moving frame ϕˆ in S induces by composition at the right side a triviali-
zation
J(G/S)
ϕˆ∗ //
##
τˆmG× S
{{
S,
and thus a structure of principal bundle in Γ(D),
Γ(D)× τˆmG→ Γ(D), (jxu, j0g) 7→ jxu ·
(
j0g ◦ ϕˆ−1ρ(x) ◦ jxρ
)
.
Proof. Let ϕˆ be a moving frame in S. Then, for s ∈ S we have that ϕˆs is a formal isomorphism
between (Cm, 0) and (S, s). Thus, it induces a pro-algebraic group isomorphism from J(G/S)s
to τˆmG that sends jsg to j0(g ◦ ϕˆs). In this way we obtain the trivialization of the statement.
Finally, by Proposition 3.2 and Remark 3.3 we have that the induced action of τˆmG in Γ(D)
gives the structure of a principal bundle. 
Remark 3.5. Let ϕˆ and ψˆ be two different moving frames in S. Then, there is a regular map γˆ
from S to Âut(Cm, 0) such that ϕˆ(s) = ψˆ(s)γˆ(s). We have a commutative diagram
J(G/S)
ϕˆ∗ //
ψˆ∗
))
τˆmG× S
γˆ×IdS

τˆmG× S
(j0g, s)

(j0g ◦ γˆ(s), s).
The group Âut(Cm, 0) acts on τˆmG by group automorphisms. Thus, the two τˆmG−principal
bundle structures induced in Γ(D) by ϕˆ and ψˆ are related by the fibered automorphism γˆ of
τˆmG× S → S.
Remark 3.6. As before, our constructions are compatible with the truncation to any finite
order. The moving frame ϕ induces frames of any order, and thus, also induces compatible
principal bundle structures in Γk(D) modeled over τm,kG in the sense that the following diagram
Γ(D)× τˆmG //

Γ(D)

Γk(D)× τm,kG // Γk(D)
is commutative.
Remark 3.7. For k > ` there are natural surjective morphisms Iso(Γk(D))→ Iso(Γ`(D)). The
projective limit of this system yields Iso(Γ(D)) which is a pro-algebraic Lie groupoid over B. The
construction of Iso(Γk(D)) may depend on the global frame ϕˆ, a map between two fibers Γ(D)x
and Γ(D)y may or not be τˆmG-equivariant for the structure induced by some global frame. How-
ever, according to Remark 3.5, if ρ(x) = ρ(y), then a map between the fibers Γ(D)x and Γ(D)y
is τˆmG-equivariant for some induced structure if and only if it is τˆmG-equivariant for any in-
duced structure. Accordingly, the pro-algebraic Lie groupoid IsoS(Γ(D)) does not depend on
the choice of the global frame in S.
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Example 3.8. Our main examples are linear differential equations with parameters. Here
P = GLk(C) × Cn+m, B = Cn+m, and S = Cm. We consider a linear differential system with
parameters
∂U
∂xi
= AiU, i = 1, . . . , n, (3.1)
where Ai are matrices with coefficients in C(x1, . . . , xn, s1, . . . , sm). The Frobenius integrability
condition imposes here the compatibility equations:
∂Ai
∂xj
− ∂Aj
∂xi
= [Ai, Aj ].
Equation (3.1) can be seen itself as a sub-bundle of J1(P/B). In this case, J1(P/B) = Ck
2(n+m)×
GLk(C)× Cn+m, and Uxi , Usj , U , x, s is a system of coordinates. Equations
Uxj −AiU = 0, i = 1, . . . , n, (3.2)
define Γ1(D) as a subset of J1(P/B). A basis of the space of total derivative operators is given
by ∂totxi , ∂
tot
sj . We differentiate equations (3.2) and obtain
Uxjxk −
∂Ai
∂xk
U −AjAkU = 0, (3.3)
Uxjsk −
∂Ai
∂sk
U −AjUsk = 0. (3.4)
Equations (3.2), (3.3), and (3.4) define Γ2(D), and so on. Note that xi, sj , U, Usj , Usjsk , . . . are
coordinates on Γ(D).
3.2.2 Prolongation of D to Γ(D)
Here we show how to lift the G-invariant connection D to a projective system of τm,kG-invariant
connections D(k) in Γk(D), and thus, a τˆmG-invariant connection in Γ(D).
Lemma 3.9. Let X be rational vector field tangent to F. Along Γk(D), the total derivative X
tot
coincides with X˜(k), the jet prolongation of the D-horizontal lift of X. Therefore Xtot and X˜(∞)
coincide as derivations of OΓ(D).
Proof. Let X be a rational field tangent to F. First, we have that the ideal of Γ(D) is a differ-
ential ideal, so that, Xtot defines a derivation of OΓ(D).
Let us fix jkxu ∈ Γk(D). Let us assume that u is a D-horizontal local section. The vector
field X˜ is tangent to the graph of u. Thus, the flow of X˜ leaves the section u invariant. Let us
consider {σt}t∈R the local flow of X around x. Then, we have
X˜(∞)(jxu) =
d
dt
∣∣∣∣
t=0
jσt(x)u.
Thus, for any differential function F of arbitrary order, we have
(
XtotF
)
(jxu) = Xx(F ◦ ju) = d
dt
∣∣∣∣
t=0
F (jσt(x)u) =
(
X˜(∞)F
)
(jxu).
We have that Xtot coincides with X˜(∞) along Γ(D), and therefore they preserve the order of
differential functions. 
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Example 3.10. Let us compute ∂xj
tot restricted to Γ(D) in Example 3.8. Let uij be the (i, j)-
entry of coordinate matrix U , and ai,jk be the (j, k)-entry of matrix Ai. The usual expression
for the total derivative is
∂
∂xj
tot
=
∂
∂xj
+ umk;xj
∂
∂umk
+ umk;x`xj
∂
∂umk;x`
+ umk;s`xj
∂
∂umk;s`
+ · · · .
We have that xj , s`, umk, umk;s` , . . . is a system of coordinates on Γ(D). We obtain
∂
∂xj
tot
∣∣∣∣
Γ(D)
=
∂
∂xj
+ aj,m`u`k
∂
∂umk
+
(
∂aj,ml
∂sr
u`k + aj,m`u`k;sr
)
∂
∂umk;sr
+ · · · .
Here we see that the total derivative of a function on Γk(D) is also defined on Γk(D).
Definition 3.11. For each k = 1, . . . ,∞ we call the k-th prolongation of D to the distribu-
tion D(k) spanned by the vector fields of the form Xtot
∣∣
Γk(D)
where X is tangent to F.
Remark 3.12. The above definition ensures D(k) is a regular connection on Γk(D). Another
way of defining D(k) in geometrical terms is the following. Let u be a local D-horizontal section
defined around x ∈ B,
D
(k)
jkxu
= d
(
jku
)
(Dx).
The space D
(k)
jkxu
⊂ Tjkxu(Γk(D)) does not depend on the choice of u. It is confined into the fiber
of ρ(x). Any other D-horizontal section passing through the same point u(x) shall coincide
with u along the fiber of ρ(x).
Proposition 3.13. The prolongation D(k) is a τm,kG-invariant connection on Γk(D) with pa-
rameters S. The projection Γk+1(D)→ Γk(D) maps D(k+1) to D(k).
Proof. Let {Xi} be a commuting basis of the C(B)-space of rational vector fields tangent to F.
Their values span F on the generic point of B. In virtue of Lemma 3.9 we have that D(k) is the
distribution of vector fields spanned by
{
X˜
(k)
i |Γk(D)
}
. From the compatibility of the Lie bracket
and the lift of vector fields we obtain that D(k) is a Frobenius integrable distribution in Γ(D).
Also, from the properties of the lift we obtain that D(k+1) projects onto D(k). The invariance
of D(k) with respect to τm,kG follows automatically from Remark 3.12. 
The projective limitD(∞) = lim←D(k) is called the jet prolongation with respect to parameters
of D. In virtue of Proposition 3.13 D(∞) it is a τˆmG invariant F-connection in Γ(D). Note that
the construction of D(∞) is independent of the moving frame ϕˆ in S that induces the τˆmG-
principal bundle structure in Γ(D). Different moving frames give different actions that are not
necessarily equivalent, but at least they are equivalent along the fibers of ρ.
3.3 The parameterized Galois groupoid
The field of rational differential invariants of order ≤ k of D is the field C(Γk(D))D(k) of rational
first integrals of D(k). We have a tower of field extensions
C(S) ⊂ C(P )D ⊂ · · · ⊂ C(Γk(D))D(k) ⊂ C(Γk+1(D))D(k+1) ⊂ · · · ,
and the union of all its members is the field of rational differential invariants of D. If X is
a rational vector field in B and f a rational invariant of D of order ≤ k then Xtotf is a rational
invariant of D of order ≤ k + 1. Thus, we have that C(Γ(D))D(∞) is a differential field with
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derivations X(B)tot. Moreover, by the finiteness of differential subfields (for instance, by [17,
Theorem 14, p. 112]) we have that there is some ` such that the field of differential invariants is
spanned by C(Γ`(D))D
(`)
and total differentiation.
Now let us translate, by means of the Galois correspondence from Remark 2.27, this tower
of fields into a system of groupoids, and the field of rational differential invariants into a pro-
algebraic groupoid.
In order to have a principal structure in Γ(D) we need to take a moving frame on S. It is
well known that there always exists a rational moving frame on S. We may, for instance, take
the frame induced by a transcendence basis of C(S). Thus, we fix a global frame ϕˆ in S, that
we assume to be regular, after restriction to a suitable affine open subset.
Lemma 3.14. The Galois groupoid GGal
(
D(k)
)
does not depend on the choice of the moving
frame ϕˆ on S.
Proof. Let ϕˆ and ψˆ two different moving frames on S, whose truncations to order k induce
respective τm,kG-structures in Γk(D) → B. Thus, there are two different groupoids of gauge
isomorphisms Isoϕˆ(Γk(D)) and Iso
ψˆ(Γk(D)). However, by Remark 3.7 we have IsoS(Γk(D)) ⊂
Isoϕˆ(Γk(D))∩ Isoψˆ(Γk(D)). We also have C(S) ⊂ C(Γk(D))D(k) . By Galois correspondence from
Remark 2.27 we have that the Galois groupoid of D(k) is inside IsoS(Γk(D)), hence independent
of the choice of the global frame. 
Definition 3.15. Let us consider D a principal G-invariant connection on P with parameters
in S.
1. The Galois groupoid (and group bundle) of order k with parameters of D is the Galois
groupoid (and group bundle) of gauge isomorphisms (automorphisms) of Γk(D) that fixes
rational differential invariants of D of order ≤ k,
PGalk(D) = GGal
(
D(k)
)
, Galk(D) = Gal
(
D(k)
)
.
2. The Galois groupoid with parameters of D is the groupoid of gauge isomorphisms of Γ(D)
that fixes rational differential invariants of D,
PGal∞(D) = lim∞←k
GGal
(
D(k)
)
.
3. The Galois group with parameters of D is the diagonal part of the Galois groupoid with
parameters of D,
Gal∞(D) = PGal∞(D)diag.
3.4 Differential structure of the Gau(Γ(D))
The Galois group with parameters, as in Definition 3.15, is rational subgroup bundle of
Gau(Γ(D)). In what follows we present its natural differential group structure.
The fibers of J(P/B) → B are principal homogeneous spaces for the fibers of the group
bundle J(G/B) → B (see Section 3.1.3). We can consider the bundle Gau(J(P/B)) → B of
gauge automorphisms as the quotient (J(P/B) ×B J(P/B))/J(G/B). This quotient exists as
a pro-algebraic variety (at least on the generic point of B): it can be constructed, for instance,
trivializing the group bundle J(G/B)→ B by means of a moving frame in B.
Lemma 3.16. Let E → B be a fiber bundle and G an algebraic group acting on E and preserving
the projection to B. Assume E/G exists as smooth algebraic variety. Then there is a canonical
isomorphism J(E/B)/J(G/B) ' J((E/G)/B) of bundles over B.
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Proof. Let f be the projection E → E/G and jf the induced map J(E/B) → J((E/G)/B).
Because jf(jσ) = j(f(σ)), this maps induces the wanted isomorphism. 
Proposition 3.17. For the principal bundle pi : P → B there is a canonical isomorphism
Gau(J(P/B)) ' J(Gau(P )/B) of bundles over B.
Proof. It suffices to consider the case E = P ×B P in Lemma 3.16. 
From this, we know that Gau(J(P/B)) has a structure of differential algebraic group. Let
us consider now the bundle of jets of D-horizontal sections Γ(D) ⊂ J(P/B). It is a differential
subvariety of J(P/B) in the sense that it is the zero locus of the differential ideal E(D) ⊂ OJ(P/B)
(see Section 3.2).
Theorem 3.18. The group bundle of gauge automorphisms Γ(D) is identified with the differ-
ential algebraic subgroup of gauge symmetries of D, defined by the group connection Adj(D),
Gau(Γ(D)) ' Γ(Adj(D)) ⊂ J(Gau(P )/B).
Proof. The differential subvariety Γ(D) ⊂ J(P/B) is principal for the action of the subgroup
bundle J(G/S) × B ⊂ J(G/B) (note that two D-horizontal sections are related by a right
translation which is constant along the fibers of ρ), this being a differential algebraic subgroup
of J(G/B).
By means of the general construction of Gau(P ) = (P ×B P )/G and Proposition 3.17 we
have a commutative diagram
Γ(D)×B Γ(D) //

J(P/B)× J(P/B)

Gau(Γ(D))
i // J(Gau(P )/B).
It is clear that if a pair (jxu, jxv) of jets of D-horizontal sections are related by an element
of J(G/B)x, then this element is constant along the fibers of ρ. Therefore, the map i is injective.
Finally, an element jxσ ∈ J(Gau(P)/B) is in the image of i if and only if it transform D-
horizontal sections into D-horizontal sections, if and only if it is a jet of a gauge symmetry of D,
if and only if it is Adj(D)-horizontal. 
Remark 3.19. The action of Gau(Γ(D)) on Γ(D) is, by definition, compatible with the differ-
ential structure, in the sense that the co-action
α∗ : OΓ(D) → OGau(Γ(D)) ⊗C(B) OΓ(D)
is compatible with the total derivative operators.
Theorem 3.20. The parameterized Galois group bundle Gal∞(D) is a differential algebraic
subgroup of J(Gau(P )/B).
Proof. Let us compute the equations of Gal∞(D) inside Gau(Γ(D)) in order to verify that it
is the zero locus of a differential Hopf ideal in OGau(Γ(D)). From the group bundle structure we
already know that the ideal of Gal∞(D) is a Hopf ideal; it suffices to check that it is a differential
ideal.
By definition, Gal∞(D) is the group of gauge automorphisms commuting with rational dif-
ferential invariants C(Γ(D))D(∞) . This field is differentially finitely generated over C(S), let us
take a system of generators.
C(Γ(D))D
(∞)
= C(S)〈h1, . . . , hk〉.
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There is some N big enough such that the differential functions hi belong to C(ΓN (D)). By
construction (and restricting our considerations to a suitable open subset of B) ΓN (D) is an
affine algebraic variety, so that we have
hi =
Pi
Qi
with Pi, Qi in OΓ(D). Now, we define
Fi = α
∗(Pi)(1⊗Qi)− α∗(Qi)(1⊗ Pi),
which are elements of OGau(Γ(D)) ⊗C(B) OΓ(D). We consider I the radical differential ideal
{F1, . . . , Fk}. From Remark 3.19 we have that the zero locus of I is Gal∞(D)×BΓ(D). Therefore,
the ideal of the Galois group bundle is the differential-Hopf ideal i∗(I) for the canonical inclusion
i∗ : OGau(Γ(D)) → OGau(Γ(D)) ⊗C(B) OΓ(D). 
3.5 Isomonodromic deformations
An isomonodromic deformation of the connection D with parameters in S is a partial G-invariant
connection D˜ extending D. If we take F˜ = pi∗
(
D˜
)
, then D˜ is a partial F˜-connection. Paths
along the leaves of ρ∗(F˜) are called isomonodromic paths. The main application is that the
monodromy representation of the connection with parameters is constant (up to conjugation)
along isomonodromic paths.
Remark 3.21. In the analytic context, the restriction of D to a leaf of F˜ is an isomonodromic
family. Under some assumptions we have that D is an isomonodromic family if and only if it
admits an isomonodromic deformation which is a TB-connection (see [5, Section 5] and references
therein).
An important point about isomonodromic deformations is that they give us first order equa-
tions for the Galois group with parameters. The following lemma is a generalization (in our
geometrical setting) of Proposition 5.4 in [5].
Lemma 3.22. If D˜ is an isomonodromic deformation of D, then Gal∞(D) ⊂ Γ
(
Adj
(
D˜
))
.
Proof. It suffices to verify that Galk(D) ⊂ Γk
(
Adj
(
D˜
))
for any finite k. Any D˜-horizonal
section is, in particular, D-horizontal. It follows that Γk
(
D˜
) ⊂ Γk(D).
Let us consider a moving frame in S, so that we may make use of the τm,kG-structure in Γ(D).
From the construction of the prolongation D(k) we have that for any jkxu ∈ Γk
(
D˜
)
there is an
inclusion of vector spaces D
(k)
jkxu
⊂ D˜(k)
jkxu
. Therefore Γk
(
D˜
)
is tangent to the distribution D(k). It
is in fact a reduction of structure group to τm−d,kG, where d is the codimension of D in D˜.
From there, we have that Iso(Γk
(
D˜
)
) is a subgroupoid of Iso(Γk(D)) and it is tangent to
the distribution D(k)  D(k), as defined in Remark 2.24. From the topological construction of
the Galois groupoid (see Remark 2.25) we have GGal
(
D(k)
) ⊂ Iso(Γk(D˜)). Now, by taking the
diagonal parts we have Galk(D) ⊂ Γk
(
Adj
(
D˜
))
. 
Theorems A.9 and A.11 describe all Zariski dense differential subgroups H of J(Gau(P )/B)
for simple algebraic group G. There exists a unique partial G-invariant connection D˜ such
that H = Γ
(
Adj
(
D˜
))
. Note that Gal∞(D) is Zariski dense in J(Gau(P )/B) if and only if
Gal(D) = Gau(P ). We can state our main result.
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Theorem 3.23. Let P → B be an affine principal bundle with simple group G, ρ : B → S
a dominant map, F = ker(dρ), and D a principal G-invariant connection with parameters in S.
Let us assume that the Galois group of D is Gau(P ). Then, there is a biggest isomonodromic
deformation D˜ of D and the Galois group with parameters Gal∞(D) is the group Γ
(
Adj
(
D˜
))
of
gauge symmetries of D˜.
Proof. From Lemma 3.22 and Theorem A.9 it is clear that the Galois group with parameters
is the group of gauge symmetries of a certain isomonodromic deformation D˜ of D. It suffices to
check that any other isomonodromic deformation is extended by D˜. Let D1 be an isomonodromic
deformation of D. By Lemma 3.22 we have Gal∞(D) = Γ
(
Adj
(
D˜
)) ⊂ Γ(Adj(D1)). From there,
and Theorem A.11 we have D1 ⊂ D˜. 
Example 3.24. Let us consider B = Ck+1 × sln(C)k with coordinates x, a1, . . . , ak, A1, . . . , Ak;
S = Ck×sln(C)k with the obvious projection (forgetting the coordinate x), and P = SLn(C)×B.
The general Fuchsian system with k singularities and trace free matrices
∂U
∂x
=
(
n∑
i=1
Ai
x− ai
)
U (3.5)
is a SLn(C)-invariant connection D on P with parameters in S. The general isomonodromic
deformation (see, for instance, [14, Section 3.5]) admitted by (3.5) is the well-known Schlessinger
system. It consists in the system of equations formed by (3.5) together with
∂Ai
∂aj
=
[Ai, Aj ]
ai − aj , (3.6)
∂Ai
∂ai
= −
∑
i 6=j
[Ai, Aj ]
ai − aj , (3.7)
∂U
∂ai
=
Ai
x− aiU. (3.8)
Equations (3.6) and (3.7) define the foliation ρ∗(F˜) of isomonodromic paths in S, and equa-
tions (3.5)–(3.8) define the isomonodromic deformation D˜ as a partial F˜-connection. Thus, the
Galois group with parameters of 3.5 is the differential algebraic subgroup of J(SLn(C)/B) given
by equations (3.6), (3.7), and
∂σ
∂x
=
[
n∑
i=1
Ai
x− ai , σ
]
,
∂σ
∂ai
=
[
Ai
x− ai , σ
]
.
4 Gauss hypergeometric equation
Let us consider Gauss hypergeometric equation
x(1− x)d
2u
dx2
+ {γ − (α+ β + 1)x}du
dx
− αβu = 0. (4.1)
We see equation (4.1) as a linear connection with parameters in the following way. We
set P = GL2(C) × B, B = Cx × S and S = C3α,β,γ with the obvious projections. Then,
the hypergeometric equation is the GL2(C)-invariant partial connection H in P defined by the
differential system
d
(
u11 u12
u21 u22
)
−
 0 1αβ
x(1− x)
(α+ β + 1)x− γ
x(1− x)
(u11 u12
u21 u22
)
= 0,
dα = 0, dβ = 0, dγ = 0. (4.2)
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4.1 Projective reduction
Let us set Pproj = PGL2(C)×B. There is a canonical quotient map P → Pproj which is a mor-
phism of principal bundles. The projection of H is a PGL2(C)-invariant partial connection Hproj
on Pproj. This connection has a nice geometric interpretation. Let us consider J
∗
2 (C1,P1) the
space of 2-jets of local diffeomorphisms from C1 to P1. Let us choose an affine embedding ϕ
of C1 in P1, for instance ϕ(ε) = [ε : 1]. Let us consider the action of PGL2(C) in P1 on the right
side, by setting
[t0 : t1] ?
[
a b
c d
]
= [at0 + ct1 : bt0 + dt1].
We get an isomoporphism of PGL2(C) bundles
Pproj → J∗2 (C,P1)× C3α,β,γ , (σ, x, α, β, γ) 7→
(
j2x(ϕ ? σ), α, β, γ
)
.
Through such isomorphism, the reduced connection is seen as a third order differential equation
in the projective space, the well known Schwartzian equation: if {u1, u2} is a local basis of
solutions of (4.1) then y = u1u2 satisfies
Schwx(y) = ν(α, β, γ;x),
with
ν(α, β, γ;x) =
γ(2− γ)
4x2
+
1− (γ − α− β)2
4(1− x2) +
γ(1− γ + α+ β)− 2αβ
2x(1− x) .
Lemma 4.1. For very general values of (α, β, γ) ∈ S there is no smooth isomonodromic path
of Hproj passing through (α, β, γ).
Proof. Here we apply the description of the monodromy of (4.1) in terms of the parameters,
as explained in [14]. The eigenvalues of the monodromy matrices at 0, 1, ∞ are respectively{
1, e−2γpii
}
,
{
1, e2(γ−α−β)pii
}
,
{
e2αpii, e2βpii
}
. The transcendental functions
f = e2γpii + e−2γpii, g = e2(γ−α−β)pii + e2(α+β−γ)pii, h = e2(α−β)pii + e2(β−α)pii
are, by construction, invariants of the monodromy of Hproj. Thus, they are constant along any
isomonodromic path. A simple calculus shows that they are functionally independent on the
very general point of S. It yields the result. 
Corollary 4.2. The differential Galois group with parameters of Hproj consists in all the gauge
symmetries of Hproj, Gal∞(Hproj) = Gau(Γ(Hproj)).
Proof. It is a direct consequence of Lemma 4.1 and Theorem 3.23. 
4.2 Differential equation for the determinant
Another reduction of (4.1) is given by the quotient map P → Pdet = C∗ × B, (U, x, α, β, γ) 7→
(w = det(U), x, α, β, γ). The projection is a morphism of principal bundles and it sends H to
a partial connection Hdet in Pdet defined by the differential system
dw − (α+ β + 1)x− γ
x(1− x) w dx = 0, dα = 0, dβ = 0, dγ = 0.
It is convenient to consider an affine change of variables in the parameter space, by setting
a = −γ, b = α+ β − γ + 1, c = α.
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The equation for horizontal sections of Hdet is now written as
dw
dx
=
(
a
x
− b
1− x
)
w.
And its general solution is
w = f(a, b, c)xa(1− x)b.
Let us compute the Galois group with parameters of such equation. Note that
C(Γ(Hdet)) = C(x, a, b, c, w,wa, wb, wc, waa, . . .) = C(x, a, b, c)〈w〉.
Parameter c does not apear on the equation. This means that in the C(Γ(Hdet)) the differential
fuction wc is an invariant. Thus,
C〈wc〉 ⊂ C(Γ(Hdet))H∞det .
For the rest of the computation let us ignore the derivatives w.r.t. the parameter c and let us con-
sider the equation as dependent only of parameters a and b. This is equivalent to projecting the
equation onto a quotient basis B′. Let us consider the equation for the second prolongation H(2)det.
It is
wx =
(
a
x
− b
1− x
)
w,
wax =
1
x
w +
(
a
x
− b
1− x
)
wa,
wbx =
1
1− xw +
(
a
x
− b
1− x
)
wb,
waax =
2
x
wa +
(
a
x
− b
1− x
)
waa,
wabx =
1
1− xwa +
1
x
wb +
(
a
x
− b
1− x
)
wab,
wbbx =
2
1− xwb +
(
a
x
− b
1− x
)
wbb.
At this level, they appear three rational first integrals of H(2)det, namely,
R =
waa
w
− w
2
a
w2
, S =
wab
w
− wawb
w2
, T =
wbb
w
− w
2
b
w2
.
Thus, C(Γ(Hdet))H∞det contains the C∗-invariant X(B)tot-differential field spanned by wc, R, S
and T . Let us compute the differential B-group associated to this field.
The gauge group J(Gau(P/B)) is in this case isomorphic J(B,C∗). On the other hand, we
have that the adjoint equation in dimension 1 vanish, so we also have σx = 0. From the rational
invariants we have that the equations for the Galois group Gal∞(Hdet) should include
σx = 0, σc = 0, σaa =
σ2a
σ
, σab =
σaσb
σ
, σbb =
σ2b
σ
.
The three last equations are equivalent to say that σ has constant logaritmic derivative with
respect to a and b. So, these equations define a differential algebraic group, which is in fact
a group bundle with fibers of dimension 3 over B,
G = {jpσ : σx = σc = ∂a(σa/σ) = ∂b(σa/σ) = ∂b(σb/σ) = 0}.
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Let us observe that
G ' · · · ' Gk ' · · · ' G3 ' G2 ' G1 → B.
Let us see that the Galois group is exactly this group.
Lemma 4.3. Let us fix a and b complex numbers Q-linearly independent. Let us consider the
differential system with coefficients in C(x):
d
dx
w0w1
w2
 =

a
x
− b
1− x 0 0
1
x
a
x
− b
1− x 0
−1
1− x 0
a
x
− b
1− x

w0w1
w2
 .
Its Galois group is a connected group of dimension 3.
Proof. A fundamental matrix of solutions xa(1− x)b 0 0log(x)xa(1− x)b xa(1− x)b 0
log(1− x)xa(1− x)b 0 xa(1− x)b
 .
We may compute its monodromy group. For rationally independent a and b its Zariski closure
is connected group of dimension 3. 
We have that Gal1
(H(1)det)(x,a,b,c) must contain the monodromy at (x, a, b, c) of the connec-
tion Pdet. By Lemma 4.3 we have that the Zariski closure of the monodromy on (x, a, b, c)
contains G1,(x,a,b,c). Therefore we have
Gal1
(H(1)det)(x,a,b,c) ⊂ G1,(x,a,b,c) ⊂ Gal1(H(1)det)(x,a,b,c).
Thus, we have the equality. The equations of the Galois group can be easily integrated, so be
obtain a description of the functions whose jets are elements of Gal∞(Hdet).
Proposition 4.4. The differential Galois group with parameters of Hdet is
Gal∞(Hdet) =
{
j(x0,α0,β0,γ0)σ : σ(x, α, β, γ) = exp(µ0 + µ1γ + µ2(α+ β)), µ0, µ1, µ2 ∈ C
}
,
which is the set of differential zeroes of the Hopf differential ideal{
∂xσ, ∂cσ, ∂a
∂aσ
σ
, ∂a
∂bσ
σ
, ∂b
∂bσ
σ
}
⊂ OJ(C∗/B),
where
∂a = −∂β − ∂γ , ∂b = ∂β, ∂c = ∂α − ∂β.
4.3 Computation of the Galois group
We have a 2-covering group morphism
ϕ : GL2(C)→ PGL2(C)× C∗, A 7→ ([A], det(A)).
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Its kernel of is {−1, 1}. Let us set Gred = GL2(C)/{−1, 1}, Pred = P/{−1, 1}. So Pred is
Gred-principal bundle. The hypergeometric distribution H induces Hred in Pred.
We have an isomorphism
ψ : Pred
∼−→ Pproj ×B Pdet,
that yield us a decoupling ψ∗(Hred) = Hproj ×B Hdet. From the commutation of direct prod-
ucts and jets, we have that Gal∞(Hred) is a differential algebraic subgroup of Gal∞(Hproj) ×B
Gal∞(Hdet) that projects surjectively onto both components. We will make use of the following.
Lemma 4.5. Let G be a simple algebraic group and B an algebraic variety. J(G/B) is simple
as differential algebraic group.
Proof. Let H  J(G/B) be a differential algebraic subgroup. Then H0 is rational group sub-
bundle of G× B → B, therefore either H0 = G× B or H0 = {Id} × B. In the latter case H is
the identity subgroup bundle J(G/B). In the former case, by Theorem A.9 we have H = Γ(C)
for a singular foliation F on B and a group F-connection C.
Let us recall the classical decomposition of the tangent group TG ' Lie(G) n G. Let us
fix x a regular point of F. The 1-jet at x of a function from B to G can be identified with its
derivative which is a linear map from TxB to a fiber of TG→ G. Therefore we have semidirect
product decomposition
J1(G/B)x ' LinC(TxB,Lie(G))nG.
On the other hand, let us consider L the leaf of F that passes through x. The same argument
applies, so we have
J1(G/L)x ' LinC(Fx,Lie(G))nG.
The value of the group F-connection C at x can be seen as a section Cx from G to J1(G/L)x
that assigns to any initial condition g in G the only C-horizontal leaf that passes through (x, g).
In the following diagram, where pix is the restriction to the leaf L, we have H1,x = pi
−1
x (Cx(G)),
0 // LinC(TxB,Lie(G)) //

J1(G/B)x //
pix

G //

{Id}
0 // LinC(Fx,Lie(G)) // J1(G/L)x // G //
Cx
hh
{Id}.
If H1,x J1(G/B)x then Cx(G) J1(G/L)x. However, this would produce an isomorphic direct
product decomposition J1(G/L)x ' Lin(Fx,Lie(G)) × G, which does not exist as the adjoint
representation is not trivial. Hence, H1,x is not a normal subgroup, except in the case in which F
is the foliation by points. 
Lemma 4.6. Gal∞(Hred) = Gal∞(Hproj)×B Gal∞(Hdet).
Proof. Here we follow a reasoning of Kolchin [16]. Consider the projections piproj : Gal∞(Hred)
→ Gal∞(Hproj) and piproj : Gal∞(Hred) → Gal∞(Hdet). The kernel of pired is a differential
algebraic group of the form
ker(piproj) = Id×B Kdet,
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where Kdet is a differential algebraic subgroup of Gal∞(Hdet). Moreover, for generic p ∈ B and
any order k we have Kdetk,p is a normal algebraic subgroup of Galk(Hdet)p. For the same reason
we have that the kernel of piproj is a differential algebraic group of the form
ker(piproj) = K
proj ×B Id,
where Kproj is a differential algebraic subgroup of Gal∞(Hdet). Moreover, for generic p ∈ B
and any order k we have Kprojk,p is a normal algebraic subgroup of Galk(Hproj)p. The subgroup
Galk(H)p gives the graph of an algebraic group isomorphism
Galk(Hproj)p/Kprojk,p ' Galk(Hdet)p/Kdetk,p .
Therefore, the quotient Galk(Hproj)p/Kprojk,p is for any k an abelian group of dimension smaller
or equal than three. By Lemma 4.5 the only possibility is Galk(Hproj)p = Kprojk,p . This is for
generic p and all k, therefore Gal∞(Hproj) = Kproj and it follows the required statement. 
The quotient map pired : P → Pred induces a 2-covering group bundle morphism
pired∗ : Gau(Γ(H))→ Gau(Γ(Hred)),
whose restriction to the Galois group bundles gives a surjective map
pired : Gal∞(H)→ Gal∞(Hred).
This morphism may be either an isomorphism or a 2-covering. It turns out that pi−1red(Gal∞(Hred))
is connected, and the smallest differential algebraic subgroup of Gau(Γ(H)) that projects sur-
jectively onto Gal∞(H)red. Therefore,
Gal∞(H) = pi−1red∗(Gal∞(Hred)),
Gal∞(H) = {jσ ∈ Gau(Γ(H)) | jdet(σ) ∈ Gal∞(Hdet)},
which is defined by the differential equations
∂xσ =
[(
0 1
αβ
x(1−x)
(α+β+1)x−γ
x(1−x)
)
, σ
]
,
∂x det(σ) = ∂c det(σ) = ∂a
(
∂a det(σ)
det(σ)
)
= ∂b
(
∂a det(σ)
det(σ)
)
= ∂b
(
∂b det(σ)
det(σ)
)
= 0,
where σ is an invertible 2× 2 matrix depending on x, α, β, γ and the differential operators ∂a,
∂b, ∂c are those given in Proposition 4.4.
A consequence of the computation of Gal∞(H) is the following: let us consider the Gauss
hypergeometric series
2F1(α, β, γ;x) =
∞∑
n=0
(α)n(β)n
(γ)n
xn
n!
.
It is well known that
2F1 =
(
2F1(α, β, γ;x) x
1−γ
2F1(1 + α− γ, 1 + β − γ, 2− γ;x)
d
dx
2F1(α, β, γ;x)
d
dx
(2F1(1 + α− γ, 1 + β − γ, 2− γ;x))
)
is a fundamental matrix of solutions of (4.2) and thus H-horizontal section. The only differential
equation satisfied by 2F1 with respect to the parameters α, β, γ are those defining its Galois
group, that are differential equations in det(2F1). Therefore we may state that the hypergeomet-
ric series 2F1(α, β, γ;x) does not satisfy any algebraic partial differential equation with respect
to the parameters α, β, γ.
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A Differential algebraic groups
Our treatment of differential algebraic groups is the geometrical theory proposed in [22]. This
formulation is slightly different from the better known algebraic formulation in [18]. Here we
recall and comment the most important results, including Malgrage’s version of Kiso–Cassidy
theorem.
A.1 Differential algebraic groups
Let piG : G → B a group bundle. As before, we assume G to be affine over B. The jet bundle
Jk(G/B)→ B of k-jets of sections of piG is an algebraic group bundle with the group operation(
jkxg
)(
jkxh
)
= jkx(gh). We consider OJk(G/B) the ring of differential functions of order ≤ k with
rational coefficients in B. We may interpret it as the ring of regular functions in Jk(G/B) seen
as an algebraic C(B)-group. The group structure induces, by duality, a Hopf C(B)-algebra
structure on OJK(G/B).
Remark A.1. Note that, by Cartier theorem (for instance, in [7]) C(B)-algebraic groups are
smooth (and therefore reduced), so that, Hopf ideals of OJk(G/B) are radical.
Remark A.2. There is a natural bijective correspondence between Hopf ideals of OJk(G/B)
and rational group subbundles of Jk(G/B) → B. Given a Hopf ideal E , the set of zeros of
E ∩ C[Jk(G/B)] is rational group subbundle. By abuse of notation we will refer to it as the set
of zeros of E .
The group multiplication is compatible with the order truncation, therefore we may take the
projective limit, so that the jet bundle J(G/B) is a pro-algebraic group bundle and its ring of
coordinates (on the generic point of B) OJ(G/B) = C(B)⊗C[B] C[J(G/B)] a Hopf C(B)-algebra.
Indeed, OJ(G/B) is endowed with a differential ring structure, with the total derivative opera-
tors X(B)tot. The Hopf and the differential structure are compatible in the following sense
µ∗
(
Xtotf
)
=
(
Xtot ⊗ 1 + 1⊗Xtot)µ∗(f), e∗(Xtotf) = X(e∗(f)),
where µ∗ end e∗ stand for the coproduct and coidentity operators. Hence, we may say that
OJ(G/B) is a Hopf-differential algebra.
Definition A.3.
1. A Hopf-differential ideal of OJ(G/B) is a Hopf ideal E of OJ(G/B) such that XtotE ⊂ E for
every rational vector field X on B.
2. A differential algebraic subgroup H ⊂ J(G/B) is a Zariski closed subset consisting of the
zero locus of some Hopf-differential ideal E of OJ(G/B).
As differential-Hopf ideals are radical (Remark A.1) we have that the natural correspondence
between differential-Hopf ideals of OJ(G/B) and differential algebraic subgroups of J(G/B) is, in
fact, bijective.
Example A.4. Let G = GLn(C) × B. A differential algebraic subgroup H ⊂ J(G/B) is a dif-
ferential algebraic group of G(U) defined over C(B) in the sense of Kolchin (as in [18]), where U
a universal differential field extension of C(B).
Given a Hopf-differential ideal E , its truncation Ek = E ∩ OJk(G/B) is Hopf-ideal of OJk(G/B).
Thus, a differential algebraic subgroup of J(G/B) is given by a chain of Hopf ideals
E0 ⊂ E1 ⊂ · · · ⊂ Ek ⊂ · · · ⊂ E
Differential Galois Theory and Isomonodromic Deformations 29
and thus, a system of rational group subbundles of the Jk(G/B),
H → · · · → Hk → · · · → H1 → H0 → B.
The differential ring OJ(G/B) is, by construction, the quotient of a ring of differential polyno-
mials with coefficients in C(B). Thus, it has the Ritt property (see, for instance, [17]): radical
differential ideals are finitely generated as radical differential ideals. Thus, there is a smallest
order k such that E coincides with {Ek}, the radical differential ideal spanned by Ek. We have
that H is completely determined by Hk and we say that H is a differential algebraic subgroup
of J(G/B) of order k.
A section of H is a section g of piG : G → B such that jxg ∈ H for any x in the domain of
definition of g. We can deal with rational, local analytic, convergent, or formal sections of H.
We can also speak of sections of H with coefficients in any differential field extension of C(B).
Example A.5. The points of H in the sense of Kolchin (as in Example A.4) are sections of H
with coefficients in arbitrary differential field extensions of C(B). In that context, it is useful to
fix a differentially closed field extension of C(B) so that H is determined by its sections.
A.2 Differential Lie algebras
Let us consider piG : G→ B as before; let us define g = e∗(ker(dpiG)), therefore pig : g→ B is the
Lie algebra bundle associated to G.
In an analogous way the jet bundles of finite order Jk(g/B)→ B are Lie algebra bundles and
the limit J(g/B)→ B is a pro-algebraic linear bundle of Lie algebras; the Lie bracket is defined
as [jxv1, jxv2] = jx[v1, v2] for jets of local analytic sections.
We consider its ring of coordinates on the generic point of B, OJ(g/B) = C(B)⊗C[B]C[J(g/B)].
It has a Lie coalgebra structure with the induced comultiplication
β∗ : OJ(g/B) → OJ(g/B) ⊗C(B) OJ(g/B), b∗(f)(jxv1, jxv2) = f([jxv1, jxv2]).
Moreover, OJ(g/B) is a differential ring with the differential structure induced by total deriva-
tive operators X(B)tot. Indeed, the linear bundle structure of J(g/B) is reflected in the ring
OJ(g/B): linear differential functions are identified with linear differential operators from the
space of sections of g on C(B). We have a sub-X(B)-module DiffB(g) ⊂ OJ(g/B) that spans the
ring of differential functions (as in [22, Section 4]).
Definition A.6. A differential Lie subalgebra h ⊂ J(g/B) is a Zariski closed subset consisting
of the zeroes of a differential ideal E of OJ(g/B) satisfying:
1) E is spanned by its linear part E ∩DiffB(g);
2) E is a Lie co-ideal.
Note that a differential Lie subalgebra is also a differential subgroup with respect to the
additive structure of g. There is an smallest k such that {Ek} = E , the order of h; and h is
determined by its truncation hk.
A differential algebraic group H has an associated differential Lie algebra h of the same order.
For each `, the Lie algebra bundle h` → B is (on the generic point of B) the Lie algebra of the
group bundle H` → B. Equations of h can be found by linearization of the equations of H along
the identity (see [22, Section 4.5]).
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A.3 Group connections
Let us consider a regular connection C on piG : G→ B, that is, a regular foliation in G transversal
to the fibers of piG. For each g ∈ G the leaf of C that passes through g is the graph of a local
analytic section g˜ of piG. The connection C defines a regular map
γC : G→ J(G/B), g 7→ jpiG(g)g˜,
that is a section of J(G/B)→ G and identifies G with the set of jets of C-horizontal sections Γ(C).
Definition A.7. We say that C is a group connection if γC is a group bundle morphism.
In general, a rational group connection is a regular group connection defined on some dense
Zariski open subset of B. Given a rational group connection C, the variety Γ(C) of C-horizontal
leaves is an order 1 differential algebraic subgroup of J(G/B) isomorphic (as group bundle, on
the generic point of B) to G.
Remark A.8. Differential algebraic groups of the form Γ(C), for a group connection C, corre-
spond to constant differential algebraic groups in the sense of Kolchin [18]. The group connection
is the differential equation of the conjugation of the differential algebraic group with an algebraic
group over the constants.
Analogously, a regular linear connection L in g → B induces a section γL of J(g/B) → g
which is linear in fibers. We say that L it is a Lie connection if γL is a Lie algebra morphism
in fibers. A rational Lie connection is a regular Lie connection in some Zariski open subset
of B. The variety of horizontal sections Γ(L) of a rational Lie connection is a differential Lie
subalgebra of J(g/B) of order 1.
It is clear that a group connection C can be linearized along the identity, producing Lie
connection C′ with the same domain of regularity. In such case, Γ(C′) is the Lie algebra of Γ(C).
We may also define partial group and Lie connections. Let us fix F a singular foliation in B.
Let us recall that a F-connection in G (resp. g) is just an foliation C of the same rank of F and
that projects onto F. A local section is C-horizontal if its derivative maps F to C. The jets of
local sections of C define a closed subset Γ(C) in J(G/B) (resp. in J(g/B))
Γ(C) = {jxs |x ∈ B, s local C-horizontal section}.
A partial group F-connection is a partial Ehresmann F-connection C whose set of horizontal
sections Γ(C) ⊂ J(G/B) is a differential algebraic group. A partial Lie F-connection is a F-
connection whose set of horizontal sections is a differential Lie subalgebra. As before, those
objects are of order 1, and the linearization of a group F-connection is a Lie F-connection.
We say that a differential subgroup H ⊂ J(G/B) is Zariski dense in G if H0 = G. In
the algebraic setting, the classification of Zariski dense subgroups in simple groups is due to
Cassidy [4]. We follow the exposition of Malgrange, that finds the key argument of the proof in
the a result of Kiso [15].
Theorem A.9 (Kiso–Cassidy, [22, Theorem 8.1]). Let g → B be a Lie algebra bundle with
simple fibers. Let h ⊂ J(g/B) be a differential subalgebra such that h0 = g. Then there is
a singular foliation F in B and a partial Lie F-connection L in g such that h = Γ(L).
Corollary A.10. Let G → B be a group bundle with simple fibers. Let H ⊂ J(g/B) be a dif-
ferential algebraic subgroup such that H0 = G. Then there is a singular foliation F in B and
a partial group F-connection C in G such that H = Γ(C).
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A.4 The adjoint connection
Let us consider now pi : P → B a principal bundle with structural group G. Let F be a singular
foliation on B and D be a partial G-invariant F-connection on P . Let F be an affine G-space
with an action α : G→ Aut(F ). The associated bundle associated bundle P [α] is defined as the
balanced construction P ×α F ; it is a bundle P [α]→ B with fibers F . The G-invariant foliation
D× {0} in P × F projects onto a foliation on P [α] that we call α(D); it is the induced partial
Ereshmann F-connection on P [α].
Let Gau(P ) → B be the group bundle of gauge automorphisms of P . Let us recall that
Gau(P ) can be constructed as the associated bundle P [Adj] = (P ×Adj G) for the adjoint
action of G on itself. The induced F-connection Adj(D) turns out to be a group F-connection
in Gau(P ).
Theorem A.11 ([22, Theorem 7.6]). Assume that G is semi-simple and connected, and let F
a singular foliation in B. Then all partial group F-connections in Gau(P ) are of the form
Adj(D) where D is a partial G-invariant F-connection in P .
Remark A.12. Note that, since the adjoint action of semi-simple G in itself is faithful, the
G-invariant partial connection D inducing Adj(D) is unique.
Example A.13. Let us consider compatible linear equations in P = GLn(C)× Cn+m:
∂U
∂xi
= Ai(x, s)U.
Then Gau(P ) = GLn(C)× Cn+m and the induced group connection is
∂σ
∂xi
= [Ai(x, s), σ].
The horizontal sections σ(x, s) are gauge symmetries of the equation.
Theorems A.9 and A.11 give us a complete description of Zariski dense differential algebraic
subgroups of J(Gau(P )/B) when G is simple and connected. Such subgroups are of the form
Γ(Adj(D)) for a partial G-invariant connections D in P .
B Parametrized Picard–Vessiot theory
Here we discuss the relation between the differential Galois theory for connections with param-
eters, and the parameterized Picard–Vessiot theory presented in [5].
Let us consider a rational (in practice, we assume regular) partial GLn(C)-invariant connec-
tion D on P = GLn(C)×B parameterized by ρ : B → S, with C(S) relatively algebraically closed
in C(B). We consider the following basis of X(B): we take a trancendence basis {s1, . . . , sm}
of C(S) and then extend it to a transcendence basis {s1, . . . , sm, x1, . . . , xm}; then we consider
Π =
{
∂
∂si
}
, Λ =
{
∂
∂xi
}
and ∆ = Π ∪ Λ. Then C(B) is a ∆-field, and C(B)Λ = C(S). The
differential equation for the D-horizontal sections is a linear integrable system
∂U
∂xi
= AiU, Ai ∈ gln(C(B)), (B.1)
satisfying compatibility conditions
∂Aj
∂xi
− ∂Ai∂xj = [Ai, Aj ].
Definition B.1 ([5, Definition 9.4(1)]). A PPV ring over C(B) for the equation (B.1) is a ∆-
ring R containing C(B) and satisfying:
32 D. Bla´zquez Sanz, G. Casale and J.S. Dı´az Arboleda
(a) R is a ∆-simple ∆-ring (i.e., it does not contain non-trivial ∆-ideals);
(b) there exist a matrix Φ ∈ GL(R) such that ∂Φ∂xi = AiΦ;
(c) R is spanned, as ∆-ring by the entries of Φ and the inverse of its determinant; R =
C(B)
{
Φ,Φ−1
}
∆
.
Let us recall the construction of the differential variety Γ(D) ⊂ J(P/B). It is the variety of
jets of horizontal sections, so that
OΓ(D) = C(B)
{
uij , det(uij)
−1}
∆
/E ,
where E is the radical differential ideal spanned by the connection E = {∂uij∂xk −aikukj}. Therefore,
by construction, OΓ(D) satisfies conditions (a) and (c) of the definition, but it is not in general
∆-simple. However, the following is clear.
Proposition B.2. For any maximal ∆-ideal m ⊂ OΓ(D) the quotient Rm = OΓ(D)/m is a PPV
ring over C(B) for equation (B.1).
Definition B.3 ([5, Definition 9.4(2)]). A PPV field over C(B) for the equation (B.1) is a ∆-
field R containing C(B) and satisfying:
(a) there exist a matrix Φ ∈ GL(L) such that ∂Φ∂xi = AiΦ;
(b) L is spanned, as ∆-ring by the entries of Φ, L = C(B)
〈
Φ,Φ−1
〉
∆
;
(c) LΛ = C(B)Λ.
A big problem is that PPV rings does not always produce PPV fields, and we do not have in
general an uniqueness theorem, unless the field of Λ-constants is constrainedly closed (which it
is not the case in our scope).
However, let us assume that ρ ◦ pi : P → S admit a section τ . Since P is a direct product
τ = (φ, τ¯), so that τ¯ is a section of ρ. Then, we can consider the section τ as an initial value
condition for (B.1), so that τ prolongs to a section jτ : S → Γ(D) that maps each s ∈ S to
jpi(τ(s))Φ where Φ is the solution of the initial value problem
∂Φ
∂xi
= AiΦ, Φ(τ¯(s)) = φ(s).
Now, we consider Tτ = V (jτ(S),D
(∞)) the smallest subvariety variety of Γ(D) that contains
the image of jτ and it is differential (tangent to D∞). This Tτ (our candidate for torsor) is by
construction the zero locus of a maximal differential ideal mτ .
Proposition B.4. The ∆-field extension C(B) ⊂ C(Tτ ) is a PPV field over C(B) for equa-
tion (B.1).
Proof. A first observation is that the PPV ring OTτ is not only ∆-simple but also Λ-simple.
Let us note that for each k, the truncation Tτ,k is the smallest subvariety tangent to D
(k)
that contains the image of jkτ .
If m is a non-trivial maximal Λ-ideal of OTτ then its zero locus is a subvariety T ′ ⊂ Tτ strictly
contained in Tτ that dominates B by projection. We may take an algebraic section τ
′ from S
to T ′ such that pi0 ◦ τ ′ = pi ◦ τ , where pi0 is the projection from J(P/B) to B. Then, we have an
algebraic map g : S 99K τˆmG such that jτ · g = τ ′. Then, T ′ · g−1 contains the image of jτ and
it is strictly contained in Tτ .
Therefore, for any k we have that T ′k is a subvariety of Tτ,k containing the image of jkτ .
Since the ideal of T ′k is a Λ-ideal, we have that
(
T ′ · g−1)
k
is tangent to D(k). Therefore, by the
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minimality of Tτ,k we have that T
′
k
(
T ′ · g−1) = Tτ,k for all k, so that (T ′ · g−1) = Tτ , and then
T ′ = Tτ .
Let F ∈ C(Tτ ) be a Λ-constant. It defines a non-zero Λ-ideal of OTτ ,
{b ∈ OTτ : bF ∈ OTτ }.
This ideal must be (1) and then we have F ∈ OTτ . We have that jτ∗ : OTτ → C(S) is a retract of
the embedding of C(S) into OTτ , and it is a Π-ring morphism. Then, F−jτ∗(F ) is a Λ-constant,
and then it is also a Π-constant, so that it is a ∆-constant, and therefore a complex number.
Moreover F and jτ∗(F ) coincide along the image of j(τ) so we have that F = jτ∗(F ), a rational
function in S. 
Remark B.5. Note that pi admit always an algebraic section, therefore, in our scope, there is
always a Picard–Vessiot extension after an algebraic extension of C(S). The existence of such
extensions was proved in a much more general situation in [27].
In Γ(D) we have the following situation. The group bundle Gau(Γ(D)) of gauge symmetries
of D, and the group J(GLn(C)/S) of right translations depending on parameters acts on the
right side. These actions commute,
Gau(Γ(D))×B Γ(D)×S J(GLn(C)/S)→ Γ(D).
In order to understand the relation between the Galois group bundle Gal∞(D) and the
parameterized Picard–Vessiot group of [5] let us first examine what happens in case without
parameters, where S reduces to a point. In such case τ is just a point p ∈ P . By Go´mez-Mont
theorem (Theorem 2.5) we may consider a complete integral f : P 99K V of D with V a model
for C(P )D and we have that T = f−1f(p).
Let us consider Stb(T ) the algebraic subgroup of G that stabilizes T by right translations.
It acts in C(T ) by C(B)-automorphisms on the left side, and it is the differential Galois group
AutΛ(C(T )/C(B)) of classical Picard–Vessiot theory (without parameters).
The action of the Galois bundle Gal(D) respects the values of rational first integrals of D.
Therefore we have Gal(D)×B T × Stb(T )→ T a restricted action. The fibers of T are principal
homogeneous spaces, on the right side for Stb(T ) and on the left side for the fibers of Gal(D).
If we fix the point x = pi(p) we have a group isomorphism
ψ : Gal(D)|x ∼−→ Stb(T ), gx 7→ ψ(gx) with gxp = pψ(gx).
The case with parameters S and a section τ is not so different. As Tτ is the zero locus of
a ∆-ideal, we have that the stabilized of Tτ is a differential algebraic subgroup of J(GLn(C/S).
Also, by iterated application of Go´mez-Mont theorem we may construct a complete integral
f∞ : Γ(D) 99K V∞ of D(∞) where V∞ is a model of C(Γ(D))D
(∞)
. We have a commutative
diagram
Γ(D)
f∞ //

V∞
||
S,
jτ
II
and Tτ = f
−1∞ (f∞(jτ(S))). Be definition, the action of Gal∞(D) preserves f∞ and therefore it
stabilizes Tτ . We have again left and right actions
Gal∞(D)×B Tτ ×S Stb(Tτ )→ Tτ ,
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such that any fiber of Tτ is a principal homogeneous space for the corresponding fibers of
Gal∞(D) and Stb(Tτ ).
The relation between the differential algebraic group Stb(Tτ ) → S and the automorphisms
of C(Tτ ) is as follows. A rational section of Stb(Tτ ) is a rational section g of Stb0(Tτ ) (the
0-th order truncations) whose jet prolongation jg is a section of Stb(Tτ ). Rational sections of
Stb(Tτ ) act in C(Tτ ) by C(B)-automorphisms. Indeed, if we consider an universal ∆-field U
containing C(Tτ ) then sections of Stb(T ) with coefficients in some Π-field K ⊂ UΛ yield C(B)-
isomorphisms of C(Tτ ) into C(B) · K.
As before, we can restrict Gal∞(D), not to a point of B but along the section τ¯ of ρ, so
that τ¯∗(Gal∞(D)) → S is a differential algebraic group over S. We have an isomomorphism of
differential algebraic groups
ψ : τ¯∗(Gal∞(D))
∼−→ Stb(Tτ ), στ¯(s) 7→ gs with στ¯(s)jτ(s) = jτ(s)gs.
Remark B.6. Note that τ¯∗ kills the derivatives in Λ, therefore if we are interested in presenting
the equations of the computed Galois groups in the setting of [5], as differential algebraic groups
over S, we only need to take x constant and omit the equations of Γ(Adj(D)) (which are
transversal to jτ) involving the derivative with respect to x.
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