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Abstract
We study necessary conditions for equality of two nonzero star products of vectors in
symmetry classes of tensors associated to irreducible characters of the symmetric group of
degree m. These conditions depend upon the notion of µ-coloring of a family of vectors,
introduced in [Linear and Multilinear Algebra 27 (1990) 25]. © 2002 Elsevier Science Inc.
All rights reserved.
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1. Introduction
Let λ be a partition of m and [λ] be the Young tableau corresponding to λ. In
this paper we identify the boxes of [λ] with integers of {1, . . . , m} by numbering the
boxes of [λ] from the left to the right and from the top to the bottom.
We identify two partitions of m that differ by a final string of zeros. Let λ =
(λ1, . . . , λm) and µ = (µ1, . . . , µm) be partitions of m. We say that λ majorizes µ,
and denote λ  µ, if
k∑
i=1
λi 
k∑
i=1
µi, k = 1, . . . , m.
If λ = (λ1, . . . , λm) is a partition of m, then the sequence λ′ = (λ′1, . . . , λ′m), where
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λ′i = |{j | λj  i}|, i = 1, . . . , m,
(| | denotes cardinality) is a partition of m called the conjugate partition of m.
If D = Dλ,σ is a Young diagram, see [6], and ν ∈ Sm, the symmetric group of
degree m, we denote by νD the Young diagram Dλ,νσ . The row i of D is denoted by
Ri(D), i = 1, . . . , m. The column j of D is denoted by Cj (D), j = 1, . . . , λ1.
We say that a Young diagram D = Dλ,σ is increasing by columns (increasing by
rows) if in each column (each row) of [λ] the boxes are filled increasingly. We say
that D is a standard diagram if it is simultaneously increasing by columns and by
rows.
Given a Young diagram D we let the group of rows of D be the subgroup of Sm of
the permutations ν such that D and νD have the same rows. Similarly the group of
the columns of D is the subgroup of Sm of the permutations π such that πD has the
same columns than D. We denote the group of the rows of D by R(D) and the group
of the columns of D by C(D).
Let V be a finite dimensional vector space over the field C and m a positive in-
teger. Let (x1, . . . , xm) be a family of nonzero vectors of V. The rank partition of
(x1, . . . , xm), see [2], is the partition of m
ρ := (ρ1 − ρ0, ρ2 − ρ1, . . . , ρm − ρm−1),
where ρi denotes the maximum of the cardinalities of the subfamilies of x1, . . . , xm
that are union of i linearly independent subfamilies of (x1, . . . , xm). We assume,
by convention, that ρ0 = 0. It is also known [2] that there exist nonempty pairwise
disjoint linearly independent subfamilies of (x1, . . . , xm),B1, . . . ,Bk (k = max{j :
ρj − ρj−1 > 0}) such that |Bj | = ρj − ρj−1, j = 1, . . . , k. This means that there
exist subsets 1, . . . ,k of {1, . . . , m} satisfying
(i) Bi = (xs)s∈i is linearly independent,
(ii) If i /= j , then i ∩ j = ∅, i, j = 1, . . . , k,
(iii) |i | = ρi − ρi−1, i = 1, . . . , k,
(iv) 1 ∪ · · · ∪ k = {1, . . . , m}.
The collection (B1, . . . ,Bk) is called a factorization of (x1, . . . , xm). It is proved
[2] that if (B1, . . . ,Bk) is a factorization of (x1, . . . , xm), then
〈x1, . . . , xm〉 = 〈B1〉 ⊇ 〈B2〉 ⊇ · · · ⊇ 〈Bk〉
is a chain of subspaces and the collection (1, . . . ,k) is called the support of the
factorization (B1, . . . ,Bk).
Denote by ⊗mV the mth tensor power of V and by ∧mV the mth exterior power
of V. If v1, . . . , vm and u1, . . . , um are linearly independent families that span the
same subspace of V and vi =∑mj=1 aijuj , i = 1, . . . , m, the m×m matrix (aij ) is
denoted by
(aij ) = M[v1, . . . , vm | u1, . . . , um].
Let x1, . . . , xm and y1, . . . , ym be families of vectors of V. Let
{i1, . . . , is} =  ⊆ {1, . . . , m}
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be a subset of cardinality s of {1, . . . , m}. If (xi)i∈ is linearly independent and 〈xi :
i ∈ 〉 = 〈yi : i ∈ 〉, then we denote by M[y1, . . . , ym | x1, . . . , xm][] the s × s
matrix
M[y1, . . . , ym | x1, . . . , xm][] := M[yi1 , . . . , yis | xi1 , . . . , xis ].
It is well known that there exists a one to one mapping λ→ ξλ from the set of
the partitions of m onto the set of irreducible C-characters of Sm. Given a partition λ
of m and x1, . . . , xm ∈ V we denote by x1♦ · · ·♦xm the immanental decomposable
tensor,
x1♦ · · ·♦xm = ξλ(id)
m!
∑
σ∈Sm
ξλ(σ )xσ−1(1) ⊗ · · · ⊗ xσ−1(m).
In [3] we studied conditions for equality of immanental decomposable tensors.
The main theorem proved in [3] is as follows:
Theorem 1.1. Let x1, . . . , xm and y1, . . . , ym be families of nonzero vectors of V
with rank partition λ′. Then
x1♦ · · ·♦xm = y1♦ · · ·♦ym
if and only if the following conditions hold:
(i) Every support of a factorization of (x1, . . . , xm) is also the support of a factor-
ization of (y1, . . . , ym).
(ii) If (1, . . . ,k) is the support of a factorization of (x1, . . . , xm), then
〈xt | t ∈ i〉 = 〈yt | t ∈ i〉, i = 1, . . . , k,
and
k∏
i=1
detM[y1, . . . , ym | x1, . . . , xm][i] = 1.
We are going to prove a necessary condition for the equality of immanental de-
composable tensors with the same flavor of Theorem 1.1 without any constraint on
the families of vectors (x1, . . . , xm) and (y1, . . . , ym).
Definition. Let (x1, . . . , xm) be a family of nonzero vectors and µ = (µ1, . . . , µr),
(µr > 0) be a partition of m. We say that a collection (Ci )i=1,...,r of subfamilies of
(x1, . . . , xm) is a µ-coloring of (x1, . . . , xm) if the following conditions hold:
(a) Ci is linearly independent, i = 1, . . . , r ,
(b) |Ci | = µi, i = 1, . . . , r ,
(c) Ci ∩ Cj = ∅, i /= j, i, j = 1, . . . , r ,
(d) ⋃ri=1 Ci = {x1, . . . , xm}.
This means that there exists a collection of subsets of {1, . . . , m}, (1,2, . . . ,
r ) satisfying
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(1) Ci = {xs | s ∈ i} is linearly independent, i = 1, . . . , r ,
(2) i ∩ j = ∅, i /= j, i, j = 1, . . . , r ,
(3) |i | = µi, i = 1, . . . , r ,
(4) ⋃ri=1 i = {1, . . . , m}.
The collection (1, . . . ,r ) is called the support of the coloring (C1, . . . ,Cr ). It
is easy to see that every factorization of (x1, . . . , xm) is a ρ-coloring of (x1, . . . , xm)
where ρ is the rank partition of (x1, . . . , xm). The µ colorings have been considered
in [2].
Let  = {s1, . . . , st } (s1 < s2 < · · · < st ) be a subset of {1, . . . , m} and A =
(aij ) be an m×m matrix over C. We denote by A[] the t × t submatrix of A
A[] := (asi ,sj ).
If  = {t1, . . . , t"} (t1 < · · · < t") is also a subset of {1, . . . , m}, we define A[ |]
= A[t1, . . . , t" | s1, . . . , st ] as the "× t submatrix of A,
A[ |] := (ati ,sj ).
Let C = (cij ) be an t × q matrix (t < q) over C, and let  = {s1, . . . , st } (s1 <
· · · < st ) be a subset of {1, . . . , q}. We denote by C[− |] the t × t matrix
C[− |] := (ci,tj ).
2. Auxiliary results
If σ ∈ Sm, we denote by P(σ ) the unique linear operator on ⊗mV satisfying
P(σ )(v1 ⊗ · · · ⊗ vm) = vσ−1(1) ⊗ · · · ⊗ vσ−1(m), v1, . . . , vm ∈ V.
An operator in the linear closure of {P(σ ) | σ ∈ Sm} is called symmetrizer. Let H
be a subgroup of Sm and let χ be an irreducible complex character of H. We denote
by T (χ,H) the symmetrizer
T (χ,H) := χ(id)|H |
∑
σ∈H
χ(σ)P(σ ).
If χ is linear and v1, . . . , vm ∈ V , then T (χ,H)(v1 ⊗ · · · ⊗ vm) is denoted by v1 ∗
· · · ∗ vm. We denote by Vχ(H) the range of T (χ,H).
If D is an Young diagram, we denote by P(D) the symmetrizer
P(D) :=
∑
σ∈R(D)
P(σ ).
Similarly N(D) will denote the symmetrizer
N(D) :=
∑
σ∈C(D)
sgn(σ )P(σ ).
The symmetrizer E(D) := P(D)N(D) is called Young symmetrizer associated to
the diagram D.
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If σ, τ are permutations of Sm, we say that σ > τ if (σ (1), . . . , σ (m)) > (τ(1),
. . . , τ (m)), by the lexicographic order. In [4, p. 78] the following result is proved:
Proposition 2.1. Let µ be a partition of m. Let id = σ1, σ2, . . . , σd permutations of
Sm satisfying:
(1) σi < σj if i < j, i, j = 1, . . . , d,
(2) Dµ,σ1 , . . . , Dµ,σd are the standard diagrams associated with the Young tableau[µ].
Let Pi = P(Dµ,σi ) and Ni = N(Dµ,σi ), i = 1, . . . , d . Let
eii = ξµ(id)
m! MiPiNi, i = 1, . . . , d,
where M1 = 1 and Mi = (1 − e11 − e22 − · · · − ei−1,i−1), i = 2, . . . , d. Then
T (ξµ, Sm) = e11 + · · · + edd .
Moreover e11, . . . , edd are orthogonal idempotents.
Using the former proposition we get the following corollary:
Corollary 2.2. In the conditions of the preceding proposition let D = νDµ,id be a
diagram associated with the Young tableau [µ]. Define, as before, P ′i = P(νDµ,σi ),
N ′i = N(νDµ,σi ), i = 1, . . . , d and
e′ii =
ξµ(id)
m! M
′
iP
′
i N
′
i , i = 1, . . . , d,
where M ′1 = 1 and M ′i = (1 − e′11 − e′22 − · · · − e′i−1,i−1), i = 2, . . . , d. Then
T (ξµ, Sm) = e′11 + · · · + e′dd .
Moreover e′11, . . . , e′dd are orthogonal idempotents.
Proof. The proof of this corollary can be found in [3]. 
Let H be a subgroup of Sm. Denote bym,n the set of all mappings from {1, . . . , m}
into {1, . . . , n}. Consider in m,n the equivalence relation defined by α H∼β if there
exists σ ∈ H such that α = βσ . If α ∈ m,n, we denote by Hα the subgroup of H
Hα = {σ ∈ H |ασ = α}.
Let α ∈ m,n. The n tuple obtained from (|α−1(1)|, |α−1(2)|, . . . , |α−1(n)|) by re-
arranging its components in decreasing order is called the multiplicity partition of
α and is denoted by M(α). Observe that if α Sm∼ β, then α and β have the same
multiplicity partition.
The set of representatives of the equivalence classes of H∼ whose elements are the
smallest, by the lexicographic order, in each equivalence class is denoted by . If
H = Sm, then  = Gm,n, the set of increasing mappings of m,n.
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Let χ be an irreducible character of H. We use  to denote the subset of ,
 =

α ∈  |
∑
σ∈Hα
χ(σ ) /= 0

 .
Let (ε1, . . . , εn) be a basis of V and α ∈ m,n. We denote by ε∗α and ε⊗α , respec-
tively, the decomposable symmetrized tensor εα(1) ∗ · · · ∗ εα(m) and the decompos-
able tensor εα(1) ⊗ · · · ⊗ εα(m).
It is easy to see [7, p. 163] that∑σ∈Hα χ(σ ) /= 0 if and only if ε∗α /= 0. In partic-
ular, we have
 = {α ∈  | ε∗α /= 0}. (1)
Moreover the set {α | ε∗α /= 0} is a union of equivalence classes by the relation H∼ and
 is a set of representatives for those equivalence classes. It is also known that if χ
is linear, {ε∗α |α ∈ } is a basis of Vχ(H) [5, p. 97].
Let  = {i1, . . . , i"} (i1 < · · · < i") be a subset of {1, . . . , m} and x1, . . . , xm, m
vectors of V. We denote by
∧
j∈ xj the exterior product∧
j∈
xj := xi1 ∧ · · · ∧ xi" .
Let µ = (µ1, . . . , µr) be a partition of m and let (1, . . . ,r ) be a family of pair-
wise disjoint subsets of {1, . . . , m} satisfying1 ∪ 2 ∪ · · · ∪ r = {1, . . . , m} such
that |i | = µi, i = 1, . . . , r . Assume that
i = {ki1, . . . , ki,µi }, ki1 < · · · < ki,µi , i = 1, . . . , r.
Define α ∈ m,n by the equalities
α(k1,j ) = α(k2,j ) = · · · = α(kµ′j ,j ) = j, j = 1, . . . , µ1.
We say that α corresponds to (1, . . . ,r ).
Let  be a subset of {1, . . . , m}. We denote by S the subgroup of Sm of the
permutations that fix each element on the complement of , i.e.,
S :=
{
σ ∈ Sm | σ(j) = j, j ∈ {1, . . . , m}\
}
.
From now on we use as a model of tensor product for the mth tensor power the pair
(ν = P(θ−1) ◦ ⊗,⊗mV ) where θ is the permutation of Sm defined by the equalities
θ(µ1 + · · · + µj−1 + t) = kj,t , j = 1, . . . , r, t = 1, . . . , µj .
Let x1, . . . , xm be vectors of V. We will denote by x1⊗˜ · · · ⊗˜xm the tensor product
ν(x1, . . . , xm) of the vectors x1, . . . , xm. In general if there were no ambiguities to
avoid we use x1 ⊗ · · · ⊗ xm instead of x1⊗˜ · · · ⊗˜xm. Observe that if H = S1 ×· · · × Sr and χ(σ) = sgn(σ ), σ ∈ H , then it can be easily checked that
T (χ,H)(x1⊗˜ · · · ⊗˜xm) =

∧
i∈1
xi

⊗

∧
i∈2
xi

⊗ · · · ⊗

∧
i∈r
xi

 .
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Lemma 2.3. If H is the subgroup of Sm
H = S1 × S2 × · · · × Sr .
and χ(σ) = sgn(σ ), σ ∈ S1 × · · · × Sr , we have
 = {α ∈ m,n |α|i is strictly increasing, i = 1, . . . , r}.
Proof. Let (ε1, . . . , εn) be a basis of V. Let ω be an element of m,n satisfying∑
σ∈Hω χ(σ) /= 0, i.e.,
ε∗ω =

∧
j∈1
εω(j)

⊗ · · · ⊗

∧
j∈r
εω(j)

 /= 0.
Define ωi as the mapping ωi := ω|i , i = 1, . . . , r . Then since ε∗ω /= 0, the map-
pings ωi are one to one, i = 1, . . . , r . Therefore there exists σi ∈ Si such that ωiσi
is strictly increasing, i = 1, . . . , r . Therefore γ = ωσ1 · · · σr satisfies that γ|i is
strictly increasing i = 1, . . . , r and ω H∼ γ .
We are going to prove that if ω satisfies the condition ω|i is strictly increasing,
i = 1, . . . , r , then ω is the smallest element, in the equivalence class of ω, by the
lexicographic order. Assume to get a contradiction, that there exists β = ωσ , σ ∈ H ,
such that β < ω by the lexicographic order. Then
β(") = ωσ(") = ω("), " = 1, . . . , r.
Let j be the smallest integer such that β(j) < ω(j). Assume that j ∈ t = {kt,1,
. . . , kt,µt } (kt,1 < · · · < kt,µt ). Then by hypothesis
ω(kt,1) < · · · < ω(kt,µt ).
If j = kt,s we have ω(kt,") = β(kt,"), " = 1, . . . , s − 1. Therefore we have
ω(kt,1) < · · · < ω(kt,s−1) < β(kt,s) < ω(kt,s) < · · · < ω(kt,µt ).
Therefore |ω(t )| = |β(t )| > µt . Contradiction. 
From now on the symbol  is referred to the symmetrizer
T (sgn, H) = 1
µ1!µ2! · · ·µr !N(D),
where D is a diagram, associated with [µ′], satisfying Cj (D) = j , j = 1, . . . , r .
By Lemma 2.3 we can see that if α corresponds to (1, . . . ,r ), then α ∈ .
Theorem 2.4. Let (x1, . . . , xm) be a family of nonzero vectors of V. Let µ = (µ1,
. . . , µr) be a partition of m. Let (1, . . . ,r ) be the support of a µ-coloring of
(x1, . . . , xm) and α the element ofm,n that corresponds to (1, . . . ,r ). Then there
exists a basis of V (e1, . . . , en) such that
∧
i∈1
xi

⊗

∧
i∈2
xi

⊗ · · · ⊗

∧
i∈r
xi


has a nonzero component on e∗α .
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Proof. Let (ε1, . . . , εn) be a basis of V and (ϕ1, . . . , ϕn) be the dual basis of (ε1, . . . ,
εn). Let X = [Xij ] be an n× n matrix of indeterminates and let
gs =
n∑
i=1
Xisϕi, i = 1, . . . , n.
Assume that xj =∑ni=1 bij εi, j = 1, . . . , m. Then, using the notation f (X) for the
polynomials f (X11, . . . , Xnn), we get
gj (xi) =
n∑
k=1
Xkjbki = mij (X), i, j = 1, . . . , m.
Consider the C-hypersurfaces of Cn×n, H,G1, . . . ,Gr such that the defining poly-
nomial of H is
detX,
and the defining polynomial of Gi is
detM(X)[i | 1, . . . , µi], i = 1, . . . , r,
where M(X) = (mij (X)). Since, for every i ∈ {1, . . . , r} we have
1
µi ! detM(X)[i | 1, . . . , µi] = g1 ⊗ · · · ⊗ gµi (xki,1 ∧ · · · ∧ xki,µi ).
One can see by considering the dual basis (g1, . . . , gn) of a basis (η1, . . . , ηn) satis-
fying
η1 = xki,1 , η2 = xki,2 , . . . , ηµi = xki,µi ,
that
detM(C)[i | 1, . . . , µi] = 1 /= 0,
where C = (cij ) is the n× n matrix satisfying
gj =
n∑
i=1
cijϕi, j = 1, . . . , n.
Therefore Cn×n\Gi /= ∅, i = 1, . . . , r.
Since Cn×n\H, Cn×n\G1, . . . ,Cn×n\Gr are nonempty open sets, by the Zariski
topology, of the irreducible topological space Cn×n its intersection is nonempty. Let
A = (aij ) be an element of
(Cn×n\H) ∩ (Cn×n\G1) ∩ · · · ∩ (Cn×n\Gr ).
Since A ∈ Cn×n\H, A is invertible. Since A ∈ Cn×n\Gi we have
detM(A)[i | 1, . . . , µi] /= 0, i = 1, . . . , r.
Let A−1 = (a′ij ). Define (e1, . . . , en) to be the basis
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ei =
n∑
j=1
a′ij εj , i = 1, . . . , n.
Then the dual basis of (e1, . . . , en) is (f1, . . . , fn), where
fj =
n∑
i=1
aijϕi, j = 1, . . . , n.
Let (uα)α∈ be the family of elements of C satisfying
∧
i∈1
xi

⊗

∧
i∈2
xi

⊗ · · · ⊗

∧
i∈r
xi

 =∑
α∈
uαe
∗
α.
If we consider the linear mapping from ⊗mV into C,
f⊗α := fα(1)⊗˜ · · · ⊗˜fα(m),
where ⊗˜ = P(θ−1) ◦ ⊗ as before. We have
f⊗α



∧
i∈1
xi

⊗

∧
i∈2
xi

⊗ · · · ⊗

∧
i∈r
xi



 = (χ, 1)Hα[H : Hα]uα.
Therefore (
∧
i∈1 xi)⊗ (
∧
i∈2 xi)⊗ · · · ⊗ (
∧
i∈r xi) has a nonzero component on
the basis vector e∗α if and only if
f⊗α



∧
i∈1
xi

⊗

∧
i∈2
xi

⊗ · · · ⊗

∧
i∈r
xi




=
r∏
i=1
f1 ⊗ · · · ⊗ fµi

∧
j∈i
xj

 /= 0.
Since A belongs to
(Cn×n\H) ∩ (Cn×n\G1) ∩ · · · ∩ (Cn×n\Gr ),
we have
r∏
i=1
f1 ⊗ · · · ⊗ fµi

∧
j∈i
xj

 = r∏
i=1
1
µi ! detM(A)[i | 1, . . . , µi] /= 0.
and the former inequality holds. We have proved the theorem. 
Let D be a Young diagram and let E(D) be the Young symmetrizer associated to
the diagram D. Consider the equivalence relation Sm∼ in m,n. We denote by Oα the
equivalence class of α, by this equivalence relation.
Theorem 2.5. Let (e1, . . . , en) be a basis of V. Let α ∈ m,n and πOα the projection
of ⊗mV onto 〈e⊗ασ | σ ∈ Sm〉 parallel to
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⊕
β∈Gm,n\{Oα}
〈e⊗βσ | σ ∈ Sm〉.
Then N(D)πOα = πOαN(D) and E(D)πOα = πOαE(D), i.e.,
N(D)(〈e⊗ασ | σ ∈ Sm〉) ⊆ 〈e⊗ασ | σ ∈ Sm〉
and
E(D)(〈e⊗ασ | σ ∈ Sm〉) ⊆ 〈e⊗ασ | σ ∈ Sm〉.
Theorem 2.6 (cf. [7, Theorem 6.31]; [1, Theorem 1]). Let (e1, . . . , en) a basis of
V. Then N(D)(⊗mV ) is the direct sum of orbital subspaces
N(D)(⊗mV ) =
⊕
α∈
〈N(D)(e⊗ασ ) | σ ∈ C(D)〉,
and E(D)(⊗mV ) is the direct sum of orbital subspaces, i.e.,
E(D)(⊗mV ) =
⊕
α∈Gm,n
〈E(D)(e⊗ασ ) | σ ∈ Sm〉.
Theorem 2.7. Let (e1, . . . , en) be a basis of V. Let µ = (µ1, . . . , µr) be a partition
of m. Let D be a Young diagram associated with [µ′]. Let j be the set of integers
that belong to the jth column of D, j = 1, . . . , r . Let α ∈  satisfying M(α) = µ′. If
β ∈ Oα, we have
N(D)(e⊗β ) /= 0
if and only if β(j ) = α(j ), j = 1, . . . , r .
Proof. If part: The if part is an easy consequence of the equalities
1
µ1! · · ·µr !N(D)e
⊗
β
=

∧
j∈1
eβ(j)

⊗ · · · ⊗

∧
j∈t
eβ(j)

⊗ · · · ⊗

∧
j∈r
eβ(j)


= ± 1
µ1! · · ·µr !N(D)e
⊗
α .
Only if part: Assume, to get a contradiction, that there exists j ∈ {1, . . . , r} satisfying
β(j ) /= α(j ).
Let t be the smallest integer with this property.
Case 1. |β(t )| < |α(t )|.
We have, in this case, since β|t is not one to one,
1
µ1! · · ·µr !N(D)(e
⊗
β )
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=

∧
j∈1
eβ(j)

⊗ · · · ⊗

∧
j∈t
eβ(j)

⊗ · · · ⊗

∧
j∈r
eβ(j)

 = 0.
Contradiction.
Case 2. |β(t )| = |α(t )| = |t |.
From the former equality we conclude that the restriction of β to t is one to one
and, then there exists s ∈ β(t )\α(t ). Since s  ∈ α(t ) and α(t ) ⊇ α(t+1) ⊇
· · · ⊇ α(r ), we have
s ∈
t−1⋃
i=1
α(i ) =
t−1⋃
i=1
β(i ).
Therefore
|α−1(s)|  t − 1 /= |β−1(s)|  t.
Contradiction, since β ∈ Oα . 
Lemma 2.8. Let µ = (µ1, . . . , µr) be a partition of m. Let D be a Young dia-
gram associated with [µ′]. Let j be the set of integers of the jth column of D,
j = 1, . . . , r . Let α ∈  satisfying M(α) = µ′. Then
〈N(D)(e⊗ασ ) | σ ∈ Sm〉 = 〈N(D)(e⊗α )〉.
Moreover, either N(D)(e⊗ασ ) = 0 or we have N(D)(e⊗ασ ) = ±N(D)(e⊗α ).
Proof. Assume that N(D)(e⊗ασ ) /= 0. By Theorem 2.7 we have
ασ(j ) = α(j ), j = 1, . . . , r.
Since
1
µ1!µ2! · · ·µr !N(D)(e
⊗
ασ ) =

∧
j∈1
eασ(j)

⊗ · · · ⊗

∧
j∈r
eασ(j)

 ,
we have∧
j∈i
eασ(j) = ±
∧
j∈i
eα(j), i = 1, . . . , r
and we get the result. 
Theorem 2.9. Letµ = (µ1, . . . , µr) be a partition of m. Let (x1, . . . , xm), (y1, . . . ,
ym), be families of vectors of V. Assume that (x1, . . . , xm) has rank partition λ  µ′.
If
x1♦ · · ·♦xm = y1♦ · · ·♦ym,
then every support of a µ′-coloring of (x1, . . . , xm) is also support of a µ′-coloring
of (y1, . . . , ym).
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Proof. Let  = (1, . . . ,µ1) be the support of a µ′-coloring of (x1, . . . , xm). Let
D be the diagram increasing by columns associated with [µ] such that
Cj (D) = j , j = 1, . . . , m1.
Then
1
µ′1! · · ·µ′m1 !
N(D)(x1 ⊗ · · · ⊗ xm) =

∧
j∈1
xj

⊗ · · · ⊗

 ∧
j∈µ1
xj

 .
By Theorem 2.4 we know that there exists a basis (e1, . . . , en) of V such that
the e∗α-component, cα , of 1µ1!···µr !N(D)(x1 ⊗ · · · ⊗ xm), in the basis {e∗ω |ω ∈ } is
different from zero, where α is the element that corresponds to (1, . . . ,m1) (by
Lemma 2.3 α ∈ ). Therefore we have
N(D)(x1 ⊗ · · · ⊗ xm)=cαe∗α +
∑
γ∈\{α}
cγ e
∗
γ
=cαe∗α +
∑
β∈Oα
β∈\{α}
cβe
∗
β +
∑
γ∈\Oα
cγ e
∗
γ . (2)
By Lemma 2.8 we get from equality (2)
N(D)(x1 ⊗ · · · ⊗ xm) = cαe∗α +
∑
γ∈\Oα
cγ e
∗
γ , cα /= 0.
Therefore
N(D)(x1 ⊗ · · · ⊗ xm) = 1|R(D)|cαN(D)P (D)e
⊗
α +
∑
γ∈\Oα
cγ e
∗
γ .
Taking images of both sides of the last equality by πOα we obtain
πOα (N(D)(x1 ⊗ · · · ⊗ xm)) = cα
1
|R(D)|N(D)P (D)e
⊗
α .
Since, by Theorem 2.5, πOαN(D) = N(D)πOα we have
N(D)(πOα (x1 ⊗ · · · ⊗ xm)) = cα
1
|R(D)|N(D)P (D)e
⊗
α , cα /= 0. (3)
From equality (3) we get, using the fact thatN(D)P (D) is essentially idempotent,
N(D)P (D)N(D)(πOα (x1 ⊗ · · · ⊗ xm)) = bcα
1
|R(D)|N(D)P (D)e
⊗
α ,
with b, cα /= 0. Therefore
N(D)P (D)N(D)(πOα (x1 ⊗ · · · ⊗ xm)) /= 0
and, then we have
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E(D)(πOα (x1 ⊗ · · · ⊗ xm)) = πOαE(D)(x1 ⊗ · · · ⊗ xm) /= 0. (4)
Since
x1♦ · · ·♦xm = y1♦ · · ·♦ym,
we have, using Corollary 2.2,
E(D)(x1 ⊗ · · · ⊗ xm) = E(D)(y1 ⊗ · · · ⊗ ym).
Then, by (4) we obtain
πOαE(D)(y1 ⊗ · · · ⊗ ym) /= 0.
Therefore, we conclude that
E(D)(y1 ⊗ · · · ⊗ ym) /= 0.
Thus (1, . . . ,µ1) is the support of µ′-coloring of (y1, . . . , ym). 
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