In this paper, we apply the Turán sieve and the simple sieve developed by R. Murty and the first author to study problems in random graph theory. In particular, we obtain bounds on the probability of a graph having diameter 2 (or diameter 3 in the case of bipartite graphs). An interesting feature revealed in these results is that the Turán sieve and the simple sieve "almost completely" complement each other.
Introduction
Let X be a bipartite graph with finite partite sets A and B. For a ∈ A and b ∈ B, we denote by a ∼ b if there is an edge that joins a and b. Define deg b = #{a ∈ A : a ∼ b} and ω(a) = #{b ∈ B : a ∼ b}.
For b 1 , b 2 ∈ B, we define n(b 1 , b 2 ) = #{a ∈ A : a ∼ b 1 , a ∼ b 2 }.
In [3] , R. Murty and the first author derived an elementary sieve method, called the simple sieve, which states that #{a ∈ A : ω(a) = 0} ≥ |A| − b∈B deg b.
In the same paper, they also adopted Turán's proof about the normal order of distinct prime factors of a natural number [4] to prove that #{a ∈ A : ω(a) = 0} ≤ |A| 2 · b1,b2∈B n(b 1 , b 2 ) ( b∈B deg b) 2 − |A|.
The above result is called the Turán sieve.
In this paper, we apply both the simple sieve and the Turán sieve to study problems about random graph theory. More precisely, we obtain upper and lower bounds on the probability of a random graph having diameter 2. We also study analogous questions for random k-partite graphs having diameter 2 with k ≥ 3, and bipartite graphs having diameter 3. We will prove the following theorem.
Theorem 1.1. Let G (n) denote the set of all graphs on n vertices with edge probability p(n), and let P (G (n) , p(n)) be the probability of a graph from G (n) having diameter 2. Then
(1 − p(n)) 2 n . Corollary 1.1. Let P (G (n) , p(n)) be defined as in Theorem 1.1. If p(n) = In the case p(n) = 1 2 , Gilbert [2] showed that 'almost all' graphs are connected. Since a graph with diameter 2 is connected, the above result can be viewed as an improvement of Gilbert's result.
In the situation where the edge probability p(n) → 0 as n → ∞, we will show that Proposition 1.1. Let P (G (n) , p(n)) be defined as in Theorem 1.1. Let lim n→∞ p(n) = 0. We have 1 − n 2 2 e −np(n) 2 (1 + o(1)) ≤ P (G (n) , p(n)) ≤ (1 + o(1)) 2 n 2 e np(n) 2 
+ 4ne np(n)
2 (p(n) 2 −1) .
Suppose further that lim n→∞ log n + np(n) 3 − np(n) 2 = −∞ and lim n→∞ (2 log n − np(n) 2 − log 2) = c for some c ∈ R\{0}.
(1) If c > 0, we have P (G (n) , p(n)) ≤ (1 + o(1))e −c .
(2) If c < 0, we have P (G (n) , p(n)) ≥ (1 + o(1))(1 − e c ).
We will also study analogous problems for a random directed graph, and a random k-partite graph having diameter 2 with k ≥ 3, or diameter 3 in the case of bipartite graphs. As we noted in Proposition 1.1, the bounded we obtained through the Tuán sieve works effectively for c > 0, while the lower bound we obtained through the simple sieve gives a non-triivial result for c < 0. It is interesting to see that the Turán sieve and the simple sieve "almost completely" complement each other in this way.
Graphs with Diameter with the Sieves
In this section, we use the Turán sieve and Simple sieve to prove Theorem 1.1.
Proof. For a fixed n ∈ N, let G (n) be the set of all graphs with edge probability p(n) and let P (G (n) , p(n)) be the probability of a graph from G (n) having diameter 2. Consider the function g n :
There are 2 ( n 2 ) graphs in total in G (n) . Let us say M of these have diameter 2 and label these as G 1 , G 2 ,...,G M . For 1 ≤ i ≤ M , let k i denote the number of edges in G i . Then the probability of selecting the graph G i from G (n) according to the edge probability x is
Thus for each n ∈ N the function g n is continuous. Therefore, we may assume that
Let p(n) = r s where r = r(n), s = s(n) ∈ N. We let A be the set of all graphs in G (n) , allowing for a number of duplicates of each possible graph to accommodate the edge probability p(n). We accomplish this by letting there be r ( n 2 ) copies of the complete graph, r ( n 2 ) s r − 1 copies of each graph with n 2 − 1 edges, r ( n 2 ) s r − 1 2 copies of each graph with n 2 − 2 edges, and so on. By the binomial theorem we have
We let B be all pairs of vertices so |B| = n 2 . For a graph a ∈ A and a pair of vertices b ∈ B, we say a ∼ b if the pair of vertices b in a do not share a common neighbouring vertex and are not neighbours themselves. Thus we will have ω(a) = 0 (or a doesn't match up with any pair of vertices) if and only if a is connected with diameter at most 2.
Pick a pair of vertices b ∈ B and call them v 1 and v 2 . To calculate deg b, we need to calculate the number of graphs in A such that the pair of vertices do not have a common neighbouring vertex and are not neighbours themselves. For each of the potential (n − 2) neighbouring vertices, we need to consider two edges, making sure at least one of them is not in the graph. Since each potential edge contributes a factor of r or (s − r) depending on whether or not it is in a specified graph, we have
It follows that
By the simple sieve, we obtain
We now try to get an upperbound for P (G (n) , p(n)), in which we need to estimate b1,b2∈B n(b 1 , b 2 ). We divide up into cases of how many vertices b 1 and b 2 have in common. . As is the case for calculating deg b, for each of the pair of vertices b 1 and b 2 , we need to consider pairs of edges for each potential neighbouring vertex. If the potential neighbouring vertex is among the remaining n − 4 vertices, then the pair of edges to consider with respect to b 1 will be disjoint from the pair of edges to consider with respect to b 2 . The only real problem to consider is when the potential neighbouring vertex is among the pair of vertices b 1 and b 2 where we have four possible edges to consider. These observations give rise to
, and thus b1,b2∈B, 4 vertices 
Case 3. Suppose b 1 and b 2 have two vertices in common. Then the two pairs are identical and we have
It follows that b1,b2∈B, 2 vertices
Combining Cases 1 − 3, we get b1,b2∈B
By the Turán sieve, we deduce
Notice that p(n)
By (2.1) and (2.2) Theorem 1.1 follows.
We now prove Proposition 1.1.
Proof. By Theorem 1.1 we have
Since 0 = lim n→∞ p(n), we have that
from which we get (1)).
For the upperbound, first note that
Combining this with (2.2) and (2.3), we can get
Note that for n ∈ N with 2 n 2 e np(n)
In particular for those n, the bound in Theorem 1.1 is trivial. Thus it suffices to consider n ∈ N such that 2 n 2 e np(n)
Label all such n ∈ N as n 1 , n 2 , ..., n j , ... such that n 1 < n 2 < ... If there are only finitely many, then for sufficiently large n, we will have (2.4) and so the bound in Theorem 1.1 is trivial. Thus it suffices to assume that n 1 , n 2 , ..., n j , ... is an infinite list. Then for all j ∈ N, we have
and so lim
Suppose that n j p(n j ) 2 < 1. Then we have
Thus by (2.5), we have
Also, notice that
We thus obtain our upperbound.
Since lim n→∞ (log n + np(n)
Also, since lim n→∞ (2 log n − np(n) 2 − log 2) = c, we have 2 n 2 e np(n) (1)). By Theorem 1.1, we obtain our result.
Using the above methods, we can obtain similar results about the probability of a random directed graph having diameter 2. In Theorem 1.1, Corollary 1.1, and Proposition 1.1, we multiply the second term of the lowerbound by 2, divide the upperbound by 2, and we add log 2 to our expressions for c. Everything else is left unchanged.
3 Analysis of k-partite graphs Convention 3.1. For each k-partite graph, we will label the k partite sets of the graph in a non-decreasing order in terms of the number of vertices each set contains. Thus the ith set will be a set containing n i vertices.
Here we apply our analysis to k-partite graph sets for k ≥ 3. We exclude the bipartite case because the only bipartite graph that has diameter 2 is the complete bipartite graph and so we analyze that case by itself in the next section.
Theorem 3.1. Fix k ≥ 3 and for each n ∈ N, n ≥ k, pick n 1 , n 2 , ..., n k ∈ N such that n 1 ≤ n 2 ≤ ... ≤ n k and n 1 +n 2 +...+n k = n. Let k = (n 1 , n 2 , ..., n k ) and let G (n),k denote the set of all k-partite graphs with the partite sets having n 1 , n 2 , ..., n k vertices respectively with edge probability p(n), and let P (G (n),k , p(n)) be the probability of a graph from G (n),k having diameter 3. Then
In the situation where the edge probability p(n) → 0 as n → ∞, we will show that
2 )(n−nk)
Suppose further that
and that
for some c ∈ R.
(1) If c > 0, we have
(2) If c < 0, we have
We will also give analogous results for a random directed k-partite graph. First, we will prove Theorem 3.1.
Proof. As in the proof Theorem 1.1, we may assume that p(n) ∈ Q ∩ (0, 1) for all n ∈ N.
Let p(n) = r s where r, s ∈ N. As in the proof of Theorem 1.1, we let A be the set of all graphs in G (n),k , allowing for a number of duplicates of each possible graph to accommodate the edge probability p(n). Since the complete k-partite graph has t := 1≤i<j≤k n i n j edges, we have r t copies of the complete bipartite graph and |A| = s t .
We let B be all pairs of vertices. Thus |B| = n(n−1) 2
. For a graph a ∈ A and a pair of vertices b ∈ B, we say a ∼ b if the pair of vertices b in a do not share a common neighbouring vertex and are not connected by a single edge. Thus we will have ω(a) = 0 if and only if a is connected with diameter at most 2. For each pair of vertices b ∈ B that are in the ith set for some 1 ≤ i ≤ k, we will have
For each pair of vertices b ∈ B with one vertex being in the ith set and the other in the jth set where i < j, we have
We now try to get an upperbound for P (G (n),k , p(n)), in which we need to estimate b1,b2∈B n(b 1 , b 2 ). We divide up into case of how many vertices b 1 and b 2 have in common. Case 1. Suppose that b 1 and b 2 adre two pairs of vertices with no overlapping vertices. As in the proof of Theorem 1.1, we can calculate
The next four cases consider when the two pairs of vertices overlap by exactly one vertex.
Case 2. Suppose the overlapping vertex occurs in the ith set, and the other two vertices occur in the jth set and the lth set with all three sets being different from one another. Again, as in the proof of Theorem 1.1, we can calculate
Case 3. If two pairs have an overlapping vertex in the ith set and the other two vertices are in the jth set, then again we have
Case 4. If one pair has both vertices in the ith set and the other pair has the other vertex in the jth set then we have
with the last factor accommodating the undercount of the edge between the overlapping vertex and the vertex in the ith set.
Case 5. If all 3 vertices are in the same set, say the ith set, then we have
Case 6. Finally, if the two pairs of vertices are identical, then we have
Note that
and
Dividing each of (3.1) and (3.2) by the right-hand side of (3.6), dividing (3.4) by the right-hand side of (3.5), and dividing (3.3) by the right-hand side of (3.7), we deduce by the Turán sieve that
Notice that 4p(n)
We now prove Proposition 3.1.
Proof. We have
Also, we can deduce that
Letting n → ∞, we have
and e p(n)
using similar reasoning as in the proof of Theorem 1.1 and the facts that lim n→∞ p(n) 4 (n − n k ) = 0 and
Since lim n→∞ p(n)
2 )(n−nk)+p(n)
(1 + o (1)).
Statements (1) and (2) follow as in the proof of Proposition 1.1.
We consider one more application of the sieves to random k-partite graphs.
Definition 3.1. The k-partitie Turán graph (named after the same Pál Turán) on n vertices is defined as the k-paritite graph on n vertices such that the partitioned sets are as equal as possible. In other words, for each 1 ≤ i ≤ k, we have n i = ⌊ n k ⌋ or n i = ⌈ n k ⌉ In the case of k-partite Turán graphs, we can calculate b∈B deg b a lot more precisely, using the above methods.
Theorem 3.2. Let G (n),k,t denote the set of all Turán k-partitie graphs with edge probability p(n), and let P (G (n),k,t , p(n)) be the probability of a graph from G (n),k,t having diameter 2. We have
In the situation where the edge probability p(n) → 0 as n → ∞, we will show that Proposition 3.2. Let G (n),k,t be as in Theorem 3.2. Let lim n→∞ p(n) = 0 and lim n→∞ p(n) 4 n = 0. Consider the k-partite Turán graph on n vertices for each n ∈ N, n ≥ k. We have
We can similarly derive all of the above results for directed k-partite graphs. In the appropriate theorems, corollaries, and propositions, we multiply the second term of the lowerbound by 2, divide the upperbound by 2, and we add log 2 to our expressions for c.. Everything else is left unchanged.
Bipartite Graphs with Diameter 3
Here we analyze bipartite graphs in a similar way to k-paritite graphs, but instead of looking at diameter 2, we look at diameter 3 since, except for the complete bipartite graph, all bipartite graphs have diameter at least 3.
Theorem 4.1. For each n ∈ N, n ≥ 2, pick n 1 , n 2 ∈ N such that n 1 ≤ n 2 and n 1 + n 2 = n. Let b = (n 2 , n 1 ) and let G (n),b denote the set of all bipartite graphs with the partite sets having n 1 and n 2 vertices respectively with edge probability p(n), and let P (G (n),b , p(n)) be the probability of a graph from
In the situation where the edge probability p(n) → 0 as n → ∞, we will show that Proposition 4.1. Let P (G (n),b , p(n)) be as in Theorem 4.1. Let lim n→∞ p(n) = 0, lim n→∞ np(n) 4 = 0, and lim n→∞ n 1 p(n) 3 = 0. We have
and lim n→∞ 2 log n 2 − n 1 p(n) 2 − log 2 = c for some c ∈ R.
2) If c < 0, we have
We will also give analogous results for a random directed bipartite graph. First, we will prove Theorem 4.1.
Let p(n) = r s where r, s ∈ N. As in the proof of Theorem 1.1, we let A be the set of all graphs in G (n),b , allowing for a number of duplicates of each possible graph to accommodate the edge probability p(n). Since the complete bipartite graph has n 1 n 2 edges, we have r n1n2 copies of the complete bipartite graph and |A| = s n1n2 .
We let B be the set of all pairs of vertices such that both vertices of a pair occur in the same partite set. Thus |B| = If they occur in the set with n 2 vertices, the n 1 and n 2 are switched in the above equality. It follows that
We now try to get an upperbound for P (G (n),b , p(n)), in which we need to estimate b1,b2∈B n(b 1 , b 2 ). We divide up into case of how many vertices b 1 and b 2 have in common. 
Case 2. Suppose that b 1 and b 2 are two pairs of vertices lying in the two different partite sets. By independent and dependent selections of edges, we can calculate
and thus b1,b2∈B, 4 vertices
Case 3. Suppose that b 1 and b 2 are two pairs of vertices lying in the same partite set and have exactly 1 vertex in common. Again, by independent and dependent selections of edges, we can calculate
Case 4. Finally, if b 1 and b 2 are identical, then
Using (4.4), we have that
Note that adding (4.1) and (4.2) together, multiplying the result by s n1n2 , and then dividing the result by (4.5) will give an expression that is bounded above by 1 + .
(1 − p(n))
n1
. and 1 + p(n)
n 2 (n 2 − 1) from which we obtain our upperbound.
We now prove proposition 4.1.
Proof. We can get P (G (n),b , p(n)) 1 + n 1 (n 1 − 1) 1 − p(n) 2 n2−n1 n 2 (n 2 − 1)
Furthermore, since lim n→∞ np(n) 4 = 0, we have lim n→∞ n 1 p(n) 4 = 0. Thus, since p(n) −2 ≥ 1, we have 1 − p(n) 2 n1 > e −n1p(n) If c < 0, we have P (G (n) , p(n)) ≥ (1 + o(1))(1 − e c ).
Again, we can give analogous results for directed bipartite graphs. In the appropriate theorems, corollaries, and propositions, we multiply the second term of the lowerbound by 2, divide the upperbound by 2, and we add log 2 to our expressions for c. Everything else is left unchanged.
