Dedicated to the memory of Batool Bagheri, the founder of mathematics house of Kerman.
1. Introduction. Majorization is a vital topic in mathematics and statistics that also plays a basic role in matrix theory. For instance, many norm inequalities result from majorization relations among eigenvalues and singular values of matrices; see, e.g., [1] and [7] . One of the directions is the study of linear functions that preserve or strongly preserve majorization on a space of matrices; see, e.g., [2] - [6] . In this paper, we pay attention to a new kind of majorization which has been defined by a special type of the triangular matrices and we find its linear preservers.
A matrix R is g-row stochastic if the sum of entries of every row of R is 1. An n×n real matrix A is g-doubly stochastic if all its row and column sums are 1. Throughout the paper we use the following notation: M n,m denotes the set of all n × m real matrices, R n the set of all n × 1 (column) real vectors, R gut n the collection of all n × n upper triangular g-row stochastic matrices; E the n × n matrix with all of the entries of the last column equal to one and the other entries equal to zero, e the column real vectors with all of the entries equal to one; {e 1 , . . . , e n } the standard basis of R n ; E ij the n × n matrix whose (i, j) entry is one and all other entries are zero; A[m 1 , . . . , m k ] the submatrix of A with a mimj as (i, j) entry, where A = [a ij ] ∈ M n
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and {m 1 , . . . , m k } ⊆ {1, 2, . . . , n}; [x 1 | · · · | x m ] the n × m matrix with columns x 1 , . . . , x m ∈ R n ; N k the set {1, . . . , k} ⊂ N; A t the transpose of a given matrix A; [T ] the matrix representation of a linear function T : R n → R n with respect to the standard basis; and card(S) the cardinality of the set S.
For x, y ∈ R n , it is said that x is g-tridiagonal majorized by y (written as x ≺ gt y) if there exists a tridiagonal g-doubly stochastic matrix A such that x = Ay. In [3] , the authors found the strong linear preservers of ≺ gt on R n , as follows: 
In other words T strongly preserves ≺ gt if and only if there exist α, β ∈ R such that α(α + nβ) = 0 and [T ] = αI + βJ or [T ] = αP + βJ, where P is the backward identity matrix and J is the matrix with all entries equal one.
In the present paper, we consider the g-row stochastic upper triangular matrices and introduce the following new type of majorization. Definition 1.2. For A, B ∈ M n,m , it is said that A is gut-majorized by B, and write as A ≺ gut B, if there exists R ∈ R gut n such that A = RB.
Notice that the relation ≺ gut is equality for n = 1. So we suppose n > 1. We wish to find the structure of the strong linear preservers of ≺ gut on M n,m .
The paper is structured as follows. Section 2 is devoted to a study of ≺ gut on R n i.e., on M n,1 . An equivalent condition for gut-majorization on R n is obtained and some preliminaries are presented. In particular, the structure of all linear functions T : R n → R n , preserving (or strongly preserving) ≺ gut is characterized. Section 3 studies the strong linear preservers of ≺ gut on M n,m and finds their structure, as follows: 2. Gut-majorization on R n . In this section, an equivalent condition for gutmajorization and some preliminaries and facts about ≺ gut on R n are expressed. Also, all (strong) linear preservers of ≺ gut on R n are categorized.
ELA
648
A. Armandnejad and A. Ilkhanizadeh Manesh
The affine hull of a subset A of R n is defined by
The following remark provides a criterion for gut-majorization on R n .
. . , y n ) t ∈ R n and let l = min{i :
In other words, x ≺ gut y if and only if
Now, we give some necessary prerequisites.
is an upper triangular matrix.
Proof. The proof is by induction on n. Let [T ] = [a ij ]. If n = 2; We should only prove that a 21 = 0. Set x = e 1 and y = 2e 1 . Since x ≺ gut y, T x ≺ gut T y. So a 21 = 2a 21 , and hence, a 21 = 0. For n > 2, assume that the matrix representation of every linear preserver of ≺ gut on R n−1 is an upper triangular matrix. Let S :
. By Lemma 2.2, the linear function S preserves ≺ gut on R n−1 . The induction hypothesis insures that [S] is an (n − 1) × (n − 1) upper triangular matrix. So it is enough to show that a 21 = a 31 = · · · = a n1 = 0. Put x = e 1 and y = e 2 . Then x ≺ gut y, and hence, T x = (a 11 , a 21 , . . . , a n−11 , a n1 ) t ≺ gut (a 12 , a 22 , 0, . . . , 0) t = T y. By Remark 2.1, a 31 = a 41 = · · · = a n1 = 0. So it remains to prove a 21 = 0. Assume, if possible, that a 21 = 0. Set x = e 1 and y = (
t . So x ≺ gut y, and hence, T x ≺ gut T y. It follows that a 21 ∈ aff{0} and so a 21 = 0, which is a contradiction. Thus, a 21 = 0, and hence, the induction argument is completed. Therefore, [T ] is an upper triangular matrix. Proof. Since T preserves ≺ gut if and only if αT preserves ≺ gut , for all α ∈ R \ {0}, there is no loss of generality in assuming a kt = 1. Set x = e t and y = −a kj e t + e j . It is easy to see that x ≺ gut y but T x ⊀ gut T y. Therefore, T does not preserve ≺ gut .
The following theorem characterizes the structure of all linear functions T : R n → R n , preserving ≺ gut . (i) T e 1 = · · · = T e n−1 = 0. In other words,
. . .
and r i k ∈ aff{r i k +1 , . . . , r n } for all k ∈ N m where r i is the sum of entries on the ith row of [T ] .
Proof. Let us first prove the sufficiency of the conditions. If (i) holds, it is clear that T preserves ≺ gut . Assume that (ii) holds. The proof is by induction on n. If n = 2, it is easy to prove. Suppose that n ≥ 3 and the result has been proved for all linear functions on R n−1 with described conditions in the hypothesis. Let x = (x 1 , . . . , x n ) t , y = (y 1 , . . . , y n ) t ∈ R n such that x ≺ gut y. We have to show that T x ≺ gut T y. For this purpose, let S : R n−1 → R n−1 be the linear function
. . , x n ) t and y ′ = (y 2 , . . . , y n ) t . Then x ′ ≺ gut y ′ and hence, by applying the induction hypothesis for S, Sx
So it is enough to show that (T x) 1 ∈ aff{(T y) 1 , . . . , (T y) n }. Put I := {i ∈ N n : a ii = · · · = a in−1 = 0}. The proof falls naturally into two cases. then the statement holds. Otherwise, y n = 0 and (T y) 1 = · · · = (T y) n = 0. Since (T y) im = 0 and a imn−1 = 0, it follows that y n−1 = 0. It is a simple matter to see y n−2 = · · · = y t = 0 and hence, by Remark 2.1, x t = · · · = x n = 0. So (T x) 1 = (T y) 1 = 0, which completes the proof in this case.
If card{(T y) 1 , . . . , (T y) n } ≥ 2, then the proof is complete. If not, (T y) im = (T y) n . Since r im ∈ aff{r im+1 , . . . , r n } and a imn−1 = 0, y n−1 = y n . Similarly we can conclude that y t = · · · = y n−2 = y n . Hence, x t = · · · = x n , by Remark 2.1, and thus, (T x) 1 = (T y) 1 , which is the desired conclusion.
We now prove the necessity of the conditions. Assume that T preserves ≺ gut and (i) does not hold. We show that (ii) holds. Apply induction on n. For n = 2, it is easy to prove. So assume that n ≥ 3 and the statement holds for linear preservers of
. By Lemma 2.2, S preserves ≺ gut on R n−1 . Now, apply the induction hypothesis to S. We divide the proof into two steps.
Step 1: S satisfies (i). By Lemma 2.4, the first nonzero column of T should be its (n − 1)th column. So we have to just show that r 1 ∈ aff{r 2 , r 3 , . . . , r n }. As we said in the proof of Lemma 2.4, we can suppose that a 1n−1 = 1. Choose x = e n−1 + e n and y = (a nn − a 1n )e n−1 + e n . Obviously, x ≺ gut y, and hence, T x ≺ gut T y. It follows that r 1 ∈ aff{r 2 , r 3 , . . . , r n }.
Step 2: S satisfies (ii). If the columns 1, . . . , t−1 of T are zero, then there is nothing to prove. If not: by Lemma 2.4, the first nonzero column of T should be column n− 1. So it is enough to show that r 1 ∈ aff{r 2 , r 3 , . . . , r n }. Similar to step 1, we can suppose that a 1 t−1 = 1. By putting x = n i=t−1 e i and y = (− n i=t a 1i + a nn )e t−1 + n i=t e i , it follows that r 1 ∈ aff{r 2 , r 3 , . . . , r n }.
We need the following lemma in the rest of the paper. Proof. Let X ∈ M n,m and let T X = 0. Since T X = T 0 and T strongly preserves ≺ gut , X ≺ gut 0. So X = 0. Therefore, T is invertible.
The following theorem characterizes all linear functions T : R n → R n which Proof. As the sufficiency of the condition is easy to see, we only prove the necessity of the condition. Assume that T strongly preserves ≺ gut . So T is invertible by Lemma 2.6, and hence, a 11 = 0 by Lemma 2.3. Now, by using Theorem 2.5, the desired conclusion is obtained.
As a result of above theorems, we can express the following corollary.
3. Gut-majorization on M n,m . In this section, the structure of all strong linear preservers of ≺ gut on M n,m will be determined. Before that, some facts are needed. The proof of Theorem 1.3 is divided into a sequence of lemmas. Recall that we assume that n > 1. 
Moreover, if T preserves ≺ gut , then T Proof. The proof is begun by proving T is invertible. Let X ∈ M n,m and let T X = 0. Multiply this relation in E, and since R + S is invertible, conclude that EX = 0. Put EX = 0 in the relation T X = 0. Since R is invertible, it follows that X = 0. Therefore, T is invertible.
Conversely, assume that T is invertible. If R is not invertible, then there exists x ∈ R m \ {0} such that x t R = 0. Define X ∈ M n,m such that the first row is x t and the other rows are 0. Hence, T X = 0 while X = 0, which is a contradiction. Thus, R is invertible.
If R + S is not invertible, then there exists y ∈ R m \ {0} such that y t (R + S) = 0. Define Y ∈ M n,m to be the matrix each of whose row is y t . Obviously, T Y = 0 and Y = 0, which is a contradiction. Therefore, (R + S) is invertible.
Proof. Without loss of generality assume that i, k = 1 and j = 2. We show that there exist α 
