Abstract. Permutation products and their various "fat diagonal" subspaces are studied systematically from the topological and geometric point of view. We describe in detail the orbit type stratification related to the permutation action, producing a sharp upper bound for its depth and then paying particular attention to the geometry of the diagonal stratum. We next write down an expression for the fundamental group of any permutation product of a connected space X, having the homotopy type of a simplicial complex, in terms of π 1 (X) and H 1 (X; Z). We then prove that the fundamental group of the configuration space of n-points on X, of which multiplicities do not exceed n/2, coincides with H 1 (X; Z). Useful additivity properties for the Euler characteristic are then spelled out and used to give explicit formulae for the Euler characteristics of various fat diagonals. Further results consist in giving conditions for when fat diagonal subspaces of manifolds can be manifolds again. Several examples and homological calculations are included.
Introduction
In this paper and forthcoming sequels, we answer several basic questions about the topology and geometry of permutation products and various analogs of configuration spaces. These are spaces of relevance to all of algebraic and geometric topology and to mathematical physics.
Let Γ be a subgroup of the n-th symmetric group S n , and define the permutation product ΓP n (X) to be the quotient of X n by the permutation action of Γ on coordinates; eg. [34] . The prototypical example being of course the n-th symmetric product SP n (X) which corresponds to Γ = S n . The cyclic product CP n (X) corresponds on the other hand to Γ = Z n is the cyclic group. These spaces become interesting very quickly as is illustrated for example with CP 3 (T ) := T 3 /Z 3 ; the cyclic product of order 3 of an elliptic curve T , which has the structure of a bundle over T with fiber a singular complex surface ramified along the dual curve of a plane cubic (see Proposition 2.5).
Permutation products have of course been studied early on, and a functorial description of their homology described in [13] . The topology of the spaces ΓP n (X) depends as one might expect on the way the group Γ embeds in S n . A good point of view to adopt here is that of stratified spaces [35] . Generally the action of a finite group Γ on a space Y stratifies both Y and its quotient Y /Γ according to stabilizer and orbit types respectively, and so one might say that the bulk of the present work is understanding these stratifications in the case of Γ acting on X n by permutation. In §3 we discuss the notion of "depth" of a group Γ ⊂ S n acting by permutation on X n and then compare it to the length ℓ(Γ) of the group which we recall is the length of a maximal chain of subgroups. The depth is bounded above by ℓ(Γ) and the interesting part is to see that this upper-bound is attained for permutation products derived from the permutation representation of Γ (Theorem 3.7).
In the case of a permutation product of a manifold, we can refine our understanding of the associated strata. We give in §4 a handy description of the tubular neighborhood of the diagonal X in ΓP n X as a fiberwise cone on a fiberwise quotient bundle associated to a sphere bundle over X (Proposition 4.2).
We next turn to computing the fundamental group. We recall that a permutation subgroup Γ ⊂ S n acting on a finite set {1, 2 . . . , n} is called transitive if for any pair i, j, there is some permutation in Γ taking i to j. The following is a prototypical result: if Γ is a transitive subgroup of S n acting on X n by permutations, n ≥ 2, then π 1 (ΓP n X) is abelian and there is an isomorphism π 1 (ΓP n X) ∼ = H 1 (X; Z). Very early on, P.A. Smith in [32] has shown that π 1 (SP 2 X) is abelian and his simple geometric argument extends in an elementary and completely self-contained manner to cover the more general case (see §6).
Moreover since any non transitive subgroup of S n is up to conjugation contained in a standard Young subgroup S k × S n−k , permutation products of non transitive subgroups can be reduced to transitive ones of smaller size and a general statement for π 1 (ΓP n X) can be given 1 (see Theorem 6.1). In the case of Γ = S n , we can further compare the higher homotopy groups π i (SP n X) for i > 1, to the corresponding homology groups, and these coincide provided 0 < i < r + 2n − 2, where r ≥ 1 is the connectivity of X and n > 1 (see Theorem 7.1, which provides a novel proof of a similar statement in [14] ). We show that such bounds are sharp by working out the second homotopy group π 2 (SP 2 C) for C a closed Riemann surface.
We introduce next some main players. For a given positive integer d, define B d (X, n) to be the subspace of SP n X of all unordered tuples [x 1 , . . . , x n ], or configurations, such that at least d entries are equal. These are the spaces we refer to as "fat diagonals". We have a decreasing filtration (1) B 1 (X, n) = SP n (X) ⊃ B 2 (X, n) ⊃ · · · ⊃ B n (X, n) = X which interpolates between the symmetric product and the thin diagonal. For example B 2 (X, n) is the standard fat diagonal in SP n X consisting of configurations with at least two points coinciding. In §8 we characterize B d (−, n) as homotopy functors with certain properties, and then give precise conditions for B d (X, n) to be a manifold if X is (Theorem 8.7).
As in the case of permutation products, it turns out that the fundamental group abelianizes "whenever it can". The following is proved in §10 using an adaptation of Smith's argument. Theorem 1.1. Let X be a based connected topological space. Then π 1 (B d (X, n)) ∼ = H 1 (X; Z) provided
Note that the case d > n/2 presents no particular interest since in this case B d (X, n) ∼ = X ×SP n−d X. More generally one shows that if Γ is a d-transitive subgroup of S n , then π 1 (F d (X, n)/Γ) is abelian for n ≥ 2 and 1 ≤ d ≤ n 2 . Here F d (X, n) ⊂ X n is the so-called "d-equal subspace" consisting of all tuples (x 1 , . . . , x n ) such that x i1 = · · · = x i d for some choice of sequence i 1 < · · · < i d .
Another main calculation of this paper is to give the Euler characteristic of both B d (X, n) and its ordered analog F d (X, n) defined above. The answer is given in terms of the following closed formulae (see §11-13). Theorem 1.2. Let X be of the homotopy type of a finite simplicial complex having Euler characteristic χ := χ(X). Then χ(F 1 (X, n)) = χ n and χ(SP n X) = χ(X)+n−1 χ(X)−1
. When 2 ≤ d ≤ n, we have
A geometric sample
All spaces in this paper are assumed to be locally compact and Hausdorff. Elements of ΓP n (X) = X n /Γ, with Γ ֒→ S n , are written as equivalence classes [x 1 , . . . , x n ] := π(x 1 , . . . , x n ), where π : X n − −− →ΓP n (X) is the quotient map, or sometimes as an abelian product x 1 x 2 · · · x n . It will also be convenient to call an element in ΓP n (X) a configuration. When n = 2, the only permutation product of interest is the symmetric square SP 2 (X). The homotopy type of a permutation product ΓP n X depends on the way Γ embeds in S n . Take for example Γ = Z 2 and embed it in S 4 by sending the generator to either (12) or to (13) (24) . Then the permutation products corresponding to these embeddings are respectively
Of course conjugate embeddings yield homeomorphic quotients.
Example 2.1. In the case of the circle, the product map SP 2 (S 1 )− −− →S 1 is a locally trivial bundle map. The preimage over 1 consists of points of the form [z,z], z ∈ S 1 ⊂ C and can be identified with the closed upper semi-circle, thus with the closed interval I := [0, 1]. This bundle is non-trivial and SP 2 (S 1 ) is homeomorphic to the Mobius band. More generally the multiplication map SP
is an (n − 1)-disc bundle which is orientable if and only if n is odd [30] .
Example 2.2. The previous example extends to an arbitrary torus. Set T = S 1 × S 1 and let m : SP 2 T − −− →T be the multiplication map. This is a bundle projection and the fiber at 1 is the quotient T /S 2 , where S 2 acts by taking (x, y) ∈ T to (x,ȳ). This action corresponds to the hyperelliptic involution on the torus with 4 fixed points, and so the quotient is a copy of the Riemann sphere. This of course is a special case of the fact that multiplication µ : SP n (T )− −− →T is an analytic fiber bundle with µ −1 (1) ∼ = P n−1 . Indeed multiplication is equivalent to the Abel-Jacobi map into the Jacobian Jac(T ) ∼ = T and this is an analytic bundle projection (Mattuck) with fiber projective space (RiemannRoch).
Example 2.3. The dihedral group D n acts on X n via reflection (x 1 , . . . , x n ) −→ (x n , x n−1 , . . . , x 1 ) and cyclic permutation (x 1 , . . . , x n ) −→ (x 2 , . . . , x n , x 1 ). The dihedral product X n /D n is studied in connection with billiard type problems and their betti numbers are used to minimize the number of n-periodic billiard trajectories (Farber-Tabashnikov).
When n ≥ 3, the cyclic and symmetric products start to differ. We can for example use Morton's description of SP n (S 1 ) discussed above to deduce the following characterization [34] .
Lemma 2.4. There is a homeomorphism CP
Proof. The key point is the existence of two distinct sections to the projection π :
. Indeed the clockwise (or counterclockwise) order of any three points on the circle is not changed by a cyclic Z 3 -permutation which means that given {x 1 , x 2 , x 3 } ⊂ S 1 , any choice of writing these points in clockwise (resp. counterclockwise) orientation gives a well-defined element in CP 3 (S 1 ). The images of these two sections give two copies of SP
. Since any triple of points in S 1 has either a clockwise or counterclockwise orientation, we have the decomposition
and the union is over the fat diagonal B 
and this is a trivial bundle obtained from glueing two trivial disk bundles.
It is slightly harder to determine CP 3 (T ) when T = S 1 × S 1 is the torus. There is a branched degree two covering π : CP 3 (T )− −− →SP 3 T but there are no obvious sections this time. The following characterizes CP 3 (T ) completely and must be compared to ( [4] , corollary 3.4). We write the group structure on T additively.
, is a bundle projection with fiber a simply-connected algebraic surface with 9 cusps ramified over P 2 along the dual curve of a plane cubic.
Proof. The map µ c makes CP 3 T into a bundle over the elliptic curve T and we write E the preimage of 0 ∈ T (as an additive abelian group). This preimage is an algebraic surface with complex structure depending on the T we pick. Pick T a plane elliptic curve; i.e. T ⊂ C 2 ⊂ P 2 . The fiber of µ c over 0 ∈ T consists of the triple of points [x, y, z] ∈ CP 3 (T ) with x + y + z = 0. We identify this fiber with the quotient E := (T × T )/Z 3 where Z 3 acts via its generator τ of order three as follows
We can write the diagram
where T := T × T . The symmetric group acts on T via its generators τ of order 3 and J : (x, y) → (y, x) of order 2. Of course µ
s (0) is a branched degree two cover. The branching locus is a copy of the elliptic curve C := {(x, x, −2x)} under this identification. But now µ −1 s (0) = T/S 3 can be identified with P 2 as follows: since T ⊂ C 2 is a plane curve, then to any triple (x, y, −x − y) corresponds a unique line in C 3 passing through x, y (in fact and by definition of the group law on T , this line meets the curve again at x + y). Under this identification, the branching curve C corresponds to the space of tangents to that curve in P 2 and this is by definition the dual curve which we write C * ∈ (P 2 ) * . But the dual curve to a smooth plane cubic C has 9 singular points (cusps) which correspond under the duality to the 9 flexes of C (i.e the inflection points of C or points of order 3 in the group law for C). Note that this dual curve is of course of genus 1 and hence must have degree 6 (i.e. a sextic) by the degree-genus formula. Since E− −− →P 2 ramifies over the projective curve C * , then E has 9 singular points which map to the cusps in C * . Note that E is simply connected because of the short exact sequence
associated to the bundle µ c . Indeed µ c * : π 1 (CP 3 T )− −− →π 1 (T ) must be an isomorphism between two copies of Z ⊕ Z, this being a consequence of Theorem 6.1 and the fact that CP 3 T − −− →T has a section. 
has the homology of a closed manifold whenever the characteristic of the field of coefficients is prime to 3. This homology consists of the invariant classes in
⊗3 under the induced permutation action. If e 1 , e 2 ∈ H 1 (T ) are the generators, then the torsion free part of H 2 (CP 3 T ) is additively generated by
for i, j ∈ {1, 2}, and by the class
The total is 5 classes as asserted.
Similarly for obtaining the rank of the other torsion free groups. Since H * (T ) is torsion-free, it's equally easy to see that H * (CP 3 T ) has no p-torsion if p is prime to 3. The only real issue then is to compute the 3-torsion of CP 3 T . This is done in [1] and so we can apply their results next. One idea is to think of CP 3 (T ) as a quotient of (R 2 /Z 2 ) 3 by an action of Z 3 preserving the lattice. This action is the sum of two regular representations Z 3 − −− →GL 3 (R) since any such representation corresponds to cyclically permuting the basis vectors. In the notation of [1] , this action is of "type (0, 2, 0)" and so we can apply Theorem 1 of that paper to deduce the 3-torsion in H * (CP
and reading the coefficients of p(x) which in this case is x 5 , thus β 5 = 1. There is therefore only one non-trivial torsion group in dimension 5.
Remark 2.7. Some geometric insight into the computation of H * (CP 3 (T )), and more generally of H * (CP n (M )) for M a closed oriented manifold, can be obtained using Proposition 4.2 in this paper.
Orbit stratifications
The fact that SP n (S) is a complex manifold, for S a smooth algebraic curve, is an exceptional property that is no longer true for general ΓP n (S) as Proposition 2.5 illustrates. In fact and since the argument is local, we can give a simple explanation as to why this is the case: we will argue that CP 3 (C) cannot be homeomorphic to R 6 . This is extracted from an argument of Morton ([30] , p.2). Decompose
and H its orthogonal hyperplane. The action of Z 3 takes place entirely in H. This action restricts to a fixed point free action on the unit sphere S 3 ⊂ H (since we have factored out the diagonal which consists of the fixed points). It follows that R 6 /Z 3 ∼ = R 2 × cM where M = S 3 /Z 3 is a three manifold with H 1 (M ) = Z 3 and cM is the cone on M (with apex at the origin and the cone extending to ∞). This quotient cannot be homeomorphic to R 6 as claimed. This argument is expanded upon in Proposition 4.2.
The category of stratified orbifolds is a suitable category in which to consider permutation products of manifolds. Following Beshears [5] , we define for a G-space X, a stratum for each conjugacy class (H) of a subgroup H ⊂ G as follows
where ∼ means "being conjugate to", stab(x) := {g ∈ G | gx = x} is the isotropy group of x and X K is the fixed point set of K. For example X (G) consists of the fixed points of the action. As H ranges over all subgroups of G we get a stratification of X called the stabilizer stratification. One checks that X (H) is a G-invariant subspace since stab(gx) = gstab(x)g −1 , and that the corresponding quotients X (H) /G stratify X/G making up the so-called orbit type stratification 2 .
Example 3.1. Strata corresponding to proper subgroups can be empty. For example if G is a nontrivial group acting trivially on a space X; i.e. gx = x for all g ∈ G, x ∈ X, then X (H) = ∅ for all proper subgroups H ⊂ G. In this case there is only one stratum X (G) = X (the fixed points).
Example 3.2. The stabilizer stratification of Z 2 acting on S n by reflection with respect to the plane of the equator has two strata : the two open hemispheres form a stratum and the equator forms another. The stratification associated to Z 2 acting on S n via the antipodal map consists of only one stratum X (1) , 1 being the identity in G. Generally X (1) is the subset of points of X on which G acts freely, so that the action of G on X is free if and only if X (1) = X.
Some Properties: Assume G is acting on X, H ⊂ G a subgroup.
• If we set H g = g −1 Hg, then X H g = g −1 X H and we can write X (H) = g∈G gX H .
• With G acting on X discontinuously (see definition 5.2), the quotient map π : X− −− →X/G restricts to a regular covering projection π H :
To see this let x ∈ X K . Since x is in the closure of X H , there is a sequence of points x i ∈ X H converging to x. But for any h ∈ H, hx i = x i and so hx i converges to hx = x, and H ⊂ stab(x) = K. The reciprocal statement is not always true: let S 4 act on X 4 by permuting coordinates,
is not (see Corollary 3.5). For a stratified space X one defines the relation ≤ on the index set I of a stratification by setting i ≤ j if and only if X i ⊂ X j ; the closure of X j in X. A partition {X i } i∈I satisfies the "frontier condition" if and only if ≤ is a partial ordering. That is if for every i, j ∈ I
We write i < j if i = j. For example a locally finite simplicial complex is such a stratified space with strata the open simplices. Similarly if N is a submanifold of M , then N and M − N form a stratification of M satisfying the frontier condition.
It is not hard to come up with group actions such that both the orbit and stabilizer stratifications do not satisfy the frontier condition. For example X is a fork and G is Z 2 acting by spinning the fork around its axis an angle π. In the case of permutation products however, the situation is well behaved. First a lemma of general interest. Lemma 3.3. Let Γ be a finite group acting on X, and suppose that for any pair of subgroups H ⊂ K such that X H = ∅, we have X K ⊂ X H . Then the stabilizer stratification satisfies the frontier condition. Moreover
We learned from Zinovy Reichstein that the orbit stratification in the case of a reductive linear algebraic group acting on a finite-dimensional vector space is called the "Luna stratification".
Similarly the closure of
X H is also non-empty and hence by our hypothesis we get that X K ⊂ X H σ and X K ⊂ X (H) so that the frontier condition is satisfied. To get to the description of X (H) one needs to observe that X H = K⊃H X K as an immediate consequence of the hypothesis. If x ∈ X H , then as pointed out H ⊂ stab(x) and x ∈ X stab(x) ⊂ X H by our hypothesis. Since X (H) = H ′ ∼H X H ′ , we can pass to the closure X (H) = H ′ ∼H X H ′ and the rest of the claim is straightforward.
Example 3.4. (Permutation Products) In the case of permutation products, the point to make is that the stabilizer of a point (x 1 , . . . , x n ) ∈ X n only depends on the multiplicities of factors and not on their location in X. Let σ ∈ Γ ⊂ S n be a permutation. It has a cycle structure; that is can be expressed as a product of pairwise disjoint cycles
Fixed points of σ ∈ Γ with such a cycle structure consist of all n-tuples having equal entries at i We consider the case of S n acting on X n . We refer to "young" any subgroup H ⊂ S n of the form
Any two embeddings of H in S n are conjugate so for our purposes we don't need to specify the embedding. The stratum
corresponds to all n-tuples of points which after permutation can be brought to the form
with x i = x j for i = j and d i = n. Now any permutation σ is a product of cycles as in (3) (its cycle structure), and the fixed points of such a product acting on X n are, up to permutation, elements of the form (4) . From this description, it is easy to see that X n K is trivial if K is not a Young subgroup. Moreover each cycle structure corresponds to a unique conjugacy class of a Young subgroup of S n . This implies in particular that for various choices of Young subgroups, the subspaces X n (young) give rise to a stratification of X n , which is S n -equivariant. We refer to the subspace X 
The following corollary follows from the previous discussion.
Corollary 3.5. If Γ ⊂ S n acts on X n by permutation, then both the stabilizer and orbit stratifications satisfy the frontier condition.
3.1. Depth. We assume here that all groups are finite. Given a finite stratification {X i } i∈I of a space X satisfying the frontier condition, we define the depth of a stratum X s to be the maximal length k of a sequence s = s 0 < s 1 < · · · < s k in I. The depth of a (finite) stratification as a whole is the maximum over the depths of its strata.
It is easy to see that the depth of the stabilizer and orbit type stratifications of a finite group Γ acting on X coincide. This is a consequence ofq the fact that the map π : X− −− →X/Γ must carry distinct strata to distinct strata. Definition 3.6. An action of Γ on a space X corresponds to a homomorphism φ : Γ− −− →Aut(X). Denote by d φ (Γ, X) the depth of the stabilizer stratification associated to this action. As is clear, this depth depends on both φ and X.
For given Γ, the various depths d φ (Γ, X) can be compared to the length of Γ. Recall that the length ℓ(Γ) of a finite group Γ is the length ℓ of a maximal chain of subgroups 0 Proof. To see that d φ (Γ, X) can be 0, simply choose X to be a point. As we pointed out, we know that in any stabilizer stratification,
It follows that any chain of strata in the stratification must correspond to a chain of subgroups and hence the depth of the stratification is at most ℓ(Γ). This establishes the right inequality. To see that this bound is sharp, consider the permutation action of Γ on the set of its elements Ω. This action is free and gives an embedding ψ : Γ ֒→ S n , n = |Γ| (this is the so-called permutation representation of Γ). From now on we identify Γ with ψ(Γ) and H ⊂ Γ with ψ(H). We then get an induced action on X n by permuting coordinates and this we represent via
To that end, it is enough to check that any subgroup H ⊂ Γ gives rise to a non-empty stratum X n (H) . This is our main claim which we now verify.
We use some terminology: the support of a permutation σ on Ω = {1, 2, . . . , |Γ|} is the complement of those elements of Ω fixed by σ. For example the support of (12)(34) is {1, 2, 3, 4}. We write sup(σ) such a support. If Γ is embedded into S |Γ| via its permutation representation, then the support of 1 = σ ∈ Γ is all of {1, . . . , |Γ|}, and its cycle structure (3) is made out of cycles of lengths at least two.
As already pointed out, fixed points of σ ∈ Γ having cycle structure as in (3) consist of all ntuples having equal entries at i , etc. If we choose the entries corresponding to different cycles to be distinct and to take values in {x 1 , . . . , x n }, then the corresponding fixed point of (3) is an n-tuple that decomposes into k-blocs, one bloc for each cycle. For instance (124)(356) has as fixed point (x 1 , x 1 , x 2 , x 1 , x 2 , x 2 ) consisting of a bloc of x 1 's and a bloc of x 2 's. We say here that {1, 2, 4} is the support of x 1 and {3, 5, 6} is the support of x 2 . Generally if ζ ∈ X n and x is a factor in ζ that appears in positions i 1 , . . . , i r , then we write sup(x) = {i 1 , . . . , i r }.
Given H ⊂ Γ, we construct a remarkable element ζ in its fixed point set as follows. For i ∈ Ω = {1, 2, . . . , |Γ|}, we write orb(i) the subset of all integers j ∈ Ω such that h(i) = j, for some h ∈ H. Starting with 1 ∈ Ω, we fill every j-th entry of ζ by x 1 if j ∈ orb(1). Now we look at the smallest integer m not in orb (1) . We fill in the j-th entry of ζ by x 2 if j ∈ orb(m). Etc. We obtain an element ζ consisting of blocs of x i 's with the following key properties: (i) each h ∈ H acts on each bloc and doesn't permute elements from different blocs, and (ii) this action is transitive on elements of the bloc. We claim that such a fixed point ζ has stabilizer subgroup H; i.e. no bigger group stabilizes it.
Choose ζ ∈ X n constructed above and let g ∈ Stab(ζ). We wish to show that g ∈ H necessarily. Decompose ζ into blocs of x i 's. Then g leaves the bloc of x 1 invariant. Choose τ a cycle appearing in the cycle structure of g leaving invariant sup(x 1 ), and assume τ (i) = j for some i, j in that support. Since H acts transitively on that bloc, there is h ∈ ψ(H) such that h(i) = j. This means that at the level of the group Γ, there are generators g i , g j ∈ Γ such that gg i = g j and hg i = g j , which means that h = g and g ∈ H.
In conclusion, ζ ∈ X H and the stratum X (H) is non empty. This last fact being true for every H ⊂ Γ, we have one stratum for every subgroup of Γ and the equality d φ (Γ, X n ) = ℓ(Γ) holds.
Remark 3.8. The proof above has highlighted some special features of permutation products. Let φ : Γ ֒→ S n be a morphism. Then the depth of the orbit stratification of Γ acting on X n by permutations via φ doesn't depend on the space X as long as X contains at least n-distinct elements.
Definition 3.9. and Remark. For a given embedding φ : Γ ֒→ S n , we can write d φ (Γ) the depth of the orbit stratification of Γ acting on X n by permuting factors, where X = {1, 2, . . . , n}. For fixed n, d φ (Γ) does depend on the choice of embedding φ : Γ ֒→ S n . For example, d φ1 (S n ), where φ 1 is the permutation representation φ 1 : S n ֒→ S n! , is the length of S n according to Theorem 3.7. By a beautiful theorem of Cameron, Solomon and Turull [9] , this is
where b(n) is the number of ones in the dyadic representation of n. On the other hand, if φ 2 : S n ֒→ S n! is the embedding identifying S n with the permutation subgroup of {1, . . . , n} ⊂ {1, 2, . . . , n!}, then d φ2 (S n ) = n − 1 as is discussed in example 3.10 next.
Example 3.10. Let X be a space with at least n distinct points. Then the strata of the orbit type stratification of SP n (X) are in one to one correspondence with integer partitions of the form
and thus the depth of this stratification is n−1. To the partition [p 1 , p 2 , . . . , p k ] corresponds the stratum of points of the form
where x i = x j if i = j, and each x i repeats p i -times. This is the stratum X
The generic (open and dense) stratum is the configuration space of distinct points B(X, n) = F (X, n)/S n = X n (1) /S n and this corresponds to the partition [1, . . . , 1]. The diagonal in SP n X corresponds to the partition [n]. The poset of strata here is the set of partitions partially ordered according to P ≤ Q if Q is a refinement of P , that is if Q is obtained by further partitioning the parts of P .
Example 3.11. Let X be a space with at least n distinct points. The depth of Z n acting on X n is the length of Z n . This is because the inclusion Z n ֒→ S n , sending the generator to the n-cycle (12 · · · n) corresponds to the permutation representation of Z n . Note that if p|n, then X n (Zp) consists up to cyclic permutation of all points of the form
The Diagonal Stratum
If Γ is a group acting on a smooth manifold, then its associated stabilizer stratification is "Whitney stratified" (see [31] , Theorem 4.3.7). The orbit stratification in the case of Γ acting on C n by permutations is also Whitney regular according to [12] . We do not address in this paper whether the orbit stratification on ΓP n M is Whitney regular for more general M . We analyze however the "neighborhood" of the diagonal in ΓP n M .
Lemma 4.1. Assume M is a closed smooth manifold. A neighborhood deformation retract V of the diagonal M in SP 2 M is homeomorphic to the fiberwise cone on the projectivized tangent bundle of M . The section corresponding to the cone points is the inclusion of M into V .
Proof. Write the diagonal copy of M in SP 2 M again as M and consider its unit tangent bundle SM . We claim that when we projectivize SM fiberwise and take the fiberwise cone construction, we obtain a neighborhood V of M , and that M is sitting in V as the image of the section sending x to the apex of the cone over x. To verify this claim, choose a metric on M with injectivity radius greater than 2 and let DM ⊂ T M be the unit disc bundle of the tangent bundle of M . We will write exp the exponential map DM − −− →M and exp x its restriction to the fiber
In particular of course the normal bundle of the diagonal embedding of M in M × M is isomorphic to the tangent bundle of M . Mapping down via the quotient map π :
where D x M is the fiber of DM over x. In other words V is obtained by quotienting fiberwise the disc bundle of M by D n /v ∼ −v and this is a cone on RP n−1 .
We can generalize lemma 4.1 to all diagonal embeddings M ֒→ ΓP n M for n ≥ 3. Let V be a (real) vector space and let S n act on V n by permutation. The orthogonal complement of the diagonal subspace is H = {(v 1 , . . . , v n ) ∈ V n , v i = 0} and has by restriction an action of S n . Consider the map Φ :
If we require that this map be S n -equivariant, then the action on the left factor V n−1 is determined implicitly and we refer to it as the "restricted" action. For example let σ ∈ S 3 be the generating 3-cycle,
Let now (T M ) n−1 be the (n− 1)-fold whitney sum of the tangent bundle T M of M , dim M = m, and let Γ ⊂ S n act on each fiber V n−1 ∼ = (R m ) n−1 , via the restricted action. This action of Γ is conjugate to the permutation action on H, so that the quotient V n−1 /Γ is homeomorphic to H/Γ. But Γ acts orthogonally on H ⊂ V n so that the quotient is the cone c(S/Γ), where S ∼ = S (n−1)m−1 is the unit sphere in H. All actions being fiberwise, we obtain therefore a new bundle S Γ M over M with fiber homeomorphic to c(S/Γ). Proof. The normal bundle of the diagonal copy of M in M n is isomorphic to the Whitney sum T M ⊕n−1 . The reason for this is that if a point x is sufficiently close to a point y, then it determines a unique vector v ∈ T x M such that exp x (v) = y. For each x ∈ M , we write T x M ⊕n−1 the fiber at x of T M ⊕n−1 − −− →M . We have a map
Since exp x (0) = x, the image of the map Φ n = φ x : T M ⊕n−1 − −− →M n is a S n -equivariant (in particular Γ-equivariant) neighborhood retract of the diagonal. It then induces a map S Γ M − −− →ΓP n M whose image is our desired neighborhood. Example 4.3. In the case of the sphere, the complement of the diagonal in SP 2 S n is B(S n , 2) and this deformation retracts onto RP n . We will be more explicit about this. Let S n be the diagonal in SP 2 (S n ), V a small neighborhood that deformation retract onto it, and U the complement of V in SP 2 (S n ). We will write down a deformation retraction of U onto the antidiagonal∆ = {[x, −x] ∈ SP 2 S n )} which is homeomorphic to RP n . First observe that if [x, y] ∈ U , then −y and x are not antipodal and can be joined by a shortest geodesic. Similarly −x and y can be joined by a shortest geodesic. These geodesics are paths γ 1 from −y to x and γ 2 from −x to y. They give in turn a path γ x,y from
. This path is welldefined since γ 1 and γ 2 never cross ; i.e. γ 1 (t) = γ 2 (t), ∀t (in fact they are disjoint paths). The map
gives the desired well-defined deformation retraction of SP 2 S n − ∆ onto RP n .
Path-lifting and fundamental group
This section collects useful path lifting properties for surjective maps needed in this work. As in every introductory book in homotopy theory, we say a map π : Y − −− →X has the path-lifting property if we can lift any path [0, 1]− −− →X to a path in Y knowing where it starts in Y . We say that π has the local path lifting property 3 if we can lift this path over some [0, ǫ] for some positive 0 < ǫ ≤ 1. We will write l.p.p for local path lifting property.
Remark 5.1. Of course locally lifting paths doesn't ensure globally lifting them. Consider X = {(x, 0), 0 ≤ x ≤ 1} (the unit interval in the x-direction) and
(the union of the unit interval and a half-interval extending from (0, 1)). Choose the projection π : Y − −− →X, (x, * ) −→ (x, 0). This map has the l.p.p but yet we cannot lift the path γ(t) = (t, 0) if we start at (0, 1). The problem in this example is that our map π is not proper; in particular not a closed map.
Definition 5.2. ([7] , Definition 1.3) A group G acts discontinuously on a space X if the stabilizer of each point of X is finite, and each point x ∈ X has a neighborhood V x such that any element g of G not in the stabilizer of x satisfies V x ∩ g · V x = ∅. In particular for every x, the set
where G x is the stabilizer of x (a finite group).
The following is Proposition 1.5 of [7] (see also Theorem 5.6 below).
Proposition 5.3. If G is a group acting discontinuously on a Hausdorff space X, then π : X− −− →X/G has the path lifting property.
As an immediate corollary we can deduce.
Corollary 5.4. If a finite group G acts on a Hausdorff connected space X with a fixed point x 0 , then
Proof. A finite group acts discontinuously so by the previous proposition, π : X → X/G has the pathlifting property. If we base the fundamental groups at a fixed point, a loop must lift to a loop and the claim follows. Since the action by permutation on X n always has a fixed point (any tuple in the thin diagonal), the last claim follows.
Remark 5.5. Note that the surjection π 1 (X n ) ։ π 1 (ΓP n X) is equivalent to the following intuitive fact: if x = [x 1 , . . . , x n ], y = [y 1 , . . . , y n ] are two points in ΓP n (X), and γ(t) a path between them, then there are paths γ 1 , . . . , γ n in X such that
with γ i (0) = x i and γ i (1) = y σ(i) for some permutation σ ∈ Γ.
We point out that arc-lifting and path-lifting properties were discussed way back in [29] where the following is shown Theorem 5.6. [29] If a compact Lie group acts on a Hausdorff space X, then the quotient map X− −− →X/G has the path-lifting property. Moreover if both X, G are path-connected, then the induced map on fundamental groups is onto.
Remark 5.7. Notice that quotient maps of group actions have the l.p.p but not the "local section property" which is a stronger property. We say that π has local sections if for every x ∈ X and every y ∈ π −1 (x), there is a neighborbood U of x and a section of π over U mapping x to y. Of course l.s.p implies l.p.p. The converse is not true. Let Z 2 act by rotation on the unit disc in R 2 . The quotient is an open cone on RP 1 = S 1 , with apex the image of the origin which is the unique fixed point of the action. There can be no local section at that apex as is easy to see.
Finally we make mention of the following beautiful theorem of Armstrong [2] .
Theorem 5.8. Let G be a discontinuous group of homeomorphisms of a path connected, simply connected, locally compact metric space X, and let H be the normal subgroup of G generated by those elements which have fixed points. Then the fundamental group of the orbit space X/G is isomorphic to the factor group G/H. This theorem can be adapted to the non-simply connected case by passing to universal covers and can be used to give an alternative proof of Theorem 1.1 treated next.
The fundamental group of a transitive group quotient
View S n as the permutation group of Ω = {1, 2, . . . , n}. The set Ω breaks into orbits under the action of Γ and we will say that an orbit is non-trivial if it contains at least two elements. In this section we prove the following result.
where r is the number of non-trivial transitive orbits under the action of Γ on Ω, and k 1 , k 2 , . . . , k r are the sizes of these non-trivial orbits.
We start by proving that if Γ is a transitive subgroup of S n acting by permutations on X n , then π 1 (ΓP n X) ∼ = H 1 (X; Z). We know of only one place where this result is mentioned [14] . If the action is not transitive, then this statement is not anymore true in general. Examples of transitive actions is when H ⊂ G is a subgroup and G acts transitively on its right cosets. In fact this is the only such situation since the study of transitive actions of a group is equivalent to the study of the actions of the group on the sets of rights cosets of its various subgroups; see [22] for example.
Consider the projection π : X n − −− →ΓP n X, which is a branched covering over the orbit stratified quotient. We will proceed in three steps and show that : (i) π * is surjective on fundamental groups for any Γ ⊂ S n , (ii) π 1 (ΓP n X) is abelian if Γ is transitive and (iii) π 1 (ΓP n X) = H 1 (X, Z).
Step (i) is a direct consequence of Corollary 5.4. In particular π 1 (ΓP n X) is abelian whenever π 1 (X) is. We next check step (ii) that π 1 (ΓP n X) is abelian if Γ acts transitively. Write η j , 1 ≤ j ≤ k the j-th generator of π 1 (X), and write a presentation of the product as
where η ij is the j-th generator of the i-th copy of π 1 (X) in π 1 (X) n . Let α and β be two homotopy classes in π 1 (ΓP n (X)). We wish to show that they commute. By our lifting criterion (Corollary 5.4) there existα andβ in π 1 (X n ) = π 1 (X) n that project respectively to α and β. Write these two classes additively as
Observe that the transitivity of the action garantees that
The point of this manipulation is that nowα 1 andβ 2 commute in π 1 (X n ) since they are made out of generators which live in different factors of π 1 (X) n . Since these classes commute so do their images α and β in π 1 (ΓP n (X)). This proves that π 1 (ΓP n X) is abelian. Note that in fact we have proven a little more Corollary 6.2. The composite τ :
Proof. This is restating what we previously constructed. Let's refer to the first factor of π 1 (X) n by π 1 (X) which is generated by the η i1 , 1 ≤ i ≤ k. Then for α ∈ π 1 (ΓP n X), chooseα a preimage in π 1 (X) n ; α = a ij η ij . But now as we pointed outα 1 := a ij η i1 has the property that π * (α 1 ) = α.
Finally we verify (iii) that π 1 (ΓP n X) = H 1 (ΓP n X) coincides with H 1 (X; Z) if n ≥ 2. The composite τ in corollary 6.2 factors necessarily through the abelianization π * : H 1 (X; Z)− −− →H 1 (ΓP n X) and this map as we indicated is surjective. It then remains to show it is also injective. This can be done through standard arguments Lemma 6.3. Let i : X ֒→ ΓP n X be the basepoint inclusion x → [x, * , . . . , * ], n ≥ 2. Then for all k ≥ 0, i * :
Proof. We show that on cohomology, the induced map i * :
. Then α is represented by the (homotopy class) of a map f : X− −− →K(Z, k), where K(Z, k) is the Eilenberg-MacLane space; that is α = f * (ι) where ι ∈ H k (K(Z, k)) is a generator. A model for K(Z, k) is SP ∞ (S k ) and this is an abelian topological monoid (which we write multiplicatively). We can then extend f to a mapf :
Proof. (of theorem 6.1) By the remark made in the introduction, any non-transitive subgroup Γ ⊂ S n is up to conjugation contained in S j × S n−j as a product of two subgroups Γ 1 × Γ 2 , and so iteratively Γ is up to conjugation a subgroup Γ 1 × · · · × Γ s of S r1 × · · · × S rs , r i = n, with each Γ i acting transitively on X ri (here X ri is viewed as a subset of X n defined by a choice of r i -factors. This choice is determined by the conjugation). If r 1 , . . . , r k > 1 describe the non-trivial orbits, while r k+1 = · · · = r s = 1, then each quotient Γ i P ri (X) for i ≤ k has fundamental group H 1 (X, Z) since Γ i acts transitively on X ri . The rest is immediate.
Remark 6.4. Since an abelian transitive permutation group acting on Ω must be regular; i.e. the stabilizer of any x ∈ Ω must be the trivial subgroup, the length of any non-trivial transitive orbit under an abelian group Γ is |Γ|. In this case π 1 (ΓP n X) ∼ = π 1 (X) n−r|Γ| × H 1 (X, Z) r , with r as in Theorem 6.1.
Example 6.5. A special example is when Γ = S r ≀ S k is a wreath product (i.e. these are all maximal, transitive and imprimitive subgroups of S rk , r, k > 1), then ΓP rk (X) ∼ = SP k (SP r X).
The Symmetric product case and higher homotopy groups
In the special case Γ = S n , there are various arguments leading to π 1 (SP n X) ∼ = H 1 (X; Z) for n > 1. For the sake of completeness, we remind the readers how such proofs can be deduced from general results of Dold, Thom and Steenrod:
• (i) (Dold and Thom) For connected simplicial complexes
for * ≤ N , for all n ≥ 1 and all permutation subgroups Γ ⊂ S n . The isomorphism π 1 (SP n X) ∼ = H 1 (X; Z) can now be deduced in two different ways.
Proof 1:
This uses the series of monomorphisms according to (i) and (ii)
which shows that H 1 (SP n X) ∼ = H 1 (X; Z). But then π 1 (SP n X) is abelian for n ≥ 2 as we have shown and the claim follows.
Proof 2: This only uses (iii) and the elementary cell decomposition of [24] . According to Dold's result, H 1 (SP n X) = H 1 (SP n X (2) ) where X (2) is the two skeleton of X. Write Y = X (2) . Then Y has the homotopy type of a two dimensional based CW-complex
where the D i 's are two dimensional cells. In [24] we show via elementary constructions that for any such complex
and the claim follows.
7.1. Higher Homotopy Groups. Since π i (SP ∞ X) ∼ =Hi(X, Z), we can ask generally how π i (SP n X) compares to H i (X, Z) for finite n. When i = 1 we just saw that both groups are isomorphic for all n ≥ 2. Using simplicial techniques Dold and Puppe show the following.
Theorem 7.1. [14] Let X be r-connected, r ≥ 1, then for n > 1
provided that 0 ≤ i < r + 2n − 2.
We give a short and novel proof of this theorem based on results in [23] .
Proof. If X is simply connected, then so are its symmetric products. It follows that π 1 (SP n+1 X, SP n X) = 0. The relative Hurewicz theorem (see [20] , §4.2) then says that the first non-zero π * (SP n+1 X, SP n X)
is isomorphic to the first non-zero
zero for i ≤ r + 2n by Theorem 1.3 of [23] , it follows that π i (SP n+1 X, SP n X) is zero within the same range. From the long exact sequence of the pair (SP n X, SP n−1 X), we find that
We give an example next 4 where Theorem 7.1 is no longer true if the condition i < r + 2n − 2 is not satisfied.
Lemma 7.2. Let C be a closed topological surface of genus g = 2. Then there is a Laurent polynomial description
The curve C being of genus two, it is necessarily hyperelliptic (after choosing some complex structure of course) and so it is obtained from its Jacobian (a complex 2-torus) by blowing up a single point. The universal cover of the torus is C 2 and J(C) is the quotient by a lattice L whose vertices are in one-to-one correspondence with Z 4 . It follows that the universal coverX of SP 2 C is a blowup of C 2 at each and everyone of these vertices. Each exceptional fiber of this blowup being a copy of P 1 , it contributes a generator to H 2 (X; Z). But then
and so π 2 (SP 2 C) is infinitely generated indeed. Choose a fundamental domain for the lattice made up of four essential edges mapping to the fundamental group generators of J(C), which we call t 1 , . . . , t 4 and which also correspond to the generators of π 1 (SP 2 C) = Z 4 since the Abel-Jacobi map is an isomorphism on π 1 . Moving from generator to generator of H 2 (X) through the lattice corresponds in SP 2 C to multiplication by a word in the t i 's or their inverses.
Part 2. Bounded multiplicity configurations

Basic constructions and examples
There are naturally defined S n -invariant subspaces in X n (for n ≥ 2 a fixed integer) which we list below. Throughout * ∈ X denotes the basepoint.
• The d-th fat diagonal F d (X, n) is the subspace of X n of all tuples (x 1 , . . . , x n ) such that
These are the "d-equal" subspaces considered in [6, 15] in the case X = R n .
• F d (X, n) = {(x 1 , . . . , x n ) ∈ X n | no entry x i can appear more than d-times}. In other terminology, this is the space of d + 1-wise distinct tuples. We have
• The symmetric group S n acts by permuting coordinates and preserves these subspaces, thus we can define the unordered analogs of the above constructions
is the image of the fat diagonal in SP n X. These are the main object of study in this paper. A widespread notation in the literature is to write
for the configuration spaces of ordered (resp. unordered) pairwise distinct points of X. Note that B d (X, n) is not a functorial construction since the constant map X− −− →X, x → * , doesn't induce a self-morphism of B d (X, n). On the other hand the fat diagonal B d (X, n) is not only functorial but is an invariant of homotopy type.
Example 8.1. It is easy to see for example that there is a homeomorphism
This is true because there can be only one entry with multiplicity n 2 + 1 so it can be singled out.
The justification behind this pushout is that when [n/3] < d ≤ [n/2], there are at most two points having multiplicity at least d and when both occur they are indistinguishable.
Using the Van-Kampen theorem, it is not hard to deduce that π 1 (B d (X, n)) is abelian in this range n/3 ≤ d < n/2. This is of course only a special case of Theorem 1.1.
The following has been discussed in Example 3.5. We recall that "Young" refers to a subgroup of S n of the form S d1 × . . . × S d k , with d i = n. Write S d ⊂ S n the standard inclusion consisting of the subgroup permuting the first d letters in a set of n letters, d ≤ n. Then Lemma 8.3. We have the following identifications
We shall give next a characterization in terms of Young strata X n (Y oung) of some naturally occurring functors. Below n ≥ 1 is a fixed integer and all spaces are path-connected. A space X is called "locally contractible" if any x ∈ X has a neighborhood deformation retract. Proposition 8.4. For each locally contractible X, suppose we can associate a S n -invariant subspace F (X) ⊂ X n so that any map f : X− −− →Y induces maps
Then F (X) must be a union of skeleta of the form X n (H) for some choices of Young-subgroups H ⊂ S n .
Proof. What the theorem says for n = 1 is that F (X) = X, and for n = 2 there are two possibilities; either F (X) = X 2 or F (X) is the diagonal subspace. Note that by choosing f to be constant at x ∈ X in diagram (7), we see that (x, . . . , x) ∈ F (X), and F (X) always contains the diagonal.
We say that a space X is "k-homogeneous" if ∀(x 1 , . . . , x k ) ∈ X k , x i = x j , i = j, and ∀(y 1 , . . . , y k ), there exists a continuous 5 map h : X → X such that h(x i ) = y i . We show that any locally contractible space is k-homogeneous for any k. Pick (x 1 , . . . , x k ) and (y 1 , . . . , y k ) as above. Remember that a pair of spaces (X, A) has the "homotopy extension property" or HEP if for every map f : X− −− →Y and every homotopy h : A × I− −− →Y with h(−, 0) = f |A , there is a homotopy H : X × I− −− →Y extending h. An NDR pair has the HEP, in particular if A is a finite set of points in a locally contractible X, then (X, A) has the HEP. Set A = {x 1 , . . . , x k } ⊂ X and consider the constant map f : X− −− →X at x 0 ∈ X. The restriction of f to A is homotopic to the map h 1 : A− −− →X sending x i → y i (this is because X is path-connected and any choice of paths from y i to x 0 gives a null homotopy for h 1 ). the homotopy h t : A− −− →X from h 0 = f to h 1 extends to H t : X− −− →X and so the map H 1 : X− −− →X is an extension of h 1 with the desired properties.
Going back to the proof, let us pick an element (x 1 , . . . , x n ) ∈ F (X). It must belong to some stratum X n (H) , H = S d1 × . . . × S d k , since the young strata form a stratification. The transitivity property established above shows that there are selfmaps of X that send (x 1 , . . . , x n ) to any tuple (y 1 , . . . , y n ) provided that y i1 = . . .
This immediately implies that not only the whole stratum is in F (X), but also its closure X n (H) . From there we deduce that F (X) must be a union (H) X n (H) as asserted. 8.1. Cell and Manifold Structures. When X is a simplicial complex (i.e. a triangulated space), then ΓP n X has the structure of a CW complex. This cell structure for the case of symmetric products is discussed in [13, 27] for example. These descriptions lead to a more precise statement. Proposition 8.5. For simplicial X, ΓP n X is a CW complex such that the skeleta of its associated orbit stratification are subcomplexes.
The point is the existence of a S n -equivariant (thus Γ-equivariant) simplicial structure on X n , induced from one on X, such that the fat diagonal is a CW-subcomplex. Because this simplicial structure is equivariant, it induces a cellular (not necessarily simplicial) structure on the quotient ΓP n X and such that the quotient map π : X n → ΓP n X is cellular. We say a space X is r-connected, r ≥ 0, if the homotopy groups π i (X) vanish for i ≤ r. Corollary 8.6. If X is an r-connected simplicial complex, then B d (X, n) is also r-connected.
Proof. The proof of ( [25] , corollary 3.5) applies verbatim to this situation. It uses the CW decomposition on B d (X, n) as a subcomplex of SP n X (Proposition 8.5).
Even if X is a manifold, the spaces B d (X, n) are rarely manifolds themselves. The following gives the complete list of conditions Theorem 8.7. Let X be a manifold of dimension m ≥ 1 and let n ≥ 3. Then B d (X, n) is a manifold again if and only if one of the following conditions is satisfied:
and X is a topological surface (iii) d = 2 and X = S 1 , for all n.
, and the symmetric products of topological surfaces are manifolds, and (iii)
is an n − 2-sphere bundle over S 1 . Indeed we mentioned by a theorem of Morton (Example 2.1) that SP n (S 1 ) is a disk bundle over S 1 . A close inspection of Morton's proof shows that the configuration space B 1 (S 1 , n) is the open disk bundle and that B 2 (S 1 , n) is its boundary.
5 Customarily the definition of homogeneity involves the existence of homeomorphisms. This is too strong for our purpose.
We next settle the "only if" part. Let's assume m ≥ 2 (the case m = 1 is only slightly different). We recall that SP 2 (R m ) is a smooth manifold if and only if m = 2 (see [34] ). Assume at the start that d ≥ 3. Pick a point ζ = [x, · · · , x, y, y, z 1 , . . . , z n−d−2 ] ∈ B d (X, n), x repeating d-times. We assume that x ∈ V , y ∈ U and z i ∈ U i with all neighborhoods V, U and U i pairwise disjoint and homeomorphic to
This can be given a euclidean structure if and only if SP 2 (U ) ∼ = SP 2 (R m ) is a manifold. The only possibility is when m = 2 and X is a topological surface.
We are then left to discuss the cases (i) d = 2, m ≥ 3, (ii) d ≥ 3, m = 2 and (iii) m = 1. Assume then that 2 ≤ d ≤ [n/2] (without loss of generality we will set n = 2d). Let x, y be two points of X lying in disjoint euclidean neighborhoods U and V respectively. A neighborhood of
This neighborhood has an embedded copy of U ×V ∼ = R m ×R m . In the cases (i) and (ii), this embedded copy is of codimension dm+m−2m = (d − 1)m ≥ 3 and so if the neighborhood in (8) were homeomorphic to Euclidean space, removing U × V from this neighborhood cannot disconnect it. But this isn't the case since the complement of U × V in this pushout is disconnected.
The same argument as above applies to the case m = 1. Here
which is a simplex of dimension d with some faces excluded (we write ∆ d this simplex). A neighborhood of
) is two copies of ∆ d × R glued along a face homeomorphic to R 2 and when d > 2 this cannot be homeomorphic to a euclidean space.
A Sample Homology Calculation
In this section we give homology calculations in the case of spheres with d = 2 and low values of n. We make use of the following useful splitting due to Steenrod and which is valid for connected based simplicial complexes (see [13] )
where by definition SP n X := SP n X/SP n−1 X is the reduced symmetric product.
. . , x n , * , . . . , * ] induces a monomorphism in homology.
Proof. This is because the composite SP n X ֒→ B d (X, n + d) ֒→ SP n+d X induces a monomorphism in homology according to Steenrod's splitting (9). Remark 9.2. The following identification is also due to Steenrod (see [20] , example 4K.5)
In homology, H * (SP 2 (S n )) has a torsion free class in degree n and another in degree 2n only if n is even, and a copy of Z 2 in degrees r = n + 2k for 1
Lemma 9.3. B 2 (S n , 4) has the integral homology of
Proof. The space B 2 (X, n) sits in a pushout diagram (Example 8.2)
where f (x, y) = (x, y 2 ), β(x, [y, z]) = x 2 yz and α([x, y]) = x 2 y 2 . When X = S n , the map f * is injective because the diagonal ∆ : S n → SP 2 S n (or square map) is injective in homology. Indeed this diagonal factors through
is the generator. Since f * is 1-1, so is f * ⊕ π * and we have a short exact sequence
from which we get immediately that
We can complete the calculation of the cokernel of f * ⊕ π * by recalling that the covering map S n × S n − −− →SP 2 (S n ) induces multiplication by 2 on the top homology class if n is even and is trivial if n is odd. Therefore and in the even dimensional case n = 2d, H 4d (B 2 (S 2d , 4)) is the cokernel of the map Z− −− →Z ⊕ Z ⊕ Z sending 1 −→ (2, 0, 2) and this is Z ⊕ Z ⊕ Z 2 . On the other hand and for * = 2d, H 2d (B 2 (S 2d , 4)) is the cokernel of the map
which is a copy of Z. Putting these groups together yields the answer. The odd dimensional calculation is similar with the difference that H 2n (SP 2 S n ) is now trivial. Interestingly the final answer is same for odd and even n.
Note that H * (B 2 (S n , 4)) doesn't satisfy Poincaré duality consistently with Theorem 8.7. In the case of B 2 (X, 5), the Mayer-Vietoris for the corresponding pushout (6) doesn't generally split into short exact sequences as in the case of B 2 (X, 4). Explicit calculations are of course still possible. Using the fact that SP
The case of the odd sphere is consistent with the following rational characterization proven in [16] .
Proposition 9.4. [16]
The rational homotopy type of the fat diagonal of an odd sphere is
Remark 9.5. An interesting corollary to the above computations is that unlike Steenrod's result stating that H * (SP n−1 X) embeds in H * (SP n X), H * (B 2 (X, n − 1)) doesn't generally embed in H * (B 2 (X, n)).
Fat diagonals and their fundamental groups
In this section we prove Theorem 1.1. We will be heavily using the Van-Kampen theorem which we next state in the concise form we need. Let G = g 1 , . . . , g n | r G and H = h 1 , . . . , h m | r H be finitely presented groups, where r G and r H stand for the corresponding ideal of relations. Let K with presentation K = k 1 , . . . , k t | r K , mapping to H and G via f and g respectively. The amalgamated product H * K G has presentation
Note that the relations r K do not matter. Note also that if f is surjective, then the "universal" map G− −− →H * K G is surjective as well.
Next is the main calculation of this section
Proof. As in the proof of the commutativity of π 1 (ΓP n X) in §6, the idea here is to start with two elements in (X, n) ), then using the action of S n separate them into elements that commute. Write π 1 (X) = G = g i , i ∈ J | relations , with J some finite indexing set
and this lives in π 1 (∆ I d (X, n)). We replace g
and this in turn can be replaced by g
according to (10) . Similarly we can replace each g
,i since one is mapped into the other by the transposition (1, a) . At the end and for n ≥ 2d there is a choice of lift
Similarly there is a choice of a lift for β of the form
This choice is possible since n ≥ 2. The expressions in (11) and (12) commute in π 1 (∆ I d (X, n) and hence α commutes with β in π 1 (B d (X, n) ). We have shown that π 1 (B d (X, n) ) is abelian.
The following corollary implies Theorem 1.1.
Proof. The previous proof shows that if X ֒→ ∆ I d (X, n) is the inclusion of the first factor, then the composite X− −− →∆ I d (X, n)− −− →B d (X, n) is surjective on π 1 . In particular this implies that the composite X ֒→ SP 2 X− −− →B d (X, n) is surjective on π 1 and thus on H 1 . It remains to see that Remark 10.4. The conclusion of Lemma 10.1 is not at all valid for F d (X, n). Indeed let X = S 1 , n = 3, d = 2 and write
where
Each of these subspaces is homeomorphic to X × X. An iterated use of the Van-Kampen theorem shows that
where N is the normalizer of the subgroup generated by g 11 g 12 g 
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, where g i1 , g i2 are the two generators of the i-th copy of Z × Z, 1 ≤ i ≤ 3.
A subgroup of S n is "d-transitive" if it takes any ordered d points in {1, . . . n} to any other ordered d-points. The following result generalizes the main theorem of this section and its proof is an adaptation of the proof of that theorem as well (thus it is left to the reader). Define
This is well-defined since Γ acts on F d (X, n).
The Euler characteristic of fat diagonals
In the remaining three sections we write down a formula for χ (B d (X, n) ). There turn out to be two ways to proceed: one way is geometric and we think more conceptual but it works only for spaces of the homotopy type of a finite simplicial complex ( §12 and §13). The other way discussed below is combinatorial and works for more general spaces.
The Euler characteristic χ is defined as either one of the following integer-valued quantities
where F is any field coefficients. If X ∪ A Y is a pushout along A in the category of spaces of the homotopy type of simplicial complexes say, then
We call this property the "universal" additivity of the Euler characteristic.
Example 11.1. To compute χ(F 2 (X, 3)) for the simplest example of a fat diagonal, we write F 2 (X, 3) as the union of three subspaces
and a straightforward use of (13) yields
This is of course in total agreement with a calculation of [8] that the betti numbers b k of F 2 (X, 3) for all k ≥ 0 are given according to b k (F 2 (X, 3)) = 3b k (X 2 ) − 2b k (X). An easy induction gives more generally that
One standard approach to computing the Euler characteristic of a quotient by a group action can now be recalled. It is a standard fact that when working with rational coefficients, the cohomology of a quotient by a finite group G acting on a space M is the subring of G-invariants of H * (M ). Consider for each g ∈ G, the Lefshetz number L g := tr g * | H even (M) − tr g * | H odd (M) . General facts from representation theory lead to
where |G| is the number of elements in G, Z g is centralizer of g and [G] denotes the set of all conjugacy classes of G. One checks that
= x} is the fixed point set of g. We can then write the following formula (see [36, 37] )
For example and when the action is free, the only non-trivial fixed point set is that of the identity and χ(M/G) = χ(M )/|G| as expected. In the case G = S n and M = X n , one obtains the formula of MacDonald.
, and that
Proof. The first formula is an easy induction using a decomposition in the form
To compute χB 2 (X, n) we follow ( [37] , §4). The idea is to apply Theorem 11.2 to M = F 2 (X, n) and G = S n . Recall that to any permutation σ corresponds its cycle type
where N ℓ (σ) is the number of ℓ-cycles of σ and ℓN ℓ = n. For σ ∈ S n of type (N 1 , . . . , N n ), there is an isomorphism
where each S N ℓ is given by permuting the ℓ-cycles of σ, and each Z ℓ is the cyclic group generated by an ℓ-cycle of σ. This implies that |Z σ | = 
which yields the desired formula.
The above proof of Corollary 11.3 for d = 2 is fairly combinatorial and extending it to d > 2 would be a tedious task (in fact we couldn't do it!). Fortunately there is quite a simpler way to tackle the general case as we discuss next.
12. An additive property for the euler characteristic
The objective of this section is to spell an additive property for the Euler characteristic χ that will be instrumental in extending Corollary 11.3 to B d (X, n) for all d ≥ 2. The Euler characteristic function is of course additive on disconnected spaces; or "closed-closed" unions; that is to say χ(M ⊔ N ) = χ(M ) + χ(N ) , with M and N closed. It is of course not additive on "closed-open" unions in general, but there are situations when this holds. This happens most often when working with stratified complex analytic varieties (eg. [10, 11] , see Remark 12.4). The purpose of this section is to understand how and to what extent this property is true outside of the complex category.
First of all we recall a combined version of the Poincaré-Lefshetz-Alexander duality. Throughout the word manifold means a manifold without boundary. A manifold with boundary means compact with non-empty boundary.
Lemma 12.1. Let X be compact hausdorff and A ⊂ X a closed ANR such that X − A is an ndimensional manifold. Then we have the isomorphism H n−q (X − A; Z 2 ) ∼ = H q (X, A; Z 2 ) This is Poincaré-Lefshetz duality applied to X − V where V is a neighborhood deformation retract of A (see [23] , lemma 3.5 for example). This lemma is most useful when applied to manifolds with boundary (in which case A contains the boundary), or to when X is a singular variety (in which case A contains the singular set).
Corollary 12.2. Suppose X is a manifold of dimension n.
(1) Suppose X is closed and U ⊂ X a closed subset. Then χ(X) = (−1) n χ(X\U ) + χ(U ) (2) Suppose X is a compact manifold with boundary and that U ⊂ X is a submanifold such that ∂U = ∂X ∩ U . Then On the other hand by the universal additivity of the Euler characteristic, χ(X/U ) = χ(X) + 1 − χ(U ) which yields our first claim.
Suppose now that U is a submanifold of dimension dim U = m. The argument proceeds similarly as in the previous proof. Here we observe that X − U is of the homotopy type of X − U − ∂X so that the formula in (16) (17) gives the desired formula.
As a corollary we can prove Proposition 1.4 of the introduction. We use the following definition of a stratified space (see [35] , chapter 5): X is said to be filtered (on a finitely ordered indexing set S) if one has a closed subset X s for each s so that s ≤ s ′ implies that X s ⊂ X s ′ . One also assumes that the inclusions X s ⊂ X s ′ are cofibrations. The X s are the "closed strata" of X, while the difference
is called a pure stratum. We say that X is stratified by X s in the sense that it is the disjoint union of the X s , s ∈ S.
Corollary 12.3. Let X be a compact space stratified by locally compact even dimensional manifolds X i . Then χ(X) = χ(X i ).
Proof. We will show that χ(X The last equality follows from the fact that ∂X s and ∂X s−1 are compact spaces stratified by odd dimensional manifolds so their Euler characteristic is zero (the short proof of this fact is in [33] ).
Remark 12.4. The additivity formula for the Euler characteristic that is pervasive in algebraic geometry is the following : suppose X is a complex algebraic variety (possibly singular and irreducible), and Z ⊂ X is a Zariski closed subset. Then χ(X) = χ(Z) + χ(X\Z). The standard justification for this involves cohomology with compact support (see [11] , §2 and [17] , p. 141).
Proof of Theorem 1.2
We now establish the formula for χ(B d (X, n)) for all d, n. Recall first of all that any finite complex X can be embedded in some Euclidean space R n and hence admits a "regular neighborhood" which is a compact manifold with boundary. This regular neighborhood is well-defined up to isotopy ( [35] , §1.2). We choose n to be even dimensional so that we assume from now on that X is compact even dimensional with boundary. Let P (n) denote the set of partitions of the integer n P (n) := {ν = (ν 1 , . . . , ν k ) | k, ν j ∈ N * , ν 1 ≥ ν 2 ≥ · · · ≥ ν k > 0 , ν j = n} This gives for our two graphs that χ(F (Γ 1 , 2)) = −4 and χ(F (Γ 2 , 2)) = −6.
