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A sufﬁcient and necessary condition for a planar critical point to be isolated
as an invariant set is given. Using the concept of an isolated invariant set, some
existence criteria of orbits connecting two critical points bifurcating from a single
critical point for planar differential equations depending on a parameter are given.
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1. INTRODUCTION
For an ordinary differential system, let its right-hand side function
depend on a parameter µ and suppose that for 0 < µ ≤ µ1, it has two
critical points P1µ, P2µ and that these critical points move continu-
ously with µ, ﬁnally coalescing at µ = 0, i.e., P10 = P20. A problem
is: Is there a value µ00 < µ0 ≤ µ1 such that, for 0 < µ ≤ µ0, there
exists at least one orbit connecting the critical points P1µ and P2µ (i.e.,
as t → +∞ and t → −∞, it tends to P1µ and P2µ respectively)? A
considerable number of papers have been written in connection with this
subject (e.g., [5, 8, 9]).
In this paper, we consider the planar differential system depending on a
parameter and give conditions on the differential system which assure the
existence of an orbit connecting two critical points when they move close
enough together (see Theorems 3.1 and 3.2 below).
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2. PRELIMINARIES
Consider the differential system
dx
dt
= Xx y
dy
dt
= Y x y
(2.1)
in the plane R2 where X and Y are continuous and assume that solutions of
arbitrary initial value problems are unique. Let the vector ﬁeld V = XY 
deﬁne a ﬂow f p t.
Deﬁnition 2.1 [2, 3]. A compact subset N ⊂ R2 is called an isolating
neighbourhood for the ﬂow f p t if the maximal invariant set SN in N
is contained in the interior of N . An invariant set S of the ﬂow f p t is
called an isolated invariant set if S = SN is the maximal invariant set in
some isolating neighbourhood N .
If N is an isolating neighbourhood for an invariant set S, then any smaller
compact neighbourhood of S is also an isolating neighbourhood [2, p. 45].
Conley in [2] proved that any hyperbolic critical point of an equation on
Rn is an isolated invariant set, and any isolated critical point of a gradient-
like equation is also an isolated invariant set. Further, it has been pointed
out that any critical point in two dimensions which is isolated as an invari-
ant set must have index less than or equal to one [3, p. 50]. Clearly, this
condition is not sufﬁcient. For example, the center has index equal to one,
but it is not isolated as an invariant set [2, p. 3]. In the present paper, we
shall give a sufﬁcient and necessary condition for a critical point of the
system (2.1) to be isolated as an invariant set (see Lemma 2.1 below).
Suppose that the origin O = 0 0 is an isolated critical point of the
system (2.1), i.e., X0 0 = Y 0 0 = 0, and there is an open neighbour-
hood E of the origin such that O is the unique critical point in E. We now
introduce the following deﬁnitions.
Deﬁnition 2.2 [7, p. 159]. If every neighbourhood of O contains closed
orbits surrounding O, the critical point O is called a rotation point.
Deﬁnition 2.3. If a simple closed curve C is the union of alternating
nonclosed whole orbits and critical points, they we say that C is a loop.
The simple illustration of loops and rotation points are given by the pen-
dulum equation; see Fig. V.1.2b in [6, p. 180]. In this ﬁgure, let γ1 denote
the trajectory tending to the critical point u v = π 0 and the critical
point −π 0 as t → +∞ and t → −∞, respectively, and γ2 the trajec-
tory tending to −π 0 and π 0 as t → +∞ and t → −∞, respectively.
Then it is easy to see that the simple closed curve made up of γ1 and γ2
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together with π 0 and −π 0 is a loop, and the point (0, 0) is a rotation
point. The example of a rotation point such that every neighbourhood of it
contains both closed orbits and nonclosed orbits is given in [7, p. 159].
Deﬁnition 2.4 [1, p. 295]. The region within the loop formed by an
orbit tending to the critical point O both as t →+∞ and t →−∞ together
with O is called an elliptic region of the critical point O.
The illustration of an elliptic region is given by the Lie´nard system (3.2)
in [4]; see Fig. a of [4, p. 34], where S is an elliptic region.
We now prove the following lemma.
Lemma 2.1. The isolated critical point O of the system (2.1) is an isolated
invariant set if and only if O is not a rotation point and O has no elliptic
regions.
Proof of Lemma 2.1 Sufﬁciency. Suppose that O is not a rotation point
and it has no elliptic regions. We can prove that O is an isolated invariant
set. In fact, since O is not a rotation point, there exists a neighbourhood
U⊂ E of O such that there are no closed orbits in U and there exists at
least one trajectory tending to O [7, p. 162]. If ρ is a simple closed curve in
U surrounding O, then there is at most a ﬁnite number of elliptic, hyper-
bolic, and parabolic sectors in ρ [7, p. 164]. The fact that the critical point
O has no elliptic regions implies that there is only a ﬁnite number of hyper-
bolic and parabolic sectors in ρ. Moreover, there is also no elliptic portion
in these sectors. By the argument in [7, pp. 167–171] we know that for
a hyperbolic sector, one can construct a simple curve segment A1B1B2A2
in its closure, where A1 and A2 are respectively on the arcs of the two
boundary base solutions of the sector, A1B1 and A2B2 are the segmen-
tal arcs without contact, and B1B2 is the trajectory arc of the system (2.1).
Moreover, for a parabolic sector, one can construct a simple curve segment
A1B1A2B2 · · ·AnBn in its closure, where A1 and Bn are respectively on the
arcs of the two boundary base solutions of the sector, AiBii = 1     n
are the segmental arcs without contact, and BiAi+1i = 1     n − 1 are
respectively the arcs of n base solutions in the sector. It is easy to see that
all such simple curve segments constructed for every sector in ρ together
with a segmental arc of each boundary base solution can form a simple
closed curve which is denoted by D. Let G denote the interior of D; it
is a region containing the critical point O. Obviously, G is contained in
the interior of ρ. We know from the construction of D that the trajectory
γp of the system (2.1) originating from each point p ∈ D must leave G
(where G denotes the closure of G) for increasing time or for decreas-
ing time. Therefore, G is an isolating neighbourhood of the system (2.1)
[2, pp. 3–4]. We now can prove that the critical point O is the maximal
invariant set contained in G. In fact, if the maximal invariant set contained
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in the interior of G is not O, then there must be a whole orbit " ⊂ intG.
Note that G ⊂ U and that there are no closed orbits and loops in U . By
the Poincare´–Bendixson theory, it follows that each of the ω-limit set $"
and the α-limit set A" of " is a critical point. Since G contains no other
critical points, " must tend to the critical point O both as t → +∞ and
t → −∞. Hence O has an elliptic region enclosed by ". But this contra-
dicts the hypotheses of Lemma 2.1. Thus we have proved that the critical
point O is the maximal invariant set in G. Therefore, O is an isolated invari-
ant set.
Necessity. Suppose that the critical point O is an isolated invariant
set of the system (2.1). Then there is an isolating neighbourhood N such
that O is the maximal invariant set in N . Thus there are no closed orbits
and orbits tending to O both as t → +∞ and as t → −∞ in N . The
former means that O is not a rotation point. The latter means that O has
no elliptic regions. (By [1, p. 294] it follows that if O has an elliptic region,
then for any ε > 0 there is a loop in the ε-neighbourhood UεO.) Hence
Lemma 2.1 is proved.
Let B ⊂ R2 be the closure of a bounded and connected open set with
the boundary ∂B. Let L1     Ln denote its boundary components, where
Li ∩ Jj =  for i = j, and L1 the external boundary. Each of them is a
simple closed curve. We deﬁne three subsets b+ b−, and τ as
b+ = p ∈ ∂B  ∃ ε > 0 with f p −ε 0 ∩ B = 
b− = p ∈ ∂B  ∃ ε > 0 with f p 0 ε ∩ B = 
τ = p ∈ ∂B  V is tangent to ∂B at p
Deﬁnition 2.5 [3]. If b+ ∩ b− = τ and b+ ∪ b− = ∂B, then B is called
an isolating block for the ﬂow deﬁned by (2.1).
Deﬁnition 2.6. If a loop C is contained in the ω (or α)-limit set of
some trajectory, then we say that C is a singular closed trajectory.
The illustration of a singular closed trajectory is the equation (in polar
coordinates) dr
dt
= r1 − r, dθ
dt
= sin2 θ + 1 − r2; see Fig. 2 in [2, p. 29],
where the bounding circle r = 1 is a singular closed trajectory.
We now introduce a theorem from [10] (see [10, p. 231]).
Theorem 2.1. If the system (2.1) admits an isolating block B such that
the following two conditions are satisﬁed in B:
(i) there are precisely two critical points, one of which is a repeller;
(ii) there are no closed trajectories and singular closed trajectories;
then there must be a trajectory in B running from the repeller to the other
critical point.
Proof of Theorem 21 See [10, p. 235].
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3. THE MAIN RESULTS
Consider now the differential system depending on a parameter
dx
dt
= Xx y µ
dy
dt
= Y x y µ
(3.1)
Suppose that X0 0 0 = 0, Y 0 0 0 = 0 and that the system (3.1) is
deﬁned in the region $ = G× I ⊂ R2 × II ≡ 0 1, where G is a region
in the xy-plane containing the origin x y = 0 0 = O in its interior.
Suppose that XY ∈ C1 in x y, and µ in $.
In this paper, we shall prove the following theorems.
Theorem 3.1. Suppose that the system (3.1) satisﬁes the following two
conditions:
(i) for 0 < µ ≤ µ1, G contains precisely two critical points P1µ and
P2µ, one of which is a repeller, and these critical points move continuously
with µ, ﬁnally coalescing at µ = 0, i.e., P10 = P20 = 0 0 = O;
(ii) there is a region G1 ⊂ G containing the origin O in its interior and
a value µ2≤ µ1 such that for 0 ≤ µ ≤ µ2 there are no closed orbits and
loops of (3.1) in G1;
then there is a value µ00 < µ0 ≤ µ2 such that, for 0 < µ ≤ µ0, the
system (3.1) has a trajectory connecting the critical points P1µ and P2µ.
Proof of Theorem 31 By the condition (ii) of Theorem 3.1, it is easy
to see that, for µ = 0, the critical point O of (3.1) is not a rotation point
and has no elliptic regions. Thus it follows from Lemma 2.1 that the origin
O is an isolated invariant set of (3.1) for µ = 0. Therefore, Deﬁnition 2.1
implies that there is an isolating neighbourhood N of (3.1) for µ = 0 such
that O is the maximal invariant set in N . Moreover we may take N so
small that N ⊂ G1. Hence there is a value µ3≤ µ2 such that N is also
an isolating neighbourhood of (3.1) for 0 ≤ µ ≤ µ3 [2, p. 4]. By the condi-
tion (i) of Theorem 3.1 we know that there is a value µ4≤µ3 such that,
for 0 < µ ≤ µ4, P1µ and P2µ lie in the interior of N . Let Sµ denote
the maximal invariant set of (3.1) for 0 < µ ≤ µ4 in N . Clearly, we have
P1µ ∈ Sµ and P2µ ∈ Sµ. We now can prove that for any µ ∈ 0 µ4 the
system (3.1) has an orbit connecting P1µ and P2µ. In fact, by [3, p. 53]
we know that for the isolated invariant set Sµ and the isolating neighbour-
hood N , one can construct an isolating block Bµ for Sµ which lies in N .
Obviously, Bµ ⊂ N ⊂ G1. It follows from the condition (ii) of Theorem 3.1
that there are no closed orbits and singular closed orbits in Bµ. By Sµ ⊂ Bµ
together with the condition (i) of Theorem 3.1 it follows that Bµ contains
precisely two critical points P1µ and P2µ, one of which is a repeller.
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Therefore, Theorem 2.1 implies that there must be a trajectory in Bµ con-
necting P1µ and P2µ. Let µ4 = µ0; the conclusion of Theorem 3.1
follows. This completes the proof of Theorem 3.1.
Theorem 3.2. Suppose that the system (3.1) satisﬁes the following two
conditions:
(i) for 0 < µ ≤ µ1, G contains precisely two critical points P1µ and
P2µ, one of which is a repeller, and these critical points move continuously
with µ, ﬁnally coalescing at µ = 0, i.e., P10 = P20 = 0 0 = O;
(ii) ∂X
∂x
+ ∂Y
∂y
= 0 at x y µ = 0 0 0;
then there is a value µ00 < µ0 ≤ µ1 such that, for 0 < µ ≤ µ0, the sys-
tem (3.1) has a trajectory connecting the critical points P1µ and P2µ.
Proof of Theorem 32. Since XY ∈ C1 in $, by the continuity of the
function ∂X
∂x
+ ∂Y
∂y
it follows that there is a simply connected region G1 ⊂ G
containing the origin O = 0 0 in its interior and a value µ20 < µ2 ≤ µ1
such that ∂X
∂x
+ ∂Y
∂y
= 0 in the region $1 = G1 × 0 µ2. Using Bendixson’s
test [1, p. 207], it follows that for 0 ≤ µ ≤ µ2, there are no closed orbits
and loops of (3.1) in G1. Thus Theorem 3.2 can be implied by Theorem 3.1.
This completes the proof of Theorem 3.2.
4. AN EXAMPLE
Consider the system of ordinary differential equations in the plane
dx
dt
= y2 + x2m − µ ≡ Xx y µ
dy
dt
= y − µ ≡ Y x y µ
(4.1)
where µ ∈ 0 12  is a parameter, and m is a positive integer.
It is easy to show the following properties of the system (4.1).
(1) For 0 < µ ≤ 12 , the system (4.1) has precisely two critical
points P1µ = −µ1 − µ1/2mµ and P2µ = µ1 − µ1/2mµ
and P2µ is a repeller. As µ → 0 we have P1µ → O = 0 0 and
P2µ → O = 0 0.
(2) ∂X
∂x
+ ∂Y
∂y
= 2mx2m−1 + 1 = 1 at x y µ = 0 0 0.
Therefore, the system (4.1) satisﬁes all conditions of Theorem 3.2. Hence,
Theorem 3.2 implies that there exists a value µ0 ∈ 0 12  such that, for
0 < µ ≤ µ0, the system (4.1) has a trajectory connecting the critical points
P1µ and P2µ. (In fact, in this example we can take µ0 = 12 .)
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