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1 Einleitung 
 
Dass wir miteinander reden können, 





Im Zuge der Globalisierung und der immer weiter fortschreitenden Spezialisierung 
erfährt unsere Arbeitswelt tief greifende Veränderungen. Vor allem im Hochtechnologie-
Bereich bilden Menschen mit speziellen Fähigkeiten weltweit verteilte und zum Teil über 
Organisationsgrenzen hinweg operierende Arbeitsgruppen, im neueren Sprachgebrauch 
meist Projektteams genannt. Solche Teams haben einen hohen Bedarf an Koordination, 
Kommunikation und Kooperation, die die drei Grundaktivitäten der Zusammenarbeit 
darstellen. Aufgrund der geografischen Distanz kann dieser aber durch persönliche 
Treffen und herkömmliche Hilfsmittel wie Brief, Fax oder Telefon nur unzureichend 
abgedeckt werden.  
Die drei genannten Grundaktivitäten bilden deshalb die Eckpfeiler des interdisziplinären 
Forschungsgebietes Computer-gestützter Gruppenarbeit (Computer-Supported Collabo-
rative Work – CSCW), das neben organisations- und sozialwissenschaftlichen Aspekten 
die Realisierung von IT-Systemen zur Unterstützung von Gruppenarbeit zum Inhalt hat. 
Bei der Klassifizierung von CSCW-Systemen hat sich dabei die Unterscheidung nach dem 
Kriterium der Unmittelbarkeit der Interaktion in synchrone und asynchrone Systeme 
bewährt (siehe Tabelle 1-1).  
Synchrone Kommunikationssysteme werden auch als Telekonferenzsysteme bezeichnet. 
Erfolgt die Kommunikation über das Internet, so spricht man von IP-basierten 
Telekonferenzen oder IP Conferencing. Für synchrone Kooperationssyteme ist die 
Bezeichnung in der Literatur nicht eindeutig. Der am häufigsten benutzte Begriff ist 
synchrone Groupware, wobei dieser Begriff bei einigen Autoren zusätzlich die Aspekte 




Tabelle 1-1 - Klassifikation von CSCW-Systemen 
 Synchron Asynchron 
Kommunikation Voice over IP, 
Videokonferenzen, Chat 
E-Mail, Foren, Blogs 
Kooperation Application Sharing, Shared 
Editing, Shared Whiteboards 
Wikis, Subversion, WebDAV, 
Dokumentenmanagement 
Koordination Presence Gruppenkalender, Workflow-
Management 
    
 
Innerhalb vor Ort arbeitender Teams erfolgen die vorgestellten Grundaktivitäten 
kontinuierlich und es wird dynamisch zwischen Kommunikation, Kooperation und 
Koordination sowie synchron und asynchron gewechselt. Bei der Nutzung von CSCW-
Systemen zur Überwindung geografischer Distanzen werden jedoch meist isolierte Tools 
für einzelne Aufgaben genutzt. Diese können zwar auch parallel betrieben werden (z.B. 
Instant Messaging in Verbindung mit E-Mail und Dokumentenmanagement), es treten 
jedoch Reibungsverluste bei Wechsel des Systems auf. Beispielsweise können 
Dokumente, die im Anhang von E-Mails verschickt werden, in einem 
Dokumentenmanagementsystem gespeichert werden, die Verbindung zur 
vorangegangenen E-Mail-Kommunikation geht dabei jedoch verloren.  
Die vorliegende Arbeit soll einen Beitrag dazu zu leisten, der Vision des Seamless 
Collaboration, also der nahtlosen Integration verschiedener CSCW-Tools, näher zu 
kommen. Das Paradigma des Seamless Collaboration verändert dabei die Anforderungen 
an CSCW-Systeme im Vergleich zur isolierten Betrachtung einzelner Tools ganz 
entscheidend. Ziel soll es nicht sein, ein monolithisches System zu schaffen, das sämtliche 
CSCW-Funktionalität in sich vereint. Vielmehr soll es möglich sein, die einzelnen 
Bausteine so zu erweitern, dass sie mit anderen Bausteinen besser zusammenarbeiten 
können. Dabei beschränkt sich die Betrachtung in dieser Arbeit auf synchrone 
Kooperationssysteme und deren Wechselwirkungen mit parallel betriebenen synchronen 
Kommunikationssystemen.  
1.1 Motivation 
Im Bereich synchroner CSCW-Systeme ist in den letzten Jahren bereits ein Trend hin zu 
Seamless Collaboration zu beobachten, der häufig unter dem Schlagwort Rich Media 
Collaboration genannt wird und als zentrale Motivation dieser Arbeit dient. 
Traditionelle Telekonferenzanbieter wie Polycom oder Tandberg erweitern ihre Systeme 
um Kooperationsfunktionen wie verteilte Präsentationen (Presentation Sharing) oder 
einen gemeinsamen Zeichenbereich (Shared Whiteboard). Auf der anderen Seite 
integrieren Anbieter von webbasierter synchroner Groupware (WebConferencing) wie 
WebEx oder Centra Funktionen zur Audio- und Videoübertragung in ihre Systeme. Beide 
Ansätze führen jedoch bislang nicht zu befriedigenden Ergebnissen, da sich die 
 1.1 Motivation  
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Architekturen von kooperativen Echtzeitsystemen und die Architekturen von 
Telekonferenzsystemen fundamental unterscheiden. 
Während synchrone Kommunikationssysteme ein Mehrpunktstreaming von Audio- und 
Videoströmen realisieren, basieren Systeme für synchrone Kooperation meist auf einem 
unterstützenden Konferenzsystem, das Dienstprimitive zur zuverlässigen Übertragung 
von Daten von einer Quelle zu einer beliebigen Anzahl von Empfängern 
(Mehrpunkttransport) gestattet. Für den Anwendungsfall einer verteilten Präsentation 
bedeutet dies, dass Inhaltsobjekte wie Präsentationsfolien vom präsentierenden 
Moderator an alle Teilnehmer geschickt werden (1:n-Verteilung). Dieser Ansatz ist 
allerdings nur in homogenen Anwendungsumgebungen und bei traditioneller 

























Abbildung 1-1 - Anwendungsszenario 
 
In Abbildung 1-1 ist ein Anwendungsszenario für Rich Media Collaboration in 
heterogenen Anwendungsumgebungen dargestellt, das die Notwendigkeit für effiziente 
n:m-Verteilung von Inhaltsobjekten verdeutlicht. Nutzer mit verschiedenen Endgeräten 
und unterschiedlichen Netzanbindungen greifen im Kontext einer Rich Media 
Collaboration Session wahlfrei auf Sammlungen von Inhaltsobjekten wie Präsentationen, 
Dokumente oder Fotos, die von anderen Teilnehmern zur Verfügung gestellt werden, zu. 
Parallel dazu werden Live-Audio- und Videoströme zwischen den Teilnehmern 
übertragen.  
Für den Zugriff auf Inhaltsobjekte ergibt sich damit eine zentrale Anforderung: 
n:m-Verteilung von Inhaltsobjekten - Durch die Nutzung des Systems in 
Projektteams ist es wünschenswert, dass Inhaltsobjekte beliebigen Typs in 
1 Einleitung 
12  
einer Rich Media Collaboration Session ad-hoc von allen Teilnehmern 
angeboten werden können und andere Teilnehmer nach Bedarf darauf 
zugreifen können. Es wird also von einem symmetrischen Nutzungsverhalten 
mit gleichberechtigten Partnern ausgegangen. Damit ergibt sich ein komplexes 
n:m-Verteilungsschema für Inhaltsobjekte. 
Die Inhaltsverteilung muss dabei bedarfsgesteuert erfolgen, d. h. jeder Nutzer bekommt 
die Inhaltsobjekte, die er gerade betrachten möchte, in bestmöglicher Qualität und 
schnellstmöglicher Antwortzeit zugestellt. Wie in Kapitel 2 gezeigt wird, sind die dafür 
bislang in synchroner Groupware eingesetzten Push-Mechanismen nur bedingt geeignet. 
Vor allem bei umfangreichen Sammlungen von Inhaltsobjekten und symmetrischer 
Nutzungscharakteristik können diese nicht mehr effizient im Push-Verfahren übertragen 
werden. Viel mehr muss eine bedarfsgesteuerte Pull-Verteilung erfolgen, die besser auf 
Nutzerbedürfnisse hin optimiert werden kann.   
Aus der Heterogenität der Anwendungsumgebung mit verschiedenen Endgeräten und 
Netzwerkanbindungen ergibt sich eine weitere wichtige Anforderung - die 
Adaptivitätsunterstützung der Protokolle zur Inhaltsverteilung. Diese müssen sich an die 
unterschiedlichen Endgeräte, Netzwerkverbindungen und Lastsituationen dynamisch 
anpassen. Ein detaillierte Anforderungsanalyse wird in Abschnitt 4.1 durchgeführt.    
1.2 Ziele und Lösungsansatz 
Auf der Basis der gemachten Beobachtungen wird die Zielsetzung für diese Arbeit 
formuliert: Ziel ist es, Protokolle zur bedarfsgesteuerten n:m-Verteilung von 
Inhaltsobjekten in Rich Media Collaboration Applications zu entwerfen. Dabei wird die 
Annahme getroffen, dass sich die gegenwärtig zu beobachtenden Trends der Konvergenz 
von Kooperation und Kommunikation sowie die verstärkte symmetrische Nutzung 
entsprechender CSCW-Tools in Zukunft fortsetzen bzw. noch verstärken werden.  
Es werden die folgenden drei Thesen formuliert, die im Rahmen der Arbeit überprüft 
werden sollen: 
- These 1: Bedarfsgesteuerte n:m-Verteilung (n:m Pull) von Inhaltsobjekten in Rich 
Media Collaboration Applications ist möglich. 
- These 2: Der Einsatz von n:m-Pull bietet in Szenarien mit symmetrischer Nutzungs-
charakteristik ein besseres Nutzererlebnis als bislang existierende Ansätze. 
- These 3: Der Ansatz lässt sich nahtlos in existierende Rich Media Collaboration 
Applications integrieren. 
Bei der Analyse verwandter Forschungsarbeiten in den Bereichen IP Conferencing und 
synchroner Groupware wird deutlich, dass das Problem der bedarfsgesteuerten 
Verteilung von Inhaltsobjekten bislang noch nicht ausreichend betrachtet wurde. 
Allerdings existieren weit reichende Forschungsarbeiten auf dem Gebiet der Verteilung 
von Inhaltsobjekten im Internet (Content Networking). Angefangen bei Web Caching 
über Content Distribution Networks bis hin zu Peer-to-Peer-Systemen und Personal Web 
Serving1 wurde das Problem effizienter n:m-Verteilung sehr tiefgründig analysiert. Dabei 
                                                             
1 Für eine Erklärung dieser Begriffe sei an dieser Stelle auf Kapitel 3 verwiesen. 
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fehlt bislang der Bezug zu Echtzeitanforderungen, wie sie bei der Nutzung solcher 
Mechanismen in Rich Media Collaboration Applications auftreten. Eine der Ideen dieser 
Arbeit ist, Konzepte des Content Networking für Rich Media Collaboration nutzbar zu 
machen. 
Der dabei gewählte Lösungsansatz erlaubt auf der Basis einer generischen Architektur, 
dass Teilnehmer einer Rich Media Collaboration Session als Anbieter von Inhaltsobjekten 
auftreten, die sie unter Nutzung einer URL offerieren und die dann für andere 
Teilnehmer beliebig zugreifbar sind. Diese Objekte werden somit nicht mehr wie bei 
klassischer 1:n-Verteilung per Push-Verfahren übertragen, sondern werden erst nach 
Anforderung verteilt. Für diesen an Personal Web Serving angelehnten Ansatz wird mit 
dem Content Sharing Protocol (CSP) ein komplexes Netzwerkprotokoll entworfen, das 
diese Funktionalität innerhalb einer synchronen Session zur Verfügung stellt. Für die 
Realisierung spezieller Echtzeitanforderungen und zur Effizienzsteigerung werden 
Erweiterungen definiert, die zum Teil an bekannte Mechanismen aus der Forschung im 
Bereich Content Distribution Networks und Peer-to-Peer-Systeme angelehnt sind. 
1.3 Inhaltsübersicht 
Abbildung 1-2 zeigt den Entstehungsprozess dieser Arbeit, der durch verschiedene 
Einflussfaktoren geprägt ist. Das bereits beschriebene Szenario von Rich Media 
Collaboration in heterogenen Anwendungsumgebungen dient als Motivation. Daneben 
fließen praktische Erfahrungen mit dem Videokonferenzsystem VidConference und einer 
als Ausgangsbasis genutzten Presentation-Sharing-Anwendung auf Basis von T.120 aus 





































Existierende Forschungsarbeiten werden in den Kapiteln 2 und 3 analysiert. Dabei 
interessieren zunächst die durch Rich Media Collaboration angeschnittenen 
Forschungsgebiete IP Conferencing (synchrone Kommunikationssysteme) und synchrone 
Groupware (synchrone Kooperationssysteme). Darüber hinaus werden Arbeiten aus dem 
Bereich Content Networking gezeigt, die als Bausteine in die Realisierung der Arbeit 
eingehen. 
Nach der Betrachtung dieser Voraussetzungen werden in Kapitel 4 verschiedene 
Anwendungsszenarien dargestellt und davon detaillierte Anforderungen abgeleitet und 
bewertet. Auf der Basis dieser Anforderungen wird dann die Lösungsidee formuliert und 
eine Referenzarchitektur für Rich Media Collaboration Applications entwickelt, die den 
Einsatz von Protokollen zur n:m-Verteilung von Inhaltsobjekten erlaubt.   
Diese Protokolle werden schließlich in Kapitel 5 entwickelt und anhand von 
Sequenzdiagrammen und verbaler Beschreibung der Protokollabläufe dargestellt. Die 
Protokolle wurden im Rahmen der Arbeit praktisch umgesetzt und evaluiert. Dabei 
entstand das Content-Sharing-System, das als Grundlage der Evaluation der entwickelten 
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2 Rich Media 
Collaboration 
 
A scientific discipline separates a 
fraction of human knowledge from the 
rest: we have to do so, because, 
compared with what could be known, 




In diesem Kapitel wird in die Grundlagen von Rich Media Collaboration eingeführt. Dabei 
werden State of the Art und verwandte Forschungsarbeiten aus den Gebieten synchrone 
Groupware und IP Conferencing analysiert und gegen die vorliegende Arbeit abgegrenzt. 
In beiden Bereichen werden Klassifikationen des Forschungsgebietes und typische 
Charakteristika betrachtet. Für synchrone Groupware liegt der Schwerpunkt auf 
Methoden zur Synchronisierung gemeinsamer Objekte, die als Merkmal für die Bildung 
einer Taxonomie genutzt werden. Diese Taxonomie hilft dabei, verwandte Forschungs-
arbeiten zu identifizieren und von der vorliegenden Arbeit abzugrenzen. Im Bereich IP 
Conferencing werden im Sinne einer breiten State-of-the-Art-Betrachtung vor allem die 
weit verbreiteten Standardfamilien und hier speziell das für Groupwareanwendungen 
wichtige T.120 vorgestellt. In einem abschließenden Teil werden ausgewählte Rich Media 
Collaboration Applications vorgestellt und bewertet.  
2.1 Einordnung und Abgrenzung  
Der Begriff Rich Media wird häufig für digitale Medien gebraucht, die dynamische 
Bewegung darstellen, also Audio, Video und/oder Animationen beinhalten. Für den 
Kontext von Kommunikation und Kollaboration genauer definiert wurden die Begriffe 
Lean Media und Rich Media von Chidambaram und Jones [CJ93]. Demnach werden 
Medien, die eine große Palette an „communication cues“, also vielfältige (und meist auch 
2 Rich Media Collaboration 
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redundante) Hinweise auf die vom Sender zum Empfänger zu transportierenden 
Informationen enthalten, als Rich Media bezeichnet. Ist die Auswahl der „communication 
cues“ jedoch begrenzt und erfolgt über einen längeren Zeitraum, so spricht man von Lean 
Media. Ein typischer Vertreter für Lean Media ist Textkommunikation während man bei 
Audio-/Videokommunikation oder persönlichen Treffen von Rich Media spricht. 
Aufbauend auf diesem Verständnis von Rich Media wurden in den letzten Jahren im 
Bereich des Marketings und der Marktanalyse kommerzieller Video- und 
Datenkonferenzsysteme die Begriffe Rich Media Collaboration und Rich Media 
Communications geprägt. Diese Begriffe werden jedoch meist uneinheitlich und in 
beinahe beliebigen Kombinationen mit anderen Begriffen genutzt, so dass bislang noch 
keine verbindliche Definition existiert. Wainhouse fasste seine Marktanalysen im Bereich 
Rich Media Collaboration bis Mai 2007 unter dem Begriff „Visual Collaboration and Rich 
Media Communications“ zusammen, später wurde dafür der Begriff „Real-time Unified 
Communications“ verwendet [Wai07]. Synonym zu Rich Media Collaboration wird auch 
oft der Begriff Unified Collaborative Communications (UCC) gebraucht. Laut 
Yankee Group [KH04] bezeichnet UCC: 
[…] a user experience for audio, video and Web and data collaboration that breaks 
down all distance, time, and media barriers, and allows people to communicate 
with one another anywhere, anytime, and across any medium from multiple 
endpoints. 
UCC wird hier über das Nutzererlebnis definiert, das heißt aus einer anwenderbezogenen 
Sichtweise. Wichtige charakteristische Merkmale dieser Definition sind die Überwindung 
von Raum-, Zeit- und Mediengrenzen. Es wird jedoch der Kommunikationsaspekt und 
nicht die Kooperation in den Mittelpunkt der Betrachtung gerückt. Da Rich Media 
Collaboration jedoch den Kooperationsaspekt stärker betont, soll dieser Begriff hier 
verwendet werden. 
Neben der oben gegebenen Definition als Ausdruck eines bestimmten Nutzererlebnisses, 
wird der Begriff Rich Media Collaboration auch als Schlagwort für den Trend hin zur 
Integration von Audio-, Video- und Datenkonferenzsystemen auf der Basis IP-basierter 
Infrastrukturen gebraucht. Aus diesen Beobachtungen wird eine Definition für Systeme 
abgeleitet, die das Nutzererlebnis Rich Media Collaboration ermöglichen: 
 
Definition 2-1 – Rich Media Collaboration Application (RMCA) 
Eine Rich Media Collaboration Application (RMCA) ist ein verteiltes System2, das 
synchrone Kooperationsfunktionalität wie gemeinsames Betrachten und 
Interaktion auf Dokumenten sowie Audio- und Videokommunikation integriert 
zur Verfügung stellt.   
 
Nachdem nun Rich Media Collaboration als Nutzererlebnis und Entwicklungstrend 
definiert wurde, soll eine begriffliche Abgrenzung des Forschungsgebietes gefunden 
werden. Abbildung 2-1 zeigt den Versuch einer Klassifikation der in dieser Arbeit 
                                                             
2 siehe Definition für Verteilte Systeme in [SS07a] 
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relevanten Forschungsbereiche und Systemklassen, der keinen Anspruch auf 
Vollständigkeit erhebt. Diese Taxonomie soll im Folgenden wiederholt verwendet werden, 
um die verschiedenen Aspekte von Rich Media Collaboration zu erläutern. Zur Erklärung 
































































Abbildung 2-1 – Taxonomie für Rich Media Collaboration 
 
Demnach vereinigt Rich Media Collaboration Teile der Forschungsgebiete IP 
Conferencing und synchrone Groupware. Anders als bei klassischen Taxonomien von 
Groupware  [Sch02b] werden hier Telekonferenzsysteme nur teilweise zu CSCW-
Systemen zugerechnet. Durch die teils sehr unterschiedlichen Fragestellungen, die im 
Bereich der Telekommunikationssysteme eine große Nähe zur Multimediatechnik [SN04] 
beinhalten, haben sich zwei weitgehend getrennte Forschungs-Communities 
herausgebildet.  
Nachdem nun der Begriff Rich Media Collaboration aus verschiedenen Blickrichtungen 
gezeigt wurde, sollen zunächst die beiden Hauptbestandteile von Rich Media 
Collaboration, synchrone Groupware und IP Conferencing, unabhängig voneinander 
vorgestellt und analysiert werden. 
2.2 Synchrone Groupware 
Schon seit den Anfängen der CSCW-Forschung standen immer wieder die 
Fragestellungen synchroner Groupware und speziell synchroner Kooperationssysteme im 
Mittelpunkt der wissenschaftlichen Betrachtungen. Nach der weit verbreiteten Definition 
von Ellis [EGR91]  aus dem Jahr 1991, bezeichnet Groupware: 
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“computer-based systems that support groups of people engaged in a common 
task (or goal) and that provide an interface to a shared environment.” 
Die beiden Charakteristika der gemeinsamen Aufgabe (common task) und der virtuellen 
Arbeitsumgebung (shared environment) werden häufig auch als Dimensionen betrachtet, 
die in ihrer unterschiedlichen Ausprägung das Spektrum der Groupware differenzieren. 
Je höher die Ausprägungen dieser beiden Charakteristika sind, desto stärker kommen 
typische Groupwareprinzipien beim Entwurf solcher Systeme zum Einsatz. Da die beiden 
Charakteristika im Falle synchroner Kooperationssysteme besonders stark ausgeprägt 
sind, sind diese überdurchschnittlich häufig Gegenstand der CSCW-Forschung. 
Der von Ellis verwendete Begriff des „shared environment“ ist recht dehnbar und kann 
deshalb zu Missverständnissen bei der Abgrenzung von Groupware führen. Da sich 
Groupware wie bereits beschrieben auch über den Einsatz von Groupwareprinzipien beim 
Systementwurf definieren lässt, soll die virtuelle Arbeitsumgebung hier näher spezifiziert 
werden. Sie dient als virtueller Raum der Zusammenarbeit und hat damit zwei 
wesentliche Funktionen zu erfüllen: 1. ist sie Bezugspunkt der Interaktion zwischen 
Gruppenmitgliedern, die zur Erreichung des gemeinsamen Zieles dient und 2. informiert 
sie die Gruppenmitglieder über ihre gegenseitige Existenz, stellt also Awareness-
Mechanismen zur Verfügung. Deshalb soll hier die folgende, etwas restriktivere 
Definition von Groupware verwendet werden: 
 
Definition 2-2 – Groupware 
Als Groupware bezeichnet man ein Computer-gestütztes System, das Mitglieder 
einer Gruppe bei der Erreichung eines gemeinsamen Ziels oder der Erfüllung 
einer gemeinsamen Aufgabe unterstützt. Es stellt dafür eine virtuelle 
Arbeitsumgebung zur Verfügung, die als Bezugspunkt der Interaktion dient und 
die Gruppenmitglieder gegenseitig über ihre Existenz und Aktivitäten informiert.    
 
Ein weiterer wichtiger Begriff bei der Betrachtung von synchroner Groupware ist die 
Groupwaresession als Kontext und Zusammenfassung von Interaktionen eines 
bestimmten Zeitraums. Die Groupwaresession definiert sich nach Ellis [EGR91]  wie 
folgt:  
 
Definition 2-3 – Groupwaresession 
Eine Groupwaresession ist eine Zeitspanne synchroner Interaktion mit Hilfe eines 
Groupwaresystems, z.B. arrangierte Treffen mit vielen Teilnehmern oder 
spontane Diskussionen von Arbeitsgruppen.     
 
Um nun den Bereich der synchronen Groupware besser einzugrenzen, werden zunächst 
gängige Klassifikationen von Groupware vorgestellt.  
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2.2.1 Klassifikation von Groupware 
Für die Klassifikation von Groupware gibt es im Wesentlichen vier Ansätze, die sich 
gegenseitig ergänzen und deshalb häufig parallel eingesetzt werden: die Raum-/Zeit-
Klassifikation, das 3K-Modell, die Dual-Goals-Klassifikation, sowie funktionale 
Klassifikationen.  
Raum und Zeit 
Die am weitesten verbreitete Taxonomie ist die nach Raum und Zeit der Interaktion, die 
auf Johansen zurückgeht [Joh91]. Tabelle 2-1 zeigt diese Klassifikation und die sich 
daraus ergebende Form der Interaktion.    
 
Tabelle 2-1 - Raum-/Zeit-Klassifikation von Groupware 
 Zeitgleiche Nutzung  Nutzung zu 
unterschiedlichen 
Zeiten  








Die Raum-Dimension spielt jedoch bezüglich des technischen Einsatzes in der neueren 
Forschung kaum noch eine Rolle. Wie in [SSU+01] festgestellt wurde, lassen sich im 
Internetzeitalter die einzelnen Tools fast ausschließlich auch räumlich verteilt einsetzen, 
bzw. erfolgt sogar die Kommunikation zwischen Komponenten, die sich am gleichen Ort 
befinden, über das Internet Protocol. 
Hier wird deshalb ebenfalls nur die Zeitklassifikation verwendet und synchrone 
Groupware wie folgt definiert: 
 
Definition 2-4 – Synchrone Groupware 
Synchrone Groupware ist Groupware, bei der eine direkte und zeitlich 
unmittelbare Interaktion zwischen den Gruppenmitgliedern innerhalb einer 
Groupwaresession erfolgt. 
 
Analog lässt sich damit auch asynchrone Groupware definieren, als Groupware, bei der 
die Interaktion nicht zeitlich unmittelbar erfolgt. Dies ist z.B. bei E-Mail oder 
Dokumentenmanagementsystemen wie BSCW [Orb06] der Fall. Eine Groupwaresession 
gemäß Definition 2-3 existiert in diesem Fall nicht.    
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3K-Modell 
Die zweite im deutschen Sprachraum weit verbreitete Klassifikation ist das 3K-Modell 
[TSM+95], das Groupware nach den Grundaktivitäten Kommunikation, Koordination 
und Kooperation einteilt. 
Die triangulare Anordnung der drei „K“ soll deutlich machen, dass jedes komplexe 
Groupwaresystem sowohl Kommunikations- als auch Kooperations- und Koordinations-
unterstützung beinhaltet und die Ausprägung der einzelnen Merkmale die Platzierung 
innerhalb des „Groupwaredreiecks“ bestimmt. Dies wird dem Wesen von 
Groupwaresystemen besser gerecht als eine starre Zuordnung, erschwert jedoch eine 
Abgrenzung der Forschungsbereiche. Aus dem 3K-Modell können die 4 Systemklassen 
Kommunikation, gemeinsame Informationsräume, Workflow-Management und 
Workgroup-Computing durch Cluster-Bildung abgeleitet werden. Diese Klassifizierung 
hat sich jedoch nicht durchgesetzt, da je nach Sichtweise auch andere Cluster aus dem 
3K-Modell abgeleitet werden können. 






































Abbildung 2-2 - 3K-Modell 
Dual Goals 
Eine dritte Klassifikation, die Dual-Goals-Klassifikation nach Dewan [Dew05], stellt die 
Zielsetzung bei der Groupwareentwicklung in den Mittelpunkt. Dient die Groupware 
dazu, natürliche Kommunikation und Kollaboration  möglichst gut nachzubilden, so wird 
dies als „Being There“-Ansatz bezeichnet. In diese Kategorie fallen 
Videokonferenzsysteme und ihre Erweiterungen, Übertragung von Präsentationsfolien 
per Video, sowie Chat und Chat-Erweiterungen.  
Geht die Zielsetzung über das klassische „Being There“-Ziel hinaus, das heißt, unterstützt 
sie Kooperations-Modi, die nicht in der realen Welt vorkommen, so wird dies mit dem 
Begriff „Beyond Being There“ bezeichnet. Beispiele dafür sind die anonyme 
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Kommunikation mit PDAs während eines realen Meetings, Chat Histories, Threaded Chat 
oder das Shared Editing. Die Klassifikation nach Dual Goals definiert ein für die 
Forschung wichtiges Unterscheidungsmerkmal, das ergänzend zu anderen 
Klassifikationen eingesetzt werden sollte. Allerdings lassen sich die Dual Goals nicht 
immer abgrenzen, da durchaus Systeme existieren, die natürliche Kollaboration 
nachbilden, zusätzlich jedoch Mechanismen für nicht-natürliche Kollaboration bieten. 
Diese Klassifikation sollte daher nur ergänzend bzw. zur Einordnung funktional 
begrenzter Tools verwendet werden.     
Funktional 
Die vierte gebräuchliche Klassifikation von Groupware ist die funktionale Einteilung in 
Systemklassen. Die früheste funktionale Klassifikation geht auf Ellis zurück [EGR91]. 
Darin werden folgende Klassen von Groupware unterschieden: 
1. Nachrichtensysteme – asynchroner Nachrichtenaustausch (z.B. E-Mail) 
2. Gruppeneditoren – gemeinsames Erstellen und Ändern von Dokumenten 
3. Gruppenentscheidungs- und Sitzungsunterstützungssysteme – virtuelle 
Sitzungsräume für die Erörterung und Entscheidung unstrukturierter Probleme 
in der Gruppe  
4. Conferencing – darunter zählt hier Application Sharing genauso wie Audio- und 
Video-Conferencing mit Raum- oder Desktop-basierten Systemen 
5. Intelligente Agenten – „nichtmenschliche“ Teilnehmer eines elektronischen 
Meetings wie z.B. computergenerierte Gegner in Computerspielen 
6. Koordinationssysteme – strukturierte Zusammenarbeit (z.B. Formularsysteme) 
Diese Taxonomie spiegelt jedoch nur noch begrenzt die Schwerpunkte der CSCW-
Forschung wider. Sie basiert auf dem Stand der Technik von 1991 und erscheint in 
einigen Punkten nicht mehr zeitgemäß. Eine andere Klassifikation ist die von Schill aus 
dem Jahr 1996 [Sch96a]: 
1. Konferenzen – Transport von kontinuierlichen Daten 
2. Entscheidungsunterstützung 
3. Gemeinsame Dokumenterstellung – sowohl asynchron als auch synchron 
4. Hypertext und Hypermedia – strukturierte Informationen 
5. Koordinationssysteme – Steuerung und Verwaltung von Aufgaben einer Gruppe 
6. Komplexe Bürovorgänge – Workflow-Management-Systeme 
Es zeigt sich, dass funktionale Klassifikationen von den Schwerpunkten der Forschung 
zum Zeitpunkt der Entstehung abhängig sind. Da aber CSCW ein sehr dynamisches und 
schwer abzugrenzendes Forschungsgebiet ist, erscheinen funktionale Klassifikationen nur 
bedingt für eine beständige Taxonomie von Groupware geeignet. 
Hybrid 
Dem Nachteil des funktionalen Ansatzes der Verschiebung von Funktionalität im Laufe 
der Zeit kann mit dem 3K-Ansatz begegnet werden, da Kommunikation, Kooperation und 
Koordination drei von technischen Entwicklungen nicht beeinflusste Bestandteile jeder 
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Form von Zusammenarbeit darstellen. Die Raum-/Zeit-Klassifikation, sowie die Dual-
Goals-Klassifikation können dazu ergänzend eingesetzt werden. Ein solcher hybrider 
Ansatz aus Raum-/Zeit-Klassifikation und 3K-Modell soll in Anlehnung an [SSU+01] 
auch hier gewählt werden. Dabei wird die Raum-Dimension weggelassen und die Systeme 
anhand der Zeit und der drei Grundaktivitäten in synchron/asynchron bzw. 
Kommunikationssysteme, Kooperationssysteme und Koordinationssysteme klassifiziert.  
Die Einordnung in eine der Kategorien erfolgt dabei anhand der überwiegend genutzten 
Funktionalität des Groupwaretools. Dies ermöglicht in den meisten Fällen eine scharfe 
Klassifikation ohne Verletzung der für das 3K-Modell gemachten Annahmen. Damit sind 
die ersten 3 Ebenen aus der Taxonomie in Abbildung 2-1 vollständig definiert (siehe 
Abbildung 2-3). Unter den Begriff Rich Media Collaboration fallen hierbei sämtliche 
Facetten synchroner Groupware, angefangen von Videokonferenzen über synchrone 
Kooperationssysteme bis hin zu Koordinationssystemen wie zum Beispiel Presence-







































Abbildung 2-3 - Hybride Klassifikation von Groupware 
 
2.2.2 Charakteristika synchroner 
Kooperationssysteme 
Um synchrone Kooperationssysteme verstehen und entwickeln zu können, ist die 
Kenntnis charakteristischer Merkmale von synchroner Groupware, den Groupware-
charakteristika, notwendig. Einige davon gelten allgemein für jede Art von Groupware, 
andere sind wieder speziell auf synchrone Kooperationssysteme ausgelegt. Es zeigt sich 
jedoch, dass die allgemeinen Groupwarecharakteristika bei synchronen Kooperations-
systemen besonders stark ausgeprägt sind.   
Die beiden von Ellis definierten grundlegenden Merkmale der gemeinsamen Aufgabe 
und des virtuellen Arbeitsbereichs (Shared Workspace) wurden bereits vorgestellt. 
Ein weiteres Merkmal ist die Anpassbarkeit [Tee01] der Groupware an individuelle 
Bedürfnisse, an Bedürfnisse der Gruppe, sowie an den organisatorischen Kontext.  
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Ein häufig eingesetztes Entwurfsmuster bei der Entwicklung von Groupware-
anwendungen ist das Nachempfinden von Abläufen der realen Welt in der virtuellen 
Computer-gestützten Welt. Dies führt zu so genannten Groupwaremetaphern 
[Rot00], die eine Analogie zu Realwelt-Objekten herstellen sollen, um dem unerfahrenen 
Benutzer die Einarbeitung in die Groupwarefunktionalität zu erleichtern (siehe Tabelle 
2-2). In Rich Media Collaboration Applications wird dabei meist die Sitzungsmetapher 
verwendet. 
  
Tabelle 2-2 - Groupwaremetaphern 
Metapher Beschreibung 
Sitzungsmetapher Die Gruppenmitglieder finden sich zu einer 
virtuellen Sitzung zusammen, um eine 
Aufgabe zu erledigen 
Prozessmetapher Die Groupware empfindet etablierte 
Prozesse in Betrieben oder Behörden nach 
Raummetapher Die Gruppenmitglieder betreten Räume, um 
eine Aufgabe zu erledigen. Räume bleiben 
nach Beendigung der Arbeit bestehen. 
 
Ein die Groupwaremetaphern ergänzendes Entwurfsmuster für Groupware ist die 
Modellierung als Gruppenprozess, das heißt als abstrakter Prozess, der einen 
bestimmten Zustand A (den Gruppenzustand) in einen neuen Zustand B transformiert. 
Nach Schlichter [Sch02b] ist ein Gruppenprozess durch statische und dynamische 
Merkmale gekennzeichnet:   
- statische Merkmale: Gruppenziele, Gruppenorganisation, Gruppenprotokolle 
(technologisch und sozial), Gruppenumgebung 
- dynamische Merkmale: Gruppendokumente, Gruppenaktivitäten, 
Gruppenzustand, Gruppensitzungen 
Aus dem Merkmal des virtuellen Arbeitsbereichs leitet sich die Frage der Awareness als 
weiteres wichtiges Groupwaremerkmal ab. Nach Prinz [Pri01] muss dabei zwischen 
Informationen über den Zustand des Kooperationsprozesses, sowie Informationen über 
die Aktivitäten der Kooperationspartner unterschieden werden. Awareness wird häufig 
mit Gruppenbewusstsein übersetzt, was jedoch zu Missverständnissen führen kann, da es 
sich vielmehr um die gemeinsame Wahrnehmung einer Gruppe handelt. Mittels 
Telepointer, Annotationen oder speziellen Übersichtsfenstern kann man sich über 
Aktionen der anderen Teilnehmer informieren. Auch Kommunikationsmittel wie Text-
Chat und parallele Audio-/Video-Übertragung erhöhen die Awareness. Daneben gibt es 
noch spezielle Awareness-Dialogelemente wie Mehrbenutzer-Scrollbars [GRG96]. 
Neben den bisher betrachteten Merkmalen, die für jede Art von Groupware gelten, gibt es 
speziell für synchrone Kooperationssysteme weitere charakteristische Merkmale. Das 
erste bezieht sich auf die Transparenz der Kollaboration aus Sicht der Anwendung, 
die in der Gruppe genutzt werden soll. Der Begriff der Kollaborations-Transparenz wurde 
von Lauwers und Lantz bei ihrer Kritik an Application-Sharing-Systemen geprägt [LL90]. 
2 Rich Media Collaboration 
24  
Application Sharing verfolgt das Ziel, eine Einbenutzeranwendung in einer Gruppe 
nutzen zu können, ohne dass die Anwendung modifiziert werden muss (collaboration-
transparent). Das Gegenstück dazu ist die kollaborationsbewusste (collaboration-aware) 
Erweiterung solcher Anwendungen für den Mehrbenutzerbetrieb.  
Eine bislang ausgelassene Groupwaremetapher für synchrone Kooperation ist die der 
gemeinsamen Bearbeitung von Material. Diese Materialien stellen nach Holmer [HHS01] 
Hintergrundinformationen, Zwischenprodukte, sowie Endprodukte der Zusammenarbeit 
dar. Die Groupwareentsprechung dieser Metapher ist die Technik der Gemeinsamen 
Objekte, die für alle Gruppenteilnehmer im aktuellen Zustand sichtbar sind. Um diese 
Aktualität zu gewährleisten, müssen effiziente Verfahren zur Synchronisation gefunden 
werden. Dabei unterscheidet man die beiden Prinzipien: 
- Vollreplikation – ganzes Dokument replizieren 
- Teilreplikation – nur den Teil des Dokuments replizieren, für den sich der 
Teilnehmer interessiert 
Die Unterscheidung in Vollreplikation und Teilreplikation trifft nur Aussagen darüber, 
was synchronisiert wird und nicht wie die Synchronisierung erfolgt. Eine Vollreplikation 
liegt auch dann vor, wenn nur die Änderungen an einem Dokument übertragen werden, 
das Dokument danach aber wieder bei allen Teilnehmern vollständig vorliegt. Da diese 
Begriffe deshalb zu Missverständnissen führen können, sollen hier stattdessen die 
Begriffe vollständige und bedarfsgesteuerte Synchronisierung verwendet werden.  
Ein weiteres Merkmal, das hauptsächlich für Shared-Viewing-Systeme von Bedeutung ist, 
ist das Paradigma, das für die Synchronisierung der Sichten der Gruppenteilnehmer 
auf den virtuellen Arbeitsbereich verwendet wird. Dabei gibt es das klassische WYSIWIS-
Prinzip („what you see is what I see“), das auf Stefik et. al. zurückgeht [SFB+87]. Dieses 
Prinzip besagt, dass es für die Herstellung von Awareness am Besten ist, wenn alle 
Teilnehmer exakt die gleiche Sicht auf den gemeinsamen Arbeitsbereich haben. Abhängig 
von dem Zweck der Anwendung kann es jedoch auch sinnvoll sein, ein abgeschwächtes 
WYSIWIS, wie z.B. WYGIWIG („what you get is what i get“), WYSIWIMS („what you see 
is what I may see“) [AG94] oder WYSIWISH (“what you see is what I share“) [DG97] 
einzusetzen. 
Neben den betrachteten kooperationsspezifischen Merkmalen, zählt auch die 
Kommunikations- und Koordinationsunterstützung zu den wichtigen 
Eigenschaften synchroner Kooperationssysteme. Ohne zusätzliche Funktionalität aus 
diesen Bereichen lässt sich die Kooperationsfunktionalität nicht nutzen. Deshalb muss 
diese häufig über externe Kanäle wie eine parallele Telefonkonferenz hergestellt werden. 
Wichtige Konzepte nach Holmer [HHS01] sind3: 
- Kommunikation: Artefakt als Kommunikationsmedium, Telepointer, Audio- und 
Videoverbindungen, Chat, Telefon 
- Koordination: Floor Control, Access Control, Rollenkonzept, Undo-Konzept 
Ein letztes wichtiges Merkmal für synchrone Kooperationssysteme ist die 
Reaktionszeit, in der Änderungen sichtbar werden. Dabei unterscheidet man zwischen 
                                                             
3 Zur Erklärung der Begriffe sei auf das Glossar verwiesen. 
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Feedback, also der lokalen Anzeige der Änderungen eines Nutzers und Feed-Through, der 
Anzeige der Änderungen bei den entfernten Teilnehmern.  
Zur Abgrenzung des Bereiches synchroner Kooperationssysteme von weiteren Formen 
synchroner Groupware, sollen im Folgenden die vier von Holmer [HHS01] aufgeführten 
Merkmale verwendet werden. Demnach ist ein synchrones Kooperationssystem durch 
gemeinsame Arbeitsobjekte, individuelle, gemeinsame und gekoppelte Sichten, 
Groupwaresessions, sowie Awareness gekennzeichnet. 
2.2.3 Klassifikation synchroner 
Kooperationssysteme  
Die Klasse der synchronen Kooperationssysteme wird im Folgenden weiter differenziert, 
um die für diese Arbeit relevanten Fragestellungen abzugrenzen und verwandte 
Forschungsarbeiten zu analysieren. Da die Verteilung von Inhaltsobjekten betrachtet 
werden soll, wird der Bereich der synchronen Kooperationssysteme hier anhand der Art 
der gemeinsamen Objekte in File Sharing, Shared Viewing, Shared Editing4 und 
Application Sharing (siehe Abbildung 2-4) unterteilt. 
 
 
Abbildung 2-4 – Klassifikation synchroner Kooperationssysteme  
  
Im Falle von File Sharing [Bau06] handelt es sich bei den gemeinsamen Objekten um 
ganze Dokumente, die in Form binärer Dateien in Echtzeit ausgetauscht und 
synchronisiert werden, wie z.B. bei Microsoft Office Groove [Gro06]. Dies erfordert 
immer eine vollständige Replikation (Vollreplikation) des Objektes bei jeder Änderung. 
Die gemeinsame Sicht bzw. der Shared Workspace entspricht bei solchen Systemen einem 
Verzeichnis mit Dateien, die synchronisiert werden.    
Beim Shared Viewing werden hingegen Objekte wie z.B. formatierte Dokumente 
gemeinsam betrachtet und die gemeinsame Sicht auf das Objekt synchronisiert. Dies 
ermöglicht eine feingranularere gemeinsame Sicht als bei File Sharing. Damit muss auch 
nur noch der jeweils betrachtete Teil des Dokuments repliziert werden (Teilreplikation).  
Weitere Kennzeichen des Shared Viewings sind gemeinsame Navigation innerhalb eines 
                                                             
4 Für Shared Viewing und Shared Editing werden häufig auch die synonymen Begriffe 
Joint Viewing und Joint Editing gebraucht. 
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strukturierten Dokuments (Seitennavigation, Hyperlinknavigation, synchronisiertes 
Scrolling), sowie die Möglichkeit der Interaktion auf Dokumenten (Whiteboard, 
Telepointer). Anhand des Typs des verteilten Dokuments wird in dieser Arbeit 
unterschieden zwischen: 
1. Presentation Sharing – gemeinsames Betrachten von Präsentationen [Sch02a] 
[Sch04a] 
2. Document Sharing – gemeinsames Betrachten formatierter Dokumente [Küs06] 
3. Co-Browsing – gemeinsames Betrachten von Webseiten und gemeinsames 
Verfolgen von Web-Links [LVV99] [AES03] [Küs05] 
4. Photo Sharing – gemeinsames Betrachten von Sammlungen fotografischer Bilder  
Shared Editing geht einen Schritt weiter und erlaubt das Editieren gemeinsamer 
Objekte, was allerdings die unter Shared Viewing genutzten Mechanismen zum 
Synchronisieren von Views voraussetzt. Die Komplexität des Shared Editing zeigt sich 
insbesondere dann, wenn die Reaktionszeit des Systems niedrig sein soll, d.h. lokale 
Änderungen sofort sichtbar sein sollen. Entfernte Operationen müssen dann 
entsprechend dem Zustand bei Erzeugung der Operation verändert werden, was von 
Gibbs und Ellis als Operational Transformation  [GE89] bezeichnet wird. In dieser 
Arbeit werden ebenfalls anhand des zugrunde liegenden Dokumentes folgende Arten des 
Shared Editings unterschieden: 
1. Shared Text Editors – gemeinsames Editieren von unformatiertem und 
formatiertem Text (z.B. Arbeiten von Du Li [LL02] oder ACE [BRZ05]).   
2. Collaborative Drawing – gemeinsames Erstellen und Bearbeiten von 
Zeichnungen (z.B. ClearBoard [IK92] oder I/O brush [RMI04]). 
3. Shared Office Applications – Anwendungen, die das gemeinsame Editieren 
komplexer strukturierter Dokumente, wie z.B. Dokumente der Anwendungen 
Microsoft Word oder PowerPoint erlauben (z.B. CoPowerPoint [XSS+04] und 
CoStarOffice [SC04]). 
Eine Sonderstellung nimmt das Application Sharing ein. Obwohl es sowohl 
gemeinsames Betrachten als auch gemeinsames Editieren ermöglicht, sollte es in keine 
der beiden Kategorien fest eingeordnet werden. Beim Application Sharing ist das 
gemeinsame Objekt kein Dokument, sondern eine Anwendung (meist eine Einbenutzer-
anwendung), die mit den Mitteln des Application Sharings gemeinsam betrachtet 
(Application Output Sharing) und gesteuert (Remote Input) wird. Auf welchem 
Dokumenttyp die Anwendung arbeitet, sollte für das Application-Sharing-System im 
Gegensatz zu einem Shared-Viewing- oder Shared-Editing-System nicht von Bedeutung 
sein. Nach Trossen [Tro01] werden Application-Sharing-Systeme in GUI-Sharing- und 
Event-Sharing-Systeme unterteilt. Für Letztere hat sich auch der synonyme Begriff 
Replicated Application Sharing etabliert.  
GUI Sharing ist das klassische Application Sharing, wie es z.B. in Microsoft NetMeeting 
[Mic04] oder VNC (Virtual Network Computing [Rea06]) realisiert ist. Dabei wird die 
grafische Oberfläche einer Host-Anwendung an die Teilnehmer einer Application 
Sharing Session gesendet. Mittels geeigneter Codierung werden nur Änderungen der 
GUI, wie z.B. das Verschieben eines Fensters oder die Änderung eines bestimmten 
Fensterausschnitts übertragen. Dennoch ist das Application Sharing durch eine sehr hohe 
Datenrate gekennzeichnet.  
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Um diesen Nachteil auszugleichen, werden beim Event Sharing nur die 
Nutzerinteraktionen an die Teilnehmer der Application Sharing Session verschickt. Dazu 
muss bei jedem Teilnehmer eine Instanz der zu verteilenden Anwendung gestartet und in 
einen konsistenten Anfangszustand gebracht werden. Daraufhin werden alle Nutzer-
interaktionen wie Tastatur- und Mausbefehle an die Teilnehmer übertragen und dort auf 
der lokalen Instanz der Anwendung ausgeführt. Das größte Problem dieses Ansatzes ist 
die Heterogenität. Die Systeme der Teilnehmer unterscheiden sich häufig in Bezug auf 
Fähigkeiten des Systems (PDA, PC, Laptop), Version des Betriebssystems, Version der zu 
verteilenden Anwendung sowie persönliche Einstellungen. Replicated Application 
Sharing existiert deshalb bislang nur in Form von Forschungsprototypen [Tro01] [MT02]. 
Neben der Heterogenität ist eine weitere wichtige Fragestellung, wie 
Kollaborationstransparenz (siehe Abschnitt 2.2.2) für Replicated Application Sharing 
erreicht werden kann [RB04]. Dies ist Gegenstand aktueller Forschungsarbeiten. 
2.2.4 Synchronisierung gemeinsamer Objekte 
Die Synchronisierung gemeinsamer Objekte in synchronen Kooperationssystemen ist 
eine zentrale Fragestellung beim Entwurf dieser Systeme, der sich auch diese Arbeit 
widmet. Objektsynchronisierung wird innerhalb einer Groupware Session nötig, wenn 
1. ein Teilnehmer der Groupware Session beitritt, 
2. gemeinsame Objekte in der Groupware Session erzeugt werden, 
3. gemeinsame Objekte geändert oder gelöscht werden, oder 
4.  sich die gemeinsame Sicht auf eines oder mehrere Objekte ändert. 
Der Begriff des Inhaltsobjektes, wie er in dieser Arbeit verwendet wird, ist restriktiver als 
der Begriff des gemeinsamen Objekts. Erstere bilden eine Untermenge der gemeinsamen 
Objekte einer Groupwaresession, nämlich statische Medienobjekte mit großem Daten-
umfang wie zum Beispiel Präsentationsfolien oder Dokumentseiten. Daneben können 
noch weitere gemeinsame Objekte wie zum Beispiel Zeichnungen in der Session 
existieren. Der Begriff des Inhaltsobjekts wird in Abschnitt 4.3.2 geprägt. Da diese 
Unterscheidung im Bereich synchroner Groupware bislang nicht üblich ist, werden hier 
allgemein Methoden zur Synchronisierung gemeinsamer Objekte untersucht.    
Wir gehen davon aus, dass gemeinsame Objekte jederzeit innerhalb einer Session erzeugt 
und geändert werden können. Die Beurteilung der Effizienz einer Verteilungsmethode 
kann deshalb nur durch eine Betrachtung des Verlaufs einer typischen Groupwaresession 
erfolgen. Die Entscheidung für eine effiziente Methode zur Objektsynchronisierung ist 
abhängig von dem Verhalten der Nutzer in der Session. Es werden hier im Folgenden 
zwei gegensätzliche Nutzungsmodelle vorgestellt, die den Unterschied zwischen 
asymmetrischem und symmetrischem Nutzerverhalten verdeutlichen sollen. 
Anschließend wird eine Taxonomie für Objektsynchronisierung definiert, die diese 
unterschiedlichen Nutzungsmodelle berücksichtigt.      
Nutzungsmodelle 
Das klassische Nutzungsmodell für Shared-Viewing-Anwendungen und Application 
Sharing ist das asymmetrische Nutzungsmodell, das hier als Master-Slave-Modell 
bezeichnet werden soll (siehe Abbildung 2-5a). Dieses Modell bildet gemäß dem „Being 
There“-Paradigma eine Präsentation in einem Seminar- oder Meetingraum nach. Ein 
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Moderator (Master) präsentiert den Zuhörern (Slaves) ein oder mehrere Dokumente. 
Diese können mit dem Presenter interagieren, indem sie Zwischenfragen stellen oder 
durch Mimik und Gestik Interesse oder Desinteresse bekunden. Neben dieser 
horizontalen Interaktion gibt es auch eine vertikale Interaktion zwischen den Slaves 
(Mimik, Gestik, Austausch von Notizen, Seitengespräche mit Nachbarn). Dies wird von 
synchronen Kooperationssystemen beispielsweise durch die Integration von Chat-
Funktionen nachgebildet.  
Die Pfeile in Abbildung 2-5 zeigen die resultierenden Datenströme, sowie deren Richtung 
und Umfang. Im Master-Slave-Modell existieren ein umfangreicher Datenstrom vom 
Master zu den Slaves und mehrere weniger umfangreiche Datenströme von den Slaves 
zum Master und zwischen den Slaves.   
Diese asymmetrische Nutzung setzt jedoch eine klare Rollenverteilung innerhalb der 
Teilnehmergruppe voraus, die so nicht immer vorausgesetzt werden kann. In Shared-
Editing-Systemen und File-Sharing-Systemen ist ein Nutzungsmodell mit 
gleichberechtigten Teilnehmern vorherrschend. Die Teilnehmer der Gruppe wollen selbst 
gemeinsame Objekte bereitstellen und auf die gemeinsamen Objekte zugreifen. Dies wird 





Abbildung 2-5 - Nutzungsmodelle für synchrone Groupware 
 
Im Peer-to-Peer-Modell sind die Teilnehmer gleichberechtigt und greifen auf eine Menge 
von gemeinsamen Objekten (Shared Objects) synchron zu. Gleichzeitig können alle 
Teilnehmer Objekte zu den gemeinsamen Objekten hinzufügen (Offer). Dies hat keine 
Entsprechung in der realen Welt, ist also in die Kategorie „Beyond Being There“ 
einzuordnen. In der Praxis können beide Nutzungsmodelle parallel auftreten. Im 
Extremfall wird zwischen den beiden Modellen dynamisch gewechselt.  
Taxonomie 
Philips beschreibt in [Phi99] eine umfassende Taxonomie von Architekturen synchroner 
Groupware nach den drei Architektursichten Referenzmodell, Architekturstil und 
Verteilungsarchitektur. Dabei wird eine ganze Reihe von möglichen 
Verteilungsarchitekturen benannt, die von einer vollständig zentralisierten Verwaltung 
 2.2 Synchrone Groupware  
  29 
gemeinsamer Objekte (centralized) bis hin zur Synchronisierung von Objektreplikaten 
(replicated) mehrere Mischformen und Varianten beinhaltet. Der Aspekt der bedarfs-
gesteuerten Verteilung und das Nutzungsmodell werden jedoch nicht betrachtet. Wir 
definieren hier eine vereinfachte Taxonomie für Objektsynchronisierung, die diese beiden 
Faktoren berücksichtigt und dabei unabhängig von einer bestimmten Verteilungs-
architektur ist.  
Aus dem Master-Slave-Modell resultiert ein 1:n-Schema zur Inhaltsverteilung, während 
das Peer-to-Peer-Modell ein komplexes n:m-Schema zur Folge hat. In Kombination mit 
den bereits in Abschnitt 2.2.2 genannten Arten der vollständigen und bedarfsgesteuerten 
Synchronisierung ergeben sich damit vier mögliche Systemklassen (siehe Tabelle 2-3). 
Vollständige Synchronisierung bedeutet, dass die gemeinsamen Objekte an alle 
Teilnehmer der Groupwaresession verteilt werden, sobald sie sich ändern. Dieses 
Verfahren wird hier als Push bezeichnet. Bei bedarfsgesteuerter Synchronisierung 
können dagegen die Teilnehmer selbst bestimmen, welche gemeinsamen Objekte oder 
Teile eines gemeinsamen Objektes sie gerade benötigen. Sie fordern also das 
entsprechende Objekt explizit an, weshalb in diesem Fall von Pull gesprochen wird. Pull-
Ansätze sind damit unter anderem dadurch gekennzeichnet, dass sich die Mengen der 
lokal vorgehaltenen Objektreplikate der Teilnehmer voneinander unterscheiden können.    
 





Master-Slave 1:n Push 1:n Pull 




Die Methode des 1:n Push orientiert sich am Master-Slave-Modell bei vollständiger 
Synchronisierung der gemeinsamen Objekte. Es ist das Standardmodell für die 
Synchronisierung gemeinsamer Objekte, wie es in klassischen synchronen Groupware-
anwendungen mit zentralisierter Architektur zum Einsatz kommt. Es ist vergleichsweise 
einfach zu implementieren und gewährleistet garantierte Konsistenz.  
Application-Sharing-Systeme wie z.B. Microsoft NetMeeting [Mic04] arbeiten mit 1:n 
Push, da sie meist das klassische Master-Slave-Nutzungsmodell umsetzen. Bei 
NetMeeting werden Bildschirmänderungen direkt an alle Teilnehmer der Application-
Sharing-Session übertragen. Dieses Verfahren ist jedoch durch eine hohe Datenrate 
gekennzeichnet. Obwohl bei VNC [Rea06] im Gegensatz zu NetMeeting ein durch Client-
Requests gesteuertes Protokoll (Remote Frame Buffer Protocol – RFB) zum Einsatz 
kommt, erfolgt doch immer eine vollständige Verteilung, wenn auch unter Umständen 
verzögert an manche Clients mit problematischer Lastsituation. Deshalb zählt auch VNC 
zur Klasse der 1:n-Push-Systeme. 
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n:m Push 
Der Ansatz des n:m Push orientiert sich am Peer-to-Peer-Modell, das heißt die 
Teilnehmer der Groupwaresession sind gleichberechtigt und können selbst gemeinsame 
Objekte in die Session einbringen. Es erfolgt eine vollständige Synchronisierung dieser 
Objekte im Push-Verfahren. 
Groupwaretoolkits wie GroupKit [RG96a] oder das Java Shared Data Toolkit (JSDT) 
[Bur00] [Col06] offerieren einen Push-Dienst auf Basis eines Dienstprimitivs, das eine 
Message beliebigen Inhalts zuverlässig an alle Teilnehmer schicken kann. Neben der 
expliziten Verteilung durch das Versenden von Messages gibt es auch das Prinzip der 
impliziten Verteilung auf Basis eines Remote Procedure Calls (RPC), z.B. auf Grundlage 
der Java Remote Method Invocation (RMI). Daten zur Synchronisierung gemeinsamer 
Objekte werden in diesem Fall direkt als Parameter eines RPC übertragen. Als Beispiel für 
einen solchen Groupware-RPC sei der Multicast Remote Procedure Call (MRPC) von 
GroupKit genannt. 
Das COAST-Toolkit [SKS+96] ermöglicht mit dem Replication Manager die Verteilung 
von Dokumenten an alle Teilnehmer, die sich bei einem zentralen Sessionobjekt 
registriert haben. Änderungen an Dokumenten werden ebenfalls im Broadcast an alle 
Nutzer übertragen. Über die Technik der Document Parts (voneinander unabhängige 
Teile eines Dokumentes), die ebenso wie User einem Sessionobjekt zugeordnet werden 
können, ermöglicht diese Methode eine Beschränkung des zu replizierenden Dokumentes 
auf die Teile, die von gemeinsamem Interesse in der Session sind. Dies kann bereits als 
Vorstufe zu Pull-Ansätzen gesehen werden.  
Die Methode des n:m Push wird als Verteilungsmodell auch von MVC-basierter 
synchroner Groupware wie z.B. RendezVous [HBR+94] oder Weasel [GU92] unterstützt. 
MVC steht dabei für das Entwurfsmuster Model-View-Controller [Gam05], das allerdings 
beim Einsatz als Distributed MVC in synchroner Groupware mit Performanceproblemen 
im Falle von hohen Netzwerklatenzzeiten zu kämpfen hat. 
Das Clock-System [GUN96] zeigt ebenfalls einen MVC-basierten Ansatz. Der Controller 
stellt bei Eingaben des Benutzers Anfragen an das Model, die dann per Notifications an 
die Controller und Views der anderen Teilnehmer übertragen werden. Aufgrund dieser 
Notifications erfolgt der Zugriff auf die geänderten gemeinsamen Objekte des Models 
wieder über Requests. Die Optimierungen Request Caching, Request Prefetching und 
Request Presend helfen dabei, die Performance der Anwendung zu verbessern. Die 
Evaluierung des Clock-Systems beschränkt sich jedoch auf typische Shared-Editing-
Szenarien.  
Ein weiteres System, das n:m Push realisiert, ist das DistView-System der University of 
Michigan [PS94]. Über einen zentralen Shared Window Server ist es möglich, 
Anwendungsfenster zu exportieren, die dann von anderen Teilnehmern importiert 
werden können. Da jeder Teilnehmer beliebig Fenster exportieren und importieren kann, 
ist echtes n:m-Sharing möglich. Allerdings werden Änderungen immer vollständig, also 
im Push-Verfahren übertragen. Durch das Abbonieren von Fenstern über den Shared 
Window Server ist es zusätzlich möglich, dass sich die Views der Teilnehmer 
unterscheiden. Diesbezüglich kann das System schon als Übergang zur Technik des n:m 
Pull gesehen werden. Allerdings wird in Bezug auf ein Fenster immer vollständig 
synchronisiert. 
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Ein ähnlicher Ansatz wird auch in der DreamObjects-Plattform realisiert [LU99] [Luk03], 
die auf das DreamTeam-System [Rot00] aufbaut. Als Erweiterung kann für jedes 
gemeinsame Objekt ein eigenes Verteilungsschema definiert werden, was es ermöglicht, 
sowohl replizierte Objekte als auch zentrale Objekte in einer Session zu verwalten. 
Objekte werden zunächst als leere Objekte initialisiert und dann Objektänderungen durch 
Methodenaufrufe über einen Objektmanager an alle Teilnehmer verteilt, die sich als 






























Abbildung 2-6 - N:m Push in DistView [PS94] 
 
Neben Application Sharing wird n:m Push auch beim synchronen File Sharing 
angewendet. So werden in Microsoft Office Groove [Gro06] lokale Verzeichnisse als 
gemeinsame Objekte angesehen, die über das Netzwerk mit anderen Teilnehmern einer 
Groove-Session synchronisiert werden. Diese Technik ist insbesondere interessant, wenn 
auf eine eng begrenzte Auswahl an Inhaltsobjekten von allen Teilnehmern regelmäßig 
zugegriffen wird. In diesem Fall ist n:m Push die beste Methode. Handelt es sich jedoch 
wie beim Shared Viewing um umfangreiche Sammlungen von Inhaltsobjekten, von denen 
nur ein bestimmter Teil innerhalb kurzer Zeit synchronisiert werden muss, so ist diese 
Technik nur bedingt geeignet. 
1:n Pull 
Bei der Methode des 1:n Pull wird zwar das Master-Slave-Modell zugrunde gelegt, 
allerdings erfolgt die Synchronisierung gemeinsamer Objekte bedarfsgesteuert. Hier ist es 
z.B. beim Presentation Sharing möglich, als Slave in der Präsentation des Masters zu 
blättern. Allerdings darf nach wie vor nur ein Teilnehmer die Rolle des Masters 
übernehmen. 
Begole et. al. [BSS+01] entwickelten für das Problem des Zugriffs auf externe Dateien und 
andere Ressourcen (Externalities) in synchronen Kooperationssystemen mit replizierter 
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Architektur den Ansatz der Proxied Externality Replication. Zugriffe auf Externalities 
werden lokal an einen Externality Proxy gestellt, der diese an den Externality Server 
weiterleitet, der sich auf dem System des Presenters befindet. Ein solcher Request kann 
das Lesen einer Datei sein aber auch der Zugriff auf Umgebungsvariablen oder 
Schreiboperationen. Für die Verteilung gemeinsamer Objekte fragen alle Clients (Slaves) 
mit dem Pfad der Datei bei dem System des Presenters  (Master) an und laden die 
entsprechende Datei durch einen RPC. 
 








Abbildung 2-7 - Proxied Externality Replication [BSS+01] 
 
Obwohl Begole et. al. diesen Ansatz letztlich nur für Push-Synchronisierung nutzen, ist er 
für 1:n-Pull-Synchronisierung geeignet, sofern die Pfade der Externalities bekannt sind. 
Dies erfolgt für den dargestellten Anwendungsfall des Replicated Application Sharing 
durch direkte Übertragung des Zugriffsbefehls. Für bedarfsgesteuerte Verteilung ist diese 
Methode geeignet, wenn über einen zusätzlichen Mechanismus die Pfade der zur 
Verfügung stehenden gemeinsamen Objekte übermittelt werden.  
n:m Pull 
Es existieren nach Wissen des Autors bislang keine Forschungsarbeiten, die n:m Pull, also 
die bedarfsgesteuerte Verteilung von Inhaltsobjekten mit direkter Übertragung dieser 
Objekte zwischen den Teilnehmern einer Groupwaresession, unterstützen. Mit dem 
DyCE-System (Dynamic Collaboration Environment - [Tie01] [Tie03]) existiert jedoch ein 
hybrider Ansatz, der n:m Push mit servergestütztem 1:n Pull kombiniert und damit 
bereits eine Vorstufe zu n:m Pull darstellt.  
Tietze beschreibt in [Tie01] ein Groupwareframework, das sogenannte Groupware 
Components, also erweiterbare und miteinander kombinierbare Komponenten zur 
Entwicklung von Groupwareanwendungen beinhaltet. Diese Komponenten greifen auf 
eine Menge gemeinsamer Objekte (Shared Objects) der Groupwaresession zu. Sollen neue 
Objekte in eine Session eingebracht werden, so werden diese zunächst vollständig an 
einen Server übertragen (Push). Daraufhin wird bei allen Clients ein Stellvertreterobjekt 
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erzeugt, das das gemeinsame Objekt repräsentiert. Der Inhalt des Objektes wird jedoch 
erst dann übertragen, wenn auf das Objekt von einer Groupware Component zugegriffen 
wird. Die Übertragung erfolgt dann nach Anforderung vom Server zum Client (1:n Pull). 
Änderungen an Objekten können jedoch direkt übertragen werden. Dazu wird für jedes 
Objekt eine Liste von sogenannten Change Listeners geführt, die dann über Änderungen 
benachrichtigt werden (n:m Push).  
Das DyCE-Framework wurde bereits sowohl in E-Learning-Projekten wie dem L3-Projekt 
[RHT+01] als auch in CSCW-Anwendungen wie XCHIPS (eXtensible Cooperative 
Hypermedia Integrated wit Process Support - [WHT02]) erfolgreich eingesetzt. Es wird 
aktuell von der go4teams GmbH produktisiert und vermarktet [Tie03].  
Im Gegensatz zu generischen Groupware-Toolkits wie DyCE, GroupKit oder COAST, 
beschränkt sich der in dieser Arbeit entwickelte Ansatz auf Shared-Viewing-Szenarien mit 
einer langen Lebenszeit der gemeinsamen Objekte. Die Protokolle bieten dafür aber echte 
bedarfsgesteuerte n:m-Verteilung, also n:m Pull. Objekte müssen nicht wie bei DyCE im 
Vorfeld von Requests auf einen Server übertragen werden, sondern verbleiben zunächst 
vollständig bei dem Teilnehmer, der diese Objekte zur Verfügung stellt. Dies ermöglicht 
auch das Einbringen von umfangreichen Sammlungen von Inhaltsobjekten in eine 
Session, ohne dass diese durch große initiale Datentransfers unterbrochen wird. Des 
Weiteren werden für die Inhaltsverteilung Netzwerkprotokolle definiert, die unabhängig 
vom Einsatz eines bestimmten Frameworks oder einer bestimmten Programmiersprache 
sind.    
2.2.5 Fazit 
Anhand der Klassifikation von Groupware wurde zunächst das Forschungsfeld CSCW in 
der  ganzen Breite betrachtet, um die vorliegende Arbeit besser einordnen und abgrenzen 
zu können. Es wurde eine hybride Taxonomie aus 3K-Modell und Zeit-Klassifikation 
gewählt. Im Fortgang der Arbeit steht die Betrachtung synchroner Kooperationssysteme 
im Vordergrund, also Groupware, die zeitlich unmittelbare Interaktion im Rahmen einer 
Groupwaresession zur Verfügung stellt, wobei sie die Nutzer überwiegend bei 
Kooperationsaufgaben unterstützt. 
Bei der Zusammenstellung aus der Literatur bekannter Charakteristika von Groupware 
im Allgemeinen und synchronen Kooperationssystemen im Speziellen, wurden die 
Problemfelder deutlich, die in vielen Forschungsarbeiten betrachtet wurden und zum Teil 
offene Probleme beinhalten. Ein zentrales Element synchroner Kooperationssysteme ist 
die Synchronisierung gemeinsamer Objekte innerhalb einer Groupwaresession.  
Bei der anschließenden Klassifikation synchroner Kooperationssysteme anhand des 
Kriteriums der Art der gemeinsamen Objekte zeigte sich, dass File Sharing, Shared 
Viewing, Shared Editing und Application Sharing gänzlich unterschiedliche 
Anforderungen an Mechanismen zur Synchronisierung gemeinsamer Objekte stellen, so 
dass es schwer möglich ist, Mechanismen zu entwickeln, die gleichzeitig effizient und 
universell einsetzbar sind. Es empfehlen sich deshalb für jeden Anwendungsbereich 
spezielle Methoden (siehe Tabelle 2-4). 
Für Shared-Viewing-Anwendungen wird sowohl 1:n Push (für einen Präsentationsmodus) 
als auch n:m Pull (für einen Modus mit freiem Zugriff auf gemeinsame Objekte) benötigt. 
Während 1:n Push schon weitreichend erforscht ist, gibt es nach Wissen des Autors 
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bislang keine Forschungsarbeiten, die sich mit dem Einsatz von n:m Pull in synchroner 
Groupware oder Rich Media Collaboration Applications auseinandersetzen.  
Die Externality Proxies von Begole et. al. [BSS+01] stellen jedoch einen interessanten 
Ansatz dar, wie mit URL-ähnlichen Pfaden 1:n Pull realisiert werden kann. MVC-basierte 
synchrone Groupware wie Clock [GUN96] oder DistView [PS94] zeigt ergänzend dazu 
eine Möglichkeit für n:m Push, also gleichberechtigten Zugriff bei vollständiger 
Replikation. Das DyCE-System [Tie01] zeigt, wie Push und Pull in einem System 
kombiniert werden können, um n:m-Pull-ähnliche Funktionalität zu erreichen.  
 
Tabelle 2-4 - Methoden zur Synchronisierung gemeinsamer Objekte 
Anwendung Charakteristika Geeignete 
Methoden 
File Sharing Synchronisierung von Sammlungen von 
Dateien, gelegentliche Änderung, 
gleichberechtigte Teilnehmer 
n:m Push 
Shared Editing Synchronisierung gemeinsam bearbeiteter 
Objektstruktur, hohe Strukturierung, 
vergleichsweise niedrige Datenmengen, 





Meist asymmetrische Nutzung, Transport 
großer Datenmengen mit 
Streamcharakter, kein wahlfreier Zugriff 
auf Objekte  
1:n Push,  
1:n Pull (bei Replicated 
Application Sharing) 
Shared Viewing Wechsel von Präsentationsmodus und 
wahlfreiem Zugriff auf Objekte, große 
Datenmengen aber seltene Änderung der 
Objekte  
1:n Push,  
n:m Pull 
     
 
Der in dieser Arbeit entwickelte Ansatz unterscheidet sich von den vorgestellten 
existierenden Methoden zur Synchronisierung gemeinsamer Objekte in den folgenden 
wesentlichen Punkten: 
1. Er ermöglicht als einziger Ansatz effiziente bedarfsgesteuerte n:m-Verteilung von 
Inhaltsobjekten (n:m Pull), ist aber zeitgleich auch für 1:n Push, 1:n Pull und n:m 
Push geeignet. 
2. Es wird ein Offering-Mechanismus verwendet, der die gemeinsamen Objekte 
anhand von URIs bekannt macht und damit den Teilnehmern ermöglicht, 
wahlfrei auf gemeinsame Objekte zuzugreifen. 
3. Es ist speziell für den Anwendungsfall des Shared Viewings konzipiert und darauf 
optimiert, setzt also über einen längeren Zeitraum unveränderliche Objekte und 
ausschließlich lesende Zugriffe der Sessionteilnehmer voraus. 
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4. Es werden Netzwerkprotokolle zur Realisierung der Objektverteilung definiert, 
die unabhängig von einer konkreten Implementierung oder Programmiersprache 
sind.  
Nachdem nun das Feld synchroner Groupware umfassend betrachtet wurde, werden im 
Folgenden die Hintergründe des zweiten Bestandteils von Rich Media Collaboration 
vorgestellt – IP-basierte Telekommunikationssysteme, wie Audio- und Video 
Conferencing.  
2.3 IP Conferencing 
Schlagworte wie Voice over IP, Skype und SIP sind in den letzten 3 bis 4 Jahren wie 
selbstverständlich in den Sprachgebrauch vieler Breitbandinternetnutzer übergegangen. 
Heute enthalten die meisten Angebote von DSL-Providern die Option, eine Voice-over-
IP-Flatrate dazuzubuchen und damit IP-basiert und meist unter Nutzung der SIP-
Protokollfamilie zu geringen Kosten zu telefonieren. Dies sind Anzeichen dafür, dass IP-
basierte Audiokommunikation schlussendlich beim Endverbraucher angekommen ist.  
Anders verhält es sich mit IP-basierter Videokommunikation. Hier wird, wie von Wilcox 
[WG05] festgestellt, seit Jahren für das jeweils nächste Jahr der Durchbruch prophezeit, 
der bislang (2007) noch nicht eingetreten ist. Dieser wird sich erst einstellen, sobald eine 
kritische Masse von Nutzern bezüglich der drei Merkmale (1) Bandbreite des 
Internetanschlusses, (2) Leistungsfähigkeit der Hardware und (3) Effizienz der zur 
Verfügung stehenden Codecs die Grenze überschritten hat, die für qualitativ hochwertige 
Videokommunikation nötig ist.  
Die hier festgestellte Kluft zwischen Audio und Video offenbart sich auch beim Studium 
der Literatur im Bereich IP-basierter Kommunikation. Die Voice-over-IP-Community 
sieht IP-Kommunikation als logische Weiterentwicklung der Telefonie, die diese in naher 
Zukunft vollständig ablösen wird. So definiert Schulzrinne in [Sch05] IP-Telefonie als: 
“[…] communications services (voice, facsimile, and/or voice-messaging appli-
cations) that are transported via the Internet, rather than the public switched 
telephone network (PSTN).” 
Der Fokus der Betrachtung liegt hier auf der Übertragung von Sprache. Schulzrinne führt 
in [Sch05] weiter aus, dass das Hinzufügen von Video und Groupwarefunktionalität aus 
seiner Sicht keine fundamentalen Änderungen der zugrunde liegenden Architektur 
erfordert. 
Im Gegensatz dazu stellen Autoren mit Videokonferenzhintergrund die Übertragung von 
Video in den Vordergrund, die Audio mit einschließt. So definieren Wilcox und Gibson in 
[WG05] Videokommunikation als: 
„[…] real-time exchange of digitized video images and sounds (ideas and 
information) between conference participants at two or more separate sites. […] 
an exchange must be interactive; it must be two-way.” 
Zur Klärung der Begrifflichkeiten und klaren Abgrenzung des betrachteten Forschungs-
gebietes soll deshalb analog zu Abschnitt 2.2.1 eine geeignete Klassifikation für synchrone 
Kommunikationssysteme gefunden werden. 
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2.3.1 Klassifikation von synchronen 
Kommunikationssystemen 
Das erste abgrenzende Merkmal leitet sich aus der Definition von Wilcox und Gibson ab 
und findet sich in dieser Form auch bei anderen Autoren: die Interaktivität des 
Austauschs von Video- bzw. Audioströmen. Anwendungen für unidirektionales 
Multimedia Streaming wie Video on Demand oder in Webseiten eingebettete Audio- oder 
Videoströme erfordern keine bidirektionale Interaktion und werden deshalb von 
synchronen Kommunikationssystemen abgegrenzt, obwohl sie häufig die gleichen 
Transportprotokolle und Codecs nutzen. Das unidirektionale Streaming wird nach 
[SS07a] in Abhängigkeit der Art der Quelle weiter unterteilt in Streaming mit 
gespeicherten Strömen und Streaming aus Live-Quellen. Es soll in dieser Arbeit nicht 
weiter betrachtet werden. 
Um synchrone Kommunikationssysteme geeignet klassifizieren zu können, wird hier 
zunächst nach der Anzahl der beteiligten Personen in Punkt-zu-Punkt- (2 Teilnehmer) 
und Mehrpunktkommunikation (3 oder mehr Teilnehmer) unterschieden. Da für 
Mehrpunktkommunikation häufig eine grundlegend andere Architektur des Konferenz-
systems zur Anwendung kommt, ist diese Unterscheidung von fundamentaler Bedeutung. 
Die Punkt-zu-Punkt-Kommunikation wird häufig auch als Konversation bezeichnet, 
































Abbildung 2-8 - Einordnung von IP Conferencing 
 
Da der Austausch der Datenströme in Echtzeit erfolgt, muss eine Session zwischen den 
Teilnehmern aufgebaut werden, die die Charakteristika der zu transportierenden Ströme 
festlegt und den Transport steuert. Diese Session wird bei drei oder mehr Teilnehmern 
häufig als Konferenzsession oder auch nur als Konferenz bezeichnet. Im Zwei-Punkt-
Fall wird diese Session häufig in Anlehnung an die klassische Telefonie als Call Session 
oder einfach nur als Call bezeichnet. In beiden Fällen wird damit eine Zeitspanne 
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synchroner Interaktion zwischen den Teilnehmern bezeichnet, die dem Austausch von 
Kommunikationsdatenströmen dient. 
Anhand der genutzten Vermittlung lassen sich die Systeme weiter in IP-basierte 
Kommunikation und nicht IP-basierte Kommunikation unterscheiden. IP-basierte 
Systeme setzen sich in den letzten Jahren immer mehr durch und werden langfristig 
nicht-IP-basierte Systeme verdrängen, da sie den Trend hin zur Netzkonvergenz 
unterstützen und Integration mit anderen Internetanwendungen und -diensten 
ermöglichen. Die nicht-IP-basierten Systeme sollen im Folgenden nicht weiter betrachtet 
werden.  
Als nächstes Klassifikationsmerkmal wurde bereits die Unterscheidung nach Typ der 
Medienströme genannt. Hier wird in Systeme mit Audio-, Video- und 
Textkommunikation unterschieden. Typischerweise tritt dabei Video nur in Verbindung 
mit Audio auf, außer in speziellen Anwendungen wie z.B. der Videokommunikation 
mittels Gebärdensprache. Das Video transportiert also meist keine verbalen 
Informationen, sondern dient der Anreicherung verbaler Informationen durch nicht-
verbale Informationen wie Mimik und Gestik. 
Im Bereich der IP-basierten Konversationssysteme ergeben sich damit die Kategorien IP-
Telephonie, IP-Videotelephonie und Instant Messaging für synchrone Audio-, Video- 
oder Textkommunikation zwischen 2 Teilnehmern. Für den Mehrpunktfall werden 
dagegen die Kategorien Audio Conferencing, Video Conferencing und Mehrpunkt-Chat 
unterschieden. Diese Systeme können natürlich auch im Zweipunktmodus betrieben 
werden, schließen also die Funktionalität der Konversationssysteme mit ein. 
Nach dieser Klassifikation und Abgrenzung sollen nun ausgewählte charakteristische 
Merkmale von IP-Conferencing-Systemen aufgezeigt werden, anhand derer eine 
feingranularere Einordnung existierender Systeme erfolgen kann und die gleichzeitig 
grundlegende Fragestellungen dieses Forschungsgebietes umreißen. 
2.3.2 Charakteristika von IP Conferencing 
Ein wesentliches Merkmal von IP-Conferencing-Systemen wurde bereits gennant: die 
Interaktivität des Austauschs von Medienströmen, auch als Prinzip des two-way 
interaction bezeichnet. Die Interaktivität führt dazu, dass die Medienströme in Echtzeit 
entstehen und im Gegensatz zu Multimedia Streaming in der Regel keine 
Zwischenpufferung größeren Umfangs möglich ist, da sonst die Interaktivität verloren 
geht. Quelle des Medienstromes ist immer ein Client und nicht wie beim Streaming ein 
Server.  
Aus dieser Interaktivität ergeben sich hohe Echtzeitanforderungen [SN04], die beim 
Entwurf von Konferenzsystemen beachtet werden müssen. So gibt es für jedes von der 
Quelle zum Empfänger transportierte Datenpaket mit Audio- oder Videodaten eine 
Deadline, bis zu der dieses Paket beim Empfänger abgespielt werden muss. Diese ergeben 
sich aus den maximal tolerierbaren Ende-zu-Ende-Verzögerungen für eine flüssige 
Konversation. Des Weiteren muss der Jitter, also die Varianz der Laufzeit von 
Datenpaketen durch das Netzwerk, beim Empfänger durch einen Zwischenpuffer 
ausgeglichen werden und die in separaten Datenpaketen transportierten Audio- und 
Videodaten anhand von Zeitstempeln synchronisiert werden.    
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Da die anfallenden digitalisierten Medienströme vor allem für Live-Video in 
ansprechender Auflösung sehr umfangreich sind, ist eine effiziente Komprimierung 
der Signale notwendig. Das erste digitale Videotelefon von Bell Labs aus dem Jahr 1964 
brauchte noch das Äquivalent von 100 Telefonleitungen, um ein Bild mit halber 
Fernsehauflösung zu übertragen [WG05]. Heute ist es bereits möglich, die gleiche 
Qualität mit Software-Codecs auf einem handelsüblichen PC mit einer Bandbreite der 
Internetanbindung von 128 kBit/s zu erreichen. Für die Leistung der Codec-Komponente 
(Kodierer/Decodierer) ist neben der Leistungsfähigkeit der eingesetzten CPU auch die 
Effizienz des Codierungsalgorithmus entscheidend.  
Da vor allem für Video Conferencing selbst bei den heute zur Verfügung stehenden hoch 
effizienten Codecs und großen Bandbreiten in den meisten Fällen keine optimale Qualität 
erzielt werden kann, realisieren die existierenden Systeme immer einen Kompromiss 
zwischen erbrachter Dienstqualität (Quality of Service – QoS) und zur Verfügung 
stehenden Ressourcen. Es existieren dabei zwei wesentliche Ansätze für Quality of 
Service: die Anpassung der Medienqualität an schwankende Ressourcen und die 
Reservierung von Ressourcen im Vorfeld einer Session [SN04]. Für beide Fälle ergibt sich 
eine charakteristische wechselseitige Abhängigkeit, die hier als QoS-Tradeoff 
bezeichnet werden soll und in Abbildung 2-9 grafisch dargestellt ist. Bei der 
Vorabreservierung von Ressourcen erfolgt jedoch keine Anpassung des Tradeoff 













Abbildung 2-9 - QoS-Tradeoff 
 
Die Fläche der Dienstqualität im Diagramm kann höchstens so groß sein wie die Fläche 
der Ressourcen. Erhöht sich die Codec-Leistung (zum Beispiel durch bessere Codec-
Algorithmen, mehr CPU-Leistung oder mehr Speicher), oder steht dem System mehr 
Bandbreite zur Verfügung, so vergrößert sich die Ressourcenfläche und damit kann eine 
höhere Framequalität, höhere Frameauflösung oder höhere Framerate erreicht werden. 
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Die Auflösung eines Frames steht dabei bei Videoframes für Breite, Höhe und Farbtiefe 
des Bildes während bei Audioframes die Anzahl Bits pro Sample im unkomprimierten 
Zustand maßgeblich ist. Nach Steinmetz und Nahrstedt [SN04] lässt sich der 
Wertebereich der Dienstqualität durch die Spezifikation von minimalen und maximalen 
QoS-Parametern in Bereiche mit akzeptabler QoS und Bereiche mit nicht akzeptabler QoS 
unterteilen. Genauso lassen sich auch für die einzelnen Ressourcen sinnvolle Minimal- 
und Maximalwerte angeben. Die dadurch entstehenden akzeptablen Bereiche sind in 
Abbildung 2-9 durch gestrichelte Linien gekennzeichnet. 
Ein charakteristisches Merkmal von Codecs ist, dass diese nicht nur zur Verringerung der 
benötigten Bandbreite nützlich sind, sondern auch zur Erhöhung der Dienstqualität 
beitragen können. Kann durch einen besseren Codec ein höherer Komprimierungsfaktor 
(bei Video z.B. 200:1) bezogen auf den unkomprimierten Datenstrom erreicht werden, so 
kann bei gleicher zur Verfügung stehender Bandbreite die Datenrate des 
unkomprimierten Signals erhöht werden. Dies ist entweder durch eine Erhöhung der 
Frequenz der Einzelsignale (Framerate) oder durch eine Erhöhung des 
Informationsgehalts der Einzelsignale realisierbar. Beides führt zu einer Verbesserung 
der vom Nutzer wahrgenommenen Qualität, solange sich diese unterhalb einer 
Sättigungsstufe befindet (siehe dazu die Diskussion des Begriffs „optimale Qualität“ im 
Kontext von Rich Media Collaboration in Abschnitt 4.1.1).  
Aber auch bei gleich bleibenden Ressourcen kann das Rechteck der Dienstqualität 
verschoben werden, wenn z.B. eine höhere Framerate durch den Nutzer gewünscht wird. 
In diesem Fall verringert sich z.B. die Bildqualität eines Frames (Fläche des Rechtecks 
bleibt gleich), da ein höherer Komprimierungsfaktor für die verlustbehaftete 
Komprimierung eingesetzt werden muss. Dies ist häufig als Konfigurationsmöglichkeit in 
Videokonferenzsystemen zu finden. Der Nutzer kann hier zwischen einem flüssigeren 
Bild, also besserer Darstellung von Bewegung, oder einer höheren Einzelbildqualität 
wählen. 
Ein weiteres charakteristisches Merkmal von Konferenzsystemen ist die Topologie des 
Verteilungssystems, die häufig auch als Konferenzmodell bezeichnet wird. Hier 
unterscheidet man zwischen lose gekoppelten Topologien und eng gekoppelten 
Topologien, sowie dem Peer-to-Peer-Ansatz als Sonderfall. Die verschiedenen 
Conferencing-Topologien und ihre Vor- und Nachteile werden in Abschnitt 4.3.1 
diskutiert. 
Die übertragenen Daten in einem Konferenzsystem sind Datenströme und zugehörige 
Steuerungsinformationen. Diese sind durch kontinuierliche Übertragung von Daten in 
bestimmten Intervallen geprägt. Bei Integration von Audio und Video, sowie bei 
Mehrpunktkonferenzen treten eine Vielzahl solcher Datenströme auf, die an die 
Teilnehmer verteilt und miteinander synchronisiert bzw. gemischt werden müssen. Jeder 
dieser Datenströme muss dabei konfigurierbar sein (siehe QoS-Tradeoff in Abbildung 
2-9), so dass eine Lastkontrolle und Adaption an heterogene Anwendungsumgebungen 
möglich ist. 
Text-Chat und die in Abschnitt 2.2.3 diskutierten Shared-Viewing-Anwendungen weisen 
keine Datenströme mit diesen Eigenschaften auf, so dass hier nur in begrenztem Maß von 
Konferenzanwendungen gesprochen werden kann. Die Datenströme haben hier eher 
Event-Charakter, treten also aperiodisch in Folge von Nutzeraktionen auf. Teile von 
Konferenzsystemen werden trotzdem häufig als Infrastruktur für synchrone Groupware 
benutzt, da sie die grundlegenden Mechanismen des Session-Aufbaus und Capability-
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Abgleichs zur Verfügung stellen, die auch zum Aufbau von Groupwaresessions benötigt 
werden. Eine Groupwaresession kann also als Overlay Session über eine Konferenz-
session gelegt werden.    
2.3.3 Standards für IP Conferencing 
Im Bereich des IP Conferencings spielen die Standardisierungsgremien Internet 
Engineering Task Force (IETF - [IET06a]), der Standardisierungs-Sektor der 
International Telecommunication Union (ITU-T - [Int06]) und das 3rd Generation 
Partnership Project (3GPP - [3GP06]) eine tragende Rolle in der technologischen 
Entwicklung. Das Engagement von Industrie und Wissenschaft innerhalb dieser Gremien 
ist groß. Die IETF nimmt hierbei eine Sonderrolle ein, da sich aufgrund der offenen 
Organisationsstruktur auch viele Wissenschaftler in den IETF Working Groups befinden, 
die nicht nur an der Standardisierung existierender Technologien mitwirken, sondern 
zum Teil auch Forschungsergebnisse als IETF-Draft publizieren, um sie innerhalb der 
Working Group zu diskutieren.  
Die in der Folge vorgestellten Standards für IP Conferencing bilden den Grundstock des 
State-of-the-Art im Bereich IP Conferencing, der dann in Abschnitt 2.3.4 an einigen 
Stellen durch teils experimentelle Forschungsarbeiten ergänzt wird. Es existieren drei 
grundlegende Arten von Conferencing-Standards: 
1. Architekturstandards – Beschreibung von Conferencing-Architekturen mit 
verschiedenen Endgeräten und Services  
2. Protokollstandards – Beschreibung von Netzwerkprotokollen, die zwischen den 
verteilten Komponenten eines Konferenzsystems genutzt werden 
3. Codecstandards – Beschreibung von Transportformaten und Algorithmen zur 
Gewinnung des Ausgangssignals (Decodierung) aus codierten Audio- bzw. 
Videoströmen  
Die beiden bekanntesten Conferencing-Architekturen sind die H.323-Architektur der 
ITU-T und die IETF-Konferenzarchitektur, die auf das Signalisierungsprotokoll SIP 
aufbaut. Für synchrone Groupware bedeutsam sind des Weiteren die eng gekoppelten 
Architekturen T.120 und XCON, wobei T.120 die bislang umfassendste Unterstützung für 
Groupwaresessions als Overlay Sessions bietet und deshalb in Abschnitt 2.3.3.3 
vertiefend betrachtet wird.   
Die Protokollstandards teilt Schulzrinne [Sch05] in die folgenden Kategorien ein: 
1. Medientransport – Echtzeittransport von Medienströmen mit Zeitstempel, 
Stream-Identifikation und Entdeckung von Paketverlusten (zum Beispiel Real-
time Transport Protocol -RTP [SCF+03]). Daneben gibt es noch Protokolle zur 
Steuerung dieses Transports (Real-time Transport Control Protocol – RTCP). 
2. Endgeräte-Steuerung – Protokolle zur Ansteuerung von (Thin-Client)-
Endgeräten wie z.B. Media Gateway Control Protocol (MGCP) oder 
Megaco/H.248 
3. Signaling -  Aufbau und Management von Verbindungen, hier kommen meist SIP 
bzw. die Protokolle H.225.0 und H.245 der H.323-Familie zum Einsatz 
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4. Telephone Number Mapping – Abbildung zwischen Telefonnummern und 
logischen Adressen des Konferenzsystems (ENUM) 
5. Call Routing – Protokolle für das Routing von Anrufen zwischen administrativen 
Zonen, z.B. für die Auswahl eines geeigneten PSTN-Gateways. Ein solches 
Protokoll ist das Telephony Routing over IP Protocol (TRIP) 
Die Codecstandards werden in der Literatur mitunter als Protokolle bezeichnet. Dies ist 
jedoch nicht richtig, da Codecs lediglich ein Format für einen Datenstrom beschreiben, 
der dann über ein Medientransport-Protokoll übertragen wird. Bei der Entwicklung von 
Codecstandards ist weniger das für die Protokollentwicklung nötige Expertenwissen aus 
Kommunikations- und Netzwerktechnologie gefragt, sondern Expertise aus dem Bereich 
Multimediatechnik. Die Standardisierung der Videocodecs erfolgt deshalb schon seit 
vielen Jahren in Zusammenarbeit mit der Moving Picture Experts Group (MPEG - 
[Mov06]) der ISO/IEC. Die Audio- und Videocodecs spielen im Rahmen dieser Arbeit nur 
insofern eine Rolle, als dass ihre Adaptivität vorausgesetzt werden muss, um die bereits 
erwähnte dynamische Änderung der Bandbreitenanteile von Videokonferenz und 
synchroner Groupware realisieren zu können. Im Folgenden werden deshalb nur die 
wichtigsten Architektur- und Protokollstandards vorgestellt.   
2.3.3.1 Die H.323-Konferenzumgebung 
Analog zu SIP ist H.323 ein überladener Begriff, der homonym für die H.323-Architektur, 
die H.323-Familie von Konferenzprotokollen, sowie die Basissignalisierung nach H.323 
[ITU00] steht. Die H.323-Architektur definiert Endgeräte und andere Funktionseinheiten 
für Multimediakommunikation über Paket-basierte Netzwerke (PBN). Innerhalb dieser 
Architektur werden eine Reihe von Protokollen benötigt, die als die H.323-
Protokollfamilie bezeichnet werden und deren Zusammenspiel in [ITU00] beschrieben 
ist. 
Die H.323-Architektur unterteilt sich in die Netzwerkarchitektur (Abbildung 2-10), die 
die in einer H.323-Session vorkommenden Entitäten beschreibt, und die Peer-
Architektur (Abbildung 2-11), die das Zusammenspiel der Protokolle auf der Seite der 
H.323-Endgeräte zeigt.  
Netzwerkarchitektur 
Vor der bzw. parallel zur Entwicklung von H.323 befasste sich die ITU-T bereits mit der 
Standardisierung von Audio- und Videokonferenzen über ISDN (H.320), Breitband-ISDN 
(H.321, H.310) und LANs mit garantierten QoS-Eigenschaften (H.322). Diese Tradition 
spiegelt sich auch in der H.323-Architektur [Dat99] [Sch04b] [Tri01] wider (siehe 
Abbildung 2-10).  
Die H.323-Endgeräte, deren Nutzer miteinander kommunizieren möchten, werden als 
H.323-Terminals bezeichnet. Ein solches Terminal muss Audiokommunikation und das 
H.245-Protokoll zur Konferenzsteuerung (Aufbau von Channels, Abgleich von 
Capabilities) unterstützen. Weitere Funktionen wie Videokommunikation oder 
Unterstützung für parallele Datenkonferenzen mit T.120 sind optional. 
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Abbildung 2-10 - H.323-Netzwerkarchitektur 
 
Die Terminals und weiteren H.323-Entitäten werden in Zonen aufgeteilt, die jeweils von 
einem Gatekeeper verwaltet werden. Dieser ist der zentrale Anlaufpunkt für alle 
Endgeräte in der entsprechenden Zone, d.h. Verbindungen müssen über den Gatekeeper 
aufgebaut werden, falls dieser vorhanden ist. Er übernimmt die Aufgaben der 
Zugangskontrolle, Adressumsetzung, Bandbreiten-Verwaltung und Abrechnung und 
steuert die anderen H.323-Entitäten in der Zone.  
Damit H.323-Endpunkte auch mit H.320-Endpunkten und anderen Entitäten 
kommunizieren können, wurde in H.323 das Gateway als optionale Komponente 
definiert. Es tritt gegenüber der H.323-Zone und dem Zielnetzwerk als Terminal auf und 
übersetzt die Protokolle ineinander. Neben den bereits in H.323 vorgesehenen 
Protokollumsetzern nach ISDN und PSTN, gibt es mittlerweile auch Protokoll-Übersetzer 
nach SIP, wie z.B. das SIP-H.323 Signaling Gateway der Columbia University [Sin02].     
Für Mehrpunktkonferenzen wird des Weiteren eine Multipoint Control Unit (MCU) 
benötigt, die für die Verwaltung und Verteilung der Medienströme verantwortlich ist. Sie 
besteht aus einem Multipoint Controller (MC), der die Steuerungsaufgaben übernimmt 
und mehreren Multipoint Processors (MP), die für die Verarbeitung, Weiterleitung und 
das Mischen von Medienströmen zuständig sind. 
Peer-Architektur 
Angelehnt an Glasmann et al. [GKM03] besteht die Peer-Architektur einer H.323-Entität 
aus den in Abbildung 2-11 dargestellten Komponenten. Es werden die beiden 
Hauptfunktionsbereiche Signaling / Conference Control zum Aufbau und zur Steuerung 
von Konferenzsessions sowie AV-Streaming für Empfang und Übertragung von 
Medienströmen unterschieden.  
Die wichtigsten Teilprotokolle für Signaling und Conference Control sind der Rufaufbau 
nach Q.931/H.225.0, die Gatekeeper-Steuerung über RAS/H.225.0 (RAS steht dabei für 
Registration, Admission, and Signaling), sowie die Konferenzsteuerung nach H.245. Um 
einen Anruf aufzubauen, wird der RAS-Kanal von H.225.0 zur Kommunikation mit dem 
Gatekeeper benutzt. Ankommende Anrufe werden mit Q.931 signalisiert und daraufhin 
eine Verbindung aufgebaut. Schließlich dient H.245 dazu, die Parameter der 
Medienkanäle abzugleichen. 
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Abbildung 2-11 - H.323-Peer-Architektur  
Für den Teil des AV-Streaming werden die Audio-/Videocodecs der G.7xx-Serie bzw. der 
H.26x-Serie verwendet. Der Transport erfolgt über RTP/RTCP [SCF+03]. Die einzelnen 
Datenpakete werden dafür mit Zeitstempeln und Sequenz-IDs versehen. Beim Empfang 
müssen die Pakete anhand dieser Informationen wieder in die richtige Reihenfolge 
gebracht werden, da durch die Nutzung von UDP als paketorientiertes Transportprotokoll 
unterschiedliche Paket-Laufzeiten (Jitter) und Paketverluste auftreten können. Dies wird 
durch die Komponente „Buffering and Synchronisation“ realisiert.  
2.3.3.2 SIP und die IETF-Konferenzarchitektur 
Im Gegensatz zum Top-Down-Ansatz von H.323 ist das Session Initiation Protocol (SIP) 
eher eine Bottom-Up-Entwicklung. Bereits existierende und bewährte Bausteine des 
Internets wie URIs und die grundlegende Struktur von HTTP-Messages wurden 
zusammen mit neuen Entwicklungen zu einem umfassenden Protokoll für Aufbau und 
Management von Sessions zusammengesetzt. Deshalb wird in dieser Arbeit für den 
Vergleich von Architekturen nicht von der SIP-Architektur sondern von der Konferenz-
architektur der IETF gesprochen, die jedoch auf SIP als zentrales Element aufbaut.  
SIP basiert auf den Arbeiten von Henning Schulzrinne [Sch96b] [Sch97] und Mark 
Handley und wurde in der ersten Version 1999 als RFC 2543 [HSS+99] von der MMUSIC 
Working Group veröffentlicht. Da RFCs nicht versioniert werden, ist die zweite 
aktualisierte Fassung des SIP-Standards von 2002 (jetzt in einer eigenen SIP Working 
Group entwickelt) unter der neuen RFC-Nummer 3261 [RSC+02] publiziert. An dieser 
Version hat neben anderen Autoren Jonathan Rosenberg [Ros01] maßgeblich mitgewirkt. 
Die Zielsetzung von SIP wird in RFC 3261 [RSC+02] wie folgt beschrieben: 
This document describes Session Initiation Protocol (SIP), an application-layer 
control (signaling) protocol for creating, modifying, and terminating sessions 
with one or more participants. These sessions include Internet telephone calls, 
multimedia distribution, and multimedia conferences. 
Dies verdeutlicht den bereits erwähnten Bottom-Up-Ansatz. Es wird ein Protokoll 
gesucht, das die verschiedenen Anforderungen des Aufbaus von Echtzeit-Sessions in 
einem einheitlichen IP-basierten Protokoll bündeln kann. Dies sind im Einzelnen: 
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1. Lokalisierung von Teilnehmern, bzw. des Endgerätes, das sie zur 
Kommunikation benutzen wollen 
2. Anzeige der Verfügbarkeit von Teilnehmern 
3. Abgleich von Capabilities, z.B. welche Audio-/Videocodecs für die 
Kommunikation verwendet werden sollen 
4. Aufbau einer Session 
5. Management einer Session, z.B. Rufweiterleitung und Abbau von Sessions 
In Analogie zu H.323 wird im Folgenden die Netzwerkarchitektur und die Peer-
Architektur von SIP-basierten Systemen betrachtet. 
Netzwerkarchitektur 
Eine genaue Netzwerkarchitektur für SIP-Systeme anzugeben ist schwierig, da eine solche 
von den SIP-Spezifikationen nicht festgelegt wird. Wie Rupp et al. in [RSL02] feststellen, 
ist dies auf die gegensätzlichen Standardisierungs-Philosophien von ITU-T und IETF 
zurückzuführen. Durch die ITU-T werden zunächst Architekturen und Funktionen 
definiert und dann Protokolle, die diese Funktionen ausführen. Bei diesem Ansatz sind 
Protokolle austauschbar, solange sie die funktionale Spezifikation erfüllen. Die IETF 
spezifiziert dagegen Protokolle und macht kaum Annahmen über zugrunde liegende 
Architekturen, was dazu führt, dass diese in gewissen Grenzen austauschbar sind.  
Abbildung 2-12 zeigt in Anlehnung an Houri [Hou03] und Rupp et al. [RSL02] eine 
Netzwerkarchitektur für SIP-basierte Systeme. Diese hat jedoch aus den genannten 
Gründen nur exemplarischen Charakter und soll das Zusammenspiel der 





















Abbildung 2-12 - Netzwerkarchitektur SIP-basierter Systeme 
Die SIP-Terminals werden auch als SIP User Agents bezeichnet. Es spielt dabei keine 
Rolle, ob es sich um ein SIP-Telefon oder eine SIP-Anwendung auf einem Rechner 
handelt. Ein User Agent besteht aus User Agent Client (UAC) und User Agent Server 
(UAS). Eine Kommunikation erfolgt immer nach dem klassischen Client-Server-
Paradigma als Request von einem UAC zu einem UAS. Da aber beide Komponenten 
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immer in einem SIP-Terminal vorhanden sein müssen, wird damit eine Peer-to-Peer-
Kommunikation realisiert. 
Neben den Terminals stehen folgende Serverkomponenten zur Verfügung: 
- Proxy: Weiterleitung von SIP-Nachrichten in andere Teilnetze 
- Redirect Server: Ermittlung der aktuellen Adresse eines Teilnehmers (Mobilitäts-
Unterstützung) 
- Registrar Server: Adressauflösung und Adressumwandlung 
- Presence Server: Anzeige von Nutzerverfügbarkeit 
- PBX: Private Branch Exchange – Telefonanlage für SIP-Telefone 
- Gateway: Kopplung mit anderen Netzen wie dem herkömmlichen Telefonnetz 
oder H.323-Netzen 
- MCU: Multipoint Control Unit – zum Medienaustausch in Mehrpunkt-
konferenzen 
Ein typischer Verbindungsaufbau erfolgt meist über ein oder mehrere Proxies. Dabei wird 
eine INVITE-Nachricht mit der SIP-URI des gewünschten Kommunikationspartners an 
den Proxy geschickt, der diese an den Proxy des Zielnetzes weiterleitet. Dort wird sie dem 
Empfänger zugestellt, der zunächst mit „180 Ringing“ und später mit „200 OK“ 
antwortet, wenn die Verbindung aufgebaut werden konnte. 
Ein wichtiges Merkmal der SIP-Architektur ist, dass das Routing für den 
Verbindungsaufbau immer über die Proxies erfolgt, falls diese vorhanden sind. Die 
Adressen der Proxies werden anhand von DNS-Einträgen ermittelt. Dies entspricht dem 
Vorgehen bei E-Mail-Systemen und nutzt somit vorhandene Internetinfrastruktur. Der 
Transport der Mediendaten erfolgt jedoch immer direkt über eine RTP-Session zwischen 
den Kommunikationspartnern. 
Peer-Architektur 
Abbildung 2-13 zeigt die Peer-Architektur eines SIP-Systems. Das Audio-/Videostreaming 
wird wie bei H.323 ebenfalls über die Audiocodecs der Serie G.7xx und die Videocodecs 
H.26x sowie das Echtzeittransportprotokoll RTP/RTCP realisiert. Signaling und 
Conference Control basieren vollständig auf dem SIP Core mit dem Session Description 
Protocol (SDP [HJ98]) zur Beschreibung von Session-Parametern.  
Durch den modularen Aufbau von SIP kann der SIP Core durch verschiedene optionale 
Erweiterungen ergänzt werden, die jeweils in eigenen RFCs spezifiziert sind. Die 
Unterstützung bestimmter SIP-Methoden wird als Antwort auf den OPTIONS-Request 
mitgeteilt. Diese Erweiterungen umfassen derzeit Instant Messaging (MESSAGE - RFC 
3428), Notification Service (NOTIFY – RFC 3265), Rufweiterleitung (REFER - RFC 
3515), Modifikation von Session-Parametern (UPDATE - RFC 3311), Versenden beliebiger 
Informationen (INFO - RFC 2976), sowie zuverlässigen Transport von Bestätigungen 
(PRACK – RFC 3262). 
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SIP Core + SDP
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Abbildung 2-13 - SIP-Peer-Architektur  
 
SIP kann als Transport sowohl auf TCP als auch auf UDP aufsetzen. Der Empfang einer 
SIP-Nachricht muss deshalb immer bestätigt werden und ggf. der Sender nach einem 
Timeout den Sendevorgang wiederholen. Nähere Informationen zu den 
Protokollmechanismen von SIP sind im Standard selbst oder der einschlägigen Literatur 
zu finden [RSC+02] [RSL02] [Hou03]. Als gute Informationsquellen sind des Weiteren 
das SIP-Forum (http://www.sipforum.org/), das SIP-Center 
(http://www.sipcenter.com/) und die Link-Sammlung von Henning Schulzrinne 
(http://www.cs.columbia.edu/sip/papers.html) zu empfehlen.   
H.323 vs. SIP 
Die Standardfamilien H.323 und SIP wurden bereits von vielen Autoren untersucht und 
miteinander auf ihre Eignung für typische Anwendungsszenarien hin verglichen 
[GKM03] [SR98] [KPP04] [3GP00]. Eine allgemeingültige Empfehlung für die eine oder 
andere Lösung lässt sich nicht geben, auch wenn der Trend bereits seit einiger Zeit in 
Richtung SIP-basierter Systeme geht.  
H.323-Systeme sind derzeit noch weiter verbreitet als SIP-basierte Systeme. H.323 bietet 
auch nach wie vor einen größeren Funktionsumfang und ist durch die ASN.1-basierte 
Codierung präziser in der Spezifikation der Protokolle und damit besser für 
Interoperabilität geeignet.  
SIP setzt sich in den letzten Jahren vor allem aufgrund der einfachen 
Implementierbarkeit sehr schnell durch, da Text-basierte Protokolle verwendet werden, 
die an das bekannte HTTP angelehnt sind. SIP passt sich auch besser in existierende IP-
Infrastrukturen ein und unterstützt Nutzermobilität, was vor allem in mobilen Szenarien 
wie Videokonferenzen über UMTS eine wichtige Rolle spielt. Langfristig ist also zu 
erwarten, dass sich SIP durchsetzen wird. Aufgrund der hohen Marktdurchdringung und 
durch die Möglichkeit der Gateway-Kopplung werden jedoch H.323-Systeme noch eine 
lange Zeit parallel neben SIP-Systemen zu finden sein. 
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2.3.3.3 T.120 als Konferenzumgebung für 
kollaborative Anwendungen 
Die beiden betrachteten Konferenzsysteme H.323 und SIP decken die meisten Aspekte 
der Audio- und Videokommunikation zuverlässig ab. Für die Integration kollaborativer 
Anwendungen in Konferenzsessions sind jedoch die angebotenen Mechanismen nicht 
ausreichend, da dafür zuverlässige Mehrpunkttransportdienste, erweiterte Mechanismen 
zur Nutzerverwaltung und typische Funktionalitäten eines Groupwareframeworks wie 
Floor Control und Notification Services benötigt werden.  
Mit den Standardfamilien T.120 und T.130 wurde von der ITU-T in den Jahren 1994 bis 
1998 der Versuch unternommen, eine standardisierte Konferenzumgebung für eng 
gekoppelte Konferenzen zu schaffen, die im Vergleich zu H.323 solche erweiterte 
Mechanismen bietet. Des Weiteren sollte ein Dienst für den zuverlässigen Mehrpunkt-
transport von Daten geschaffen werden, der es erlaubt, neben Audio- und Videoströmen 
auch kollaborative Anwendungen in eine Konferenzsession einzubinden.  
Nachdem die Entwicklung der T.120-Serie 1998 abgeschlossen war, wurde das 
ursprüngliche Ziel, eine umfassende Konferenzumgebung zu schaffen, nicht weiter 
verfolgt. Die geplante T.130-Serie „Audio-visual Control for Multimedia Conferencing“ 
wurde nicht realisiert. Stattdessen wird T.120 heute meist in Verbindung mit H.323-
Systemen genutzt. Die Unterstützung von T.120 kann beim Aufbau einer H.323-Session 
angezeigt werden. 
Da aber T.120 historisch bedingt als vollwertige Konferenzumgebung und nicht als Zusatz 
zu H.323 geplant war, wird auch immer eine parallele T.120-Konferenz aufgebaut, wenn 
H.323 und T.120 zusammen genutzt werden. Dies führt zu einem deutlichen Overhead in 
der Konferenzverwaltung, hat jedoch den Vorteil, dass T.120 auch Stand-Alone oder in 
Verbindung mit SIP genutzt werden kann.   
Ähnlich wie bei H.323 definiert T.120 eine ganze Standardfamilie. Im Rahmenstandard 
„Data Protocols for Multimedia Conferencing“ [ITU96a] wird die Zielsetzung der T.120-
Serie wie folgt definiert: 
“The T.120-Series of Recommendations collectively define a multipoint data 
communication service for use in multimedia conferencing environments. […]  
This Recommendation provides facilities to establish and manage interactive 
communications (conferences) involving two or more participants on and 
between a variety of different networks. […]  
This Recommendation makes provisions to ensure interoperability of commonly 
required functionality such as file transfer, still image exchange and shared 
whiteboards through the definition of standardized application protocols.” 
Die ersten beiden Absätze beschreiben die Infrastruktur-Dienste für zuverlässigen 
Mehrpunkttransport und Konferenzmanagement, während der dritte Absatz 
Interoperabilität zwischen kollaborativen Anwendungen als Ziel definiert. Analog werden 
im Folgenden die Recommendations genannten Standards der T.120-Serie in die T.120-
Infrastruktur (T.121, T.122, T.123, T.124, T.125) und die standardisierten 
Anwendungsprotokolle (T.126, T.127, T.128, T.134), die auf diese Infrastruktur aufsetzen, 
unterteilt. Die Infrastruktur kann auch mit proprietären Anwendungsprotokollen genutzt 
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werden. Meist wird auch nur die Infrastruktur bezeichnet, wenn auf T.120 referenziert 
wird.  
Wenn von T.120-Kompatibilität die Rede ist, muss dementsprechend immer zwischen 
Kompatibilität auf Ebene der Infrastruktur und Kompatibilität zwischen kollaborativen 
Anwendungen unterschieden werden. Während die T.120-Infrastruktur breite 
Unterstützung durch WebConferencing-Systeme wie WebEx [Web06] [War02] erfährt, 
sind nur wenige Systeme (z.B. Microsoft NetMeeting [Mic04]) zu den standardisierten 
Anwendungen der T.120-Serie kompatibel. Im Folgenden soll zunächst die T.120-
Infrastruktur vorgestellt werden.    
Netzwerkarchitektur 
Wie schon für H.323 und SIP wird zunächst die Netzwerkarchitektur, die die in T.120 
definierten Entitäten bilden, betrachtet. T.120 unterstützt wie H.323 das Konzept der 
MCUs zur Kopplung mehrer Terminals in einer Mehrpunktkonferenz (siehe Abbildung 
2-14). Es werden jedoch auch die Kaskadierung von MCUs und sogenannte Multiport 
Terminals (Kombination aus leichgewichtiger MCU und Terminal) unterstützt. Damit ist 
eine beliebige Baumtopologie realisierbar, die als Sonderfall die in den meisten Fällen 












Abbildung 2-14 - T.120-Netzwerkarchitektur 
 
Die unterschiedlichen T.120-Entitäten werden als Nodes bezeichnet, die jeweils als 
Terminal, Multiport Terminal oder MCU auftreten können. Innerhalb der T.120-
Hierarchie hat außer dem Wurzelknoten des Baumes jeder Node einen übergeordneten 
Node. Die Hierarchie wird für die Mehrpunktverteilung der Daten genauso genutzt wie 
für die Verwaltung und Steuerung der Konferenz. Der Wurzelknoten der Hierarchie wird 
als Top-Node bezeichnet und übernimmt besondere Aufgaben in der Session-Verwaltung 
und beim Mehrpunkttransport.  
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Peer-Architektur 
Abbildung 2-15 zeigt die Peer-Architektur eines T.120-Nodes in vereinfachter 
Darstellung. Da hier nur IP Conferencing betrachtet werden soll, wird T.123 als 
generische Transportschicht durch TCP/IP ersetzt. In dieser Form wird die T.120-
Infrastruktur in vielen IP-basierten Systemen eingesetzt.      
Das Generic Application Template T.121 [ITU96b] gibt das Rahmenwerk vor, mit dem 
beliebige kollaborative Anwendungen in eine T.120-Konferenz integriert werden können. 
Eine solche Anwendung muss eine oder mehrere Application Protocol Entities (APEs) in 
der Konferenz starten, um mit anderen APEs und damit mit kollaborativen Anwendungen 
auf anderen Knoten kommunizieren zu können. Gleichartige APEs erkennen sich anhand 
eines App-ID genannten Identifikators und nehmen an einer abgegrenzten Session 
innerhalb der T.120-Konferenz teil. Eine App-ID ist gleichbedeutend mit einem 
Anwendungsprotokoll, das frei definiert werden kann und neben dem 
Mehrpunkttransport des MCS auch auf andere Dienste der T.120-Infrastruktur 
zurückgreifen kann. 
Der Multipoint Communication Service (MCS) ist der zentrale Dienst der T.120-
Infrastruktur und befindet sich direkt oberhalb der Transportschicht. Seine 
Dienstschnittstelle ist in T.122 [ITU98a]  beschrieben, während die genaue Definition der 




Abbildung 2-15 - T.120-Peer-Architektur 
 
Der Multipoint Communication Service unterstützt den Verbindungsaufbau zwischen 
Nodes und schaltet einzelne Verbindungen zu einer Domain zusammen, die der 
Konferenz entspricht. Über das AttachUser-Dienstprimitiv erhält ein Application Protocol 
Entity (APE) eine eindeutige User-ID. Der Mehrpunktdatentransfer als zentraler Dienst 
des MCS wird über logische Channels abgewickelt, die ebenfalls eindeutige IDs besitzen. 
APEs müssen Channels explizit beitreten (ChannelJoin-Request), um Daten empfangen 
zu können. Als Besonderheit tritt jedes APE dem Channel bei, dessen Channel-ID mit der 
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eigenen User-ID identisch ist. Damit sind beliebige n:m-Kommunikationsbeziehungen 
zwischen APEs unter Verwendung der User-ID möglich. Neben dem Mehrpunkt-
datenaustausch und dem Channel-Management wird auch die Token-Verwaltung vom 
MCS realisiert. Token sind Stellvertreter für verteilte Ressourcen, die über diese Token 
gesperrt werden können. Dieser Mechanismus wird im Bereich synchroner Groupware 
häufig auch als Floor Control bezeichnet. 
Auf den MCS setzt die Generic Conference Control (GCC) auf, die Dienste zur Verwaltung 
von Konferenzen, Teilnehmern, Anwendungen und anderen Ressourcen anbietet. Die 
Konferenzverwaltung erlaubt das Erstellen, Modifizieren und Beenden von T.120-
Konferenzen. Dazu wird eine MCS-Domain erzeugt und ein Top-Node festgelegt. Die 
Teilnehmerverwaltung erfolgt über den Conference Roster – einer Liste mit 
Teilnehmerinformationen zu jedem Node in der MCS-Domain. Die Verwaltung der 
Sessions zwischen kollaborativen Anwendungen ist über eine zweite Datenstruktur, den 
Application Roster, realisiert. Hier sind die einzelnen Sessions und die sich darin 
befindenden APEs mit ihren Capabilities verzeichnet. Beide Roster-Strukturen werden als 
replizierte Datenbanken auf allen beteiligten Knoten stets aktuell gehalten. Dies führt bei 
Konferenzen mit hoher Teilnehmerzahl allerdings zu Performanceproblemen (siehe 
Abschnitt 2.3.4). 
Standardisierte APEs 
Neben der beschriebenen Infrastruktur bietet die T.120-Serie als einzige Konferenz-
umgebung auch Spezifikationen für standardisierte kollaborative Anwendungen. Die 
Anwendungen Chat (T.134/T.140) und Mehrpunkt-File-Transfer (T.127) spielen im 
Rahmen dieser Arbeit keine Rolle und sollen nicht weiter betrachtet werden.  
Die beiden standardisierten Anwendungen für Application Sharing (T.128) und 
Whiteboard (T.126) bieten jedoch eine gute Ausgangsbasis für kollaborative 
Anwendungen und sollen deshalb hier detailliert betrachtet werden. Anhand von T.126 
lässt sich zeigen, wie Shared-Viewing-Anwendungen nach dem Push-Prinzip aufgebaut 
sind und welche Ansätze zur Verbesserung der Inhaltsverteilung der hier beschriebene 
Ansatz der Remote Objects Container bietet. 
Der Standard T.128 [ITU98c] für Mehrpunkt-Application-Sharing zeigt die bereits in 
Abschnitt 2.2.4 erwähnte n:m-Push-Charakteristik zur Verteilung der Daten. T.128 
definiert einen virtuellen Desktop, in den jeder Teilnehmer beliebige lokal ausgeführte 
Einzelbenutzeranwendungen einbringen kann. Die Ausgabe dieser Anwendungen wird 
durch geeignete Codierung komprimiert und über den Datentransport des MCS zu den 
anderen Teilnehmern der Application Sharing Session transportiert. In T.128 sind 
Mechanismen zur Lastkontrolle definiert, die die Überlastung des Transportsystems 
verhindern. Aufgrund der speziellen Stream-artigen Mediencharakteristik beim 
Application Sharing trägt dieser Ansatz jdeoch nicht zur Lösung des Problems der 
effizienten Verteilung von Inhaltsobjekten in Rich Media Collaboration Applications bei.  
Mit der Recommendation T.126 „Multipoint Still Image and Annotation Protocol“ 
[ITU97] existiert eine weitere Empfehlung für standardisierte APEs innerhalb der T.120-
Serie, die sich mit dem Austausch von Bildern und Interaktionen darauf, also einer 
klassischen Whiteboard-Anwendung, beschäftigt. Da diese Funktionalität Basis für 
Shared-Viewing-Anwendungen ist, soll sie hier detailliert betrachtet werden. 
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Abbildung 2-16 - Workspacemodell von T.126 
 
Abbildung 2-16 zeigt das Workspacemodell von T.126, das die Grundlage des Shared 
Viewings und der Interaktion bildet. Ein Workspace hat eine eindeutige ID in der Session 
und besteht aus mehreren Ebenen, die in fester Reihenfolge übereinander gelegt werden. 
Typischer Anwendungsfall ist eine Folienpräsentation, bei der die Ebene 0 ein Bitmap 
enthält, die Ebene 1 Zeichnungen und Text, der den Folieninhalten zugeordnet wird und 
die virtuelle Pointerebene einen Telepointer, mit dem der Moderator auf bestimmte 
Inhalte zeigt. Alle Zeichenoperationen beziehen sich auf Workspacekoordinaten in Pixel, 
die von der linken oberen Ecke beginnend gezählt werden. 
Einer Ebene können Bitmaps zugeordnet werden, die an die Teilnehmer im Push-
Verfahren verteilt werden. Des Weiteren werden elementare Zeichenfunktionen für die 
Erzeugung und das Löschen von Freihand-Zeichnungen, Linien, Rechtecken und Ellipsen 
definiert. Die Definitionen für den Telepointer runden die Interaktionsmöglichkeiten von 
T.126 ab. Grafischer Text wird nicht definiert. 
Die Synchronisierung der Anzeigen der Teilnehmer wird durch das Konzept der Views 
erreicht, die optional beim Erzeugen oder Editieren eines Workspaces angegeben werden 
können. Ein solches View zeigt den ganzen oder einen Teil eines Workspaces und kann 
eine der Sichtbarkeitsstufen Hidden (nicht sichtbar), Background (optional sichtbar), 
Foreground (sichtbar) oder Focus (Anzeige erzwingen) haben. Es darf dabei nur eine 
View mit der Sichtbarkeit Focus in der Session geben. 
Obwohl T.126 bereits eine gute Grundfunktionalität für Shared-Viewing-Anwendungen 
bietet, hat es doch einige entscheidende Nachteile: 
1. Das Workspacemodell orientiert sich an einer Zeichenanwendung, in die Bilder 
eingefügt werden können. Die Darstellung von Dokumenten mit mehreren Seiten 
oder weitergehenden Strukturen (Kapitel, Abschnitte, Hyperlinks) wird nicht 
unterstützt. 
2. Die Unterstützung für Late-Joiner ist mangelhaft, da ein designierter Knoten der 
Session (der Session Refresher) bei jedem Late Join sämtliche Inhalte der Session 
an den neu hinzugetretenen Teilnehmer übertragen muss. Dies führt bei großem 
Workspaceumfang bzw. häufigen Late Joins (z.B. auch durch temporäres 
Verlassen der Session) zu einer hohen Netzwerkbelastung und Blockierung des 
Session Refreshers. 
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3. Als Inhaltsobjekte sind nur Bitmaps erlaubt.  
4. Es werden keine Metadaten zu verteilt betrachteten Dokumenten ausgetauscht. 
5. Die Verteilung der Bitmaps erfolgt im Push-Verfahren an alle Teilnehmer, wobei 
immer nur ein Teilnehmer zur gleichen Zeit Bitmaps senden darf (dies wird über 
den Bitmap-Create-Token durchgesetzt).  
Damit ist T.126 zwar als Ausgangspunkt für eine Shared-Viewing-Anwendung geeignet, 
muss jedoch in den genannten Kritikpunkten wesentlich verbessert werden. Die in 
Kapitel 5 definierten Protokolle bauen auf das Workspacemodell und die 
Interaktionsmöglichkeiten von T.126 auf. Der Bereich der Verteilung von Inhaltsobjekten 
wird jedoch vollständig neu definiert und in einen eigenen Dienst für Content 
Distribution ausgelagert.  
T.120 in der Praxis 
Die T.120-Serie wurde in den Erscheinungsjahren mit viel Euphorie begrüßt und von 
vielen namhaften Herstellern in die Entwicklung ihrer Produkte einbezogen. Aufgrund 
der hohen Komplexität und den zum Teil gravierenden Performanceproblemen, wurde 
der Standard jedoch nicht in dem Maße übernommen, wie das von den Entwicklern 
gewünscht wurde. Microsoft NetMeeting ist heute die einzige bekannte vollständige 
Implementierung der T.120-Serie. Die Weiterentwicklung von T.120 wurde im Jahr 2000 
eingestellt. 
Trotzdem bildet T.120 die Grundlage vieler WebConferencing-Systeme wie WebEx oder 
Microsoft Office LiveMeeting. Auch die kollaborativen Erweiterungen von Video-
konferenzsystemen (siehe Abschnitt 2.4.2) setzen in der Regel auf eine T.120-
Infrastruktur auf. Da allerdings Kompatibilität zwischen kollaborativen Anwendungen 
wie Presentation Sharing oder Application Sharing nur erreicht werden kann, wenn 
Anwendungsstandards existieren und eingehalten werden, trägt die Unterstützung der 
T.120-Infrastruktur nicht zur Kompatibilität zwischen diesen Systemen bei. Hier müssten 
Anstrengungen unternommen werden, generische Protokolle zu entwickeln, die eine 
Vielzahl von Kollaborationsszenarien unterstützen und damit Interoperabilität auf 
Anwendungsebene erreichen.    
2.3.3.4 Die XCON-Umgebung für eng gekoppelte 
Konferenzen 
Bei XCON (Centralized Conferencing) handelt es sich um eine aktuell noch laufende 
Standardisierungs-Bestrebung innerhalb der IETF, die ähnlich wie T.120 die Entwicklung 
einer eng gekoppelten Konferenzinfrastruktur mit erweiterten Kontrollmöglichkeiten wie 
Konferenz-Policies, also feingranularen Rechtedefinitionen für Multimediakonferenzen,  
und Floor Control anstrebt. Anders als bei T.120 wird jedoch kein monolithischer 
Architekturentwurf vorgenommen, sondern IETF-typisch ein Bündel von Protokollen 
definiert, das auch in anderen Anwendungsszenarien eingesetzt werden kann. Des 
Weiteren beschränkt man sich zunächst auf Stern-Topologien, um die Komplexität (einer 
der Hauptkritikpunkte an T.120) in Grenzen zu halten. 
Greenfield und Allen präsentieren XCON in [GA03] bereits als künftigen 
WebConferencing-Standard, der sich schnell in die Unified-Communications-
Infrastruktur vieler Unternehmen integrieren wird. Von diesen Zielen ist XCON jedoch 
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noch weit entfernt. XCON entstammt der Arbeit der sehr aktiven SIPPING (Session 
Initiation Protocol Investigation) Working Group  der IETF. Die Motivation der SIPPING 
Group war es, eng gekoppelte Konferenzen mit SIP zu ermöglichen. Da jedoch die 
Mechanismen und Protokolle dafür auch unabhängig von dem eingesetzten Signaling 
definiert werden können, wurde mit der XCON Working Group eine neue Gruppe ins 
Leben gerufen, die eine generische Architektur entwerfen soll. SIPPING wendet die 
Ergebnisse von XCON auf SIP an und ist somit weiterhin für SIP Conferencing zuständig. 
Die XCON-Anforderungen wurden zunächst von SIPPING in [LE05] definiert. Es werden 
komplexe Szenarien für das Discovery, den Aufbau und Abbau von Konferenzen sowie die 
Bearbeitung von Teilnehmer-Informationen und des Konferenzzustandsobjektes 
beschrieben.  
Netzwerkarchitektur 
Das Framework der XCON Working Group in der Version von September 2006 [BBL06] 
beschreibt eine Architektur aus XCON-Clients, die Conference Participants genannt 
werden und aus einem zentralen Knoten, dem Conference Focus (siehe Abbildung 2-17).  
 
 
Abbildung 2-17 - XCON-Netzwerkarchitektur 
 
Das zentrale Konzept von XCON zur Realisierung der engen Kopplung zwischen den 
Conference Participants ist das Conference Object. Dies ist eine (in XML-Notation 
vorliegende) Datenstruktur, die der Konferenz mit seinen statischen und dynamischen 
Informationen, Zuständen und Policies entspricht. Auf das Conference Object greifen die 
folgenden Dienste zu: 
- Conference Control Server – zum Starten und Beenden einer Konferenz und für 
die Manipulation von Policies 
- Floor Control Server – ein Dienst zur verteilten Verwaltung von Ressourcen 
(Floor Control) 
- Notification Service – ein Dienst für Subscribe/Notify-Messaging 
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- ein oder mehrere Foci, die Punkt-zu-Punkt-Signalisierungs-Verbindungen zu den 
Conference Participants unterhalten  
Die Medienverteilung ist von dieser Architektur unabhängig und kann z.B. wie in 
Abbildung 2-17 dargestellt eine zentrale MCU beinhalten, die neben dem Conference 
Focus platziert wird. Es sind aber auch andere Medienverteilungs-Topologien wie Peer-
to-Peer oder Baumtopologien denkbar.  
Peer-Architektur 
Aus den vier zentralen Services ergeben sich die vier Protokolle, die von den XCON-
Entitäten unterstützt werden müssen. Die Peer-Architektur in Abbildung 2-18 zeigt 
wieder die Aufteilung in Signaling / Conference Control und (diesmal allgemeiner) 
Media. Über die genutzten Medien wird in XCON zunächst nichts spezifiziert, hier wird 
angenommen, dass der Abgleich der Medienströme über die Signalisierung, also z.B. das 
SIP-Protokoll in Verbindung mit SDP, erfolgt.  
 








































Abbildung 2-18 - XCON-Peer-Architektur 
 
Das Call Signaling, also der Verbindungsaufbau zwischen XCON-Clients und dem Focus, 
kann wie bereits erwähnt von verschiedenen Signalisierungsprotokollen wie SIP, H.323 
oder dem Extensible Messaging and Presence Protocol (XMPP [Sai04a]) der Jabber-
Community übernommen werden.  
Für die Conference Control konnte sich die XCON Working Group bislang nicht auf einen 
Vorschlag einigen. Es existieren zurzeit drei mögliche Kandidaten: das Centralized 
Conferencing Control Protocol (CCCP), das Conference State Change Protocol (CSCP) und 
das Centralized Conferencing Manipulation Protocol (CCMP). Welches Protokoll sich 
letztlich durchsetzen wird, ist noch unklar. 
Für den Bereich Floor Control gibt es mit dem Binary Floor Control Protocol (BFCP 
[COD05]) bereits einen ausgereiften Draft, der momentan den Status eines RFC-
Kandidaten hat. BFCP bietet ähnliche Mechanismen wie die Token-Funktionen in T.125, 
gliedert diese jedoch in ein eigenständiges binäres Protokoll aus und bietet nützliche 
Erweiterungen wie Wartelisten für Floors und das Konzept des Floor Chair, der die Floor-
Vergabe regulieren kann. 
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Für den Bereich des Subscribe/Notify-Messaging wird vorgeschlagen, die SIP Event 
Notification zu verwenden [Roa02]. Dies ist ein generischer SIP-basierter Dienst zur 
Benachrichtigung über Änderungen an gemeinsamen Objekten. Die Events, die bei 
Änderung dieser Objekte auftreten, können über spezielle Drafts bzw. RFCs, den SIP 
Event Packages, definiert werden. Ein Event Package für den Konferenzzustand einer eng 
gekoppelten Konferenz ist in [Ros05] beschrieben. 
Fazit 
Der in [GA03] beschriebene Zeitplan für die XCON Standardisierung sah eine Publikation 
der RFCs für 3/2005 vor. Die Entwicklung gestaltet sich jedoch schwieriger als erwartet, 
so dass mit einer endgültigen Version erst Ende 2007  oder 2008 gerechnet werden kann. 
Teile der XCON-Architektur werden bereits von der 3GPP für Push-to-Talk over Cellular, 
also Gruppenkommunikation mit GSM-Telefonen, angewendet [OM05]. Darüber hinaus 
wird XCON bislang nicht eingesetzt. 
Eine Etablierung von XCON als WebConferencing-Standard ist fraglich, da 
standardisierte kollaborative Anwendungen bisher nicht betrachtet wurden. XCON wird 
sich deshalb wohl eher als ergänzende Infrastruktur für eng gekoppelte Konferenzen 
neben SIP etablieren und dort eine ähnliche Rolle einnehmen wie T.120 für H.323. Da 
SIP von Haus aus nur Dialoge zwischen 2 Endpunkten vorsieht, bietet sich XCON als 
Lösung für SIP-basierte Mehrpunktkonferenzen an. 
2.3.4 Aktuelle Forschungsarbeiten zu IP 
Conferencing 
Die vorgestellten Standards für IP Conferencing befolgen das zentralisierte Modell zur 
Medienverteilung, d.h. eine MCU oder mehrere hierarchisch organisierte MCUs sorgen 
für die Verteilung der Medienströme. Dem steht das in den 90er Jahren diskutierte 
Modell der Multicast-Verteilung von Medienströmen gegenüber, das jedoch an der 
Heterogenität des heutigen Internets scheitert. Mobile Internetzugänge wie GPRS 
unterstützen momentan kein Multicast. Dieser Ansatz wird deshalb derzeit in der 
Forschung nicht weiter verfolgt. Es sind allerdings Bestrebungen zu verzeichnen, 
Multicast für mobile Netze verfügbar zu machen [Cis05].  
Ein weiterer alternativer Ansatz ist das Peer-to-Peer-Conferencing, also ein 
dezentralisiertes Modell für den Aufbau einer Konferenz und die Verteilung der 
Medienströme. Dieser Ansatz wurde vom Internet Real-Time Laboratory der Columbia 
University untersucht und die Machbarkeit mit SIP-Signalisierung zumindest für kleine 
Nutzergruppen bis zu 10 Teilnehmer nachgewiesen [LS03]. Darüber hinaus  stellen Singh 
und Schulzrinne in [SS05] eine skalierbare Peer-to-Peer-Architektur für Internettelefonie 
auf Basis von SIP vor. Die REGISTER-Message wird verwendet, um das Discovery der 
anderen SIP-Peers und die Verwaltung der Distributed Hash Tables (DHT) 
durchzuführen. P2P SIP baut dabei auf das Chord-Protokoll [SMK+01] auf. 
Diese Ansätze haben den Nachteil, dass die Nutzerverwaltung und Konferenzsteuerung 
dezentral erfolgt und sich deshalb nicht für kollaborative Anwendungen eignet, die eine 
eng gekoppelte Session mit Policy Control und Floor Control benötigen. Deshalb sollen im 
Folgenden nur eng gekoppelte Konferenzarchitekturen in die Entwurfsentscheidungen 
einbezogen werden. 
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Die Columbia University führt neben den vorgestellten Forschungen weiter Arbeiten im 
SIP-Bereich durch, die im CINEMA-System [SJL+01] [SWL+04] gebündelt werden. 
CINEMA (Columbia InterNet Extensible Multimedia Architecture) stellt bereits eine 
Vielzahl SIP-basierter Kommunikations- und Kollaborationsdienste zur Verfügung. Es 
existiert auch eine Whiteboard-Anwendung, die jedoch Push-Mechanismen zur 
Verteilung von Inhaltsobjekten nutzt. 
Im Umfeld von SIP Conferencing wurden ebenfalls Forschungsarbeiten durchgeführt, die 
sich mit der Nutzung von SIP für Mehrpunktkonferenzen beschäftigen [KSX02] [MS02] 
[SNS01]. Die Ergebnisse dieser Arbeiten sind zum Teil bereits in die in Abschnitt 2.3.3.4 
beschriebene Standardisierung der SIPPING und XCON Working Groups eingegangen. 
Die Lulea-Universität untersucht seit mehreren Jahren in Zusammenarbeit mit dem 
Videokonferenzanbieter Marratech [Mar06] verschiedene Aspekte von Conferencing und 
Rich Media Collaboration wie Realisierung von E-Meetings auf mobilen Endgeräten 
[PP03], webbasierten Zugriff auf Aufzeichnungen von E-Meetings [PP04a] oder 
webbasierten Zugang zu Konferenzsystemen [PP04b]. Aspekte der Verteilung von 
Inhaltsobjekten in Rich Media Collaboration Applications wurden bislang noch nicht 
betrachtet. 
Die Konferenzinfrastruktur T.120 wurde von Dirk Trossen bereits 1997 analysiert [TH97]. 
Er kam dabei zu dem Ergebnis, dass die Dienste MCS und GCC zwar eine Vielzahl der 
Anforderungen kollaborativer Anwendungen an eine darunter liegende Infrastruktur 
erfüllen, jedoch aufgrund einiger falscher Entwurfsentscheidungen Performanceprobleme 
auftreten. Vor allem die replizierte Datenbank des GCC bereitet aus seiner Sicht 
Probleme, da bei hohen Nutzerzahlen eine hohe Zahl an Update-Nachrichten verschickt 
werden muss, was somit die Skalierbarkeit einschränkt. Der von Trossen entworfene 
Scalable Conferencing Control Service (SCCS) [Tro00a] [Tro00b] lehnt sich an T.120 an, 
bietet jedoch erweiterte Mechanismen wie das Splitten und Mergen von Konferenzen und 
die Rekonfiguration der Topologie. 
Um bezüglich der genutzten Infrastruktur flexibel zu bleiben, wird in Abschnitt 4.3.4 ein 
abstraktes Framework definiert, das die Anforderungen der später entwickelten 
Protokolle an die darunter liegende Infrastruktur zusammenfasst und generische 
Dienstprimitive spezifiziert. Als Infrastruktur können deshalb neben T.120 auch SCCS 
oder ein auf SIP/XCON oder XMPP basierter Infrastruktur-Dienst eingesetzt werden. 
2.3.5 Zusammenfassung 
Bei der Analyse des Forschungsbereichs IP Conferencing in diesem Abschnitt wurden 
nach der Klassifizierung und Einordnung von IP Conferencing zunächst wie auch schon 
für synchrone Kooperationssysteme (Abschnitt 2.2.2) charakteristische Merkmale 
aufgezeigt, anhand derer die wesentlichen Problemstellungen von IP Conferencing 
deutlich werden. Dies sind die Interaktivität, Komprimierung, der QoS-Tradeoff, die 
Topologie des Verteilungssystems sowie die Charakteristika der Datenströme. 
Anschließend wurden die wichtigsten Conferencing-Standards vorgestellt. Ziel ist es, ein 
grundlegendes Verständnis der im Conferencing-Bereich wichtigen Begriffe und 
Konzepte zu erreichen, das für die folgenden Entwurfskapitel notwendig ist. Es zeigt sich, 
dass Conferencing-Systeme in die beiden generischen Teile Signaling / Conference 
Control und Medien zerlegt werden können. Außer im Falle von T.120 werden dabei 
immer Medienströme mit Streamcharakteristik vorausgesetzt, also digitales Audio oder 
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Video. Die Signaling-Teile sind in gewissen Grenzen austauschbar, so erlaubt 
beispielsweise die XCON-Architektur neben SIP auch H.323 als Signalisierungsprotokoll 
und für T.120 kann eine parallele Videokonferenz sowohl mit H.323 als auch mit SIP 
aufgebaut werden. 
SIP bietet mit der Trennung von Signaling- und Medientopologie, der Nutzung von 
existierender Internetinfrastruktur und der P2P-Kommunikation durch Bündelung von 
UAC und UAS interessante Konzepte, die in die Entwurfsentscheidungen dieser Arbeit 
einfließen. Leider ist die XCON-Entwicklung nicht derart weit fortgeschritten, dass SIP 
und XCON die Basis für kollaborative Anwendungen bieten können.   
Unterstützung für kollaborative Anwendungen bietet momentan nur die T.120-Serie, die 
allerdings seit 2000 nicht mehr weiterentwickelt wird und deshalb als veraltet angesehen 
werden muss. Allerdings lassen sich die Grundkonzepte von T.120 abstrahieren und 
durch ähnliche Konzepte in anderen Konferenzumgebungen nachbilden. Die neu 
entstehende XCON-Familie enthält beispielsweise ein Floor Control Protocol, das 
funktional der Token-Verwaltung von T.125 sehr ähnlich ist.  
Die im Rahmen der T.120-Serie entwickelte standardisierte Whiteboard-Anwendung 
T.126 wurde als grundlegendes Modell für Shared-Viewing-Anwendungen vorgestellt, ist 
jedoch aufgrund der einfachen Push-Verteilung von Objekten nicht für ein n:m-Szenario 
geeignet. Ausgehend von der durch T.126 definierten Basisfunktionalität sollen in Kapitel 
5 Protokolle für die effiziente Verteilung von Inhaltsobjekten in Shared-Viewing-
Anwendungen bei Berücksichtigung der gleichzeitigen Übertragung von Audio- und 
Videoströmen gefunden werden. 
2.4 Existierende Rich Media 
Collaboration Applications 
Nach der isolierten Betrachtung der beiden Bestandteile von Rich Media Collaboration, 
synchrone Groupware und IP Conferencing, sollen nun existierende (kommerzielle) Rich 
Media Collaboration Applications vorgestellt werden, um die praktische Bedeutung der in 
dieser Arbeit entwickelten Protokolle zu verdeutlichen. Da über diese kommerziellen 
Systeme kaum technische Informationen publiziert werden, kann die Darstellung 
ausschließlich aus einer nutzerorientierten Sichtweise erfolgen.  
Der Trend der Rich Media Collaboration hat sich erst in den letzten Jahren 
herausgebildet. Zum gegenwärtigen Zeitpunkt existieren deshalb noch keine Systeme, die 
speziell unter diesem Paradigma neu entwickelt wurden. Es gibt jedoch eine Reihe von 
Anstrengungen, bestehende Systeme in Richtung Rich Media Collaboration zu erweitern. 
Dabei gibt es zum einen die Hersteller kommerzieller synchroner Groupwaresysteme, 
speziell der WebConferencing-Systeme, die ihre Systeme schrittweise um 
Kommunikationsfunktionen erweitern, und zum anderen die Hersteller kommerzieller 
Videokonferenzsysteme, die Groupwareerweiterungen für ihre Systeme entwickeln. Beide 
Richtungen sollen im Folgenden kurz vorgestellt werden.   
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2.4.1 WebConferencing-Systeme mit 
Videokonferenzfunktionen 
WebConferencing-Systeme sind synchrone Groupwaresysteme für virtuelle Meetings, die 
einen mittlerweile mehrere hundert Millionen Dollar schweren Markt unter sich 
aufteilen. Die drei derzeit prominentesten Systeme WebEx [Web06], Microsoft 
LiveMeeting [Mic06] und Macromedia Breeze [Ado06] wurden zusammen mit drei 
weiteren Systemen in [Vam05] untersucht. Die drei genannten Systeme sind 
Technologieführer bei WebConferencing, wobei WebEx mit einem Marktanteil von über 
60% und mehr als 300 Millionen Dollar Jahresumsatz [Wai05] nach wie vor das 
Referenzprodukt darstellt. 
WebConferencing-Dienste sind für die Kunden sehr kostenintensiv: das System wird 
meist als „Hosted Service“ angeboten. Der Provider betreibt somit eigene Serverfarmen 
für das WebConferencing. Preise für 5 Nutzer reichen von 49 Dollar pro Monat für Citrix 
GoToMeeting bis zu 375 Dollar pro Monat für die genannten großen drei Systeme.  
Da WebConferencing-Systeme sehr komplexe verteilte Systeme sind, deren 
Funktionalität nur schwer überschaubar ist, wird hier eine Klassifikation für die 
Funktionsbereiche von WebConferencing entwickelt. Es werden 8 Funktionsbereiche 
definiert, die zu 4 nicht näher bezeichneten Gruppen A bis D lose zusammengefasst sind 
(siehe Tabelle 2-5). 
 
Tabelle 2-5 - WebConferencing-Funktionalität 
ID Kategorie Funktionen 
A1 Sharing Presentation Sharing, Document Sharing, Application 
Sharing, Desktop Sharing, Co-Browsing, File Sharing 




Wiedergabe von Audio- und Videostreams, Flash-




Effiziente Verteilung von Dokumenten, Archivierung, 
Aufnahme und Wiedergabe von Sessions, Analyse der 
Datenströme, Skalierbarkeit 
B2 Session Management Meetingplanung, Berichte, E-Mail-Einladungen, 
Adressbuch, Administration, Moderation, Policies, Breakout 
Rooms 
C1 Session Access Webintegration, Integration in Unternehmenswebseiten, 
Plattformunabhängigkeit, Firewall-Integration 
C2 Sicherheit Verschlüsselung, Authentikation, Ausfallsicherheit 
D Service  Support, Assistenz, Live-Demos, Tutorials, Training, Hilfe 
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Die Kategorien Sharing (A1) und Interaktion (A2) stecken die Kernfelder der Client-
funktionalität ab, nämlich die Interaktion auf Inhaltsobjekten bzw. Shared Views. Als 
neue Entwicklung ist die Multimediaintegration (A3) anzusehen, die die Wiedergabe von 
Audio- und Videostreams, sowie die Integration von Live-Video und Voice over IP 
unterstützt. Diese Kategorie fasst die beschriebenen Erweiterungen von 
WebConferencing-Systemen hin zu Rich Media Collaboration zusammen. Trotz dieser 
zunehmenden Multimedia-Integration wird WebConferencing in den meisten Fällen noch 
in Verbindung mit einer parallelen Telefonkonferenz genutzt, da die Qualität der 
integrierten Audio- und Videoübertragung für Businessanwendungen nicht ausreichend 
ist [Vam05].    
Die Kerndienste werden durch die Content Management and Distribution Services (B1) 
als Serverdienste im Hintergrund gestützt. Die großen WebConferencing-Anbieter 
betreiben zu diesem Zweck eigene Netzwerke von Serverfarmen wie beispielsweise 
WebEx mit dem MediaTone Network [Web03]. Komplettiert werden diese Serverdienste 
durch Session-Management-Funktionalität (B2) wie das webbasierte Anlegen und Planen 
von Konferenzen, Verschicken von E-Mail-Einladungen und erweiterte Möglichkeiten zur 
Steuerung einer Session wie Breakout Rooms oder Policies. 
Der Bereich Session Access (C1) bezeichnet alle Funktionalitäten, die dem einfachen 
Zugang von Nutzern zu einer WebConferencing-Session dienen. So ist die Web-
Integration das (Namens)-prägende Merkmal von WebConferencing-Systemen. 
Allerdings unterscheiden sich diese sehr wohl in der Art der Web-Integration, so werden 
aktuell meist Browser-PlugIns (WebEx), Java Applets (LiveMeeting) oder Flash (Breeze) 
genutzt (siehe Vergleich von Walhöfer in [Wal06]). Für den Einsatz im professionellen 
Umfeld sind auch Sicherheits-Features (C2) wie Verschlüsselung, Authentikation und 
Ausfallsicherheit unverzichtbar. 
Der Service-Bereich (D) rundet die funktionale Betrachtung von WebConferencing ab. Es 
ist dies der größte Wachstumsbereich, da die Technologie trotz weit reichender 
Bemühungen der letzten Jahre noch für viele Nutzer kompliziert zu bedienen ist.  
2.4.1.1 WebEx 
Abbildung 2-19 zeigt einen Screenshot von der Phase des Hinzutretens eines neuen 
Nutzers zu einer existierenden WebEx-Session. Das dargestellte Clientfenster ist ein Java-
basiertes PlugIn, das beim ersten Aufruf der WebEx-Seite im Browser installiert wird. Um 
die Audio-Übertragung hören zu können, muss eine Telefonnummer aus einer nach 
Ländern sortierten Liste ausgewählt werden und eine Meeting-Nummer sowie eine 
Attendee-ID am Telefon eingegeben werden.  
WebEx bietet als Referenzprodukt ausnahmslos alle in Tabelle 2-5 beschriebenen 
Funktionen an. Im Rahmen dieser Arbeit interessieren aber vor allem die Effizienz der 
Verteilung von Inhaltsobjekten, Anpassung an heterogene Anwendungsumgebungen, 
sowie Integration von Videokonferenzfunktionen. Letzteres ist in WebEx sehr weit 
fortgeschritten. Es sind bis zu vier Videobilder gleichzeitig darstellbar. Allerdings sind 
diese nicht stabil und boten im eigenen Test bei der Übertragung zwischen zwei sich im 
gleichen (Ethernet)-Subnetz befindlichen Rechnern nur bis zu einer Bildwiederholrate 
2 Rich Media Collaboration 
60  
von 2-5 Frames pro Sekunde (fps) eine ansprechende Qualität5. Theoretisch ist mit 
WebEx eine maximale Auflösung von 352 mal 288 Pixel bei 15 fps möglich.   
 
 
Abbildung 2-19 - WebEx Startup-Screen 
 
Als Inhalte für das Sharing werden von WebEx eine ganze Fülle von Dateiformaten 
unterstützt, wie in Abbildung 2-20 zu sehen ist. Diese werden in das hauseigene Universal 
Communications Format (UCF) konvertiert. Dazu wird meist eine Host-Anwendung 
aufgerufen. Beispielsweise wird für den Export von PowerPoint-Folien eine minimierte 
Instanz von PowerPoint gestartet.  
Als Standardmodus unterstützt WebEx ausschließlich das 1:n-Sharing von Dokumenten, 
also das klassische Shared Viewing mit einem Moderator und n Zuhörern. Über die Policy 
der Session kann einzelnen Nutzern jedoch das Recht zugewiesen werden, frei in den 
Präsentationen bzw. Dokumenten zu blättern. Dies funktioniert allerdings nur für das 
Betrachten von bereits durch den Moderator gezeigtem Material zuverlässig. So wurde in 
dem bereits erwähnten eigenen Test mit gleichem Versuchsaufbau (2 lokale Rechner, 
öffentlicher WebEx-Server) eine einfache PowerPoint-Präsentation mit 23 Folien, die 
auch einige fotografische Bilder enthält, in WebEx importiert und anschließend auf der 
                                                             
5 Test mit einem öffentlichen WebEx-Testserver, daher nicht repräsentativ. 
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Gegenseite die 11. Folie der Präsentation ausgewählt. Es war jedoch auch nach mehreren 
Minuten Wartezeit noch keine Folie zu sehen, obwohl eine Netzwerkübertragung erfolgte.  
 
 
Abbildung 2-20 - Importmöglichkeiten in WebEx 
 
Daraus lässt sich schließen, dass ein gezielter Abruf noch nicht durch den Moderator 
präsentierter Inhaltsobjekte nicht oder nur in unzureichender Zeit möglich ist. WebEx 
baut mit dem MediaTone Network [War02] [Web03] auf die T.120-Infrastruktur und 
nutzt Push-Technologien zur Synchronisierung gemeinsamer Objekte. Dies gilt in 
ähnlichem Maße auch für weitere WebConferencing-Systeme wie Microsoft LiveMeeting 
und Macromedia Breeze, die hier nicht näher betrachtet werden. Ein Grund dafür ist in 
der historischen Entwicklung dieser Systeme zu sehen, die zunächst nur für den 
Anwendungsfall der asymmetrischen Präsentation unter Nutzung einer paralellen 
Telefonkonferenz gedacht waren.  
2.4.2 Videokonferenzsysteme mit 
Groupwarefunktionen 
Der Markt für Videokonferenzsysteme ist ähnlich umkämpft wie der Markt für 
WebConferencing-Systeme. Eine Umfrage von Wainhouse Research [Wai06] zeigt im 1. 
Quartal 2006 Gesamt-Umsätze der befragten Anbieter von 178,6 Mio. US-Dollar bei 
folgender Marktaufteilung: Polycom 42%, Tandberg 21%, Sony 12%, Aethra 10%, sowie 
Andere 15%. 
Die angebotenen Lösungen der Videokonferenzanbieter lassen sich in die folgenden 3 
Kategorien einteilen: 
1. Gruppen-/Raumsysteme – High-End-Systeme für die Nutzung in Meeting-
Räumen 
2 Rich Media Collaboration 
62  
2. Desktop/Personal – Nutzung des Endgeräts nur durch eine Person, entweder PC-
basiert oder als Zusatzgerät oder auch als mobile Lösung 
3. Videoinfrastruktur – Serverkomponenten wie MCUs, Gateways oder Gatekeeper 
Die Geräte halten sich dabei weitgehend an die H.323-Infrastruktur und sind somit 
zueinander kompatibel, was im Gegensatz zum WebConferencing-Markt weltweite 
systemübergreifende Kommunikation zwischen den Systemen unterschiedlicher 
Hersteller ermöglicht. Die genannten Hersteller beteiligen sich aktiv an der H.323-
Standardisierung. So wurde z.B. 2003 mit H.239 „Role management and additional 
media channels for H.3xx-series terminals“ [Wik06] eine ursprünglich von Polycom 
entwickelte Erweiterung für das gleichzeitige Übertragen mehrerer Videoströme in einer 
Session standardisiert. Diese wird jetzt für das Shared Viewing in den Systemen von 
Polycom, Tandberg und anderen Anbietern verwendet.  
Durch die Nutzung von H.239 erfolgt keine Übertragung von Inhaltsobjekten, sondern 
eine Umwandlung des Fensterinhalts eines Teilnehmers in einen Videostream. Dieser 
Ansatz entspricht dem 1:n Application Sharing mit seinen Vor- und Nachteilen (siehe 
Abschnitt 2.2.3). Daneben existieren meist noch T.120-kompatible Erweiterungen oder 
Kooperationen mit WebConferencing-Anbietern, um kooperative Funktionalität 
anzubieten. Eine echte Integration von WebConferencing und Video Conferencing findet 
jedoch nicht statt, d.h. die Bandbreite zwischen den Systemteilen kann nicht dynamisch 
aufgeteilt werden, wie es aber für typische Nutzungsszenarien wünschenswert ist (siehe 
Anforderungsanalyse in Abschnitt 4.1). 
2.5 Fazit 
In diesem Kapitel wurde das Forschungsgebiet Rich Media Collaboration umfassend 
betrachtet und bewertet. Die Positionierung dieser Arbeit gegenüber verwandten 
Forschungsarbeiten erfolgt anhand der Objektsynchronisierung in synchroner 
Groupware, wie in Abschnitt 2.2.4 beschrieben wurde. Es ist dabei wichtig, festzuhalten, 
dass keine der vier in der Taxonomie definierten Verteilungsmechanismen 1:n Push, n:m 
Push, 1:n Pull und n:m Pull für jeden Anwendungsfall von Rich Media Collaboration 
Applications gleichermaßen geeignet ist. Dies wurde in Abschnitt 2.2.5 anhand einer 
tabellarischen Zusammenstellung der verschiedenen Anwendungen und der dafür 
geeigneten Methoden deutlich. 
Betrachtet man nun umfassende kommerzielle Rich Media Collaboration Applications, 
wie sie in Abschnitt 2.4 vorgestellt wurden, so wird deutlich, dass diese über eine derart 
vielfältige Funktionalität verfügen, dass der Einsatz unterschiedlicher Mechanismen zur 
Objektsynchronisierung nötig ist. Der wahlfreie Zugriff auf Inhaltsobjekte im Rahmen des 
Shared Viewings wird nur unzureichend unterstützt, da bislang vor allem Anwendungs-
szenarien mit asymmetrischem Nutzungsverhalten im Fokus stehen.   
Die historisch bedingte Trennung von Conferencing und synchroner Groupware 
manifestiert sich immer noch in den momentan am weitesten entwickelten Systemen für 
Rich Media Collaboration. Die beiden unterschiedlichen Systemklassen, die in Abschnitt 
2.4.1 (WebConferencing + Kommunikation) bzw. 2.4.2 (IP Conferencing + Kollaboration) 
beschrieben sind, sind trotz großer Annäherung in den letzten Jahren noch sehr weit 
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voneinander entfernt. Je nach Schwerpunkt des Anwendungsfalls werden dann Vertreter 
der ein oder anderen Klasse eingesetzt, oder auch parallel betrieben.  
Ein integrativer Ansatz hin zu echter Rich Media Collaboration muss die 
unterschiedlichen Charakteristika der streambasierten kontinuierlichen Kommunikation 
auf der einen Seite und der Event-basierten zeitkritischen Datenübertragung und 
Interaktion auf der anderen Seite besser unterstützen. Aktuelle adaptive Audio- und 
Videocodecs sind dafür bereits vorbereitet und bieten die Möglichkeit, die Dienstqualität 
zu reduzieren, um die für andere Anwendungen zur Verfügung stehende Bandbreite bzw. 
Rechenleistung zu erhöhen (siehe Betrachtung zum QoS-Tradeoff in Abschnitt 2.3.2). Bei 
existierenden Shared-Viewing-Anwendungen, die die gemeinsamen Objekte im Push-
Verfahren übertragen, fehlt jedoch bislang diese Möglichkeit, was eine optimale Nutzung 
der zur Verfügung stehenden Ressourcen erschwert.  
Die in dieser Arbeit entwickelten Mechanismen zur bedarfsgesteuerten n:m-Verteilung 
von Inhaltsobjekten in solchen Sessions können diese Lücke füllen und Adaptivität auch 
bei der Verteilung statischer Inhalte ermöglichen. Obwohl die Integration von 
Conferencing und synchroner Groupware in dieser Arbeit nur am Rande betrachtet wird, 
ist die hier entwickelte Technologie damit eine wichtige Voraussetzung für eine solche 
erfolgreiche Integration.   
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Das Internet, das sind ein paar wenige 





Nach der Betrachtung von verwandten Forschungsarbeiten, Standards und existierenden 
Systemen auf den Gebieten synchrone Groupware und IP Conferencing, stellt sich die 
Frage, ob das in dieser Arbeit untersuchte Problem der bedarfsgesteuerten n:m-
Verteilung von Inhaltsobjekten nicht ein generisches Forschungsproblem ist, für das auch 
außerhalb der bislang betrachteten Arbeiten Lösungen existieren.  
In der Tat zeigt sich, dass auf dem Gebiet der Verteilung von Inhaltsobjekten im Internet 
(Content Networking) bereits vielfältige Forschungsarbeiten existieren, die sich mit dem 
Problemkreis der bedarfsgesteuerten Auslieferung von Inhaltsobjekten beschäftigen, 
sowohl für 1:n-Verteilung als auch für komplexe n:m-Szenarien. Allerdings fehlt dort 
bislang der Bezug zu Echtzeitanforderungen, d. h. die Objekte sind nicht wie im Fall 
synchroner Groupware in einen übergeordneten Anwendungskontext eingebettet, der die 
Einhaltung bestimmter Antwortzeiten und Qualitätsanforderungen dringend erforderlich 
macht.  
In diesem Kapitel werden nach einer Einführung in die Grundlagen des Content 
Networking die für diese Arbeit wichtigsten Ansätze kooperatives Web Caching, Content 
Distribution Networks, Peer-to-Peer Content Distribution und Personal Web Serving 
vorgestellt und ausgewählte Konzepte aus diesen Bereichen erläutert, die später in den 
Entwurf der Referenzarchitektur und Protokolle einfließen. 
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3.1 Grundlagen und klassische Ansätze 
3.1.1 Charakteristika von Content Networks 
Mit den motivierenden Problemen, grundlegenden Lösungsideen bzw. Konzepten, sowie 
der Betrachtung funktionaler Komponenten und deren Platzierung wird im Folgenden 
das Forschungsgebiet Content Networking umrissen und abgegrenzt. Die Charakteristika 
dienen auch zur Klassifikation existierender Systeme und Forschungsarbeiten im darauf 
folgenden Abschnitt 3.1.2. 
Probleme 
Die Ursprünge des Content Networking liegen in den Performanceproblemen, die das 
schnell wachsende World Wide Web gegen Ende der 90er Jahre aufgeworfen hat. 
Abstrakt gesehen dient das WWW dazu, Web-Objekte an Computer zu verteilen, die von 
anderen Computern, den Webservern zur Verfügung gestellt werden. Auf jedem mit dem 
Internet verbundenen Computer kann ein HTTP-Service wie zum Beispiel Apache 
betrieben werden, wodurch dieser selbst zum Webserver wird. In der Tat war das WWW 
schon in seiner Frühphase auf Interaktivität und nutzerseitige Bereitstellung von Inhalten 
angelegt, so dass der unter dem Schlagwort Web 2.0 zusammengefasste Trend zu mehr 
interaktiven Elementen im WWW eine Rückkehr zu dessen ursprünglicher Ausrichtung 
darstellt. 
Dieses dezentrale Modell folgt dem Ende-zu-Ende-Prinzip für Netzwerkdesign [SRC84], 
das möglichst viel Intelligenz in die Endpunkte verlagert und das dazwischen liegende 
Netzwerk so einfach wie möglich gestaltet. Es ist jedoch nur dann skalierbar, wenn die 
Zugriffe sowohl in ihrer Verteilung bezüglich der einzelnen Objekte als auch in ihrem 
zeitlichen Auftreten annähernd einer Gleichverteilung folgen.  
Durch die Bereitstellung von redundanten Ressourcen können die Webserver in vielen 
Fällen Abweichungen von der Gleichverteilung tolerieren. Die Popularität von Webseiten 
folgt jedoch der Zipf-Verteilung [Nie97], d.h. die große Mehrheit der Zugriffe konzentriert 
sich auf einige wenige Webserver, während die überwiegende Mehrzahl der Webserver 
nur äußerst selten mit Anfragen konfrontiert wird und dort ein Großteil der Ressourcen 
brach liegt. Dies soll im Folgenden als das Popularitätsproblem bezeichnet werden.  
Auch bezüglich des zeitlichen Auftretens der Zugriffe ist eine unregelmäßige Verteilung 
festzustellen. So tritt in der Folge von aktuellen Ereignissen wie zum Beispiel Natur-
katastrophen oder Terroranschlägen eine plötzliche Nachfragespitze nach einigen 
wenigen Nachrichtenseiten im WWW auf. Da die Webserver nicht auf diese Anfragelast 
ausgelegt sind, kommt es gelegentlich zu Systemüberlastung und die Server sind nicht 
mehr erreichbar. Dieses Problem wird auch als Flash-Crowd-Problem bezeichnet.  
Ein drittes Problem ist die Distanz zwischen Clients und Servern (siehe auch [HB05]). So 
befinden sich häufig Client und Server auf unterschiedlichen Kontinenten und aufgrund 
zwischengeschalteter Router erhöhen sich die Antwortzeiten. Verschlimmert wird diese 
Situation noch durch eine große Anzahl von Zwischenknoten, wie zum Beispiel der 
Zugangsrechner des Internet Service Providers. Dies soll im Folgenden als 
Distanzproblem bezeichnet werden. 
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Konzepte 
Die drei grundsätzlichen Lösungsstrategien für diese Probleme sind Replikation, 
Adaption und Redundanz, wobei häufig mehrere dieser Konzepte miteinander 
kombiniert werden. Content kann einerseits repliziert werden, das heißt es existieren 
mehrere Kopien eines Inhaltsobjektes im verteilten System, auf die zugegriffen werden 
kann. Ein weitergehendes Konzept ist die Adaption, die nicht nur mehrere identische 
Kopien, sondern auch mehrere Repräsentationen eines Inhaltsobjektes erlaubt, die 
typischerweise unterschiedlichen Datenumfang haben und dabei das gleiche Objekt 
darstellen (häufig jedoch in unterschiedlicher Qualität). Ein Beispiel dafür sind 
Videostreams mit verschiedenen Bitraten, wie sie zum Beispiel beim Betrachten von 
Kino-Trailern im WWW üblich sind. Als letztes Konzept wurde bereits die Redundanz 
erwähnt, also die Bereitstellung von Bandbreite, Speicher und Rechenleistung im System, 
die weit über den mittleren Bedarf hinausgeht.  
Platzierung 
In Abbildung 3-1 ist ein einfaches Modell für Content Distribution im World Wide Web 
dargestellt, anhand dessen die Platzierung von Komponenten und Objektkopien 
(Replikaten) eines Content Networks erläutert werden soll. Content wird durch 
sogenannte Content-Produzenten mit einer Multimediaanwendung erstellt (z.B. HTML-
Editor oder Programm für Videodigitalisierung und –nachbearbeitung) und dann auf 
einen Webserver transferiert.  
 
 
Abbildung 3-1 - Modell für Content Distribution im WWW 
 
Durch die Platzierung auf dem Webserver erhält das Inhaltsobjekt eine URI und ist per 
DNS lokalisierbar. Ein Content-Konsument, der den Content betrachten möchte, stellt 
eine Anfrage über seinen Web-Client (HTTP-GET-Request), die jetzt zunächst über das 
Clientzugangsnetz, dann das Internet und schließlich über das Serverzugangsnetz bis zum 
Webserver weitergeleitet wird. Der Webserver überträgt in der Antwort (HTTP-
Response) das angeforderte Inhaltsobjekt wieder über die drei Netzwerke bis zum 
Content-Konsument. In Anlehnung an [DCT+03] werden im Folgenden die Anfrage als 
Content Request und die Antwort als Content Response bezeichnet.   
Komponenten 
Es sind damit insgesamt sechs Entitäten6 definiert, an denen Komponenten eines Content 
Networks platziert werden können. Diese Komponenten sind nach Hofmann und 
                                                             
6 Content-Konsument, Client-Zugangsnetz, Internet, Server-Zugangsnetz, Webserver und 
Content-Produzent 
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Beaumont [HB05] Content Distribution, Request Routing, Content Processing und AAA 
(siehe Tabelle 3-1). 
  
Tabelle 3-1 - Komponenten eines Content Networks 
Komponente Beschreibung 
Content Distribution Dienste zur Verteilung des Contents vom Content-Produzenten 
zum Content-Kosumenten 
Request Routing Dienste zur Weiterleitung eines Content Requests an eine 
geeignete Entität im Netzwerk  




Dienste, die für die Zugriffskontrolle, Authentisierung und 
Abrechnung in einem Content Network benötigt werden 
 
 
Ein Content Network besteht aus einer oder mehreren der genannten Komponenten. 
Dabei spielt es zunächst keine Rolle, ob die Komponenten unabhängig voneinander 
agieren (wie zum Beispiel Browser-Caches) oder miteinander kooperieren (wie die Server 
eines Content Distribution Networks).  
Die Zuordnung der Komponenten zu den verschiedenen Entitäten des in Abbildung 3-1 
gezeigten Modells kann bis auf wenige Ausnahmen beliebig erfolgen. Unterschiedliche 
Content Networks lassen sich nach dieser Platzierung (und der Platzierung der Replikate) 
unterscheiden. Eine feste Zuordnung der Komponenten zu Entitäten lässt sich deshalb 
nur für konkrete Systeme angeben. 
Optimierungsziele 
Die Technologien des Content Networking werden mit dem Ziel eingesetzt, das 
bestehende Modell der direkten Auslieferung vom Webserver zum Client durch Einsatz 
von Content-Networking-Komponenten zu optimieren. Für die Auswahl einer geeigneten 
Technologie sind vor allem die Optimierungsziele maßgeblich. Das primäre 
Optimierungsziel aller Provider entlang der Anfragekette ist die Kostensenkung. Durch 
die Bündelung von Requests an einem Proxy-Cache kann zum Beispiel ein ISP den 
ausgehenden Datenverkehr deutlich verringern und damit Kosten senken. Der Content-
Produzent und Content-Konsument an den Rändern der Anfragekette sind jedoch daran 
interessiert, dass die Inhaltsobjekte möglichst schnell und in hoher Qualität ausgeliefert 
werden. Beide sind zudem an einer Minimierung ihrer Kosten interessiert, wobei dem 
Content-Konsumenten meist durch die heute übliche Flatrate-Anbindung an das Internet 
keine direkten Kosten durch einen Content-Transfer entstehen.  
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3.1.2 Klassifikation existierender Ansätze für 
Content Networking 
Auf der Basis der Charakteristika ist es möglich, existierende Ansätze des Content 
Networking zu klassifizieren. Für eine solche Taxonomie wird hier die Platzierung der 
Replikate bzw. Komponenten für Content Distribution als Kriterium gewählt. Da die 
sechs Entitäten in Abbildung 3-1 im Regelfall der Kontrolle unterschiedlicher Betreiber 
unterstehen, beschränken sich die existierenden Ansätze meist auf eine der Entitäten, was 
eine Klassifikation nach dem Platzierungskriterium möglich macht.  
Replikation beim Content-Konsument 
Eine einfache Realisierung clientseitiger Replikation ist das lokale Caching im 
Webbrowser. Dies ist in allen zurzeit verbreiteten Webbrowsern wie Internet Explorer 6 
oder Mozilla Firefox 2 standardmäßig aktiviert. Ein bestimmter Bereich der Festplatte des 
Nutzers ist für das Caching reserviert, so dass zuvor betrachtete Webseiten im Regelfall 
nicht neu angefordert werden müssen. In der Content Response werden zu diesem Zweck 
Meta-Informationen mitgeliefert, die zum Beispiel das „Verfallsdatum“ (Expires-
Headerfeld) eines Objektes angeben. Anhand dieser Informationen entscheidet der 
Webbrowser, ob ein Objekt, das erneut betrachtet werden soll, neu angefordert werden 
muss. Um zu testen, ob sich ein Objekt geändert hat, kann der Webbrowser zudem den 
HEAD-Request von HTTP [FGM+99] benutzen. In diesem Fall werden die Meta-
Informationen zurückgeliefert, ohne dass das Inhaltsobjekt übertragen wird 
(Validitätstest). 
Durch die weite Verbreitung von lokalem Caching existiert gerade für populäre Objekte 
eine Vielzahl von Replikaten in der unmittelbaren Umgebung jedes potentiellen Content-
Konsumenten. Da ein Web-Client jedoch selbst keine Requests beantworten kann, 
bleiben diese Ressourcen ungenutzt. Diese Lücke füllen Peer-to-Peer-Systeme 
[SW(05] für die Verteilung von Dateien, wie zum Beispiel BitTorrent [Coh03] oder 
Freenet [CSW+99] aus. Hier stellt ein Client die Replikate von Inhaltsobjekten zur 
Verfügung, die er durch eine Content Response erhalten hat und kann selbst Content 
Requests beantworten. Peer-to-Peer Content Distribution wird in Abschnitt 3.4 näher 
betrachtet. 
Replikation im Clientzugangsnetz 
Eine Technik, die im Clientzugangsnetz häufig zum Einsatz kommt, ist die Platzierung 
eines Forward Proxy Caches oder Interception Proxy Caches [HB05] zum Beispiel 
am Internet-Gateway eines Universitätsnetzes oder bei einem kommerziellen Internet 
Service Provider (ISP). Da die Content Requests vieler Clients diese Gateways passieren, 
ist ein Caching an dieser Stelle sinnvoll und führt zu einer Reduzierung der Last bei den 
Webservern auf Kosten des Betreibers des Clientzugangsnetzes. Im Idealfall (bei 
unendlicher Kapazität des Proxy-Caches) wird ein Inhaltsobjekt während seiner 
Lebenszeit nur ein Mal beim Webserver angefordert und dann an alle Content-
Konsumenten im Clientzugangsnetz aus dem Proxy Cache ausgeliefert.  
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Replikation im Internet 
Auch im Internet ist die Platzierung von Caches sinnvoll. Arbeiten die Web Caches  im 
Clientzugangsnetz mit den Caches im Internet zusammen, so entstehen Cache-
Kooperationen.  Auf diese Thematik wird in Abschnitt 3.2 näher eingegangen. 
Kooperierende Caches stellen ein Content Network dar, das sich ausschließlich reaktiv 
verhält. Im Gegensatz dazu ist mit den zentral gesteuerten Content Distribution 
Networks (CDN) eine proaktive Verteilung des Contents möglich. Die Surrogates 
genannten Server des CDN werden in der Nähe des Clients platziert und populärer 
Content auf diese Surrogates repliziert, ohne dass im Vorfeld Zugriffe erfolgt sein müssen. 
Content Distribution Networks werden in Abschnitt 3.3 genauer vorgestellt. 
Platzierung von Komponenten im Serverzugangsnetz 
Auch im Serverzugangsnetz können Komponenten eines Content Networks platziert 
werden, was bei der Betrachtung der Problematik des Content Networking häufig nicht 
explizit erwähnt wird. Durch den Trend hin zum Massenhosting von Webseiten durch 
ISPs wie Strato, Intergenia oder United Internet in großen Rechenzentren gewinnt dieser 
Aspekt des Content Networking an Bedeutung.  So kann zum Beispiel ein ISP Server 
Cache am Übergang des Serverzugangsnetzes zum Internet eingesetzt werden, um die 
Distanz zu populären Inhaltsobjekten auf Webservern des ISP zu verringern (siehe auch 
Reverse Proxy Cache).  
Eine weitere Technik, die im Serverzugangsnetz zum Einsatz kommt, ist das Virtual 
Hosting [Wik07a], das das Konzept der Redundanz aufgreift. Mehrere Webserver 
werden als virtuelle Server auf einem einzigen physischen Computer angeboten, der über 
eine hohe Leistungsfähigkeit verfügt. Dadurch können die durch das Popularitätsproblem 
brach liegenden Ressourcen wenig frequentierter Webserver von anderen virtuellen 
Webservern genutzt werden, das heißt durch die gemeinsame Nutzung der Ressourcen 
eines Webservers wird ein hohes Maß an Redundanz erzeugt. Dieses Konzept wird vor 
allem im Bereich des Hostings privater Homepages eingesetzt. 
Replikation beim Webserver 
Ein Reverse Proxy Cache kehrt das Arbeitsprinzip des Forward Proxy Caches um und 
wird in der Anfragekette direkt vor einer Menge von Webservern platziert. Die DNS-
Einträge der hinter dem Proxy Cache liegenden Server müssen dabei so eingestellt sein, 
dass sie auf die IP-Adresse des Proxy Caches verweisen. Dieser leitet dann eine Anfrage 
nur im Fall eines Cache-Miss an den dahinter liegenden Server weiter. 
Eine weitere sehr verbreitete Replikationstechnik für Webserver ist der Betrieb eines 
sogenannten Spiegelservers. Sämtliche Inhalte eines populären Webservers werden 
dabei auf mehrere andere Webserver kopiert, die dann den identischen Dienst anbieten 
können.  Die Auswahl des Servers erfolgt explizit durch den Nutzer, indem er einen 
entsprechenden Link auswählt. Dieses Konzept wird zum Beispiel von SourceForge oder 
CiteSeer angewandt. 
Ein weitergehendes Konzept ist das Load Balancing, das mehrere Spiegelserver 
verwaltet und Anfragen entsprechend der aktuellen Lastsituation an einen geeigneten 
Server weiterleitet. Nach der Taxonomie von Cardellini et al. [CCC+02] kann diese 
Auswahl entweder durch einen zentralen Web-Switch (Load Balancer), durch die Server 
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selbst (Anfrage wird an alle Server gestellt) oder durch ein intelligentes DNS erfolgen, das 
über Lastinformationen verfügt. 
Self-Hosting durch den Content-Produzent 
Als Ansatz für die Platzierung von Content-Distribution-Komponenten beim Content-
Produzenten soll hier das Personal Web Serving genannt werden, das von 
existierenden Taxonomien bislang nicht in die Kategorie der Content Networks 
eingeordnet wurde. Dabei übernimmt der Content-Produzent selbst das Hosting seines 
Contents, womit ein separater Webserver in der Anfragekette entfällt. Das Personal Web 
Serving wird in Abschnitt 3.5 näher vorgestellt. 
Das Prinzip des Self-Hostings ist auch Teil der bereits erwähnten Peer-to-Peer-
Systeme für Content Distribution. Eine Lokalisierung der Objekte ist jedoch im 
Gegensatz zu Personal Web Serving nur auf Basis einer Broadcast-artig verteilten Suche 
bzw. durch einen zentralen Content-Index möglich.  
3.1.3 Unterstützungsmechanismen 
Um die Grundkonzepte des Content Networking (Replikation, Adaption und Redundanz) 
umsetzen zu können, sind protokollseitige Unterstützungsmechanismen nötig, die jedoch 
für den Content-Konsumenten möglichst transparent bleiben sollen. In HTTP [FGM+99] 
gibt es dafür eine Reihe von Konzepten, die hier kurz vorgestellt werden sollen (siehe 
auch [RS05]). 
Replikationsunterstützung 
Ein grundlegender Mechanismus zur Unterstützung mehrerer Replikate eines Objektes in 
HTTP ist die Anfrageumleitung. Durch die Klasse der 300-er Response-Codes ist es 
möglich, die Anfrage eines Clients an einen anderen Server bzw. ein anderes Objekt 
weiterzuleiten und damit Zugriff auf Objektreplikate, die sich auf anderen Servern 
befinden, zu ermöglichen. 
Das Web Caching wird durch einen Reihe von Mechanismen in HTTP unterstützt, die es 
erlauben, Cachebarkeit, Lebensdauer und Validierung mit Hilfe von HTTP-Requests 
durchzuführen. Die Cachebarkeit eines Objektes kann dabei durch den Cache-Control-
Header spezifiziert werden. Dieser kann sowohl im Request als auch in der Response 
verwendet werden.  
Mit dem Time-to-Live-Konzept existiert ein Mechanismus für die Spezifikation einer 
Lebensdauer für cachebare Objekte. Dazu werden die Headerfelder expires und max-age 
verwendet. Nach Ablauf der Lebensdauer muss ein Objekt neu angefordert werden. Mit 
dem Konzept der bedingten Requests ist es durch Verwendung eines Headerfelds wie 
if-modified-since möglich, Anfragen zu formulieren, die sich auf Eigenschaften eines 
beim Anfragenden befindlichen Objekt-Replikates beziehen.  
Ein Mechanismus zur Unterstützung des kooperativen Cachings ist die Proxy-
Exploration. Durch die Verwendung der via-Headerfeld oder eines expliziten TRACE-
Requests ist es einem Client möglich, die Proxies auf dem Weg zum Webserver zu 
identifizieren.  
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Adaptionsunterstützung 
Adaption wird in HTTP durch Unterstützung mehrerer Repräsentationen im System 
sowie Protokollmechanismen für die Auswahl einer geeigneten Repräsentation (Content 
Negotiation) ermöglicht. 
Mit dem Konzept der URI-Expansion können verschiedene Repräsentationen eines 
Objektes spezifiziert und angefordert werden. Da mehrere Objektrepräsentationen unter 
einer gemeinsamen URI zugreifbar sind, ist es mit dem vary-Headerfeld in der Response 
möglich, eine Repräsentation durch Kombination aus URI und vary-Headerfeld genau zu 
spezifizieren und erneut anzufordern. Dies ermöglicht auch das Caching verschiedener 
Repräsentationen auf der Basis dieses expandierten Schlüssels. 
Für den Bereich Content Negotiation werden serverseitige Auswahl, clientseitige 
Auswahl und transparente Auswahl (proxyseitig) unterstützt. Für die serverseitige 
Auswahl einer Repräsentation können die Headerfelder Accept, Accept-Charset, Accept-
Encoding, Accept-Language, User-Agent und Vary genutzt werden (siehe [FGM+99]).  
Für die clientseitige Auswahl kann ein Webserver mit der Antwort 300 (Multiple Choices) 
eine Liste von möglichen Objekten zurückliefern, aus denen der Client eine geeignete 
Repräsentation auswählen kann. Bei der transparenten Auswahl erfolgt diese 
Entscheidung durch einen Proxy, so dass weder Client noch Server in die Entscheidung 
involviert sind. 
Redundanzunterstützung 
Das Redundanzkonzept wird von HTTP seit Version 1.1 durch die Verwendung des 
obligatorischen host-Headerfelds ebenfalls unterstützt. Damit ist es möglich, mehrere 
virtuelle Webserver unter der IP-Adresse eines Webservers anzusprechen (Virtual 
Hosting).  
3.1.4 Bewertung der Ansätze im Kontext von Rich 
Media Collaboration 
Die skizzierten Charakteristika von Content Networks sind auch im Rahmen einer 
bedarfsgesteuerten n:m-Verteilung von Inhaltsobjekten in Rich Media Collaboration 
Applications von Bedeutung. So tritt innerhalb einer Groupwaresession das Popularitäts-
problem auf, sobald wahlfreier Zugriff auf Inhaltsobjekte ermöglicht wird. Populäre 
Objekte sollten somit in die Nähe der Content-Konsumenten (hier in die Nähe der 
Teilnehmer der Rich Media Collaboration Session) repliziert werden. Dies kann sowohl 
durch kooperatives Caching als auch durch proaktive Verteilung realisiert werden. 
Da die Antwortzeiten gerade im Kontext synchroner Groupware von noch größerer 
Bedeutung sind als im WWW, ist auch das Distanzproblem in unserem Kontext 
wesentlich. Gerade bei direkten Zugriffen auf weit entfernte Session-Teilnehmer, oder 
Teilnehmer, deren Endgerät bzw. Netzanbindung eine geringe Performance aufweist, 
kann es zu erheblichen Verzögerungen bei der Bearbeitung eines Content Requests 
kommen. Um dies zu vermeiden, müssen ebenfalls Replikationstechniken eingesetzt 
werden, die den Content auf Computern platzieren, die eine geringe Distanz zum 
Teilnehmer aufweisen.  
Das Flash-Crowd-Problem tritt dagegen nicht in seiner klassischen Form auf, da 
Groupwaresessions nicht über einen so langen Zeitraum bestehen, dass aktuelle 
 3.2 Kooperatives Web Caching  
  73 
Ereignisse zu einer plötzlichen Popularität bestimmter Inhaltsobjekte führen könnten. 
Allerdings ist ein Spezialfall des Flash-Crowd-Problems zu beobachten, wenn nämlich ein 
Moderator innerhalb einer Groupwaresession eine Auswahl von Inhaltsobjekten allen 
Teilnehmern einer Session zeigen möchte. In diesem Fall tritt eine plötzliche 
Nachfragespitze nach den vom Moderator ausgewählten Inhaltsobjekten auf, die in 
kürzester Zeit bewältigt werden muss. Hier erscheinen vor allem proaktive Replikations-
Techniken, wie sie in Content Distribution Networks angewendet werden, 
erfolgsversprechend.   
Aus diesen Gründen werden in den folgenden Abschnitten die Ansätze kooperatives Web 
Caching, Content Distribution Networks und Peer-to-Peer Content Distribution näher 
betrachtet, um davon später Lösungsideen für bedarfsgesteuerte n:m-Verteilung in Rich 
Media Collaboration Applications abzuleiten. Daneben ist auch das erwähnte Self-
Hosting von Content interessant, da es das unkomplizierte Einbringen von Content in 
eine Session gestattet, ohne dass die Inhaltsobjekte zunächst auf einen Server übertragen 
werden müssen. Das Self Hosting wird deshalb ebenfalls genauer betrachtet.   
3.2 Kooperatives Web Caching 
Spielen mehrere Caches in der Anfrage-/Antwortkette zusammen, so spricht man von 
kooperativem Web Caching. Wang [Wan99] definiert drei verschiedene Formen einer 
solchen Kooperation: das hierarchische Caching, das verteilte Caching und das hybride 
Caching. 
Die Idee des hierarchischen Cachings wurde erstmals im Harvest-Projekt [CDN+96] 
vorgestellt. Web Caches werden dabei hierarchisch angeordnet, so dass zum Beispiel der 
Proxy-Cache des ISP bei einem Cache-Miss einen regionalen Cache für mehrere ISPs 
kontaktiert, der wiederum die Anfragen an einen Cache auf nationaler Ebene weiterleitet. 
Die Anzahl der Requests wird auf jeder Ebene reduziert, da einige der Requests schon in 
den unteren Ebenen beantwortet werden können. Ist ein Objekt noch in keinem der 
Caches vorhanden, so wird es über den nationalen Cache, den regionalen Cache und den 
Proxy-Cache bis zum Client durchgeleitet. Die Caches entlang der Hierarchie speichern 
ein Replikat des Objektes, so dass es bei Folgezugriffen schon auf einer niedrigeren Ebene 
der Hierarchie zurückgeliefert werden kann.   
Das hierarchische Web Caching ist eine praktikable Lösung für das Popularitätsproblem, 
da populäre Objekte schon nach wenigen Zugriffen entlang der Cache-Hierarchie zum 
Nutzer hin repliziert werden und schließlich in den Proxy-Caches der Clientzugangsnetze 
vorliegen. Allerdings führt die Durchleitung jedes nicht durch die Caches beantwortbaren 
Requests durch die gesamte Hierarchie zu zusätzlichen Verzögerungen, verstärkt also das 
Distanzproblem noch. Die Caches der obersten Ebenen werden aufgrund der Bündelung 
der Requests zu Engstellen und müssen hochperformant ausgelegt sein.  
Beim verteilten Caching wird im Gegensatz zum hierarchischen Caching ein flacher 
Ansatz gewählt. Caches kennen ihre Nachbar-Caches und können mit diesen über ein 
Cache-zu-Cache-Protokoll wie das Internet Cache Protocol (ICP) [WC97] kommunizieren. 
Dabei können Anfragen nach nicht im eigenen Cache vorhandenen Dokumenten häufig 
von Nachbar-Caches beantwortet werden. Die bessere Lastverteilung zwischen Caches 
wird durch eine zusätzliche Last an Cache-zu-Cache-Anfragen und damit verbundenen 
Verzögerungen erkauft.  







Abbildung 3-2 - Hierarchisches und verteiltes Caching 
 
Bei hybridem Caching werden die Vorteile beider Ansätze vereint. Caches können sowohl 
Nachbar-Caches als auch übergeordnete Caches kontaktieren. Damit kann das 
Popularitätsproblem effizient gelöst werden, und gleichzeitig eine übermäßige Last auf 
die Caches der oberen Ebenen der Hierarchie vermieden werden.  
Da beim verteilten Caching und hybriden Caching jeder Cache mit beliebig vielen anderen 
Caches kooperieren kann, muss das Problem der Cache-Auswahl gelöst werden [RS05]. 
Im einfachsten Fall werden ankommende Anfragen an alle kooperierenden Caches 
weitergeleitet (Broadcast Queries). Dies führt jedoch zu einem hohen Overhead an Cache-
zu-Cache-Anfragen. Ausgewählt wird bei diesem Ansatz der erste Proxy, der auf die 
Anfrage antwortet, so dass gleichzeitig ein einfaches Lastmanagement realisiert wird.   
Durch eine geeignete Aufteilung der Objekte auf die kooperierenden Caches mittels URL-
Hashing kann eine wirkungsvolle Reduzierung der Inter-Cache-Nachrichten erfolgen. 
Dabei wird der URL-Bereich zum Beispiel anhand des MD5-Hashes der URL aufgeteilt, 
wobei Cache n in einer Kooperation mit m Caches für alle URLs zuständig ist, deren 
MD5-Hash bei Division durch m den Rest n lässt. Da jedoch die Aufteilung der Last 
anhand der URL erfolgt, ist immer genau ein Cache für das Caching eines Objektes 
zuständig. Dies führt zu Überlastsituationen aufgrund des Popularitätsproblems und 
verlängert die durchschnittliche Distanz vom antwortenden Cache zum Client. 
Eine dritte Möglichkeit, die Cache-Auswahl zu realisieren, ist die Nutzung eines speziellen 
Verzeichnis-Dienstes, der die URLs der Objekte im Cache von allen Caches einer 
Kooperation speichert. Bei Cache-Misses kontaktiert ein Cache den Verzeichnisdienst, der 
anhand der URL einen anderen Proxy-Cache ermittelt, der das Objekt im Cache hält. 
Dieses Verfahren ermöglicht ein besseres Lastverhalten bei loser Kopplung zwischen den 
Caches einer Kooperation. Der Verzeichnisdienst kann wiederum verteilt realisiert 
werden, um Skalierbarkeit zu erreichen. 
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3.3 Content Distribution Networks 
Abbildung 3-3 zeigt die Architektur eines typischen Content Distribution Networks 
(CDN) [Ver02] [BEH+01] [Pen03]. Mehrere Surrogates genannte Replikationsserver sind 
miteinander verbunden und werden von einem zentralen Server überwacht und 
gesteuert. Dieser kann die Platzierung von Replikaten im Netz der aktuellen Situation 
anpassen. Zusätzlich sind durch den CDN-Provider betriebene DNS-Server vorhanden, 
die für das Request Routing benötigt werden. Serverdienste für Authentikation, 












Abbildung 3-3 - Architektur eines CDN 
 
Diese Architektur ist dem kooperativen Caching sehr ähnlich, da bei beiden Ansätzen eine 
Menge von Servern zum Zweck der Replikation von Content miteinander kooperieren. Es 
bestehen jedoch folgende Unterschiede zu kooperativem Web Caching: 
1. Das CDN wird zentral koordiniert (dies betrifft sowohl die Surrogates, als auch 
alle anderen Komponenten).  
2. Es erfolgt ein „informiertes“ Request Routing, das heißt die Request-Routing-
Komponenten können auf die Lastsituation an den Surrogates reagieren und sind 
der zentralen Steuerung unterworfen. 
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3. Neben dem Caching von Content können Inhaltsobjekte auch proaktiv an 
Surrogates verteilt werden (Prefetching)7. Dieses Prefetching kann durch die 
Geschäftsbeziehung zum Inhaltsanbieter auch von diesem initiiert werden. 
4. CDNs können Inhaltsobjekte replizieren, die durch Proxy Caching nicht 
replizierbar sind, wie zum Beispiel dynamische Webseiten oder Streaming-
objekte. 
Das CDN stellt ein Overlay-Netz dar, das von einem CDN-Provider betrieben wird, der 
von verschiedenen Inhaltsanbietern für diesen Dienst bezahlt wird. Um den Dienst 
anbieten zu können, werden Links auf Inhaltsobjekte innerhalb der Webseiten des 
Inhaltsanbieters durch URIs ersetzt, die auf den CDN-Provider verweisen. So wird zum 
Beispiel ein Link auf ein Video in einer Nachrichtenseite mit der URI 
http://www.cnn.com/videos/earthquake.mpeg  
in die CDN-URI  
http://cdn.akamai.com/www.cnn.com/videos/earthquake.mpeg 
abgeändert.  
Bei einem Zugriff auf die CDN-URI wird der Request zunächst an einen DNS-Server des 
CDN vermittelt, der aufgrund der Distanz des anfragenden Clients, der aktuellen 
Lastsituation und der Verfügbarkeit eines Replikates einen geeigneten Surrogate für die 
Bearbeitung des Requests auswählt. Dieser Vorgang ist für den Client völlig transparent, 
erfordert also nicht die Spezifikation eines Surrogates durch den Nutzer. 
Die Anfrage wird daraufhin direkt vom Web-Client an den Surrogate gestellt. Dieser hat 
entweder das angeforderte Objekt verfügbar, oder kann es aufgrund der Kooperation mit 
anderen Surrogates oder durch einen Zugriff auf den Originalserver effizient beschaffen. 
Wie bei einem Proxy Cache verbleibt eine Kopie des ausgelieferten Objektes auf dem 
Surrogate, die somit für weitere Requests genutzt werden kann. 
Das dargestellte Szenario beschreibt ein sogenanntes Relaying CDN mit Origin-first-
Strategie [RS05]. Ein Relaying CDN ist dadurch gekennzeichnet, dass es im Fall eines 
Cache-Miss auf einen externen Originalserver zugreift, während bei einem Hosting CDN 
auch der Originalserver ein Server des CDN-Providers ist. Die Origin-first-Strategie 
bedeutet, dass vom Client zunächst der Webserver befragt wird (hier www.cnn.com), um 
eine Indexseite zu erhalten. Nur die eingebetten Objekte (hier ein Video) werden dann 
vom CDN ausgeliefert. Daneben gibt es noch die CDN-first-Strategie, bei der auch die 
Index-Seiten vom CDN gehostet werden. 
Gegenwärtige CDNs unterstützen von den genannten drei Grundkonzepten des Content 
Networking bislang nur die Replikation. Buchholz zeigt in [BB03] [Buc04a] [Buc04b] wie 
CDNs um Adaptionsdienste erweitert werden können. Es werden Untersuchungen 
angestellt, inwieweit sich diese Adaptionstechniken zur effizienten Verteilung von 
Content bei einer zunehmenden Anzahl mobiler Webclients wie PDAs oder Smartphones 
eignen.   
                                                             
7 Es existieren auch Forschungsarbeiten zur Nutzung von Prefetching im Zusammenhang 
mit kooperativem Caching. Dies erfordert jedoch umfangreiche Änderungen an HTTP 
und/oder die Implementierung zusätzlicher Komponenten zur Informationssammlung 
und -auswertung und hat sich deshalb bislang nicht durchgesetzt.  
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Ein weiteres aktuelles Forschungsthema im Bereich CDN ist nach [PV06] zum Beispiel 
die sogenannte Cache Segmentation, also die semantische Unterteilung von Surrogate 
Caches, um die Trefferrate weiter zu verbessern. Daneben ist auch der Bereich der 
Personalisierung von Content ein noch ungelöstes Problem im CDN-Bereich. Als dritter 
Forschungsbereich sei das Clustering, also die Zusammenfassung von Inhaltsobjekten 
bzw. CDN-Nutzern zu Gruppen genannt.  
Obwohl der klassisch zentralisierte Ansatz eines CDN dem dezentralen Charakter des 
Internets entgegen steht, ist es die Technologie, die bislang am zuverlässigsten alle drei 
Probleme des Content Networking löst. Vor allem das Flash-Crowd-Problem kann durch 
kooperatives Web Caching und andere Ansätze nur unzureichend behandelt werden. 
Durch die zentrale Steuerung eines CDN kann auf plötzliche Nachfragespitzen reagiert 
und die Ressourcen des CDN auf die Bearbeitung dieser Anfragen hin verlagert werden. 
Durch diese Vorteile haben CDNs eine große wirtschaftliche Bedeutung erlangt. Ende 
2000 nutzten bereits 31% der populärsten Webseiten einen CDN-Provider zur 
Auslieferung ihrer Inhalte [KWZ01]. Dabei hat Akamai 2006 mit einem Marktanteil von 
ca. 80% und einer Menge von 12.000 Servern beinahe einen Monopolstatus erreicht 
[PV06].   
3.4 Peer-to-Peer Content Distribution 
Mit der logischen Reihenfolge der bisherigen Darstellung – von klassischen Ansätzen wie 
Lastverteilung und lokales Caching über kooperatives Caching bis hin zu Content 
Distribution Networks – ist ein ansteigender Grad von Koordination, Zentralisierung und 
Kontrolle innerhalb der Systeme zu verzeichnen. Als dazu völlig konträrer Ansatz stellt 
sich der Einsatz von Peer-to-Peer-Technologie für Content Distribution dar. Bei diesen 
werden Koordination durch Kooperation, Zentralisierung durch Dezentralisierung und 
Kontrolle durch Anreize ersetzt [SW05]. 
Das Client-Server-Prinzip ist auch in einem Peer-to-Peer-Netz nicht verschwunden, 
allerdings können jetzt die Knoten des Netzwerkes gleichzeitig Client- und Serverrolle 
übernehmen  und werden damit zu sogenannten Servents [Sch01] oder Peers. Sie stellen 
Teile ihrer Ressourcen (CPU-Zeit, Speicherplatz, Bandbreite) den anderen Peers zur 
Verfügung und kommunizieren direkt ohne Proxies mit den anderen Peers des Netzes.   
Peer-to-Peer Content Distribution ist nur eine von vielen möglichen Anwendungen des 
Peer-to-Peer-Paradigmas. Nach [MKL+02] sind weitere Anwendungsfelder verteiltes 
Rechnen (SETI@home [Uni07]), P2P-Plattformen (JXTA [Sun07]), sowie kollaborative 
Anwendungen (Groove, Multiplayer Games, Instant Messaging). Den Peer-to-Peer-
Netzen gemeinsam ist, dass ein Overlay-Netz gebildet wird, das die Computer der 
Teilnehmer am Rand des Internets umfasst. Es können jedoch auch zusätzliche 
Serverkomponenten oder Super-Peers beteiligt sein (hybrider Ansatz). Dieses Overlay-
Netz erbringt dann den gewünschten Dienst, der ebenfalls an den Peers verfügbar ist (die 
Peers sind damit zugleich Clients des Peer-to-Peer-Netzes). Im Fall eines Peer-to-Peer 
Content Networks ist der erbrachte Dienst die Auslieferung von Content, also die 
Beantwortung von Content Requests durch Content Responses (siehe Abschnitt 3.1.1). 
Das Konzept des Overlay-Netzes wurde bereits im Rahmen der Content Distribution 
Networks als effizientes Mittel zur Lösung der Content-Networking-Probleme vorgestellt. 
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Die Erweiterung des Overlay-Netzes hin zum Client führt jedoch zu Interoperabilitäts-
problemen [HB05]. Die Overlay-Netze von CDN-Providern sind für den Content-
Konsumenten völlig transparent, das heißt er kann Inhaltsobjekte anfordern, die von 
beliebigen CDNs gehostet werden oder ausschließlich auf einem Webserver oder 
innerhalb eines Netzwerks kooperativer Web Caches vorhanden sind. Im Gegensatz dazu 
kann zum Beispiel ein Teilnehmer des Napster-Netzwerks kein Inhaltsobjekt anfordern, 
das innerhalb des Freenet-Netzwerks gehostet wird. Aufgrund fehlender Interoperabilität 
werden P2P-Technologien bislang nur innerhalb geschlossener Systeme und damit auch 
voneinander isolierter Nutzergruppen angewendet.  
Ein wesentliches Entwurfsproblem in P2P-Netzen ist die Lokalisierung eines 
geeigneten Diensterbringers, zum Beispiel die Suche nach einem Anbieter für eine 
bestimmte Datei.  Diese Lokalisierung ist wesentlich für die Klassifizierung von P2P-
Systemen. Nach Eberspächer und Schollmeier [ES05] werden Peer-to-Peer-Systeme in 
unstrukturierte Systeme ersten Generation und zweiten Generation, sowie strukturierte 
Systeme eingeteilt. Zu den unstrukturierten Systemen der ersten Generation zählen 
sowohl Systeme mit einem zentralen Lokalisierungsserver wie Napster als auch völlig 
verteilte Systeme wie Freenet, die die Lokalisierung eines Diensterbringers nur mit einer 
Broadcast-Suche ermöglichen, die eine sehr hohe Netzlast erzeugt. In hybriden P2P-
Systemen der zweiten Generation wie JXTA übernehmen Super-Peers dynamisch 
Lokalisierungs-Aufgaben für eine Reihe zugeordneter Peers, was zu einer Verringerung 
des Overheads während der Lokalisierung führt. Die strukturierten Systeme wie Chord 
[SML+03] oder CAN [RFH+01] führen das Konzept der Distributed Hash Tables (DHT) 
ein, um Peers anhand einer Hash-Funktion über die Dienstparameter (z.B. Dateiname) 
lokalisieren zu können.  
Da in dieser Arbeit Protokolle zur bedarfsgesteuerten n:m-Verteilung von Content 
entwickelt werden sollen, ist neben der Lokalisierung vor allem die Verteilung von 
Dateien von Interesse. Anhand von BitTorrent soll im Folgenden die Inhaltsverteilung in 
P2P Content Networks erläutert werden. Abbildung 3-4 zeigt ein P2P Content Network 
der 1. Generation, wie es durch BitTorrent realisiert wird. Zur Lokalisierung von Peers 
wird ein sogenannter Tracker Server verwendet.  
BitTorrent [Coh03] [Wik07b] ermöglicht die Integration in die bestehende Infrastruktur 
des WWW, indem .torrent-Dateien auf Webservern angeboten werden. Diese werden 
zunächst auf klassischem Weg vom Webserver zum Content-Konsumenten übertragen. In 
der .torrent-Datei sind jedoch lediglich Meta-Informationen zum Inhaltsobjekt und die 
Adresse eines zuständigen Tracker-Servers enthalten. 
Diese Daten werden an den BitTorrent-Client übergeben, der für den 
Auslieferungsvorgang zuständig ist. Aufgrund der Informationen in der .torrent-Datei 
bauen alle Clients, die ein bestimmtes Content-Objekt gleichzeitig anfordern, ein Overlay-
Netz auf. Sie teilen dem Tracker-Server die eigene IP-Adresse mit und erhalten eine 
zufällige Liste von IP-Adressen anderer Teilnehmer, die zeitgleich die entsprechende 
Datei herunterladen (im Folgenden als Peers bezeichnet). 
Um die Auslieferung starten zu können, muss mindestens ein Peer bereits über die 
vollständige Datei verfügen. Knoten dieser Art werden Seeds genannt, während die 
anderen Peers als Leechers bezeichnet werden. Die Datei wird in 256 KB große Stücke 
(Pieces) aufgeteilt. Jeder Peer teilt periodisch allen anderen Peers mit, welche Pieces er 
bereits erhalten hat und damit zum Download anbieten kann. Die Verteilung der Datei 
erfolgt, indem die Peers Pieces zum Download auswählen und von anderen Peers, die 
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über diese Pieces bereits verfügen, direkt anfordern. Der klassische Vorgang des Content 
Request mit anschließender Content Response wird also aufgeteilt in eine Vielzahl von 











Abbildung 3-4 - Peer-to-Peer Content Network mit Tracker Server (z.B. BitTorrent) 
 
Die Pieces werden dabei nicht der Reihe nach heruntergeladen sondern folgen der 
Rarest-First-Strategie, die die Skalierbarkeit und Zuverlässigkeit des Systems garantiert. 
Von einem Leecher wird immer das Piece als nächstes ausgewählt, das aktuell die 
wenigsten Replikate innerhalb des Overlay-Netzes hat. Damit wird gewährleistet, dass 
jedes Piece verfügbar bleibt, auch wenn einige Peers nach vollendetem Download das 
Overlay-Netz verlassen.  
Des Weiteren werden sogenannte Choking-Algorithmen eingesetzt, um Fairness im 
System zu erreichen und das Free-Rider-Problem zu beheben. Als Free Riders werden 
Peers bezeichnet, die zwar Inhaltsobjekte anfordern, selbst aber keine Piece Requests 
beantworten. Um dies zu verhindern, werden Piece Requests von Peers nur beantwortet, 
wenn auch der anfragende Peer Piece Reponses auf eigene Piece Requests sendet. 
Andernfalls werden Peers zeitweilig geblockt. Ein globales Monitoring der Up- und 
Download-Aktivitäten erfolgt nicht (siehe auch [AML+05]). Piatek et al. [PIA+07] haben 
jedoch nachgewiesen, dass die gute Performance des BitTorrent-Netzes in erster Linie auf 
das altruistische Verhalten einiger weniger Teilnehmer mit hoher Bandbreite 
zurückzuführen ist, die als Seeder 24 Stunden zur Verfügung stehen. Die Choking-
Algorithmen tragen demnach nur marginal zur Verbesserung der Gesamtperformance 
bei. 
BitTorrent ist mittlerweile das am Weitesten verbreitete File-Sharing-Programm und ist 
für bis zu 35% des Gesamtdatenverkehrs im Internet verantwortlich [CHI04]. Dies führt 
dazu, dass mittlerweile von vielen ISPs BitTorrent-Datenverkehr gedrosselt bzw. ganz 
gesperrt wird. Es existieren jedoch alternative Clients, die mit komplett verschlüsselter 
Kommunikation arbeiten und so eine Filterung verhindern. 
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3.5 Personal Web Serving 
Mit dem Personal Web Serving soll hier ein weiterer Ansatz für Content Networking 
vorgestellt werden, der einen Spezialfall der Peer-to-Peer Content Distribution darstellt. 
Wie bei P2P-Systemen stellt der Content-Produzent selbst seinen Content zur Verfügung. 
Bei Personal Web Serving erfolgt dies jedoch durch einen dedizierten Webserver beim 
Content-Produzenten. Dieses Modell eignet sich vor allem für die schnelle clientseitige 
Bereitstellung von Content wie zum Beispiel die Verteilung von selbstverfassten 
Dokumenten oder Digitalfotos, ohne dass der Content-Konsument dafür spezielle 
Software installieren muss.  
Personal Web Serving lässt sich realisieren, indem der Content-Produzent eine 
Webserver-Software wie zum Beispiel Apache httpd [Apa07a] als Dienst auf seinem 
Computer betreibt. Jeder handelsübliche PC verfügt über ausreichend Ressourcen, um 
diese Aufgabe zu erfüllen.  Allerdings treten dabei einige Probleme auf, wie die 
Blockierung eingehender Requests durch Firewalls, dynamische IP-Adressvergabe, 
Zugriffskontrolle, sowie begrenzte Verfügbarkeit und schlechte Netzwerkverbindungen. 
Das YouServ-System [BSG+02] von IBM Research stellt ein Content Network dar, das 
diese Probleme löst und somit Personal Web Serving ermöglicht. Abbildung 3-5 zeigt die 
Architektur eines YouServ-Netzes. Mehrere YouServ-Peers stellen Content als Mini-
Webserver zur Verfügung. Diese registrieren sich bei einem zentralen Server, dem 
YouServ Coordinator. Der YouServ Coordinator ist für eine bestimmte Domain zuständig 
und erzeugt aus den Nutzeraccounts der YouServ Peers Hostnamen. So wird zum Beispiel 
aus der Nutzerkennung (E-Mail) bayardo@us.ibm.com der Hostname 
bayardo.userv.ibm.com. Der YouServ Coordinator registriert anschließend diesen 
Hostnamen und die IP des YouServ Peers. Damit ist es den Content-Konsumenten 
möglich, unter Angabe des Hostnamens auf den Content zuzugreifen, der direkt vom 


















Abbildung 3-5 - YouServ-Netzwerk 
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Im Gegensatz zu klassischen P2P Content Networks umfasst das Overlay-Netz hier nur 
die YouServ Peers und den YouServ Coordinator. Damit ist es Web Clients möglich, 
transparent auf das Content Network zuzugreifen, ohne ein spezielles Clientprogramm zu 
installieren, wie es bei P2P-Systemen der Fall ist.  
Da private Computer häufig nicht 24 Stunden pro Tag verfügbar sind, setzt das YouServ-
System zusätzlich Replikation ein, um die Verfügbarkeit zu erhöhen. Ein Nutzer des 
Systems kann andere Nutzer bestimmen, die den eigenen Content replizieren dürfen (und 
umgekehrt). Diese sogenannten Replicating Peers stellen somit virtuelle Spiegelserver für 
den Mini-Webserver eines anderen YouServ Peers dar. Die Zuordnung des richtigen 
Servers wird wieder über den YouServ Coordinator in Zusammenspiel mit dem DynDNS-
Server realisiert, der aus dem Domainnamen die aktuelle IP-Adresse des YouServ-Peers 
ermittelt. 
Ein weiteres nützliches Konzept in YouServ ist die Proxy-Unterstützung. Da es auf 
einigen Computern nicht möglich ist, eingehende Verbindungen auf Port 80 zu erlauben 
(Firewall, anderer Webserver, VPN, NAT), können andere YouServ Peers als Proxy 
agieren. Sie nehmen den Content Request entgegen und leiten ihn innerhalb des Overlay-
Netzes an den richtigen Peer weiter, der diese dann bearbeitet und schließlich die Content 
Response über den Proxy an den Client zurücksendet.  
3.6 Fazit 
Diese Einführung in das Gebiet des Content Networkings zeigt die vielen Facetten der 
Auslieferung von Inhaltsobjekten, die beim Entwurf der Protokolle zur Inhaltsverteilung 
beachtet werden müssen. Die klassischen drei Probleme des Content Networkings, das 
Popularitätsproblem, das Flash-Crowd-Problem und das Distanzproblem können durch 
die drei Konzepte Replikation, Redundanz und Adaption gelöst werden. Die in Kapitel 4 
definierte Architektur sowie die in Kapitel 5 entwickelten Protokolle bieten umfangreiche 
Unterstützung für diese Konzepte. 
Existierende Systeme des Content Networking wurden anhand der Platzierung ihrer 
Komponenten innerhalb der Anfragekette für Content Distribution klassifiziert. Die 
Systeme sind für die Auslieferung von Inhaltsobjekten im WWW konzipiert und 
orientieren sich stark an den bestehenden Organisationsstrukturen. Da auf dem Weg vom 
Content-Produzenten zum Content-Konsumenten Computer und Netzwerke passiert 
werden, die unter der Kontrolle unterschiedlicher Betreiber stehen, erstrecken sich 
bestehende Content Networks meist nur auf einen Teil der Anfragekette. Hier liegt ein 
wesentlicher Unterschied zu Rich Media Collaboration Applications, da diese ein 
abgeschlossenes, kontrollierbares System darstellen, das sich über die gesamte 
Anfragekette erstreckt. Damit ergeben sich neue Möglichkeiten für die Platzierung von 
Content-Distribution-Komponenten, die in Abschnitt 4.3.1 beim Entwurf der 
Netzwerktopologie aufgegriffen werden. 
Mit kooperativem Web Caching und Content Distribution Networks wurden zwei Ansätze 
vorgestellt, die mehr Ressourcen und Intelligenz innerhalb des Netzes zur Verfügung 
stellen, um die Inhaltsauslieferung zu realisieren. Dies entspricht dem Thin-Client-
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Ansatz, der Teil des Erfolgsrezeptes des WWW ist, da er in vielen Fällen die Bereitstellung 
neuer Funktionalität ohne aufwändige Änderung der Clients ermöglicht.  
Im Gegensatz dazu setzen Peer-to-Peer Systeme für Content Distribution auf den Thick-
Client-Ansatz, um die Kosten für Serverinfrastruktur zu senken und die Bereitstellung 
von Content zu vereinfachen. Die Peers eines P2P-Netzes stellen Ressourcen zur 
Verfügung, die von anderen Peers genutzt werden können. Somit steigt die Menge an 
Ressourcen mit der Anzahl der Peers im System, was eine elegante Lösung des 
Skalierbarkeitsproblems darstellt. Die Distribution großer Inhaltsobjekte verursacht 
somit für den Content-Produzenten fast keine Kosten, was in totalem Gegensatz zu den 
Content Distribution Networks steht.  
Rich Media Collaboration lässt sich hingegen nicht dem Thick- oder Thin-Client-Ansatz 
fest zuordnen. Zwar sind RMC-Clients traditionell eher schwergewichtig, da sie 
umfangreiche Aufgaben wie die Codierung und Decodierung von Live-Video und –Audio, 
die Darstellung replizierter Shared Workspaces sowie die Interaktion auf Inhaltsobjekten 
bewältigen müssen. Dennoch verbleibt ein großer Teil der Anwendungslogik in den 
Serverkomponenten, die somit ebenfalls schwergewichtig ausgelegt sind. Es ist dadurch 
möglich, Konzepte der Thin-Client-Welt (CDNs, Proxy Caching) mit Konzepten der 
Thick-Client-Welt (P2P) zu kombinieren. 
Das Personal Web Serving vereinigt als ein solcher hybrider Ansatz die Vorteile beider 
Herangehensweisen. Es werden sowohl Thick Clients als auch Thin Clients unterstützt. 
Die Thick Clients können Content bereitstellen und beantworten Content Requests wie 
bei P2P-Systemen selbst. Durch die Verwendung standardisierter Protokolle des WWW 
können jedoch auch Thin Clients auf den Content zugreifen, was das Interoperabilitäts-
problem löst, das P2P-Systemen eigen ist.  
Personal Web Serving bietet sich damit als Lösungsidee für Content Distribution in RMC-
Systemen an. Der in Abschnitt 4.2 vorgestellte Lösungsansatz greift dementsprechend 
auch wesentliche Konzepte des Personal Web Serving auf. 
Allen hier vorgestellten Ansätzen gemeinsam ist, dass zwar das Problem effizienter n:m-
Verteilung auf vielfältige Weise gelöst werden kann, bislang jedoch der Bezug zu 
Echtzeitanforderungen, wie sie in Rich Media Collaboration Applications auftreten, fehlt. 
Die Anforderung von Inhaltsobjekten im WWW ist ein Vorgang der weitestgehend 
unabhängig von anderen Funktionalitäten existiert, das heißt, die Content Distribution ist 
der eigentliche Dienst, der im WWW erbracht wird8. In RMC-Systemen ist jedoch die 
Content Distribution nur eine sekundäre Funktion, die in einen übergeordneten 
Anwendungskontext eingebettet ist. Der Dienst, den eine RMCA erbringt, ist die 
synchrone Interaktion auf Inhaltsobjekten mit paralleler Audio- und Videoübertragung. 
Wird im Rahmen dieser Interaktion ein Inhaltsobjekt benötigt, so muss es möglichst 
zeitnah ausgeliefert werden bzw. durch Prefetching bereits vorhanden sein, da sonst die 
Interaktion unterbrochen wird. Deshalb müssen die hier vorgestellten Konzepte des 
Content Networking für den späteren Entwurf der Protokolle entsprechend angepasst 
und um Echtzeitunterstützung erweitert werden.  
                                                             
8 Dies trifft nur auf klassische, statische Webseiten zu. Für Ajax-Anwendungen existieren 
ähnliche Abhängigkeiten von einer übergeordneten Rahmenhandlung, die jedoch bei der 
Content Distribution momentan nicht explizit berücksichtigt werden. 
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Die Rechenautomaten haben etwas von 
den Zauberern im Märchen. Sie geben 
einem wohl, was man sich wünscht, 
doch sagen sie einem nicht, was man 





Das Ziel dieser Arbeit ist die Entwicklung von Protokollen für bedarfsgesteuerte n:m-
Verteilung von Inhaltsobjekten in Rich Media Collaboration Applications. Es wird die 
These aufgestellt, dass dieser Ansatz des n:m Pull bei symmetrischer Nutzung (Peer-to-
Peer-Modell) von Rich Media Collaboration Applications Vorteile gegenüber den 
klassischen Ansätzen 1:n Push, n:m Push und 1:n Pull (siehe Abschnitt 2.2.4) bietet.  
In den folgenden beiden Entwurfskapiteln wird ein dreistufiges Top-Down-Verfahren 
gewählt, um den Problemkreis schrittweise einzugrenzen und eine Lösung für n:m Pull zu 
entwickeln. Zunächst werden auf der Basis von Anwendungsszenarien Anforderungen 
ermittelt, die den Problemkreis näher eingrenzen. Danach werden in einem zweiten 
Schritt der Lösungsansatz und eine geeignete Referenzarchitektur entwickelt. Damit 
werden Netzwerkentitäten und deren grundlegender Aufbau definiert. In Kapitel 5 
werden in einem dritten Schritt die Netzwerkprotokolle beschrieben, die die effiziente 
n:m-Verteilung von Inhaltsobjekten zwischen diesen Entitäten ermöglichen.  
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4.1 Anforderungsanalyse 
Grundlage für den Entwurf der in dieser Arbeit vorgestellten Protokolle zur Verteilung 
von Inhaltsobjekten sind Analysen der gegenwärtig und in Zukunft zu erwartenden 
Anforderungen an eine Rich Media Collaboration Application. Es werden Anwendungs-
szenarien skizziert, die die Lücken bereits existierender Systeme aufzeigen und damit 
Motivation und Leitfaden der vorgestellten Forschungsarbeiten sind.  
Eine allgemeine Zielsetzung eines jeden CSCW-Systems, die sich aus dem „Being There“-
Paradigma [Dew05] ergibt, ist die möglichst transparente Überwindung räumlicher 
Distanz zwischen Menschen für bestimmte Arbeitsaufgaben. Der dafür notwendige 
Aufwand von Seiten des Systems steigt proportional zur zeitlichen Unmittelbarkeit der 
Interaktion (synchron vs. asynchron), der Anzahl sowie räumlichen Verteilung der 
Personen und der Heterogenität der Anwendungsumgebung. 
Ausgehend von dieser Beobachtung beschreiben die Szenarien Arbeitssituationen unter 
Beteiligung mehrerer geografisch voneinander entfernter Personen, die unter Nutzung 
einer fiktiven Rich Media Collaboration Application kommunizieren und kooperieren. 
Diese Methodik wurde gewählt, da sie am Besten geeignet ist die Interaktion zwischen 
den beteiligten Personen und damit die Grundlage jedes CSCW-Systems zu modellieren. 
Ausgewählte Nutzerstudien im Bereich synchroner Groupware [MGP99] [FKS00] 
[KGF02] untermauern die Notwendigkeit einer solchen nutzerzentrierten 
Vorgehensweise. 
Zunächst wird aber die Systemumgebung einer Rich Media Collaboration Application 
dargestellt, um wichtige Begriffe zu definieren und in die Problematik der 
Videokonferenzintegration einzuführen.  
4.1.1 Systemumgebung 
Abbildung 4-1 zeigt das Modell einer Rich Media Collaboration Application (RMCA), wie 
sie den Überlegungen dieser Arbeit zugrunde liegt. Die RMCA besteht aus einem 
Conferencing-System und einem (synchronen) Groupwaresystem und wird auf einem 
Host-Computer, dem Peer, ausgeführt.  
Videokonferenzintegration 
Durch angeschlossene Kameras und Mikrofone werden kontinuierliche Video- und 
Audioströme erzeugt, die mittels geeigneter Kompressionsverfahren komprimiert und 
über das IP-Netzwerk zu anderen RMCAs transportiert werden. Das Conferencing-
System muss sich die zur Verfügung stehende Bandbreite mit dem Groupwaresystem 
teilen.  
Hier wird insbesondere deutlich, dass die Bandbreite eine knappe Ressource ist, die auf 
das Design von Conferencing-System und Groupwaresystem entscheidenden Einfluss hat. 
Bandbreite ist erst dann nicht mehr knapp, wenn die Video- und Audioübertragung mit 
optimaler Qualität erfolgt. Gemäß einer pragmatischen Definition bedeutet optimale 
Qualität, dass ein durch Steigerung der genutzten Bandbreite erzielter Qualitätsgewinn 
von der überwiegenden Mehrheit der Nutzer nicht mehr wahrnehmbar ist. Dies ist bei 
einer Audioübertragung in CD-Qualität (44,1 kHz, Stereo) der Fall. Bei Video kann man 
erst bei Ausnutzung der vollen Kameraauflösung bzw. Displayauflösung und einer 
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Wiederholrate von ca. 25 Frames pro Sekunde von einer optimalen Qualität sprechen 
(siehe QoS-Tradeoff in Abschnitt 2.3.2).  
 
 
Abbildung 4-1 – Systemumgebung 
 
Genaue Bandbreiten für diese Grenzfälle anzugeben ist schwierig, da die Effizienz von 
Codierungsalgorithmen von vielen Parametern abhängt und in den letzten Jahren ständig 
verbessert wurde. Bei Audio wird bei Verwendung des MP3-Codecs und 
Kompressionsraten von 1:12 bis 1:14 CD-Qualität erreicht  [Fra06]. Bei auf Sprache 
optimierten Codecs liegen diese Werte noch höher, weshalb als grobe 
Grenzwertabschätzung eine Kompressionsrate zwischen 1:10 und 1:50 bei Audio 
angenommen werden kann. 
Im Falle von Video liegt bei guter Qualität die effektive Bitrate aktueller Codecs (Stand 
Oktober 2005, siehe [Zot05]) bei 0,1 bis 0,2 Bits pro Pixel, was im Vergleich zum 
unkomprimierten Original (24 Bits pro Pixel) einer Kompressionsrate von 1:120 bis 1:240 
entspricht. Deshalb wird hier von einer Kompression zwischen 1:100 und 1:500 bei Video 
ausgegangen9. Auf Basis dieser Annahmen zeigt Tabelle 4-1 die zu erwartenden 
Grenzwerte für Audio und Video in optimaler Qualität. Es wird deutlich, dass die zur 
Verfügung stehende Bandbreite auch bei zukünftig zu erwartender Verbesserung der 
Netzzugangstechnologien und Effizienz der Komprimierungsalgorithmen eine knappe 
Ressource bleiben wird. 
                                                             
9 Anzumerken ist, dass es sich hier wie auch bei Audio um Abschätzungen für die 
Kompressionsrate bei optimaler Qualität handelt. Es lassen sich vor allem bei Video noch 
wesentlich höhere Kompressionsraten erreichen, die dann allerdings zu einer spürbaren 
Verschlechterung der durch den Nutzer wahrnehmbaren Qualität führen. 
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Tabelle 4-1 - Beispiele für zu erwartende maximale Bandbreiten für Audio- und 
Videoströme 
Medienstrom Rohdaten10 1:10 1:50 1:100 1:500 
Audio, 20 kHz, Mono 313 31 6     
Audio, 44,1 kHz, Stereo  1.378 138 28     
Video 352x288, 15 fps 35.640     356 71 
Video 640x480, 25 fps 180.000     1.800 360 
Video 1280x1024, 25 fps 768.000     7.680 1.536 
alle Angaben in kbit/s 
 
Content Sharing 
Das Groupwaresystem greift auf eine Menge von lokalen Objekten zu, die entweder 
lokalen Dateien auf dem Peer entsprechen oder aus diesen generiert wurden. Über die in 
dieser Arbeit zu entwerfenden Verteilungsmechanismen des Groupwaresystems hat die 
RMCA des Weiteren Zugriff auf eine Menge von Remote-Objekten, die Repräsentationen 
von lokalen Objekten auf anderen Peers sind (siehe Abschnitt 2.2.4). Diese 
Repräsentationen können Adaptionsschritte durchlaufen haben und müssen deshalb 
nicht mit den repräsentierten Objekten identisch sein. Dies soll im Folgenden als Content 
Sharing bezeichnet werden: 
 
Definition 4-1 - Content Sharing  
Content Sharing ist die bedarfsgesteuerte Verteilung von ad-hoc bereit gestellten 
Inhaltsobjekten oder adaptierten Objekt-Repräsentationen im Kontext einer 
synchronen Groupwaresession.  
 
Ein Inhaltsobjekt wird genauer wie folgt definiert:  
 
Definition 4-2 - Inhaltsobjekt 
Ein Inhaltsobjekt ist eine geeignet codierte und vollständige Repräsentation eines 
Medienobjektes eines bestimmten Typs (Bild, Zeichnung, …), die über einen langen 
Zeitraum unverändert bleibt. Ein Inhaltsobjekt kann auf eine andere Instanz einer 
synchronen Groupwareanwendung transferiert werden und generiert bei gleicher 
logischer Sicht die gleiche physikalische Ausgabe.  
 
                                                             
10 bei 24 Bits pro Pixel für Video-Frames und 16 Bits pro Audio-Sample im Original 
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Zu genauen Definitionen der Begriffe „logische Sicht“ und „physikalische Ausgabe“ sei auf 
[SS01] verwiesen. Die Einschränkungen hinsichtlich der Vollständigkeit und 
Unveränderbarkeit über einen langen Zeitraum sind notwendig, um das Inhaltsobjekt von 
dynamischen Medienströmen wie dem Live-Video abzugrenzen.  
Nachdem nun ein abstraktes Modell einer RMCA definiert wurde, sollen im Folgenden 
drei verschiedene Anwendungsszenarien für den Einsatz von RMCAs beschrieben 
werden, von denen dann die konkreten Anforderungen abgeleitet werden. 
4.1.2 Szenario 1 – organisationsübergreifende 
Projektarbeit  
Das Szenario 1 beschreibt ein System zur synchronen Unterstützung der Zusammenarbeit 
in geografisch verteilt arbeitenden Teams, die sich aus Mitarbeitern mehrerer 
Organisationen zusammensetzen. Dem Szenario liegt dabei das Beispiel der 
Zusammenarbeit innerhalb eines EU-Forschungsprojektes zugrunde: 
 
In einem durch die Europäische Union geförderten Forschungsprojekt arbeiten 8 Partner aus 8 
verschiedenen EU-Ländern gemeinsam an der Realisierung eines Forschungsvorhabens, in das die 
Expertise aller Partner eingebracht werden soll. Das Projektkonsortium setzt sich paritätisch aus 4 
Technologieunternehmen und 4 Universitäten zusammen.  
Die Partner führen zur Koordination der Aktivitäten wöchentliche Videokonferenzen durch. Die 
Teilnehmer bereiten jeweils Diskussionsmaterial wie Präsentationen und Dokumente mit 
Diskussionspunkten vor. Diese werden nach Bedarf innerhalb der Konferenzsession verfügbar 
gemacht und können von allen Teilnehmern eingesehen werden. Im Verlauf der Session kann das 
Material sowohl vom Besitzer als auch jedem von ihm dazu autorisierten Teilnehmer präsentiert 
werden. In diesem Fall werden die Sichten der Teilnehmer auf das Material mit der des Moderators 
synchronisiert (betrachtete Seite, Scroll-Position, Zoom). Der Moderator und jeder andere 
Teilnehmer können mit einem Telepointer auf bestimmte Inhaltselemente aufmerksam machen. 
Die in der Diskussion erreichten Ergebnisse werden anhand von Unterstreichungen, hinzugefügtem 
grafischen Text und angehängten Notizen festgehalten.  
Im Verlauf einer solchen Konferenz treten häufig Teilnehmer verspätet hinzu. Diese werden unter 
Beachtung des Vorrangs von aktuellen Vorgängen durch Übertragung aller benötigten Daten auf 
einen konsistenten Stand gebracht. Im Anschluss an die Konferenz kann jeder Teilnehmer die 
diskutierten Dokumente und Präsentationen sowie hinzugefügten Anmerkungen lokal speichern 
und somit die Konferenz und ihre Ergebnisse später nachvollziehen. Zusätzlich ist es möglich, eine 
komplette oder teilweise Aufzeichnung einer Konferenzsession anzufertigen, um Partnern, die 
terminlich verhindert waren, das spätere Anschauen zu ermöglichen. 
Neben dem für alle frei zugänglichen Material unterliegen einzelne Präsentationen dem 
Betriebsgeheimnis einer der beteiligten Firmen und werden deshalb nur ausschnittsweise gezeigt. 
Es ist den Teilnehmern nicht möglich, diese Präsentationen lokal abzuspeichern. In einer anderen 
beteiligten Firma ist es den Mitarbeitern nur erlaubt, über die Ports 80 (HTTP) bzw. 443 (HTTPS) 
auf das Internet zuzugreifen. Das System unterstützt ein entsprechendes Tunneln, bietet jedoch 
zusätzlich für die IT-Sicherheitsabteilung des Unternehmens eine Schnittstelle zur Filterung der 
transportierten Inhalte (z.B. für Virencheck).  
Die akademischen Partner befinden sich häufig auf Dienstreise. Sie haben in Zeiten der 
Abwesenheit vom Arbeitsplatz die Möglichkeit, mit ihrem PDA oder Laptop auch über 
schmalbandige Verbindungen an den Konferenzsessions teilzunehmen.  Ebenso wird ein Zugang 
über ein Web-Interface zur Verfügung gestellt, der z.B. in Internetcafés genutzt werden kann.    
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Aus dem Szenario 1 ergeben sich folgende Anforderungen an die Verteilungsarchitektur: 
/R1/ Bedarfsgesteuerte n:m-Verteilung von Inhaltsobjekten 
Wie in dem Szenario zu sehen ist, soll es den Teilnehmern einer Session möglich sein, ad-
hoc Inhaltsobjekte zu einer Session beizusteuern. Diese sollen für alle entfernten 
Teilnehmer frei zugänglich sein und nach Bedarf betrachtet werden können. Diese 
Anforderung ist die zentrale Motivation für die vorliegende Arbeit. Wie in Abschnitt 2.2.4 
dargestellt wurde, wird eine solche bedarfsgesteuerte Verteilung bislang von noch keinem 
existierenden System unterstützt. 
Für den Entwurf von Verteilungsprotokollen müssen jedoch noch weitere Anforderungen 
an ein solches System beachtet werden, da die Verteilung von Inhaltsobjekten eine 
generische Unterstützungsfunktion darstellt. 
/R2/ Unterstützung verschiedener Medien  
Die für Shared Viewing am Häufigsten genutzten Medien sind Präsentationen (z.B. 
PowerPoint) und formatierte Dokumente (z.B. Word, PDF) [Wik05]. Damit lassen sich 
zum einen verteilte Präsentationen durchführen (Presentation Sharing) und zum anderen 
Dokumente innerhalb einer Session diskutieren (Document Sharing) oder auch ergänzen 
(Shared Editing)11. Eine weitere häufig genutzte Funktion ist das Co-Browsing, also das 
gemeinsame Betrachten von Webseiten. Die Verteilungsmethoden müssen also als 
Mindestanforderung PowerPoint-Präsentationen, Dokumente und Webseiten 
unterstützen und optional auf andere Medientypen erweiterbar sein.   
/R3/ Videokonferenzintegration 
Obwohl die Verteilung von Inhaltsobjekten eine Unterstützungsfunktion für synchrone 
Kollaboration darstellt, ist die Integration mit Videokonferenz- bzw. Voice-over-IP-
Systemen von essentieller Bedeutung (siehe Abschnitt 2.5). Im Sinne des Paradigmas 
einer Rich Media Collaboration Application soll die Groupwarefunktionalität eng an eine 
Kommunikationssession gekoppelt sein. Die zur Verfügung stehenden knappen 
Ressourcen wie Bandbreite, Speicherplatz und Rechenleistung (sowohl client- als auch 
serverseitig) sollen zwischen Kommunikation und Kollaboration bedarfsgerecht aufgeteilt 
werden.  
Des Weiteren ist eine Integration natürlich auch hinsichtlich der Nutzerinterfaces 
sinnvoll, hat jedoch keine direkten Auswirkungen auf den Entwurf der Verteilungs-
methoden und soll deshalb in dieser Arbeit nicht weiter betrachtet werden. 
/R4/ Sicherheit 
Die Verteilung von Inhalten über Organisationsgrenzen hinweg impliziert die 
Notwendigkeit für einen zuverlässigen Schutz der Inhaltsobjekte vor unbefugten 
Zugriffen. Es müssen also entsprechende Technologien wie Authentisierung, 
Autorisierung, optionale Verschlüsselung des gesamten Datenverkehrs und optionales 
Tunneln über HTTP bzw. HTTPS unterstützt werden. Diese Mechanismen werden für 
diese Arbeit als State of the Art vorausgesetzt und nicht weiter betrachtet.  
Daneben existieren jedoch spezielle Sicherheitsanforderungen, die beim Entwurf der 
Verteilungsmethoden explizit berücksichtigt werden müssen. So ist es häufig nicht 
                                                             
11 Siehe Einordnung des Shared Viewings in Abschnitt 2.2.3 
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erwünscht, dass Inhaltsobjekte auf entfernte Netzwerkknoten repliziert werden, ohne 
dass dies der Besitzer der Objekte kontrollieren kann. Bei Peer-to-Peer-Systemen 
(Abschnitt 3.4) wie Freenet [CSW+99] oder BitTorrent [Coh03] ist diese Form der 
Kontrolle aufgrund der offenen Verteilungsarchitektur nicht möglich, während sie bei 
Content Distribution Networks (Abschnitt 3.3) durch die zentrale Architektur zumindest 
indirekt über den CDN-Provider erreicht werden kann. 
Eine weitere Sicherheitsanforderung ergibt sich aus dem Transport von Dateien über 
gesicherte Verbindungen. In Unternehmen eingesetzte Maßnahmen zur Filterung des 
eingehenden Datenverkehrs (z.B. zum Virenschutz) greifen hier nicht. Deshalb sollten die 
Verteilungsmechanismen so angelegt sein, dass entsprechende Inhaltsfilter clientseitig 
oder serverseitig eingebunden werden können.         
/R5/ Konsistenz 
Eine wichtige nichtfunktionale Anforderung, die bei der Entwicklung von synchroner 
Groupware beachtet werden muss, sind geeignete Mechanismen zur Konsistenzerhaltung. 
synchrone Groupwareanwendungen verwalten einen verteilten Anwendungszustand, der 
zwischen den verschiedenen Instanzen der Session synchronisiert werden muss. Day 
beschreibt in [Day97], dass vor allem die Koordination verteilter Benutzeroberflächen 
und die Behandlung des verspäteten Hinzutretens (Late Join) und vorzeitigen Verlassens 
(Early Leave) von Session-Teilnehmern problematisch ist. Auch in diesen Fällen muss es 
möglich sein, einen konsistenten verteilten Anwendungszustand herzustellen. 
Es ist jedoch nicht notwendig, den Anwendungszustand vollständig zu replizieren, da 
dieser sehr umfangreich werden kann. Für jeden Teilnehmer ist zu einem bestimmten 
Zeitpunkt lediglich ein kleiner Teil dieses Zustands von Interesse (zum Beispiel eine 
bestimmte Folie einer in der Session verfügbaren Präsentation). Dieses Prinzip soll hier 
als schwache Konsistenz bezeichnet werden. Es soll neben der Herstellung schwacher 
Konsistenz aber auch möglich sein, in einen moderierten Modus (Shared Viewing) zu 
wechseln und für einen Teil des Anwendungszustandes (zum Beispiel durch den 
Moderator betrachtete Folie einer Präsentation) starke Konsistenz herzustellen.  
/R6/ Adaption  
Eine Anforderung, die erst in den letzten Jahren stark an Bedeutung gewonnen hat, und 
beim Entwurf bereits existierender Systeme meist nur unzureichend berücksichtigt 
wurde, ist die Adaption an heterogene Anwendungsumgebungen. Im Kontext dieser 
Arbeit spielt dabei vor allem die Adaption der Verteilungsmethoden an heterogene 
Netzzugangstechnologien und Endgeräte eine Rolle. Zusammen mit Anforderung /R3/ 
(Videokonferenzintegration) impliziert dies auch die Verfügbarkeit von adaptivem Video 
Conferencing.  
Auch führt die Videokonferenzintegration im Vergleich zu einem isolierten Einsatz zu 
dynamischeren Änderungen der für die synchrone Groupware zur Verfügung stehenden 
Bandbreite. Ein entsprechender Algorithmus für das Bandbreitenmanagement kann zum 
Beispiel den Anteil der Groupwarekommunikation für Phasen des Shared Viewings auf 
Kosten der Videoqualität erhöhen, während später für das Prefetching von Folien nur 
einen geringeren Anteil der Bandbreite eingeräumt wird. Es müssen also geeignete 
Adaptionsmechanismen gefunden werden, die auf solche dynamischen Schwankungen 
effizient reagieren können.    
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In den Bereich der Adaption fällt ebenfalls die Notwendigkeit verschiedene Clienttypen 
wie Rich Client, Mobile Client und Thin Client zu unterstützen. Die zu entwickelnden 
Protokolle müssen Adaption an diese unterschiedlichen Clienttypen erlauben, so dass ggf. 
Teile der Anwendungslogik von Clients auf Serverkomponenten verlagert werden können. 
/R7/ Interaktion auf Inhaltsobjekten 
Neben dem reinen Zugriff auf entfernte Inhaltsobjekte soll es auch möglich sein, mit 
Interaktionswerkzeugen wie Telepointer, Zeichenwerkzeugen und Textwerkzeugen auf 
Inhaltsobjekten zu interagieren. Dies dient dazu, die Diskussion zu lenken und 
Diskussionsergebnisse festzuhalten. Die Verteilungsarchitektur muss somit auf ein 
entsprechend geeignetes Shared-Workspace-Modell, wie es in existierenden Shared-
Whiteboard-Systemen genutzt wird, aufbauen. Inhaltsobjekte, Metadaten und 
Interaktionen müssen sich als Teil des gemeinsamen Anwendungszustandes integrieren 
lassen. 
/R8/ Persistenz 
Das bereits bei Anforderung /R5/ (Konsistenz) diskutierte vorzeitige Verlassen einer 
Session (Early Leave) erfordert geeignete Konsistenzmechanismen. Die Verteilungs-
architektur muss so konstruiert sein, dass es leicht möglich ist, Konferenzsessions 
aufzuzeichnen und später wiederzugeben. Des Weiteren muss es möglich sein, die 
empfangenen Inhaltsobjekte einer Session zusammen mit den zugeordneten 
Interaktionsobjekten abzuspeichern und später wieder zu betrachten. Diese Persistenz-
Anforderungen sind auch im Zusammenhang mit Anforderung /R4/ (Sicherheit) zu 
betrachten. 
4.1.3 Szenario 2 – Tele-Konsultation von Experten 
Das zweite Anwendungsszenario soll die Notwendigkeit und die Möglichkeiten von 
bedarfsgesteuerter n:m-Verteilung (Anforderung /R1/) im Gegensatz zur 1:n-Verteilung 
existierender Systeme noch besser verdeutlichen. Dazu wird ein Photo-Sharing-Szenario 
im medizinischen Bereich beschrieben: 
 
Ein Neurologe fertigt mit Hilfe eines Magnetresonanztomographen (MRT) mehrere Schnittbilder 
des Gehirns eines Patienten an. Diese Bilder werden in einer Datenbank registriert und auf einem 
Server des Krankenhauses abgelegt (DIMO-Format für medizinische Bilder, siehe [Clu05]). 
Um über den Patientenfall zu beraten, startet der Neurologe eine Videokonferenz und lädt einen 
Kollegen einer anderen deutschen Uniklinik und einen weiteren Experten in den USA ein.  
Der Neurologe stellt die Schnittbilder in der Konferenz zur Verfügung. Die entsprechenden 
Metadaten zu jedem Schnitt werden an die beiden externen Experten übertragen. Sie können jetzt 
aus der Menge von Bildern gezielt einzelne auswählen, die dann ad-hoc übertragen werden und 
betrachtet werden können.  
Die 3 Teilnehmer diskutieren über einzelne Bilder und nutzen dabei nach Bedarf die Shared-
Viewing-Funktion, um die Kollegen auf ein entdecktes Detail aufmerksam zu machen. Auffällige 
Stellen werden grafisch markiert und zusammen mit entsprechenden Notizen am Ende der Session 
abgespeichert. Der behandelnde Arzt kann dieses Material später einsehen, um die Therapie-
Entscheidung nachvollziehen zu können. 
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Im Gegensatz zum Presentation Sharing in Szenario 1 wird beim Photo Sharing besser 
deutlich, dass es nicht möglich ist, den gesamten Anwendungszustand inklusive aller zur 
Verfügung stehenden Bilder vollständig zu replizieren. Dieser verteilte 
Anwendungszustand kann leicht mehrere hundert Megabyte umfassen. Andererseits 
reicht es nicht aus, den Anwendungszustand nur auf das gerade gezeigte Bild zu 
begrenzen. Ein Photo-Sharing-Szenario lässt sich also nur zufrieden stellend umsetzen, 
wenn eine bedarfsgesteuerte n:m-Verteilung von Inhaltsobjekten (Anforderung /R1/) 
gewährleistet ist. 
Anhand des gewählten Beispiels kann des Weiteren die Anforderung /R2/ 
(Unterstützung verschiedener Medien) dahingehend erweitert werden, dass auch ganz 
neue Medienformate wie medizinische Bilder oder Dateien aus CAD-Anwendungen als 
Inhaltsobjekte in Frage kommen. Die Verteilungsmechanismen sollten so konstruiert 
sein, dass es möglich ist, auf der Basis dieser Mechanismen eine domainspezifische 
Anwendung wie das Sharing von MRT-Bildern oder das Sharing von CAD-Zeichnungen 
zu entwickeln. 
Während die Anforderungen /R3/, /R4/ und /R5/ aufgrund der begrenzten 
Teilnehmerzahl für das Szenario 2 eher weniger Gewicht besitzen, wachsen die 
Anforderungen an geeignete Mechanismen zur Konsistenzerhaltung (/R6/) mit dem 
Umfang des Anwendungszustandes. Bei Photo Sharing von besonderer Bedeutung ist 
darüber hinaus die Unterstützung für Adaptionsmechanismen wie Prefetching, 
Skalierung, Komprimierung und progressive Übertragung von fotografischen Bildern 
(Anforderung /R7/). Ein hochauflösendes Digitalfoto mit 4 Megapixel hat bei 
Speicherung im JPEG-Format mit einem in diesem Bereich üblichen Qualitätsfaktor von 
ca. 90% einen Dateiumfang von 1 MB und mehr. Es ist also leicht ersichtlich, dass für das 
gemeinsame Betrachten von Fotosammlungen geeignete Mechanismen zur Reduktion der 
zu übertragenden Datenmenge dringend notwendig sind, die von derzeit existierenden 
Lösungen nicht unterstützt werden.  
4.1.4 Szenario 3 – Tele-Schulungen und e-Learning 
In den beiden Szenarien 1 und 2 wurde bislang von einer begrenzten Teilnehmerzahl (bis 
zu 20 Teilnehmer) ausgegangen. Moderne WebConferencing-Systeme erlauben jedoch 
auch sehr große Online-Meetings mit bis zu 1000 Teilnehmern, die hier als virtuelle 
Großveranstaltungen bezeichnet werden sollen. Diese müssen im Vorfeld reserviert 
werden, um mit einem entsprechend garantierten Anteil an den Ressourcen des 
WebConferencing-Providers die Durchführung des Meetings realisieren zu können. Zur 
Erläuterung wird ein Beispiel aus dem kommerziellen e-Learning skizziert: 
 
Ein großes Versicherungsunternehmen führt eine Schulung zur Einführung einer neuen Software 
zur Risikoabschätzung online durch. Zu diesem Zweck wird über einen Zeitraum von 6 Wochen 
einmal wöchentlich eine jeweils 2-stündige Konferenzsession mit reservierten Ressourcen realisiert. 
An einer Session nehmen jeweils 3 Schulungsleiter und bis zu 500 Angestellte aus weltweit 
verteilten Niederlassungen des Unternehmens von ihren Arbeits-PCs aus teil. Es werden jeweils 
entsprechende PowerPoint-Präsentationen sowie Screenshots und Demos (als Videostream) der 
neuen Software gezeigt.  
Die Interaktionsmöglichkeiten wie Telepointer und Whiteboard sind nur den Schulungsleitern 
vorbehalten, während die Teilnehmer per Chat Feedback geben können. Je nach verfügbarer 
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Bandbreite empfangen die Teilnehmer dabei die Videoströme der Schulungsleiter in 
unterschiedlicher Qualität (von 15 Frames pro Sekunde bis hin zu periodisch aktualisierten 
Standbildern) während der Audiostream immer in der höchstmöglichen Qualität zu hören ist. 
Präsentationsfolien werden per Prefetching während der Redezeit der Schulungsleiter verteilt und 
stehen bei Folienwechsel sofort zur Verfügung. 
 
Während bei den Szenarien 1 und 2 von einer symmetrischen Nutzungscharakteristik 
ausgegangen wurde (alle Teilnehmer sind gleichberechtigt), zeigt sich bei Szenario 3 eine 
asymmetrische Strukturierung mit unterschiedlichen Nutzerrollen (siehe auch 
Betrachtung der Nutzungsmodelle in Abschnitt 2.2.4). Dies ist notwendig, um die hohe 
Zahl der Teilnehmer unterstützen zu können. Gleichzeitig wird damit das natürliche 
soziale Protokoll für solche Großveranstaltungen nachgebildet, das von eben dieser 
Asymmetrie und einem geringeren Grad an Interaktivität geprägt ist. In einem solchen 
Szenario ist die ad-hoc-Bereitstellung von Inhaltsobjekten durch beliebige Teilnehmer 
nicht sinnvoll. Bei der Inhaltsverteilung (Anforderung /R1/) verliert also die ad-hoc-
Bereitstellung von Inhalten an Bedeutung. Es treten jedoch neue Fragestellungen auf, die 
in eine neue nicht-funktionale Anforderung einfließen: 
/R9/ Skalierbarkeit 
Die Verteilungsmechanismen müssen Szenarien mit bis zu 1000 Teilnehmern mit 
unterschiedlichen Rollen unterstützen. Eine einfache zentrale Architektur mit einem 
Server und sternförmig verbundenen Clients ist damit nicht ausreichend. Der Entwurf 
der Verteilungsmechanismen muss sich an bestehenden Large-Scale Content-
Distribution-Systemen wie Content Distribution Networks (Abschnitt 3.3) mit einer 
großen Anzahl zentral vernetzter Server oder Peer-to-Peer-Systemen (Abschnitt 3.4) mit 
dezentraler Vernetzung der Clients orientieren. 
Die Frage der Skalierbarkeit hat bedeutende Auswirkungen auf Videokonferenz-
integration (/R3/), Konsistenzerhaltung (/R5/) und Adaption (/R6/). Da zwischen zwei 
Clients mehrere Zwischenknoten liegen können, ist das klassische Modell des Video 
Conferencings mit nur einer MCU nicht mehr anwendbar. Die Konsistenzerhaltung muss 
unter Berücksichtigung mehrerer Zwischenknoten skalierbar gestaltet sein. Das erfordert 
insbesondere für inkrementelle Zustandsupdates besondere Algorithmen, da diese eine 
garantierte Reihenfolge des Eintreffens der Nachrichten bei den Clients voraussetzen.  
Für die Adaptionsalgorithmen bedeutet der Skalierbarkeitsaspekt eine deutliche 
Erweiterung der Adaptionsmöglichkeiten auf Ketten von Adaptionsoperationen, die auf 
mehreren Zwischenknoten ausgeführt werden.  
4.1.5 Zusammenfassung 
Bei der Betrachtung der Anwendungsszenarien hat sich gezeigt, dass für die Entwicklung 
einer bedarfsgesteuerten n:m-Verteilung von Inhaltsobjekten in Rich Media 
Collaboration Applications neben den Kernanforderungen auch eine Reihe von 
Randbedingungen beachtet werden müssen. Tabelle 4-2 zeigt die betrachteten Szenarien 
und ihre charakteristischen Merkmale im Überblick. 
Bei der Berechnung des Umfangs der Inhaltsobjekte wird dabei angenommen, dass 
Videoströme als kontinuierliche Ströme durch die entsprechenden Mechanismen der 
Videokonferenz verteilt werden. Sie gelten deshalb nicht als Inhaltsobjekte für das 
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Content Sharing. Des Weiteren wird der Verteilungsgrad der Inhaltsoriginale als 
zusätzliche Einflussgröße für die Komplexität der Verteilungsmechanismen definiert. Er 
ist umso höher, je mehr Knoten Inhaltsobjekte bereitstellen und je mehr sich die Größe 
und Anzahl der Objekte auf diesen Knoten einer Gleichverteilung annähert. Es ist also ein 
Maß für die Entropie im Verteilungssystem, das hier zunächst nur qualitativ angegeben 
werden soll. 
 
Tabelle 4-2 - Charakterisierung der Szenarien 






Anzahl Teilnehmer 2 .. 20 2 .. 5 100 .. 1000 







Umfang der Inhalte  
(außer Video) 
+++ ++++ ++ 
Verteilungsgrad der 
Inhaltsoriginale 
+++ ++ + 
Grad der Interaktion +++ +++ + 
Adaptionsanforderungen +++ ++++ +++ 
Sicherheits-
anforderungen 
+++ ++ ++ 
Persistenzanforderungen ++ ++ ++ 
Aufwand für 
Konsistenzerhaltung 
+++ ++ + 
Skalierbarkeits-
anforderungen 
++ + ++++ 
++++ sehr hoch, +++ hoch, ++ mittel, + niedrig 
 
Im Szenario 1 ist der Verteilungsgrad der Inhaltsoriginale am größten, so dass hier von 
echtem ad-hoc Content Sharing gesprochen werden kann. Im Szenario 3 ist dagegen 
vielmehr eine einfache 1:n-Verteilung zu erwarten. Das Szenario 2 (Photo Sharing) stellt 
hinsichtlich des Verteilungsgrades eher durchschnittliche Anforderungen, jedoch ist dort 
der Umfang der Inhaltsobjekte am Größten. Damit bieten alle drei Szenarien jeweils ein 
charakteristisches Profil für die Komplexität der Inhaltsverteilung. 
Des Weiteren entscheidet die Anzahl der Videoströme über die Dynamik der Adaption, da 
bei vielen Videoströmen der Anteil der Groupware an der Bandbreite sofort deutlich 
verringert werden muss, wenn keine wichtigen Inhaltsobjekte transferiert werden. Bei 
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nur einem Videostrom und hoher Bandbreite kann diese hingegen häufig fest aufgeteilt 
werden. 
Abbildung 4-2 zeigt die aus den Szenarien ermittelten Anforderungen und die 
Abhängigkeiten noch einmal im Überblick.  
 
 
Abbildung 4-2 – Anforderungen 
 
In Kombination mit den Vorbetrachtungen in Kapitel 2 ergibt sich folgende Gruppierung 
der Anforderungen: 
• primäre Anforderungen  
o mit hohem Forschungsbedarf: /R1/, /R6/ 
o mit geringerem Forschungsbedarf: /R2/, /R5/, /R7/ 
• sekundäre Anforderungen: /R3/, /R4/, /R8/, /R9/ 
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Die Gruppe der primären Anforderungen stellen Anforderungen dar, die zur Realisierung 
des primären Forschungsziels notwendig sind. Diese sollen innerhalb dieser Arbeit 
betrachtet werden. Dabei wird noch unterschieden zwischen Anforderungen mit für das 
Forschungsziel hohem bzw. geringerem Forschungsbedarf. Aus dieser Aufstellung ergibt 
sich, dass bei den Anforderungen n:m-Verteilung (/R1/) und Adaption (/R6/) ein hoher 
Forschungsbedarf besteht. In dieser Arbeit wird die n:m-Verteilung als Schwerpunkt 
vertieft. Die Frage der Adaption wird zunächst nur im Rahmen der Protokolldefinition 
betrachtet, das heißt diese müssen Unterstützung für verschiedene Adaptionsoperationen 
bieten. Weitergehende Forschungsarbeiten bezüglich Adaption in Rich Media 
Collaboration Applications sollen im Anschluss an diese Arbeit durchgeführt werden 
(siehe Abschnitt 5.6.8). Die anderen primären Anforderungen müssen beim Entwurf der 
Protokolle ebenfalls beachtet werden. Hier gibt es jedoch bereits umfangreiche 
Forschungsergebnisse, auf die aufgebaut werden kann. 
Während die Gruppe der primären Anforderungen ausreichend ist, um die Protokolle im 
Rahmen eines Forschungsprototyps zu demonstrieren, müssen bei einer späteren 
Produktisierung der Technologie auch die sekundären Anforderungen erfüllt werden. Um 
die Nachnutzbarkeit der hier erzielten Forschungsergebnisse zu erhöhen, sollen deshalb 
die Einflüsse dieser sekundären Anforderungen auf die primären Anforderungen bei der 
Entwicklung mit beachtet werden. Darüber hinaus werden die sekundären 
Anforderungen jedoch im Rahmen dieser Arbeit nicht explizit betrachtet.     
4.2 Lösungsansatz: Remote Objects 
Container 
Auf Basis der gezeigten Anforderungen und der Recherchen zu verwandten Forschungs-
arbeiten12, wurde im Rahmen dieser Arbeit ein Lösungsansatz für bedarfsgesteuerte n:m-
Verteilung entwickelt: die Remote Objects Container [SS07b]. Dieser Ansatz baut auf 
die bereits in Abschnitt 2.2.4 beschriebenen Arbeiten von Begole et al. [BSS+01] zum 1:n-
Sharing von Ressourcen in synchroner Groupware mit verteilter Konsistenzarchitektur 
auf. 
Die Arbeiten von Begole et al. orientieren sich stark am Anwendungsfall des Application 
Sharings und dort spezieller des Replicated Application Sharings (siehe Abschnitt 2.2.3), 
also der synchronen Ausführung mehrerer Instanzen (Replicas) einer Single-User-
Anwendung auf verteilten Rechnern. Dort wird nicht von gemeinsamen Objekten 
gesprochen, sondern vom Zugriff der synchronisierten Anwendungen auf Externalities. 
Dies sind nach Begole et al. Input-Quellen und Output-Ziele der Anwendungen, die nicht 
User-Input oder User-Output beinhalten. Beispiele dafür sind das Lesen und Schreiben 
von Dateien, das Auslesen von Registry-Daten oder der Systemzeit. Der Zugriff auf diese 
Externalities erfolgt nach dem Request-Response-Verfahren vom Teilnehmer initiiert 
(also als Pull). Der skizzierte Anwendungsfall des Replicated Application Sharings erlaubt 
jedoch immer nur eine vollständige 1:n-Verteilung, d.h. alle n Teilnehmer führen zur 
gleichen Zeit die entsprechenden Operationen auf dem Master aus, um einen (stark) 
konsistenten Zustand herzustellen. 
                                                             
12 Siehe Abschnitte 2.2.4 und 3.5 
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Ein solcher Ansatz ist nur bei asymmetrischer Nutzung (1:n) sinnvoll. Um wahlfreien 
Zugriff auf Objekte zu unterstützen, müssen diese zunächst geeignet bekannt gemacht 
werden, ohne dass sie direkt auf diese Benachrichtigung hin angefordert werden. 
Objektbeschreibungen müssen für die Dauer einer Session zwischengespeichert werden, 
gelöscht und geändert werden können und auch an verspätet hinzugetretene Teilnehmer 
(Late Joiner) übertragen werden.  
Im Rahmen der Externality Proxies wird die nutzerseitige Bereitstellung von 
Inhaltsobjekten als praktikable und robuste Lösung zum Objektzugriff propagiert. 
Problem dieses Ansatzes ist jedoch die einseitige Belastung des Externality Masters, der ja 
häufig auch nur ein mit geringer Bandbreite angebundener Rechner eines Teilnehmers 
ist. Zur Verbesserung der Skalierbarkeit und Effizienz der Inhaltsverteilung müssen also 
Server unterstützt werden, die die Teilnehmer bei der Inhaltsverteilung z.B. durch Proxy-
Caching entlasten können. 
Um des Weiteren die Bereitstellung von Inhaltsobjekten durch beliebige Teilnehmer, also 
eine echte n:m-Verteilung, unterstützen zu können, müssen die URIs und das 
Zugriffsmodell entsprechend erweitert werden. Diese drei zentralen Überlegungen fließen 
im Folgenden in den Lösungsansatz ein. 
Abbildung 4-3 zeigt die Idee der Remote Objects Container in vereinfachter Darstellung.  
Jeder Teilnehmer greift auf einen solchen Container als virtuelle Menge aller zugreifbaren 
Objekte in der Groupwaresession zu. Dabei besteht der Container anfangs nur aus den 
Adressen (URIs) und Metainformationen der entfernten Objekte (Remote Objects). 




Abbildung 4-3 - Remote Objects Container 
 
Beim Einfügen einer Menge von Objekten durch einen Teilnehmer der Groupwaresession 
werden nur die URIs und Meta-Informationen der Objekte an alle Teilnehmer mittels 
eines Subscribe/Notify-Dienstes verteilt. Dieser sichert auch die richtige Initialisierung 
des Remote Object Containers bei verspätet hinzugetretenen Teilnehmern.  
Die Meta-Informationen umfassen z.B. Platzierung im Shared Workspace, Dateigröße, 
Darstellungsgröße, Auflösung, Mime-Type, Beschreibung und Rotation des 
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darzustellenden Objektes. Sie können jedoch generisch erweitert werden. Anhand dieser 
Informationen entscheidet der einzelne Teilnehmer, welche Objekte für ihn relevant sind.  
Ein weiteres wichtiges Merkmal des Lösungsansatzes ist die semantische Zerlegung von 
Dokumenten in feingranularere Inhaltsobjekte. So können beispielsweise in einer ersten 
Stufe Präsentationen in ihre Folien und formatierte Dokumente in ihre Seiten zerlegt 
werden. Wichtig für die semantische Zerlegung ist jedoch, dass das unter der URI 
zugreifbare Inhaltsobjekt eine semantische Einheit bildet. Es wird dabei davon 
ausgegangen, dass diese Umwandlung entweder im Vorfeld der Session bereits erfolgt ist, 
oder im Rahmen des Imports durch einen geeigneten Importfilter durchgeführt wird, der 
auf die Dokumentstruktur zugreifen kann (zum Beispiel eine OLE-Ansteuerung von 
Office-Anwendungen). 
Jedes dieser durch semantische Zerlegung erzeugten Inhaltsobjekte kann in weitere 
Objekte zerlegt werden bzw. von weiteren Objekten abhängig sein. So werden z.B. 
Schriftarten zur Darstellung benötigt, wenn die Seiten eines Dokuments als EMF-Dateien 
vorliegen [Küs06]. PowerPoint-Folien können in Folienmaster, Texte, Grafiken und 
Bilder zerlegt werden. Diese sekundären Objekte werden nicht über den 
Subscribe/Notify-Dienst bekannt gemacht, sondern erst nach Anforderung des Objektes 
als URI-Liste in der Antwort auf den GET-Request mitgeliefert. Über die sekundären 
Objekte lassen sich auch andere Anwendungsszenarien realisieren.   
Der eigentliche Zugriff auf Objekte, der in den von uns skizzierten Anwendungsszenarien 
mehr als 95% des übertragenen Datenvolumens ausmacht, erfolgt dann jedoch 
bedarfsgesteuert (pull). In dem Moment, in dem das entfernte Objekt in der Oberfläche 
des Nutzers dargestellt werden soll, wird überprüft, ob es im Remote Objects Container 
schon vorhanden ist. Ist dies nicht der Fall, so wird ggf. ein Request mit der URI des 
Objektes an den Server gestellt. Dieser leitet daraufhin den Request an den 
entsprechenden Client weiter. URIs werden dabei aus der User-ID des Besitzers und 
dessen Zugriffspfad unterhalb eines Root-Directories gebildet. So steht beispielsweise die 
URI 
cs-cdp://client1/A.pdf/Page1 
für die erste Seite der Datei „A.pdf“, die von Client 1 zur Verfügung gestellt wird.  
Eine Objekt-Übertragung erfolgt immer vom Besitzer des Objektes über den Server als 
Proxy zum anfragenden Client. Somit stellt jeder Client in der Groupwaresession einen 
Mini-Server für seine Inhaltsobjekte dar. Das Konzept der Mini-Server ermöglicht das ad-
hoc-Sharing von Inhaltsobjekten durch beliebige Teilnehmer und damit eine echte n:m-
Verteilung. Ein weiterer Vorteil dieses Verfahrens ist die Möglichkeit der Optimierung der 
Effizienz der Content-Verteilung durch Caching und Prefetching. Jeder Remote Objects 
Container ist zugleich ein Cache. Für die Clients wirkt dieser Cache wie ein lokaler 
Browser-Cache, d.h. einmal angezeigte Objekte müssen nicht erneut geladen werden. Der 
Remote Objects Container des Servers wirkt dagegen wie ein Web Proxy Cache (siehe 
Abschnitt 3.2), der also die von mehreren Nutzern angefragten Objekte im Speicher hält 
und Anfragen anderer Clients nach diesen Objekten direkt beantworten kann. 
Die Merkmale der Lösung lassen sich wie folgt zusammenfassen: 
- nutzerseitige Bereitstellung von Content (Mini-Server) 
- semantische Zerlegung des Content 
- Push-Verteilung von Metadaten 
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- Pull-Verteilung von Inhaltsobjekten 
- Proxy-Caching und Adaptionsunterstützung durch Proxyserver 
Nach der Darstellung der Lösungsidee soll diese nun im Folgenden schrittweise verfeinert 
werden. Dazu erfolgt zunächst der Entwurf einer Referenzarchitektur für Rich Media 
Collaboration Applications, die den Ansatz der Remote Objects Container unterstützen.  
4.3 Architekturentwurf 
Es soll eine Referenz-Architektur für Rich Media Collaboration Applications (RMCA) 
entworfen werden, die es ermöglicht, Protokolle zur bedarfsgesteuerten n:m-Verteilung 
von Inhaltsobjekten zu integrieren. Dabei soll der Grobentwurf zunächst sowohl 
Videokonferenz als auch synchrone Groupware berücksichtigen, während sich der 
Feinentwurf später auf den Groupwareteil beschränkt und nur die Schnittstellen zu den 
anderen Systemteilen definiert werden. 
Es ist wünschenswert, die Kernfunktionalität des Content Sharings in einen separaten 
Dienst auszulagern und entsprechende Netzwerkprotokolle für die Kommunikation 
zwischen den Diensten zu entwickeln. Zu diesem Zweck wird der Content Sharing Agent 
(CSA) definiert: 
 
Definition 4-3 - Content Sharing Agent  
Ein Content Sharing Agent ist ein Dienst zur Verteilung von Inhaltsobjekten im 
Rahmen des Content Sharings. Er kommuniziert mit anderen Content Sharing 
Agents über ein Netzwerkprotokoll. 
 
Im Rahmen des Architekturentwurfs müssen nun folgende Fragen beantwortet werden: 
• Welche Netzwerktopologie soll für die Kommunikation zwischen den Content 
Sharing Agents gewählt werden? 
• Welche Verteilungs- und Konsistenzarchitektur soll für das Groupwaresystem 
gewählt werden, in das der Content Sharing Agent integriert werden soll? 
• Wie ordnet sich der Content Sharing Agent in die Peer-Architektur einer Rich 
Media Collaboration Application ein und welche zusätzlichen Dienste sind ggf. 
notwendig? 
Diese Fragen werden im Folgenden als drei verschiedene Sichtweisen auf die 
Gesamtarchitektur interpretiert und getrennt voneinander erörtert. Aus den 
Betrachtungen ergeben sich noch zwei abgeleitete Entwurfsprobleme, nämlich die 
Interfacespezifikation eines geeigneten Groupwareframeworks sowie die Spezifikation 
eines Workspacemodells, die in den Abschnitten 4.3.4 und 4.3.5 betrachtet werden. 
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4.3.1 Netzwerktopologie 
Da es sich bei einer Rich Media Collaboration Application um ein hochgradig verteiltes 
System handelt, das die zur Verfügung stehenden Netzwerk- und Endgeräteressourcen 
stark belastet, spielt die Frage einer geeigneten Netzwerktopologie eine wichtige Rolle. 
Der Lösungsansatz in Abschnitt 4.2 zeigt eine einfache Stern-Topologie, die jedoch nur 
dazu dient, die Grundidee der Remote Objects Container zu demonstrieren. Im 
Folgenden soll die Frage nach einer geeigneten Topologie breiter betrachtet werden, also 
auch nach möglichen Alternativen oder Variationen hinsichtlich der Netzwerktopologie 
gesucht werden. 
Da eine RMCA Funktionalität von IP Conferencing und synchroner Groupware vereinigt 
(siehe Abschnitt 2.1), muss eine Netzwerktopologie gefunden werden, die beiden 
Systemen am Besten gerecht wird. Darüber hinaus wird in dieser Arbeit Funktionalität 
hinsichtlich n:m-Verteilung (/R1/) und Skalierbarkeit (/R9/) gefordert (siehe Abschnitt 
4.1.5), die in modernen Content Distribution Networks (Abschnitt 3.3) zu finden ist - dort 
allerdings ohne Echtzeitfähigkeiten. Schließlich wird in Anforderung /R6/ auch noch 
Adaptionsfähigkeit verlangt. 
Ziel ist es also, eine geeignete Topologie zu finden, die die Charakteristika von synchroner 
Groupware, IP Conferencing und Content Networking berücksichtigt und darüber hinaus 
Adaptionsunterstützung bietet. Dazu werden im Folgenden Netzwerktopologien einzelner 
Systeme aus diesen Bereichen isoliert betrachtet, um die Lösungsmenge Schritt für 
Schritt einzugrenzen.   
Topologien für IP Conferencing  
Abbildung 4-4 zeigt die gebräuchlichsten Topologien für IP Conferencing. Die lose 
gekoppelte Topologie baut auf einen Multicast-Dienst auf, der effiziente Mehrpunkt-
datenverteilung und Flusskontrolle zur Verfügung stellt. Das gleichzeitige Senden von 
Massendaten an viele Teilnehmer lässt sich mit dieser Topologie sehr effizient realisieren, 
da das Routing auf Netzwerkebene erfolgt. Multicast-Dienste werden aber von den 
meisten Internetprovidern nicht angeboten, da es eine Reihe von Problemen, wie Verlust 
von Zugangskontrolle, mit sich bringt [DEF+96]. Darüber hinaus ist Multicast nicht für 
individuelle Adaption geeignet13. 
Im Peer-to-Peer-Fall [LS03] existiert eine Signalisierungsbeziehung von jedem 
Teilnehmer zu jedem anderen Teilnehmer in der Session. Adaptive Medienverteilung ist 
mit dieser Topologie möglich, da  individuelle Medienströme zwischen den Teilnehmern 
existieren. Peer-to-Peer Conferencing ist aber nur auf eine kleine Teilnehmerzahl 
begrenzt, da die Anzahl der (bidirektionalen) Verbindungen mit steigender 
Teilnehmerzahl sehr schnell wächst ( )1(5,0 −⋅⋅ nn ). 
Im Gegensatz dazu wird bei eng gekoppelten Konferenzen eine zentrale Kontrollinstanz 
genutzt, die zum Beispiel auf einem dedizierten Server platziert sein kann. Hier werden 
für n Teilnehmer auch nur n Verbindungen benötigt. Darüber hinaus erleichtert ein 
zentraler Server die Entwicklung von synchroner Groupware beträchtlich, da 
                                                             
13 Eine Ausnahme bildet hier hierarchische Videokodierung. Das angewandte Prinzip der 
Aufteilung verschiedener Qualitäts-Layer auf unterschiedliche Kanäle ist jedoch nur 
begrenzt auf den hier betrachteten Anwendungsfall übertragbar. 
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konkurrierende Aktionen auf replizierten Datenstrukturen (zum Beispiel gleichzeitiges 
Manipulieren von Zeichnungen in einem Shared Workspace) leichter synchroniert 
werden können. Ein weiterer Vorteil ist die problemlose Unterstützung für Adaptions-




lose gekoppelt Peer-to-Peer eng gekoppelt
 
 
Abbildung 4-4 - Topologien für IP Conferencing 
 
Aufgrund der Probleme des lose gekoppelten Ansatzes haben sich eng gekoppelte 
Topologien im Bereich IP Conferencing durchgesetzt. Sowohl das weit verbreitete H.323  
(siehe Abschnitt 2.3.3.1) als auch die XCON-Erweiterungen für Mehrpunktkonferenzen 
mit SIP (siehe Abschnitt 2.3.3.4) setzen zentrale Serverkomponenten für Signalisierung 
und Medienverteilung voraus. 
Neben diesen Basistopologien besteht die Möglichkeit, hybride Topologien zu verwenden, 
um die Vorteile der unterschiedlichen Ansätze zu kombinieren. Beispiele dafür sind 
Baumtopologien wie T.120 (siehe Abschnitt 2.3.3.3) oder Peer-to-Peer-Netzwerke von 
Servern wie bei XMPP-basierten Instant-Messaging-Systemen [Jab05].  
Topologien für synchrone Groupware 
Für synchrone Groupware wird meist eine eng gekoppelte Topologie mit zentralen 
Servern genutzt, da dies die Entwicklung von Verfahren zur Herstellung von Konsistenz 
wesentlich vereinfacht. Das System TeamRooms [RG96b] stellt beispielsweise virtuelle 
Gruppenräume auf einem zentralen Server zur Verfügung, die dort auch gespeichert 
werden können. Das Tool für virtuelle Meetings des späteren TeamSpace-Systems 
[FPW01] nutzt eine T.120-Topologie mit nur einem Top-Node, was einer einfachen Stern-
Topologie entspricht. Im Gegensatz dazu, setzt das CINEMA-System [SJL+01] auf die 
SIP-Standards auf. Auch hier werden einzelne Serverdienste wie ein Whiteboard-Cache, 
ein Application-Sharing-Server oder ein Instant-Messaging-Server genutzt.  
Neben der eng gekoppelten Topologie existieren im Bereich synchroner Groupware auch 
andere Ansätze wie Reliable Multicast als Vertreter einer lose gekoppelten Topologie 
[BCH+00] [ER03]. Diese sind jedoch aufgrund der bereits erwähnten 
Konsistenzanforderungen nur bedingt geeignet. 
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Topologien im Bereich Content Networking 
Im Forschungsbereich Content Networking gibt es zwei grundlegende Topologien, die für 
die effiziente Verteilung multimedialer Inhaltsobjekte geeignet sind: die Peer-to-Peer-
Topologie und die eng gekoppelte Topologie. 
Bei Content Distribution Networks (siehe Abschnitt 3.3) kommt eine eng gekoppelte 
Topologie zum Einsatz, die meist mehrstufig angelegt ist. Neben der sternförmigen 
Anbindung von Clients sind die Surrogates entweder hierarchisch oder als Peer-to-Peer-
Netz organisiert. Der Vorteil dieses Ansatzes ist, dass sich das Netzwerk zentral steuern 
lässt und somit Replikate von Inhaltsobjekten schon im Vorfeld von Client-Requests auf 
Surrogaten platziert werden können. Allerdings sind erhebliche Investitionen in die 
Serverinfrastruktur notwendig, die sich in hohen Kosten für die Content Provider 
niederschlagen.  
Im Gegensatz dazu wird bei Peer-to-Peer Content Networks ein dezentraler Ansatz 
gewählt. Damit ist es möglich, die nötige Serverinfrastruktur auf ein Minimum zu 
reduzieren beziehungsweise ganz überflüssig zu machen. Die Distribution wird 
vollständig von den beteiligen Clients übernommen, die einen Teil ihrer Bandbreite 
während des Downloads anderen Clients zur Verfügung stellen.  
Topologien mit Adaptionsunterstützung 
Neben der Eignung für IP Conferencing, synchrone Groupware und Content Networking 
spielt auch die Möglichkeit der Adaption eine wichtige Rolle für die Topologie-
Entscheidung. Adaption tritt im Rahmen des Content Sharings zum Beispiel dann auf, 
wenn Präsentationsfolien beim Presentation Sharing in großer Auflösung zur Verfügung 
gestellt werden und dann für unterschiedliche Endgeräte skaliert oder komprimiert 
werden. Hier kommen qualitätsgesteuerte Verfahren zur Inhaltsadaption in Frage 
[CGE+01]. Daneben spielt für Document Sharing auch Dokumenten-Adaption eine Rolle 
[dWZ00].  
Sollen mehrere Adaptionsschritte ausgeführt werden, so kommen dafür Adaptionspfade 
in Frage, die erstmals im Rahmen des Ninja-Projektes vorgestellt wurden [CMI00]. 
Verteilte Adaptionselemente werden zu einem Adaptionspfad verkettet, um mehrstufige 
Adaptionsoperationen ausführen zu können. Dies spricht implizit für eine eng gekoppelte 
Architektur mit zusätzlichen Peer-to-Peer-Verbindungen auf Serverebene, wie es bei 
Content Distribution Networks der Fall ist.  




Abbildung 4-5 – Adaptionspfade 
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Definition einer Topologie für Content Sharing 
Die Betrachtung von verfügbaren Topologien hat gezeigt, dass eine eng gekoppelte 
Topologie die meisten Vorteile für das gewünschte Einsatzgebiet in sich vereint. Deshalb 
wird dieser Ansatz für die Realisierung des Content Sharings gewählt (siehe dazu auch 
[SK05]).  
Als typische Vertreter einer Konferenzinfrastruktur für eng gekoppelte Topologien 
wurden bereits T.120, SIP und Jabber/XMPP genannt. Das etwas in die Jahre 
gekommene T.120 ist von den drei Lösungen hinsichtlich der Eignung für 
Groupwaresysteme am Weitesten entwickelt und hat sich trotz seiner Defizite [TH97] 
schon lange Zeit im praktischen Einsatz bewährt (siehe auch Abschnitte 2.3.3.3 und 
2.3.4). Es ist jedoch trotz der noch etwas schleppenden Entwicklung in der XCON-
Standardisierung (siehe Abschnitt 2.3.3.4) zu erwarten, dass künftig auch eine 
SIP/XCON-basierte standardisierte Infrastruktur für synchrone Groupware zur 
Verfügung stehen wird. Daneben gewinnen Instant-Messaging- und Presence-
Infrastrukturen auf Basis von Jabber/XMPP immer mehr als Plattform für vielfältige 
Anwendungen mit synchroner Interaktion an Bedeutung. Im Sinne einer möglichst 
universell verwendbaren Lösung soll sich die Content-Sharing-Topologie an diesen drei 
Systemfamilien orientieren. 
Wie in Abbildung 4-6 zu sehen ist, besteht die Content-Sharing-Topologie aus mehreren 
Client- und Server-Peers, die in einer Content Sharing Session miteinander 
verbunden sind. Auf diesen Peers kann sich als CS-User-Agent entweder ein Content 
Sharing Client (CS-Client), ein Content Sharing Server (CS-Server), oder beide 
Funktionalitäten vereint in einem Agent befinden. Ein CS-Client baut eine für die Dauer 
der Content Sharing Session bestehen bleibende Netzwerkverbindung (im Folgenden 
auch permanente Verbindung genannt) zu genau einem CS-Server auf und 
kommuniziert mit diesem unter Nutzung des Content Sharing Protocol (CSP). Die 
Nutzung einer permanenten Verbindung erlaubt asynchrone Nachrichten des CS-Servers 
an den CS-Client ohne vorherigen Request. Dies erweitert die Protokoll-Möglichkeiten im 
Gegensatz zum klassischen Request-Response-Modell erheblich. 
 
 
Abbildung 4-6 – Content-Sharing-Topologie 
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Anforderungen an das Konferenzsystem 
Da das Content Sharing explizit für den Einsatz in Rich Media Collaboration Applications 
entwickelt wird, kann von der Existenz einer Content Sharing Session ausgegangen 
werden. Damit entfällt das Problem des Service Discovery, da die beteiligten Knoten im 
Rahmen der Content Sharing Session miteinander bekannt sind. Genauer werden 
folgende Annahmen gemacht, die als Voraussetzungen erfüllt sein müssen: 
1. Es existieren Mechanismen für Service Discovery und Conference Control, die 
den Aufbau von Content Sharing Sessions zwischen mehreren Teilnehmern in 
der definierten Topologie erlauben. 
2. Die Content Sharing Session hat einen Presence-Mechanismus, der es den 
Knoten erlaubt, sich gegenseitig zu identifizieren und direkte Verbindungen 
aufzubauen. 
3. Der Presence-Mechanismus erlaubt die Identifikation des User-Agent-Typs (CS-
Client, CS-Server, beides). 
4. CS-Clients können über den Presence-Mechanismus den nächstgelegenen bzw. 
am besten geeigneten CS-Server identifizieren. 
Der in der ersten Annahme geforderte Konferenzaufbau nach der Content-Sharing-
Topologie wird zunächst nur von T.120 unterstützt, da bei diesen beliebige 
Baumstrukturen aufgebaut werden können. Da aber sowohl Jabber als auch SIP mehrere 
Signalisierungsserver unterstützen, ist es möglich, durch Platzierung eines CS-Server 
lokal zu einem solchen Server eine Content-Sharing-geeignete Topologie aufzubauen. 
Dazu muss eine zusätzliche Out-of-Band-Signalisierung vorgenommen werden, die dann 
letztlich zu einem standardkonformen Konferenzaufbau führt. 
Die zweite Annahme wird von allen drei betrachteten Systemen durch die normalen 
Presence- und Discovery-Mechanismen abgedeckt. Die dritte Annahme erfordert einen 
erweiterbaren Presence-Mechanismus. Nutzererweiterungen der Presence sind in T.120 
durch Capabilities möglich. Bei SIP können über den Registrar ebenfalls spezielle 
Eigenschaften bekannt gemacht werden. Der Jabber-eigene Presence-Mechanismus 
erlaubt gleichermaßen die Ergänzung um nutzerdefinierte Informationen. Die 
beschriebenen Mechanismen können auch zur Unterstützung der vierten Annahme 
genutzt werden. 
Content Distribution und Adaption 
Neben der klassischen Client-Server-Architektur zwischen CS-Client und CS-Server, 
können CS-Server-Dienste auch untereinander Verbindungen aufbauen (Server-Server-
Kommunikation). Hier wird ähnlich wie bei Content Distribution Networks ein für den 
Client transparenter Ansatz gewählt. Der dem CS-Client zugeordnete CS-Server 
übernimmt die Proxy-Rolle für alle weiterführende Kommunikation, so dass dem CS-
Client die Struktur des restlichen Netzes verborgen bleibt. Damit sind für die Realisierung 
des Delivery Networks zwischen CS-Server-Diensten von einer einfachen Ein-Server-
Lösung über hierarchische Strukturen bis hin zu Peer-to-Peer-Netzen viele Varianten 
möglich. 
Der CS-Server tritt dem CS-Client gegenüber als Surrogat und Adaptation Service auf. Als 
Surrogat ist der CS-Server für die Auslieferung von Content an den Grenzen des internen 
Delivery Networks zuständig. Er wird direkt von Clients für Anfragen adressiert und 
speichert die Ergebnisse im Cache für spätere Anfragen. Zusätzlich ist wie auch bei 
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Content Distribution Networks ein Prefetching denkbar. Als Adaptation Service stellt der 
CS-Server Skalierung, Transcoding und andere Adaptionsoperationen zur Verfügung. 
Diese können im Vorfeld der Auslieferung ausgeführt werden. 
Die Auslieferung von Inhaltsobjekten soll eine kontinuierliche Aktivität sein, die die 
brachliegenden und knappen Ressourcen einer Content Sharing Session bestmöglich 
ausnutzt. CS-Server-Dienste können mit der gewählten Topologie die Capabilities und 
Lastsituation ihrer zugeordneten CS-Client-Dienste überwachen und somit eine 
bestmögliche Effizienz der Inhaltsverteilung gewährleisten. 
4.3.2 Verteilungs- und Konsistenzarchitektur  
Nach der Betrachtung der Netzwerktopologie, also der Definition der Netzwerkentitäten 
und deren Anordnung, soll nun eine geeignete Verteilungs- und Konsistenzarchitektur für 
das Content Sharing entworfen werden. Dies spiegelt die datenorientierte Sicht auf die 
Referenzarchitektur wider, geht also der Frage nach, wie die im Lösungsansatz nur grob 
beschriebene Synchronisierung gemeinsamer Objekte (siehe Abschnitt 2.2.4) genau 
erfolgen soll. Als Grundlage wird dabei zunächst der für synchrone Groupware zentrale 
Begriff des Anwendungszustandes benötigt.  
Anwendungszustand 
Der Anwendungszustand einer synchronen Groupwareanwendung besteht aus einem 
gemeinsamen Zustand und einem privaten Zustand. Es wird dazu in Anlehnung an [SS01] 
folgende Definition verwendet: 
 
Definition 4-4 - Gemeinsamer Zustand 
Mit dem gemeinsamen Zustand wird der Anwendungszustand bezeichnet, den 
sich alle Anwendungsinstanzen einer synchronen Groupwareanwendung teilen. 
 
Um für Content Sharing geeignet zu sein, muss der gemeinsame Zustand der 
Groupwareanwendung folgende Bedingungen erfüllen (siehe auch Abbildung 4-7): 
1. der gemeinsame Zustand lässt sich in Strukturinformationen und Inhaltsobjekte 
teilen  
2. die Inhaltsobjekte bilden den überwiegenden Teil des Datenumfangs des 
gemeinsamen Zustandes  
Zum Beispiel setzt sich bei einer Anwendung für Presentation Sharing der gemeinsame 
Zustand aus einem Workspace mit Folientiteln und Zeichenebenen (Struktur-
informationen) und zugeordneten Folien und Zeichnungen (Inhaltsobjekten) zusammen. 
Letztere bilden dabei den weitaus überwiegenden Teil des Datenumfangs (mehr als 95%), 
weshalb Presentation Sharing sehr gut als Anwendungsfall für Content Sharing geeignet 
ist.  
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Klassische Konsistenzarchitekturen 
Patterson beschreibt in [Pat94] eine Taxonomie für synchrone Groupware, die die 
Systeme anhand der verwendeten Konsistenzarchitektur in zentral, dezentral und hybrid 
unterteilt14. Obwohl mittlerweile erweiterte Modelle wie das von Roth  [RU00] existieren, 
soll die Klassifikation anhand des einfacheren Modells von Patterson vorgenommen 
werden, da es eine leichtere Vergleichbarkeit mit existierenden Systemen ermöglicht. 
 
 
Abbildung 4-7 - Anwendungszustand 
 
Im Patterson-Modell wird von einer konkreten Netztopologie abstrahiert und 
beschrieben, welche Teile des Anwendungszustandes zentral oder dezentral platziert 
werden und auf welchen Ebenen Konsistenz hergestellt werden muss. Grundlage dafür ist 
die These, dass die Konsistenzerhaltung die größte Herausforderung bei der Entwicklung 
synchroner Groupware darstellt. Es werden vier Zustands-Schichten definiert:  
• File: persistente Repräsentation der zugrunde liegenden Information - z.B. eine 
gespeicherte Word-Datei bei Document Sharing 
• Model: nicht-persistente Repräsentation der zugrunde liegenden Information – 
z.B. das Objektmodell einer Anwendung im Hauptspeicher 
• View State: Informationen darüber, wie die zugrunde liegende Information in 
den Display State abgebildet werden sollen - z.B. die Ausgabe einer grafischen 
Nutzeroberfläche einer Anwendung, auf die per Application Sharing gemeinsam 
zugegriffen wird  
• Display State: Informationen, die das Display des Nutzers steuern - z.B. der 
Grafikspeicher 
Es zeigen sich Parallelen zwischen der Ebenen-Aufteilung des Patterson-Modells und 
dem Entwurfsmuster Model-View-Controller (MVC) der Softwaretechnologie [Gam05]. 
Da heutige Softwaresysteme und damit auch synchrone Groupwaresysteme meist nach 
dem MVC-Prinzip aufgebaut sind, lassen sich häufig die Model- und View-Schichten von 
MVC auf die gleichnamigen Schichten des Patterson-Modells abbilden. Allerdings ist 
                                                             
14 Deutsche Übertragung der Begriffe „centralized“, „replicated“ und „hybrid“ 
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dabei zu beachten, dass Pattersons Modell keine Software sondern lediglich verschiedene 
Ebenen des Anwendungszustands beschreibt.  
Die zentrale bzw. dezentrale Platzierung einzelner Schichten in Pattersons Modell erlaubt 
verschiedene Variationen der Basisarchitekturen. Verbindungen zwischen den Schichten 
kennzeichnen den Datenfluss. Soll Synchronisation auf Ebene der Views ausgeführt 
werden, so kommen dazu zwei grundlegende Architekturen in Frage, die in Abbildung 4-8 
dargestellt sind. Die zentrale Architektur (Abbildung 4-8-a) wird beispielsweise für 
klassisches Application Sharing wie in Microsoft NetMeeting eingesetzt. Die dezentrale 
Architektur dagegen in WebConferencing-Systemen wie WebEx. 
   
 
Abbildung 4-8 - Beispiele für Groupwarearchitekturen mit synchronisierten Views nach 
Patterson [Pat94] 
 
Bei klassischem Application Sharing (Abbildung 4-8-a) wird starke Konsistenz zwischen 
den Views der Teilnehmer hergestellt, indem die jeweiligen Schichten auf das gleiche 
Model, also den gleichen Anwendungszustand zugreifen. Da die Kommunikation 
zwischen Model und View sehr umfangreich ist, erfordert dieses Verfahren eine hohe 
Datenrate. Zum Beispiel muss bei Scrolling eines Dokumentes immer der gesamte 
geänderte Fensterinhalt übertragen werden. 
Die dezentrale Verteilung der Schichten Model und File wie in Abbildung 4-8-b führt zu 
einer Verringerung der zur Synchronisation nötigen Datenrate. Allerdings muss jetzt 
starke Konsistenz auch auf Ebene des Models hergestellt werden, was sehr komplexe 
Konsistenz-Algorithmen oder eine Einschränkung der Funktionalität (z.B. Begrenzung 
auf 1:n-Sharing) erfordert. Von dem Model lokal zugegriffene Files gehen in das Model 
über und müssen somit komplett repliziert werden.  
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Content-Sharing-Konsistenzarchitektur 
Nach den für das Content Sharing oben definierten Bedingungen erfolgt eine Zerlegung 
der Originaldatei in Strukturinformationen und Inhaltsobjekte. Bei Anwendung der 
dezentralen Architektur aus Abbildung 4-8-b müssten diese komplett mit in das Model 
übernommen werden. Die Zerlegung erlaubt es jetzt jedoch, nur die 
Strukturinformationen in das Model zu übernehmen und die Inhaltsobjekte auf dem File-
Layer zu belassen. Dies soll hier als Konzept des Thin Model bezeichnet werden.   
Damit lassen sich die beschriebenen Nachteile der dezentralen Architektur  umgehen, 
indem zum Einen ein flexibles bedarfsgesteuertes Konsistenzmodell eingeführt wird, und 
zum Anderen Konsistenz auch auf File-Ebene (also zwischen Sammlungen von 
Inhaltsobjekten) hergestellt werden kann. Um diese neuen Eigenschaften darstellen zu 
können, wird das Modell von Patterson um ein neues Symbol für schwache Konsistenz 
erweitert: 
 
   starke Konsistenz (Instanzen werden vollständig synchronisiert) 
   schwache Konsistenz (Instanzen unterscheiden sich; können aber bei 
Bedarf synchronisiert werden) 
 
Starke Konsistenz und damit vollständige Synchronisation wird nur noch auf Ebene des 
Models durchgeführt (Synchronisation der Strukturinformationen). Die Views der 
verteilten Anwendungen können unterschiedlich sein. Sie können jedoch bei Bedarf 
gemäß der Definition von schwacher Konsistenz synchronisiert werden. Zusätzlich wird 
eine schwache Konsistenzkopplung auf Ebene der Files eingeführt, um diese 
bedarfsgesteuerte Synchronisierung zu unterstützen. Damit ergibt sich folgende 
Architektur in erweiterter Patterson-Darstellung: 
 
 
Abbildung 4-9 – erweitertes Patterson-Modell für Content Sharing 
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Es wird ersichtlich, dass der Content Sharing Agent Synchronisierungsaufgaben auf den 
Ebenen File, Model und View übernehmen muss. Das zu entwickelnde Protokoll muss 
also drei verschiedene Mechanismen zur Konsistenzsicherung anbieten. 
Damit ergibt sich für die Synchronisierung ein Ablaufmuster, das in Abbildung 4-10 
dargestellt ist. Änderungen des Models (Change Model) werden kontinuierlich 
übertragen, so dass starke Konsistenz auf dieser Ebene hergestellt wird. Lokale 
Änderungen des Views (Change View) haben keine Auswirkungen auf die Views anderer 
Teilnehmer. Es wird jedoch eine Synchronisierung auf File-Ebene durchgeführt, falls 
Inhaltsobjekte zur Darstellung der neuen Ansicht fehlen. Wird die gemeinsame View 
geändert (Sync View) so führt dies zur Konsistenzsicherung auf Ebene der Views (View 
Changed). Auch hier werden wieder nach Bedarf Inhaltsobjekte übertragen. 
 
 
Abbildung 4-10 - Ablaufdiagramm Synchronisierung 
 
4.3.3 Peer-Architektur 
Nach der Betrachtung von Verteilungsarchitektur (Datensicht) und Netzwerktopologie 
(Netzwerksicht) soll nun die Architektur eines Peers (Systemsicht) der Rich Media 
Collaboration Application entwickelt werden. Die Peer-Architektur wird zunächst client-
seitig betrachtet. Für Server-Peers gilt jedoch ein ähnlicher Aufbau, so dass hier allgemein 
von einer Peer-Architektur gesprochen wird. 
Aus Sicht des Nutzers besteht eine RMCA aus folgenden Teilen: 
1. Presence – ein Mechanismus zur Verwaltung von Präsenzinformationen von 
anderen Nutzern der RMCA (Buddy List) 
2. Instant Messaging – die Möglichkeit, kurze Nachrichten an andere Nutzer zu 
senden 
3. Konferenzverwaltung – ermöglicht das Anlegen, Beenden und dynamische 
Konfigurieren von Konferenzsessions 
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4. Audio – Audio-Eingabe per Mikrofon und Ausgabe eines gemixten 
Audiostromes; Einstellung des Audio-Pegels 
5. Video – Darstellung des Eigenbildes und der Live-Video-Bilder anderer 
Teilnehmer einer Session; Einstellung der Video-Qualität und -Größe 
6. Interne Anwendungen – Anwendungen wie Presentation Sharing, Co-Browsing 
oder Chat, die speziell für den Mehrbenutzerbetrieb entwickelt wurden 
7. Externe Anwendungen – externe Einbenutzeranwendungen wie Microsoft Word 
oder Excel, die im Rahmen der Session gemeinsam betrachtet werden können 
Diese funktionalen Blöcke bilden auch die grundlegende Systemaufteilung der RMCA wie 
in Abbildung 4-11 zu sehen ist. Für jeden dieser Anwendungsbereiche existieren bereits 
eigenständige Systeme, so dass sich die beschriebene allgemeine Peer-Architektur 
prinzipiell auch mit parallel betriebenen Einzelsystemen realisieren lässt. Der neue 
Anspruch, der sich aus dem Paradigma Rich Media Collaboration ableitet, ist es, eine 
nahtlose Integration dieser Funktionen für synchrone Kommunikation und synchrone 
Kooperation zu erreichen.  
 






































Abbildung 4-11 – Referenzarchitektur eines RMCA-Peers 
 
Da Instant Messaging (IM) Presence-Funktionalität voraussetzt, werden diese beiden 
funktionalen Blöcke gruppiert. Die Darstellung der Buddy List und die Funktionalität für 
Instant Messaging baut auf einer Komponente für Presence und Instant Messaging auf, 
die ein bestimmtes Presence- und IM-Protokoll realisiert. Als mögliche standardisierte 
Protokolle können hier beispielsweise das Extensible Messaging and Presence Protocol 
(XMPP) [Sai04a] der Jabber-Community oder die SIP Instant Messaging and Presence 
Leveraging Extensions (SIMPLE) [IET06b] der SIP-Community zum Einsatz kommen.  
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Unter der funktionalen Komponente Conference Control werden alle Mechanismen zum 
Discovery, Auf- und Abbau sowie zur Steuerung der Parameter einer Konferenz 
zusammengefasst. Das sind bei einer H.323-basierten Architektur die Protokolle H.225.0 
und H.245, oder aber SIP und seine diversen Erweiterungen. Des Weiteren wird in der 
Referenzarchitektur davon ausgegangen, dass nur eine Conference-Control-Komponente 
nötig ist, die von Video Conferencing und Groupwareteil gemeinsam genutzt werden 
kann.  
Als nächste Komponente der generischen Peer-Architektur werden die Funktionen zur 
Behandlung von Live-Audio und -Video als Komponente A/V-Handling zusammen-
gefasst. Neben den Algorithmen zum effizienten Codieren und Decodieren in Echtzeit 
enthält diese Komponente auch den Echtzeittransport (z.B. mit dem Real-Time Transport 
Protocol – RTP [SCF+03]) und die Synchronisierung von Audio und Video. 
Der Transport Layer ist die entscheidende Schicht für die Integration der verschiedenen 
Teilsysteme einer RMCA. Wie bereits in den Vorbetrachtungen zu Abschnitt 4.2 erläutert 
wurde, muss die knappe Bandbreite zwischen Conferencing und synchroner Groupware 
geeignet aufgeteilt werden. Der Transport Layer muss deshalb ein Bandbreiten-
management beinhalten, das abhängig vom Anwendungskontext den Teilsystemen 
Anteile an der Gesamtbandbreite zuteilt. Dem Bandbreitenmanagement unterliegen die 
Audio- und Videoübertragung, das Content Sharing, sowie das gemeinsame Betrachten 
externer Anwendungen (Application Sharing).  
Für das Application Sharing existiert eine separate Komponente, da der Output externer 
Anwendungen kein Inhaltsobjekt gemäß Definition 4-2 darstellt und damit nicht für das 
Content Sharing genutzt werden kann. Das Sharing externer Anwendungen ist hier in der 
vorherrschenden Form des GUI Sharings dargestellt. Eine GUI Mirror genannte 
Komponente übernimmt die Ausgabe der externen Anwendung und gibt sie an das 
Application Sharing weiter.  
Damit ist die horizontale Umgebung für den Content Sharing Agent festgelegt. Als 
spezielle Groupware-Middleware wird unterhalb des CS-User-Agent das Data 
Conferencing Framework (DCF) definiert, das Basisdienste wie Channel-Verwaltung 
und Awareness für die Groupwareanwendungen bereitstellt. Wie bereits in Kapitel 2 
gezeigt wurde, ist ein solcher Dienst als Bestandteil einer T.120-Architektur, aber auch in 
Form von Frameworks für synchrone Groupware und separater Einzeldienste verfügbar. 
Das Data Conferencing Framework bietet Dienstprimitive an, die vom Content Sharing 
Agent über Service Calls aufgerufen werden können. 
Der Content Sharing Agent kommuniziert darüber hinaus über das Content Sharing 
Protocol (CSP) mit anderen Agents. Die Datenpakete des CSP werden direkt an das Data 
Conferencing Framework übergeben und zuverlässig an andere CS-Agents übertragen.  
4.3.4 Dienstprimitive des Data Conferencing 
Frameworks 
Bei der Betrachtung der Peer-Architektur in Abschnitt 4.3.3 wurde das Data Conferencing 
Framework als Komponente definiert, die die grundlegende Infrastruktur für das Content 
Sharing Protocol zur Verfügung stellt. Innerhalb der T.120-Architektur (siehe Abschnitt 
2.3.3.3) existiert mit den Interface-Definitionen des Multipoint Communication Service 
(T.122 - [ITU98a]) und der Generic Conference Control (T.124 - [ITU98d]) bereits eine 
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umfassende Beschreibung einer Schnittstelle, wie sie von synchroner Groupware zur 
darunter liegenden Middleware benötigt wird. Die entscheidenden anwendungs-
überschneidenden Fragestellungen wie  zuverlässiger Mehrpunktdatentransfer, 
erweiterter Presence-Dienst, Floor Control und Late-Join-Unterstützung  werden dort 
behandelt.  
Allerdings werden nicht alle dieser Dienstprimitive von synchronen Groupware-
anwendungen wirklich benötigt, da sich viele Aufgaben nur im Kontext der Anwendungs-
protokolle realisieren lassen, auch wenn dadurch scheinbar redundante Funktionalität 
definiert wird. Das hier entwickelte abstrakte Interface des DCF basiert deshalb auf einer 
leichtgewichtigen Variante von T.120, die so auch mit geringen Erweiterungen von 
anderen existierenden Groupwareframeworks realisiert werden kann. Die 
Dienstprimitive des DCF sind in Tabelle 4-3 definiert.  
  
Tabelle 4-3 - Dienstprimitive des Data Conferencing Frameworks 
Diensprimitiv Beschreibung 





Die Metadaten und Capabilities einer Groupwareanwendung 
in einer Session bekannt machen (Session-Notify) und sich 
für asynchrone Benachrichtigungen anderer Anwendungen 




Einem Channel beitreten oder einen Channel wieder 
verlassen. Andere Nutzer können auf diesem Channel Daten 
an die Groupwareanwendung senden. Diese Channels 
können ebenfalls zur Priorisierung des Datenverkehrs 
genutzt werden.  




Erzeugt, modifiziert und löscht Properties einer Session. 
Änderungen an den Properties werden per Notify-




Ein Content Sharing Agent erhält als Nutzer des DCF eine User-ID und kann über diesen 
Dienst mit anderen Agents kommunizieren, deren User-ID er kennt. Kommuniziert wird 
jedoch wie in T.120 ausschließlich über Channels, denen die Anwendungen als 
Empfänger explizit beitreten müssen (Channel-Join). Auf eine Sender-Autorisierung wird 
im Sinne der Vereinfachung des Interface verzichtet, so dass jeder Teilnehmer der Session 
jederzeit auf beliebigen Channels senden darf.  
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Die aus T.120 bekannte praktikable Mehrfachbelegung der IDs wird auch für den DCF 
übernommen: Die Groupwareanwendungen treten nach der Anmeldung mittels User-
Attach dem Channel bei, der die gleiche ID wie ihre User-ID hat. Somit ist es entfernten 
Teilnehmern möglich, Daten direkt an diese Anwendung zu schicken, indem der Channel 
mit der User-ID der Anwendung benutzt wird.  
Dabei werden Dateneinheiten unterschiedlicher Größe übergeben, die auf den Channels 
zuverlässig zum betreffenden Empfänger übertragen werden. Dies entspricht der 
Herangehensweise von zuverlässigen Mehrpunkttransportsystemen wie dem SRM-
System (Scalable Reliable Multicast - [FJL+96]) die auf dem Paradigma des Application 
Level Framing (ALF - [CT90]) beruhen. ALF besagt, dass es sinnvoll ist, so viel 
Funktionalität und Flexibilität wie nur möglich den Anwendungen zu überlassen, da so 
die unterschiedlichen Requirements am Ehesten erfüllt werden können. Ein generisches 
Protokoll soll also nur die minimal nötige gemeinsame Funktionalität bieten. Demzufolge 
wird hier auch auf weitergehende Mechanismen wie geordnete Zustellung der Daten oder 
generische Flusskontrolle verzichtet, da diese aufgrund spezieller Anforderungen ohnehin 
in der entsprechenden Anwendung (hier dem Content Sharing Agent) realisiert werden 
müssen.  
Als weiterer sinnvoller Mechanismus wird ein erweiterter Presence-Mechanismus ähnlich 
dem Enrollment aus T.124 als Dienstprimitiv aufgenommen. Wie beim Entwurf der 
Netzwerktopologie in Abschnitt 4.3.1 festgestellt wurde, benötigt das Content Sharing 
Mechanismen, um andere Agents zu identifizieren und direkte Verbindungen 
aufzubauen. Des Weiteren muss der Agent-Typ bekannt sein und der nächstgelegene 
Agent eines bestimmten Typs ermittelt werden können. Dies wird möglich, wenn ein 
Subscribe/Notify-Dienst genutzt wird, der es den Agents ermöglicht, Metadaten und 
Capabilities zu publizieren. Ein solcher Dienst wurde zum Beispiel innerhalb der SIP-
Architektur mit der SIP Event Notification (RFC 3265 - [Roa02]) definiert.   
Abschließend wird noch ein Dienstprimitiv zur Konsistenzsicherung eingeführt, das hier 
als Property-Change bzw. Property-Delete bezeichnet wird. Die Konsistenz des 
gemeinsamen Zustands kann am Besten dadurch gesichert werden, dass die 
entsprechenden Datenstrukturen in einer virtuellen Session-Datenbank (hier als 
Properties) gespeichert werden, die auf allen Knoten aktuell verfügbar ist und bei deren 
Änderung der Nutzer benachrichtigt wird. Ob ein solcher Dienst dann als replizierte oder 
zentrale Datenbank realisiert wird, bleibt der Implementierung überlassen. Dieses 
Konzept ist an die Registry aus T.124 angelehnt, jedoch deutlich schlanker, da auf das 
Anlegen von Datenbankfeldern verzichtet wird. Eine Property ist lediglich eine 
Kombination aus Schlüssel und Wert, die von der Groupwareanwendung beliebig gesetzt 
werden kann. Jede Groupwareanwendung hat dabei ihren eigenen Namensraum für 
Properties und muss deren Semantik selbst definieren.   
Durch die Nutzung einer solchen Property-Datenbank wird die Late-Join-Problematik 
elegant gelöst, da neu hinzugetretene Benutzer den gesamten gemeinsamen Zustand in 
dieser Datenbank zur Verfügung haben. Damit die Datenbank nicht zu umfangreich wird, 
ist das nur möglich, wenn der gemeinsame Zustand in Inhalt und Struktur zerlegt wird 
und nur die Struktur in der Datenbank gehalten werden muss. Dies wurde in Abschnitt 
4.3.2 explizit als Voraussetzung für das Content Sharing gefordert.    
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DCF Client und DCF Service 
Auf die Realisierung des DCF wird hier nicht näher eingegangen. Es wird lediglich 
vorausgesetzt, dass eine lokale Instanz des DCF vorhanden ist, die das beschriebene 
Interface anbietet und mit den anderen DCF-Instanzen kommunizieren kann, um so den 
gewünschten Dienst zu erbringen. 
Zur Vereinfachung der Darstellung werden jedoch die beiden Entitätsbezeichnungen DCF 
Client und DCF Service eingeführt. Ein DCF Client ist die lokale Instanz des DCF, die vom 
Content Sharing Agent (egal ob Client oder Server) angesprochen wird. Diese 
kommuniziert mit dem DCF Service, der die koordinierende Instanz des DCF darstellt 
und die Verwaltung gemeinsamer Ressourcen wie Channels, Session-Subscriptions, 
Floors und Properties übernimmt. 
Dieser DCF Service kann als ein ausgezeichneter Dienst im Sinne einer einfachen Stern-
Topologie oder auch als Peer-to-Peer-Verbund realisiert sein. Für den Content-Sharing-
Agent macht das keinen Unterschied, da mit dem Interface des DCF Client eine 
Schichtentransparenz hergestellt wird.   
4.3.5 Workspacemodell 
Als letzter Teil der Architekturdefinition soll noch ein Architekturproblem auf 
Anwendungsebene betrachtet werden, das als Voraussetzung für die Protokolldefinition 
benötigt wird: der Entwurf eines geeigneten Workspacemodells. Es verfeinert die 
Datensicht, die mit der Verteilungs- und Konsistenzarchitektur in Abschnitt 4.3.2 
definiert wurde.  
Wie bereits zu Anfang von Abschnitt 2.2 ausgeführt wurde, ist Groupware allgemein und 
synchrone Groupware im Speziellen durch eine gemeinsame Arbeitsumgebung 
gekennzeichnet, die als Bezugspunkt der Interaktion dient und die Gruppenmitglieder 
gegenseitig über ihre Existenz und Aktivitäten informiert. Eine solche Arbeitsumgebung 
wird häufig auch als Shared Workspace bezeichnet. Nach Gutwin [Gut95] ist ein Shared 
Workspace die Nachbildung für entsprechende physische Arbeitsflächen in der realen 
Welt wie z.B. ein Ladentisch für den Verkauf von Waren oder auch der Boden einer 
Turnhalle für das gemeinsame Ballspiel. Von typischen synchronen 
Groupwareanwendungen werden jedoch meist nur flache, mittelgroße Arbeitsflächen 
nachgebildet. In der realen Welt kann um eine solche Arbeitsfläche eine kleine Gruppe 
von Personen stehen und Objekte platzieren und manipulieren. 
Aus dieser Analogie leitet Gutwin vier wichtige Eigenschaften von Shared Workspaces ab, 
die hier beim Entwurf des Workspacemodells beachtet werden sollen. Dies sind im 
Einzelnen: 
1. Interaktionsumgebung – der Shared Workspace ist Bezugspunkt der Interaktion  
2. Sichtbarkeit – der Shared Workspace sollte möglichst im Ganzen eingesehen 
werden können, so dass andere Teilnehmer bei der Bearbeitung von 
gemeinsamen Objekten des Shared Workspace beobachtet werden können 
3. Räumliche Anordnung – Strukturierung von gemeinsamen Objekten durch 
räumliche Platzierung bzw. Zuordnung zu Stukturelementen 
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4. Geleitete Wahrnehmung – die Zahl der möglichen Aktivitäten in einem Shared 
Workspace ist begrenzt und deshalb fällt es leichter, Aktivitäten richtig zu 
interpretieren, wenn sie innerhalb des Workspace stattfinden 
In Abschnitt 2.3.3.3 wurde mit dem Workspacemodell von T.126 [ITU97] bereits ein in 
Shared-Viewing-Anwendungen häufig genutztes Modell vorgestellt. Es besteht aus 
mehreren Ebenen, die in einer statischen Reihenfolge transparent übereinander gelegt 
werden, und auf denen verschiedene Objekte platziert werden können. Dadurch können 
verschiedene Ebenen der Interaktion definiert werden, wie z.B. eine Ebene für Text, eine 
Ebene für Zeichnungen und Annotationen und eine darüber liegende Ebene für 
Markierungselemente wie Pfeile oder Sterne. Da die Reihenfolge dieser Ebenen und 
deren Sichtbarkeit nicht geändert werden kann, fehlt diesem Modell jedoch die nötige 
Flexibilität für komplexere Interaktionen. Des Weiteren beinhaltet es Schwächen bei der 
räumlichen Anordnung, da nur eine flache Fläche existiert, die eine Strukturierung des 
Workspace z.B. nach Seiten oder Kapiteln eines darzustellenden Dokumentes nicht 
erlaubt. 
Das hier definierte Shared Workspace Protocol baut auf T.126 auf, es werden jedoch die 
folgenden Erweiterungen vorgenommen: 
1. Der Erzeugungsprozess eines Shared Workspace wird modularisiert, so dass der 
Workspace zu jedem Zeitpunkt einfach modifiziert werden kann (z.B. Hinzufügen 
neuer Seiten, Entfernen von Ebenen). 
2. Jedem Workspace wird eine Groupwaresession zugeordnet, so dass für jeden 
Workspace eine Teilnehmerliste und umfangreiche Möglichkeiten zur 
Zugriffskontrolle zur Verfügung stehen. 
3. Das Workspacemodell wird um das Konzept der Seiten erweitert, so dass der 
Workspace anhand zugrundeliegender Dokumente semantisch strukturiert 
werden kann. 
4. Den Entitäten des Shared Workspace können flexibel Attribute zugeordnet 
werden, die z.B. die Sichtbarkeit oder die Anordnung der Ebenen steuern. 
Neben diesen wichtigen Erweiterungen, die im Folgenden näher betrachtet werden, gibt 
es auch Erweiterungen bezüglich der Rollenvergabe. So können für einen Workspace 
Rollen definiert werden, deren Inhaber bestimmte Rechte/Pflichten bezüglich des 
Workspaces haben: 
- Chair: ist berechtigt, die Workspacestruktur und Workspaceattribute zu ändern. 
- Provider: stellt die Inhalte für einen Workspace zur Verfügung. 
Im Regelfall nimmt ein CS-Client beide Rollen bezüglich des Workspaces ein. Wenn aber 
die Inhaltsobjekte des Workspace z.B. auf einem speziellen Server gespeichert sind, der 
an der Content-Sharing-Session über einen Proxy-Client teilnimmt, so übernimmt dieser 
Server die Rolle des Providers und der CS-Client, der diesen Workspace in die Session 
einbringt, die des Chairs. Die Vergabe dieser Rollen ermöglicht zudem auch die 
Erzeugung von Workspaces durch Dritte, z.B. wenn der Workspace Chair erst verspätet 
zu einer Session hinzutreten kann, jedoch die Rechte bezüglich des Workspace 
wahrnehmen möchte. 
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Erweiterte Workspacestruktur 
Ein Workspace nach T.126 besteht typischerweise aus einem Bild (das z.B. per Screenshot 
eingefügt werden kann) und überlagerten Zeichnungen und Telepointern. Dieses Modell 
ist auf die Nutzung durch eine einfache Whiteboard-Anwendung ausgelegt und eignet 
sich nicht für komplexere Szenarien wie Presentation Sharing und Document Sharing. 
Deshalb wurde das Workspacemodell vom Autor dieser Arbeit erweitert [Sch04a], um 
den Anforderungen des Content Sharings gerecht zu werden (siehe Abbildung 4-12).  
Ein Workspace besteht aus mehreren Seiten, die jeweils getrennt voneinander betrachtet 
werden. Als vertikale Gliederungsebene werden werden zudem die bereits aus T.126 
[ITU97] bekannten übereinander gelagerten Zeichenebenen übernommen. Jede Seite hat 
dadurch mehrere Sheets (eine auf jeder Ebene), die übereinander liegen. Ein Nutzer 
betrachtet jeweils nur eine Seite des Workspace und sieht die Inhalte der Sheets dieser 
Seite überlagert. Die Reihenfolge der Überlagerung ist in den Ebenenattributen festgelegt 
(Z-Order). Der Hintergrund des Sheets kann entweder transparent oder nicht transparent 






































Abbildung 4-12 - Workspacemodell 
 
Ein Workspace hat eine definierte Höhe und Breite, die von den Clients ggf. skaliert 
dargestellt wird. Die Abmessungen der im Workspace platzierten Objekte beziehen sich 
immer auf Workspacekoordinaten. Damit ist ein gemeinsames Koordinatensystem 
gegeben, das es erlaubt, den Content inklusive zugehöriger Interaktionselemente in 
verschiedenen Zoomstufen bzw. unterschiedlichen Ausschnitten zu betrachten.  
Mit Erzeugung eines Workspace existieren zunächst nur die Ebenen, die jeweils einen 
bestimmten Inhaltstyp enthalten (Inhaltsobjekte, Interaktionselemente). Seiten werden 
erst später bei Bedarf in den Workspace eingefügt, wenn Inhaltsobjekte für Sheets 
angeboten werden.  
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Jeder Struktureinheit eines Workspace ist neben der ID eine Menge von Attributen 
zugeordnet: 
- Workspaceattribute – z.B. Anzeigename, Chair und Provider, Auflösung, 
Rotation, Rechte  
- Seitenattribute – z.B. Beschreibung der Seite, Sichtbarkeit, Rotation 
- Ebenenattribute – z.B. Medientyp, alternative Medientypen, Hintergrundfarbe, 
Z-Order, Sichtbarkeit 
 
Die Anzahl der Ebenen wird meist zum Zeitpunkt der Erzeugung des Workspace 
vorgegeben. Es lassen sich jedoch jederzeit neue Ebenen einfügen bzw. Ebenen auch 
wieder entfernen. Ebenso lassen sich die Ebenenattribute während der Konferenz ändern.  
Seiten werden entweder wie Ebenen durch das Workspaceteilprotokoll explizit erzeugt, 
oder entstehen, indem der Provider Inhaltsobjekte für noch nicht vorhandene Seiten 
anbietet. Durch das Hinzufügen einer neuen Seite in den Workspace entsteht auf jeder 
Ebene ein neues Sheet, das später mit Inhaltsobjekten gefüllt werden kann.  
Die Sheets sind einfache Container für Inhalte und werden ebenfalls durch eine Menge 
von Attributen parametrisiert, die die entsprechenden Ebenenattribute überschreiben. 
Ein Sheet lässt sich vergleichen mit einem Blatt oder einer Folie in der realen Welt. Der 
Nutzer betrachtet dabei jeweils einen übereinander liegenden Stapel von Folien/Blättern 
– die Seite.  
Diskussion 
Das Workspacemodell beschreibt einen Shared Workspace, der aus mehreren Seiten und 
Ebenen besteht. Geht man von einer sequentiellen Abfolge der Seiten aus, so deckt dieses 
Workspacemodell einen Großteil der möglichen Anwendungen des Content Sharings ab. 
Allerdings sind durchaus auch Anwendungen denkbar, die eine andere Form der 
Strukturierung benötigen. So ist z.B. für das in Abschnitt 4.1.3 beschriebene medizinische 
Szenario eine Strukturierung der Schnittbilder nach der menschlichen Anatomie denkbar. 
In diesem Fall ergibt sich eher eine baumartige Struktur anhand einer konkreten 
Ontologie.  
Allerdings lassen sich durch eine Generalisierung des hier betrachteten Workspace-
modells auch solche erweiterten Strukturen abdecken. Die Seiten des Workspace sind in 
dem generalisierten Modell nur Entitäten, deren Inhalte gemeinsam betrachtet werden 
können. Auf diese Entitäten kann beliebig aus einer übergeordneten Struktur heraus 
abgebildet werden.  
Für das betrachtete Beispiel der Zuordnung von Inhaltsobjekten zu einer Anatomie-
Ontologie könnte durch eine Erweiterung des Workspacemodells oder durch ein 
zusätzliches Datenmodell eine hierarchische Klassifikation aufgebaut werden, deren 
Blattknoten dann Seiten-IDs des Shared Workspace zugeordnet sind. Somit kann ein 
Client in der Hierarchie navigieren und die zugeordneten Inhaltsobjekte betrachten. Ist 
keine solche Ontologie gegeben, so werden die Seiten analog zu den Seiten eines Buches 
als fortlaufende Kollektion betrachtet. 
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4.4 Zusammenfassung 
Aus der Betrachtung von existierenden Rich Media Collaboration Applications in 
Abschnitt 2.4 wurde in diesem Kapitel eine Systemumgebung abgeleitet und analysiert. 
Dabei stellte sich heraus, dass die Integration von Videokonferenz und synchroner 
Groupware vor allem hinsichtlich der Aufteilung der zur Verfügung stehenden Bandbreite 
kritisch ist. Anhand von Abschätzungen zur Effizienz aktueller Kompressionsalgorithmen 
für Audio und Video wurde deutlich, dass die Bandbreite selbst bei optimistischer 
Prognose auch in Zukunft eine knappe Ressource bleiben wird. Es ist zu erwarten, dass 
bei gleich bleibender Qualität die Kompressionsrate aufgrund algorithmischen 
Fortschritts und Zunahme der Prozessorkapazität stetig steigen wird. Genauso ist 
absehbar, dass für die Teilnehmer nutzbare Bandbreiten mit neuen drahtlosen und 
drahtgebundenen Übertragungstechnologien zunehmen werden. Demgegenüber ist 
jedoch auch ein Trend hin zu immer höherer Videoauflösung (High Definition Video) 
wahrnehmbar, der dieser Entwicklung entgegen wirkt. 
Bei der Betrachtung von drei charakteristischen Anwendungsszenarien in Abschnitt 4.1 
wurde deutlich, dass neben den Kernanforderungen n:m-Verteilung und Adaption viele 
weitere Anforderungen wie Interaktion, Konsistenz oder Skalierbarkeit beachtet werden 
müssen. Die Anforderungen  
- /R1/ n:m-Verteilung 
- /R6/ Adaption 
- /R2/ Unterstützung verschiedener Medientypen 
- /R7/ Interaktion auf Inhaltsobjekten 
- /R5/ Konsistenz 
wurden als für diese Arbeit wesentliche Anforderungen identifiziert.  
In Abschnitt 4.2 wurde mit Remote Objects Container ein Lösungsansatz für 
bedarfsgesteuerte n:m-Verteilung von Inhaltsobjekten gezeigt und auf abstraktem Niveau 
beschrieben.  
Der daran anknüpfende Architekturentwurf modelliert eine für Content Sharing 
geeignete Referenzarchitektur für Rich Media Collaboration Applications aus drei 
verschiedenen Sichten: der Netzwerksicht, der Datensicht und der Endsystemsicht.  
Aus der Betrachtung und Bewertung verschiedener relevanter Netzwerktopologien 
kristallisierte sich dabei eine kombinierte Architektur aus sternförmig mit Servern 
verbundenen Clients und untereinander vernetzten Servern als sinnvolle Variante heraus. 
Aus dieser Architektur ergeben sich bestimmte Annahmen, die eine Infrastruktur erfüllen 
muss. Es wurde die These aufgestellt, dass diese Annahmen im Rahmen der standardi-
sierten Infrastrukturen T.120, SIP/XCON und Jabber/XMPP erfüllt werden können. Dies 
wird im weiteren Verlauf der Arbeit zu belegen sein. 
Im Rahmen der Analyse der datenorientierten Sicht wird der zentrale Begriff des 
gemeinsamen Zustands definiert und festgelegt, dass dieser aus Struktur und 
Inhaltsobjekten bestehen muss, um für Content Sharing geeignet zu sein. Damit lässt sich 
dann eine schwache Konsistenzkopplung auf File-Ebene erreichen, die echtes n:m-
Sharing möglich macht.  
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Anschließend wurde die Architektur eines Peers definiert. Der Content Sharing Agent 
baut auf das Data Conferencing Framework als Groupware-Middleware auf, das 
bestimmte Dienste wie das zuverlässige Senden von Daten und eine Unterstützung für 
Konsistenzerhaltung und Late Join bietet. Die Dienste des Data Conferencing 
Frameworks sind an T.120 angelehnt, sind jedoch so generisch definiert, dass sie auch 
innerhalb anderer Infrastrukturen realisiert werden können. Hier wird erneut die Frage 
der Integration in SIP-basierte bzw. XMPP-basierte Infrastrukturen von Interesse sein.  
Schließlich wurde mit dem erweiterten Workspacemodell ein Bezugssystem geschaffen, 
das die nötige Flexibilität für die zu unterstützenden Anwendungsszenarien bereitstellt. 
Damit ist es möglich, Shared Viewing und Shared Editing mit beliebigen Inhalten 
durchzuführen, die sich in semantische Einheiten zerlegen lassen. Diese werden 
zusammen mit Interaktionselementen auf Seiten eines Workspace platziert und 
ermöglichen so strukturierte Interaktion zwischen Teilnehmern einer Content-Sharing-
Session.
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5 Content Sharing 
Protocol (CSP) 
 
Es ist nicht schwer, zu komponieren. 
Aber es ist fabelhaft schwer, die 
überflüssigen Noten unter den Tisch 




Nach der Vorstellung der Anforderungen sowie der Entwicklung des Lösungsansatzes 
und einer generischen Architektur sollen nun die Protokollmechanismen betrachtet 
werden. Das hier definierte Content Sharing Protocol (CSP) dient zur Kommunikation 
zwischen mehreren Content Sharing Agents (CSA), wobei einige Protokollaufgaben an das 
Data Conferencing Framework (DCF) delegiert werden, das generische Dienstprimitive 
auch für andere synchrone Groupwareanwendungen anbietet, die keinen CSA benötigen.  
In Abschnitt 5.1 wird zunächst der Mikroprotokollansatz als grundlegende 
Entwurfsentscheidung für das CSP vorgestellt. Die sich daran anschließende Definition 
der Teilprotokolle beginnt mit zwei Rahmenprotokollen in Abschnitt 5.2. Danach werden 
die in Abschnitt 4.1.5 aufgestellten primären Anforderungen in den Teilkapiteln 
entsprechend Tabelle 5-1 abgearbeitet.  
Zunächst werden Rahmenprotokolle definiert, die den Aufbau einer Content-Sharing-
Session und von Shared Workspaces nach dem in Abschnitt 4.3.5 definierten Workspace-
modell erlauben. Die zentrale Anforderung der n:m-Verteilung von Inhaltsobjekten 
(/R1/) wird in Abschnitt 5.3 betrachtet, wobei jeweils Protokolle für das Offering, die 
Bearbeitung von Anfragen und die Übertragung der Inhaltsobjekte definiert werden. Die 
sekundären Anforderungen der /R2/ Unterstützung verschiedener Medientypen, /R5/ 
Konsistenzerhaltung und /R7/ Interaktion auf Inhaltsobjekten werden in den folgenden 
Abschnitten bzw. implizit innerhalb der Inhaltsverteilung berücksichtigt. Die 
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Anforderung /R6/ Adaptionsunterstützung wurde in den Entwurf der drei Verteilungs-
protokolle in Abschnitt 5.3 einbezogen. Aufgrund der großen Bedeutung dieser 
Anforderung wird in Abschnitt 5.6 ausführlich dargestellt, welche Adaptionsoperationen 
das CSP unterstützt und welche Forschungsfragen in diesem Bereich noch bearbeitet 
werden müssen. 
 
Tabelle 5-1 – Zuordnung von Abschnitten zu Anforderungen 
Anforderung Abschnitt 
/R1/ n:m-Verteilung 5.3 Verteilung von Inhaltsobjekten 
/R2/ Unterstützung verschiedener 
Medientypen 
Ebenfalls in 5.3 (Verwendung 
generischer URIs) 
/R5/ Konsistenzerhaltung 5.4 Teilprotokolle für Shared Viewing 
/R7/ Interaktion auf Inhaltsobjekten 5.5 Interaktionsprotokolle 
/R6/ Adaptionsunterstützung 5.6 Adaptionsunterstützung 
 
5.1 Anwendung des 
Mikroprotokollansatzes 
In Anbetracht der vielfältigen Anforderungen aus Abschnitt 4.1 wird ersichtlich, dass das 
CSP zum Teil sehr gegensätzliche Aufgaben erfüllen muss, die zwar eine gewisse 
Überschneidung bezüglich ihrer Funktionalität aber gegensätzliche Optimierungsziele 
haben. Als Beispiel sei hier der Wechsel von moderiertem Modus und individuellem 
Zugriff auf Inhaltsobjekte innerhalb einer Content-Sharing-Session genannt. Einerseits 
soll es den Teilnehmern ermöglicht werden, jederzeit auf jedes Inhaltsobjekt in der 
Session zuzugreifen. Dazu benötigt man einen dezentralen Mechanismus zur 
Inhaltsverteilung, der die Wartezeit von der Anforderung eines Objektes bis zur 
Auslieferung minimiert. Andererseits soll für den moderierten Modus möglichst schnell 
Konsistenz bezüglich einer Menge vom Moderator ausgewählter Inhaltsobjekte 
hergestellt werden. Hierzu wird ein zentraler Push-Mechanismus benötigt, der diese 
Information möglichst schnell allen Teilnehmern der Session bekannt macht.   
Im Sinne der Separation of Concerns [Dij74] sollten die Funktionen so gruppiert werden, 
dass einerseits die funktionale Schnittmenge der Gruppen so klein wie möglich ist, 
andererseits jedoch die zwischen den Gruppen nötige Abstimmung möglichst gering 
bleibt. Diese Gruppierung soll hier im Rahmen voneinander unabhängiger 
Mikroprotokolle erfolgen. Das Prinzip der Mikroprotokolle wurde erstmals von 
Hutchinson und Peterson mit der Entwicklung des x-Kernels eingeführt [HP91].  
Nach [BS95] sind Mikroprotokolle die beste Lösung für die Probleme, die durch die 
wachsende Komplexität moderner Netzwerkprotokolle der höheren Schichten (ab OSI-
Schicht 4) auftreten. Durch die Modularisierung in Mikroprotokolle lassen sich 
Netzwerkdienste mittels Komposition sogenannter Protokollobjekte (protocol objects) 
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realisieren. Die Protokollobjekte eines Hosts können über einen lokalen Event-
Mechanismus effizienter miteinander kommunizieren als beim klassischen 
hierarchischen Ansatz, der Protokolle nur in Schichten übereinander stapelt. Der Ansatz 
der Mikroprotokolle wurde später in den Projekten Antigone [MPH99], Horus und 
Ensemble [BCH+00] verfeinert und für den Anwendungsfall zuverlässiger 
Gruppenkommunikation realisiert und erfolgreich validiert.  
Der Vorteil des Mikroprotokollansatzes ist, dass er sich mit dem traditionellen Schichten-
Ansatz kombinieren lässt. Damit lassen sich die Vorteile beider Ansätze in einem 
verteilten System vereinigen. Ein klassischer Protokollstapel für die unteren 
Protokollschichten sorgt für die nötige Transparenz bei der Protokollentwicklung, 
während eine Umgebung für Mikroprotokolle auf Ebene der Anwendungsschicht 
Flexibilität, Erweiterbarkeit und Separation of Concerns ermöglicht. Eine solche hybride 
Architektur wird hier auch für das Content Sharing Protocol definiert, indem eine 
leichtgewichtige Mikroprotokollumgebung über den Protokollstapel der darunter 




Abbildung 5-1 – Hybride Protokollstruktur des Content Sharing Protocols 
 
Auf IP setzt ein Transportprotokoll auf, das den Transport von Daten mit zuverlässiger 
Zustellung unter Einhaltung der Paketreihenfolge zwischen zwei Endpunkten ermöglicht. 
Dies kann im einfachsten Fall durch TCP realisiert sein oder auch durch ein Rich Media 
Transport Protocol, das die in Abschnitt 4.3.3 geforderte dynamische Aufteilung von 
Bandbreite zwischen Conferencing- und Groupwareteil einer RMCA realisiert. Oberhalb 
der Transportschicht ist schließlich das Protokoll des DCF angesiedelt, das ebenfalls 
einen eigenen Header benötigt. 
Darauf setzt das Content Sharing Protocol auf, dessen Header für das Multiplexing und 
Demultiplexing in die einzelnen Mikroprotokolle, die im Folgenden auch als 
Teilprotokolle des CSP bezeichnet werden, zuständig ist. Daneben existiert ein lokales 
Event Messaging für die horizontale Kommunikation zwischen den Teilprotokollen eines 
Hosts. 
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Da die Mikroprotokolle neben der direkten Kommunikation über das Send-Data-Primitiv 
auch andere Dienstprimitive des DCF aufrufen können, die dann direkt vom DCF 
ausgeführt werden, ergeben sich zwei verschiedene Formate für Pakete innerhalb einer 
Content-Sharing-Session (Abbildung 5-2). Messages vom Typ A sind die Messages zur 
direkten Kommunikation zwischen zwei Instanzen eines Mikroprotokolls, die auch einen 
CSP-Header enthalten. Messages vom Typ B werden nur zwischen Instanzen des Data 
Conferencing Frameworks ausgetauscht und enthalten eine Payload mit den 




















































Abbildung 5-2 - Message-Aufbau  
 
Protocol Worker 
Jedes Teilprotokoll wird innerhalb des Content Sharing Agents von einer eigenständigen 
Komponente realisiert, einem sogenannten Protocol Worker. Ein solcher Worker 
realisiert ein Teilprotokoll, indem er mit dem korrespondierenden Worker eines anderen 
CSA kommuniziert. Dies kann er, indem er mittels des Send-Data-Primitivs des DCF 
Messages an diesen CSA schickt oder andere Dienste des DCF aufruft, die eine Reaktion 
des entsprechenden Workers auf dem entfernten Host zur Folge haben. Für die 
Kommunikation über das Send-Data-Primitiv muss eine Protokoll-ID definiert werden, 
anhand derer dann das Demultiplexing beim Empfänger und somit die Zuordnung der 
Message zu einem Protocol Worker erfolgt. Im Folgenden werden diese Details 
weggelassen, um die Darstellung der Teilprotokolle zu vereinfachen.  
Wie bereits angedeutet, können die Worker auch mit Workern anderen Typs auf dem 
gleichen CSA kommunizieren (lokales Messaging). Diese können wiederum mit 
entfernten Workern ihres Typs kommunizieren, so dass ein komplexes Zusammenspiel 
von Workern entsteht, das über lokale und entfernte Messages gesteuert wird. Die 
entsprechenden Abläufe werden im Folgenden für jedes Teilprotokoll in Sequenz-
diagrammen dargestellt.  
In den nun folgenden Abschnitten 5.2 bis 5.5 werden die Protokollmechanismen der 
einzelnen Teilprotokolle detailliert dargestellt. Die Teilprotokolle werden nach dem 
Namensschema CS-XXX benannt, wobei CS für Content Sharing steht und XXX durch ein 
dreibuchstabiges Kürzel des Teilprotokolls ersetzt wird. Für jedes Teilprotokoll wird 
zunächst das Diensteinterface zum CS-Client bzw. zu anderen Teilprotokollen 
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beschrieben15. Anschließend werden ausgewählte typische Protokollmechanismen unter 
der Annahme der fehlerfreien Durchführung mit Sequenzdiagrammen dargestellt und die 
Abläufe beschrieben. Die dargestellten Beispielnachrichten haben nur exemplarischen 
Charakter und sind meist in Textcodierung oder XML-Codierung dargestellt. In einer 
Implementierung des CSP sollten diese Nachrichten effizienter codiert werden, zum 
Beispiel durch eine ZIP-Kompression aller Nachrichten auf Verbindungsebene oder der 
Nutzung von ASN.1 (Abstract Syntax Notation One - [Dub00]) oder einer speziellen 
Komprimierung für Groupware-Messages wie der von Gutwin et al. [GFW+06] 
beschriebenen General Message Compression (GMC). Mechanismen zur 
Ausnahmebehandlung werden jeweils am Ende der Definition eines Teilprotokolls 
separat betrachtet.  
 
5.2 Rahmenprotokolle 
Die Definition der Teilprotokolle beginnt mit zwei Rahmenprotokollen, auf die sich 
weitere Teilprotokolle beziehen und die damit den Angelpunkt für die Zusammenarbeit 
der Teilprotokolle darstellen. Es sind dies das Session Management Protocol (CS-SMP) 
und das Shared Workspace Protocol (CS-SWP).    
5.2.1 Session Management Protocol (CS-SMP) 
Das Session Management Protocol (CS-SMP) dient dem Erstellen, Ändern und Beenden 
einer Content-Sharing-Session und ist dafür verantwortlich, eine konsistente 
Konfiguration von Teilprotokollen sicherzustellen. Dies dient dem Zweck, die 
Teilprotokolle unabhängig voneinander weiterentwickeln zu können. Fragen der 
Kompatibilität zu älteren Protokollversionen werden direkt im entsprechenden Protocol 
Worker behandelt. Die Teilprotokolle melden deshalb ihre Versionsnummern an das 
Session Management, das diese Information dann als Capability beim Sessionaufbau 
bekannt macht. 
Dienste 
Aus Sicht des CS-Clients ist das Dienstinterface des Session Management Protocol 
Workers sehr einfach (siehe Tabelle 5-2): Es werden nur die beiden Dienste Session-
Connect zum Beitritt zu einer CS-Session und Server-Connect zum Verbinden mit einem 
CS-Server angeboten.  
 
 
                                                             
15 Dienste im Sinne der Dienstprimitive werden immer vom CS-Client aufgerufen und 
vom CS-Server erbracht, weshalb wir uns hier auf die Schnittstelle des Protocol Workers 
zum CS-Client beschränken.  
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Tabelle 5-2 - Dienste des Session Management Protocols 
Dienst Beschreibung 
Session-Connect Einer CS-Session beitreten 
Server-Connect Mit einem CS-Server verbinden  
 
Protokollmechanismen 
Auf den Dienstaufruf Session-Connect folgt zunächst der Aufruf von User-Attach auf dem 
DCF Client, der diesen Aufruf an den DCF Service weiterleitet, der eine neue eindeutige 
User-ID für den CS-Client erzeugt. Gemäß der in Abschnitt 4.3.4 erwähnten Überladung 
von IDs tritt der CS-Client dem Channel mit seiner User-ID bei, so dass andere CS-Agents 
Daten direkt an diesen Agent schicken können. Anschließend schreibt er sich mit Session-
Subscribe für Presence-Updates anderer Agents ein und veröffentlicht gleichzeitig seine 
eigenen Präsenzinformationen. Diese beinhalten den Typ des CSA (Client oder Server), 
Capabilities und unterstützte Teilprotokolle mit deren Versionen. 
 























Abbildung 5-3 - Session-Aufbau 
 
Erhält der CS-Client ein Presence-Update (Session-Notify) mit einem geeigneten CS-
Server, so nimmt er Kontakt zu diesem auf (Server-Connect). Der Server teilt dem Client 
mit, dass er erfolgreich zur Liste der Clients hinzugefügt wurde (ACCEPT). Dieser Schritt 
der expliziten Kontaktaufnahme kann entfallen, falls nur ein CS-Server pro Session 
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vorgesehen ist. CS-Client und CS-Server nehmen dann implizit an, dass sie sich 
gegenseitig akzeptieren. 
Der skizzierte Sessionaufbau entspricht weitgehend dem Sessionaufbau nach T.121 
[ITU96b] mit dem Unterschied, dass hier statt des Enrollments ein Subscribe bei einem 
generischen Event-Notification-Dienst erfolgt. Durch die Möglichkeit, beliebige 
Capabilities mit der Subscription zu senden, kann die Overlay Session für das Content 
Sharing leicht etabliert werden.   
Ausnahmebehandlung 
Wenn der CS-Server einen CONNECT-Request erhält, prüft er anhand der in der 
vorangegangenen Session-Notify-Nachricht übermittelten Capabilities des CS-Clients, ob 
er diesen als Client akzeptieren kann. Gründe für eine mögliche Ablehnung können 
Versionsinkompatibilitäten, unzureichende Capabilities (z.B. Displayauflösung, 
unterstützte Medientypen) oder auch eine Überlastsituation beim CS-Server sein. In 
diesem Fall sendet der CS-Server ein REJECT an den CS-Client. Dieser muss daraufhin 
aus der CS-Session austreten, d.h. er ruft Session-Unsubscribe auf dem DCF auf. 
Ein REJECT kann auch zu jedem anderen Zeitpunkt von dem CS-Server an einen CS-
Client gesendet werden, wenn z.B. eine Überlastsituation während einer laufenden 
Session auftritt. Auch in diesem Fall muss der CS-Client das REJECT akzeptieren und 
entsprechend aus der Content-Sharing-Session austreten. 
5.2.2 Shared Workspace Protocol (CS-SWP) 
Das Shared Workspace Protocol (CS-SWP) dient zum Erstellen, Ändern und Entfernen 
von Shared Workspaces innerhalb einer CS-Session. Diese Shared Workspaces stellen 
Subsessions innerhalb der CS-Session dar. 
Dienste 
Aus der Definition der Workspacestruktur in Abschnitt 4.3.5 ergeben sich die 
Dienstprimitive, die der Workspace Protocol Worker den Nutzern des CSA anbietet. Die 
verschiedenen Entitäten (Workspace, Ebene, Seite) können jeweils erzeugt, gelöscht und 
modifiziert werden. Sheets ergeben sich implizit aus dem Erzeugen von Seiten und 
Ebenen und können deshalb nicht separat erzeugt oder gelöscht werden. Daneben gibt es 
noch ein Dienstprimitiv zur Änderung der Z-Order, also der Überlagerungsposition von 
Ebenen im Shared Workspace. Es ergeben sich somit die in Tabelle 5-3 definierten 
Dienste. 
Wie bei T.126 werden Änderungen an der Workspacestruktur per Push-Verfahren allen 
Teilnehmern der Session bekannt gemacht. Allerdings erfolgt die Erzeugung eines 
Workspace nicht durch ein Broadcast der Workspaceinformationen und anschließende 
Bestätigung durch die Teilnehmer, sondern es wird zunächst ein Workspace-Create-
Request an den zugeordneten CS-Server abgesetzt, der dann diese Anfrage auch ablehnen 
kann, wenn z.B. die Erzeugung von Workspaces durch den Chair der Groupwaresession 
unterbunden wurde. 
Für die eigentliche Verteilung der Workspaceinformationen werden schließlich der 
Subscribe/Notify-Dienst des DCF sowie der Property-Dienst genutzt. Dadurch werden 
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Workspaceinformationen auch an verspätet hinzugetretene Teilnehmer übertragen (Late 
Join), ohne dass dafür wie bei T.126 der Owner des Workspace belastet wird.  
 
Tabelle 5-3 - Dienste des Shared Workspace Protocols 
Dienst Beschreibung 
Workspace-Create Workspace erzeugen 
Workspace-Edit Workspaceattribute editieren 
Workspace-Delete Workspace löschen 
Plane-Add Ebene erzeugen 
Plane-Edit Ebenenattribute editieren 
Plane-Delete Ebene löschen 
Page-Add Seite erzeugen 
Page-Edit Seitenattribute ändern 
Page-Delete Seite löschen 
Change-Z-Order Z-Order der Ebenen ändern 
  
 
Erzeugung eines Shared Workspace 
Die Definition der Protokollmechanismen des Shared Workspace Protocol beginnt mit 
dem primären Ablauf der Erzeugung eines Shared Workspace. Da das CS-SWP an T.126 
angelehnt ist, sollen zunächst die Unterschiede zu T.126 dargestellt werden.  
In T.126 wird ein Workspace erzeugt, indem ein Client Workspace-Create an alle 
Teilnehmer der Session auf allen Prioritätskanälen versendet. Die Bestätigung des 
Workspace erfolgt mit Workspace-Acknowledge durch die Teilnehmer und schließlich 
mit Workspace-Ready durch den Owner, wenn dieser alle Bestätigungen empfangen hat 
(3-Wege-Handshake). Erst dann kann der Workspace genutzt werden. 
Dieses Vorgehen ist notwendig, da aufgrund des Peer-to-Peer-Ansatzes von T.126 keine 
zentrale Instanz zur Koordination existiert16 und es sonst zu inkonsistenten Zuständen 
durch unterschiedliche Laufzeiten von Protokoll-Messages für gerade erzeugte 
Workspaces kommen könnte.  
Das Content Sharing Protocol verfolgt dagegen einen Client-Server-Ansatz, da diese 
Architektur verschiedene Vorteile, vor allem hinsichtlich der Adaptionsmöglichkeiten 
bietet (siehe Diskussion möglicher Topologien in Abschnitt 4.3.1). Deshalb ist auch die 
Erzeugung eines Shared Workspace grundsätzlich verschieden von T.126. Da die hier 
                                                             
16 Mit dem Top-MCS und dem Top-GCC existieren zentrale Instanzen als Teil der T.120-
Infrastruktur. In T.126 wird jedoch auf die Nutzung dieser Dienste für die Workspace-
Erzeugung verzichtet. 
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definierte Workspacestruktur komplexer ist, muss die Workspaceerzeugung in 
Einzelschritte aufgeteilt werden. Der Ablauf ist in Abbildung 5-4 dargestellt. Zur 
Vereinfachung der Darstellung wird davon ausgegangen, dass der DCF Service sich auf 
dem Rechner des CS-Server befindet17. 
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Abbildung 5-4 - Erzeugung eines Workspace 
 
Zunächst wird mit Channel-Join ein neuer dynamischer Channel angefordert (Schritt 1), 
der vom DCF eine in der CS-Session eindeutige ID erhält. Diese ID wird anschließend im 
Workspace-Create-Request als ID des anzufordernden Workspace an den CS-Server 
                                                             
17 zum Begriff des DCF Service siehe Abschnitt 4.3.4 
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übermittelt (Schritt 2). Dieses Vorgehen ermöglicht die zustandslose Implementierung 
des Servers, da dieser lediglich einen Request zu einer zugeordneten ID zu verarbeiten hat 
und in der Zwischenzeit auch andere Requests verarbeiten kann. Der Request erhält des 
Weiteren die Workspaceattribute aber noch keine Seiten oder Ebenen. Das heißt, es wird 
zunächst ein leerer Workspace erzeugt. 
 
 
Beispiel 5-1 - Workspace-Create-Request 
<cs-swp> 
 <workspaceCreateRequest workspaceID="249787327"> 
  <workspace> 
   <displayName>My Workspace</displayName> 
   <chair userID="23787273"/> 
   <size x="720" y="540"></size> 
   <dpi>96</dpi> 
   <rotation>90</rotation> 







   <mimeType>application/mspowerpoint</mimeType> 





Der Workspace-Create-Request wird im Erfolgsfall vom Server nicht direkt beantwortet, 
sondern dieser erzeugt eine neue Subsession, indem er sich mittels Session-Subscribe für 
die Session mit der gerade empfangenen ID des Workspace als erster Teilnehmer 
einschreibt. Diese Session wird mit der CS-Session assoziiert, so dass auch alle 
Teilnehmer der CS-Session über die neue Workspacesession informiert werden.  
Die mit Session-Notify übermittelten Capabilities des CS-Server in der Workspacesession 
entsprechen den Workspaceattributen, die mit dem Workspace-Create-Request 
übermittelt wurden. Diese können jedoch durch den Server auch modifiziert werden, z.B. 
wenn bestimmte Attribute in der CS-Session durch den Session-Chair explizit verboten 
wurden. Eine solche Rechteverwaltung ist mit einem Peer-to-Peer-Ansatz wie bei T.126 
nicht möglich.   
In Schritt 3 erfolgt die Bestätigung des leeren Workspace, indem sich die Teilnehmer der 
CS-Session nach dem Empfang der Workspacestruktur in die Workspacesession als 
Teilnehmer einschreiben (Session-Subscribe). Im Beispiel schreibt sich zunächst der 
Workspace-Owner ein und bekommt dies mit Session-Notify bestätigt. Danach schreibt 
sich der entfernte Teilnehmer ein, wobei jetzt sowohl CS-Server als auch der Workspace-
Owner über den neuen Teilnehmer informiert werden.  Damit steht eine Teilnehmerliste 
für den Workspace bei jedem Teilnehmer zur Verfügung.  
Durch dieses Verfahren ist es auch möglich, Workspaces zu erzeugen, die nur eine 
Untermenge der Teilnehmer der CS-Session enthalten. Dies ist bei T.126 ohne zusätzliche 
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Mechanismen nicht möglich, da immer alle Teilnehmer mit Workspace-Acknowledge 
bestätigen müssen, um einen konsistenten Workspace zu erhalten.  
Die Schlussbedingung für Schritt 3 ist der Empfang des Session-Notify mit der 
Bestätigung des eigenen Zutritts zur Workspacesession beim Workspace-Owner. Danach 
kann dieser mit den weiteren Schritten fortfahren, da alle übermittelten Workspace-
informationen über den Subscribe/Notify-Dienst bzw. den Property-Dienst auch 
verspätet hinzutretenden Teilnehmern zur Verfügung gestellt werden. Es muss also nicht 
auf die Bestätigung aller Session-Teilnehmer gewartet werden.   
Im Schritt 4 können weitere Subscriptions für Workspace-Events erfolgen, z.B. das 
Einschreiben für Updates über das Erzeugen, Editieren und Löschen von Zeichnungen im 
Workspace. Diese werden in den entsprechenden Teilprotokollen diskutiert. 
Im Schritt 5 werden dann die Ebenen erzeugt. Dazu sendet der Workspace Protocol 
Worker des CS-Clients einen Plane-Add-Request an den Workspace Protocol Worker des 
CS-Server. In der Message enthalten ist eine Menge von Ebenen mit den zugehörigen 
Ebenenattributen. Diese werden vom CS-Server in Properties umgewandelt und über das 
Property-Change-Dienstprimitiv des DCF den Teilnehmern der Workspacesession 
bekannt gemacht. Auch der Teilnehmer, der den Plane-Add-Request abgeschickt hat, 
erzeugt die Ebenen erst, nachdem er das Update über die geänderten Properties erhalten 
hat. Somit ist Konsistenz gewährleistet, solange die Nachrichten des DCF immer höher 
priorisiert sind, als Nachrichten des Content Sharings. Dies muss bei der 
Implementierung beachtet werden, da es sonst zu inkonsistentem Verhalten aufgrund 
unterschiedlicher Paketlaufzeiten kommen kann. 
Im 6. Schritt können dem Workspace optional leere Seiten hinzugefügt werden, die 
analog zu den Ebenen auch über den Property-Dienst bekannt gemacht werden. Dies ist 
zum Beispiel für Seiten nötig, denen keine Inhaltsobjekte zugeordnet werden. Die 
eigentliche Erzeugung erfolgt wieder durch ein Property-Change des CS-Servers, das die 
Seiten und zugehörigen Seitenattribute an die Teilnehmer der Workspacesession 
übermittelt.   
Schließlich werden im 7. Schritt Offers verschickt, die wieder implizit neue Seiten für den 
Workspace erzeugen können. Dieser Mechanismus wird in Abschnitt 5.3.1 beschrieben. 
Nach Empfang der Offers ist die Workspacestruktur vollständig und kann von den 
Teilnehmern betrachtet werden. 
Late Join 
Ein wichtiges Entwurfsprinzip für das CS-SWP ist die konsequente Unterstützung für das 
verspätete Hinzutreten von Teilnehmern, also den Late-Join-Fall. Teilnehmer können in 
jeder Phase des Erzeugens eines Workspace oder später zur CS-Session hinzutreten und 
bekommen trotzdem einen konsistenten Stand der Workspacestruktur. Dies wird durch 
die Modularisierung und konsequente Einbindung des Subscribe/Notify-Dienstes bzw. 
des Property-Dienstes (der ja auch ein spezieller Subscribe/Notify-Dienst ist) erreicht. 
Abbildung 5-5 zeigt den Ablauf für den Late-Join-Fall. Zunächst meldet sich der Session 
Protocol Worker mit Session-Subscribe bei der CS-Session an (siehe dazu Abschnitt 
5.2.1). Da die Workspacesessions mit der CS-Session verknüpft sind, erhält der Late 
Joiner mit dem Session-Notify auch die Benachrichtigung über einen neuen Workspace 
innerhalb der CS-Session. Dies signalisiert der Session Protocol Worker dem Workspace 
Procotol Worker über eine lokale Message. 
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Der Workspace Protocol Worker meldet sich jetzt mit Session-Subscribe bei der 
Workspacesession an. Dies wird dem CS-Server und allen anderen für diesen Workspace 
angemeldeten Clients signalisiert. Mit dem Session-Notify bekommt der Late Joiner 
zunächst den Workspace selbst mit seinen Attributen übertragen. Anschließend werden 
auch die Properties der Workspacesession mit Property-Changed übertragen. Aus den 
Informationen der Properties baut sich der Late Joiner die Ebenen, Seiten und Offers des 
Workspace auf und hat somit die gesamte Workspacestruktur lokal verfügbar. 
Abschließend erfolgen noch zusätzliche Subscriptions. 
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Abbildung 5-5 - Late Join 
 
Neben dem Workspaceaufbau und dem hier dargestellten Late-Join-Verhalten gibt es 
noch weitere Protokollmechanismen wie das Editieren und Löschen von Workspace-
attributen, Seiten und Ebenen, sowie das Umsortieren von Ebenen, die jedoch hier nicht 
näher dargestellt werden sollen. 
Ausnahmebehandlung 
Kann der Workspace aus irgendeinem Grund nicht erzeugt werden, so signalisiert das der 
CS-Server dem anfragenden Client mit einer Workspace-Error-Response, die den Grund 
für das Scheitern der Anfrage enthält. Ein Einschreiben des CS-Server in die Workspace-
session erfolgt in diesem Fall nicht, so dass auch der weitere Ablauf unterbrochen ist, 
selbst wenn die Auslieferung der Workspace-Error-Response verzögert wird. 
Ein typischer Ausnahmefall ist die doppelte Vergabe eines Workspacenamens, falls die 
Eindeutigkeit dieses Bezeichners gefordert ist (über ein Flag im Workspace-Create-
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Request steuerbar). In diesem Fall sendet der CS-Server eine Workspace-Error-Response 
mit dem Wert „Name not unique“ an den Client und macht gleichzeitig einen Vorschlag 
für einen eindeutigen Namen. Der Client kann dann erneut versuchen, einen Workspace 
mit anderem Namen zu erzeugen. 
Da die späteren Schritte jeweils eine Bestätigung benötigen, ehe der nächste Schritt 
ausgeführt werden kann, ist Konsistenz auch im Fehlerfall gewährleistet. In diesem Fall 
bleibt der Workspace unter Umständen leer. Ein vollständiges Rollback kann durch das 
Absetzen eines Workspace-Delete-Request erreicht werden. In diesem Fall werden auch 
die Workspacesession und alle zugehörigen Properties gelöscht.    
5.3 Verteilung von Inhaltsobjekten 
Nachdem mit den Teilprotokollen Session Management Protocol (CS-SMP) und Shared 
Workspace Protocol (CS-SWP) die beiden grundlegenden Rahmenprotokolle definiert 
wurden, soll nun die Kernfunktionalität des Content Sharing Protocols, die 
bedarfsgesteuerte n:m-Verteilung von Inhaltsobjekten, betrachtet werden. 
Die Lösungsidee der Remote Objects Container, die in Abschnitt 4.2 beschrieben wurde, 
beschreibt einen Container als replizierte Datenbank, die Metainformationen und URIs 
aller in der Session zur Verfügung gestellten Inhaltsobjekte beinhaltet. Diese Meta-
informationen sollen per Push-Verfahren verteilt werden, jedoch auch für Late Joiner zur 
Verfügung stehen. Dazu bietet sich die Nutzung des Property-Dienstes des DCF an. Die 
Inhaltsobjekte sollen wie beim Personal Web Serving (siehe Abschnitt 3.5) auch direkt bei 
den Teilnehmern angefordert werden, die diese Objekte zur Verfügung stellen.  Diese 
werden im Folgenden Provider genannt. 
Auf der Basis der Grundidee des Personal Web Serving werden vier Grundfunktionen des 
Verteilungsmechanismus definiert. Diese werden in Tabelle 5-4 den Grundfunktionen des 
Personal Web Serving gegenüber gestellt. Da die Lokalisierung des Providers bereits über 
das DCF erfolgt (jeder Teilnehmer der CS-Session hat eine eindeutige ID, die für direkte 
Kommunikation genutzt werden kann), werden nur drei Teilprotokolle zur Umsetzung 
der vier Funktionen benötigt. 
 
Tabelle 5-4 - Grundfunktionen der Inhaltsverteilung und deren Realisierung 




Lokalisierung des Providers DNS Implizit über DCF 
Lokalisierung der 
Inhaltsobjekte 
Abruf von Index-Seiten Content Offering Protocol 
(CS-COP) 
Bearbeitung der Anfragen Content Distribution 
Protocol (CS-CDP) 
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Die Lokalisierung des Providers wird bei Personal Web Serving durch den Einsatz des 
DNS realisiert. Der Coordinator registriert die URI eines Hosts bei einem dynamischen 
DNS-Dienst. Dieser wird wiederum vom anfragenden Client dazu genutzt, um die IP-
Adresse des Providers zu erfragen. Die URIs der einzelnen Inhaltsobjekte und damit 
deren Lokalisierung erfolgt über den Abruf einer Index-Seite, der index.html des Hosts, 
die immer vorhanden sein muss. Bei dem in dieser Arbeit verwendeten Lösungsansatz 
werden im Gegensatz dazu nicht nur die Lokalisierungsinformationen des Hosts sondern 
aller primären Inhaltsobjekte repliziert in einer Datenbank (dem Remote Objects 
Container) gespeichert. Das Protokoll, das diese Funktionalität übernehmen soll, wird als 
Content Offering Protocol (CS-COP) bezeichnet.  
Die dritte Aufgabe des Verteilsystems ist das Bearbeiten der Anfragen, was häufig auch 
als Request Processing bezeichnet wird. Personal Web Serving nutzt für diese Funktion 
die GET-Methode des Hypertext Transfer Protocols (HTTP) [FGM+99]. Die 
Beantwortung des Requests erfolgt wie bei HTTP üblich durch Fehlercodes, die die 
unterschiedlichen Bearbeitungsfälle abdecken (z.B. „200 OK“, „404 Page Not Found“ 
oder „500 Server Error“). Bei einem „200 OK“ wird im Body der Antwort direkt das 
angeforderte Inhaltsobjekt übertragen. Bei Personal Web Serving (und im WWW 
allgemein) werden also die Aufgaben der Anfragebearbeitung und binären Übertragung 
der Inhaltsobjekte gebündelt. 
Dieses einfache Vorgehen ist jedoch für das Content Sharing nicht geeignet. Aufgrund der 
Echtzeitanforderungen an das Verteilungssystem müssen die unterschiedlichen Transfers 
dynamisch priorisiert werden können. So muss beispielsweise ein Inhaltsobjekt für eine 
gerade von einem Moderator gezeigte Folie im Presentation Sharing mit höherer Priorität 
transportiert werden, als ein Inhaltsobjekt, das mittels Prefetching nur zur künftigen 
Nutzung angefordert wurde. Da den Teilnehmern der CS-Session wahlfreier Zugriff auf 
alle Inhaltsobjekte der Session gewährt werden soll, ist es auch möglich, dass diese 
schnell durch die Seiten eines Shared Workspace blättern bis sie die gewünschte Seite 
gefunden haben. Die Transfers der in der Zwischenzeit schon angeforderten 
Inhaltsobjekte der überblätterten Seiten müssen angehalten werden, um Bandbreite für 
Transfers, die zur aktuell betrachteten Seite gehören, freizugeben.  
Ein solches dynamisches Verhalten ist nur möglich, wenn die Inhaltsobjekte gestückelt 
übertragen werden und das Verteilungssystem die einzelnen Transfers schnell 
umpriorisieren kann. Für diese Aufgabe wird das Binary Transmission Protocol 
(CS-BTP) zur effizienten (binären) Übertragung von Inhaltsobjekten zwischen zwei 
Knoten definiert. Transfers des CS-BTP können angehalten und fortgesetzt, sowie 
dynamisch priorisiert werden.  
Die Aufgabe der Anfragebearbeitung wird vom Content Distribution Procotol (CS-
CDP) abgewickelt. Das CS-CDP lehnt sich an das Request Processing von HTTP an, 
bietet jedoch einige Erweiterungen bezüglich initialer Priorisierung der Transfers und 
Adaptionsunterstützung. Die drei Teilprotokolle werden im Folgenden detailliert 
vorgestellt.   
5.3.1 Content Offering Protocol (CS-COP) 
Die Aufgabe des CS-COP ist es, die Inhaltsobjekte eines Providers den anderen 
Teilnehmern der Session bekannt zu machen, wobei diese optional Entitäten eines Shared 
Workspace zugeordnet werden können. Es werden keinerlei Annahmen über die Struktur 
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der URIs der Inhaltsobjekte gemacht. Es können also beliebige URI-Schemata (siehe 
[Ber94]) verwendet werden. Sollen jedoch Inhaltsobjekte bekannt gemacht werden, die 
mittels des CS-CDP angefordert werden können, so ist das URI-Schema cs-cdp zu 
verwenden. 
Dieser generische Ansatz erlaubt es, beliebige andere Protokolle zur Anfragebearbeitung 
und Übertragung der Inhaltsobjekte einzusetzen. So ist es zum Beispiel möglich, mit dem 
CS-COP den Sheets auch HTTP-URIs zuzuordnen, um das gemeinsame Betrachten von 
Webseiten zu realisieren. Ebenso ist die Einführung eines neuen Teilprotokolls innerhalb 
des CSP denkbar, das das Streaming von Medien zwischen Teilnehmern der Session 
erlaubt.  
Dienste 
Da es neben dem Erzeugen von Offers auch möglich sein muss, einmal erzeugte Offers 
wieder zu löschen, ergeben sich die beiden einfachen Dienstprimitive Offer-Create und 
Offer-Delete (siehe Tabelle 5-5), die der Content Offering Worker zur Verfügung stellt. 
 
Tabelle 5-5 - Dienste des Offering 
Dienst Beschreibung 
Offer-Create Offers erzeugen und in der Session bekannt machen 




Zur Realisierung dieser Dienste wird eine einzige Nachricht definiert, die OFFER-
Nachricht. Diese wird in Anlehnung an HTTP bzw. SIP textbasiert codiert und enthält 
somit eine Kopfzeile mit dem Methodennamen und einer URI sowie mehreren Header-
Zeilen mit Parametern gefolgt von einer Leerzeile und dem Body der Message. Analog zu 
dem für SIP definierten SDP-Format für die einfache zeilenbasierte Codierung von 
Parametern, wird mit dem Content Description Format (CDF) ein Beschreibungsformat 
für Inhaltsobjekte definiert. Ein OFFER-Request kann mehrere Offers für eine 
Workspacesession beinhalten. 
In Beispiel 5-2 ist ein OFFER-Request dargestellt, den ein Provider an den ihm 
zugeordneten CS-Server schickt. Die URIs setzen sich aus der Basis-URI im Header und 
den URIs in den u=-Zeilen zusammen. Die l=-Zeilen bestimmen die Platzierung im 
Shared Workspace und dienen gleichzeitig in Kombination mit der Workspace-ID als 
Schlüssel für das Offer. Mit dieser Anfrage teilt der Client dem Server mit, dass er 
Inhaltsobjekte in einer Workspacesession anbieten möchte. Der Server leitet die Offers 
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Beispiel 5-2 - OFFER-Request 

























So wird, wie in Abbildung 5-6 zu sehen ist aus der URI  
cs-cdp://user1/workspaceX/Page1.png  
für eine Folie einer Präsentation im PNG-Format eine generische URI  
cs-cdp://user1/workspaceX/Page1,  



















Abbildung 5-6 - Ablaufdiagramm Content Offering Protocol 
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Damit ist es nun möglich, verschiedene Repräsentationen eines Objektes anzubieten und 
damit Adaptionsoperationen zu unterstützen. Clients fordern ihre Inhaltsobjekte anhand 
dieser typneutralen URI beim CS-Server an. Dieser wiederum kennt die Capabilities des 
Clients wie unterstützte Medientypen, Displaygröße und Bandbreite. Anhand dieser 
Informationen kann der Server entscheiden, welche Repräsentation des Objektes sich für 
den Client eignet. In diese Entscheidung kann er auch die aktuelle serverseitige 
Lastsituation und andere Parameter wie z.B. die Anzahl der Clients in der Session oder 
vom Session Chair eingestellte Quality-of-Service-Parameter mit einbeziehen. 
Die Clients erhalten die Offers schließlich mit Property-Changed vom DCF zugestellt. 
Verspätet zur Session hinzugetretene Teilnehmer erhalten ebenfalls alle Session-
Properties, sobald sie sich für diese Session einschreiben (Session-Subscribe). Anhand 
dieser Informationen bauen die Clients ihre Remote Objects Container auf und können 
damit Objekte anfordern, die sie zur Anzeige von Seiten des Shared Workspace benötigen. 
Dazu dient das Protokoll zum Abruf von Inhaltsobjekten, das im folgenden Abschnitt 
vorgestellt wird. 
Ausnahmebehandlung 
Grundsätzlich ist es nur dem Provider des Workspace erlaubt, Inhaltsobjekte für diesen 
Workspace anzubieten. OFFER-Requests, die nicht vom Provider des Workspace 
stammen werden vom CS-Server ignoriert. Eine explizite Fehlersignalisierung erfolgt 
nicht. 
Da Offers für Dokumente unter Umständen sehr umfangreich werden können, ist es 
möglich, Offers für einen Workspace auf mehrere OFFER-Messages aufzuteilen, um die 
maximale Message-Größe nicht zu überschreiten.       
5.3.2 Content Distribution Protocol (CS-CDP) 
Das Content Distribution Protocol (CS-CDP) ist ein Protokoll zum Abruf von 
Inhaltsobjekten, die per OFFER bekannt gemacht wurden. Wie bereits erwähnt wurde, 
ermöglichen im Content Sharing Protocol der Pull-Ansatz und die Einführung der 
Indirektion über den CS-Server den Einsatz von Caching und Datenadaption. Daneben 
können Inhaltsobjekte auch durch Prefetching schon im Vorfeld der Requests geladen 
werden. Dies geschieht typischerweise durch den Client gesteuert, da dieser allein die zu 
erwartenden Zugriffe des Nutzers abschätzen kann. Als Modell für Prefetching kann im 
einfachsten Fall die sequentielle Präsentation angenommen werden, das heißt, die Clients 
laden jeweils schon die Inhaltsobjekte der nächsten Seite des Workspace. 
Im Vergleich zum Request Processing in HTTP unterscheidet sich das CS-CDP in 
folgenden Punkten: 
1. Es werden nur die beiden Requests GET und HEAD unterstützt. 
2. Es wird ein URI-Schema verwendet, das auf die Nutzung innerhalb einer 
Content-Sharing-Session zugeschnitten wurde. 
3. Das Protokoll unterstützt 1:n-Forwarding von Inhaltsobjekten über 
Zwischenknoten – dafür werden zusätzliche Response-Codes definiert. 
4. Das Protokoll unterstützt Adaptionsmechanismen, die über die Content 
Negotiation von HTTP hinaus gehen.  
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Im Folgenden sollen die Punkte 2 bis 4 als charakteristische Merkmale des CS-CDP 
detailliert dargestellt werden. Zunächst werden jedoch die Dienstschnittstelle und die 
Grundfunktionalität dargestellt. 
Dienste 
Die Schnittstelle des Content Distribution Protocol Workers ist aus Sicht des Nutzers 
simpel: Es soll ein Objekt angefordert werden, dessen URI dem CS-Client bekannt ist. 
Neben dieser Anforderung, die immer eine anschließende binäre Übertragung zur Folge 
hat (GET), soll es des Weiteren analog zu HTTP [FGM+99] möglich sein, einen Request 
nur probeweise auszuführen, um die Metainformationen zu erhalten, die bei der 
Ausführung eines Get-Requests mit den gleichen Anfrageparametern zurückgeliefert 
werden würden (HEAD-Request). Damit ergeben sich die beiden Dienstprimitive Get und 
Head (siehe Tabelle 5-6). 
 
Tabelle 5-6 - Dienste der Content Distribution 
Dienst Beschreibung 
Get Objekt anfordern 




Die Komplexität des CS-CDP liegt in der Verarbeitung der Requests beim CS-Server. 
Dieser stellt nicht den Endpunkt der Kommunikation dar, sondern ist lediglich Vermittler 
auf dem Weg zum Provider-Client. Der Server kann den Request entweder direkt 
beantworten (Caching) oder an den ursprünglichen Client weiterleiten. Die Antwort des 
Requests wird wieder an den anfragenden Client zurückgeleitet. Damit ergeben sich die 
beiden Aktionsketten, die in Abbildung 5-7 dargestellt sind. 
 
 
Abbildung 5-7 - Aktionsketten des CS-CDP 
In der Anfragekette wird ein Request solange weitergeleitet, bis er entweder von einem CS 
Server beantwortet werden kann, oder beim Provider angelangt ist. Damit können die 
Anfrage- und Antwortketten auch verkürzt werden, wenn zum Beispiel ein Server das 
angeforderte Objekt schon im Cache hat, oder eine geeignete Repräsentation des Objektes 
aus einer anderen Repräsentation im Cache erstellen kann. 
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Um die Grundfunktionalität darzustellen, wird zunächst der einfachste Fall betrachtet, 
dass das Inhaltsobjekt sich bereits im Cache des CS-Server befindet. In diesem Fall muss 
der Request nicht weitergeleitet werden, das heißt die Aktionskette endet bereits beim 
ersten Server (siehe Abbildung 5-8). 
  
 
Abbildung 5-8 - Einfacher Transfer aus Server-Cache 
 
Der CS-Client sendet einen GET-Request an den CS-Server. Die URI enthält als 
Bestandteil die User-ID des Providers. Da der Server das angeforderte Inhaltsobjekt 
bereits im Cache hat, antwortet er mit „200 OK“ und übermittelt mit dieser Message die 
Größe und weitere Metadaten des Objektes, das übertragen werden soll. Wie in Beispiel 
5-3 zu sehen ist, wird die Transfer-ID für die Zuordnung von Response zu Request 
verwendet. Diese wird vom Client fortlaufend für alle eingehenden Transfers (und damit 
ausgehenden Requests) vergeben und muss damit serverseitig mit der User-ID des 
Clients kombiniert werden, um einen sessionweit eindeutigen Key zu erhalten.   
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Nach Versenden der „200 OK“-Message signalisiert der Content Distribution Protocol 
Worker dem Binary Transmission Protocol Worker mit einer lokalen Message, dass ein 
Transfer gestartet werden soll. Es werden jetzt einzelne Pakete an den Client übertragen 
und anhand der Transfer-ID zugeordnet. Der Distribution Worker wird über Fortschritt 
und Abschluss des Transfers wieder mit lokalen Messages informiert. 
Damit ist die grundlegende Funktionsweise des Content Distribution Protocols und sein 
Zusammenspiel mit dem Binary Transmission Protocol beschrieben. Im Folgenden wird 
zunächst auf das URI-Schema näher eingegangen, bevor das Forwarding als zentraler 
Protokollmechanismus vertieft betrachtet wird. 
URI-Schema cs-cdp 
Die URIs mit dem Schema cs-cdp sind bisher schon an einigen Stellen dieser Arbeit 
verwendet worden, ohne dass die genaue Semantik bekannt war. Da sie von zentraler 
Bedeutung für das CS-CDP sind, soll das Schema hier genauer definiert werden. Wir 
betrachten dafür zunächst den Aufbau der HTTP-URI [FGM+99]:  
http_URL = "http:" "//" host [ ":" port ] [ abs_path [ "?" query 
]] 
 
Sie beginnt mit dem Schema-Bezeichner („http:“) und einem Trennzeichen „//“. Danach 
folgt der Host-Rechner als Bezeichner, der über DNS in eine IP-Adresse aufgelöst werden 
kann. Optional kann ein Port angegeben werden, so dass auch mehrere HTTP-Server auf 
einem Host betrieben werden können. Das anzufordernde Inhaltsobjekt, das bei HTTP als 
Ressource bezeichnet wird, ist durch einen Pfad spezifiziert. Über den Query-Teil können 
noch Parameter angegeben werden, die an die Ressource übergeben werden bzw. für die 
Auswahl einer geeigneten Repräsentation der Ressource ausgewertet werden. 
Für die Funktionsweise der HTTP-URI wichtig ist der gekapselte Ansatz. Das heißt, die 
drei wesentlichen Teile Host/Port, Pfad und Query werden auf unterschiedlichen Ebenen 
des Verteilten Systems interpretiert. Dieses Konzept ist vergleichbar mit dem Schichten-
Aufbau von Netzwerkprotokollen, wo jedes Protokoll nur Zugriff auf den Header seiner 
Protokollschicht hat. Analog dazu wird über den ersten Teil ein HTTP-Service spezifiziert, 
der HTTP-Requests entgegennehmen kann. Der Pfad-Teil wird dann einzig und allein von 
diesem Service interpretiert, so dass keine Annahmen über den Aufbau der Pfade 
getroffen werden müssen. Die einzige Annahme, die für HTTP festgelegt wird, ist, dass 
ein Service unter dem Pfad "/" immer ein Index-Dokument zurückliefert, das ggf. 
Hyperlinks mit weiteren URIs enthält. Der Query-Teil auf der dritten Ebene wird 
wiederum nur im Kontext der durch Host und Pfad spezifizierten Ressource interpretiert. 
Damit hat jede Ressource einen eigenen Namensraum für mögliche Queries.  
Der dreischichtigen Aufbau von HTTP-URIs wird im Folgenden übernommen und damit 
für die CS-CDP-URIs folgendes Schema definiert: 
cs-cdp_URL = "cs-cdp:" "//" provider_ID abs_path [ "?" query ]  
 
Analog zu HTTP werden Schema und Trennzeichen vorangestellt. Danach folgt an Stelle 
des Hosts die eindeutige ID (32Bit-Zahl) des Providers in der Content-Sharing-Session, 
der das Inhaltsobjekt zur Verfügung stellt. Durch die Verwendung dieser ID sind die CS-
CDP-URIs nur für die Dauer einer Content-Sharing-Session gültig. 
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Ein Pfad muss immer angegeben werden, da im Gegensatz zu HTTP kein Index-
Mechanismus verwendet wird, sondern die URIs aller primären Inhaltsobjekte bekannt 
gemacht werden. Im Query-Teil können Parameter für den Abruf des Inhaltsobjektes 
spezifiziert werden.  
Der Pfad muss nicht notwendigerweise einem Pfad beim Provider entsprechen. So 




Nachdem bereits die einfache Grundfunktionsweise des CS-CDP erklärt wurde, soll hier 
auf das Forwarding als komplexeres Einsatzszenario eingegangen werden.  
In Abschnitt 2.2.4 wurden bereits die beiden Nutzungsmodelle synchroner Groupware – 
Master-Slave (1:n) und Peer-to-Peer (n:m) - vorgestellt. In einer realen Anwendungs-
situation kann man jedoch nicht eines der beiden Nutzungsmodelle als verbindlich 
festlegen, sondern es findet ein dynamischer Wechsel zwischen den beiden 
Nutzungsmodellen statt. Das heißt, es muss einerseits während der ganzen Session 
möglich sein, wahlfrei auf die durch andere Teilnehmer zur Verfügung gestellten 
Inhaltsobjekte zuzugreifen. Andererseits ist aber auch der Wechsel in einen moderierten 
Modus erforderlich, wenn ein Moderator allen Teilnehmern bestimmte Inhaltsobjekte 
zeigen möchte und eine Diskussion über diese Inhaltsobjekte stattfinden soll.  
HTTP beinhaltet bereits Unterstützung für beliebig lange Anfrageketten durch 
sogenannte Proxyserver wie beispielsweise das Modul mod_proxy des Apache 
Webservers [Apa07b]. Requests werden an den Origin-Server weitergeleitet und die 
Antwort inklusive der angeforderten Inhaltsobjekte an den anfragenden Client 
zurückgeschickt. Damit ist ein Mechanismus für 1:1-Forwarding, oder besser 1:1:1-
Forwarding (unter Einbeziehung eines Zwischenknotens) gewährleistet.  
Zur Realisierung eines 1:n-Forwardings (oder 1:1:n-Forwardings) im CS-CDP muss der 
Zwischenknoten die vom Originalserver erhaltene Antwort nicht nur an einen Knoten 
sondern an mehrere (n) Knoten weiterleiten. Dies ist aber mit der klassischen Methode 
der direkten Weiterleitung empfangener Daten nur möglich, wenn alle Teilnehmer 
gleichzeitig empfangsbereit sind. Diese Annahme ist jedoch aufgrund des 
bedarfsgesteuerten Ansatzes zur Inhaltsverteilung nicht möglich.  
Ein moderierter Modus unter Beibehaltung des Pull-Paradigmas wird hier deshalb so 
realisiert, dass alle Teilnehmer über die vom Moderator zu zeigenden Inhaltsobjekte 
informiert werden und diese dann individuell anfordern. Es ist denkbar, dass ein 
Teilnehmer bereits einen Teil des benötigten Inhaltsobjektes zur Verfügung hat, da ein 
von ihm angestoßener Prefetching-Transfer schon läuft. Ein anderer Teilnehmer benötigt 
eventuell eine adaptierte Version des Inhaltsobjektes, zum Beispiel zur Darstellung auf 
einem PDA. Alle diese Anforderungen laufen zwar beim CS-Server zusammen, treffen 
jedoch nicht zeitgleich ein, da mit unterschiedlichen Paketlaufzeiten und 
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1:1:1-Forwarding 
Es wird deshalb für das CS-CDP ein adaptives Forwarding-Schema definiert, dass diesen 
Gegebenheiten Rechnung trägt. Dabei wird zunächst der einfachere Fall des 1:1:1-
Forwardings betrachtet, der in Abbildung 5-9 dargestellt ist. 
 
 
Abbildung 5-9 – 1:1:1-Forwarding 
 
Ein Inhaltsobjekt (in dem Beispiel eine Folie einer Präsentation) wird vom Content 
Distribution Procotol Worker des Clients beim entsprechenden Worker des CS-Server 
angefordert. Dazu wird eine generische URI ohne Angabe des Typs des Inhaltsobjektes 
benutzt (…/Slide1). Der Server entscheidet anhand der Capabilities des Clients und der 
Offer, die er vom Provider-Client erhalten hat, dass das Inhaltsobjekt mit dem Typ „PNG“ 
angefordert werden soll (…/Slide1.png). Die entsprechende Anfrage wird beim Provider-
Client gestellt und der anfragende Client über diese Aktion mit der Statusantwort „102 
Requested“ informiert.  
Der Content Distribution Protocol Worker des Provider-Clients veranlasst die 
Übertragung von Slide1.png (Send-File-Message). Über diese Aktion wird der CS-Server 
mit dem Status-Code „200 OK“ informiert, was ihm den Beginn einer Übertragung des 
angeforderten Inhaltsobjektes signalisiert. Mit der lokalen Message Forward-Transfer 
verknüpft der Content Distribution Protocol Worker die Anfrage des Clients mit seiner 
weitergeleiteten Anfrage. Über diese Aktion wird der anfragende Client mit der Status-
Antwort „210 Receiving“ informiert und ist damit empfangsbereit. 
Nun beginnt die gestückelte Übertragung von Slide1.png. Die empfangenen Pakete 
werden vom Binary Transmission Protocol Worker des CS-Server direkt an den 
anfragenden Client weitergeleitet. Damit ist ein 1:1:1-Forwarding in Anlehnung an die 
Proxy-Mechanismen von HTTP realisiert. 
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1:1:n-Forwarding 
Durch die Stückelung des Datenstroms vom Provider und der vollständigen Entkopplung 
aller Transfers voneinander (der Mehrpunkttransport des DCF wird für die Aufgaben der 
Inhaltsverteilung bewusst nicht genutzt) ist mit dem CS-CDP auch ein adaptives 1:1:n-
Forwarding möglich. Abbildung 5-10 beschreibt ein solches Szenario, wobei zunächst der 
Ablauf aus Abbildung 5-9 übernommen wurde, das heißt ein 1:1:1-Forwarding vom 
Provider-Client zu Client A erfolgt. Während dieser Transfer noch läuft, stellt ein weiterer 
Client (B) einen GET-Request an den CS-Server mit der gleichen URI wie der sich in 
Bearbeitung befindende Request von Client A. Da auch die Capabilities von Client A und 
Client B übereinstimmen, entscheidet der CS-Server, dass er Client B in den laufenden 












































Abbildung 5-10 - 1:1:n-Forwarding 
 
Dies wird wieder durch eine lokale Forward-Transfer-Message des Content Distribution 
Protocol Workers des CS-Server an den Binary Transmission Protocol Worker realisiert. 
Diese Aktion wird Client B mit der Status-Antwort 210 Receiving signalisiert, d.h. die 
Übertragung beginnt direkt, ohne dass der Request weitergeleitet wird (102 Requested im 
ersten Fall). 
Da die Transfers voneinander entkoppelt sind, beginnt die Übertragung mit den bereits 
vom CS-Server empfangenen Paketen. Ist die Geschwindigkeit der Übertragung zu Client 
B größer als die zu Client A, kann der Fall eintreten, dass zu einem späteren Zeitpunkt 
beide Transfers synchron sind, das heißt, die vom Provider-Client empfangenen Pakete 
an beide Clients direkt weitergeleitet werden. Die Übertragung eines Paketes vom CS-
Server zu einem anfragenden Client kann also durch zwei Events getriggert werden: die 
erfolgreiche Übertragung eines schon vorhandenen Paketes oder der Empfang eines 
neuen Paketes. 
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Ausnahmebehandlung 
Zur Ausnahmebehandlung werden die aus HTTP bekannten Fehlercodes für die Status-
Antworten auf den GET-Request bzw. den HEAD-Request verwendet. So kann der 
Provider-Client einen Request z.B. mit 400 Bad Request oder 404 Not Found 
beantworten. Eine solche Fehlernachricht wird dann zum anfragenden Client 
weitergeleitet und damit die Abarbeitung des Requests beendet. Abbrüche einer 
laufenden Übertragung werden im Rahmen des Binary Transmission Protocols 
behandelt, das im nächsten Abschnitt vorgestellt wird.  
 
5.3.3 Binary Transmission Protocol (CS-BTP) 
Neben der Entkopplung einzelner Transfers und der Stückelung in Datenpakete fester 
Größe ist vor allem die Möglichkeit der Priorisierung ausschlaggebender Faktor für die 
Definition eines eigenen Teilprotokolls für die binäre Übertragung großer Datenpuffer 
zwischen zwei Knoten. Wie bereits erwähnt, werden bei HTTP angeforderte Objekte 
direkt in der Antwort auf den GET-Request übertragen. Bei diesem einfachen Ansatz gibt 
es keine Möglichkeit, eine andere Übertragung höher zu priorisieren (vor allem nicht über 
mehrere Zwischenknoten hinweg).  
Neben den Anforderungen bezüglich Priorisierung, die aus dem Content Sharing selbst 
stammen, benötigt auch die als sekundäre Anforderung spezifizierte Integration mit 
Video Conferencing im Rahmen einer Rich Media Collaboration Application einen 
Mechanismus für dynamische Priorisierung. Das Transportsystem muss in der Lage sein, 
abhängig von nutzerbestimmten Prioritäten die Bandbreite zwischen Conferencing- und 
Groupwareteil der RMCA aufzuteilen. So benötigt beispielsweise die von einem 
Moderator gerade diskutierte Folie einer Präsentation eine sehr hohe Priorität, die für 
einen gewissen Zeitraum auch zu Lasten der Videoqualität durchgesetzt werden kann. 
Hintergrundtransfers von Folien für Prefetching-Zwecke sollten dagegen die Video- und 
Audioübertragung nicht negativ beeinflussen. Allerdings kann schon wenig später ein sich 
eben noch im Prefetching befindender Transfer eine höhere Priorität benötigen, da der 
Nutzer eine Seite des Workspace betrachten möchte, die auf das durch den Transfer 
übermittelte Inhaltsobjekt verweist.  
Dienste 
Basierend auf diesen Überlegungen werden wieder zunächst die benötigten Dienste für 
das Binary Transmission Protocol definiert (siehe Tabelle 5-7). Es dient in erster Linie 
dazu, größere Einheiten binärer Daten gestückelt zu übertragen (Send-File). Daneben 
muss das Protokoll die bereits besprochene serverseitige Weiterleitung von Transfers 
(Forwarding) unterstützen. Weitere Dienstprimitive werden für die dynamische 
Änderung von Prioritäten (Change-Priority), sowie das Anhalten, Fortsetzen und 
Abbrechen von Transfers benötigt. 
 
 
 5.3 Verteilung von Inhaltsobjekten  
  143 
Tabelle 5-7 - Dienste der Binary Transmission 
Dienst Beschreibung 
Send-File Datei an einen anderen CSA senden 
Forward-Transfer Eingehenden Transfer weiterleiten 
Change-Priority Die Priorität eines Transfers ändern 
Suspend-Transfer Einen Transfer anhalten 
Activate-Transfer Einen angehaltenen Transfer fortsetzen 




Der Ablauf eines Transfers wurde bereits im Rahmen der Definition des Content 
Distribution Procotols angeschnitten. Die Datenpakete des Binary Transmission 
Protocols sind binär codiert und benötigen inklusive des vorangestellten CSP-Headers 
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Abbildung 5-11 - Ablauf Binary Transfer 
 
In Abbildung 5-11 ist der Ablauf eines Transfers dargestellt. Eingeleitet durch den Aufruf 
von Send-File wird die Übertragung an den Ziel-CSA gestartet und im 1. Paket auch die 
Größe des Gesamttransfers übermittelt. Die einzelnen Datenpakete werden mit DATA-
Messages übertragen. Es wird vorausgesetzt, dass der DCF eine zuverlässige sequentielle 
Übertragung der Pakete bewerkstelligt.  
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Neben den DATA-Messages existieren auch CONTROL-Messages zur Steuerung der 
Transfers. Bei den CONTROL-Messages folgen auf den CS-BTP-Header noch ein 2. 
CONTROL-Header (ebenfalls 32 Bit) und ggf. noch weitere Daten in der Payload der 
Nachricht. Im Beispiel erfolgt eine clientseitige Unterbrechung des Transfers durch 
Senden von CONTROL-Suspend. Der Sender unterbricht daraufhin den Transfer und 
schickt zur Bestätigung CONTROL-Suspended an den Empfänger. Nach Empfang dieser 
Bestätigung wird kein weiteres Datenpaket auf der Verbindung gesendet (vorher konnten 
noch Datenpakete unterwegs sein). Die CONTROL-Suspended-Nachricht kann der 
Sender auch dazu verwenden, eine senderseitige Unterbrechung des Transfers zu 
bewirken. 
Mit CONTROL-Activate reaktiviert der Empfänger den Transfer und die Übertragung 
wird mit dem nächsten Paket fortgesetzt. Das letzte Datenpaket ist als solches markiert 
und beendet die Übertragung. Dies löst eine File-Received-Message aus, die eine 
Zuordnung von TransferID, URI und lokaler Datei schafft. Dies kann dann z.B. zur 
Anzeige des Inhaltsobjektes in der Oberfläche der Groupwareanwendung genutzt werden.   
Priorisierung 
Transfers werden mit einer initialen Priorität gestartet, die der anfragende Client im 
GET-Request festgelegt hat. Da Prioritäten immer nur für die ausgehenden Transfers 
eines Knotens durchgesetzt werden können, müssen im Fall der Weiterleitung sowohl die 
ausgehenden Transfers der Provider als auch die ausgehenden Transfers des CS-Servers 
entsprechend priorisiert werden. 
Dazu existieren verschiedene Prioritätsklassen für Steuernachrichten (Control), 1:n-
Transfers vom Provider zum Server (Broadcast), aktuell von einem Teilnehmer 
betrachtete Inhaltsobjekte (Visible) oder auch Prefetching- und Hintergrund-Transfers. 
Prioritätsänderungen werden immer in entgegengesetzter Richtung zum laufenden 
Transfer übertragen. Blättert ein Nutzer zum Beispiel auf eine andere Seite eines 
Workspace, so wird die Priorität für die Transfers der bisherigen Seite heruntergesetzt 
und die Priorität evtl. schon laufender Prefetching-Transfers der Folgeseiten erhöht. 
Existieren bei einem Server mehrere Empfänger für einen Transfer (Forwarding), so wird 
die Priorität auf die höchste angeforderte Priorität festgelegt. 
Werden Transfers unterbrochen (Suspend-Transfer), so fallen diese auf die niedrigste 
Priorität zurück. Damit werden sie so lange nicht bearbeitet, wie noch andere Transfers 
laufen. Steht jedoch nicht genutzte Bandbreite zur Verfügung, so werden auch diese 
Transfers bis zu Ende geführt. Dieses Vorgehen ist wichtig, da durch die Möglichkeit des 
wahlfreien Zugriffs auf Objekte auch ungewünschte Seiteneffekte entstehen. So ist es 
häufig zu beobachten, dass Nutzer die gewünschte Seite des Workspace nicht aus einer 
Liste auswählen, sondern sich mit den „Nächste Seite“-Buttons bis zur gewünschten Seite 
durchklicken. Im Sinne einer kurzen Antwortzeit des Systems muss für jede dieser 
überblätterten Seiten ein GET-Request abgesetzt werden, da das System nicht wissen 
kann, ob diese Seite jetzt nur überblättert wird, oder vielleicht die Seite ist, die der Nutzer 
betrachten möchte. Mit dem Weiterblättern auf die nächste Seite wird sofort ein Suspend-
Transfer für die alte Seite ausgelöst, was damit ein Zurückfallen des Transfers auf die 
niedrigste Priorität zur Folge hat. Steht nach einer Weile wieder Bandbreite zur 
Verfügung, so werden die begonnenen Transfers für die überblätterten Seiten fortgesetzt. 
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Ausnahmebehandlung 
Transfers können jederzeit sowohl senderseitig als auch empfängerseitig abgebrochen 
werden. Für einen Abbruch durch den Empfänger sendet dieser die CONTROL-Cancel-
Nachricht an den Sender. Der Abbruch des Transfers wird mit CONTROL-Abort bestätigt. 
Durch eine entsprechende lokale Nachricht werden auch die anderen Worker von dem 
Abbruch des Transfers in Kenntnis gesetzt und Requests werden abgebrochen. 
Transferabbrüche pflanzen sich jedoch nicht entlang der Anfragekette fort. Im Sinne des 
Cachings und Prefetchings werden einmal begonnene Transfers vom Provider zum CS-
Server mit niedriger Priorität zu Ende geführt, so dass die entsprechenden Inhaltsobjekte 
für spätere Zugriffe zur Verfügung stehen. 
5.4 Teilprotokolle für Shared Viewing  
Im Rahmen eines moderierten Modus muss neben dem wahlfreien Zugriff auch eine 1:n-
Präsentation durch geeignete Protokollmechanismen zur Herstellung von Konsistenz 
unterstützt werden. Die dafür hier entwickelte Technik des adaptiven 1:1:n-Forwardings 
wurde bereits im Rahmen der Teilprotokolle für Verteilung von Inhaltsobjekten 
vorgestellt. Allerdings wurde dort noch nicht geklärt, wie eine Konsistenzforderung von 
Seiten eines Moderators kommuniziert und durchgesetzt werden kann. 
Es werden zu diesem Zweck zwei Teilprotokolle zur Konsistenzerhaltung definiert: das 
Presenter Control Protocol zur Aushandlung der Rolle eines Moderators in der Content-
Sharing-Session sowie das Event Tracking Protocol zur Verfolgung der Aktionen des 
Moderators durch die Sessionteilnehmer. 
5.4.1 Presenter Control Protocol (CS-PCP) 
Für das Presenter Control Protocol wird die Rolle des Current Presenters definiert, der 
in der Session das Shared Viewing leitet. Die Rolle des Current Presenters kann zu einem 
Zeitpunkt immer nur ein Teilnehmer in der Session einnehmen. Die Rolle kann aber 
beliebig bzw. durch die Regeln einer Policy eingeschränkt wechseln. Die 
Betrachtungsposition des Presenters wird davon jedoch entkoppelt und über ein zweites 
Teilprotokoll, das Event Tracking Protocol übertragen. Diese Trennung ermöglicht eine 
einfachere Erweiterung der Shared-Viewing-Funktionalität, sowie die Nutzung des Event 
Tracking für andere Funktionen. 
Dienste 
Es werden zunächst die Dienstprimitive definiert, die der Presenter Control Protocol 
Worker an seiner Schnittstelle anbieten muss, bevor deren Realisierung beschrieben 
wird. Es soll möglich sein, die Rolle des Current Presenters anzufordern (Presenter-
Request) und sie einem anderen Nutzer zu entziehen (Presenter-Revoke). Sollte die 
Anforderung der Rolle des Current Presenters eine Bestätigung durch den derzeitigen 
Inhaber der Rolle oder den Chair des Workspaces oder der Session erforderlich machen, 
so werden des Weiteren die beiden Dienstprimitive Presenter-Accept und Presenter-
Deny zur Bestätigung bzw. Ablehung einer solchen Anforderung benötigt. 
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Tabelle 5-8 - Dienste des Presenter Control Protocol 
Dienst Beschreibung 
Presenter-Request Rolle des Current Presenter anfordern 
Presenter-Revoke Dem Current Presenter das Präsentationsrecht 
entziehen 
Presenter-Accept Der Übernahme der Rolle des Current Presenter 
durch einen anderen Teilnehmer zustimmen 
Presenter-Deny Die Übernahme der Rolle des Current Presenter 
durch einen anderen Teilnehmer ablehnen 
 
Protokollmechanismen 
Die zentrale Ressource Current Presenter könnte als Floor im Sinne der in 
Groupwareframeworks häufig vorhandenen Floor Control betrachtet werden. Allerdings 
werden für das Management der Rolle des Current Presenters zusätzliche Mechanismen 
wie die Duchsetzung von Rechten für die Vergabe der Rolle, die sessionweite 
Bekanntgabe des Rolleninhabers und die Möglichkeit zum Entziehen der Rolle benötigt. 
Diese sind in den bekannten Floor-Control-Protokollen nicht vorhanden, weshalb hier ein 
eigenes Teilprotokoll für Presenter Control definiert wird. Mit dem CS-Server existiert 
schon eine zentrale Komponente, die die für Floor Control nötige Koordination 
übernehmen kann und somit eine vergleichsweise einfache Realisierung gestattet. 
Abbildung 5-12 beschreibt die möglichen Abläufe des Presenter Control Protocol. In der 1. 
Teilsequenz erfolgt eine einfache Anforderung der Rolle des Current Presenters durch 
einen Teilnehmer indem er die Nachricht Presenter-Request an den CS-Server schickt. 
Die Rolle ist momentan nicht belegt und der anfragende Client A ist berechtigt die Rolle 
zu übernehmen. Deshalb sendet der CS-Server Presenter-Begin an die Clients in der 
Session und signalisiert damit den Beginn eines moderierten Modus mit Client A als 
Current Presenter. Dieser beendet die Präsentation wieder mit Presenter-End, das an alle 
Clients weitergeleitet wird. Zur Realisierung wird ein einfaches textbasiertes 
Protokollformat verwendet (siehe Beispiel 5-4). 
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Abbildung 5-12 - Beispielabläufe des Presenter Control Protocol 
 
In der 2. Teilsequenz übernimmt Client B die Rolle des Current Presenters. Client A hat 
besondere Rechte bezüglich des Workspace und kann deshalb Client B die Rolle des 
Current Presenters entziehen. Dazu sendet er Presenter-Revoke an den CS-Server. Dieser 
schickt eine neue Presenter-Begin-Nachricht an alle Clients, in der Client A als neuer 
Presenter bekannt gemacht wird. Das Entziehen der Rolle des Current Presenters hat also 
immer auch die nahtlose Weitergabe dieser Rolle an den anfragenden Client zur Folge. 
Sonst könnte der zurückgewiesene Client die Rolle ja sofort wieder neu anfordern. 
In der 3. Teilsequenz ist schließlich noch dargestellt, welcher Protokollablauf stattfindet, 
falls die Übernahme der Rolle des Current Presenters durch eine dritte Stelle autorisiert 
werden muss. In diesem Fall wird der Presenter-Request an den autorisierenden Client 
weitergeleitet, der dann dem Nutzer ein entsprechendes Ja/Nein-Dialogfeld anzeigen 
muss. Je nach Antwort wird die Anfrage schließlich mit Presenter-Accept oder Presenter-
Deny akzeptiert oder abgelehnt. 
Ausnahmebehandlung 
Verfügt ein Client nicht über die erforderlichen Rechte, die Rolle des Current Presenters 
zu übernehmen, so wird ihm dies mit Presenter-Error signalisiert. Eine Ablehnung durch 
den momentanen Inhaber dieser Rolle führt zum Versenden der Nachricht Presenter-
Deny. Kritisch für die Funktionsweise des CS-PCP ist der Ausfall eines CS-Clients, der 
gerade die Rolle des Current Presenters innehat. In diesem Fall wäre die Rolle für andere 
Clients für den Rest der Session nicht mehr verfügbar. Deshalb muss der Inhaber der 
Rolle die Nachricht Presenter-Alive in bestimmten Intervallen an den CS-Server 
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schicken. Erhält der CS-Server nach einem Timeout kein Signal vom Current Presenter, 
so gibt er die Rolle wieder frei, indem er Presenter-End an alle Clients sendet. 
5.4.2 Event Tracking Protocol (CS-ETP) 
Mit dem CS-PCP ist es bislang nur möglich, die Rolle des Current Presenters festzulegen. 
Um jedoch Konsistenz mit der Ansicht des Presenters herzustellen, müssen die 
Teilnehmer die Ansichtsinformationen des Presenters erhalten. 
Zu diesem Zweck wird hier ein Protokoll für Event Tracking definiert, das es erlaubt, 
bestimmte Nutzer-Events eines oder mehrerer Teilnehmer zu verfolgen und geeignet 
darauf zu reagieren. Innerhalb dieses Protokolls können verschiedene Event Packages frei 
definiert werden. So wird z.B. ein Event Package Current-View benötigt, um die Ansicht 
des Current Presenters für das Shared Viewing zu signalisieren.  
Diese Funktionalität entspricht einem klassisches Subscribe/Notify-Event-Dienst wie z.B. 
der SIP Event Notification [Roa02]. Als Erweiterung zu einem solchen Dienst wird hier 
noch definiert, dass Events auch mit Feedback-Anforderungen verbunden sein können. 
Die CSAs reagieren auf Events mit bestimmten Aktionen. Gibt der CSA, der das Event 
gesendet hat ein Feedback-Handle an, so erwartet er, dass die Empfänger des Events ihn 
über den Fortschritt der Aktion informieren. Das kann neben einer „200 OK“-Nachricht 
bei erfolgreicher Aktion auch Fortschrittsberichte mit prozentualer Fortschrittsmeldung 
beinhalten.  
Diese Erweiterung ermöglicht beispielsweise für das Event Package Current-View, dass 
der Current Presenter über den Fortschritt der Clients beim Download der präsentierten 
Seite des Workspace informiert wird. Er kann dann z.B. mit der Präsentation kurz 
innehalten, bis alle Teilnehmer synchronisiert sind. 
Dienste 
Die Dienstprimitive des Event Tracking Protocol sind in Tabelle 5-9 dargestellt. Im Sinne 
eines Subscribe/Notify-Dienstes ist es möglich, sich für Event Packages einzuschreiben 
(Event-Subscribe) und den eingeschriebenen Teilnehmern Änderungen an einem Event 
Package mitzuteilen (Event-Notify). Zusätzlich wird noch die Feedback-Methode 
definiert (Event-Feedback), die die bereits erwähnten Fortschrittsmeldungen der 
Empfänger einer Notify-Nachricht transportiert.  
 
Tabelle 5-9 - Dienste des Event Tracking 
Dienst Beschreibung 
Event-Subscribe Für Event Packages einschreiben bzw. abmelden 
Event-Notify Die eingeschriebenen Agents über ein Event 
benachrichtigen 
Event-Feedback Dem Erzeuger eines Events Feedback über die 
Ausführung der mit dem Event verbundenen Aktion 
geben 
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Protokollmechanismen 
In Abbildung 5-13 ist ein Beispielablauf für das CS-ETP angegeben, anhand dessen die 
Protokollmechanismen erläutert werden sollen. Das Szenario beschreibt eine Vier-Punkt-
Session aus drei CS-Clients und einem CS-Server. Einer der Clients hat die Rolle des 
Current Presenters in der Session inne. Zunächst schreiben sich alle Clients für das Event 
Package CurrentView ein, um Updates über die aktuelle Sicht des Current Presenters zu 
erhalten. In diesem Fall muss eine sofortige Antwort des Event Tracking Protocol 
Workers des CS-Servers mit dem aktuellen Zustand des Event Package erfolgen. Da 
jedoch noch kein NOTIFY mit dem Event Package Current-View versendet wurde, sind 






























Abbildung 5-13 - Beispielablauf Event Tracking Protocol 
 
Der Current Presenter signalisiert jetzt mit einer NOTIFY-Nachricht an den CS-Server, 
dass er die Seite 1 eines bestimmten Shared Workspace betrachtet. Diese Nachricht wird 
vom CS-Server an alle eingeschriebenen Clients weitergeleitet. Diese wechseln jetzt auf 
die angegebene Seite des Workspace und fordern gegebenenfalls noch zur Darstellung 
benötigte Inhaltsobjekte an. Im Verlauf der Übertragung dieser Inhaltsobjekte schicken 
die Clients Feedback-Nachrichten (183 Progress) an den CS-Server.  
Dieser kann die Feedback-Nachrichten entweder direkt weiterleiten oder auch mehrere 
Nachrichten zusammenfassen, so dass der Absender der NOTIFY-Nachricht nicht mit 
Feedback-Nachrichten überflutet wird. Sind bei den Clients alle Inhaltsobjekte zur 
Darstellung der signalisierten Seite vorhanden, so schicken diese ein abschließendes 200 
OK an den CS-Server, der dies zum Current Presenter weiterleitet. Dieser sieht nun 
anhand einer Anzeige in der Oberfläche der Anwendung, dass die Views aller Teilnehmer 
synchronisiert sind. 
5 Content Sharing Protocol (CSP) 
150  
 



















Da der Feedback-Mechanismus lediglich ein informativer Protokollmechanismus ist, der 
dem Moderator den Synchronisationsstand signalisieren soll, ist keine explizite 
Ausnahmebehandlung vorgesehen. Die Anzahl der an der Synchronisierung beteiligten 
Nutzer ist dem Moderator beim Versenden der NOTIFY-Nachricht mit Feedback-Handle 
nicht bekannt, er erfährt sie erst, nachdem jeder der für dieses Event eingeschriebenen 
Teilnehmer die erste Fortschrittsmeldung versendet hat. Fällt ein Teilnehmer aus, 
nachdem er diese Nachricht bereits versendet hat, so bekommt der Moderator für diesen 
Teilnehmer einen nicht synchronisierten Status angezeigt. Beim nächsten Event 
antwortet dieser dann nicht mehr, so dass er in den gesammelten Statusinformationen 
beim Moderator nicht mehr auftaucht.   
5.5 Interaktionsprotokolle 
Als weitere Anforderung ist bislang noch die Interaktion auf Inhaltsobjekten (/R7/) offen 
geblieben. Um nicht nur das gemeinsame bzw. wahlfreie Betrachten von Inhaltsobjekten 
zu ermöglichen, sondern auch Interaktion zwischen Teilnehmern einer Groupwaresession 
zu erlauben, wurde ein Workspacemodell mit übereinander geschichteten Ebenen wie in 
T.126 gewählt (siehe Abschnitt 4.3.5). Damit ist es möglich, mehrere Ebenen mit 
unterschiedlichen Interaktionselementen zu definieren, die dann transparent über die 
Inhaltsobjekte gelegt werden und dynamisch während der Session erstellt und geändert 
werden können. 
Die Herausforderung für die Definition der Interaktionsprotokolle liegt gerade in diesem 
dynamischen Charakter der Interaktion, d.h. Elemente werden in schneller Folge durch 
Teilnehmer erzeugt, geändert und gelöscht. Um dies zu unterstützen müssen Push-
Protokolle verwendet werden, da ein bedarfsgesteuerter Abruf von benötigten Elementen 
nur sinnvoll ist, wenn sich diese über einen langen Zeitraum nicht ändern (wie es für die 
Inhaltsobjekte als Annahme definiert wurde). Da der Datenumfang von 
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Zeichenoperationen im Vergleich zu Inhaltsobjekten in der Regel wesentlich geringer ist, 
ist der Einsatz von Push-Verfahren hier akzeptabel. 
Unter Interaktionselementen versteht man im Bereich synchroner Groupware vor allem 
Zeichenelemente wie Freihand-Zeichnungen, Linien, Rechtecke und Ellipsen. Damit wird 
im Sinn des „Being There“-Paradigmas [Dew05] versucht, ein Flipchart in einem 
Konferenzraum zu imitieren. Darüber hinaus wird häufig der Telepointer als 
Entsprechung für einen Zeigestab von synchroner Groupware unterstützt. Es werden 
deshalb zwei Teilprotokolle für Interaktion definiert: das Drawing Interaction Protocol 
(CS-DIP) und das Telepointer Interaction Protocol (CS-TIP).  
5.5.1 Drawing Interaction Protocol (CS-DIP) 
Für das Zeichnen auf Inhaltsobjekten mit dem Drawing Interaction Procotol (CS-DIP) 
werden einfache Zeichenelemente wie Freihandzeichnungen, Linien, Rechtecke und 
Ellipsen unterstützt, die beliebig in Sheets platziert werden können. Zu diesem Zweck 
werden Zeichenebenen definiert, die vor den Bildebenen angezeigt werden. 
Zeichenebenen lassen sich wie alle Ebenen zeitweilig ausblenden und können überlagert 
angezeigt werden.  
Dienste 
Ein Mangel der in T.126 definierten Zeichenoperationen ist die unzureichende 
Unterstützung des Late-Join-Falls. Beim verspäteten Hinzutreten von Teilnehmern zu 
einer Session muss der Workspace-Refresher alle Inhalte aller Workspaces an den neuen 
Teilnehmer übertragen, also auch die erzeugten Zeichenelemente. Dies führt zu einer 
Überlastung des Workspace-Refreshers. Im Zuge der Definition der bisherigen 
Teilprotokolle wurde bereits mehrfach das Prinzip des Subscribe/Notify als praktikable 
Lösung für das Problem des Late Joins bei dynamischen Zustandsupdates vorgestellt (z.B. 
Updates der Member-Informationen, Workspace-Capabilities und Session Properties). 
Im Sinne eines konsistenten Entwurfs wird das Prinzip des Subscribe/Notify auch für die 
Interaktionsprotokolle angewendet. Teilnehmer müssen sich für Drawing-Updates 
explizit einschreiben (Drawings-Subscribe). Dies ermöglicht einem Client auch bei einer 
Überlastsituation auf dynamische Updates zu verzichten, indem er die Subscription 
annuliert. Damit sind die Dienstprimitive für das CS-DIP festgelegt (Tabelle 5-10). 
 
Tabelle 5-10 – Dienstpritimive des CS-DIP 
Dienst Beschreibung 
Drawings-Subscribe Für Drawing-Updates einschreiben 
Drawing-Create Eine Zeichnung erzeugen 
Drawing-Transform Zeichnung ändern 
Drawing-Delete Eine oder mehrere Zeichnungen löschen 
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Protokollmechanismen 
Die Protokollmechanismen des CS-DIP werden wieder anhand eines Ablaufdiagramms 
beispielhaft dargestellt (siehe Abbildung 5-14). Zunächst schreiben sich die beiden Clients 
A und B für Drawing-Updates ein, indem sie Drawings-Subscribe an den CS-Server 
schicken. Anschließend erzeugt Client A mit der Drawing-Create-Message eine 
Zeichnung. Die Bezeichnung {1} im Diagramm steht dabei für den Zustand des Drawings 
und dient zur Erläuterung der Konsistenzerhaltung bei den Editieroperationen. Zunächst 
haben sowohl Client A als auch der CS-Server und Client B die Zeichnung im Zustand {1} 
vorliegen. Bei Client A wird dieser Zustand schon mit dem Versenden der Drawing-













































Abbildung 5-14 - Beispielablauf CS-DIP 
 
Client C hat die Zeichnung zunächst noch nicht erhalten, da er sich noch nicht für 
Drawing-Updates eingeschrieben hat. Nach der Einschreibung mit Drawings-Subscribe 
im nächsten Schritt erfolgt die Übertragung aller bis dahin erzeugten Zeichnungen vom 
CS-Server an Client C mittels Drawing-Create-Nachrichten (Late-Join-Verhalten). 
Bei Editieroperationen besteht wie bei Shared Editing das Problem nebenläufiger 
Operationen, das über Operational-Transformation-Algorithmen gelöst werden kann 
(siehe Abschnitt 2.2.3). Da Änderungen im CS-DIP jedoch immer vollständig übertragen 
werden, genügt ein einfacheres Vorgehen: Eine Drawing-Transform-Message wird im 
Gegensatz zu Drawing-Create auch an den Absender geschickt und führt dort diese 
Operation ein zweites Mal aus. Im Normalfall bleibt die zweite Änderung des 
Zeichenobjektes ohne Wirkung, da die Änderung schon lokal ausgeführt wurde. Im Fall 
nebenläufiger Anforderungen wird damit jedoch eine totale Ordnung von Operationen 
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durch den CS-Server bei den Clients durchgesetzt und damit immer ein konsistenter 
Zustand erreicht. Dies soll am Beispiel in Abbildung 5-14 verdeutlicht werden. 
 
Beispiel 5-6 - Drawing-Create-Message 
<cs-dip> 
 <drawingCreate workspaceID="234878732" planeID="2" pageID="3"> 
  <drawingID>982348038492</drawingID> 
  <drawing> 
   <type>freehand</type> 
   <anchorPoint x="344" y="223"/> 
   <attributes penColor="#FF0000" penThickness="3"/> 
   <points>+2 -1 +4 0 +3 0 -2 0</points> 





Zunächst sendet Client A Drawing-Transform, um die vorher übertragene Zeichnung 
vom Zustand {1} in den Zustand {2} zu überführen (z.B. Änderung der Position der 
Zeichnung). Gleichzeitig führt jedoch Client C eine Operation aus, die die Zeichnung vom 
Zustand {1} in den Zustand {3} überführt (z.B. Änderung der Größe). Wie im Diagramm 
zu sehen ist, werden sowohl bei Client A als auch bei Client C die Operationen zunächst 
lokal ausgeführt. Beim CS-Server werden die beiden Operationen in der Reihenfolge ihres 
Eintreffens abgearbeitet und zunächst der Zustand {2} an alle Clients geschickt, was bei 
Client C zu einem vorübergehend inkonsistenten Zustand führt. Die Transformation zu 
Zustand {3} wird beim Server gleich mit der vorigen Operation kombiniert, so dass 
Zustand {4} als die Kombination der beiden Zustandsänderungen {1} {2} und {1} {3} 
erzeugt wird. Dieser Zustand wird mittels Drawing-Transform an alle Clients geschickt 
und somit wieder ein konsistenter Zustand erreicht.  
Abschließend wird noch gezeigt, wie eine Zeichnung mittels Drawing-Delete gelöscht 
werden kann. Die Nachricht wird vom CS-Server wieder an alle Teilnehmer außer den 
Absender weitergeleitet und die Zeichnung gelöscht. 
Ausnahmebehandlung 
Unter der Annahme, dass der Transport der Nachrichten durch das DCF zuverlässig 
erfolgt, ist die Konsistenz der Zeichnungen innerhalb der Session garantiert. Eine 
explizite Ausnahmebehandlung ist dadurch nicht nötig.  
5.5.2 Telepointer Interaction Protocol (CS-TIP) 
Für die Realisierung von Telepointern unterstützt T.126 nur Pointer als Bitmaps, die dann 
im Workspace bewegt werden können. In der Regel reicht jedoch ein einfacher Pointer 
aus, dessen Größe, Farbe und Ankerpunkt spezifiziert wird. Ein solcher Pointer wird in 
T.128 definiert und hier für das Telepointer Protocol übernommen. 
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Dienste 
Die Dienstprimitive des CS-TIP sind in Tabelle 5-11 dargestellt. Mit Pointer-Subscribe 
kann sich ein Client für Pointer-Updates einschreiben und erhält ab diesem Zeitpunkt alle 
Updates anderer Teilnehmer. Ein Pointer wird mit Pointer-Create erzeugt, wobei jeder 
Teilnehmer der CS-Session maximal einen Telepointer erzeugen darf. Diese werden durch 
einen Aufruf von Pointer-Position im Workspace bewegt und mit Pointer-Delete wieder 
gelöscht. 
 
Tabelle 5-11 – Dienstpritimive des CS-TIP 
Dienst Beschreibung 
Pointer-Subscribe Für Pointer-Updates einschreiben 
Pointer-Create Pointer erzeugen 
Pointer-Position Pointer bewegen 




Analog zu den bisherigen Protokolldefinitionen ist auch für das CS-TIP ein beispielhafter 
Protokollablauf in Abbildung 5-15 dargestellt. Um sich für Pointer-Updates 
einzuschreiben, senden die Clients Pointer-Subscribe an den CS-Server. Dieser registriert 
daraufhin die Clients für den Empfang von Pointer-Updates. Eine Besonderheit des 
Telepointer-Protokolls ist, dass mit dieser Subscription auch ein Channel übermittelt 
werden muss, auf dem dynamische Pointer-Updates (also z.B. ein kontinuierlicher Fluss 
von Updates bei der Mausbewegung eines Moderators) übertragen werden. Dies 
ermöglicht die Einbindung der Telepointer-Updates in eine Priorisierungsstrategie, da 
Channels unabhängig voneinander priorisiert werden können. 
 
Beispiel 5-7 - Pointer-Create 
<cs-tip> 
 <pointerCreate workspaceID="2348278732" pageID="3" > 
  <creator userID="22342221"/> 
  <handle>9834572348</handle> 
  <hotspot x="34" y="20"/> 
  <position x="24" y="10"/> 
  <dimensions height="30" width="30"/> 
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Abbildung 5-15 - Beispielablauf CS-TIP 
 
Im Beispiel erzeugt nach der Einschreibung zunächst Client A einen Telepointer, indem 
er Pointer-Create an den CS-Server schickt. Dieser leitet die Nachricht an Client B als 
eingeschriebenen Teilnehmer weiter. Nachdem sich im nächsten Schritt auch Client C 
eingeschrieben hat (Pointer-Subscribe) erhält er auch die Pointer-Create-Nachricht (Late 
Join). 
Im nächsten Schritt erzeugt Client C einen Pointer, der ebenfalls an die anderen 
Teilnehmer übertragen wird. Eine Änderung der Position wird mit der Pointer-Position-
Message an den CS-Server gemeldet. Dieser Nachricht wird ebenfalls an alle 
eingeschriebenen Teilnehmer weitergeleitet. Schließlich wird ein Pointer wieder gelöscht, 
indem eine Pointer-Delete-Message an den CS-Server geschickt und von dort 
weitergeleitet wird.  
Ausnahmebehandlung 
Wie auch beim Drawing Interaction Protocol ist die Konsistenz im Telepointer 
Interaction Protocol durch die Koordination des CS-Server gesichert. Allerdings kann der 
Fall auftreten, dass ein Client ausfällt und einen von ihm erzeugten Pointer nicht mehr 
löscht. In diesem Fall sollte ein automatisches Löschen des Pointers nach einer 
bestimmten Zeit der Inaktivität vom CS-Server veranlasst werden.   
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5.6 Adaptionsunterstützung 
Im Rahmen der bisherigen Definition der Protokolle kamen schon 
Adaptionsmechanismen zur Sprache, die das CS-CDP in Zusammenarbeit mit den beiden 
anderen Teilprotokollen zur Inhaltsverteilung unterstützt. Da die Adaptionsunterstützung 
ebenfalls eine zentrale Anforderung der Arbeit ist, sollen hier die durch das Protokoll 
unterstützten Adaptionsmechanismen systematisch dargestellt werden.  
Springer entwickelt in [Spr04] ein Klassifikationsschema für Basismechanismen zur 
Adaption in heterogenen und dynamischen Ausführungsumgebungen, anhand dessen die 
im Content Sharing eingesetzten Adaptionsmechanismen erläutern werden sollen. 
 
 
Abbildung 5-16 – Unterstützte Adaptionsmechanismen 
 
Der Klassifikation von Springer liegt ein abstraktes Modell verteilter Systeme als Verbund 
kooperierender Komponenten zugrunde. Adaption kann einerseits durch Änderung der 
Komponentenstruktur (Strukturadaption) oder durch Änderung der Parameter der 
Mechanismen zur Verarbeitung und Übertragung von Anwendungsdaten zwischen den 
Komponenten (Parameteradaption) erreicht werden. 
Im Folgenden werden nur Mechanismen zur Parameteradaption betrachtet, die in 
Abbildung 5-16 dargestellt sind. Parameteradaption kann zum einen die Kommunikation 
zwischen Komponenten verändern und zum Anderen die Anwendungsdaten selbst einer 
Veränderung unterziehen. Übertragen auf das Content Sharing bedeutet das, dass für 
Anwendungsdatenadaption die zugrunde liegenden Inhaltsobjekte veränderbar sein 
müssen, während für Kommunikationsadaption der Prozess der Inhaltsauslieferung, also 
die hier definierten drei Teilprotokolle des CSP adaptive Eigenschaften beinhalten sollten. 
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Die vom Content Sharing Protocol und speziell den Teilprotokollen zur 
Inhaltsauslieferung unterstützten Adaptionsmechanismen werden im Folgenden einzeln 
dargestellt. Sie sind in Abbildung 5-16 zur besseren Übersicht markiert. 
5.6.1 Verlustbehaftete Komprimierung 
Die Reduzierung durch verlustbehaftete Komprimierung des Inhalts ist ein effektives 
Mittel zur Verringerung des zu übertragenden Datenvolumens. Durch das typneutrale 
URI-Schema des CSP ist es möglich, Reduzierungsoperationen sowohl beim Provider als 
auch auf beliebig vielen Zwischenknoten der Aktionskette durchzuführen. 
In [Kne06] wurden im Rahmen eines Semesterprojektes Untersuchungen zu 
verschiedenen Adaptionsoperationen durchgeführt und ein Adaptionsdienst zur Nutzung 
im Rahmen des Content Sharings auf der Basis von ImageMagick [Ima07] und 
OpenOffice [Col07] entworfen. Tabelle 5-12 zeigt eine Auswahl von 
Reduzierungsoperationen auf Basis von ImageMagick, die durch diesen Dienst 
unterstützt werden. Diese können sowohl auf dem Provider-Client als auch auf dem CS-
Server ausgeführt werden. 
   
Tabelle 5-12 - Reduzierungsoperationen 
Operation Eingabe Ausgabe Parameter 
PNG2JPEG image/png image/png 
image/jpeg 
compression-quality – Qualitätsfaktor 
der Komprimierung 
selection-size – Mindestgröße der Datei 
(ansonsten wird die Transformation nicht 
durchgeführt) 
JPEG2JPEG image/jpeg image/jpeg compression-quality – Qualitätsfaktor 
der Komprimierung 
ScalePNG image/png image/png width – Ausgabebreite in Pixel 
(Seitenverhältnis wird beibehalten) 
ScaleJPEG image/jpeg image/jpeg width – Ausgabebreite in Pixel 
(Seitenverhältnis wird beibehalten) 
colorReducePNG image/png image/png color-bits – Anzahl Farbbits 
 
 
Wie zu sehen ist, werden Operationen zur Umwandlung von PNG- in JPEG-Dateien, 
Neukomprimierung, Skalierung und Farbreduzierung angeboten. Bei entsprechend 
gewählten Parametern reduzieren diese Operationen den Umfang der Daten bei 
gleichzeitiger Verringerung der Darstellungsqualität.  
Zur protokollseitigen Unterstützung von Reduzierungsoperationen wird für das Content 
Distribution Protocol ein Preferences-Header eingeführt, in dem der anfragende Client 
seine Präferenzen bezüglich einer geeigneten Repräsentation des in der URI spezifizierten 
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Inhaltsobjektes angeben kann. Diese sind in Anlehnung an die Media Feature Sets 
[Kly99] definiert. Ein GET-Request mit Nutzerpräferenzen sieht z.B. wie folgt aus: 
 









Damit wird die Folie 23 des Workspace xy.ppt angefordert, der auf Basis des Dokuments 
“xy.ppt” des Providers erstellt wurde. Die Repräsentation soll mindestens 100.000 Pixel 
beinhalten (pix), höchstens 50 KB groß sein und innerhalb von 4 Sekunden übertragen 
werden können. Des Weiteren wird spezifiziert, dass falls eine verlustbehaftete Adaption 
erfolgt, diese mindestens mit der Qualitätsstufe 80% durchzuführen ist. Mit dem q=-
Faktor erfolgt eine höhere Gewichtung des Zeitkriteriums, das mit 40% gewichtet wird. 
Die anderen drei Kriterien werden mit gleichen Anteilen von 20% gewichtet. 
Der Server wandelt nach Empfang des GET-Request eine bei ihm im Cache bereits 
vorhandene PNG-Datei, die mehr als 200 KB groß ist in eine JPEG-Datei mit 
Qualitätsstufe 80% um. Die Eigenschaften der resultierenden Datei werden im Features-
Header der „200 OK“-Antwort an den anfragenden Client übertragen. 
 








Durch dieses Konzept der Preferences und Features können Inhaltsobjekte über ihren 
Typ hinaus beliebig detailliert mit Eigenschaften beschrieben werden. So ist zum Beispiel 
auch die Reduktion der Framerate eines Videoobjektes möglich (Downsampling).  
Die Festlegung der Preferences muss in der Groupwareanwendung vorgenommen 
werden, die das CSP als Protokoll-Engine benutzt und die Dienstprimitive des CSP 
aufruft. Dabei sollte diese Auswahl für den Nutzer möglichst transparent sein. So könnte 
zum Beispiel in der GUI der Anwendung ein Schieberegler für die gewünschte 
Darstellungsqualität vorhanden sein, woraus dann in Verbindung mit den Capabilities 
(unterstützte Formate) und zusätzlichen in der Anwendung gesammelten Informationen 
(zum Beispiel aus Nutzerverhalten abgeleitete Prognose für den Zeitrahmen eines 
Requests) die konkreten Preferences erzeugt werden und als Parameter des GET-
Dienstprimitivs an den Content Distribution Procotol Worker übergeben werden. 
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5.6.2 Auswahl 
In der Klasse der Ersetzungsoperationen wird vor allem die Ersetzung auf der Basis 
expliziter Ersetzungsdaten, also die Auswahl alternativer Repräsentationen vom Content 
Sharing Protocol unterstützt. Wie bereits gezeigt, kann der Provider-Client mehrere 
Repräsentationen eines Inhaltsobjektes erzeugen und per OFFER-Request dem 
zugeordneten CS-Server bekannt machen. Dieser erzeugt dann nur eine generische URI 
für jedes Inhaltsobjekt. 
Die Auswahl einer geeigneten Repräsentation ist in Beispiel 5-10 als Pseudocode 
beschrieben. Diese Methode findet Anwendung, wenn der CS-Server einen GET-Request 
eines Clients erhält und nun eine geeignete Repräsentation auswählen soll. 
 
Beispiel 5-10 - Pseudocode Auswahloperation 
Path SelectRepresentation(uri, capabilities, preferences) 
{ 
 RepresentationSet selectedRepresentations; 
 for each representation in GetAvailableRepresentations(uri) do 
{ 
if(ClientCanHandle(representation, capabilities))  
AddToSet(selectedRepresentations, representation); 
} 
maxQuality = 0; 
for each representation in selectedRepresentations do 
{ 
 quality = GetQuality(representation, preferences); 
 if(qualiy>maxQuality) 
 {  
  maxQuality = quality; 
  selectedRepresentation = representation; 
} 
} 
 return selectedRepresentation.path; 
} 
 
Wie zu sehen ist, erfolgt zunächst eine Reduktion der verfügbaren Repräsentationen auf 
Basis der Capabilities des Clients. Wenn dieser zum Beispiel bestimmte verfügbare 
Medientypen nicht unterstützt, werden Repräsentationen dieses Typs nicht zur Menge 
selectedRepresentations hinzugefügt. Anschließend erfolgt eine Qualitätsbewertung jeder 
Repräsentation in der Menge möglicher Repräsentationen anhand einer Qualitätsmetrik, 
die die bereits im letzten Abschnitt erwähnten Preferences mit einbezieht. Die 
Repräsentation mit der höchsten Bewertung wird schließlich ausgewählt.  
5.6.3 Dekomposition 
Die für das Content Sharing wichtigste Adaptionsoperation im Bereich der 
Transformation ist die Dekomposition als Strukturtransformation der dem Content 
Sharing zugrunde liegenden Originaldokumente. Diese müssen semantisch zerlegt 
werden, damit der Ansatz der bedarfsgesteuerten Auslieferung von Inhaltsobjekten 
realisierbar wird. Die durch die Zerlegung entstandenen Inhaltsobjekte müssen in sich 
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vollständig sein. Die Zerteilung einer PowerPoint-Datei in gleichgroße Stücke von je 20 
KB ist zwar auch eine Zerlegungsoperation, jedoch keine Dekomposition, da die 
entstehenden Datenobjekte nicht unabhängig und durch unterschiedliche Mechanismen 
verarbeitet werden können. Eine Dekomposition wäre in diesem Fall die Zerlegung der 
PowerPoint-Datei in einzelne Folien, zum Beispiel im PNG-Format. 
Das Content Sharing Protocol unterstützt die Dekomposition durch das hierarchische 
URI-Schema, das eine Aufgliederung des Namensraumes an beliebigen Stellen der 
Hierarchie erlaubt. In Tabelle 5-13 sind Beispiele für Dekompositionsoperationen aus 
[Kne06] angegeben, die auf Basis von ImageMagick in Verbindung mit GhostScript 
(PDF2PNG), einem in [Küs06] entwickelten Druckertreiber (Print2EMF) bzw. 
OpenOffice (alle anderen Operationen) umgesetzt wurden. 
Für den Nutzer ist die Dekomposition völlig transparent, das heißt er wählt lediglich ein 
Originaldokument aus, das dann von der Anwendung mit einem geeigneten Importfilter 
semantisch zerlegt und in ein oder mehrere für das Content Sharing geeignete 
Zielformate umgewandelt wird. Durch die Dekomposition ist es auch möglich, einzelne 
semantische Einheiten verschiedener Originaldokumente zu einem Workspace zu 
kombinieren.  
   
Tabelle 5-13 - Dekompositionsoperationen 
Operation Eingabe Ausgabe Parameter 
Print2EMF */* (alle druckbaren 
Dateien) 
image/emf - 
PDF2PNG application/pdf image/png width – Ausgabebreite in 




image/png width – Ausgabebreite in 




image/jpeg width – Ausgabebreite in 




image/emf width – Ausgabebreite in 




Des Weiteren unterstützt das CSP die Formattransformation als wichtigen Mechanismus 
zur Anpassung an heterogene Endgeräte. Zum Beispiel eignet sich für das gemeinsame 
Betrachten von formatierten Dokumenten wie Word oder PDF ein vektorbasiertes Format 
wie EMF [Wik07c] am Besten. Dieses kann aber von mobilen Endgeräten wie PDAs 
häufig nicht dargestellt werden. In diesem Fall signalisiert ein an der Content-Sharing-
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Session teilnehmender PDA in seinen Capabilities, dass er nur Bildformate wie 
„image/png“ oder „image/jpeg“ unterstützt. Bietet jetzt der Provider-Client die Seiten 
eines Dokumentes nur im Format „image/emf“ an, so erkennt der CS-Server bei einem 
Request des PDA-Clients dass eine Formattransformation durchgeführt werden muss. 
Dazu sendet er einen GET-Request mit dem Content-Type „image/png“ und der URI des 
entsprechenden Objektes an den Provider-Client. Dieser führt dann die 
Formattransformation durch, indem er die EMF-Datei inklusive der benötigten 
Schriftarten lädt und als PNG abspeichert. Die PNG-Datei wird anschließend an den CS-
Server übertragen und dort direkt an den PDA-Client weitergeleitet. 
In Tabelle 5-14 sind zwei Beispiele für Formattransformationen angegeben, wie sie zum 
Beispiel auf Basis von GDIPlus [Mic03] umgesetzt werden können. 
   
Tabelle 5-14 - Formattransformationen 
Operation Eingabe Ausgabe Parameter 
EMF2PNG image/emf image/png width – Ausgabebreite in Pixel 
(Seitenverhältnis wird beibehalten) 
EMF2JPEG image/emf image/jpeg width – Ausgabebreite in Pixel 
(Seitenverhältnis wird beibehalten) 
 
5.6.5 Priorisierung 
Die Anpassung der Datenübertragung ist die erste Klasse von Adaptionsmechanismen aus 
dem Bereich der Kommunikationsadaption, die hier betrachtet werden soll. Adaption 
kann hier durch Protokollparameter, Fehlerbehandlung und Priorisierung von 
Datenströmen realisiert werden. 
Wie bereits im Rahmen der Definition des Binary Transmission Protocols erläutert 
wurde, ist für das CSP vor allem die dynamische Priorisierung der Datenpakete von 
großer Bedeutung. Ohne diese Priorisierung ist es schlicht unmöglich, wahlfreien Zugriff 
auf Inhaltsobjekte zu erlauben, da innerhalb kurzer Zeit das System mit Anfragen 
konfrontiert wird, die sich gegenseitig blockieren. Der bereits erläuterte Anwendungsfall 
des schnellen Überblätterns von Folien ist nur ein Beispiel, das die Bedeutung der 
Priorisierung für das CSP verdeutlicht. 
5.6.6 Caching 
Die Zwischenspeicherung ist ein Mechanismus, der zur Effizienzsteigerung des CSP 
beiträgt. Neben dem prioritätsgesteuerten Queueing von ausgehenden Datenpaketen auf 
jedem Verteilungsknoten (Provider-Client und CS-Server) ist vor allem das serverseitige 
Caching von Inhaltsobjekten von Bedeutung.  
Da Inhaltsobjekte von den CS-Clients immer beim Server angefragt werden und auch die 
Übertragung über den Server geleitet wird (Forwarding), kann dieser Kopien der 
übertragenen Repräsentationen von Inhaltsobjekten speichern. Liegt bei späteren 
Requests anderer Clients bereits eine geeignete Repräsentation vor, so antwortet der 
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Server direkt mit einer „200 OK“-Nachricht und beginnt die binäre Übertragung zum 
anfragenden Client (siehe Pseudocode in Beispiel 5-11).  
Neben diesem serverseitigen Caching ist natürlich auch das clientseitige Caching wichtig, 
das dafür sorgt, dass bereits betrachtete Inhaltsobjekte nicht erneut angefordert werden 
müssen. Aufgrund der in der Session eindeutigen URIs der Inhaltsobjekte können diese 
von den empfangenden Clients in temporären Verzeichnissen abgelegt werden, die den 
URIs entsprechen. Soll eine bestimmte Seite eines Workspace angezeigt werden, so prüft 
der Client zunächst, ob die im Remote Objects Container verzeichneten Objekte nicht 
schon lokal vorliegen und kann ggf. auf das Anfordern der Objekte verzichten. 
 





 SendResponse(user, “200 OK”); 
 path = GetPath(uri); 




 SendResponse(user, “102 Requested”); 





Eine weitere nützliche Adaptionstechnik zur Reduzierung der Antwortzeiten eines 
verteilten Systems ist die Verlagerung des Zugriffs. Für das Content Sharing ist hier vor 
allem das Vorabladen bzw. Prefetching von Inhaltsobjekten von Bedeutung. Wie bereits 
erläutert wurde, ist es den Clients möglich, jederzeit Inhaltsobjekte vorausschauend 
anzufordern, das heißt GET-Requests für momentan noch nicht benötigte Objekte 
abzusetzen (siehe Beispiel 5-12).  
 
Beispiel 5-12 - einfaches Prefetching (Pseudocode) 
OnFileReceived(uri, path) 
{ 
 AddToCache(uri, path); 
 nextURI = GetNextUri();  
 SendGetRequest(CSServer, nextUri, Priority::Prefetching); 
} 
 
Es muss dabei jedoch darauf geachtet werden, dass diese Requests mit der 
Prioritätsklasse Prefetching durchgeführt werden. Dies stellt sicher, dass Anforderungen 
für tatsächlich benötigte Objekte immer Vorrang haben. Da ein Nutzer jedoch auch auf 
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eine Seite des Shared Workspace blättern kann, für die bereits ein Prefetching-Transfer 
begonnen wurde, so muss dieser dynamisch umpriorisiert werden. Hierzu sendet der 
Client Change-Priority an den CS-Server. Die Änderung der Priorität pflanzt sich dann 
wie in Abschnitt 5.3.3 beschrieben entlang der Aktionskette fort. 
5.6.8 Adaptionsentscheidungen und 
Nutzertransparenz 
Ein wesentlicher Aspekt der Adaptionsunterstützung ist die Frage, auf welcher Basis 
Adaptionsentscheidungen getroffen werden, und inwieweit dies für den Nutzer 
transparent ist bzw. zumindest Grobvorgaben erfordert. Teilweise wurde das für die 
einzelnen Adaptionsmethoden bereits angesprochen, soll hier jedoch noch einmal 
systematisch dargestellt werden.  
 











Beim CS-Server auf Basis der 
Preferences und Capabilities des 
Clients 




keine Beim CS-Server auf Basis der 
Capabilities (unterstützte Formate) 
Priorisierung Durch Administrator 
einstellbar 
parametrisierbare Algorithmen beim 
CS-Server 
Lokales Caching Größe des Cache 
Serverseitiges 
Caching 
Größe des Cache durch 
Administrator 
einstellbar 
Cache-Verdrängung auf Basis von 
Caching-Strategie  
Prefetching keine Prefetching wird vom Client auf der 




Dies sind jedoch nur grobe Richtlinien für die Adaptionsunterstützung in einem auf dem 
CSP basierenden System. Um Adaption wirkungsvoll realisieren zu können, sind 
weitergehende Forschungsarbeiten nötig, die über den Rahmen dieser Arbeit hinaus 
gehen. Mögliche Forschungsthemen in diesem Bereich sind: 
- Untersuchungen zu Auswirkungen von Adaptionsoperationen und ihrer 
Parameter anhand repräsentativer Stichproben von Inhaltsobjekten 
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- Untersuchungen zu Interferenz von Adaptionsoperationen bei deren 
kombiniertem Einsatz 
- geeignete Modellierung der Adaptionsumgebung (Nutzerverhalten, Lastsituation, 
Netzwerkverbindungen, zeitliche Constraints) 
- Entwicklung geeigneter Qualitätsmetriken zur Steuerung der 
Adaptionsentscheidung 
- Entwicklung zusätzlicher, speziell auf Content-Sharing-Anwendungsszenarien 
angepasster Adaptionsmechanismen wie zum Beispiel differenzielle Codierung 
von Folien bei Presentation Sharing 
- Entwicklung von Algorithmen für die Durchführung von 
Adaptionsentscheidungen zur Optimierung der durch den Nutzer 
wahrgenommenen Qualität 
- Entwicklung optimierter Prefetching-Algorithmen, die auf verschiedene 
Anwendungsfälle zugeschnitten sind 
- Entwicklung optimierter Caching-Strategien, die den Besonderheiten des Content 
Sharings Rechnung tragen 
Die vorliegende Arbeit bietet mit dem Content Sharing Protocol und seiner breiten 
Adaptionsunterstützung die Grundlage, um vertiefende Forschung auf dem Gebiet der 
Adaption durchführen zu können. Ein Teil der skizzierten Fragen soll im Anschluss an die 
vorliegende Arbeit in weitergehenden Forschungsarbeiten aufgegriffen und vertieft 
werden bzw. ist bereits Bestandteil laufender Forschungsaktivitäten. 
5.7 Zusammenfassung 
In diesem Kapitel wurde das Content Sharing Protocol zur Kommunikation zwischen CS-
Client und CS-Server in einer Content-Sharing-Session definiert. Es besteht aus neun 
Teilprotokollen, die gemäß dem Mikroprotokollansatz als eigenständige Protokollobjekte 
mit definierten Schnittstellen und Kommunikation zu anderen Teilprotokollen über 
lokales Messaging entworfen wurden. Die Definition der Teilprotokolle beschreibt die 
Dienstprimitive, Entwurfsentscheidungen, Protokollabläufe und Unterschiede zu 
existierenden Protokollen.  
Die identifizierten Teilprotokolle werden in Tabelle 5-16 noch einmal in einer Übersicht 
dargestellt. Dabei werden die grundsätzlichen Funktionen benannt, sowie existierende 
Protokolle angegeben, auf die das jeweilige Teilprotokoll konzeptionell aufbaut. In der 
letzten Spalte sind schließlich Erweiterungen beschrieben, die ausgehend von dem 
Basisprotokoll vorgenommen wurden.  
Mit der nun vollständigen Definition von Lösungsansatz, Referenzarchitektur und 
Protokollen wurden Konzepte für die in Abschnitt 4.1 definierten primären 
Anforderungen entwickelt (siehe Tabelle 5-1). Bei der Darstellung der Protokollabläufe 
wurde deutlich, dass die bedarfsgesteuerte n:m-Verteilung von Inhaltsobjekten ein 
komplexer Vorgang ist, der weit über das klassische Push-Modell, wie es z.B. in T.126 
genutzt wird, hinausgeht.  
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Die im asynchronen Fall schon erprobte Idee des Personal Web Serving wurde auf das 
bearbeitete Forschungsproblem angewendet und zu einem „Proxied Personal Content 
Serving“ mit Unterstützung für Forwarding und dynamische Priorisierung von Transfers 
ausgebaut. Es wurden also Methoden aus dem Forschungsbereich Content Networking 
mit bekannten Methoden und Protokollen aus dem Bereich synchroner Groupware (z.B. 
Subscribe/Notify, Shared Workspace, Drawings und Telepointer) kombiniert und dabei 
deutlich weiterentwickelt, sowie zu vielen Aspekten vertieft. Inwieweit dieser Ansatz 
realisierbar ist, in bestehende Systeme integriert werden kann und Effizienzvorteile 
gegenüber klassischen Ansätzen besitzt, soll im Folgenden geklärt werden. 
 
Tabelle 5-16 - Übersicht Teilprotokolle des CSP 
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6 Evaluation und 
Bewertung 
 
Der Zweifel ist der Beginn der 
Wissenschaft. Wer nichts anzweifelt, 
prüft nichts. Wer nichts prüft, entdeckt 
nichts. Wer nichts entdeckt, ist blind 
und bleibt blind. 




In diesem Kapitel werden die entwickelten Protokolle im Kontext der Referenzarchitektur 
analysiert und evaluiert. Dabei stehen die drei eingangs formulierten Thesen (siehe 
Abschnitt 1.2) im Mittelpunkt der Betrachtung. Es werden zunächst anhand der Thesen 
Evaluationsziele aufgestellt, die dann in den nachfolgenden Abschnitten betrachtet 
werden.   
6.1 Evaluationsziele 
Wie am Anfang der Arbeit in Abschnitt 1.2 beschrieben wurde, besteht das Ziel dieser 
Arbeit im Entwurf und der Evaluation von Protokollen zur bedarfsgesteuerten n:m-
Verteilung von Inhaltsobjekten in Rich Media Collaboration Applications. Anhand der 
dort formulierten drei Thesen der Arbeit werden drei Evaluationsziele definiert: 
Nachweis der Realisierbarkeit, Nachweis der Performancevorteile gegenüber anderen 
Ansätzen, sowie Nachweis der Integrierbarkeit in existierende Systeme.  
Ziel 1: Realisierbarkeit 
Es soll nachgewiesen werden, dass die bedarfsgesteuerte n:m-Verteilung mit dem hier 
definierten Ansatz und dem Content Sharing Protocol möglich ist.  
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Ziel 2: Performancevorteile 
Es soll gezeigt werden, dass der hier entwickelte Ansatz für n:m pull in Anwendungs-
szenarien mit symmetrischem Nutzerverhalten Performancevorteile gegenüber den 
traditionellen Ansätzen 1:n push, 1:n pull und n:m push hat. Dies kann auf der Basis von 
Analyse, Simulation oder Messung am implementierten System erfolgen. 
Ziel 3: Integrierbarkeit 
In Abschnitt 4.3.4 wurde ein Groupwareframework definiert, auf das das CSP aufsetzt, 
um seine Dienste erfüllen zu können. Damit das CSP in existierenden Rich Media 
Collaboration Applications eingesetzt werden kann, muss nachgewiesen werden, dass ein 
solches Groupwareframework auf der Basis standardisierter Konferenzumgebungen 
realisiert werden kann.  
In den folgenden Abschnitten werden diese Evaluationsziele wie folgt bearbeitet: in 
Abschnitt 6.2 wird die Referenzimplementierung des Content Sharing Protocols 
vorgestellt, die begleitend zu dieser Arbeit erstellt wurde und als Nachweis der 
Realisierbarkeit (Ziel 1) dient. In den Abschnitten 6.3 und 6.4 werden Evaluations-
szenario und Ergebnisse der Performancetests beschrieben, die mit der Referenz-
implementierung durchgeführt wurden, um Ziel 2 zu erfüllen. Schließlich werden in 
Abschnitt 6.5 Untersuchungen zur Integrierbarkeit des CSP in standardbasierte 
Konferenzumgebungen (Ziel 3) durchgeführt. 
6.2 Referenzimplementierung 
Im Rahmen des Projektes „Content Conferencing“ (Laufzeit 10/04 bis 06/05) wurde eine 
Referenzimplementierung des Content Sharing Protocols sowie einer darauf aufsetzenden 
Anwendung zum kollaborativen Betrachten von PowerPoint-Präsentationen mit Visual 
C++ erstellt. Diese wurde im Folgeprojekt „Adaptive Konferenzdienste“ (7/05 bis 12/06) 
weiter ausgebaut und um adaptive Funktionen erweitert. Abbildung 6-1 zeigt einen 
Screenshot des implementierten Prototyps. 
Mit dem Prototyp ist es möglich, Konferenzen sowohl zwischen lokalen Instanzen der 
Software, als auch mit entfernten Rechnern aufzubauen. Eine Instanz des Programms 
wird dabei als Node bezeichnet und wird vom Groupwareframework als unabhängiger 
Teilnehmer betrachtet. Auf einem Node können beliebig viele Instanzen der Protokoll-
Engine gestartet werden, was die Evaluation für größere Anwendungsszenarien 
vereinfacht. 
Die implementierte Beispielanwendung dient zum gemeinsamen Betrachten von und zur 
Interaktion auf PowerPoint-Präsentationen. Diese werden durch einen Importfilter in 
eine Menge von PNG- und JPEG-Dateien mit zugehörigen Metainformationen im XML-
Format konvertiert und als Workspaceinhalte innerhalb einer Session bekannt gemacht. 
Es ist jedem Teilnehmer möglich, beliebig viele Präsentationen in die Session 
einzubringen und somit neue Workspaces zu erzeugen. Dabei werden zunächst nur die 
Metainformationen übertragen. 
Jeder Teilnehmer kann die Präsentationen anderer Teilnehmer auswählen und innerhalb 
dieser Präsentationen einzelne Folien selektieren, die dann direkt vom entsprechenden 
Teilnehmer über den CS-Server als Proxy übertragen werden. Zusätzlich ist auch ein 
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client- und proxyseitiges Caching sowie ein Prefetching-Mechanismus implementiert. 
Dieser fordert Folien mit niedriger Priorität an, die auf die betrachtete Folie folgen. 
 
 
Abbildung 6-1 - Screenshot Content-Sharing-System (2 lokale Instanzen) 
 
Jeder Teilnehmer kann die Kontrolle anfordern, was dazu führt, dass die Anwendung in 
den moderierten Modus wechselt (siehe CS-PCP Abschnitt 5.4.1). Es kann immer nur ein 
Teilnehmer in der Session die Rolle des Moderators innehaben. Diesem Teilnehmer ist es 
dabei möglich, neben den eigenen Präsentationen auch die Präsentationen anderer 
Teilnehmer zu zeigen. Dies lässt sich durch den Inhaber der Präsentation unterbinden. 
Im moderierten Modus welchseln alle Teilnehmer bei Auswahl einer Folie durch den 
Moderator auf diese Folie und fordern diese gegebenenfalls an. Die Teilnehmer können 
jedoch den moderierten Modus jederzeit durch Auswahl einer anderen Folie verlassen, 
bzw. über einen Back-To-Sync-Button wieder zurückkehren.  
Über die integrierten Interaktionsfunktionen können gemeinsam Zeichnungen erstellt 
und mittels Telepointer Details der Folien erläutert werden. Zeichnungen werden anhand 
der Workspacestruktur bestimmten Folien zugeordnet und bleiben auch beim Blättern 
zwischen Folien erhalten.  
Die Struktur des Systems ist in Abbildung 6-2 dargestellt. Der CS Service stellt den Kern 
der Protokoll-Engine dar, der sowohl Dienstaufrufe von der darüber liegenden 
Anwendung als auch Callback-Aufrufe der Conference-Komponente (z.B. bei 
ankommenden Datenpaketen) entgegen nimmt. Darin eingebettet sind die Protocol 
Worker für die Teilprotokolle, ein zentraler Content Index (also ein Remote Objects 
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Container nach Abschnitt 4.2), verschiedene Adaptionskomponenten sowie die 
Strukturobjekte der in der Session vorhandenen Workspaces. 
Die CSApp ist eine generische Komponente, die Bestandteil jeder auf das CSP 
aufsetzenden Groupwareanwendung ist. Mit ihr werden optional Import- und Export-
Module, sowie grafische Benutzeroberflächen (GUI) an einen CS Service gebunden. 
Durch diese lose Kopplung kann ein CS Service auch mit einer anderen GUI oder ohne 




























Abbildung 6-2 - Struktur der Implementierung 
 
Die Conference-Komponente ist schließlich eine Implementierung des Data Conferencing 
Frameworks (DCF) auf Basis von T.120, die vom Projektpartner zur Verfügung gestellt 
wurde. Der Node Controller verbindet die Teile zu einem Gesamtsystem und ermöglicht 
das Erzeugen von Anwendungen mit zugeordneter Protokoll-Engine.   
Die in Kapitel 5 beschriebenen Teilprotokolle und Adaptionsmethoden wurden vom 
Autor der Arbeit vollständig implementiert und evaluiert. Das gesamte System besteht 
aus ca. 140.000 Lines of Code18, wobei die Implementierung des in dieser Arbeit 
beschriebenen Content Sharing Protocols etwa 25% davon ausmacht.  
Das System wurde im Rahmen der Projektkooperation mit der VidSoft GmbH Dresden in 
das Desktop-Videokonferenzsystem VidConference integriert und befindet sich seit 
Februar 2007 im Produktivbetrieb. Damit wurde die Realisierbarkeit anhand einer 
vollständigen Implementierung nachgewiesen (Evaluationsziel 1).  
                                                             
18 Zählung mit Line Counter 1.4 [Mav07], ohne Leerzeilen, Kommentare und generierten 
Quellcode 
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6.3 Evaluationsszenario 
Zur Erfüllung des Evaluationsziels 2 – dem Nachweis von Performancevorteilen – sollen 
Performancemessungen mit dem System durchgeführt und mit anderen Ansätzen 
verglichen werden. Da für die anderen Ansätze keine Referenzimplementierungen 
vorliegen, die für vergleichende Tests genutzt werden können, sollen diese alternativen 
Ansätze testweise innerhalb des Content-Sharing-Systems implementiert und dann mit 
dem eigenen Ansatz verglichen werden.  
Es sollen automatisierte Tests durchgeführt werden, in denen Content-Sharing-Sessions 
mit einer Anzahl von Clients simuliert werden. Es müssen also CS-Sessions mit mehreren 
Teilnehmern aufgebaut und das Nutzerverhalten der Teilnehmer simuliert werden. Um 
dies realisieren zu können, müssen die folgenden Voraussetzungen erfüllt sein: 
1. Es wird eine geeignete Nutzermodellierung benötigt, die es erlaubt, 
Nutzerverhalten in einer CS-Session zu simulieren. 
2. Es wird eine repräsentative Stichprobe von PowerPoint-Präsentationen benötigt, 
die dann in der Session geöffnet und gemeinsam betrachtet werden können. 
3. Es muss ein geeignetes Verfahren zur Bewertung der Dienstgüte (QoS) gefunden 
werden, anhand dessen das Nutzererlebnis in einer CS-Session quantifiziert 
werden kann.  
4. Die alternativen Ansätze zur Verteilung von Inhaltsobjekten (1:n Push, n:m Push, 
n:m Pull) müssen innerhalb des Content-Sharing-Systems geeignet simuliert 
werden, um einen Vergleich mit n:m Pull zu ermöglichen. 
In den folgenden Abschnitten werden diese Bestandteile des Evaluationsszenarios Schritt 
für Schritt erarbeitet.   
6.3.1 Nutzermodellierung 
Für die Nutzermodellierung wird eine einfache Form der Multi-Agenten-Simulation 
gewählt. Bei dieser Art der Simulation wird das Verhalten der aktiven Komponenten 
einzeln spezifiziert. Als Agent wird hier ein Nutzer des Content-Sharing-Systems 
betrachtet, der an einer Presentation-Sharing-Session teilnimmt.  
Ein Nutzer wird als Eventquelle modelliert, das heißt er wählt in bestimmten Intervallen 
jeweils ein Event anhand vorher festgelegter Wahrscheinlichkeiten aus, das dann von 
diesem Nutzer ausgeführt wird. Dazu muss das Content-Sharing-System um Scripting-
Funktionen erweitert werden. Es werden dabei nur Events betrachtet, die zur 
Übertragung von Inhaltsobjekten führen. Andere Events wie das Erstellen von 
Zeichnungen oder das Bewegen des Telepointers sind für den Performancevergleich nicht 
relevant. Für die Simulation relevante Events sind: 
1. OpenRandomFile – zufällige Datei aus einer Stichprobe auswählen und in die 
Session importieren (Teilnehmer übernimmt damit die Rolle des Moderators) 
2. ResetFileIterator / OpenNextFile – über eine Stichprobe iterieren und Dateien 
nacheinander in die Session importieren (Teilnehmer übernimmt damit die Rolle 
des Moderators) 
3. CloseWorkspace – aktuelle Präsentation schließen 
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4. NextPage – auf die nächste Seite wechseln 
5. PreviousPage – auf die vorhergehende Seite wechseln 
6. ChangeWorkspace – auf einen zufälligen anderen Workspace wechseln 
7. ChangePage – auf eine zufällige andere Seite wechseln 
Jedem Event einer Menge von Events wird in der Verhaltensbeschreibung des Agenten 
eine Auftrittswahrscheinlichkeit zugeordnet. Die Summe dieser Wahrscheinlichkeiten ist 
1.  
Als mögliche Erweiterungen dieses Ansatzes sind mehrere Zustände des Agenten 
denkbar, die jeweils eine eigene Verhaltensbeschreibung mit dann veränderten Event-
Wahrscheinlichkeiten beinhalten. Des Weiteren wäre es wünschenswert, bedingte 
Wahrscheinlichkeiten zu unterstützen, so dass die Wahrscheinlichkeit eines Events sich 
in Abhängigkeit des Auftretens anderer Events ändert. 
Da jedoch für die Nutzermodellierung bislang noch keine repräsentativen Erhebungen 
von Nutzerverhalten möglich sind, muss die Modellierung auf der Basis von Annahmen 
erfolgen. Um die Auswirkung der Annahmen auf die Ergebnisse besser abschätzen zu 
können, soll das Nutzermodell so einfach und verständlich wie möglich sein. Es wird 
deshalb der oben beschriebene Ansatz der voneinander unabhängigen Ereignisse 
ausgewählt. 
Zur Realisierung dieser Art von Simulation wurde eine einfache Skriptsprache entwickelt 
und innerhalb des Content-Sharing-Systems implementiert. Die Sprache unterstützt 
neben den erwähnten Verhaltensbeschreibungen auch eine sequentielle Folge von Events, 
Wartebedingungen und Schleifen. Die Grammatik der Sprache lässt sich kompakt wie 
folgt in EBNF beschreiben: 
 
<Script> ::= <Block>* 
<Block> ::= <Repeat> | <Command> CR/LF 
<Repeat> ::= repeat <Condition> { CR/LF <RepeatBlock>* } CR/LF 
<Condition> ::= <Number> | until <Event> 
<Number> ::= <Digit>* 
<Digit> ::= 0|1|2|3|4|5|6|7|8|9 
<Event> ::= AppStarted | NewWorkspace 
<RepeatBlock> ::= <Behavior> | <Command> CR/LF 
<Behavior> ::= behavior ( CR/LF <BehaviorStatement>* ) CR/LF  
<BehaviorStatement> ::= <Probability> <Command> CR/LF  
<Probability> ::= <Digit>*.<Digit>*  
<Command> ::= <Wait> | <OpenRandomFile> | changeWorkspace | 
changePage | nextPage | previousPage | closeWorkspace | 
resetFileIterator | <OpenNextFile> | end 
<Wait> ::= wait <Condition> 
<OpenRandomFile> ::= openRandomFile <Directory> 
<OpenNextFile> ::= openNextFile <Directory> 
 
Ein Skript besteht aus einer Reihe von Blöcken, wobei ein Block entweder ein Repeat-
Block oder eine Anweisung (Command) sein kann. In den Repeat-Block können 
wiederum Anweisungen und Verhaltensblöcke (Behavior) eingebettet sein.  
In Beispiel 6-1 ist ein einfaches Skript angegeben, dass das Verhalten eines Moderators in 
einer Session simuliert. Zunächst werden 3 zufälllige Präsentationen aus einem 
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Verzeichnis geladen (repeat-Block), wobei immer gewartet wird, bis die Präsentation in 
der Session verfügbar ist (wait until NewWorkspace). Anschließend folgt die 
Verhaltensbeschreibung des Agenten. Der Verhaltensblock wird 1000 mal ausgeführt, 
wobei ein Event alle 10 Sekunden ausgelöst wird. Mit einer Wahrscheinlichkeit von 80% 
wird auf die nächste Seite der Präsentation gewechselt, das heißt die klassische 
fortlaufende Präsentation simuliert. Mit jeweils einer Wahrscheinlichkeit von 10% 
wechselt der Moderator auf eine andere Präsentation bzw. eine andere zufällige Seite der 
aktuellen Präsentation. 
 
Beispiel 6-1 - Beispielskript 
repeat 3 { 
openRandomFile C:\Stichproben\ppt 
wait until NewWorkspace 
} 










Mit dieser Skriptsprache ist es nun möglich, Nutzerverhalten in einer für die 
Performancetests ausreichenden Granularität zu modellieren. Die Einfachheit der 
Sprache macht die Tests und damit auch deren Ergebnisse nachvollziehbarer. In der 
Anweisung „openRandomFile“ wird davon ausgegangen, dass für die Tests ein 
Verzeichnis mit einer repräsentativen Stichprobe von PowerPoint-Dateien vorhanden ist. 
Wie eine solche Stichprobe gewonnen werden kann, wird in Abschnitt 6.3.2 diskutiert. 
6.3.2 Gewinnung repräsentativer Stichproben von 
Inhaltsobjekten 
Da existierende Methoden für die Erzeugung repräsentativer Stichproben (Random 
Sampling) nur eingeschränkt zur Gewinnung von PowerPoint-Dateien geeignet sind, 
wurde vom Autor der Arbeit der NL Sampler (Natural Language Sampler) zum Random 
Sampling von Web-Dokumenten beliebigen Typs entwickelt [SS07c]. Beim Random 
Sampling werden Elemente aus einer Grundgesamtheit zufällig ausgewählt, wobei jedes 
Element eine bestimmte Wahrscheinlichkeit hat, in die Stichprobe gewählt zu werden19. 
Beim Web Random Sampling entspricht die Grundgesamtheit der Menge aller statischen 
Webseiten im Internet.  
                                                             
19 Die Wahrscheinlichkeiten sind nicht notwendigerweise gleichverteilt, es sind auch 
andere Wahrscheinlichkeitsverteilungen wie zum Beispiel eine Verteilung proportional 
zum PageRank zugelassen. 
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Es existieren zwei grundlegende Ansätze für Web Random Sampling: Beim Random Walk 
[HHM+99] werden ausgehend von einer stark verlinkten Webseite jeweils Folgeseiten 
zufällig aus der Menge der verlinkten Seiten ausgewählt. Damit beschreitet der Sampling-
Agent einen zufälligen Weg über die statischen Webseiten des Internets und kann sich auf 
diesem Weg eine Stichprobe zusammenstellen.  
Eine andere Herangehensweise wird bei Systemen für Random Search [BB98] [BG06] 
realisiert. Suchanfragen mit mehreren zufällig ausgewählten Wörtern werden an eine 
Suchmaschine gestellt und aus der Ergebnismenge ein Element für die Stichprobe 
ausgewählt. Dieser Ansatz ist mit weniger Einsatz von Ressourcen zu realisieren, 
beschränkt jedoch die Grundgesamtheit auf die Menge aller von der benutzten 
Suchmaschine indizierten Seiten. 
Abweichend von den bisher bekannten Ansätzen für Random Search nutzt der NL 
Sampler natürlichsprachliche Lexika als Grundlage für die Erzeugung zufälliger 
Suchanfragen. Damit ist es erstmals mit vertretbarem Aufwand möglich, zufällige 
Stichproben aus einer eingeschränkten Suchmenge, wie zum Beispiel der Menge aller von 
einer Suchmaschine indizierten PowerPoint-Dateien,  zu gewinnen. 
 









































Abbildung 6-3 - NL Sampler 
 
Abbildung 6-3 zeigt die Funktionsweise des NL Samplers. Als Eingabe dient ein 
natürlichsprachliches Lexikon, dessen Wörter nach der Häufigkeit des Auftretens sortiert 
sein müssen. Solche Wörterbücher werden zum Beispiel durch das Wortschatz-Projekt 
[Uni06] der Universität Leipzig erstellt und gepflegt. Zusätzlich können sogenannte 
Suchparameter angegeben werden, die die Grundgesamtheit einschränken. Mit den 
Randomizer Parameters (Anzahl der Worte pro Suchanfrage; Anzahl der Worte, die aus 
dem Lexikon für die Zufallsauswahl genutzt werden) lässt sich die durchschnittliche 
Anzahl von Treffern steuern, die von der Suchmaschine zurückgegeben wird. Diese sollte 
zwischen 1 und 100 liegen, da nur die ersten 100 Treffer zugänglich sind. 
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In [SS07c] wird ein Verfahren angegeben, wie sich die charakteristische Zipf-Verteilung 
[Zip49] des Eingabelexikons ausnutzen lässt, um eine Trefferschätzung für bestimmte 
Suchparameter durchzuführen. Anhand dieser Schätzung lassen sich dann die 
Randomizer Parameters so einstellen, dass die gewünschte durchschnittliche 
Trefferanzahl erreicht wird. 
Mit Hilfe des NL Samplers wurden mehrere Stichproben von PowerPoint-Dateien 
zusammengestellt und untersucht. Als Grundlage für die weitere Evaluation dient eine 
reduzierte repräsentative Stichprobe mit folgenden Charakteristika: 
- 91 PowerPoint-Dateien  
- Suchparameter des NL Samplers: die ersten 1000 Wörter aus dem Wörterbuch 
der 10.000 häufigsten englischen Wörter, 4 Suchbegriffe pro Suchanfrage 
- Gesamtgröße: 126 MB 
- mittlere Größe einer PowerPoint-Datei: 1,4 MB 
- Anzahl Folien: 3.556 
- mittlere Anzahl Folien: 39 
 
Diese Stichprobe wurde durch eine OLE-Ansteuerung der Export-Funktion von Microsoft 
PowerPoint automatisiert in einzelne Folien im PNG-Format zerlegt. Die Größe der 
erzeugten Dateien wurde dabei im ersten Lauf mit 100% angegeben, was bei 93% der 
Folien zu einer Auflösung von 720 x 540 Bildpunkten führt. Im zweiten Durchlauf wurde 
dann mit der 200%-Ansicht, also der 4-fachen Anzahl Bildpunkten gearbeitet.  
 
Tabelle 6-1 - Analyse der Stichprobe 
Ergebnisse 720 x 540 
(100%) 
1440 x 1080 
(200%) 
Erstellte Slides 3.556  3.556 
Slides pro Präsentation 39,1 39,1 
Slides, die vom 4:3-Seitenverhältnis abweichen  240 (7%) 240 (7%) 
Gesamtgröße 226,6 MB 660,5 MB 
Größe im Vergleich zu Originaldatei 179% 552% 
Durchschnittliche Größe eines PNG-Slides 63,7 KB 185,7 KB 
Minimale Größe eines PNG-Slides 0,5 KB 1,1 KB 
Maximale Größe eines PNG-Slides 753,8 KB 2.745,1 KB 
Durchschnittliche Komprimierung 1,31 bpp 0,96 bpp 
Durchschnittliche Komprimierung relativ  
(Referenz: 24 bpp) 
5,5% 4,0 % 
Durchschnittliche Konvertierungszeit pro Folie 246,2 ms 642,5 ms 
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Die Ergebnisse zeigen eine doch erhebliche Größenzunahme von 179% bzw. 552% im 
Vergleich zur Originaldatei. Dabei schwankt die Größe der erzeugten PNG-Dateien sehr 
stark. Es zeigt sich, dass die 100%-Ansicht für das Betrachten der meisten Folien 
ausreichend ist. Es wird deshalb im Folgenden mit dieser Einstellung für den Import 
gearbeitet, womit sich eine durchschnittliche Foliengröße von 63,7 KB ergibt. 
6.3.3 Bewertung der Dienstgüte 
Nach Walpole [WKL+99] lässt sich Qualität multimedialer Objekte am besten durch eine 
sogenannte Utility-Funktion beschreiben, die einen Utility-Vektor ),...,,( 21 nuuuu =  und 
einen Wichtungsvektor ),...,,( 21 nwwww =  auf eine reelle Zahl im Intervall [0,1] 
abbildet. Damit ist es möglich, mehrere Dimensionen von Qualität, wie zum Beispiel 
Framerate, räumliche Auflösung und Komprimierungsstufe in die Qualitätsbetrachtung 
mit einzubeziehen und durch geeignete Auswahl der zugehörigen Gewichte zu 
kombinieren. Die Service-Zeit, also die Zeit bis zur Auslieferung kann ebenfalls als eine 
Dimension der Qualität dargestellt werden. 
Um die Wirksamkeit der Auslieferung von Inhaltsobjekten zu beurteilen, genügt hier die 
Betrachtung der Zeit von der Anforderung bis zur Auslieferung des Inhaltsobjektes, bzw. 
in unserem Beispiel die Zeit von der Auswahl einer Folie bis zur Darstellung in der 
Oberfläche. Die Dienstgüte wird also allein an diesem Zeitwert festgemacht, was bedeutet, 
dass die Qualität der ausgelieferten Inhaltsobjekte jeweils mit 1 festzusetzen ist. Eine 
Folie der Original-PowerPoint-Datei wird also gleich bewertet wie die Abbildung der 
100%-Ansicht in das PNG-Format mit ca. 400.000 Pixeln.  
Diese einfache Betrachtungsweise lässt die adaptiven Möglichkeiten des Systems außer 
Acht und vergleicht ausschließlich den Prozess der Inhaltsauslieferung. Durch den 
Einsatz von Datenadaption kann das Nutzererlebnis (Quality of Experience – QoE) weiter 
verbessert werden, indem zum Beispiel für besonders große Folien zunächst ein Preview, 
später eine stark komprimierte JPEG-Version und erst dann die PNG-Version in höchster 
Qualität übertragen wird. Um die Auswirkungen auf die QoE beurteilen zu können, sind 
jedoch weitergehende Betrachtungen zur Bestimmung der Qualität unterschiedlicher 
Repräsentationen sowie deren geeigneter Gewichtung notwendig. Diese sollen im 
Anschluss an die Arbeit in weiterführenden Forschungsarbeiten durchgeführt werden. 
Für die Messung der Dienstgüte wird ein clientseitiges Logging im Content-Sharing-
System implementiert. Bei einem serverseitigen Logging würden nur die Transfers 
erfasst, nicht aber die durch lokales Caching oder Prefetching erzielten Performance-
gewinne. Um diese auch zu berücksichtigen, werden deshalb clientseitig folgende Events 
aufgezeichnet: 
- InCache: Eine Folie soll betrachtet werden und ist zu diesem Zeitpunkt im 
lokalen Cache vorhanden, kann also sofort angezeigt werden. 
- Requested: Eine Folie soll betrachtet werden, ist jedoch noch nicht im lokalen 
Cache vorhanden und wird deshalb beim CS-Server angefordert. 
- TransferStarted: Ein Transfer für eine Folie wurde gestartet (Empfang einer „200 
OK“- oder „210 Receiving“-Nachricht). 
- Received: Ein Transfer wurde erfolgreich beendet, die empfangene Folie wird in 
der Clientoberfläche angezeigt. 
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- Skip: Der Transfer einer Folie konnte nicht rechtzeitig beendet werden, 
inzwischen wird schon eine andere Folie betrachtet. 
Durch den Einsatz von Caching und Prefetching können dabei verschiedene Abfolgen von 
Events (sogenannte Eventketten) auftreten: 
1. Requested, TransferStarted, Received – klassische Abfolge ohne Caching und 
Prefetching  
2. Requested, TransferStarted, Skip, Received – wie 1 nur durch Weiterschalten auf 
eine andere Folie abgebrochen 
3. InCache – Objekt lokal schon vorhanden, da schon einmal betrachtet 
4. TransferStarted, Received, InCache – Prefetching-Transfer abgeschlossen, 
dadurch Objekt schon vorhanden, obwohl noch nicht betrachtet 
5. TransferStarted, Requested, Received – für die angeforderte Folie läuft bereits 
ein Prefetching-Transfer, dessen Priorität mit dem „Requested“-Event erhöht 
wird 
6. TransferStarted, Requested, Skip, Received – wie 5 nur durch Weiterschalten auf 
eine andere Folie abgebrochen 
Diese Eventketten werden von der Logging-Komponente zu Transaktionen zusammen-
gefasst und jeweils die folgenden drei charakteristischen Zeiten pro Transaktion 
aufgezeichnet:  
1. Anfragebearbeitungszeit – Zeit für die Bearbeitung des Requests, d.h. die Zeit 
zwischen den Events „Requested“ und „TransferStarted“ (für die Eventketten 3 
bis 6 ist dieser Wert immer 0) 
2. Download-Zeit – Zeit für die Übertragung des Objektes, die sich durch höher 
priorisierte Transfers entsprechend verzögern kann. Entspricht der Zeit zwischen 
den Events „TransferStarted“ und „Received“ (für die Eventkette 3 ist dieser Wert 
0). 
3. Wartezeit – Zeit, in der der Nutzer ein Objekt betrachten möchte, dieses aber 
noch nicht vorhanden ist – entspricht der Zeit zwischen den Events „Requested“ 
und „Received“ bzw. „Skip“ (für die Eventketten 3 und 4 ist dieser Wert 0) 
Die Wartezeit ist die bereits erwähnte Zeit, die von der Auswahl einer Folie bis zu deren 
Darstellung in der GUI (bzw. bis zum Weiterschalten auf eine andere Folie) verstreicht. 
Diese Zeit ist das alleinige in der Performanceanalyse betrachtete Qualitätsmerkmal des 
vom Content-Sharing-System erbrachten Dienstes, die es zu minimieren gilt. Die anderen 
beiden aufgezeichneten Zeitwerte können nützliche Hinweise über die Gründe für evtl. 
schlechte Performancewerte geben. 
Um diese Größe richtig einordnen zu können, stelle man sich einen zeitlichen Ablauf 
einer Gesamtpräsentation, zum Beispiel über eine Stunde vor. Es werden innerhalb dieser 
Session immer wieder Aktionen ausgeführt (Öffnen einer Präsentation, Folienwechsel, 
Wechsel der Präsentation), die die Darstellung von neuen oder bereits betrachteten 
Folien erfordern. Je weniger der gesamten Zeit der Nutzer mit dem Warten auf Folien 
verbringt, desto größer ist seine QoE und damit die Dienstqualität. Die aufgezeichneten 
Wartezeiten ergeben aufsummiert gerade den Anteil an der Session-Zeit, die mit Warten 
verbracht wurde. In der restlichen Zeit wurde das gewünschte Objekt angezeigt. Als 
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Annahme wichtig ist dabei, dass Präsentationen in der Session nicht nur zu Beginn 
sondern auch ad-hoc geöffnet werden können.  
Bei aktiviertem Prefetching nähert sich durch die lokalen Caches das System über die 
Zeitdauer der Session immer mehr diesem Zustand der vollständigen Replikation an. Das 
heißt, wenn keine neuen Präsentationen mehr geöffnet werden, werden zu einem 
endlichen Zeitpunkt alle Präsentationen bei allen Teilnehmern vorliegen und damit die 
Wartezeiten immer 0 sein. Der Unterschied zwischen den verschiedenen Ansätzen liegt 
dann also nicht mehr in dem zu erreichenden Endzustand sondern lediglich in dem Weg, 
den das System nutzt, um diesen Zustand zu erreichen. Deshalb ist es nötig, das Integral 
der Darstellungsqualität über die Session-Zeit bzw. wie in unserem Fall als Ersatzwert die 
kumulierten Wartezeiten, in denen das benötigte Inhaltsobjekt nicht vorliegt, als Maß für 
die Dienstgüte anzuwenden.  
6.3.4 Realisierung der alternativen Ansätze 
Um die Performance des n:m pull mit den anderen Ansätzen 1:n push, n:m push und 1:n 
pull vergleichen zu können, werden diese innerhalb des Content-Sharing-Systems 
nachgebildet (siehe Abbildung 6-4). Dabei muss unterschieden werden, ob nur lokales 
Caching eingesetzt wird, oder auch Proxy-Caching und Prefetching zur Optimierung 
verwendet werden. Dies soll jeweils unabhängig voneinander untersucht werden. Zur 
Vergleichbarkeit werden alle Transfers über einen Proxyserver geleitet, was die 
Untersuchung der Wirksamkeit des Proxy-Cachings ermöglicht. 
 
 
Abbildung 6-4 – Nachbildung alternativer Ansätze 
 
Für 1:n push wird jeweils nur die aktuelle Folie des Moderators an alle Teilnehmer 
übertragen, ein freies Browsen ist damit nur mit lokal schon vorhandenen Folien möglich. 
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Bei aktiviertem Prefetching werden zusätzlich noch alle weiteren Folien des Moderators 
übertragen, falls gerade kein anderer Transfer läuft. Dies entspricht der Vorgehensweise 
klassischer WebConferencing-Systeme wie z.B. WebEx (siehe Abschnitt 2.4.1.1).  
Für das n:m push werden ähnlich wie beim 1:n push die in die Session eingebrachten 
Folien direkt an alle Teilnehmer übertragen. Da der n:m-push-Ansatz eine vollständige 
Synchronisierung aller Objekte in der Session vorsieht (wie bei Microsoft Office Groove), 
ist dieser Ansatz mit aktiviertem Prefetching gleichzusetzen. Ein Abschalten von Proxy-
Caching oder Prefetching ist für diesen Ansatz wirkungslos.     
Für die Nachbildung des 1:n pull wird eine Notify-Nachricht mit der aktuell zu 
betrachtenden Folie an die Teilnehmer übertragen. Es ist bei dieser Variante nur möglich, 
Folien des Moderators als Master in der Session anzufordern (siehe Abschnitt 2.2.4). Als 
Ergänzung wird hier erlaubt, dass die Rolle des Masters auch dynamisch wechseln kann, 
so dass es keine Einschränkungen in der grundsätzlichen Funktionalität der Session gibt. 
Somit unterscheidet sich 1:n pull von n:m pull nur in der Einschränkung auf den 
Moderator als Master. 
Damit ergeben sich insgesamt neun Konfigurationen, für die eine Performanceevaluation 
durchgeführt werden muss (siehe Tabelle 6-2).  
 
Tabelle 6-2 - Konfigurationen 




1:n push (1) – Moderator sendet 
gerade betrachtete 
Folien  
-- (2) – auch alle 
Folgefolien werden 
gesendet 
n:m push -- -- (3) – Jeder Teilnehmer 
sendet alle seine Folien 
1:n pull (4) – wahlfreier Zugriff, 
aber nur Moderator darf 
Requests beatworten 
(5) – dto. mit Proxy-
Caching  
(6) – dto. mit 
Prefetching 
n:m pull (7) – wahlfreier Zugriff (8) – dto. mit Proxy 
Caching 




Der Einsatz des lokalen Cachings wird hier als selbstverständlich vorausgesetzt. Es 
werden deshalb nicht noch weitere Testfälle ohne lokales Caching bewertet. Eine 
zusätzliche Annahme ist, dass für alle Caches unbegrenzt Speicherplatz zur Verfügung 
steht. Da die mittlere Größe einer Präsentation im konvertierten Zustand gemäß 
Abschnitt 6.3.2 ca. 2,5 MB entspricht ist selbst bei 40 Präsentationen in einer Session der 
Gesamtumfang aller Objekte im Bereich von ca. 100 MB. Da im realen Anwendungsfall 
nur ein CS-Client pro Teilnehmer-Rechner zum Einsatz kommt, ist dies eine realistische 
obere Schranke des Festplattenbedarfs des Client-Caches. Bei derzeit verfügbaren 
Festplattengrößen im Bereich von mehreren hundert Gigabyte ist somit im Regelfall keine 
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Cache-Verdrängung notwendig. Auch für den Server lassen sich damit noch mehrere 
Tausend parallele Sessions realisieren, so dass auch der Platz für den Proxy-Cache als 
unbegrenzt (d.h., dass er sämtliche Objekte der Session cachen kann) angesehen wird. 
6.3.5 Versuchsaufbau 
Abbildung 6-5 zeigt den Versuchsaufbau, der für die Performancemessungen verwendet 
wurde. Es handelt sich um ein kontrolliertes Netzwerk aus zwei Computern, die über 







Host 1 Host 2
CS-Server
CS-Client



















Abbildung 6-5 – Versuchsaufbau 
 
Auf Host 2 wird eine Instanz des CS-Server gestartet, der als zentrale Verteilungsinstanz 
agiert und ggf. auch als Proxy Cache arbeiten kann. Auf Host 1 und Host 2 wird des 
Weiteren jeweils eine Menge von CS-Clients gestartet, die sowohl aktiv als auch inaktiv 
sein können. Aktive Clients haben ein eigenes Skript, das das Verhalten des Clients 
beschreibt. Hierbei muss noch unterschieden werden, ob die Clients selbst auch als 
Moderator auftreten, oder nur als Zuschauer, die jedoch hin und wieder den moderierten 
Modus verlassen und in den betrachteten Präsentationen blättern. Inaktive Clients haben 
kein eigenes Skript und folgen lediglich den Aktionen des Moderators in der Session (das 
heißt, sie fordern die gerade vom Moderator betrachtete Folie an).  
Zur Realisierung wurde neben der in Abschnitt 6.3.1 definierten Skriptsprache für die 
Steuerung eines CS-Clients eine zweite Skriptsprache für die Steuerung eines Nodes 
definiert, die es ermöglicht, Konferenzen auf- und abzubauen, sowie CS-Clients und CS-
Server mit eigenen Skripten auf diesen Nodes zu starten und auf die Beendigung der 
Skripte zu warten. Des Weiteren lassen sich mit dieser Skriptsprache auch die 
verschiedenen Konfigurationen gemäß Abschnitt 6.3.4 herstellen. Für die Tests zu einer 
Konfiguration wird jeweils eine neue Konferenz aufgebaut und bei den beteiligten Nodes 
die Konfiguration global gesetzt. 
Die Clientinstanzen auf einem Host sind voneinander isoliert, so dass ein Inhaltsobjekt 
auch übertragen werden muss, wenn es schon bei einer Clientinstanz auf dem Host im 
lokalen Cache vorhanden ist. Deshalb ist es auch möglich, eine größere Anzahl von Clients 
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mit nur zwei Computern zu simulieren. Da jedoch die Clients gegenseitig um Prozessor-
zeit und Netzwerkressourcen konkurrieren, wird in den Tests höchstens 4 Clients 
gearbeitet, um daraus resultierende Seiteneffekte zu minimieren. 
Beide Computer verfügen über integrierte Kontrollmechanismen, die die ausgehende und 
eingehende Datenrate regulieren können. Damit kann eine in Content-Sharing-Sessions 
realistische Bandbreite simuliert werden. Zusätzlich ist es auch möglich, Szenarien mit 
stark eingeschränkter Bandbreite (zum Beispiel ein Provider, der nur über eine DSL-
Verbindung mit 128 kbit/s Upload verfügt) nachzustellen.    
6.4 Performanceanalyse 
Im Folgenden werden drei exemplarische Szenarien betrachtet, um Performance-
unterschiede zwischen den vier in Abschnitt 2.2.4 definierten Ansätzen zur 
Inhaltsauslieferung zu ermitteln. Es ist dabei nicht das Ziel, die Leistungsfähigkeit der in 
Abschnitt 6.2 vorgestellten Referenzimplementierung des Content Sharings zu bewerten, 
sondern anhand der Messwerte die Vorteilhaftigkeit der vier Ansätze in Abhängigkeit von 
bestimmtem Nutzerverhalten zu ermitteln. Die Szenarien haben deshalb auch nur 
exemplarischen Charakter. 
Es wird zunächst das Szenario der klassischen Präsentation betrachtet, ehe dann mit den 
folgenden Szenarien der Grad an symmetrischem Nutzungsverhalten innerhalb der 
Content-Sharing-Session schrittweise erhöht wird. Es wird für alle Szenarien einheitlich 
mit einer Beschränkung der Datenrate auf 1 MBit/s in beide Richtungen gearbeitet.  
6.4.1 Szenario 1 - klassische Präsentation 
Im ersten Szenario wird die klassische 1:n-Präsentation bewertet, das heißt, ein 
Moderator zeigt den teilnehmenden Clients eine Präsentation. Da die Größe der 
Präsentationen in der Stichprobe sehr stark schwankt, werden in gewissen Abständen 
weitere Präsentationen in die Session eingebracht, um so möglichst viele Präsentationen 
der Stichprobe zu berücksichtigen. Während des automatischen Testlaufs wird die 
Dienstqualität der Inhaltsauslieferung aufgezeichnet.  
Für die Tests wird folgendes Skript benutzt, das jeweils für jede der 9 Konfigurationen 
abgearbeitet wird: 
wait until AppStarted 
resetFileIterator 
openNextFile E:\Daten\files\ppt 
wait until WorkspaceCreated 
wait 3000 
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Es wird also alle sechs Sekunden eine Aktion des Moderators ausgelöst und nach 600 
Aktionen die Session beendet. Das ergibt eine Laufzeit des Skripts pro Session von ca. 
einer Stunde. Damit beträgt die Gesamtlaufzeit des Testszenarios mit allen neun 
Konfigurationen rund neun Stunden. Diese Einstellungen werden auch für die anderen 
Szenarien beibehalten, um eine gute Vergleichbarkeit zu gewährleisten. Es nehmen 3 
Clients und ein Server an der Session teil, wobei einer der Clients die Rolle des 
Moderators übernimmt und das oben beschriebene Skript abspielt, während sich die 
anderen beiden Clients ausschließlich passiv verhalten.  
Im Gegensatz zum Beispielskript in Abschnitt 6.3.1 wird nicht der Skriptbefehl 
openRandomFile sondern openNextFile benutzt. Aufgrund der bereits erwähnten sehr 
starken Schwankungen der Größe der Präsentationen innerhalb der Stichprobe ergeben 
sich bei Verwendung von openRandomFile zu starke Schwankungen in den 
aufgezeichneten Zeiten der Durchläufe für jede Konfiguration. Deshalb wurde nach ersten 
Tests openRandomFile durch openNextFile ersetzt, um eine bessere Vergleichbarkeit der 
neun Konfigurationen zu ermöglichen. 
Da nur ein Client Inhaltsobjekte anbietet, ergeben sich keine Unterschiede zwischen den 
Ansätzen mit 1:n-Verteilung bzw. n:m-Verteilung. Abbildung 6-6 zeigt den Session-
Verlauf eines Clients für die vier n:m-Konfigurationen.   
 








































































Abbildung 6-6 - Beispieldiagramme für Szenario 1 
 
Es ergibt sich in diesem Szenario erwartungsgemäß kein Performancevorteil des Proxy-
Cachings, da beide Clients jeweils zur gleichen Zeit ein bestimmtes Objekt anfordern. 
Dieses ist dann entweder schon in beiden lokalen Caches vorhanden, oder es muss auch 
vom CS-Server neu angefordert werden. Es ist aber bereits in diesem einfachsten aller 
Szenarien der Performancevorteil des Prefetchings deutlich zu sehen. Der Mittelwert der 
Reponse Times beträgt für die Szenarien ohne Prefetching (1, 4, 5, 7, 8) 737,34 
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Millisekunden. Dieser Wert wird durch das Prefetching auf durchschnittlich  212,31 
Millisekunden in den Konfigurationen 2, 6 und 9 gesenkt.  
Eine Ausnahme bildet die n:m-Push-Konfiguration (3), da hier die Folien aller 
Präsentationen ohne Berücksichtigung der Aktionen des Moderators sequenziell 
übertragen werden. Das Ergebnis dieses Szenarios liegt interessanterweise mit 732,75 ms 
ziemlich genau in dem Bereich der Konfigurationen ohne Prefetching. Dies liegt daran, 
dass der Moderator zunächst immer bei Folie 1 einer Präsentation startet und dann 
gemäß dem Skript mit einer Wahrscheinlichkeit von jeweils 75% die nächste Folie 
auswählt. Erst bei einem Sprung auf eine andere Folie des Workspace verlässt er diese 
Sequenz, was dann längere Wartezeiten bei n:m Push zur Folge hat. Auf der anderen Seite 
sind im Diagramm der Konfiguration n:m Push (3) Cache-Hits bei Sprüngen in der 
Präsentation zu verzeichnen, wenn diese schon vollständig übertragen wurde.  
Die Diagramme in Abbildung 6-6 zeigen scheinbar chaotisch auftretende Peaks, die durch 
das Einfügen neuer Präsentationen bzw. den Download besonders umfangreicher Folien 
(zum Beispiel mit fotografischen Bildern) hervorgerufen werden. In beiden oberen 
Diagrammen ist nur ein geringer Anteil von Aktionen mit der Wartezeit 0 zu erkennen, 
die Anzeichen dafür sind, dass Folien angefordert wurden, die sich bereits im lokalen 
Cache befinden. In den Konfigurationen mit Prefetching ist dieser Anteil dagegen deutlich 
höher, da hier viele Folien bereits im lokalen Cache vorliegen, ehe sie vom Teilnehmer 
angefordert werden. Des Weiteren werden auch die Peaks gekürzt, da für angeforderte 
Folien häufig schon ein Prefetching-Transfer läuft, der die Download-Zeit verkürzt. 
Die Peaks sind ein Indikator dafür, dass die Größe einer Folie sehr stark schwankt. Diese 
reicht von weniger als 10 KB bei reinen Textfolien bis hin zu mehreren hundert KB bei 
Folien, die fotografische Bilder enthalten. Aufgrund dieser extremen Schwankungen ist 
der Einsatz von Datenadaption zur Reduktion der Datenmenge der größten Folien ein 
sinnvolles Mittel zur weiteren Verbesserung der Quality of Experience. Der Einsatz 
solcher Techniken erfordert jedoch eine differenziertere Messung der QoE und 
umfangreiche Untersuchungen zu Charakteristika von Content und Wirksamkeit von 
Adaptionsmethoden. Dies soll wie bereits in Abschnitt 5.6.8 erwähnt wurde im Anschluss 
an diese Arbeit in weiterführenden Forschungsarbeiten untersucht werden. 
6.4.2 Szenario 2 - aktiver und passiver Client 
Nach der Betrachtung der klassischen Präsentation nähern wir uns nun symmetrischeren 
Szenarien mit dem Szenario 2, das einen aktiven und einen passiven Client beinhaltet, die 
jedoch selbst keine Inhaltsobjekte in der Session zur Verfügung stellen. In diesem 
Szenario wird eine 4-Punkt-Konferenz bestehend aus 3 Clients und einem Server 
aufgebaut. Auf Host 1 befindet sich einer der Clients, der wieder die Rolle des Moderators 
übernimmt und das Skript aus Szenario 1 abspielt. Auf Host 2 werden dagegen neben 
dem Server 2 Clients gestartet, von denen einer nur passiv der Präsentation folgt (analog 
dem Verhalten in Szenario 1), einer jedoch ein eigenes Skript abspielt und damit immer 
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Das Skript des aktiven Clients ist wie folgt definiert: 
wait until AppStarted 
wait 3000 











Mit einer Wahrscheinlichkeit von 90% wechselt der Client dabei die Seite des 
betrachteten Workspace, wobei dies auf die drei Aktionen Auswahl der nächsten Folie, 
Auswahl der vorherigen Folie und Auswahl einer zufälligen Folie verteilt wird. Dabei ist 
die Auswahl der nächsten Folie mit 60% wieder am stärksten gewichtet. Mit einer 
Wahrscheinlichkeit von 10% wird auf einen anderen Workspace gewechselt. Die dabei 
ausgewählte Folie kann zufällig mit der gerade durch den Moderator betrachteten Folie 
übereinstimmen. 
Als Ergebnis zeigt sich bei dem passiven Client ein Bild, das sich kaum von Szenario 1 
unterscheidet. Tabelle 6-3 zeigt die Wartezeiten des passiven Clients im Überblick. Es 
existieren kaum Unterschiede zwischen den Ansätzen. Die im letzten Szenario bereits 
beobachteten Unterschiede bezüglich der Variationen (lokales Caching, Proxy-Caching, 
Prefetching) treten hier ebenfalls auf. Die Zeiten für 1:n pull wurden weggelassen, da 
diese eine im Vergleich zu n:m pull weitgehend identische Verteilung zeigen (es ist nur 
ein Moderator beteiligt). 
 
Tabelle 6-3 – Durchschnittliche Wartezeiten passiver Client in Szenario 2 in 
Millisekunden 
 Lokales Caching Proxy Caching Prefetching 
1:n push 659,14 - 229,21 
n:m push - - 389,70 
n:m pull 778,52 646,36 296,78 
 
 
Im Gegensatz dazu zeigen sich für den aktiven Client signifikante Unterschiede zwischen 
den einzelnen Ansätzen (siehe Tabelle 6-4). Die Zeiten für 1:n push liegen bei über 6 
Sekunden, da die vom Client ausgewählten Folien nicht angefordert werden können (es 
sei denn sie sind zufällig mit der gerade betrachteten Folie des Moderators identisch bzw. 
schon im Cache vorhanden) und häufig also die Zeit bis zum nächsten Event verstreicht, 
ohne dass eine Folie angezeigt wird. Dieser Anwendungsfall unterstreicht, dass ein 
aktives Verhalten des Clients in Systemen mit Push-Verteilung kaum unterstützt wird.  
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Tabelle 6-4 – Durchschnittliche Wartezeiten aktiver Client in Szenario 2 in Millisekunden 
 Lokales Caching Proxy Caching Prefetching 
1:n push 6428,61 - 1016,06 
N:m push - - 471,42 
N:m pull 398,74 267,28 115,02 
 
 
Eine wesentliche Verbesserung auf ca. 1 Sekunde durchschnittliche Wartezeit pro Aktion 
tritt dagegen beim Einsatz von Prefetching auf, wenn also in der Präsentation 
nachfolgende Folien durch den Moderator bereits mit verteilt werden. Bei der 
vollständigen Verteilung der Folien ungeachtet des Präsentationsverlaufs (n:m push) wird 
dieser Wert nocheinmal halbiert, was schon nahe an die bei 1:n pull bzw. n:m pull ohne 
Prefetching erzielten Werte heranreicht.  
Es zeigt sich bei beiden Clients nur eine leichte Verbesserung der Zeiten durch Proxy 
Caching. Allerdings ist wieder ein deutlicher Vorteil des Prefetchings zu sehen, das 
Wartezeiten von 115 Millisekunden für den aktiven Client erreicht.  
Je nach Anteil von aktiven Clients in einer Session ergeben sich aus den erhobenen Daten 
unterschiedliche Performancevorteile für die Pull-Ansätze. Beim vorliegenden Szenario 
mit einem Anteil von 50% aktiven Clients ergibt sich eine Reduktion der Wartezeit um 
56% gegenüber der vollständigen Verteilung (n:m push) und um 70% gegenüber dem 1:n 
push. Bei einem geringeren Anteil von nur 10% aktiven Clients würde der Vorteil rein 
rechnerisch nur 39% gegenüber n:m push und 22% gegenüber 1:n push betragen. 
In Abbildung 6-7 sind einige ausgewählte Testläufe des aktiven Clients dargestellt. Die 
Kurven ähneln denen aus Szenario 1, nur dass bei den Prefetching-Szenarien ein noch 
höherer Anteil an Nullwerten zu sehen ist. Auffällig ist das Bild in Konfiguration 1 (1:n 
push / Lokales Caching) – hier zeigt sich ein hoher Anteil von Wartezeiten im Bereich von 
6 Sekunden, da häufig wahlfrei angeforderte Folien nicht übertragen werden konnten und 
damit die Zeit bis zum nächsten Event ohne Anzeige der Folie verstrichen ist.  
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Abbildung 6-7 - Ergebnisse ausgewählter Konfigurationen für Szenario 2 (aktiver Client) 
 
6.4.3 Szenario 3 – mehrere präsentierende 
Teilnehmer 
Im letzten der drei Szenarien soll jetzt der n:m-Fall betrachtet werden, der bereits in der 
Einleitung als motivierendes Anwendungsszenario für diese Arbeit genannt wurde. Die 
beteiligten Clients zeigen dabei ein symmetrisches Verhalten und öffnen selbständig 
Präsentationen, übernehmen die Moderatorenrolle und bewegen sich frei in den 
Präsentationen anderer Teilnehmer. Es ist zu erwarten, dass sich hier die Vorteile des 
n:m pull am stärksten zeigen. Dieses Szenario entspricht weitestgehend dem 
Anwendungsszenario für organisationsübergreifende Projektarbeit aus Abschnitt 4.1.2.  
Um die Ergebnisse nicht durch Lastprobleme des Servers zu verfälschen, wird wieder mit 
einer vergleichsweise kleinen Anzahl von 3 Clients gearbeitet. Auf Host 1 befinden sich 2 
Clients – einer davon arbeitet das Moderator-Skript aus Szenario 1 ab, das heißt, dieser 
öffnet zu Beginn der Session und dann im Durchschnitt ca. nach 20 Aktionen eine 
Präsentation. Die Wahrscheinlichkeiten für das Auftreten der anderen Events sind wie in 
Abschnitt 6.4.1 angegeben. Zusätzlich wird auf Host 1 ein Kontroll-Client gestartet, der 
sich nur passiv verhält. 
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Auf Host 2 wird neben dem Server wie in Szenario 2 auch ein aktiver Client gestartet. 
Dieser arbeitet jedoch ein leicht modifiziertes Skript ab, das wie folgt definiert ist: 
wait until AppStarted 











Neben dem wahlfreien Betrachten von Folien wird mit einer Wahrscheinlichkeit von 5% 
selbst eine Präsentation geöffnet. Für die Performancetests ist das Content-Sharing-
System so konfiguriert, dass mit dieser Aktion der entsprechende Teilnehmer die Rolle 
des Moderators übernimmt. Die Anzahl der Events wird wieder auf 600 festgelegt, ein 
Event alle 6 Sekunden generiert. Damit ist die Laufzeit einer Session für jede 
Konfiguration wie in den anderen Szenarien auf eine Stunde festgelegt. 
Tabelle 6-5 zeigt als Ergebnis des Tests die durchschnittliche Wartezeit auf eine 
Nutzeraktion bei den beiden aktiven Clients (Mittelwerte). Da mit der Aktion 
openRandomFile beim aktiven Client relativ große Schwankungen zwischen den 
Konfigurationen auftreten, werden die Werte aus mehreren Testläufen gemittelt. Tabelle 
6-5 zeigt damit die Mittelwerte je Konfiguration aus 4 aufgezeichneten Session-Logs von 
je einer Stunde Laufzeit. 
 
Tabelle 6-5 - Ergebnisse Szenario 3 (nur aktive Clients) 
 Lokales Caching Proxy Caching Prefetching 
1:n push 3304,95 - 2148,81 
n:m push - - 321,66 
1:n pull 2468,73 2121,93 1426,38 
n:m pull 457,95 441,03 218,97 
 
 
Erwartungsgemäß sind die Zeiten in den 1:n-Konfigurationen deutlich höher als in den 
n:m-Konfigurationen. In den 1:n-Konfigurationen können Folien immer nur vom 
aktuellen Moderator übertragen werden. Dieser kann zwar dynamisch wechseln, jedoch 
sind wahlfreie Zugriffe auf Präsentationsfolien häufig nicht möglich. 
Der Einsatz des Proxy-Cachings führt bei n:m pull bei den aktiven Clients zu keiner 
nennenswerten Reduktion der Wartezeiten. Das Prefetching verringert dagegen die 
Wartezeit um über 50%.  Damit ist, wie bereits in den anderen Szenarien ermittelt vor 
allem der Einsatz des Prefetchings empfehlenswert. 
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Interessanterweise liegt der Wert für n:m push mit 322 ms nur geringfügig über dem 
Wert von n:m pull und aktiviertem Prefetching mit 219 ms. Damit bietet bei derart 
aktivem Nutzerverhalten n:m pull nur einen geringen Vorteil gegenüber n:m push. Da das 
Zugriffsschema den überwiegenden Teil der Inhaltsobjekte einbezieht, ist eine 
vollständige Verteilung letztlich fast genauso effizient wie die bedarfsgesteuerte 
Verteilung. Vorteile der bedarfsgesteuerten Verteilung ergeben sich hier nur bei 
Präsentationen mit einem sehr hohen Datenumfang. 
Es ist jedoch in der Realität nicht zu erwarten, dass ein Teilnehmer, während eine 
Präsentation läuft, selbst mit der gleichen Frequenz wie der Moderator Aktionen 
ausführt. Hier bräuchte man ein Verhaltensmodell mit bedingten Wahrscheinlichkeiten, 
so dass der Client sich passiver verhält, wenn er selbst nicht die Rolle des Moderators in 
der Session innehat. Durch die Kombination mit den Ergebnissen des passiven Clients ist 
es jedoch auch mit dem hier verwendeten Verhaltensmodell möglich, realistische 
Ergebnisse zu erhalten. Der passive Client folgt lediglich den Aktionen des jeweiligen 
Moderators in der Session und stellt damit das Gegenstück zum aktiven Client dar.  
Die Mittelwerte der Ergebnisse aller drei Clients in der Session sind in Tabelle 6-6 
dargestellt. 
 
Tabelle 6-6 - Ergebnisse Szenario 3 (gesamt) 
 Lokales Caching Proxy Caching Prefetching 
1:n push 5336,26 - 4168,13 
n:m push - - 911,01 
1:n pull 4153,81 3344,28 2611,70 
n:m pull 701,01 654,32 388,14 
    
 
Die Unterschiede zu den 1:n-Konfigurationen sind ähnlich deutlich wie bei der 
Betrachtung der aktiven Clients in Tabelle 6-5. Allerdings zeigt sich jetzt auch gegenüber 
n:m push ein stärkerer Performancevorteil. In Abbildung 6-8 sind wieder ausgewählte 
Testläufe des aktiven Clients exemplarisch dargestellt.  
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Abbildung 6-8 - Diagramme Szenario 3 (aktiver Client) 
 
6.4.4 Zusammenfassung 
In Abschnitt 6.1 wurde mit dem Evaluationsziel 2 die Zielrichtung für die Performance-
tests vorgegeben, die in den Abschnitten 6.3 und 6.4 beschrieben sind. Ziel war es, zu 
untersuchen, ob und in welcher Ausprägung der n:m-pull-Ansatz Performancevorteile 
gegenüber den traditionellen Ansätzen 1:n push, 1:n pull und n:m push bietet.  
Die dafür gewählte Methodik stellt Konferenzsessions von jeweils einer Stunde Dauer mit 
je drei Teilnehmern und einem simulierten Nutzerverhalten nach. In den drei Szenarien 
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wird dabei jeweils das Verhalten der Teilnehmer modifiziert, wobei immer ein 
Teilnehmer das klassische Verhalten eines Moderators zeigt, während ein zweiter 
Teilnehmer zunächst passiv bleibt, dann in Szenario 2 wahlfrei auf Folien zugreift und in 
Szenario 3 schließlich selbst auch Präsentationen in die Session einbringt. Ein dritter 
Teilnehmer bleibt in allen drei Szenarien passiv und betrachtet lediglich die Folien des 
gerade aktiven Moderators. 
In allen drei Szenarien zeigen sich große Unterschiede zwischen den 3 Variationen der 
Ansätze, indem zunächst nur lokales Caching erlaubt ist, dann auch Proxy-Caching des 
CS-Servers und schließlich auch Prefetching. Dieses wird bei den Push-Ansätzen vom 
Moderator gesteuert, während es bei den Pull-Ansätzen im Sinne einer 
bedarfsgesteuerten Verteilung von den betrachtenden Clients initiiert werden kann. Als 
erste Schlussfolgerung lässt sich somit ziehen, dass in einem Shared-Viewing-Szenario, in 
dem langlebige Inhaltsobjekte großen Datenumfangs synchronisiert werden müssen, der 
gezielte Einsatz des Prefetchings zu einem erheblichen Performancegewinn führt. In den 
Tests war dieser etwa mit dem Faktor 2 bis 4 zu bemessen. Allerdings ist der genaue 
Gewinn sehr stark von dem jeweiligen Nutzungsverhalten und hier speziell vom 
Zeitintervall zwischen zwei Nutzerevents abhängig. 
Setzt man voraus, dass Prefetching immer möglich ist, so ergeben sich für die 
betrachteten drei Szenarien mit dem hier mangels konkreter Nutzungsdaten vereinfacht 
modellierten Nutzungsverhalten die in Abbildung 6-9 dargestellten durchschnittlichen 


















Szenario 1 Szenario 2 Szenario 3
 
Abbildung 6-9 - Ergebnisse der Performancetests mit Prefetching 
 
In Szenario 1 ergeben sich keine signifikanten Vorteile gegenüber anderen Ansätzen, da 
hier asymmetrisches Nutzungsverhalten vorliegt. In Szenario 2 treten dagegen schon 
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erste Unterschiede zutage, da die wahlfreien Zugriffe des aktiven Clients durch die push-
Ansätze häufig nicht in der zur Verfügung stehenden Zeit beantwortet werden können. 
Die ermittelten Wartezeiten der Push-Ansätze liegen um den Faktor 2,5 bzw. 3,6 über der 
Wartezeit des n:m Pull. 
Sehr deutliche Unterschiede treten erst im Szenario 3 auf, wo Material von mehreren 
Teilnehmern in die Session eingebracht wird und zum Teil wahlfrei darauf zugegriffen 
werden soll. Hier liegen die Wartezeiten der 1:n-Ansätze um den Faktor 6,7 bis 10,7 über 
den Wartezeiten von n:m pull. Das n:m push, also die vollständige Synchronisierung aller 
Inhaltsobjekte, ist dagegen nur um den Faktor 2,3 unterlegen.  
6.5 Integration in standardbasierte 
Konferenzumgebungen 
Nach den Performancebetrachtungen stellt sich die Frage nach der Anwendbarkeit des 
hier definierten Protokolls. Die grundsätzliche Realisierbarkeit des Ansatzes wurde durch 
die Referenzimplementierung (siehe Abschnitt 6.2) gezeigt. Allerdings wurde dabei eine 
proprietäre Implementierung des in Abschnitt 4.3.4 spezifizierten Data Conferencing 
Frameworks (DCF) als Infrastruktur verwendet. Diese lehnt sich an T.120 an, ohne jedoch 
Kompatibilität zu T.120 anzustreben. Eine solche Kompatiblität erscheint aufgrund der 
Kritik an T.120 [TH97] auch als nicht mehr zeitgemäß. Der Standard ist zwar noch 
Grundlage vieler WebConferencing-Systeme, hat jedoch nie die beabsichtigte Verbreitung 
als Plattform für Interoperabilität zwischen kollaborativen Anwendungen gefunden.  
Im Gegensatz dazu erfahren Konferenzsysteme, die auf der SIP-Standardfamilie 
(Abschnitt 2.3.3.2) basieren sowie Konferenzsysteme, die die Extensible Messaging and 
Presence Protocols (XMPP) nutzen, zurzeit ein sehr starkes Wachstum. Es ist zu 
erwarten, dass sich beide Ansätze langfristig durchsetzen und konkurrierende Standards 
nach und nach verdrängen werden.  
Wenn also nachgewiesen werden soll, dass sich Groupwareanwendungen auf Basis des 
Content Sharing Protocols in eine Vielzahl existierender bzw. künftig zu erwartender 
Konferenzsysteme integrieren lassen, so müssen in erster Linie die Standardfamilien SIP 
und XMPP auf ihre diesbezügliche Tauglichkeit untersucht werden. Konkret muss 
nachgewiesen werden, dass sich das Data Conferencing Framework auf der Basis von SIP 
bzw. XMPP umsetzen lässt. Diese Fragen wurden in [Küm07] und [Mal07] untersucht 
und sollen im Folgenden vorgestellt werden. 
6.5.1 Content Sharing auf Basis von SIP und XCON 
Die Konferenzumgebungen SIP und XCON wurden in den Abschnitten 2.3.3.2 und 
2.3.3.4 bereits vorgestellt. Trotz der vielfältigen Mechanismen für Konferenzaufbau, 
Conference Control, Floor Control und Notification Services in XCON werden bislang nur 
Audio- und Video-Konferenzen sowie Instant Messaging unterstützt, eine Infrastruktur 
für kollaborative Anwendungen, wie sie von den T.120-Diensten MCS und GCC zur 
Verfügung gestellt wird, fehlt bislang. 
In [Küm07] wurde eine Architektur und entsprechende Protokolle entwickelt, um ein 
DCF gemäß der Spezifikation aus Abschnitt 4.3.4 mit den Mitteln von SIP und XCON zu 
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realisieren. Abbildung 6-10 zeigt die Architektur dieses Systems, die im Wesentlichen 
eine XCON-konforme Architektur mit leichten Modifikationen darstellt. 
Es handelt sich um eine Sterntopologie mit einem zentralen Conferencing Server, der für 
die verschiedenen Aufgaben des DCF voneinander unabhängige Dienste bereitstellt. Eine 
Konferenz wird erzeugt, indem eine Konferenzbeschreibung per Centralized Conferencing 
Control Protocol (CCCP) [Lev05] an den Conference Control Service übertragen wird. 
Dieser erstellt daraus ein Konferenzobjekt, das alle Verwaltungsdaten der Konferenz 
enthält und von den verschiedenen Services ausgelesen und manipuliert wird. 
Die eigentliche Konferenz besteht aus SIP-Dialogen der Clients mit dem Focus, einem 
SIP-User-Agent der für die Konferenz dynamisch erzeugt wird. Über die SIP-Session 
werden TCP-Verbindungen zwischen den Teilnehmern ausgehandelt, die über den 
zentralen Media Service geleitet werden. Schließlich ergänzen ein SIP Notification Service 














































Abbildung 6-10 – XCON-basierte Architektur 
 
Eine Konferenz zwischen den Teilnehmern wird aufgebaut, indem zunächst einer der 
Teilnehmer einen addConference-Request an den Conference Control Service sendet. 
Dieser ist in Beispiel 6-2 dargestellt. Die unterstützten Groupwareanwendungen werden 
als Media Entries mit dem Typ „application“ propagiert und über einen URI-ähnlichen 
Bezeichner benannt. Des Weiteren wird die Liste der in der Konferenz erlaubten Nutzer 
(Whitelist) angegeben.  
Auf der Basis dieser Informationen wird ein Konferenzobjekt sowie ein Focus erzeugt und 
eine addConference-Response an den Client zurückgegeben. Jetzt wird der Focus aktiv 
und sendet ein INVITE an alle Teilnehmer, bei denen dial-out als Anrufmethode 
angegeben wurde. Im Body der INVITE-Nachricht wird das Konferenzobjekt übertragen, 
das dann auch weitere Informationen wie die Adressen der anderen Services (Floor 
Control, Notifications, Media Service) enthält. Sobald der SIP-Dialog zum Focus 
aufgebaut wurde, ist eine SIP-Konferenz zwischen den Teilnehmern vorhanden, die 
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jedoch erst durch die weiteren Dienstaufrufe wie User-Attach und Session-Subscribe zu 
einer Content-Sharing-Session wird. 
 

















<target uri="sip:a@home-a.de" method="dial-out"/> 
<target uri="sip:b@home-b.de" method="dial-out"/> 








Die genauen Protokollabläufe für diese Vorgänge sind in [Küm07] spezifiziert. Tabelle 6-7 
zeigt die verschiedenen DCF-Dienstprimitive und deren Umsetzung im Überblick. 
 
Tabelle 6-7 – XCON-Umsetzung der DCF-Dienstprimitive 
Diensprimitiv Umsetzung 
User-Attach, User-Detach Media Server; INFO-Request mit MSCML-Body an Focus, 




addEndpointMedia/deleteEndpointMedia an Focus; 




Media Server über MSCML-Protokoll; Channels sind teams 
in MSCML  
Send-Data Media Server (TCP-Verbindungen) 
Property-Change, 
Property-Delete 
SUBSCRIBE an Notification Service; Ändern der Properties 
mit PUBLISH; Änderungen werden per NOTIFY übertragen 
6 Evaluation und Bewertung 
194  
Auf der Basis der gezeigten Architektur und Protokolle wurde ein Framework 
implementiert und in das Content-Sharing-System integriert. Der Konferenzaufbau und 
die Channel- und Nutzerverwaltung konnten wie spezifiziert umgesetzt werden, die 
anderen Mechanismen wurden zunächst durch Dummy-Funktionen ersetzt. Es konnte 
gezeigt werden [Küm07], dass eine Content-Sharing-Session auch in der SIP-basierten 
Umgebung gestartet und betrieben werden kann. Es ist geplant, dieses Framework in 
Folgearbeiten zu einem vollständigen SIP-basierten Groupwareframework auszubauen.  
6.5.2 Content Sharing auf Basis von XMPP 
Neben SIP-basierten Systemen sind auch Systeme auf der Basis von XMPP weit 
verbreitet. XMPP ist eine Entwicklung der Open-Source-Szene als Alternative zu 
proprietären und nicht quelloffenen Instant-Messaging-Protokollen wie ICQ und wurde 
mit den RFCs 3920 [Sai04b] und 3921 [Sai04a] von der IETF standardisiert. 
Durch eine Vielzahl von Erweiterungen, den sogenannten XMPP Enhancement Proposals 
(XEP) wurde der Funktionsumfang von XMPP-Servern mittlerweile über die Grenzen des 
klassischen Instant Messaging hinaus erweitert. In [Mal07] wurde deshalb untersucht, 
inwieweit sich bestehende XEPs in Kombination mit eigenen Erweiterungen nutzen 
lassen, um Content Sharing innerhalb von XMPP-Systemen zu realisieren. 
 
 
Abbildung 6-11 - XMPP-basierte Architektur [Mal07] 
 
Abbildung 6-11 zeigt die Architektur eines XMPP-basierten Data Conferencing 
Frameworks (DCF). Der Vorteil dieses Ansatzes ist, dass ein existierender Jabber-Server 
unverändert integriert wird, also als Black Box betrachtet werden kann. Er muss lediglich 
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die Erweiterungen für Service Discovery (XEP-0030), Multi-User-Chat (XEP-0045) und 
Publish-Subscribe (XEP-0060) unterstützen, was jedoch bei aktuellen Servern wie 
Jabberd [Jab07] oder Openfire [Jiv07] der Fall ist.  
Der Aufbau einer Konferenz wird durch einen Koordinator initiiert, der als Jabber-Client 
auftritt und dessen Adresse den potentiellen Konferenzteilnehmern bekannt sein muss. 
Die Session wird dabei als Multi-User-Chatraum realisiert, da dafür bereits ein 
entsprechendes XEP existiert [Sai02]. Ein solcher Chatraum hat dann auch eine 
eindeutige JID wie zum Beispiel myConference@conferences.jserver.org, unter der die 
Konferenz adressiert werden kann (ähnlich wie ein Focus bei XCON). 
 










<field var=’muc#roomconfig_roomname’>  
<value>My data conference</value> 
</field> 
<field var=’muc#roomconfig_roomdesc’>  
<value>A data-conference room. Members only!</value> 
</field> 
<field var=’muc#roomconfig_maxusers’>  
<value>10</value>  
</field> 
<field var=’muc#roomconfig_publicroom’>  
<value>0</value>  
</field> 













Vom Koordinator wird für jede neu erzeugte Konferenz ein Datenserver dynamisch 
erstellt, der ebenfalls ein Jabber-Client ist, jedoch auch zusätzliche Dienste wie die 
Verwaltung der Channels, einen Token Service und den Aufbau von Datenverbindungen 
über das Jingle-Protokoll [LBS+05] gestattet. 
Um eine Konferenz aufzubauen, muss sich der Client mit einem Jabber-Server verbinden, 
an dem schon ein Koordinator angemeldet ist. Mittels einer Service-Discovery-Anfrage an 
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den Koordinator ermittelt er zunächst die unterstützten Operationen. Das Feature 
„dataconf#coordinate“ steht dabei für die Fähigkeit, eine Datenkonferenz als Multi-User-
Chatraum zu erzeugen und alle weiteren dafür nötigen Protokollsequenzen anzustoßen. 
Dies kann nun durch den Client jederzeit mit einer neu definierten conferenceCreate-
Nachricht veranlasst werden.  
Im weiteren Ablauf erzeugt und konfiguriert der Koordinator einen Multi-User-Chatraum 
(siehe Beispiel 6-3) und erzeugt dann einen Daten-Service, der sich als Nutzer im 
Chatraum anmeldet. Als Ergebnis gibt der Koordinator schließlich die Adressen der 
verschiedenen Services zurück. 
Die Konferenzinformationen werden als Baumobjekt im Publish-Subscribe-Dienst 
verwaltet, der häufig auf der Basis einer SQL-Datenbank realisiert ist. Die Clients können 
sich für Updates auf verschiedenen Teilbäumen dieser dem Konferenzobjekt bei XCON 
vergleichbaren Struktur anmelden. Damit lässt sich die gesamte Funktionalität bezüglich 
Session-Verwaltung und Austausch von Properties auf der Basis des Publish-Subscribe-
XEPs umsetzen. Tabelle 6-8 zeigt die Umsetzung der DCF-Dienstprimitive mit XMPP-
Mechanismen im Überblick. 
  
Tabelle 6-8 – XMPP-Umsetzung der DCF-Dienstprimitive 
Diensprimitiv Umsetzung 




Einschreiben in den Application Roster und dessen 
Verwaltung über Publish-Subscribe-Dienst 
Channel-Join, Channel-
Leave  
Daten-Service; über <iq>-Nachrichten  
Send-Data Daten-Service; Verbindungen zwischen den XMPP-Clients 
werden über Jingle aufgebaut 
Property-Change, 
Property-Delete 




Auf der Basis dieser Protokolldefinitionen wurde ein XMPP-Framework prototypisch 
implementiert und in das Content-Sharing-System integriert. Es ist damit möglich, 
Content-Sharing-Sessions auf der Basis von XMPP-Mechanismen zu starten (siehe 
Screenshot in Abbildung 6-12). Damit ist die Integrierbarkeit des Content Sharings in 
XMPP-basierte Systeme nachgewiesen.  
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Abbildung 6-12 - Screenshot Testrahmen XMPP-Framework 
 
6.6 Fazit 
In diesem Kapitel wurde die Evaluation der entworfenen Protokolle zur 
bedarfsgesteuerten Verteilung von Inhaltsobjekten nach dem n:m-Pull-Ansatz im 
Hinblick auf die drei Evaluationsziele Realisierbarkeit, Performancevorteile und 
Integrierbarkeit durchgeführt.  
Zunächst wurde betrachtet, inwieweit das Content Sharing Protocol korrekt und 
vollständig ist und sich somit die n:m-Pull-Verteilung mit Hilfe des CSP tatsächlich 
realisieren lässt. Dazu wurde in Abschnitt 6.2 mit dem Content-Sharing-System des 
Lehrstuhls Rechnernetze der TU Dresden eine Referenzimplementierung des CSP gezeigt, 
die die in Kapitel 5 definierten Protokolle vollständig umsetzt und damit deren 
Realisierbarkeit nachweist. 
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Um Performancevergleiche zwischen den in Abschnitt 2.2.4 vorgestellten Ansätzen zur 
Synchronisierung gemeinsamer Objekte in Rich Media Collaboration Applications zu 
ermöglichen, wurde in Abschnitt 6.3 ein umfassendes Evaluationsszenario entwickelt. Da 
bislang keine Studien zum Nutzerverhalten in Rich Media Collaboration Applications 
existieren, musste hier auf ein vereinfachtes Nutzermodell zurückgegriffen werden, das 
das Nutzerverhalten als Folge periodisch auftretender Events simuliert. 
Für die Gewinnung repräsentativer Stichproben von Inhaltsobjekten wurde mit dem NL 
Sampler ein System zum Random Sampling von Inhaltsobjekten durch die Generierung 
zufälliger Anfragen an Internetsuchmaschinen entwickelt. Die als Grundlage der 
Performancetests genutzte Stichprobe von PowerPoint-Dateien weist sehr hohe 
Schwankungen zwischen den Größen der Präsentation und auch zwischen den Größen 
der Folien innerhalb einer Präsentation auf. 
Da in den Tests keine Objektrepräsentationen unterschiedlicher Qualität betrachtet 
wurden, konnte das Problem der Bewertung der Quality of Experience des Nutzers auf die 
Betrachtung der mittleren Wartezeit des Nutzers reduziert werden. Neben den vier 
Ansätzen zur Inhaltsverteilung wurden auch die drei Variationen lokales Caching, Proxy-
Caching und Prefetching als sinnvolle Parameter identifiziert. Unter Abzug sich 
ausschließender Kombinationen ergaben sich daraus neun Konfigurationen, die 
miteinander verglichen werden können. 
Schließlich wurden in Abschnitt 6.4 für drei verschiedene Szenarien mit ansteigendem 
Anteil an symmetrischem Nutzungsverhalten die charakteristischen Performancewerte 
ermittelt und in Abschnitt 6.4.4 zusammengefasst. Wie zu erwarten zeigt sich, dass mit 
höherem Anteil an symmetrischem Verhalten die Vorteile des n:m-Pull-Ansatzes 
gegenüber den anderen Ansätzen zunehmen. 
In Abschnitt 6.5 wird die Realisierung des dritten Evaluierungszieles beschrieben, dem 
Nachweis der Integrierbarkeit in existierende Systeme. Zu diesem Zweck wurden je eine 
Groupware-Middleware für SIP-basierte Systeme sowie für XMPP-basierte Systeme 
entworfen. Diese setzen die in Abschnitt 4.3.4 geforderten Dienstprimitive des Data 
Conferencing Frameworks mit standardkonformen Mitteln um.  
Im Rahmen der Bestrebungen einer breiteren Evaluation wurden des Weiteren Arbeiten 
zur Integration weiterer Medientypen durchgeführt, um die Universalität des Content 
Sharing Protocols nachzuweisen. So wurde eine Anwendung für das Co-Browsing 
[Küs05], also das gemeinsame Betrachten von Webseiten auf der Basis des Content 
Sharing Protocols entwickelt. Auch das gemeinsame Betrachten von Dokumenten wie 
Word- oder PDF-Dateien wurde eingehend untersucht und konnte auf der Basis des CSP 
prototypisch umgesetzt werden [Küs06]. Die dort gewonnenen Erkenntnisse flossen 
bereits in die Verbesserung des CSP ein.  
Die in der Performanceanalyse ermittelten Werte können aufgrund des hypothetischen 
Charakters der Nutzermodellierung keine wissenschaftlich fundierte Aussage darüber 
treffen, wie viel weniger ein Nutzer des Content-Sharing-Systems in einer Session warten 
muss als ein Nutzer existierender Systeme, die andere Ansätze für die Inhaltsverteilung 
verfolgen. Die Performancetests können aber anhand der ausführlich dargestellten 
Methodik Anhaltspunkte dafür geben, einen geeigneten Ansatz anhand zu erwartender 
Nutzungscharakteristika einer neu zu entwerfenden Rich Media Collaboration 
Application auszuwählen.  
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Dabei wurden bislang noch folgende Faktoren außer acht gelassen, die mit in diese 
Entscheidung einbezogen werden müssen: die Änderungshäufigkeit der Inhaltsobjekte 
sowie die zu erwartenden Latenzzeiten durch zusätzliche Roundtrips, die bei Pull-
Verfahren auftreten. Bei Einsatz von Push-Verfahren kann häufig ein halber Roundtrip 
aufgrund des wegfallenden GET-Requests eingespart werden. Allerdings muss der 
Teilnehmer einen Empfangschannel für jeden neuen Datentransfer vergeben, wenn 
dynamische Priorisierung möglich sein soll. Mögliche Einsparungen durch weniger 
Roundtrips im Vorfeld der Übertragung von Inhaltsobjekten wurden deshalb hier nicht 
betrachtet. 
Der zweite Aspekt der Änderungshäufigkeit hat noch größeren Einfluss auf die 
Entscheidung für einen bestimmten Ansatz zur Inhaltsverteilung. In dieser Arbeit wurden 
deshalb zwei Annahmen getroffen, die die Anwendbarkeit der hier erzielten Ergebnisse 
bewusst einschränken. Die erste Annahme in Abschnitt 4.1.1 geht davon aus, dass 
Inhaltsobjekte über einen längeren Zeitraum nicht geändert werden. Die zweite Annahme 
in Abschnitt 4.3.2 beschreibt, dass der gemeinsame Zustand der Groupwareanwendung 
zum überwiegenden Teil (typischerweise mehr als 95%) aus Inhaltsobjekten bestehen 
muss. Werden beide Annahmen erfüllt, so sind die im Rahmen der Performanceanalyse 
ermittelten Aussagen zutreffend. Wird jedoch eine der beiden Annahmen verletzt, wie es 
zum Beispiel bei Shared-Editing- oder Application-Sharing-Systemen der Fall ist, so 
gewinnen die Push-Ansätze an Vorteil, da diese besser dazu geeignet sind, Änderungen an 
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7 Zusammenfassung und 
Ausblick 
 
Wenn es im Jahre 1879 schon 
Computer gegeben hätte, würden diese 
vorausgesagt haben, dass man infolge 
der Zunahme von Pferdewagen im 
Jahre 1979 im Pferdemist ersticken 
würde. 
John C. Edwards 
 
 
Die in dieser Arbeit betrachtete Verteilung von Inhaltsobjekten in Rich Media 
Collaboration Applications ist ein komplexes Problem, dessen effiziente Lösung jedoch 
maßgeblich zur Zufriedenheit der Anwender solcher Systeme beiträgt. Die eingangs 
prognostizierte Veränderung der Nutzungscharakteristik von Rich Media Collaboration 
Applications hin zu mehr gleichberechtigtem Sessionverhalten führt dazu, dass der 
alleinige Einsatz von Push-Methoden zur Inhaltsverteilung nur noch bedingt geeignet ist, 
eine hohe Dienstqualität zu gewährleisten. 
In dieser Arbeit wurden deshalb Protokolle zur bedarfsgesteuerten n:m-Pull-Verteilung 
von Inhaltsobjekten im Kontext solcher kollaborativen Echtzeitsysteme entwickelt. Dazu 
wurde zunächst eine Taxonomie definiert, die existierende synchrone Groupwaresysteme 
anhand der genutzten Verteilungsmethoden in die vier Kategorien 1:n Push, n:m Push, 
1:n Pull und n:m Pull einteilt.  
Bei der sich daran anschließenden Betrachtung des State-of-the-Art im Bereich Content 
Networking wurde deutlich, dass bereits eine Vielzahl von Arbeiten zu den 
unterschiedlichen Facetten n:m-Pull-basierter Verteilung von Content existieren, die 
allerdings bislang noch nicht in synchroner Groupware unter weichen Echtzeit-
bedingungen eingesetzt wurden. Dabei stellte sich der Ansatz des Personal Web Serving 
als für das Entwurfsproblem geeignet heraus. 
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Die anschließende Betrachtung von Anforderungen, Lösungsansatz und Referenz-
architektur baut auf diese Erkenntnisse auf. Mit Remote Objects Container wurde ein 
Lösungsansatz für n:m Pull in synchroner Groupware vorgestellt, der den Gedanken des 
Personal Web Serving aufgreift und Push-Verteilung von Metadaten mit Pull-Verteilung 
von Inhaltsobjekten kombiniert. Des Weiteren wurde ein modifiziertes Modell eines 
Shared Workspace entworfen, sowie eine Referenzarchitektur für Content Sharing 
definiert.  
Anschließend wurden Protokolle zur bedarfsgesteuerten n:m-Verteilung von Inhalts-
objekten entwickelt, die sich im Kern an HTTP orientieren, jedoch mit dem Offering und 
der separaten Übertragung binärer Daten wichtige Erweiterungen für den Echtzeiteinsatz 
beinhalten. Durch die vollständige Entkopplung von Transfers und die Möglichkeit 
dynamischer Priorisierung kann besser auf die Heterogenität der Anwendungsumgebung 
und den dynamischen Kontrollfluss der Groupwareanwendung reagiert werden. 
Im Rahmen der Evaluation wurde schließlich eine Referenzimplementierung des CSP 
dazu genutzt, um anhand verschiedener Performancetests mit simuliertem 
Nutzerverhalten Unterschiede zwischen den vier Ansätzen zur Inhaltsverteilung 
aufzuzeigen. Dabei stellte sich heraus, dass bei einem hohen Anteil von aktiven Nutzern 
in einer Session das n:m Pull den anderen Ansätzen überlegen ist. Für andere Szenarien, 
wie die klassische 1:n-Präsentation sind jedoch andere Ansätze genauso gut geeignet.  
Die Evaluation hat dabei keinen abschließenden Charakter, sondern soll weiterführende 
Diskussionen über das Forschungsproblem anstoßen und den Weg für künftige 
Forschungsvorhaben bereiten. So ist die realitätsnahe Modellierung von Nutzungs-
verhalten auf der Basis des echten Verhaltens von Teilnehmern einer Content-Sharing-
Session ein wichtiges Ziel, dessen Erfüllung Voraussetzung zur Lösung weiterer 
verwandter Forschungsprobleme ist. Der in der Arbeit bereits erwähnte optimierte 
Einsatz von Adaptionsmethoden zur weiteren Verbesserung der Dienstqualität lässt sich 
nur erreichen, wenn diese Methoden auf der Basis eines detaillierteren Nutzermodells 
bewertet werden. Ein weiteres bislang ungelöstes Problem in diesem Bereich ist die Frage 
nach einer geeigneten Qualitätsmetrik, die auch unterschiedliche Repräsentationen eines 
Inhaltsobjektes mit einbezieht.  
Unterhalb der durch das CSP repräsentierten Anwendungsschicht ergeben sich aus den in 
Abschnitt 6.5 skizzierten Arbeiten zur Realisierung eines DCF auf der Basis von SIP bzw. 
XMPP Möglichkeiten für weitere Forschungsarbeiten. Die erarbeiteten Konzepte zur 
Realisierung des DCF auf Basis von SIP und XMPP können in Verbindung mit dem CSP 
die Basis für eine breitere Diskussion darüber bilden, wie Kooperationsunterstützung im 
Rahmen standardisierter Kommunikationsprotokolle realisiert werden kann. Dies stellt 
ein wichtiges Problem dar, das auf dem Weg hin zur Realisierung nahtlos integrierter und 
interoperabler Rich Media Collaboration Applications noch gelöst werden muss.  
Ein weiterer bislang noch nicht betrachteter Aspekt ist die Einbeziehung von 
Persistenzmechanismen in das Verteilungsmodell, um zum Beispiel das Hinterlegen eines 
Shared Workspace bei einem Server zu erlauben oder die Unterbrechung und spätere 
Wiederaufnahme einer ganzen CS-Session möglich zu machen. Hier ist vor allem eine 
nahtlose Integration mit asynchroner Groupware, also zum Beispiel Dokumenten-
managementsystemen oder E-Mail interessant.  
Stellt man die für diese Arbeit zentrale Annahme der statischen Inhaltsobjekte auf die 
Probe, so bietet sich die Erweiterung des CSP um Streamingfunktionen als interessantes 
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Untersuchungsgebiet an. Erste Ergebnisse der bereits begonnen Arbeiten in diesem 
Bereich zeigen, dass eine Kombination von Push- und Pull-Methoden dabei den größten 
Erfolg verspricht. Streams sollten typischerweise durch Push-Verfahren vom Host über 
den CS-Server an die Clients übertragen werden. Dieses Streaming kann dann wieder 
über einen Pull-Mechanismus nach Bedarf gestartet und angehalten werden.  
Letztlich lässt sich also die vielleicht nach der Lektüre dieser Arbeit im Raum stehende 
Gretchenfrage nach dem Push oder Pull nur mit „sowohl als auch“ beantworten. Push-
Methoden müssen immer dann eingesetzt werden, wenn sich Objekte schnell ändern oder 
sie einen zeitkontinuierlichen Charakter aufweisen, wie das zum Beispiel bei Streams der 
Fall ist. Pull-Methoden sollten dagegen immer dann eingesetzt werden, wenn Objekte 
über einen längeren Zeitraum unverändert bleiben und einen hohen Datenumfang haben.  
Der wichtigste Beitrag der vorliegenden Arbeit besteht darin, erstmals Pull-Methoden in 
n:m-Szenarien für synchrone Groupware bzw. Rich Media Collaboration Applications 
verfügbar zu machen und damit die Möglichkeiten des Groupwareentwicklers bei der 
Auswahl und Kombination geeigneter Methoden zu erweitern. Der Aufwand, der dazu 
betrieben werden muss, erscheint in Anbetracht des Umfangs des Content Sharing 
Protocols zunächst ziemlich hoch. Dieser zahlt sich jedoch schnell aus, da es den Nutzern 
der Rich Media Collaboration Application nun möglich ist, jede Form von Content ad-hoc 
in eine Groupwaresession einzubringen und während einer Diskussion wahlfrei auf durch 
andere Teilnehmer zur Verfügung gestellte Inhaltsobjekte zuzugreifen. Dies erhöht den 
Grad an Interaktivität in einer solchen Session wesentlich, da die Nutzer nun nicht mehr 
nur passive Zuschauer sind, sondern sich als gleichberechtigte Mitglieder einer 
dynamisch erzeugten sozialen Gruppe fühlen können, die über volle Handlungsfreiheit 
verfügen. Erste Nutzerberichte und eigene Erfahrungen mit dem fertig implementierten 
Content-Sharing-System stimmen vorsichtig optimistisch, dass diese neuen Möglich-
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Glossar 
1:n Pull – Verteilungsschema für Inhaltsobjekte; die Objekte werden bei einem Master 
durch die Teilnehmer der Session angefordert 
1:n Push – Verteilungsschema für Inhaltsobjekte; die Objekte werden durch den 
Moderator an alle Teilnehmer der Session verteilt  
3K-Modell – Modell zur Groupwareklassifikation nach den Grundaktivitäten 
Kooperation, Kommunikation und Koordination 
3-Wege-Handshake – Verfahren für verlustfreie Datenübertragung zwischen zwei 
Netzwerkinstanzen 
Access Control – Mechanismus zum Schutz vor unbefugten Zugriffen 
Adaptation Service – Dienst, der Inhaltsobjekte in andere Repräsentationen umwandeln 
kann (zum Beispiel skalieren oder komprimieren) 
Adaptionspfad – Netzwerkpfad, der durch die Komposition verschiedener Adaptation 
Services entsteht; die Ausgabe eines Adaptation Service wird zur Eingabe des nächsten 
Adaptation Service im Adaptionspfad 
Annotationen – kleine Zeichnungen, die auf einer transparenten Zeichenebene über 
Inhaltsobjekten angezeigt werden 
Application Sharing – gemeinsames Betrachten von Einzelbenutzeranwendungen wie 
zum Beispiel Microsoft Word im Rahmen einer Groupwaresession 
Artefakt als Kommunikationsmedium – ein gemeinsam bearbeitetes Artefakt in einer 
Groupwaresession (zum Beispiel ein Text) wird dazu benutzt, mit anderen Teilnehmern 
der Session zu kommunizieren 
Attendee – Zuschauer einer Präsentation in Shared-Viewing-Anwendungen 
AV-Streaming – Verteilung von Audio- und Videoströmen 
Awareness – Wissen über die Identität und Aktionen anderer Teilnehmer, das während 
einer Groupwaresession erzeugt wird 
Being-There – Paradigma zur Entwicklung von Groupware; reale Szenarien der 
Zusammenarbeit sollen so gut wie möglich durch Groupware nachgebildet werden 
Beyond Being-There – Paradigma zur Entwicklung von Groupware; es sollen Formen der 
Zusammenarbeit geschaffen werden, die in der realen Welt nicht existieren 
Breakout Rooms – Groupwaresession, die aus einer anderen Groupwaresession heraus 
gestartet wird und nur eine Teilmenge deren Teilnehmer enthält 
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Buddy List – Liste von über ein Groupwaresystem erreichbaren Teilnehmern und deren 
Status, die von einem Presence-Dienst verwaltet wird 
Capabilities – Liste mit Eigenschaften an einer Session beteiligten Teilnehmers, wie zum 
Beispiel Bildschirmauflösung oder unterstützte Medientypen 
CDN-Provider – Betreiber-Institution eines Content Distribution Networks (zum Beispiel 
Akamai) 
Co-Browsing – gemeinsames Betrachten von Webseiten in einer Groupwaresession 
Codec – Software- oder Hardware-Komponente zum Codieren und Decodieren von Audio 
oder Video 
Conference Control – Komponente zum Auf- und Abbau sowie zur Steuerung einer 
Konferenz 
Content Distribution Network – Overlay-Netzwerk verteilter Servercluster, mit dem 
Content ausgeliefert werden soll 
Content Networking – Oberbegriff für Systeme zur Verteilung von Content im Internet 
Content Sharing – bedarfsgesteuerte Verteilung von Inhaltsobjekten in einer 
Groupwaresession 
Content Sharing Agent – Netzwerkentität, die an einer Content Sharing Session beteiligt 
ist 
Content Sharing Client – Content Sharing Agent, der Clientfunktionalität zur Verfügung 
stellt 
Content Sharing Protocol – Protokollsuite zum Aufbau einer Groupwaresession und 
Shared Workspaces, sowie zur Verteilung von Inhaltsobjekten, Interaktion und Shared 
Viewing 
Content Sharing Server – Content Sharing Agent, der Serverfunktionalität zur Verfügung 
stellt 
Content Sharing Session – Groupwaresession von Content Sharing Agents, die über das 
Content Sharing Protocol kommunizieren 
CS-Client – siehe Content Sharing Client 
CS-Server – siehe Content Sharing Server 
CS-Agent – siehe Content Sharing Agent 
Current Presenter – Moderator der Content Sharing Session, mit dessen View sich die 
Teilnehmer synchronisieren müssen 
Data Conferencing Framework – Groupwareframework, das von Content Sharing Agents 
genutzt wird und grundlegende Mechanismen wie Notification Service, Datentransport 
und Floor Control bereitstellt 
DCF Client – Cliententität des Data Conferencing Frameworks; bietet die Dienste des 
DCF einem Nutzer an 
DCF Server – Serverentität des Data Conferencing Frameworks; realisiert die Dienste des 
DCF 
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Document Sharing – gemeinsames Betrachten von formatierten Dokumenten (z.B. PDF) 
in einer Groupwaresession 
Event Sharing – Form des Application Sharings; es wird je eine Instanz der gemeinsam 
betrachteten Anwendung bei jedem Teilnehmer gestartet und diese dann mit der Instanz 
des Host synchronisiert 
Externality Master – besonderer Teilnehmer in einer Groupwaresession, der Zugriff auf 
seine externen Ressourcen (lokale Dateien, Registry-Einträge) erlaubt 
File Sharing – hier: Synchronisierung von gemeinsamen Dateien im Rahmen einer 
Groupwaresession (z.B. bei Microsoft Office Groove)  
Floor Control – Dienst zur Verwaltung konkurrierender Zugriffe auf gemeinsam genutzte 
Ressourcen in einer Groupwaresession 
Focus – dynamisch erzeugter Netzwerkdienst, der als gemeinsamer Bezugspunkt in 
Mehrpunktkonferenzen dient 
Forwarding – Weiterleitung von empfangenen Teilen eines Inhaltsobjektes an andere 
Teilnehmer noch während der Übertragung des Objektes 
Frame – Einzelbild eines Videostroms 
Framerate – Anzahl der Einzelbilder eines Videostroms pro Zeiteinheit 
Gemeinsame Objekte – Objekte, die in einer Groupwaresession von mehreren 
Teilnehmern betrachtet bzw. manipuliert werden können 
Gemeinsamer Zustand – Menge aller gemeinsamen Objekte einer Groupwaresession 
Groupwareframework – Software-Framework, das die Entwicklung von Groupware 
erleichtern soll, indem es Middleware-Funktionalität anbietet  
Groupwaremetapher – Analogie zu bestimmten Objekten oder Vorgängen der realen 
Welt, die mit Groupware nachgebildet werden soll 
GUI-Sharing – Form des Application Sharings, bei der nur eine Instanz der gemeinsam 
betrachteten Anwendung beim sogenannten Host gestartet wird und die grafische 
Ausgabe der Anwendung an die Teilnehmer der Groupwaresession verteilt wird 
IETF Working Group – Arbeitsgruppe der Internet Engineering Task Force, die eine 
Reihe von Internet-Drafts entwickelt, die evtl. später in den Rang eines RFC erhoben 
werden  
Inhaltsadaption – Umwandlung von Inhaltsobjekten in eine andere Repräsentation 
Instant Feedback – Funktion in Groupwaresystemen mit dem die Teilnehmer einer 
Groupwaresession dem Moderator ihren Status mitteilen können  
Instant Messaging – Austausch von Textnachrichten in Echtzeit 
IP Conferencing – Oberbegriff für Kommunikationssysteme auf Basis des Internet 
Protocols 
JXTA – generische Plattform für Peer-to-Peer-Kommunikation 
Late Join – verspätetes Hinzutreten zu einer Groupwaresession 
Late-Joiner – verspätet hinzutretender Teilnehmer einer Groupwaresession 
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N:m Pull – Schema zur Objektverteilung; Objekte werden individuell von den 
Teilnehmern angefordert 
N:m Push – Schema zur Objektverteilung; Objekte werden ohne vorherige Anforderung 
vollständig an alle Teilnehmer verteilt   
Notification Service – Dienst zur Informationsverteilung; Teilnehmer müssen sich für die 
sie interessierenden Informationen einschreiben und werden dann bei Änderungen 
benachrichtigt 
Offer – Nachricht eines Teilnehmers der Content Sharing Session, der neue 
Inhaltsobjekte zur Session hinzufügen möchte 
Offering – Prozess der Verteilung von Offers 
Origin-Server – Server innerhalb eines Content Networks, der das Originalobjekt zur 
Verfügung stellt 
Personal Web Serving – Bereitstellung von Content durch Endnutzer über Mini-
Webserver, die auf dem eigenen PC betrieben werden 
Photo Sharing – gemeinsames Betrachten fotografischer Bilder in einer 
Groupwaresession 
Prefetching – Anforderung von Objekten im Vorfeld eines prognostizierten Objektzugriffs 
Presentation Sharing – gemeinsames Betrachten von Präsentationen in einer 
Groupwaresession 
Presenter – siehe Current Presenter 
Properties – siehe Session-Properties 
Session-Properties – Schlüssel-Wert-Paare, die in einer Groupwaresession zum 
Informationsaustausch genutzt werden 
Protocol Worker – Komponente, die ein Teilprotokoll realisiert 
Provider – Besitzer von Inhaltsobjekten, der diese in einer Groupwaresession zur 
Verfügung stellt 
Remote Objects – gemeinsame Objekte einer Groupwaresession, die auf einem entfernten 
Rechner lokalisiert sind 
Remote Objects Container – lokal geführtes Verzeichnis aller Remote Objects einer 
Groupwaresession 
Replicated Application Sharing – siehe Event Sharing 
Repräsentation – Kopie eines Inhaltsobjektes, das im Vergleich zum Original modifiziert 
wurde (zum Beispiel durch Skalierung) 
Rich Media Collaboration Application – Anwendung für synchrone Interaktion, die 
Kommunikations- und Kooperationsfunktionalität vereinigt 
Self-Hosting – siehe Personal Web Serving 
Shared Editing – gemeinsames Bearbeiten von Text in einer Groupwaresession 
Shared Objects – siehe gemeinsame Objekte 
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Shared Viewing – gemeinsames Betrachten von Inhaltsobjekten in einer Grouwpare 
Session 
Surrogate – Servercluster zur Replikation und Verteilung von Inhaltsobjekten in einem 
Content Distribution Network 
Telepointer – Werkzeug zum Zeigen auf gemeinsame Objekte in Groupwaresessions; die 
Telepointer-Bewegungen werden synchron an alle Session-Teilnehmer übertragen 
Top-Node – Bezeichnung für den Wurzelknoten der Netzwerktopologie in T.120; 
übernimmt Serveraufgaben 
Voting – Abstimmungen und Gruppenentscheidungen im Rahmen von 
Groupwaresessions 
WebConferencing – webbasierte synchrone Groupwaresysteme für Shared Viewing und 
Application Sharing wie zum Beispiel WebEx oder Microsoft Office LiveMeeting 
Worker – siehe Protocol Worker 
Workspace Chair – Teilnehmer einer Groupwaresession mit besonderen Rechten für 
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