We consider nonstationary spatial modeling using empirical orthogonal functions (EOFs) under the consideration that data may be observed only at some sparse, irregularly spaced locations with repeated measurements. Instead of obtaining EOFs by principal component analysis based on a class of pre-specified basis functions or a pre-smoothing step with data imputed on a regular grid, we propose a regularization approach using penalized likelihood, which provides a new EOF-type expansion in terms of a small number of functions with their degrees of smoothness controlled by a tuning parameter. An expectation-conditional-maximization algorithm is applied to obtain the penalized maximum likelihood estimates of the mean and the covariance parameters simultaneously. Some simulation results show that the proposed method performs well in both spatial prediction and covariance function estimation, regardless of whether the underlying spatial process is stationary or nonstationary. In addition, the method is applied to analyze precipitation in Colorado.
Introduction
The empirical orthogonal function (EOF) technique, termed by Lorenz (1956) in meteorology, is an effective tool for nonstationary spatial modeling. It can be regarded as an extension of the conventional principal component analysis (PCA) to a continuous spatial domain in terms of some basis functions (Obukhov (1960) ; Holmström (1963) ; Obled and Creutin (1986) ). An early review of EOF analysis can be found in Alishouse et al. (1967) . Some more recent reviews on EOF analysis are provided by Wilks (1995) , Preisendorfer (1988) , Jolliffe (2002) , Hannachi, Jolliffe, and Stephenson (2007) , and Cressie and Wikle (2011) .
The aim of EOF analysis is to achieve a low dimensional representation of a continuous spatial (or spatial-temporal) process and its covariance function. Consider a sequence of zero-mean nonstationary Gaussian spatial processes {Y t (s) : s ∈ D} defined on a compact region D ⊂ R d , which have a common covariance function C Y (s, s ′ ) ≡ cov(Y t (s), Y t (s ′ )), s, s ′ ∈ D, for t ∈ N ≡ {1, 2, . . .}.
If C Y (·, ·) is continuous, then Y t (s) is known to possess the following biorthogonal decomposition:
where w t,k ∼ N (0, λ k ), for k, t ∈ N, are uncorrelated variables with λ 1 ≥ λ 2 ≥ · · · ≥ 0, ϕ k (·)'s are orthonormal functions in the sense that ∫ D ϕ k (s)ϕ k ′ (s)ds = δ k,k ′ , and δ k,k ′ denotes the Kronecker delta. The decomposition (1.1) is called the Karhunen-Loève expansion (Karhunen (1947) ; Loève (1978) 
where ϕ k (·) is the kth eigenfunction of C Y (·, ·) and λ k is the corresponding eigenvalue.
In practice, C Y (·, ·) is unknown and the process Y t (·) is only observed at some finite number of locations. Hence the ϕ k (·)'s and λ k 's have to be estimated from data. There are basically two approaches when the data locations are irregularly located. One approach is to restrict the ϕ k (·)'s to a function space generated by some pre-specified basis functions (e.g., Cohen and Jones (1969) ; Deville (1974) ; Creutin and Obled (1982) ; Obled and Creutin (1986) ; Braud, Obled, and Phamdinhtuan (1993) ). Then the conventional or a spatially weighted version of PCA can be directly applied. Nevertheless, the resulting eigenfunction estimates may be sensitive to the choice of the basis functions. The other approach utilizes a two-step procedure by first imputing data at each t on a fine grid, and then applying the conventional PCA to the processed data (e.g., Karl, Koscielny, and Diaz (1982) ; Wikle and Cressie (1999) ). However, this approach may be sensitive to the choice of a smoothing method and is likely to underestimate the variances at locations where there are few data nearby.
In this paper, we derive a likelihood-based approach for EOF analysis incorporating the possibility that the data locations may be sparse and irregularly spaced. Instead of applying a two-step procedure, we propose a regularization approach under the penalized likelihood framework; this provides a new estimation method of EOFs with degrees of smoothness controlled by a tuning parameter. In addition, we incorporate a stationary process in the model similar to that considered by Wikle and Cressie (1999) , which allows us to reduce the model dimension further.
The article is outlined as follows. Section 2 introduces our model and the proposed penalized likelihood method, as well as some formulae for spatial prediction. Section 3 develops an expectation-conditional-maximization (ECM; Meng and Rubin (1993) ) algorithm for simultaneous estimation of the mean and the covariance parameters. Some simulation results on one-and two-dimensional spaces are given in Section 4, and an application of our method to precipitation in Colorado is given in Section 5. Finally, Section 6 contains a brief discussion.
The Proposed Method
Consider a sequence of Gaussian (nonstationary) spatial processes {Y t (s) : s ∈ D} of interest defined on a compact region D ⊂ R d , which are independent at time t ∈ N. Suppose that data Z t = (Z t (s 1 ), . . . , Z t (s n )) ′ are observed at locations s 1 , . . . , s n and times t = 1, . . . , T , with added Gaussian white noise according to
(2.1)
Motivated by (1.1), we propose a model for {Y t (s) : s ∈ D} as
2) where x t (s) is the p-vector regressor at location s, β is the corresponding regression parameter vector, w t,k ∼ N (0, λ k ), k = 1, . . . , K, are uncorrelated, ϕ k (·)'s are unknown functions, and ξ t (·) is a zero-mean stationary spatial process with its covariance function parameterized by θ ξ , and independent of the w t,k 's. We can rewrite Z t in matrix form as
where
As in Wikle and Cressie (1999) , we consider a stationary component ξ t for global behavior which, as to be shown in simulations, is effective in further reducing the model dimension. Let V ξ (θ ξ ) ≡ var(ξ t )/σ 2 ε . Then the covariance matrix of Z t can be written as
′ consists of all the covariance parameters.
Penalized maximum likelihood
For simplicity, we take d = 1, 2. We consider a penalized maximum likelihood (PML) method for estimating β and θ with the roughness penalties J(ϕ 1 ), . . . , J(ϕ K ) imposed on the functions, ϕ 1 (·), . . . , ϕ K (·), leading to the objective function
. . , K, where α > 0 is a smoothing parameter and the roughness penalty has the form
Note that the minimizers for ϕ 1 (·), . . . , ϕ K (·) in (2.4) are natural cubic splines and thin-plate splines with knots at {s 1 , . . . , s n } for d = 1 and d = 2, respectively (see Green and Silverman (1994) ). Also note that when V ξ (θ ξ ) is assumed to be 0, the cost function (2.4) is similar to those considered by Yao, Müller, and Wang (2005) and Huang, Shen, and Buja (2008) in a least squares setting for analyzing sparse longitudinal data. For d = 1, Green and Silverman (1994) showed that J(ϕ k ) can be written in the form of
where Q is an n × (n − 2) banded matrix with entries
and P is an (n − 2) × (n − 2) banded symmetric matrix with entries
Similarly for d = 2, it follows from Green and Silverman (1994) 
T is a 3 × n matrix with the ith column (1, s ′ i ) ′ , E is an n × n symmetric matrix with the (i, j)th entry E ij = η(∥s i − s j ∥), and η(r) = (1/8π)r 2 log r. Consequently, the penalized log-likelihood of (2.4) can be rewritten in matrix form as
We estimate both β and θ simultaneously by minimizing (2.5) using an ECM algorithm (Meng and Rubin (1993) ) with details given in Section 3. The smoothness parameter α can be selected using cross-validation (CV, see examples in Sections 4 and 5).
Spatial prediction
When both β and θ are known, the minimum mean squared error predictor
The corresponding mean squared prediction error (MSPE) of
and
) 2 can be written as:
Equations (2.8) and (2.9) allow us to compute Y t (s) more efficiently than those given by (2.6) and (2.7), because E(w t |Z t ), var(w t |Z t ) and (V ξ + I n ) −1 are byproducts of the proposed ECM algorithm (see Section 3). When β is unknown, we can plug-in the generalized least squares estimate
for β in (2.8), resulting in the universal kriging predictor (see Cressie (1993) 
The corresponding MSPE can be written as
(2.11)
Multicycle ECM Algorithm
The penalized log-likelihood function of (2.5) is difficult to minimize directly. We instead apply the ECM algorithm (Meng and Rubin (1993) ) by treating w t 's as missing data. The full negative penalized log-likelihood of Z 1 , . . . , Z T and w 1 , . . . , w T , up to an additive constant, can be written as
where Λ K is a diagonal matrix with diagonal elements λ 1 , . . . , λ K . Basically, the ECM algorithm approaches the problem of minimizing (2.5) by iteratively performing an expectation (E) step that computes the expectation of ℓ Z,w (β, θ) conditioned on Z 1 , . . . , Z T based on the current fits of β and θ, followed by a sequence of conditional maximization (CM) steps, which successively maximize the conditional penalized log-likelihood obtained in the E-step with respect to each component of β and θ.
In the E-step, we calculate w t ≡ E(w t |Z t ), t = 1, . . . , T , and Σ w|Z ≡ var(w t |Z t ) based on the current fits, β and θ of β and θ as
3) from which we obtain
We then successively update each component of β and θ by minimizing (3.4) with the other components held fixed in a sequence of CM steps.
which is equivalent to minimizing
Notice that we update Φ K in this CM step only if the value of (3.4) decreases after rescaling. The CM updating formulae for β, σ 2 ε , and the λ k 's have simple closed forms given by
where w t,k is the kth entry of w t , and σ 2 w|Z,k is the kth diagonal element of Σ w|Z . Finally, the updating formula for θ ξ in the CM step is
Unfortunately, θ ξ in (3.9) does not have a closed-form expression, and hence has to be computed using some optimization routine. Therefore, it appears computationally more efficient to apply a multicycle ECM algorithm by updating θ ξ only after all the other parameters converge. Detailed steps of our multicycle ECM algorithm are given below.
1. Start with some initial estimates of β and θ.
2. E-step: Compute w t , t = 1, . . . , T , and Σ w|Z based on the current values of β and θ.
3. Inner CM-step: Update Φ K , β, σ 2 ε , and
4. Repeat Steps 2 and 3 until convergence.
5. Outer CM-step: Update θ ξ according to (3.9).
6. Repeat Steps 2-5 until convergence.
Throughout the paper, the initial estimates of β, θ ξ , λ 1 , . . . , λ K ′ −1 , and σ 2 ε for K = K ′ ≥ 1 are given by the corresponding PML estimates for K = K ′ − 1. The initial estimate of λ K ′ is set to be λ K ′ /2, and the initial estimate of Φ K is given by
of θ ξ . Note that the PML estimates of β and θ for K = 0 are nothing but the maximum likelihood (ML) estimates β 0 and θ 0 for the stationary model given by (2.3) without the Φ K w t term, where
and θ ξ,0 can be obtained by maximizing the profile likelihood of θ ξ using some optimization algorithm. According to Meng and Rubin (1993) , the cost function value of our multicycle ECM algorithm is guaranteed to decrease at each iteration. In addition, they also show that a multicycle ECM algorithm shares the same theoretical properties as the corresponding ECM algorithm. Some examples regarding the rates of convergence of EM, ECM, and multicycle ECM can be found in Meng (1994) .
With σ 2 ε , θ ξ , Λ K , and Φ K estimated by the proposed PML method, the estimated spatial covariance function of C Y (·, ·) can be written as
Similarly from (2.11), an estimate of E (
Simulation Studies
To assess the performance of the proposed model, we conducted four simulation experiments in one-and two-dimensional spatial domains. Here we focus on covariance function estimation, and hence we consider no regressor with X t (s) = 0, t = 1, . . . , T, s ∈ D for the first three experiments.
The prediction performance of various methods is compared using the averaged MSPE criterion
where |D| = ∫ s∈D ds, and
in (3.10), the plug-in estimate of the averaged MSPE is
In addition, the performance of various methods in covariance function estimation can be compared using the averaged mean squared error criterion
Experiment I
In the first experiment, we consider an example brought up by Nott and Dunsmuir (2002) 
, where Ψ(·) is the cumulative distribution function of the standard normal distribution, and Y j,t (·) is a zero-mean Gaussian process with the exponential covariance function
The data were generated on D = [−4, 4] according to (2.1) with n = 20 and σ 2 ε = 0.04, where s 1 = −4, s 20 = 4, and s 2 , . . . , s n−1 were sampled on D using simple random sampling, and then rearranged so that
. We considered time points T = 50, 100 in combination with (ρ 1 , ρ 2 ) = (2, 1/20), (2, 1/2), (2, 2), corresponding to high nonstationarity, mild nonstationarity, and near stationarity, respectively, for Y j,t (·)'s in (4.1). The corresponding spatial covariance functions are shown in Figure 1 .
We applied the proposed PML method and considered the exponential covariance family for
We chose K ∈ {0, 1, . . . , 3} and α ∈ A in (2.5) via 6-fold CV, where 
1, . . . , T } at the remaining locations, and predicted
. . , 3}, and α ∈ A. Notice that s 1 and s n were always included as data locations in each fitting sample of CV to avoid the boundary effect. We then chose K and α in (2.5) simultaneously such that
was minimized among K ∈ {0, 1, 2, 3} and α ∈ A, where ν = 6. Note that for K = 0, the model reduces to a stationary model independent of α, where the parameters are estimated by ML and Y t (s) is predicted using simple kriging. The proposed method is compared with the following methods.
Method I:
A reduced model similar to (2.1) and (2.2) was considered except that there was no stationary process term ξ t (·) in (2.2). The proposed PML method was used for parameter estimation, and the parameters were computed using the ECM algorithm introduced in Section 3 but with no θ ξ term. The tuning parameters K and α were selected by CV, (4.3), but with Y (K,α) t (s) obtained from the reduced model. This method, avoiding taking the inverse of V ξ (θ ξ ) + I n in the proposed multicycle ECM algorithm, has the advantage of being computationally more efficient.
Method II:
This method applied a pre-smoothing (or pre-gridding) step commonly used in EOF analysis (e.g., Karl, Koscielny, and Diaz (1982) ; Wikle and Cressie (1999) ) when data are sampled at irregularly spaced locations. First, {Y t (s) : s ∈ D} were imputed based on data Z t using natural cubic splines with the smoothing parameter chosen by generalized cross-validation (GCV) for each t = 1, . . . , T . Then we obtained the sample covariance func-
, whose first K eigenfunctions were used as estimates of ϕ 1 (·), . . . , ϕ K (·) and the corresponding eigenvalues were used as estimates of λ 1 , . . . , λ K . With the parameters given by these estimates being assumed known, the remaining parameters, σ 2 ε and θ ξ , were estimated by ML.
3. Method III: This method used the estimates of ϕ 1 (·), . . . , ϕ K (·) from Method II, but λ 1 , . . . , λ K were further re-estimated along with σ 2 ε and θ ξ using ML by applying a multicycle ECM algorithm similar to the one described in Section 3.
The AMSPE performance of the four methods is shown in Table 1 , where "Ideal" refers to ideal selection for the number of basis functions, which corresponds to the smallest AMSPE among those based on K ∈ {0, 1, 2, 3} for each replicate. The performance of the four methods for covariance function estimation in terms of AMSE is shown in Table 2 . In general, the proposed PML method performed significantly better than the other three methods for almost all cases in terms of covariance function estimation. Regarding spatial prediction, although the proposed method also outperformed Method III in all cases, the differences were only significant for some highly nonstationary cases. For highly and mildly nonstationary cases with ρ 1 ̸ = ρ 2 , the proposed PML method achieved the smallest AMSPE at K = 1 for all cases, whereas the other three methods all achieved the smallest AMSPE at K = 0 in all cases, indicating that the nonstationary feature is not well captured. We found that the surfaces imputed from the pre-smoothing step in Methods II and III tend to be under-smoothed, causing instability in covariance function estimation. In particular, Method III performed miserably due to poor estimation of ϕ k (·)'s, which in turn caused high variation in CV selection. In addition, the proposed PML method tended to have a smaller bias in estimating AMSPE than the other three methods.
Experiment II
In this experiment, we consider a two-dimensional example of Chang, Hsu, and Huang (2010) :
where (x, y) = s ∈ D = [0, 1] × [0, 1], and Y 1,t (·) and Y 2,t (·) are independent Gaussian processes with zero means and covariance functions given by (4.1). Then the covariance function of Y t depending on ρ 1 and ρ 2 in (4.1) is Table 2 . AMSEs of various methods for covariance function estimation in Experiment I based on 500 simulation replicates, where a boldface value indicates that the corresponding method performs significantly better than the other three methods, and the values given in parentheses are the corresponding standard errors. 
The data were generated on D according to (2.1) with n = 25 and σ 2 ε = 0.04, where s 1 = (0, 0), s 2 = (0, 1), s 3 = (1, 0), s 4 = (1, 1), and the remaining 21 points, s 5 , . . . , s 25 , were sampled on D using simple random sampling.
Similar to Experiment I, we considered time points T = 50, 100 in combination with (ρ 1 , ρ 2 ) = (10, 1), (4, 1), (1, 1), corresponding to high nonstationarity, mild nonstationarity, and near stationarity, respectively, for Y j,t (·)'s in (4.1). The contour plots of C Y (s 0 , s) at s 0 = (1/2, 1/2) and (1/4, 1/4) for the three models are provided in Figure 2 .
We applied the proposed PML method and considered the exponential covariance family of (4.2) for ξ t (·) in (2.2). Similar to Experiment I, we chose K ∈ {0, 1, 2, 3} and α ∈ A simultaneously via 7-fold CV, where {s 1 , s 2 , s 3 , s 4 } Figure 2 . True spatial covariance functions of {C Y (s 0 , s) : s ∈ D} in Experiment II with three different pairs of parameters, (ρ 1 , ρ 2 ) = (10, 1), (4, 1) (1, 1) (corresponding to the three columns), and two locations, s 0 = (1/2, 1/2), (1/4, 1/4) (corresponding to the two rows).
were always included as data locations in each fitting sample of CV to avoid the boundary effect, and the remaining 21 locations were randomly partitioned into seven disjoint subsets for computing CV as described in Experiment I.
The proposed method was compared with the same methods as in Experiment I. For Methods II and III, {Y t (s) : s ∈ D} were imputed based on data Z t using thin-plate splines (Duchon (1977) ; Wahba (1990) ) with the smoothing parameter chosen by GCV, for t = 1, . . . , T . The AMSPE performance of the four methods for spatial prediction is summarized in Table 3 , and the AMSE performance for covariance function estimation is shown in Table 4 . Overall, the results are similar to those in Experiment I except that Method III outperformed Methods I and II in covariance function estimation. In fact, it even performed better than the proposed PML method in some nearly stationary cases because, unlike Experiment I, the surfaces were well imputed by the pre-smoothing step for Methods II and III. A randomly selected example of the estimated spatial covariance function, C Y (s 0 , s), at s 0 = (1/2, 1/2), (1/4, 1/4) based on the proposed PML method for T = 50 is shown in Figure 3 . Our method appears to catch nonstationary features quite well. 
Experiment III
For the third simulation experiment, we generated data {Z 1 , . . . ,
is a Gaussian process with zero mean and covariance function, cov(ξ t (s), ξ t (s ′ )) = 0.16 exp{−∥s − s ′ ∥}, and σ 2 ε = 0.04. We took n = 25 and selected the data locations as in Experiment II. We considered time points T = 50, 100. The contour plots of {C Y (s 0 , s) : s ∈ D} at s 0 = (1/2, 1/2) and (1/4, 1/4) are shown in Figure 4 . We applied the proposed PML method as in Experiment II. Here we compared our method only with Method III, because Method I contains no stationary process term, ξ t (·), found to be important in the previous two experiments, and Method II had performed worse than Method III in Experiment II. The AMSPE performance of the two methods for spatial prediction is summarized in Table 5 , and the AMSE performance of the methods for covariance function estimation is displayed in Table 6 . Clearly, our method outperformed Method III in most situations. Notice that both methods achieved the smallest AMSPE value at K = 2, which agrees with the true number of components. A randomly selected Table 3 . AMSPEs of various methods for spatial prediction in Experiment II based on 500 simulation replicates, where a boldface value indicates that the corresponding method performs significantly better than the other three methods, and the values given in parentheses are the corresponding standard errors. Table 4 . AMSEs of various methods for covariance function estimation in Experiment II based on 500 simulation replicates, where a boldface value indicates that the corresponding method performs significantly better than the other three methods, and the values given in parentheses are the corresponding standard errors. Table 5 . AMSPEs of various methods for spatial prediction in Experiment III based on 500 simulation replicates, where a boldface value indicates that the corresponding method performs significantly better than the other method, and the values given in parentheses are the corresponding standard errors. Table 6 . AMSEs of various methods for covariance function estimation in Experiment III based on 500 simulation replicates, where a boldface value indicates that the corresponding method performs significantly better than the other method, and the values given in parentheses are the corresponding standard errors. example of the estimated spatial covariance function,
, at s 0 = (1/2, 1/2), (1/4, 1/4), based on the proposed PML method for T = 50, is shown in Figure 5 . Again, our method can be seen to catch nonstationary features quite well.
Experiment IV
Here we generated data using the model fitted by our PML method to the monthly precipitation dataset in Section 5, in order to more closely reflect a realworld situation. Specifically, we considered the model of (2.1) and (2.2) with mean function given by (5.1), and with the parameters of β and θ estimated by our PML method (see Table 10 ) based on the data observed at 79 stations with complete records. We further investigated how the proposed method is affected by the temporal correlation of {w t : t ∈ N} by assuming a multivariate stationary autoregressive time series of order 1:
4) Figure 5 . Estimated spatial covariance functions using the proposed PML method with K = 2 in Experiment III:
We considered a ∈ {0, 0.1, 0.5, 0.9} corresponding to different strengths of temporal dependence, and generated data according to (2.3) and (4.4) at the same 79 locations and the same number of time points. For locations at which x t,13 (s), . . . , x t,15 (s) were not observed, we estimated the surface x t,j (·) for j = 13, 14, 15, at each time t separately, using thin plate splines with the tuning parameter chosen by GCV. We applied the proposed PML method in the same way as in Experiments II and III, and chose K ∈ {0, 1, 2, 3} and α ∈ {2 −10 , 2 −9 , . . . , 2 10 } using 5-fold CV by randomly partitioning the sampling locations into five disjoint subsets of sizes 16, 16, 16, 16 and 15 . The AMSPE performance of our method for spatial prediction and the AMSE performance of our method for covariance function estimation are displayed in Tables 7 and 8 , respectively. We note that our covariance function estimate deteriorated only slightly when the temporal dependence parameter a increased from 0 to 0.5. However, it deteriorated more severely when a = 0.9 with a significantly higher variance forλ 1 . This is not much of a surprise since the effective sample size (i.e., the equivalent number of independent repeated measurements) is smaller when a is larger. Similar behavior can also be seen in spatial prediction but with less significant differences. As expected, the model based on K = 1 performed the best in both spatial prediction and covariance function estimation. On the other hand, it is interesting to see that the model based on either K = 2 or K = 3 performed almost as well, becauseλ 2 andλ 3 were nearly negligible. Additionally, Table 9 reports the means and the standard deviations for the estimated parameters based on the model selected by CV. All the estimates can be seen to perform reasonably well with relatively small biases regardless of values of a. Note that except forλ 1 , which is more directly influenced by a, the standard errors of the other parameter estimates increase only slightly with a. This is not much a surprise, because the variance contributed Table 7 . AMSPEs (×100) of the proposed method for spatial prediction in Experiment IV for data with different strengths of temporal dependence based on 500 simulation replicates, where the values given in parentheses are the corresponding standard errors. Table 8 . AMSEs (×100) of the proposed method for covariance function estimation in Experiment IV for data with different strengths of temporal dependence based on 500 simulation replicates, where the values given in parentheses are the corresponding standard errors. by the (temporally independent) stationary component (3.137 × 0.056) is about three times larger than that contributed by the (autoregressive) nonstationary component (0.057), and hence the effective sample size is not too much smaller than T even when a = 0.9.
Although our method ignores temporal dependence, the performance is not much affected as long as that is not strong. This is consistent with the theoretical result of Hörmann and Kokoszka (2010) for weakly dependent functional data. In addition, CV appears to be effective in selecting K for spatial prediction and covariance function estimation.
Application
We applied the proposed method to a precipitation dataset obtained from the National Climatic Data Center (available at http://www.cgd.ucar.edu/stats/ Data/US.monthly.met/). The data consist of monthly total precipitation at 376 stations, mostly located in Colorado, from November 1993 to December 1997 between latitudes 101 degrees and 109.5 degrees west and between longitudes 36.5 degrees and 41.5 degrees north. Among 376 stations, 79 of them have complete data, which were used as training data. The remaining data at 297 stations were used for validation purpose. Figure 6 (a) displays the locations of all 376 stations and the elevations for the 79 sampling (training) locations on a rectangular region D based on the polyconic projection. Because monthly total rainfalls take only positive values and tend to have a distribution that is skewed to the right, they were first transformed using the log transformation
where y t (s) denotes the monthly total precipitation (in millimeters) at location s and time t. We applied the propose PML method with ξ t (·) in (2.2) modeled by the exponential covariance family of (4.2). In addition, the mean function in (2.2) was modeled as (Journel (1980) )
The corresponding conditional MSPE is (Journel (1980) ; Chilès and Delfiner (1999, p.191 
Our final predictor of y t (s) and the corresponding conditional MSPE were obtained by plugging the PML estimates of β and θ into (5.2) and (5.3). For the proposed PML method, CV selected K = 1 with the estimated eigenfunction shown in Figure 6 (b). Evidently, a nearly linear pattern from west to east can be seen. As shown by the predicted scores, { w t,1 : t = 1, . . . , 50}, in Figure 7 , the precipitation tends to be higher in the west (east) during winter (summer). Note that in Colorado the mountains and ranges extend north and south approximately through the middle of the state and, hence, stop much of moisture from the Pacific Ocean and the Gulf of Mexico, particularly in winter when the prevailing winds come from the west with much of rain or snow falling on the mountaintops and westward-facing slopes, causing lighter precipitation in the eastern plain. On the other hand, the eastern plain tends to have more showers and thunderstorms in spring and summer due to warm and moist air from the south. In addition to the seasonal pattern, the w t,1 's also showed some temporal dependence structure with the lag 1 sample autocorrelation 0.529, which could be modeled further but that is beyond the scope of this paper.
The data were also analyzed by recursively applying Method III to the residuals obtained from generalized least squares fit of β for estimating θ until convergence, where the initial estimate of β was obtained using ordinary least squares. Different from the PML method, Method III chooses K = 2 eigenfunctions from CV. Table 10 displays the estimated parameters for both methods, where the estimated standard deviations for the elements of β gls shown in parentheses were obtained from the square roots of the diagonal of ( ∑ T t=1 X ′ t Σ −1 Z X t ) −1 and
The results show that the amounts of rainfall are affected by elevation, average maximum daily temperature, and some monthly effects. As we expect, higher temperatures tend to produce larger amounts of rainfall. Although the estimated coefficient for elevation is negative, higher elevations tend to have lower temperatures and hence smaller amounts of rainfall. Consequently, the overall effect of elevation on rainfall is not clear. Comparing these two methods, we notice that where z t (s t,j ) denotes the observed precipitation at time t and site s t,j , and n t is the total number of observed stations for the validation data at time t. The proposed method (based on K = 1) achieved an ASPE value of 9.815, smaller than the 11.751 obtained from Method III (based on K = 2).
Discussion
In this paper, we consider nonstationary spatial modeling and develop a new EOF-type estimation method in the penalized likelihood framework. The proposed method is applicable to sparse data and is shown to perform well in spatial prediction and covariance function estimation. Although the methodology is developed for complete data, the same PML formulation can be extended to allow for different missing observations at different time points, leading to more complicated formulae by having both missing observations and latent variables as missing data in the ECM framework.
Specifically, and without loss of generality, we can assume that for each t = 1, . . . , T , we observe data at a subset of {s 1 , . . . , s n } with size n t ≤ n. In other words, we can decompose Z t into the observed data Z (obs) t and the missing data Z (mis) t , t = 1, . . . , T . We also consider the same full negative penalized log-likelihood of (3.1), but treat both w t 's and Z (mis) t 's as missing data. Then the PML estimates for β and θ can be obtained by applying a similar ECM algorithm while conditioning only on Z (obs) 1
, . . . , Z (obs) T
in the E-step. Note that the proposed method is designed for small to moderately large n (number of data locations) since it requires taking the inverse of V ξ (θ ξ ) + I n for various values of θ ξ ; that is difficult to handle if n is larger than a few thousands. Further research is needed to accommodate very large n using, for example, the tapering technique (Furrer, Genton, and Nychka (2006) ), and to incorporate temporal dependence structure, say in terms of (4.4). Although CV appears to work well in selecting the number of eigenfunctions, we might further adopt some regularization method such as Lasso (Tibshirani (1996) ) by adding a specific penalty to the proposed PML; this would allow simultaneous selection of K and parameter estimation.
