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Abstract. Over the past decade, the evolution of video-sharing plat-
forms has attracted a significant amount of investments on contextual
advertising. The common contextual advertising platforms utilize the
information provided by users to integrate 2D visual ads into videos.
The existing platforms face many technical challenges such as ad inte-
gration with respect to occluding objects and 3D ad placement. This
paper presents a Video Advertisement Placement & Integration (Ad-
verts) framework, which is capable of perceiving the 3D geometry of the
scene and camera motion to blend 3D virtual objects in videos and create
the illusion of reality. The proposed framework contains several modules
such as monocular depth estimation, object segmentation, background-
foreground separation, alpha matting and camera tracking. Our experi-
ments conducted using Adverts framework indicates the significant po-
tential of this system in contextual ad integration, and pushing the limits
of advertising industry using mixed reality technologies.
Keywords: advertisement · augmented reality · deep learning.
1 Introduction
With the popularity of 4G networks and the decline in data traffic tariffs,
the video content industry has maintained a relatively high growth rate. It is
expected that the overall market size in 2021 will approach 211 billion RMB. an
increase of 351% as compared to 2018 [1]. Such growing video demand and the
increase of user generated videos creates additional challenges for advertisement
and marketing agencies. The agencies need to devise innovative strategies to
attract the attention of end-users. Traditionally, advertisements were added into
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existing videos as overlay, pre-roll, mid-roll or post-roll. These approaches are
disruptive to the user’s experience for online streaming applications.
In this paper, we solve the problem of disruptive user experience by creating
a 3D-advertisement creation system. Therefore, this work describes a proof-of-
concept prototype system that enables users to seamlessly insert a 3D object in
any user-generated video. The user can select a 3D object from the library of 3D
objects with in the proof-of-concept prototype, which can then be placed on any
planar surface within a video scene. Our system can automatically analyze dif-
ferent depth layers in a video sequence and seamlessly integrate new 3D objects
with proper occlusion handling.
1.1 Related Work
In the literature, there are several works in the area of advertisements in images
and video streams. However, most of the existing work focus on the identification
of logos and advertisement billboards in videos. Covell et al. in [8] used audio
and video features to accurately identify the sections in the video that contain
the ads. This assists them to replace the existing ads with user-specific adverts in
redistributed television materials. Hussain et al. proposed a novel framework in
[17] that understands the general sentiments of adverts using a large image- and
video- datasets. Recently, Nautiyal et al.[28] used pre-trained deep learning mod-
els to identify existing 2D adverts in video streams, and seamlessly replace them
with new adverts. Using large-scale annotated datasets of billboards [11,10],
it provides them with an end-to-end framework for video editors to perform
2D advert placements. Their system assists in detecting frames in a video that
contains a billboard [15], localizes the billboard in the detected frame [12], and
subsequently replace the existing billboard with a new 2D advertisement. In this
paper, we generalize this problem of product placements into any user-generated
videos, and artificially augment 3D adverts into the existing scenes.
1.2 Contributions & Organization of the paper
Our contribution in this paper is two fold: (a) we propose a proof-of-concept
prototype system that enables 3D computer graphic advertisement objects to
be inserted seamlessly into video streams; and (b) we thereby establish a new
paradigm in product placements for marketing agencies. Our proposed system
will greatly assist video editors and content producers reduce the time it takes
to dynamically generate augmented videos.
The remainder of the paper is arranged as follows: Section 2 briefly de-
scribe the technology behind our cloud-based advertisement creation system.
Section 3 presents information regarding the design and development of the
proof-of-concept prototype system. Section 4 describes the various use cases and
associated applications for the developed prototype. Section 5 concludes the pa-
per.
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2 Technology
This section describes the methods and technologies employed in the Adverts
framework including the monocular depth estimation module, camera tracking,
interactive segmentation and background matting.
2.1 Monocular Depth Estimation
Monocular depth estimation is used to understand the 3D geometry of the scene
and anchor the 3D plane on which the object will be placed. The classical depth
estimation approaches heavily rely on multi-view geometry [33,9,38,20,4] such
as stereo image [31,32]. These methods acquire depth information by utilising
visual cues and different camera parameters which are not often available in
offline monocular videos. The idea of using the monocular image to capture
depth information could potentially solve the memory requirement issue of the
conventional methods, but it is computationally difficult to capture the global
properties of a scene such as texture variation or defocus information. The recent
advancement of Convolutional Neural Networks (CNN) and publicly available
datasets have significantly improved the performance of monocular depth esti-
mation [14,22,5,13,37].
Several deep learning based monocular depth estimation networks are stud-
ied and evaluated in this research [16,24,23,13,34]. Among these, the network
proposed by Hu et al. [16] illustrated a superior performance in terms of accu-
racy and computational time compared to others. More importantly, this model
showed a better generalization in depth scales due to the multi-scale feature
fusion module integrated in the architecture. Figure 1 presents a sample of the
monocular depth estimation followed by a localised plane in the scene. The ori-
entation of the plane is obtained by calculating the normals from the depth
information. The model by Hu et al. [16] is employed as the first module in
Adverts framework.
Fig. 1: Monocular depth estimation on a real-world scene. From left to right:
input image; estimated depth map, localised plane using normal estimation.
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2.2 Camera tracking
One of the very essential components of any augmented reality platform is track-
ing the camera motion to seamlessly integrate 3D object into the scene. Online
augmented reality tools often utilise accelerometer, GPS, and solid state com-
pass to track the camera motion in real-time. Such information is not available
in offline scenarios. Adverts framework takes advantage of the traditional Struc-
ture from Motion (SfM) pipeline. Initially the user identifies a certain number of
keyframes with manually matched feature points. Further, SIFT features [26] are
detected and matched between the selected Keyframes followed by an optimiza-
tion applied to refined the 3D projected points. The next step involves automatic
feature matching between keyframes and non-keyframes. The matched features
from each non-keyframes are triangulated and reconstructed using the previous
keyframes [R|T ]. The final step of the camera tracking process involves a large
scale sparse bundle adjustment [2] with least square optimization applied to re-
fine each non-keyframe's [R|T ]. Figure 2 illustrates the pipeline implemented to
track the camera motion in Adverts framework. The camera projection matrix
obtained for each frame is later used to project the 3D objects to camera space.
Fig. 2: Camera tracking pipeline implemented in Adverts framework.
A 3D-Advert Creation System for Product Placements 5
2.3 Interactive Segmentation
Determining the occluding object in an augmented reality application highly
depends on the location of the 3D object and structural accuracy of the estimated
depth map. By differentiating different layers of depth information, one can
consistently integrate a virtual object in the scene. However, the quality of the
integration result depends on the following measures:
1. How accurate the general structure of depth map is?
2. How temporally consistent the depth of the occluding object is across the
entire video?
3. How much detail is preserved in the depth structure of the occluding object?
To compensate for the flaws of the estimated depth maps such as inaccurate
depth boundaries, Adverts framework takes advantage of object segmentation
in videos to produce binary masks of the occluding object. The generated masks
are later used to estimate the alpha matte which is explained in the next section.
This module allows users to interactively select the occluding object and decide
which part of the scene is causing the occlusion by providing a broader control
over tracking the occluding object across the entire video.
Similar to the depth estimation module, several methods are studied and
evaluated for the segmentation part [29,19,27,36,35,3,30,7,25,18]. The prelimi-
nary evaluation based on the DAVIS interactive segmentation benchmark [6]
showed that the deep learning based model proposed by Oh et al. [29] has a
superior performance compared to the state of the art methods. This model
was also ranked as the fastest one in the benchmark with the inference time
of 0.2s for an image with 800 × 600 pixels resolution. The network proposed
by Oh et al. [29] is constructed of two modules: interactive segmentation and
mask propagation. The input to the interactive module is a tensor including a
frame, the object mask from the previous round and two binary user annotation
maps indicating the foreground and background regions. Further, the propaga-
tion module accepts a frame, its previous mask and the mask of the previous
frame as the input to predict a new mask for the current frame. This model also
utilises a Feature Aggregation Module designed to accumulate the information
of the target object from all user interactions.
The Adverts framework employs the model from [29] to interactively ob-
tain the occlusion masks from users. Figure 3 demonstrate an example of the
interactive segmentation implemented in this paper.
2.4 Background Matting
To further refine the segmentation masks acquired from Section 2.3 and achieving
fine level of details, the Adverts framework refers to alpha matte estimation.
This is performed to calculate the opacity value of each blended pixel in the
foreground object.
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Fig. 3: Illustration of occlusion mask. User input, segmentation, propagation.
Generally, the composition image Ii is represented as a linear combination of
the background Bi and foreground Fi colors [39]:
Ii = αiFi + (1− αi)Bi (1)
where αi ∈ [0, 1] denotes the opacity or alpha matte of the foreground at pixel
i. Often users provide guidance in a form of a trimap to solve this problem.
Trimap assigns a label to every pixel as foreground α = 1, background α = 0 or
unknown opacity. The goal of the alpha matting algorithms is to estimate the
opacity value of the unknown regions by utilising the pixel values from known
regions. To achieve this goal, we investigated the effect of known background
information in the matting process. This is done by introducing a Background-
Aware Generative Adversarial Network to estimate alpha channels. Unlike the
conventional methods, this architecture is designed to accept a 7 channel volume,
where the first 3 channels contain the RGB image, the second 3 channels contain
the RGB background information and the last channel contains the trimap. The
preliminary experiments using the trained model indicates a significant improve-
ment in the accuracy of the alpha mattes compared to the state of the art. The
full details of this module including the background reconstruction and matting
blocks are available as a preprint article on arXiv [21].
3 System Design
In this section we describe the design and development, as well as the main
technologies used for building the proof-of-concept prototype system that this
work presents. The system can be split into two main components: user interface
and back-end. Figure 4 illustrates the main structure of the system.
3.1 User Interface
The user interface was implemented as a web application using modern web
based technologies. This choice is supported by the fact that web based tech-
nologies only need a browser to run, thus making them cross platform compati-
ble. The main web based technologies utilised in the user interface are: Aurelia,
Three.js, Async, Bootstrap, Fontawesome, as well as state of the art web APIs
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Fig. 4: System design of our proposed Adverts framework.
such as the Broadcast Channel API, the Canvas API, the Fetch API, and the
Web Storage API4.
Aurelia can be described as a core building block of the user interface and is
a JavaScript client framework for web, mobile, and desktops. Three.js is an open
source JavaScript library for 3D graphics on the web that supports WebGL.
Async is a JavaScript library which provides functions for working with asyn-
chronous code. Bootstrap is an open source CSS framework and Fontawesome is
an icon toolkit. The Broadcast Channel API allows bi-directional communica-
tion between browsing contexts (windows, tabs, frames, or iframes) and workers
on the same origin. The Canvas API can be used for animation, game graph-
ics, data visualisation, photo manipulation, and real-time video processing. The
Fetch API provides an interface for fetching resources. The Web Storage API
allows browsers to persistently store key/value pairs.
Figure 5 depicts the video-editor of the user interface, which can be split into
three main components. Component A presents the user with a visual output of
the manipulated video. It consists of a canvas element to which frames of the se-
lected video, as well as 3D objects, occlusion masks, and depth estimation frames
are drawn. If we examine Figure 5, we can see that a 3D model of a yellow duck
is superimposed onto the current selected video. Figure 6 illustrates the design
of the rendering canvas for component A of the video-editor page. The rendering
canvas consists of one main canvas, and several hidden canvasses. The hidden
canvasses are created in memory and each is responsible for rendering a specific
video layer. The layers are composed of video frames of the selected video, depth
estimation frames, 3D scene frames, background subtraction frames, alpha mat-
ting frames, and foreground reconstruction frames. The canvasses are updated
ever iteration of the main rendering loop, where pixels are then extracted and
merged into the main canvas.
4Aurelia, Three.js, Async, Bootstrap, Fontawesome, Whammy, Broadcast Channel
API, Canvas API, Fetch API, Storage API
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Fig. 5: User interface of our Adverts framework.
Component B consists of a side-menu where the user is presented with a series
of options. These options include opening the plane inspector, model inspector,
light inspector, camera tracking inspector, mask inspector, as well as export
and debug options. The plane inspector is used to add a plane to 3D scene
superimposed onto the current frame. The position of the frame is calculated
using depth estimation information. This is crucial, as the plane acts as a anchor
point for a 3D model. Users can use the plane inspector to change to positions,
size, and rotation of the inserted plane. Further, the user also has the option
to hide/show to plane. The model inspector allows users to select one of the
included 3D models, and add it to the plane within the superimposed 3D scene.
Similar to the plane inspector, users can change the position, rotation, and size
of the 3D model. Figure 5 shows the model inspector option currently selected.
The light inspector allows users to manipulate lighting settings with the 3D scene
to mimic those of the selected video. Users can switch lights on and off, as well
as change the color, intensity, and position of various lights (ambient lights, spot
lights, etc). The camera tracking inspector allows users to add tracking points to
the video on several key frames and start the tracking process in the back-end.
The mask inspector allows users to add an occlusion mask layer to the selected
video for a range of frames. The user can select an object within the video that
a mask should be created for.
Component C includes options that allow users to play, pause, fast forward,
and reverse the selected video. Further, an overview timeline and a detailed
timeline are also included in this component. The overview timeline shows the
user in which frame they are currently located with the video. The detailed
timeline shows the user which tracks have been added to the selected video.
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Fig. 6: Design of canvas layers in Adverts framework.
3.2 Back-end
The development of back-end service is built upon the concept of Microservices
Architecture. Reason for choosing this architecture lies behind its core concept of
the Single Responsibility Principle which in simple terms means gather together
those things that change for the same reason and separate those things that
change for different reasons.
A microservices architecture takes this same approach and extends it to the
loosely coupled services which can be developed, deployed, and maintained in-
dependently. Each of these services is responsible for a discrete task and can
communicate with other services through simple APIs to solve a larger com-
plex business problem. In our application, each module was independent of each
other only those functionalities were grouped together which has a dependency
with the previous module. Once the microservice is developed each one can be
deployed independently which offer improved fault isolation whereby in the case
of an error in one service the whole application doesnt stop functioning. Another
benefit which this architecture brings to the table is the freedom to choose tech-
nology stack(programming language, databases, cache etc) which is best suited
for the service instead of using the one-size-fits-all approach.
The blue shaded region in Figure 7 is the back-end service where three ma-
jor microservices work as a backbone to the whole application for providing
core services. The three major services are: API Gateway, Video Upload, Video
Processing
API Gateway This service is the first point of contact to any request coming
from outside of the world. The API Gateway is responsible for authenticating the
request and then navigating the request to the requested service. This service can
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Fig. 7: Back-end Microservices Architecture in Adverts framework.
also be called a proxy server as this is the interface for all the requests coming
from the outside world and prevent direct exposure of the delicate services.
The API Gateway accommodate the User Authentication and Service Registry
Module
Authentication For authenticating user request, JWT Authentication mecha-
nism is being used which is one of the recommended standard authentication
processes for microservices architecture. JWT is open industry-standard RFC
7519 for representing claims securely between two parties. It provides a compact
and self-contained way for securely transmitting information between parties
as a JSON object. This information can be verified and trusted because it is
digitally signed.[jwt.io].
Service Registry Service Registry is the discovery application for the microser-
vices who want to use the API gateway for authentication and as a proxy server.
We have used Eureka Service Registry developed and maintained by Netflix for
their microservices which is robust and fast and known for its efficiency.
Video Upload Service The input video upload is supported by video-upload
services where the uploaded video is pre-processed i.e. the frames are extracted
from the video and the frames are then stored in four different resolution (origi-
nal, 480p, 720p, 1080p) along with storing the video property information in the
database.
Video Processing Service This is the service where the core functionalities
are written and support the application. This service is majorly divided into
three different components:Depth Estimation, Occlusion Detection, and Camera
Tracking.
All these three components are dependent, hence they have been grouped
together to support each other in functionality. Since the whole video processing
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is of heavy computation and time-consuming it does not make sense to restart
the whole service from the beginning if the process is interrupted with an error
at any stage. We go with marking the checkpoints at each stage and save the
latest results of the processing. If the process is interrupted then the work will
be resumed from the last checkpoint with loading the previous results whenever
the process restarts.
4 Application
This section includes several examples of how the proof-of-concept prototype
system can be used to dynamically generate augmented videos. The examples
include superimposing a 3D object into the existing video stream, creating an
occlusion mask for the inserted 3D object, as well as tracking camera movement.
Figure 8 illustrates these processes.
Fig. 8: Static and dynamic camera workflows.
4.1 Superimposing 3D Objects
Superimposing a 3D object onto a video stream consists of two main steps:
1) adding plane to the video and 2) adding a 3D model to the superimposed
plane. Figure 9 shows an example of both steps. To add a plane to the video,
the user can select the plane inspector menu option (more details in section
3.1). Once this option is selected, the user can move the mouse cursor over
the video, which will display a temporary plane at the current position of the
cursor. The user can then click the left mouse button to permanently add the
plane to the video. The position of the plane is calculated from the position of
the mouse cursor, as well as from depth information obtained from the depth
estimation module. Additionally, the user also has the option to manually change
the position, rotation, and size of the superimposed plane, after it was added to
the video. To add a 3D object to the superimposed plane, the user can select
the model inspector menu option (more details in section 3.1). Once the menu
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option is selected, the user can choose a 3D object to add to the video from
the 3D object library. The user has the option to manually change the position,
rotation, and scale of the 3D object.
Fig. 9: Illustration of superimposing plane and 3D object onto video.
4.2 Occlusion masks
To create an occlusion mask for a superimposed 3D object, the user must first de-
termine the occluding area with the video. Once determined, the user can select
this area and a segmentation mask is created using the interactive segmentation
module described in Section 2.3. The user can then choose to modify the seg-
mentation mask, or propagate it over a range of video frames. After verifying if
mask propagation was successful, the user can start the process of creating the
occlusion masks for the range of selected frames. Once complete, the interface
can be used to export the newly created video. Figure 10 depicts the the final
result of adding a 3D object and an occlusion mask to the video.
Fig. 10: Superimposing 3D object onto video with occlusion mask.
4.3 Camera Tracking
To track camera motion over a series of frames, the user must first manually add
tracking feature points to the video. The user can add these points by using the
mouse cursor to place a marker over the corresponding object within the video.
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Each frame that the user adds these points to becomes a keyframe. Once the user
has completed adding the markers, the camera tracking process can be started.
More information regarding this process can be found in Section 2. An additional
window in the user interface is automatically opened, once the tracking process
has completed. This window displays a 3D view of the video scene, in which
matched feature points and debug cameras are drawn. Figure 11 B shows an
example of this window. The red circles correspond to the matched feature points
that the camera tracking algorithm returns. This additional window gives the
user an overview of how the cameras position and orientation can change over a
series of frames. Further, it can also be used to help with the placement of 3D
objects and lights.
Fig. 11: Camera tracking - A) User interface B) 3D view of tracking information
5 Conclusion
In this work we presented a proof-of-concept prototype system that enables 3D
computer graphic advertisement objects to be inserted seamlessly into video
streams. Our goal was to establish a new paradigm in product placements for
marketing agencies and facilitate the process of dynamically generating aug-
mented videos. We show that the proof of concept prototype can be used to
inserted 3D objects into existing video streams, create occlusion masks for these
objects, as well as track camera movement.
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