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Abstract 
Purpose – The purpose of this paper is to analyse the interdependencies of the house price 
growth rates in Australian capital cities. 
 
Design/methodology/approach – A vector autoregression model and variance 
decomposition are introduced to estimate and interpret the interdependences among the 
growth rates of regional house prices in Australia. 
 
Findings – The results suggest the eight capital cities can be divided into three groups: 
Sydney and Melbourne; Canberra, Adelaide and Brisbane; and Hobart, Perth and Darwin. 
 
Originality/value – Based on the structural vector autoregression model, this research 
develops an innovative interdependence analysis approach of regional house prices based on 
a variance decomposition method. 
1 Introduction 
House prices in Australia's main metropolitan areas increased sharply between 1996 and 
2004 and then the trends levelled out. Although current Australian house price movements 
may not exhibit an obvious recessionary sign, the housing market at the sub-national level, 
such as in Sydney, took the lead in experiencing a downturn after 2004 (ABS, 2008a). That 
is, the recession in the Sydney housing market has the potential to influence other markets 
after the latest housing prices bust. There are several issues: the spatial pattern of house price 
diffusion, the extent of influence and the time of this influence has lasted. Prior literature paid 
much attention to the regional differences of Australian house price changes, which are 
caused by the difference in economic changes, social structural and demographic changes 
(Burke and Hayward, 2001; Yates, 2002; Berry and Dalton, 2004; Hall and Berry, 2006). 
House prices can be affected by various factors. Sirmans et al. (2005) organised these factors 
into eight categories: construction and structure variables; internal house features; external 
house features; natural and environmental characteristics; environmental neighbourhood and 
location factors; public service amenities; marketing, occupancy and selling factors; and 
financing issues. Obviously, the disparities in regional urban development would lead to 
disparities in population size, wage level, housing affordability, deflation or inflation, job 
opportunity and quality of public service amenities. It is not surprising that the dispersion in 
regional house prices has always exists. The notion has been argued that regional housing 
markets cannot be simply treated as a notional aggregated market, but rather considered as 
interconnected regional and local markets (Meen, 1996). It is also suggested that substantial 
differences of the inflation hedging ability exist between different regional housing markets 
in UK (Stevenson, 1999). The interesting issue raised here is that the house prices in a certain 
area can be affected by the prices in other areas. The evidence from prior research supports 
that house price shock in one area is likely to spread to other areas (Alexander and Barrow, 
1994; Cook, 2003; Stevenson, 2004). This so-called house price diffusion or ripple effect is 
usually identified using impulse response or variance decomposition (Liu et al., 2008). The 
research, presented in this paper, uses the latter to analyse the interdependences among the 
growth rates of house prices in Australian capital cities. The paper is organised as follows. 
The literatures of regional housing markets and regional house prices in Australia are 
summarised in the next part. The methodology of vector autoregression model (VAR) and 
variance decomposition analysis is proposed in Section 3. Section 4 contains the description 
and the statistics summary of the data, and the empirical results are given in Section 5. 
Finally, the conclusions generated from this research are presented. 
2 Australian housing markets and house prices 
Regional cities play a significant role in the Australian urban system, some of which are the 
important centres of manufacturing, agriculture, power generation, retailing, tourism and 
mining in the Australian economy (Beer and Maude, 1995). Therefore, regional housing 
markets which have been argued to be highly correlated to both the national and local 
economy should be diverse. The ripple effect, the market efficiency hypothesis and 
cointegrating equilibrium, which converge to affect the housing markets and housing prices, 
are referred to in Australian literature. 
Many prior publications address the Australian regional housing market. It is argued that the 
Australian property sector shows a median economic push to the national economy and the 
residential property sector has played a more important role than the commercial sector in the 
economy (Song and Liu, 2005). It is pointed out that economic restructuring and social or 
demographic change would cause the shocks in regional economies, thus affecting local 
housing markets, which leads to high house prices or rapid growth in regions with the 
polarisation of sharpest household income (Yates, 2002). Jones and Tonts (2003) examined 
the characteristics affecting the housing market in Narrogin in West Australia. The results 
showed that there had been disequilibrium between housing supplies and demands. The 
housing market problems caused by the rapid social and economic change in Narrogin may 
be representative of regional Australia. Moreover, at the sub-national level, such as the 
Melbourne housing market, housing affordability became unbalanced between inner suburbs 
and outer suburbs during the decade of the 1990s (Burke and Hayward, 2001). Housing 
prices in inner suburbs experienced a huge increase but decreased in outer suburbs. 
Changes in population and labour markets due to migration are the main characteristics 
affecting the housing market. Beer (2004) provided some insights into the relationship among 
the labour market, migration and the rental housing markets in non-metropolitan South 
Australia in the period 1990-2000. The findings showed that the average rent is the outcome 
of the influence of population and employment on housing market rather than the “causal 
factor” of the housing market. A similar conclusion is obtained through the comparisons of 
regional household incomes when housing costs are taken into account (Siminski and 
Saunders, 2004). The findings suggest that the incomes, excluding the housing costs, of low-
income households in metropolitan distinguished slightly from the incomes of those in non-
metropolitan areas. In other words, the higher housing costs in urban areas are related to more 
opportunities for earning higher wages than in rural areas while the lower housing costs in 
country areas do not improve the living standards too much. 
In addition, much of the literature argued the regional house prices in Australia. Maher 
(1994) estimated the distribution and dispersion in house prices in Australian major cities in 
the 1980s. Spatial variability at two levels, including inter-metropolitan and intra-
metropolitan, is evidenced. At the inter-metropolitan level, the divergence in house prices in 
Australian majors cities, namely Sydney, Canberra, Melbourne, Brisbane, Adelaide and 
Perth, is detected to be greater in the late 1980s. Bourassa and Hendershott (1995) estimated 
the divergent movement trends in real house prices in six Australian capital cities during the 
period 1979-1993. The most significant influential factors on house prices are income and 
population. Tu (2000) first estimated the relationships between house prices and economic 
variables at national level and sub-national level in Australia by testing the real estate data in 
the period 1989-1998. At the national level, the decrease in real income, and the increase in 
mortgage rate and unemployment rate are the significant explanatory forces to decrease house 
prices in the long run. The influences of these variables on housing prices are at least one-
quarter lag. At sub-national level, the long-run equilibrium is found within Australian capital 
cities. Abelson and Chung (2004) estimated the house prices in Australia in the period of 
1970-2003. The gaps between real house prices in cities are huge but the movement trends of 
house prices are similar, especially after 1990. Luo et al. (2007a,b) commented that certain 
diffusion patterns exist among Australian capital cities based on the data from 1989 to 2005. 
Furthermore, Victoria is used as an example to detect the influence of the macroeconomic 
variables on house prices. The findings indicated that the relationship between house prices 
and those variables exist but unstable (Luo et al., 2007a,b). 
3 Methodology 
3.1 Vector autoregression model 
The structural econometrics, especially the simultaneous equation model was popular during 
1950s and 1960s. The model is used to forecast the future development of the economic 
variables. However, the model does not perform well. First, the simultaneous equation bias 
problem would lead to the correlation of error terms. Second, the model is too complicated 
and it is hard to determine which one is endogenous and which one is exogenous. The VAR 
was first developed and introduced to the economic research area by Sims (1980). It is a 
breakthrough that the principal of the VAR has no a priori endogenous or exogenous factor, 
no zero restrictions and no strict economic theory (Charemza and Deadman, 1997). In a VAR 
model, each variable is explained by its lagged or past values and the lagged or past values of 
the other variables. The usual ordinary least square method can be employed to formulate 
each variable. The prediction results obtained by VAR model performs well than those from 
the simultaneous equation models (Gujarati, 2003). An economic variable not only depends 
on its current performance but also is related to the past of other variables. The VAR model 
for k variables with i lagged variable terms can be written as (Equation 1) where B is a k*k 
matrix in which the leading diagonal are all 1; Y t is the k variables symbolised with a k-
dimension vector; A i is the number i lagged k*k matrix and Y t − i is the number i lagged 
variables corresponding to Y t ; and ε t is a k-dimensional vector of error term. Moreover, the 
matrix B reflects the contemporaneous causal relationships between the variables, and it is 
important to specify B before the variance decomposition is carried out. Therefore, the linear 
regression estimated as follows are carried out for each variable in Y t : (Equation 2) where y 
m and y n are the variables in Y t , a m is the estimated intercept, b m n is the estimated 
parameter, which stands for the contemporaneous impacts of y n on y m , and ηm is the 
estimated error term. The t-statistics, whose null hypothesis is that the parameters b m n in 
Equation (2) are equal to 0 at the significance of 5 per cent, are introduced to determine 
whether the values of b m n should be included in the matrix B. If the null hypothesis is 
rejected, the product of minus 1 and b m n will be the cell of row m and column n in the matrix 
B; and 0 will be the cell of row m and column n in the matrix B when the null hypothesis is 
accepted. 
Another challenge in VAR is to select the optimal lag order. Several comments can be taken 
into account, if an unappreciated number of lags is selected. Large lag length selection can 
remove the problem of correlation theoretically by adding the lagged variable terms in a VAR 
model, however, the large lag length will distort the data and lead to a decrease in power 
(Dejong et al., 1992); and the huge number of parameters in the VAR model makes the 
estimation more complicated and difficult. Inversely, the VAR model, which is lack of lags, 
may not capture the dynamic behaviour of the variables (Chen and Patel, 1998). 
One of the common approaches in finding the appropriate lag length is to re-estimate the 
VAR model for all variables from a possible large number of lag length (if the data are 
sufficient enough), then reducing the numbers one by one until zero. The optimal lag order is 
selected for the VAR model by five criteria. They are sequential modified likelihood ratio 
(LR) test statistics, final prediction error (FPE), Akaike information criterion (AIC), Schwarz 
criterion (SC) and Hannan–Quinn (HQ) information criterion. In each of criteria, the smallest 
value indicates the optimal lag. However, the five criteria do not always point at the same 
number of lag lengths. In practice, it is usually selected the optimal lag, at which the most 
critic values reach to their lowest values. 
3.2 Interdependence analysis 
The variance decomposition technique splits up the forecast error variance into components 
which can measure the contribution of every target variable in each of the future period 
(Sims, 1980). It provides insight into the relationship between variables by measuring the 
contribution of all variables to the variance, namely the relative variance contribution ( R V 
C), which is expressed as follows: (Equation 3) This equation forecasts the contribution of 
the variable j to the variance of the variable i in the future period, where s denotes the number 
of future period, e i t 2 and e j t 2 denote the variance of variables y i t and y j t , respectively. The 
variance decomposition is based on the idea of the infinite vector moving average expression 
of Equation (1), which can be rewritten as follows: (Equation 4) where A(L)=B − A 1 L 1 − A 2 
L 2 − … − A p L p , L is the lag operator. Denote C(L)=A(L)− 1, and C(L)=C 0+C 1 L+C 2 L 
2+… Equation (4) can be rewritten as (Equation 5) and each element, y i t , is expressed as 
follows: (Equation 6) where c i j q is the component, which is in the row i and column j, of C q 
. The variance of the variable y i t is calculated as follows: (Equation 7) Thus, the variance 
decomposition is the ratio of the contribution that ascertains how much the forecast error 
variance is accounted for each variable, and it can distinguish the key factors which are more 
influential on other variables in the VAR model. 
4 Data collection and descriptive statistics 
4.1 House prices indices (HPI) of Australian capital cities 
HPI for the eight state capital cities are collected from the publications of the Australian 
Bureau of Statistics (ABS). Figure 1 shows the geographical locations of Australia eight 
states and capital cities. The period is from the December quarter 1989 to the June quarter 
2007. The indices are constructed through the stratification approach. The objective of this 
approach is to minimise the physical heterogeneity of dwellings within each stratum. In each 
period the median price movement is calculated for each stratum and used to construct a 
stratum level price index (ABS, 2008b). The aggregate index is calculated by weighting 
together the individual stratum index, where the weights represent the relative significance of 
the stock of dwellings in each stratum. The indices are based on the quarterly house prices for 
established and newly erected dwellings and each capital city's HPI based on 1989-
1990 = 100. Although the reference base of the published HPI has changed to the 2003-2004 
financial year since the September quarter 2005, to keep the consistency, the old reference 
base (1989-1990) is used in this paper. The method used to convert the re-referenced data to 
the previous base is described as H P I 89 − 90=w × H P I 03 − 04, where H P I 89 − 90 denotes the 
house price index on the base 1989-1990 = 100, H P I 03 − 04 denotes the house price index on 
the base 2003-2004 = 100 and w is the converting factor, which is the index number for year 
2003-2004 (on the base 1989-1990 = 100) divided by 100. 
Figure 2 shows the house price movements of eight capital cities. The biggest change in 
house prices is in Darwin (+350.3 per cent) during the investigated period, which has the 
smallest population among the eight cities. The Darwin housing market shows very different 
behaviour from the other seven markets. Darwin started its first sharp increase from the 
December quarter 1989 until the June quarter 1997, with an average change rate of 3.62 per 
cent per quarter followed by a steady increase until the September quarter 2000. The latest 
sharp increase in Darwin started from the December quarter 2001. The other seven cities 
show a similar propensity during the period. They all have slow increase trends at first, and 
move up dramatically after 1996. The house market boom in Melbourne, Adelaide, Perth and 
Sydney happened earlier than in the other markets. Sydney, as the biggest city of Australia, is 
not the city where the house market boom first started. Instead, the second biggest city 
Melbourne is where the boom first started (December quarter 1996). The booms in Sydney, 
Adelaide and Perth started in the March quarter 1997, followed by Brisbane (June quarter 
2002), Canberra (June quarter 2000) and Hobart (June quarter 2000). 
4.2 Descriptive statistics and unit root test of the HPI 
The growth rates of the HPI, used in this study, are the quarterly percentage changes of HPI 
in each capital city. In order to understand the movements of the growth rates of the HPI, the 
inflation rates and the real house price appreciation rates of the eight cities are introduced into 
the study (more information is given in Figure 3). The inflation rates are measured by the 
quarterly percentage changes of consumer price index of each capital city. The real house 
price appreciation rates are calculated as r=((1+n) / (1+i)) − 1, where r denotes the real 
appreciation rate, n stands for the growth rate of the HPI and i is the inflation rate. 
Tables I-II show the descriptive statistics of the HPI growth rates and the real house price 
appreciation rates in Australian capital cities, respectively. According to Table I, Darwin has 
the highest average growth rate at 1.82 per cent during the observing period, followed by 
Brisbane and Sydney at 1.70 and 1.54 per cent, respectively. Hobart is the city which has the 
lowest average growth rate at 1.18 per cent. Hobart has the second smallest population in the 
eight capital cities; as a result, the low demand of houses may lead to the slow speed of house 
price rises. The standard deviations indicate the variety of the growth rates in each city. Perth 
has the smallest standard deviation, which means that the HPI growth rate in Perth is less 
fluctuated, comparing with the other cities. Inversely, the HPI growth rate of Melbourne 
seems to have the greatest fluctuation. Table II shows the means and the standard deviations 
of the real appreciation rates of house prices. The means of the real appreciation rates are 
lower than the HPI growth rates. In addition, the real appreciation rate of each capital city 
shows a more stable performance than the growth rate, except Canberra, which is mainly 
caused by the housing market boom and the deflation in Canberra during the 1997. 
The correlation coefficients of HPI growth rates between the eight capital cities are shown in 
Table III. The top three highest coefficients are found between Canberra and Brisbane 
(0.7762), Brisbane and Adelaide (0.7569), and Adelaide and Canberra (0.6230). A negative 
coefficient is found between Darwin and Melbourne as well as between Darwin and Sydney. 
It seems that the speeds of the growth rates of those two Australian biggest cities are slowed 
down by the growth rate of Darwin, which is the smallest capital city of Australia. Sydney 
has the highest coefficients with Melbourne, Darwin and Hobart; and has the third highest 
coefficients with Canberra and Perth. Compared with Sydney, Melbourne, as the second 
biggest city, does not have such significant coefficients with other cities. Perth, which located 
in the west of Australia, has the highest coefficients with the northwest city, Darwin. 
Moreover, it is necessary to test the stationarity of the data before estimating the VAR model. 
Table IV shows the unit root test results of the HPI and the growth rates in eight capital cities, 
using the Augmented Dicky–Fuller (ADF) unit root test. The ADF test approach was 
introduced by Dicky and Fuller (1979). The null hypothesis of non-stationarity is performed 
at the 1 and 5 per cent significance levels. There are three different null hypotheses of the 
time-series processes in this test: process as a random walk, process as a random walk with 
drift and process as a random walk with drift around a deterministic trend. They are shown in 
Table IV: no trend and intercept, intercept without trend, and intercept and trend. The results 
support that eight capital cities' house price index data series are not stationary but the growth 
rates are stationary at the 1 and 5 per cent significance levels. 
5 Empirical results 
5.1 Establishing of VAR model for Australian eight capital cities 
In order to specify the matrix B of Equation (1), which interprets the contemporaneous 
relationships among the HPI growth rates of the Australian capital cities, Equation (2) is used 
to estimate the correlation coefficients between the growth rates in one capital city and the 
others. Since eight variables, namely the HPI growth rates of eight capital cites, are 
considered to estimate the VAR model, the matrix B is an 8 × 8 matrix, in which the leading 
diagonals are all 1. The other cells in each row are the estimated coefficients in Equation (2) 
or 0, which were described in the former section (the specified matrix for Australian eight 
capital cities is shown in Table V). In addition, it is also important to determine how many 
lags should be included in the VAR model, before carrying out the variance decomposition 
analysis. Table VI shows the results of VAR lag order selection criterion. The first left hand 
column shows the lag orders from 0 to 4. The LR, FPE, AIC, SC and HQ are the five criteria 
mentioned above. The numbers with an asterisk are the smallest value in each of criteria. 
Based on the results, one lag which is considered as one quarter is selected in the VAR 
model, which is VAR (1). 
5.2 Variance decomposition analysis for the HPI growth rates of eight capital cities 
The self-variance contributions of Australian eight capital cities are indicated in Figure 4. The 
self-contributions tend to convergence to certain percentages, which are smaller than the 
beginning period. Moreover, it is suggested that every city contributes the majority of its 
variance in the first forecasting period, which means that the movements of the HPI growth 
rates are mainly driven by the endogenous markets. Darwin is a unique city, which has the 
highest percentage of self-contribution (nearly 90 per cent). Moreover, the level of its 
explanation drops to 54 per cent after ten periods and keeps steady. The performance of 
Hobart is similar as Darwin. The level of self-contribution in Darwin is 70 per cent, which is 
the second highest one, and keeps stable at about 35 per cent, after ten forecasting periods. 
This suggests that the self-influence in Darwin and Hobart be significant at the beginning 
periods. However, the influences cannot stay for a long time. The spreads of the self-
influencing levels in Darwin (over 35 per cent) and Hobart (nearly 20 per cent) are higher 
than the spreads in other markets. Inversely, Perth and Melbourne have the highest 
percentage of self-contributions, which are about 57 and 58 per cent, respectively, after the 
fifth period. In addition, they also have the smallest spreads of levels of the self-contribution, 
which are less than 3.88 and 12.59 per cent, respectively. This supports the proposal that the 
movements of the HPI growth rates in Melbourne and Perth are mainly depended on 
themselves and the power of the endogenous impacts in these two markets do not change 
dramatically during the forecasting periods. Moreover, the results of variance decomposition 
of Adelaide, Brisbane, Canberra and Sydney show that the contributions of themselves are 
less than 50 per cent after the second period. This suggests that the HPI growth rates of these 
four cities are not mainly dependent upon the endogenous markets, but mainly influenced by 
the exogenous markets. In addition, it is interesting that Sydney and Canberra have almost the 
same self-influencing behaviour, while Brisbane and Adelaide perform similarly. 
According to the results of the variance decomposition, it is not only able to get the self-
contribution of each city, but also it is possible to obtain the contribution proportion of one 
city to the variances of other cities. Table VII shows the results of the variance decomposition 
of the eight capital cities in periods 1, 2, 3 and 20. 
It is surprising that Melbourne, as the second biggest city in Australia, does not influence the 
other cities dramatically. However, Melbourne (about 14.59 per cent) can substantially 
explain the movement of the HPI growth rate in Sydney. Sydney and Canberra have the 
significant level of variance contributions to other cities, except Darwin and Perth. It suggests 
that, excluding Darwin and Perth, Sydney and Canberra would cause movements of the HPI 
growth rates in other cities. Moreover, Adelaide has huge impacts on Brisbane (15.25 per 
cent) and Canberra (11.44 per cent), while Brisbane explains 21.95 per cent of Adelaide and 
19.72 per cent of Canberra. However, Adelaide and Brisbane are unliked to bring impacts on 
cities, except for Canberra and themselves. The contributions of Darwin to exogenous 
markets are small. The top two biggest influences from Darwin are 6.55 per cent on 
Melbourne and 6.02 per cent on Perth. Perth has a quite significant influence (about 23.66 per 
cent) on the growth rate in Darwin, followed by 7.70 per cent on Hobart, while Hobart has 
little influences on other cities, except on Darwin (about 11.22 per cent) and Perth (22.38 per 
cent). 
Melbourne can only be explained significantly by Sydney, which means that the HPI growth 
rate in Melbourne is hardly influenced by other markets, except Sydney. The Sydney market 
can only be affected by Canberra, which explains 17.92 per cent, and Melbourne, which is 
14.59 per cent. Brisbane, Sydney and Adelaide have significant influences on Canberra over 
time, while Brisbane, Sydney and Canberra influence Adelaide and Hobart substantially. In 
addition, the significant exogenous impacts on Brisbane are those from Adelaide, Canberra 
and Sydney. Hobart can explain 22.38 per cent of the variance of the growth rate in Perth; 
however the other cities cannot influence Perth very much. Darwin is influenced by Perth 
(23.66 per cent) and Hobart (11.22 per cent), but isolates from the others. 
The results suggest that the housing markets of the eight capital cities are divided into three 
groups, namely Sydney and Melbourne; Canberra, Adelaide, and Brisbane; and Hobart, Perth 
and Darwin. Figure 5 describes the interdependences among the three groups of Australian 
housing markets and the relationships within each group. The HPI growth rate in Sydney can 
spread the impacts to other cities, namely Melbourne, Hobart, Canberra, Adelaide and 
Brisbane, while it can only be impacted by two cities, which are Melbourne and Canberra. 
The HPI growth rate in Melbourne is isolated, which can influence or be influenced by that of 
Sydney. In that case, the group, composed of Sydney and Melbourne, plays a role as the 
influence spreading centre in the housing markets of Australian capital cities. Furthermore, 
strong interdependencies are found among the housing markets in Canberra, Adelaide and 
Brisbane. However, the housing markets in these three cities do not have obvious impacts on 
the other five markets, except that Canberra influences Sydney significantly. In addition, the 
housing markets in Hobart, Darwin and Perth are isolated from the others. Hobart affects 
Perth and Darwin, while Hobart is influenced by Sydney and Canberra. 
6 Conclusions 
This study mainly analyses the interdependencies of house price indices in Australian capital 
cities. The VAR model is developed to estimate the relationships between the growth rates of 
the HPI. Meanwhile, a variance decomposition method is carried out in the study to insight 
the interconnections among growth rates of different housing markets. The findings of this 
study are stated as follows: 
1. The results of the optimal lag selection indicate that Lag 1 is the most suitable lag for 
the VAR model, which is estimated based on the HPI growth rates of Australia's eight 
capital cities. It means that the HPI growth rates are correlated with their former 
values, especially one quarter before. 
2. According to the variance decomposition analysis, the housing markets of the eight 
capital cities are likely to be divided into three groups. The group of Sydney and 
Melbourne brings influences to Australian housing markets. The group, made up of 
Canberra, Adelaide and Brisbane, has strong interdependencies among housing 
markets within the group, but slight interconnections with the housing markets in the 
other groups. Housing markets in Hobart, Perth and Darwin are isolated from the 
other two groups. Furthermore, the housing markets of Sydney, Canberra and Hobart 
play a role as the gateways of each group. 
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