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Abstract—The synchronized spontaneous low frequency 
fluctuations of the BOLD signal, as captured by functional MRI 
measurements, is known to represent the functional connections of 
different brain areas. The aforementioned MRI measurements 
result in high-dimensional time series, the dimensions of which 
correspond to the activity of different brain regions. Recently we 
have shown that Dynamic Time Warping (DTW) distance can be 
used as a similarity measure between BOLD signals of brain 
regions as an alternative of the traditionally used correlation 
coefficient. We have characterized the new metric’s stability in 
multiple measurements, and between subjects in homogenous 
groups. In this paper we investigated the DTW metric’s sensitivity 
and demonstrated that DTW-based models outperform 
correlation-based models in resting-state fMRI data classification 
tasks. Additionally, we show that functional connectivity networks 
resulting from DTW-based models as compared to the correlation-
based models are more stable and sensitive to differences between 
healthy subjects and patient groups. 
Keywords—fMRI; functional connectivity networks; dynamic 
time warping; classification 
I.  INTRODUCTION  
The functional organization of the human brain has long been 
studied with task-based functional magnetic resonance imaging 
(fMRI) measurements, however it has been shown that the 
synchronised spontaneous low frequency fluctuations of the 
BOLD signal during rest also represent the functional networks 
of brain areas [1]–[3]. Traditionally resting-state brain networks 
are analysed with techniques that imply static zero-lag linear 
dependence between brain regions, e.g. as the fMRI 
measurement results in a high-dimensional time series (one 1D 
time-series for each volume pixels a.k.a. voxels of the brain) the 
strength of functional connectivity between any pair of voxels 
is usually characterized with the Pearson correlation coefficient 
of the two measured signal [1]. Other methods for revealing 
functional networks like independent component analysis [4] 
are similarly popular in the neuroimaging community, yet they 
still rely on measures of linear dependence.  
On the other hand, growing number of neuroimaging studies 
suggest that functional networks display dynamic changes in 
connectivity strength [5]–[7], as well as varying phase 
difference (nonzero time-lag) between regions [8]. To address 
these issues we proposed to use Dynamic Time Warping 
(DTW) distance [9] as an alternative measure of similarity 
between BOLD signals [10]. We were able to show that DTW 
results in more stable functional connectivity than correlation, 
in multiple measurements and with different preprocessing 
strategies, since DTW can effectively handle non-stationary 
processes. 
Besides the fact that resting-state functional connectivity 
provides insight into the functional organization of the human 
brain, it also has great potential as a biomarker of several mental 
disorders. It has been shown that not only somewhat trivial 
differences like age-groups and gender can be classified via 
functional connectivity strength [11], [12], but there are 
encouraging results in case of mental disorders like 
Alzheimer’s disease or ADHD (Attention Deficit Hyperactivity 
Disorder) as well [13]–[15]. 
Based on the results of [10] we hypothesised that DTW based 
resting-state functional connectivity can be an applicable input 
of classification algorithms. In this paper we compare 
classification performances based on resting-state functional 
connectivity measured with DTW and correlation, to further 
validate our claim that the Dynamic Time Warping distance is 
indeed a suitable descriptor of connectivity between brain 
regions. For the comparison with other connectivity measures 
such as cross-correlation, see [10]. 
As models used to classify the fMRI data can be interpreted in 
terms of brain networks, we compare the resulting brain 
networks and demonstrate that DTW-based networks may 
reveal differences between the functional connectivity patterns 
of healthy subjects and ADHD patients. We discuss networks 
based on DTW and correlation, and illustrate that DTW-based 
networks may be preferable to correlation-based networks. 
The rest of the paper is organized as follows. Section II 
summarize the methodical background relevant to understand 
the paper, Section III presents our results followed by the 
discussion of the results in Section IV.       
II.   MATERIALS AND METHODS 
A. Data and preprocessing 
In order to assist reproducibility and to perform classification 
of fMRI data according to a standard protocol, we downloaded 
a preprocessed public resting-state fMRI database from the 
1000 Functional Connectomes Project, Addiction Connectome 
Preprocessed Initiative. In our study we used the MTA 1 dataset 
with the ANTS registered, no scrubbing, no global signal 
regression preprocessing pipeline. Detailed description of the 
preprocessing strategy is available at the homepage of the 
dataset [16]. The downloaded dataset contains 126 subjects’ 
resting-state data as well as phenotypic information including 
gender (25 females, 101 males), and childhood diagnosis for 
ADHD (40 subjects with positive, 86 with negative diagnosis).  
For a connectivity based classification we used an atlas of 90 
functional regions of interest (ROI) [17] to obtain 90 
functionally meaningful averaged BOLD signals per subject. 
From this 90 time series we calculated full connectivity 
matrices with Pearson correlation as well as with DTW. 
Possibly due to the registration process used in the published 
preprocessing, one ROI (Basal Ganglia 4) included no 
meaningful measurement data for any of the 126 subjects, 
therefore we used the remaining 89 ROIs, resulting in 3912 
individual connectivity features for classification.  
 
B. Dynamic Time Warping 
Dynamic Time Warping (DTW) is a distance measure between 
time series that takes potential shifting and elongations into 
account when comparing two time series. Although, it was 
originally designed for speech recognition [9], in the last 
decades, DTW was shown to work surprisingly well for time 
series classification [18], [19], thus it became one of the most 
prominent time series distance measures in the machine 
learning community, see e.g. [20] and the references therein. 
DTW is an edit distance, i.e., when comparing two time series, 
it calculates the “cost” of transforming one of the time series 
into the other one.  
Calculation of the DTW distance of two time series of length l1 
and l2, can be implemented as filling-in the entries of an l1 x l2 
matrix. This is illustrated in Fig. 1.We consider the first time-
series to be written on the left side of the matrix, whereas the 
second time series is considered to be written on the top of the 
matrix. Each entry of the matrix corresponds to the distance 
between two prefixes of the time-series. The entries can be 
filled-in column-by-column and row-by-row, beginning with 
the first row in the first column, followed by the second, third, 
etc. rows in the first column. Once a column is filled, we begin 
with filling-in the next column. In order to fill an entry D(i,j) of 
the matrix, we use the following rule:    
𝐷(i,j) = ‖t1(i)-t2(j)‖ + min(𝐷(i-1,j-1), 𝐷(i-1,j), 𝐷(i,j-1)) (1) 
where t1(i) denotes the i-th value in time series t1 and t2(j) 
denotes the j-th value in time series t2. Once the matrix is filled, 
the value in the entry D(l1,l2) is the DTW-distance of the two 
time series.  
Fig. 1. A, Calculation of DTW distance by filling out the DTW matrix. 
Elements of x1 correspond to rows, while elements of x2 correspond to columns 
of the matrix; w denotes the size of the warping window, the maximal allowed 
time-lag between two matched time series element. The optimal warping path 
is highlighted with dark grey. B, Formula to calculate entry (i,j): distance of 
x1(i) and x2(j) plus the minimum of the matrix entries (i-1,j), (i-1,j-1), (i,j-1). C, 
Optimal matching of the elements of x1 and x2 revealed by the DTW matrix. 
Adapted with permission from [19]. 
 
Once the matrix is filled, starting from D(l1,l2), by considering 
which of the neighboring cells has led to the minimum in Eq. 
1., we can construct the warping path, or, equivalently, the 
matching between the positions of the time series, see Fig. 1C 
for an example.  
In order to speed-up DTW-calculations, it is enough to calculate 
the cells close to the main diagonal of the matrix [9]. This 
corresponds to limiting the shifting that is allowed between 
matched positions of the two time series. In other words: we 
apply a warping window. For example, when calculating only 
the marked entries in Fig. 1A, the size of the warping window 
is w = 2.   
 
C. Classifiers 
 SVM 
The classification based on support vector machines has 
gained prominent reputation for various machine learning 
tasks. SVM objective is to find optimal hyperplane 𝑥𝑇𝛽 +
𝛽0 = 0, separating training examples of the both classes: 
 
min
𝛽,𝛽0
1
2
‖𝛽‖2 + 𝜆 ∑ 𝜉𝑖
𝑁
𝑖=1
 
  
(2) 
subject to ∀𝑖: 𝜉𝑖 ≥ 0, 𝑦𝑖(𝑥𝑖
𝑇𝛽 + 𝛽0) ≥ 1 − 𝜉𝑖  , where 𝑁 is 
the number of examples, 𝑥𝑖 ∈ ℝ
𝑑 is the vector of the 
subject’s features, d is the number of features, 𝑦𝑖 ∈ {−1,1} 
is the subject’s class, 𝜉𝑖 is so called slack variable indicating 
the proportion by which is the train example 𝑥𝑖 misclassified 
and 𝜆 ∈ ℝ is a hyper parameter controlling the tradeoff 
between hyperplane margin size and misclassification errors. 
The described linear SVM can be further refined by 
enlarging feature space based on some kernel function and 
thus learning a non-linear separator in the original feature 
space. 
 
 
 
 
 LASSO regression 
The least absolute shrinkage and selection operator is a 
regularized regression analysis method that performs feature 
selection, which makes it particularly useful in case of high 
dimensional datasets [21]. The LASSO’s objective is to find 
the parameter vector ?⃑? that minimizes the sum of squared 
errors and the regularization term: 
 ?⃑? = 𝑎𝑟𝑔 min
?⃑⃑?
1
𝑁
‖?⃑? − 𝑿?⃑?‖
2
2
+ 𝜆‖?⃑?‖
1
 (3) 
 where N is the number of examples, 𝑿 ∈  ℝ𝑁𝑥𝑑 matrix 
contains the cases, d is the number of features, ?⃑?  ∈  ℝ𝑁 
contains the desired output values, ?⃑?  ∈  ℝ𝑑 is the parameter 
vector, and 𝜆 ∈  ℝ is a hyper parameter controlling the 
regularization.  
 LASSO can be considered as a convex relaxation of the best 
subset selection regression problem, where the 
regularization term is ‖?⃑?‖
0
, the number of nonzero entries 
of the parameter vector. As L0 is not a norm, since no Lp norm 
holds the triangle inequality for p<1, the L1 regularization 
term used in Lasso regression is the best convex 
approximation of the subset selection problem. 
 
III. RESULTS 
A. Evaluation protocol 
In order to show that DTW is able to capture functional 
connections between regions of the brain, we used DTW 
distances as features for classification. In particular, we 
calculated the DTW-distance between each pairs of time series 
associated with the 89 ROIs. We set the size of the warping 
window to 100 s corresponding to 50 time-points, since during 
preprocessing, time-series are bandpass filtered with 0.01 Hz 
lower cut-off frequency. 
We performed experiments according to the leave-one-out 
cross-validation protocol with two different classification 
targets, ADHD and Gender, and with two widely-used 
classifiers, linear SVM and LASSO that were described in 
Section II. In case of both of these classifiers, in each round of 
the cross-validation, the value of the hyper parameter 𝜆 was 
determined using the training data only. In particular, we 
performed an internal cross-validation on the training data in 
order to select the value of 𝜆 that maximizes macro-averaged F-
measure, i.e., the evaluation metric we used to assess the quality 
of the models (see below).     
In all the aforementioned cases, we calculated F-measure, i.e., 
the harmonic mean of precision and recall, for both classes and 
averaged the F-measures of the two classes. This led to a macro-
averaged F-measure which we used to assess the quality of the 
classifiers.  
We compared the performance of classifiers using DTW 
distances as features with that of classifiers using correlation-
based features instead of DTW. In order to test if the differences 
between the performance of these classifiers are statistically 
significant, we used the binomial test suggested by Salzberg 
[22]. 
B. Results of SVM classification 
TABLE I. contains results of linear SVM classification for 
gender and ADHD targets. As can be seen, no statistically 
significant differences were observed for the gender 
classification. In fact, both classifiers output a very similar 
model favoring the major class.  For the ADHD classification, 
linear SVM based on the DTW dataset significantly 
outperformed linear SVM based on the correlation coefficient. 
TABLE I.  RESULTS OF LINEAR SVM CLASSIFICATION 
Average F-measure 
Classification targets 
Gender ADHD 
DTW 0.43 0.58 
Correlation coefficient 0.47 0.51 
Significance level 0.64 4.4E-02 
 
C. Results of LASSO classification 
The results obtained with LASSO classification are 
summarized in Table II. Both in case of gender and ADHD 
targets DTW based classification outperforms the correlation 
based method significantly.  
TABLE II.  RESULTS OF LASSO CLASSIFICATION 
Average F-measure 
Classification targets 
Gender ADHD 
DTW 0.74 0.60 
Correlation coefficient 0.42 0.44 
Significance level 4.01E-05 1.66E-02 
 
As LASSO accomplishes feature selection, beside the 
performance measured by macro-averaged F-measure, it is also 
an important question how many features are selected, and 
whether the selected features are stable through the outer cycle 
of the internal leave-one-out cross validation.  
We found that LASSO selects more features if connectivity is 
calculated with DTW, and these features are also more stable 
than in correlation based classification. The number of features 
that were selected at least 100 times out of the 126 cycles of 
cross validation based on DTW connectivity is 89 in case of 
gender and 70 in case of ADHD targets, while correlation based 
connectivity yields 61 stable features in gender classification 
and only 19 in case of ADHD. 
The fact that DTW based classification outperforms correlation 
demonstrates that DTW captures more relevant information of 
brain connectivity, since correlation based classification tends 
to overfit the data when it infers from more features. 
 
 
 
 
IV. DISCUSSION 
From the results presented in Table I and Table II, it is clearly 
visible that where meaningful classification was possible, the 
DTW based classifiers significantly outperformed the ones 
using correlation features, both with linear SVM and LASSO 
classifiers.   
Additionally to LASSO and linear SVM, we tried further 
classifiers as well, such as kNN and non-linear SVMs. 
According to our observations, these classifiers did not improve 
the accuracy of classification compared with the results 
presented in Table I and Table II. Most likely, the high number 
of features, which is known under the term of the curse of 
dimensionality, may explain the aforementioned observation.    
In particular, in case of SVMs as the training instances are 
already linearly separable in the original feature space, more 
complex kernels do not improve classification performance. On 
the other hand, kNN is known to be incapable to deal with the 
abundant volume of features, of which some might be 
irrelevant. For a more detailed discussion of the curse of 
dimensionality with special focus on kNN classifiers, see [23].  
In contrast to the aforementioned classifiers, LASSO is known 
to be useful in case of high dimensional datasets, even with 
relatively few training examples, since the enforced sparsity 
reduces the chance of overfitting when it is assumed that only a 
limited number of dimensions contain relevant information. 
This is consistent with our observations, according to which 
LASSO produced the most accurate classification both in case 
of gender and ADHD.  
Furthermore, LASSO’s feature selecting property holds 
additional value in biomedical applications. As in our case 
features are derived from connections between regions of the 
brain, the selected subset of relevant features determine a 
network of brain regions that differs most between the 
distinguished classes.  
Regarding ADHD, the emerging network that is able to 
differentiate between healthy subjects and patients affected by 
the disease is particularly interesting from the diagnostic point 
of view. We can visualize the selected stable features on graphs 
(see Fig 2.), where the nodes represent the corresponding ROIs, 
and the edges are the selected features either calculated with 
correlation or DTW. As we stated in the results section, the 
number of stable features based on DTW is much higher than 
in case of correlation, resulting in a network of 68 nodes (ROIs) 
and 70 edges with DTW and 33 nodes and only 19 edges in case 
of correlation. Nodes with more edges (high degree) are 
particularly interesting, as their connectivity patterns influence 
the classification results the most. The functional ROIs 
corresponding to graph nodes are visualized in Fig. 3, where the 
degree of the given node is color coded.  
 
 
Fig. 2.ADHD networks from LASSO classification A, Graph representation of 
the ADHD network based on correlation. B, Graph representation of the ADHD 
network based on DTW distance. The coloring and sizeing of nodes 
corresponds to the degree of the given node (pink – low degree, green – high 
degree). 
 
 
Fig. 3. ADHD networks from LASSO classification A, The nodes of the ADHD 
network based on correlation mapped back to the functional ROIs. B, The nodes 
of the ADHD network based on DTW distance mapped back to the functional 
ROIs.  The coloring of the ROIs correspond to the degree of the given node. 
 
Although ROIs found with both correlation and DTW can be 
explained based on previous ADHD research [24], [25], recent 
studies emphasized the role of large-scale brain network 
differences in ADHD [15], [26]. The network emerging from 
DTW-based features include more regions and more diverse set 
of connections. This network is able to capture differences 
between healthy and diseased subjects more efficiently, 
explaining the higher macro-averaged F-measure reached by 
the DTW based LASSO classification. 
Based on our results we can state that Dynamic Time Warping 
distance is a suitable measure of functional connectivity 
strength, since beside its demonstrated stability [10] it also 
emphasizes group differences resulting in better classification. 
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