Abstract. We prove that the group algebra KG of a group G over a field K is primitive, provided that G has a non-abelian free subgroup with the same cardinality as G, and that G satisfies the following condition ( * ): for each subset M of G consisting of a finite number of elements not equal to 1, and for any positive integer m, there exist distinct a, b, and c in G so that if (x
Introduction
A ring R is said to be (right) primitive if it contains a faithful irreducible (right) R-module, or equivalently, if there exists a maximal (right) ideal in R which includes no non-trivial ideal of R. The main purpose of this work is to determine, as generally as possible, for which fields K the group algebra KG of a non-noetherian group G is primitive.
The study of the primitivity of general group algebras has been a topic of much interest over the last few decades. In 1978, by a series of studies by Domanov [7] , Farkas-Passman [8] , and Roseblade [23] , a complete classification of the primitivity of group algebras of polycyclic-by-finite groups was given. In particular, it was determined that, for a polycyclic-by-finite group G, the group algebra KG is primitive if and only if its FC-center is trivial and K is not an absolute field. These groups belong to the class of noetherian groups. We note that it is known to be difficult to find a noetherian group which is not polycyclic-by-finite (see [20] ), and that almost all other known infinite groups belong to the class of non-noetherian groups, including free groups, locally free groups, free products, amalgamated free products, HNN-extensions, Fuchsian groups, one relator groups, and free Burnside groups.
In 1973, Formanek [9] showed that KG is primitive for any field K, provided that G is the free product of non-trivial groups A and B, both of which are not isomorphic to the infinite dihedral group. In 1989, Balogun [1] generalized this result to one for amalgamated free products. Since then, author Nishinaka gave two results on primitivity of group rings KG, one in 2007 [18] , and another in 2011 [19] ; one is a result for the ascending HNN-extension G of a non-abelian free group, and the other is for a locally free group G. In this work, we will give a result which generalizes these main results of [1] , [9] , [18] , and [19] . Consider the following condition:
( * ) For each subset M of G consisting of a finite number of elements not equal to 1, and for any positive integer m, there exist distinct a, b, and c in G so that if (x −1
m g m x m ) = 1, where g i is in M and x i is equal to a, b, or c for all i between 1 and m, then x i = x i+1 for some i. We will explain that if G is a countably infinite group which satisfies ( * ), then KG is primitive for any field K. More generally, we will prove the following theorem: Theorem 1.1. Let G be a group which has a non-abelian free subgroup whose cardinality is the same as that of G, and suppose that G satisfies ( * ). Then, if R is a domain with |R| ≤ |G|, the group ring RG of G over R is primitive. In particular, the group algebra KG is primitive for any field K.
As we discuss in Section 4, one can easily check that non-noetherian groups with free subgroups often satisfy ( * ); e.g., non-abelian locally free groups, amalgamated free products, or HNN-extensions will satisfy ( * ). Moreover, using Theorem 1.1, we will show that every group algebra of a one relator group with torsion is primitive.
In order to prove Theorem 1.1, we construct a maximal right ideal in KG which includes no non-trivial ideal of KG. We then show that the constructed right ideal is proper. To do this, we use graph-theoretic methods. In particular, we define what we call an SR-graph and an SR-cycle in Section 2, and show in Section 3 that the proof of Theorem 1.1 can be reduced to finding an SR-cycle in a certain SR-graph. Applications of Theorem 1.1 and future work are then discussed in subsequent sections.
For the remainder of this document, let N denote the set of positive integers, N 0 := N∪{0}, and [n] := {1, 2, . . . , n} for any n ∈ N. As mentioned, the results of Section 2 are established graph-theoretically. We do not assume much prior knowledge of graph theory, however, some basic familiarity is assumed; for any terminology and notation which we do not define as it is assumed particularly standard, we follow [6] (which can also serve as an introductory text if needed). Though it is nonstandard in modern graph theory, we use script letters to denote graphs so that our notation for graphs is easily distinguishable from our notation for groups.
SR-graphs
In this section, we define an SR-graph and an SR-cycle; we show that certain SR-graphs have SR-cycles. We write G = (V, E) to denote that G is a simple graph (undirected and without loops or multi-edges) having vertex set V and edge set E. We denote {v, w} ∈ E by vw when there is no risk of confusion. We let I(G) denote the isolated vertices of G, i.e., the set of all v ∈ V for which vw / ∈ E for all w ∈ V . We denote by C(G) the set of components of G, i.e., the set of subgraphs of G which partition G, so that in each subgraph any two vertices are joined by a path, and so that no vertices which do not lie in the same subgraph are joined by a path in G; we let c(G) := |C(G)|. We say that G is connected if
We let X(G) denote the set of all cut-vertices of G, i.e., the set of all v ∈ V so that c(G v ) > c(G). We begin with two definitions: Definition 2.1. Let G := (V, E) and H := (V, F ). If every component of G is a complete graph, and if E ∩ F = ∅, then we call the triple S = (V, E, F ) a sprint relay graph, abbreviated SR-graph. We view S as the graph (V, E ∪ F ), guaranteed simple as E ∩ F = ∅, with edges partitioned into E and F ; we denote S by (G, H) rather than (V, E, F ) when convenient.
Definition 2.2.
A cycle in an SR-graph (V, E, F ) is called an SR-cycle if its edges belong alternatively to E and not to E; more formally, we call cycle (
and only if i is odd, for some even c.
The class of SR-graphs is a subclass of the class of two-edge coloured graphs in which an SR-cycle is called an alternating cycle (see [10] ).
For the remainder of this section, fix S = (V, E, F ), G = (V, E), and H = (V, F ) so that V = ∅, every component of G complete, and S an SR-graph. Moreover, let H 1 , H 2 , . . . , H n denote the components of H with H i = (V i , E i ) over i ∈ [n]. We first address the case in which H i is a complete graph for each i ∈ [n] as follows: Theorem 2.3. If S is connected and each component of H is complete, then S has an SR-cycle if and only if c(G) + c(H) < |V | + 1.
Consider the following result of Grossman and Häggkvist [10] :
Before moving on, let us collect some straightforward observations: Remark 2.5. Assume that S, G, and H satisfy the hypotheses of Theorem ??.
, then without loss of generality, (i) S v is an SR-graph with components (G 1 , H 1 ) and (
where V 1 and V 2 are the vertex sets of (G 1 , H 1 ) and (G 2 , H 2 ), respectively.
We are now ready to prove Theorem 2.3.
Proof of Theorem 2.3. Before entering the heart of this proof, we show that
which holds trivially when |V | = 1. Assume, by way of induction, that |V | > 1 and that (1) holds for SR-graphs on fewer vertices. Fix v ∈ V . If v / ∈ X(S), then S v is connected and H v has complete components; thus, c(G v )+c(H v ) ≤ |V | by induction, and so (1) follows from Remark 2.5(I). If v ∈ X(S), then S v has components (G 1 , H 1 ) and (G 2 , H 2 ) by Remark 2.5(II)(i); by induction, c(G i ) + c(H i ) ≤ |V i | + 1 for i ∈ [2] , and thus (1) holds by Remark 2.5(II)(ii).
We are now ready for the crux of our argument. First, assume that S has an SR-cycle. We prove by induction on |V | that c(G) + c(H) < |V | + 1, noting that we may assume |V | ≥ 4. This holds trivially if |V | = 4, so assume |V | > 4 and, by way of induction, that the the result holds for SR-graphs on fewer vertices. This result holds trivially if S is an SR-cycle, so we may assume that there is C V so that S[C] is an SR-cycle.
Consider v ∈ V \ C. If v / ∈ X(S), then we can obtain the desired result with a similar argument to that which we used in the first paragraph when v / ∈ X(S) was assumed. Assume v ∈ X(S), in which case S v has components (G 1 , H 1 ) and (G 2 , H 2 ) by Remark 2.5(II)(i). Since v ∈ X(S) and G and H have complete components, either C ⊆ V 1 or C ⊆ V 2 ; say, without loss of generality, that C ⊆ V 1 . Then, by our induction hypothesis, c(
To prove the converse, by (1) , it suffices to show that if S has no SR-cycle, then c(G) + c(H) = |V | + 1. To that end, assume S has no SR-cycle. Our proof will again be by induction on |V |. If X(S) = ∅ then we may consider v ∈ X(S) and obtain the result with a similar argument to that which we used in the first paragraph when v ∈ X(S) was assumed. Assume X(S) = ∅. By Lemma 2.4, there is
For the remainder of this section, let I := I(G), W := V \ I, W i := V i \ I, and say H[W i ] = (W i , F i ). For any m 1 , m 2 , . . . , m k ∈ N, we let K m 1 ,m 2 ,...,m k denote the complete multipartite graph with partite sets of size m 1 , m 2 , . . . , m k , i.e., the graph (V ′ , E ′ ) so that V ′ can be partitioned into sets P 1 , P 2 , . . . , P k called partite sets, with |P i | = m i and vw ∈ E ′ if and only if v and w are in different partite sets for all v, w ∈ V . We let µ(K m 1 ,m 2 ,...,m k ) := max i∈[k] {m i }. We now handle the case in which each component of H is complete multipartite. Theorem 2.6. Assume that H i is a complete multipartite graph for each i ∈ [n]. If |I| ≤ n and |V i | > 2µ(H i ) for each i ∈ [n], then S has an SR-cycle.
In order to build to a proof of Theorem 2.6, we first prove two lemmas.
Lemma 2.7. Let U ⊆ V with U ∩ I = ∅, and let
, then there is w ∈ U with vw ∈ E, by definition. Moreover, there cannot be more than one such v for each such w; indeed, if we had v, v ′ ∈ U ′ with vw, v ′ w ∈ E, then we would have vv ′ ∈ E by the fact that G has complete components, implying that 
In the latter case, edges w j v j+1 , . . . , w i v i+1 , v i+1 w j form an SR-cycle. In the former case, since v j w j ∈ E and G has complete components, we must have v i+1 w j ∈ E, thus reducing us to the latter case. It remains to assume that our E-alternating path has the form {v 1 , w 1 , . . . , v i , w i }. By similar reasoning to that used in the previous paragraph, either w i v j ∈ F or w i w j ∈ F for some j ∈ [i]. In the former case, edges v j w j , . . . , v i w i , w i v j form an SR-cycle. Assume w i w j ∈ F . We may assume that j is the minimum number such that w i w j ∈ F and, moreover, that
Since w i v j+1 ∈ F by assumption, we see that there exists h with h = j such that w i w h ∈ F , where h > j by the minimality of j. It then follows, as H q is completemultipatite, that w h v j+1 ∈ F q ; so, the edges v j+1 w j+1 , w j+1 v j+2 , . . . , w h v j+1 form an SR-cycle.
We are now read to prove Theorem 2.6.
Proof of Theorem 2.6. Our proof is by induction on n. Assume n = 1, and say H 1 has partite sets P 1 , P 2 , . . . , P p . We note that if there are distinct i, j ∈ [p], and v i , w i ∈ P i and v j , w j ∈ P j with v i w i , v j w j ∈ E, then S[{v i , w i , v j , w j }] is an SR-cycle by definition. So, we my assume, without loss of generality, that elements of E join only vertices of P 1 (and thus, that P i ⊆ I for i = 1). However, as |V 1 | > 2|P 1 |, this implies that |I| ≥ |V 1 \ P 1 | > 1, so this case cannot occur, and thus the desired result holds when n = 1. Assume, by way of induction, that this result holds for all SR-graphs (V ′ , E ′ , F ′ ) satisfying analogous hypotheses, if (V ′ , F ′ ) has less than n components.
Suppose that there is i ∈ [n] with H[W i ] ≃ K 1,m for some m ≥ 2. Since |W i | = |V i | − |I ∩ V i | by definition, and since |W i | = m + 1 by assumption, it follows from our hypotheses that
. . , P k be the partite sets of H i , and let Q 1 = {w 0 } and Q 2 = {w 1 , w 2 , . . . , w m } be the partite sets of H[W i ]; without loss of generality, say Q 1 ⊆ P 1 and
. Moreover, if the vertices in Q 2 \ {w 1 } are removed from V , then the number of additional isolated vertices caused by the removing of those vertices is at most |Q 2 \ {w 1 }| by Lemma 2.7. Moreover |(I ∩ V i )| ≥ m by (2), and so it holds that Since
(as this is equivalent to I(H[W ]) = ∅ in this case), then we obtain the desired result by Lemma 2.8. So, it remains to assume that
Since the number of components of (V ′ , F ′ ) is n − 1, we may apply our induction hypothesis and prove this result if
we show that this must be the case. Let m := |W i |. Since H i is a complete k-partite graph and F i = ∅, W i is contained in a partition of H i , and so
On the other hand, by Lemma 2.7,
3. Proof of Theorem 1.1
Let G be a group and M a subset of G. We denote by M the symmetric closure
. . , M n of G consisting of elements not equal to 1, we say that M 1 , M 2 , . . . , M n are mutually reduced in G if, for each finite number of elements
. . , n} and M 1 , M 2 , . . . , M n are mutually reduced, then we say that x 1 , x 2 , . . . , x n are mutually reduced.
Let M 1 and M 2 be non-empty subsets of G consisting of elements not equal to freely generate a free subgroup. In general, we have the following: Remark 3.1. Let x i and y i , for i ∈ I, be distinct non-identity elements in G; let
and M 2 are mutually reduced, then Z = {z i , | i ∈ I} is a set of free generators of the subgroup of G generated by Z, where
Then, ( * ) stated in the introduction can be restated as follows:
( * ) For each subset M of G consisting of finite number of elements not equal to 1, there exist distinct
. In this section, we will prove Theorem 1.1 after first providing four lemmas. The first of these lemmas is a method established by Formanek [9] to prove the primitivity of group rings of free products. We call the method, which is based on the construction of comaximal ideals, Formanek's method. The second one is a basic result on primitive group rings due to Passman [21] . The other two lemmas are our own, and proofs for them will be provided after their respective statements.
In what follows, for the pair v = (f, g) of elements f and g in G, we denote the product f g of f and g byṽ. Lemma 3.3. Let G be a non-trivial group, m > 0, and n > 0. For any distinct, non-trivial elements f ij in G, over i ∈ [3] and j ∈ [m], and for distinct elements
:= {v ∈ V |ṽ =w for any w ∈ V with w = v}.
Then, if M 1 , M 2 and M 3 are mutually reduced, we have |I| > n.
Proof. Suppose, to the contrary, that |I| ≤ n. We regard V as a vertex set, and define two edge sets:
In order to utilize our work in Section 2, let G := (V, E), H := (V, F ), and S := (V, E, F ); we begin by proving the following claim:
S is an SR-graph which contains an SR-cycle.
Proof of Claim 3.4. Let us begin by showing that S is an SR-graph. Since each component of G is clearly complete by definition, to see that S is an SR-graph, we need only argue that E ∩ F = ∅. To see this, assume that vw ∈ F . Then, for i = j, v = (f, g) ∈ S i × {g} and w = (h, g) ∈ S j × {g} for some g ∈ T ; since M i and M j are mutually reduced and, in particular, f −1 h = 1,we have thatṽ =w. Hence, vw / ∈ E, and so S is an SR-graph.
It remains to argue that S must contain an SR-cycle. We do this by showing that S, G, and H satisfy the hypotheses of Theorem 2.6. To that end, let V g := S × {g} over g ∈ T . We first notice that
Next, we notice that, by the definition of F , each H[V g ] is a complete multipartite graph with exactly three m-vertex parts; in particular, over all g ∈ T , H g is complete multi-partite and |V g | = 3m > 2m = 2µ(H g ). It remains to show that |I(G)| ≤ n; as I = I(G) by definition, this follows from our assumption that |I| ≤ n.
By Claim 3.4, there is SR-cycle in S, say C = (V C , E C ) with E C = {e 1 , e * 1 , . . . , e s , e * s } in S such that e t = v t w t ∈ E and e * t = w t v t+1 ∈ F over t ∈ [s], and
By the definition of E, v t w t ∈ E implies that f vt g vt = f wt g wt , and therefore, if f vt = f wt then g vt = g wt , which contradicts the fact v t = w t . Hence we have that
On the other hand, w t v t+1 ∈ F implies that g wt = g v t+1 and (4) j t = i t+1 .
Since g wt = g v t+1 , it follows that
and g ws = g v 1 . Solving these equations yields
However, since f (4), which contradicts the hypothesis that M 1 , M 2 and M 3 are mutually reduced. Thus, we have reached the desired contradiction, and our proof is complete.
Lemma 3.5. Let G be a non-trivial group and n > 0. For each i ∈ [n], let f i1 , . . . , f im i be distinct elements of G, f ip = f iq for p = q, and let x il , i ∈ [n] and l ∈ [3] , be distinct elements in G. We set Proof. Suppose, to the contrary, that |I| ≤ m. We regard V as a vertex set, and set
where
and f ∈ S i . Note that |V | = 3nm; in particular, (x il , f ij ) = (x ps , f pq ) if and only if (i, l, j) = (p, s, q). In order to utilize our work in Section 2, let G := (V, E), H := (V, F ), and S := (V, E, F ); we begin by proving the following claim: Claim 3.6. S is an SR-graph which contains an SR-cycle.
Proof of Claim 3.6. Following similar arguments to those used in the first paragraph of the proof of Claim 3.4, we can see that S is an SR-graph; so, our task is to show that S has an SR-cycle. By definition of E, we have By Claim 3.6, there is SR-cycle in S, say C = (V C , E C ) with E C = {e 1 , e * 1 , . . . , e s , e * s } such that e t = v t w t ∈ E, e * t = w t v t+1 ∈ F , for t ∈ [s], and v s+1 = v 1 . Let v t = (x t , f t ) ∈ V it (f t ) with f t ∈ S it and w t = (y t , g t ) ∈ V jt (g t ) with g t ∈ S jt . By the definition of E, v t w t ∈ E implies that v t = w t and x t f t = y t g t , and so x t = y t . In addition, w t v t+1 ∈ F implies that j t = i t+1 , g t = f t+1 and y t = x t+1 . Hence,
. .
where x t = y t = x t+1 . Eliminating f 1 and g t 's in the above equations, we get
s y s = 1. But this contradicts the hypothesis that x i 's and y i 's are mutually reduced.
With these lemmas in place, we are now in the position to prove Theorem 1.1.
Proof of Theorem 1.1. Let B be the basis of a non-abelian free subgroup of G whose cardinality is the same as that of G. If |G| > ℵ 0 then |G| = |B|, and in addition, a two generator free group always contains a free subgroup generated by infinitely many generators. Thereby, we may assume that the cardinality of B is also the same as G. In addition, since |R| ≤ |G|, we have that |B| = |RG|. We can divide
As G satisfies ( * ), there are x b1 , x b2 , x b3 ∈ G with
are mutually reduced. We next define ε(b) and ε 1 (b) by
Note that ε(b) is an element in the ideal of RG generated by ϕ(b). Let ρ = b∈B ε 1 (b)RG be the right ideal generated by ε 1 (b) for all b ∈ B. If w ∈ ρ, then we can express w by
for some non-empty finite subset A of B and u b in RG. According to Formanek's method; Lemma ??, in order to prove that RG is primitive, we need only to show that ρ is proper; ρ = RG. To do this, it suffices to show that w = 1. (6), we obtain the following expression of ε(b)u b :
We can see that there exist more than |H b | isolated elements in the expression (8) of
, and 
which implies |Supp(w)| ≥ 2. In particular, w = 1. Thus, RG is primitive.
Finally, we shall show that KG is primitive for any field K. Let K ′ be a prime field. Since G satisfies ( * ) and |K ′ | ≤ |G|, we have already seen that K ′ G is primitive. By Lemma 3.2, it suffices to show that ∆(G) = 1. Let g be a nonidentity element in G. We can see that there exist infinitely many conjugate elements of g. In fact, if this is not the case, then the set M of conjugate elements of g in G is a finite set. Since G satisfies ( * )
2 ) = f for any f ∈ M, which implies (
Let G be a countably infinite group and g 1 , g 2 ∈ G with
and M x 2 are mutually reduced. By Remark 3.1, z 1 , z 2 is a free subgroup of G, where
Hence in Theorem 1.1, the assumption on existence of a free subgroup is not needed in the case of |G| = ℵ 0 .
HNN extensions and amalgamated free products
In this section, we use Theorem 1.1 to establish results concerning the primitivity of group algebras of HNN extensions and amalgamated free products; we extend results from [1] , [9] , [18] , and [19] . It is easy to see that a non-abelian free group, and more generally, a non-abelian locally free group, satisfies ( * ). In fact, if h 1 , . . . , h m are elements of a locally free group H for any m ∈ N, then they lie in a free subgroup X of H generated by a base set X with |X| > 1. For x, y ∈ X with x = y, let
where p is the maximum number of all the lengths of h j s, over j ∈ [m], with respect to X. We see that the associated M x i s are mutually reduced. Using Theorem 1.1, we can reprove the main theorem in [19] : KH is primitive for any field K provided H has a free subgroup whose cardinality is the same as that of H.
Let G be a group. For subgroups A and B of G, let G * = G, t | t −1 at = ϕ(a), a ∈ A be an HNN extension with base G and a stable letter t, where ϕ : A → B is an isomorphism. For g 0 , . . . g n ∈ G and ε i = ±1, where n ∈ N 0 and i ∈ [n], a sequence g 0 , t ε 1 , . . . , t εn , g n is said to be reduced if there is no consecutive subsequence t −1 , g i , t with g i ∈ A or t, g i , t −1 with g i ∈ B. For u = g 0 t ε 1 · · · t εn g n ∈ G * , if g 0 , t ε 1 , . . . t εn , g n is reduced, then we say that the product g 0 t ε 1 · · · t εn g n is a reduced form of u. By the normal form theorem for HNN extensions, if u = g 0 t ε 1 · · · t εn g n = 1, then either n = 0 and g 0 = 1 or n ≥ 1 and u is not reduced. Moreover, if u ∈ G * , then u is always uniquely expressed by the normal form, which is a reduced form, as follows:
where (i) g 0 is arbitrary element in G, (ii) if ε i = −1, then g i is representative of a right coset of A in G, (iii) if ε i = +1, then g i is representative of a right coset of B in G, and (iv) there is no consecutive subsequence t −1 1t or t1t −1 . In the above, as usual, 1 is the representative of both A and B. In what follows, for l 1 , . . . , l n ∈ Z, whenever we say that u = g 0 t l 1 · · · t ln g n = 1 is the normal form (resp. a reduced form) of u, it means that it is the normal form (resp. a reduced form), and also that
If A = G, then G * is said to be an ascending HNN extension of G. In this case, G * is isomorphic to the cyclic extension of G ∞ , where
G then G * is called a strictly ascending HNN extension of G. In [18] , one of the present authors proved that KG is primitive for any field K, provided that G * is a strictly ascending HNN extension of a non-abelian free group G. We can generalize this result as follows: Theorem 4.1. Let G be a group. For nontrivial subgroups A and B of G, let G * = G, t | t −1 at = ϕ(a), a ∈ A be an HNN extension with base G and a stable letter t, where ϕ : A → B is an isomorphism.
(1) If A ∪ B G and there exists g ∈ G such that either g −1 Ag ∩ A = 1 or g −1 Bg ∩ B = 1, then KG is primitive for any field K. (2) Suppose that G * has a free subgroup whose cardinality is the same as that of G. If A = G, B G, and G satisfies ( * ), then KG is primitive for any field K.
The next basic result on group rings is needed in the proof below. We refer the reader to Passman [22] for a detailed discussion of this topic. Proof of Theorem 4.1. We begin by proving (1) . By Theorem 1.1, it suffices to show that G * satisfies ( * ) and has a free subgroup whose cardinality is the same as that of G * . Replacing ϕ with ϕ −1 if necessary, we assume that there exists g ∈ G with g −1 Ag ∩ A = 1. We shall first show that G * satisfies ( * ). Let M be a set of finitely many non-trivial elements in G. For u ∈ M, let
be the normal form of u. Choose q ∈ Z so that q > nu j=1 |l(uj)| for any u ∈ M, and put
, where h ∈ G \ (A ∪ B) and q i = q + i; we will show that the M x i = {x −1 i ux i | u ∈ M} are mutually reduced, implying that G * satisfies ( * ). It suffices to show that, for each v 1 , . . . , v k ∈ ∪ 3 i=1 M x i with {v j , v j+1 } ⊆ M x i , there are l 1 , . . . l n ∈ Z and g 0 , . . . .g n ∈ G so that w = g 0 t l 1 · · · t ln g n is reduced and
Assume first that k = 1, and then
If either u 0 ∈ B or l 1 > 0, then the expression of v 1 in (11) is a reduced form. We may assume therefore that u 0 ∈ B and l 1 ≤ 0. Since
if l 1 = 0 (i.e., n = 0),
If l 1 = 0 and ϕ
then the expressions in (12) are respectively reduced. Substituting these for t q i ut −q i in (11), v 1 has a reduced form as in (10) for each case. We may assume therefore that
Note that if l 1 = 0 then u 0 = 1, and also that if
Since q i > n j=1 |l j | + i, we can proceed with this procedure for (12) under necessary assumption until we get
. Since both ϕ −q i (u 0 ) and ϕ −q i −l (a n u n ) are non-trivial and in A, where l = l 1 + · · · + l n , we see that
This implies that (10), respectively. If j = r then vv ′ also has a reduced form as in (10), and so it can be easily seen by induction on k that for each v 1 , . . . , v k ∈ ∪ It remains to prove that G * has a free subgroup whose cardinality is the same as that of G * . We may asume that |G * | > ℵ 0 . Recall that g ∈ G\A with g −1 Ag∩A = 1. If |A| = |G * | then we set (13)
, where x a = t −1 agt and y a = t −2 agt 2 .
Since ag ∈ A and g −1 a −1 a ′ g ∈ A, we have that x a = x a ′ and y a = y a ′ for a = a ′ . In paticular, |M 1 | = |M 2 | = |G * |. Moreover, it is obvious that M 1 and M 2 are mutually reduced, and so Z = {x a y −1 a , | a ∈ A \ {1}} generates the free subgroup whose cardinality is the same as that of G * by Remark 3.1. Next suppose that |A| < |G * |. Let S be the set consisting of representatives of a right coset of A in G. We have then that |S| = |G * |. In (13), replacing A with S, x a = t −1 agt with x a = t −1 at and y a = t −2 agt 2 with y a = t −2 at 2 , since for a, a ′ ∈ S with a = a ′ , both a and a −1 a ′ are not in A, we repeat the same argument as in the above, and get the desired result.
We now prove (2) . Let
We can easily see that G ∞ is a normal subgroup of G * , and also that G * is isomorphic to the cyclic extension of
If M is a set of finitely many non-trivial elements in G ∞ , then M ⊆ G i for some i ∈ N. Since G i is isomorphic to G, G i satisfies ( * ). It follows from Theorem 1.1 that KG ∞ is primitive for any field K. By Lemma 4.2, it remains to prove that ∆(G * ) = 1. Suppose, to the contrary, that ∆(G * ) = 1. Let g be in ∆(G * ) with g = 1. Since
On the other hand, as we saw at the end of the proof of Theorem 1.1, ∆(G) = 1, which implies g ∈ G. By the normal form theorem, there exist n, l ≥ 0 and f ∈ G such that g = t n f t −l , where f ∈ B(= ϕ(G)) if neither n = 0 nor l = 0. Replacing g with g −1 if necessary, we may assume that n ≥ l ≥ 0, and then f ∈ B unless l = 0. Since [G * : C G * (g)] < ∞, there exists m ≥ 1 such that t m gt −m = g, and so t m+n f t −l−m = t n f t −l , which implies f = ϕ m (f ) ∈ B. Hence we get l = 0; g = t n f , where n > 0 and f ∈ B.
which implies that
Since f ∈ B, we get h −1 ∈ B, a contradiction.
For the remainder of this section, let A * H B be the free product of A and B with H amalgamated, and suppose that A = H = B. For x ∈ A * H B with x ∈ H and for u i ∈ (A ∪ B) \ H (i ∈ [n]), x = u 1 · · · u n is a normal form for x provided u i and u i+1 are not both in A or not both in B. Although a normal form x = u 1 · · · u n is not unique, the length n of x is well defined and it is denoted here by l(x). If x ∈ H, we define l(x) = 0. For x, V 1 , . . . , V m ∈ A * H B, we write x ≡ V 1 · · · V m and say that the product
We consider the following condition on A * H B: ( †) B = H and there exist elements a and a * in A \ H such that aa * = 1 and a −1 Ha ∩ H = 1. It is clear that either aa * ∈ H or a * a ∈ H provided a and a * are elements as described in ( †). We shall prove the following theorem which generalizes [1, Theorem 3.1]: Theorem 4.3. Let R be a domain and G a non-trivial group which has a free subgroup whose cardinality is the same as that of G. Suppose that for each n ∈ N and f 1 , . . . , f n ∈ G, there exists a subgroup N containing f 1 , . . . , f n , such that N is isomorphic to A * H B which satisfies ( †). Then the group ring RG is primitive provided |R| ≤ |G|. In particular, KG is primitive for any field K.
If A = H = B, then A * H B always has a countable free subgroup. Hence, in Theorem 4.3, the assumption on existence of a free subgroup is needed only if |G| > ℵ 0 . By Theorem 1.1, to prove Theorem 4.3, it suffices to show that G satisfies ( * ). Since, for each n ∈ N and f 1 , . . . , f n ∈ G, there is a subgroup N = A * H B containing f 1 , . . . , f n such that N satisfies ( †) by assumption, we need only show that if A * H B satisfies ( †), then A * H B satisfies ( * ). In fact, if b ∈ B \ H and a, a * ∈ A which satisfy the conditions aa * = 1 and a −1 Ha ∩ H = 1, then for i ∈ [3],
are desired elements in A * H B, where ω i = l + i and l is the maximum number in the set {l(
x i (i = 1, 2, 3) are mutually reduced. We shall confirm this after preparing a lemma. If m > l + 1, then a reduced form of W has the form
Proof. Consider f ∈ G \ {1} with l(f ) = l. If a normal form for f begins with an element in A \ H and ends with an element in B \ H, then we say that f is of type AB. Similarly, we define the types BA, AA and BB. If l > 0 then f is of type one of the above four types. Let W = (a
If f is of type AA, then it is trivial that a reduced form of W has the form (16) . We may therefore assume that f is not of type AA. We first suppose that l = 0; thus f ∈ H. Clearly, if
is a normal form for W and is of the form (16). If
is of the form (16), where a ′ = a −1 b ′ a. Next suppose that l > 0 and f is of type AB. In this case, l ≥ 2. Let f = α 1 β 2 · · · α l−1 β l be a normal form for f , where α i ∈ A \ H and β i ∈ B \ H. If β l b −1 ∈ B \ H, then the assertion is trivial, and so we may assume that β l b −1 ∈ H and also that α
is of the form (16) and so is W = a −1 bW ′ . In the case of l > 2, we set β
H, by easy induction on l, we see that the assertion holds for W ′ and so is for W = a −1 bW ′ . Similarly, we can prove that a reduced form of W has the form (16) provided that f is of type BB. Moreover, if f is of type BA, then f −1 is of type AB. Therefore, replacing W by W −1 , it follows that the assertion holds when f is of type BA.
Proof of Theorem 4.3. For some n ∈ N, say M = {f 1 , . . . , f n } ⊆ G. By assumption, there exists a subgroup N with M ⊆ N and N ≃ A * H B which satisfies ( †). As mentioned at the beginning of this section, it suffices to show that M x i , over i ∈ [3] , are mutually reduced, where x i are as in (14) or (15) . Replacing a and a * in (14) by a −1 and a −1 * respectively, we can get the case of (15) , and so we need only show the case (14) ; to that end, let
and l is the maximum number in the set {l(f i ) | i ∈ [n]}, by Lemma 4.4, for each i ∈ [3] and each p ∈ [n], a reduced form of
for some non-empty word V ip . In either case, since aa * ∈ A \ H, a normal form of a −1 * W ip a * is of type AA. We have then that (17) g
which is of type BB, where a ′ = aa * . Therefore we have (18) g ip g jq ≡ X Corollary 4.5. Let R be a domain and G = A * H B. If G satisfies ( †) and |R| ≤ |G|, then the group ring RG is primitive. In particular, KG is primitive for any field K.
Proof. We need only to show that G has a free subgroup whose cardinality is the same as that of G. Let I be a set with |I| = |G|, and let a ∈ A \ H such that a −1 Ha ∩ H = 1 and b ∈ B \ H. If |A \ H| = |G| (resp. |B \ H| = |G|), then for each i ∈ I, there exists a i ∈ A \ H (resp. b i ∈ B \ H) such that a i = a j (resp. b i = b j ) for i = j. We have then that the subgroup of G generated by
, over i ∈ I, is freely generated by them. On the other hand, if |H| = |G|, then for each i ∈ I, there is h i ∈ H with h i = h j for i = j. Let
Since, clearly, M 1 and M 2 are mutually reduced, it follows from Remark 3.1 that the subgroup of G generated by z i = x i y −1 i , over i ∈ I, is freely generated by them.
We call the free product A * B of two nonidentity groups A and B a strict free product if A * B ≃ Z 2 * Z 2 . We call G a locally strict free product if, for each m ∈ N and g 1 , . . . , g m ∈ G, there exists a subgroup H of G which is isomorphic to a strict free product such that {g 1 , . . . , g m } ⊆ H. Clearly, if A * B is a strict free product, then it satisfies ( †), and therefore, the following corollary, which generalizes the result of [9] , follows directly from Theorem 4.3: Corollary 4.6. Let R be a domain and G a locally strict free product. Suppose that G has a free subgroup whose cardinality is the same as that of G. If |R| ≤ |G|, then the group ring RG is primitive. In particular, KG is primitive for any field K.
Primitivity of group rings of one relator groups with torsion
One relator groups, whose historical origins come from a study of the fundamental group of a surface, are perhaps one of the most interesting and well-studied class of infinite groups. In particular, residual finiteness of one relator groups is one of the main topics in combinatorial group theory since the 1960s, where a group is residually finite provided each non-identity element of it can be mapped to a nonidentity element in some homomorphism onto a finite group. Generally, one relator groups need not to be residually finite (see [2] , [4] , and [15] ). On the other hand, it has been conjectured by Baumslag [3] that every one relator group with torsion is residually finite, and it has been believed that the conjecture holds (see [26] and [24] ). More precisely, Baumslag conjectured that one relator groups with torsion are virtually locally free by cyclic (see [4] and [5] ). If G is a virtually (non-abelian) locally free by cyclic group, then KG is primitive for any field K by [19] . We cannot completely settle this conjecture, but, by making use of Theorem 4.3 (or Corollary 4.6), we can prove that KG is primitive when G is a one relator group with torsion: Theorem 5.1. If G is a non-cyclic one relator group with torsion, then KG is primitive for any field K.
In order to prove the above theorem, we prepare necessary notation and group theoretic results on one relator groups with torsion. Throughout this section, F = X denotes the free group with a base X. Let G = X |R denote the one relator group with the set of generators X with a relation R, where R is a cyclically reduced word in F . For a word W in F , if R = W n , n > 1 and W is not a proper power in F , then G is called a one relator group with torsion.
Let W be a word in F . We denote the normal closure of W in F by N F (W ). For a cyclically reduced word W , W F (W ) denotes the set of all cyclically reduced conjugates of both W and W −1 . If W i , . . . , W t are reduced words in F and W = W i · · · W t is also reduced, that is, there is no cancellation in forming the product
Lemma 5.2. Let n ∈ N and G = X |R , where W is a cyclically reduced word in F and R = W n .
(
The centralizer of every non-trivial element in G is cyclic.
The next two results in the lemma below are probably well-known to experts, but we include their proofs for completeness.
Lemma 5.3. For n > 1, let G = X | R with |X| > 1, where R = W n and W is a cyclically reduced word in F .
Proof. (1): If S ⊆ T or T ⊆ S, then the assertion is clear, and so we may assume S ⊆ T and T ⊆ S. It is obvious that
where a, . . . , b ∈ S, c, . . . , d ∈ T , s ∈ S \ (S ∩ T ), and t ∈ T \ (S ∩ T ). Let w be the reduced word for uv, say w ≡ u 1 v 1 , where u ≡ u 1 u 2 and v ≡ u
However, u 1 involves s but not t, and v 1 involves t but not s, which contradicts the assertion of Lemma 5.2 (1).
(2): Suppose , to the contrary, ∆(G) = 1; then, there exists 1 = g ∈ G such that [G : C G (g)] < ∞. By Lemma 5.2 (2), C G (g) is cyclic and in fact infinite cyclic because |G| is not finite. Thus G is virtually cyclic and so, as is well-known, there exists a normal subgroup N of finite order such that G/N is isomorphic to either the infinite cyclic group Z or the infinite dihedral group Z 2 * Z 2 (See [12, p137] ).
Since a one relator group with torsion is not isomorphic to Z or Z 2 * Z 2 , we may assume N = 1. In both cases of G/N ≃ Z and G/N ≃ Z 2 * Z 2 , there exists x ∈ G\N such that x G is a infinite cyclic subgroup of G. Since |N| is finite, then it is easily seen that there exists m > 0 such that x −m f x m = f for all f ∈ N, which implies N ⊆ C G (x m ); this is a contradiction, since a infinite cyclic group does not contain non-trivial finite subgroups.
Let X = {x 1 , x 2 , . . . , x m } with m > 1 and F = X . To avoid unnecessary subscripts, we denote generators, x 1 , x 2 , . . . , x m , by t, a, . . . , b. We consider the one relator group G = X |R , where R = W n , n > 1 and W = W (t, a, . . . , b) is a cyclically reduced word which is not a proper power. We assume that all generators appear in W . We shall see that there exists a normal subgroup L of G such that G/L is cyclic and L satisfies the assumption in Corollary 4.6. That is, G has the following type of subgroup G ∞ and L is a subgroup of it, which shall be shown in Proof of Theorem 5.1 below:
, where X ∞ = {a j , . . . , b j | j ∈ Z} and for each i ∈ Z, W i is a cyclically reduced word in the free group, which is as follows: F ∞ = X ∞ . Let α * ,. . ., β * be respectively the minimum subscripts on a, . . ., b occurring in W 0 , and let α * , . . . , β * be the maximum subscript on a,. . ., b occurring in W 0 , respectively. Then W i is a word expressed by
Let µ be the maximum number in {α * − α * , . . . , β * − β * }. For t ∈ Z, we set subgroups Q t and P t of G ∞ as follows:
. . , b t+β * G∞ and P t := 1.
Then P t is a subgroup of Q t and Q t has the following presentation:
In what follows, let ν := β * − β * ; replacing the order of a i , . . . ,
With Magnus' method for Freiheitssatz, we may identify G ∞ as the union of the following chain (see [14] or [13] ):
Lemma 5.4. If H is a subgroup of G ∞ generated by a finite subset Y of X ∞ ; namely H = Y G∞ , then there is a positive integer t so that H ⊆ G 2(t−1) and H ∩ P t = 1.
Proof. Since G ∞ = ∞ i=0 G i and G 0 G 1 · · · G 2i G 2i+1 · · · , there exists some s ≥ 0 such that G 2s ⊇ H. Let t be a positive integer satisfying (23) s + α * < t + α * , . . . , s + β * < t + β * .
Since s ≤ t − 1 and H ⊆ G 2(t−1) , to finish the proof, it suffices to show that H ∩ P t = 1. If µ = 0 in (20) , then the assertion is trivial, so assume that µ = 0. Suppose, to the contrary, there exists t ∈ N which satisfies (23) and H ∩ P t = 1. For brevity, we writeâ i andb i instead of a t+α * +i and b t+β * +i , respectively; namely, P t = â 0 , . . . ,â µ−1 , . . . ,b 0 , . . . ,b ν−1 G∞ . For j ∈ {0, 1, . . . , µ}, define P (j) t so that P t = P 
Then L is a normal subgroup of G and G/L is cyclic. We can see that L satisfies the (⋆). In fact, in (20) , if µ = 0 then the subgroup G 1 of L(= G ∞ ) is the free product Q 0 * Q 1 . If µ = 0 then G 1 = Q 0 * P 1 Q 1 . In the former case, a α * = a α * , in the latter case, a α * , a α * +1 ∈ P 1 , and in either case, a α * ∈ Q 0 and a α * +1 ∈ Q 1 . Let u = a α * a α * +1 . Then u is an infinite cyclic subgroup of L. In particular, u 2 = 1 in L. By Lemma 5.5, for any finite number of elements g 1 , . . . , g m and for u, there exists t > 0 such that u, g 1 , . . . , g m L * W t L , and thus L satisfies the (⋆) because W t = 1 and u 2 = 1, as desired. On the other hand, if for each x ∈ X, σ x (W ) = 0, say σ t (W ) = β and σ a (W ) = γ, then, replacing t by t γ both in X and in R, we define G by X | R , where X = {t γ , a, b, . . . , c}, R = ( W ) n and W = W (t γ , a, b, . . . , c). We set F = X , N = N F ( R) and N = N F ( R). We note that F , N and N are subgroups of F = X . Clearly, G is isomorphic to G. We may regard G as a subgroup of X | R ≃ F/N. Since F / N ≃ G ≃ G, we identify G with F / N and it suffices to show that G has a normal subgroup L which satisfies the (⋆) and G/ L is cyclic. Now, let M = N F (at β , b, . . . , c). Since σ t (W ) = β and σ a (W ) = γ, we see that
which implies W ∈ M and thus N M. Similarly to the previous case, we have a presentation of G ∞ = M/N as follows:
where X ∞ = {a i , b i , . . . , c i | i ∈ Z}, a i = t i at β−i , b i = t i bt −i , . . . , c i = t i ct −i , and W i = t i W t −i (i ∈ Z). In this case, G ∞ is not a subgroup of G, and therefore, we let L = (M ∩ F )/ N. Then L is a normal subgroup of G. Since G/ L ≃ F /(M ∩ F ) ≃ F M/M F/M ≃ t , G/ L is cyclic. To finish the proof, it remains to show that L satisfies the (⋆).
Since G is isomorphically embedded into F/N, it is clear that F ∩ N = N , so
Hence we may assume that L is a subgroup of G ∞ . Let g 1 , . . . , g m (m > 0) be in L with g i = 1. In case of n > 2, since L G ∞ , by Lemma 5.5, there exists t > 0 such that g 1 , . . . , g m G∞ * W t G∞ . We have then that 1 = W t ∈ L and ( W t ) 2 = 0 because n > 2, and so L satisfies the (⋆). On the other hand, in case of n = 2, let p > 0 be the maximum number such that either t pγ or t −pγ is appeared in W = W (t γ , a, b, . . . , c). Set v = t (p+1)γ at −(p+1)γ a −1 so that v ∈ F . Moreover, since σ t (v) = 0 and σ a (v) = 0, we have v ∈ M. That is, v ∈ M ∩ F and thus the homomorphic image v of v is contained in L. Suppose that v 2 = 1; namely, v 2 ∈ N. In view of Lemma 5.3 (1), a reduced word v 2 contains a subword S 0 S 1 S 0 such that S 0 S 1 is a cyclic shift of W and S 0 contains all generators appeared in W . Since only two letters t and a are appeared in v 2 , we have that W = W (t γ , a). Moreover, S 0 S 1 S 0 involves a subword of type a ε 1 t q a ε 2 with |q| ≤ |pγ|, where ε i = ±1. However, since |(p + 1)γ| > |q|, there exists no such subword in v 2 , which implies a contradiction. We have thus shown that v 2 = 1. By Lemma 5.5, for g 1 , . . . , g m and v, there exists t > 0 such that v, g 1 , . . . , g m G∞ * W t G∞ . Since 1 = W t ∈ L and v 2 = 1, we have thus proved that L satisfies condition (⋆).
