ABSTRACT The recent developments in the Internet of Things related technologies have caused a shift towards smart applications such as smart cities, smart homes, smart education systems, e-health, and online applications to run businesses. These, in turn, have introduced significant additional loads to the existing network infrastructures. In addition, these applications use big data and require relatively short response times. In this paper, we are introducing a new scheduling and routing approach to enhance the end user experience, and utilize the network resources by providing improved transmission speed for the big data applications. The approach considers the source and destination requirements in terms of data size, expected delay, link load, and link capacity. Extensive simulations are performed, and the results obtained show the efficiency of our approach against other competitive approaches in terms of in-network delay, network throughput, and dropped packets.
I. INTRODUCTION
In Internet of Things (IoT), the load caused by the data of heterogeneous nature is getting larger dramatically, due to high demand from various networks, such as wireless sensor networks (WSNs), data centers, cellular networks, personal and environmental monitoring devices which are also connected to the cloud [1] . According to the Cisco Visual Networking Index (VNI) [2] , [3] , there is a dramatic increase in mobile data traffic, which goes up to 18 times over the past five years. The volume of the traffic is expected to reach seven times as much as in 2016 by 2021. Moreover, the number of mobile devices is expected to become 11.6 billion by 2021.
Currently, IoT technology provides solutions to various systems. D2D communications can solve the problem of Vehicle-to-Vehicle (V2V) communications in Intelligent Traffic Systems (ITSs) for traffic control and safety applications [4] - [6] . Narrowband IoT (NB-IoT) is another low power cellular technology which provides a way to connect different devices that require a limited amount of data over a long period. NB-IoT has been used in various scenarios such as intelligent parking, intelligent meter reading, and smart hospitals [7] , [8] . Moreover, health monitoring, agriculture, smart city, and smart industry are other applications where IoT plays a significant role to improve the quality of life of people [9] .
The breakthroughs in IoT applications have been followed by significant investments to the field. European Union (EU) has invested more than 100 million Euros in a series of projects through Seventh EU Framework Programme (FP7 for R&D), and these projects will be actively deployed in smart grid, intelligent transportation, smart cities, etc. Similarly, South Korea invested 27.8 million U.S. dollars in IoT fundamental technology development, IoT testbed advancement, and IoT standardization [10] .
The IoT based applications are expected to be rapidly deployed in various areas, and the additional load caused by communicating billions of nodes can significantly affect the user experience. Many studies in the existing literature investigate efficient ways to transmit data back and forth between devices in the network. Different distributed and centralized (cloud-based) approaches are introduced to solve the problems caused by the additional traffic, where some other studies focus on security and privacy related issues [11] - [14] . In the centralized (cloud-based) approaches, the network information is used to enhance the transmission quality between the devices, since using the network information can enhance the routing of the data in the network. In this paper as well, we introduce a centralized scheduling and routing algorithm to enhance the end user experience.
In this paper, IoT network nodes are classified as source node, intermediate node, and destination node. The source nodes generate the data that needs to be transmitted, the intermediate node describes the node that data pass through to reach the destination, and the destination node is the node that will receive and execute the data generated in the source node. On the other hand, the cloud server is a server that can reach all nodes; it can know the status of the nodes in case there is a failure in one of the nodes in the network. The server is used to assign a path for the packets from the source node to the destination node.
Different centralized approaches focus on the data size, data type, and the applications used for the data to determine the path for a packet from the source to the destination [1] , [3] , [15] - [22] . However, these approaches did not consider the network experience for that type of packets and the size packets. In this paper, we are introducing a novel scheduling and routing approach that uses dynamic programming to determine the estimated best path that the packet can take according to its type, size, and the previous network experience for similar packets and the expected performance of the network. The contributions of this paper can be summarized as follows:
1. A new centralized routing and scheduling algorithm is proposed. 2. The new approach is evaluated through extensive simulations with another centralized routing and scheduling algorithms, and the results show that it performs better than existing ones in terms of a variety of quality of service (QoS) measures. The paper has been organized as follows. In Section II, we provide a brief review of the related work. Section III contains the assumptions, and system models for this paper. In Section IV, we identify and introduce our approach. In Section V, the details of the simulation, and the results used to evaluate the performance of the proposed approaches are discussed. In Section VI a brief summary and final remarks are presented.
II. RELATED WORKS
When application areas of IoT such as smart cities, smart transportation systems, cellular networks, and wireless sensor networks (WSN), are considered, one can easily see that many of them make use of wireless communications/transmissions quite extensively. It is possible to specify two main approaches that are focusing on improving the bandwidth usage and time delay in data delivery, which are distributed, and centralized approaches [1] .
A. DISTRIBUTED APPROACHES
The Distributed approach is mainly implemented through two popular ad-hoc routing protocols. The first one, DSR stands for dynamic source routing. It performs route discovery and route maintenance following a reactive approach [23] . In route discovery, it discovers the route from source to destination. If a node finds more than one way to reach the same destination, it stores that information. In case one route is broken then it can use one of the already stored alternative routes. The major problem with this approach that it does not perform well in high mobility, and high scale networks, as packet loss is high due to time spent to discover routes, where it checks all possible routes (broadcast the packet to all neighbors to check if there is a route or not). AODV stands for Ad Hoc on Demand Distance Vector. In this approach, if source node wants to communicate with the destination node, it will broadcast the RREQ (route request) to neighboring node and wait for the RREP (route reply) for a specific time period. Unlike the DSR, there is no need to update each and every routing table in the network. Only active nodes are required to be (up to date). If any link fails in the route, then all other active nodes will be updated, about the fact that this link is no more available and remove this link from the routing table. The problem with this approach is that it consumes extra bandwidth, comes with lower data rate, high error rate, cannot adapt to dynamic topologies and performs bad in cases of high scale networks especially in terms of energy efficiency [19] , [23] . Nevertheless, different variations of ADOV have been developed in the recent years. These Developed versions show high resilience against DoS attacks, using certain protocols such as PARSER [24] . However these variations rely on highly intelligent nodes compared with previous versions which in turn introduce higher demands in terms of computing power.
B. CENTRALIZED APPROACHES
These Distributed approaches has significant drawbacks such as high rate of packet loss, bad performance in high scale networks, lower data rate and high error rate, which makes the centralized network approach more preferable. In centralized network approach, all users connect to a central server, which is the acting agent for all communications. This server would store both the communications and the user account information. There are different types of centralized approaches, some require the packets to pass through the centralized node (sink node), where the cloud computing [13] , [14] enables users of sensor networks to fully utilize wireless technologies in storing, sharing and retrieving the collected data by sensors anytime and anywhere. However, the support of the cloud may have some limitations due to security and privacy related issues. Other approaches manage the flow of the packet in the network. CAR Context-aware routing (CAR), is a new developed centralized approach that uses the cloud as an extra level of data-request processing to improve network performance in terms of data delivery [1] . It considers source and destination requirements in terms of data size, delay, link capacity, and available applications on the operating devices as well. This approach is unlike other approaches where intermediate nodes are randomly selected regardless of the application. In the central server (in the cloud) the shortest/fastest path is calculated, which is defined as the minimum number of hops (intermediate nodes) and maximum capacity, supporting the requester application. Once the link is established, a peer-to-peer communication model is applied to maintain the lowest delay and most efficient bandwidth utilization between two end users (clients) of the link. The source node requests a path from the centralized server (possible path, according to the application needed), then choose the best (shortest) path. The cloud server sends path for the packet from source to destination according to the available paths, data size, applications needed. The intermediate nodes check the neighbor node to send the packet if a failure occurs, it requests a new path from the cloud server. The destination node checks the packet and the route between it and the source. The shortest path algorithm used to calculate the path is Dijkstra's Algorithm. The contest-aware approach outperformed CUR (context-unaware routing) regarding average data request in-queue delay, in-network delay, and drop rate [1] .
Centralized channel assignment approach, is developed for the Multi-Channel wireless mesh networks (WMN). In this approach, a channel allocation algorithm is introduced, and the routes are assigned for the packets through one of the following:
• shortest path routing and • randomized multi-path routing Channel assignment depends on the expected load on each virtual link, which depends on routing. Given a set of communicating node pairs, the expected traffic between them, and the virtual link capacities, the routing algorithm determines the route through the network for each communicating node pair. The resulting routes populate the routing tables of all the nodes. In [21] , it is shown that multi-channel affects the overall time of a packet in the system significantly. In this study as well, we use the Randomized multi-path routing, but it is modified so that the random assignment process is performed from among the possible shortest paths.
Please note that none of the proposed approaches introduce a comprehensive framework that uses the previous network experience to enhance the end user experience. To the best of our knowledge, in this paper, a new network experience scheduling and a routing approach is introduced that uses previous network experience for similar packets type, and packet size, to determine the estimated best path for that packet to be transmitted from source node to the destination node, taking into consideration the network performance for the first time.
III. SYSTEM MODEL AND ASSUMPTIONS
In this section, we explain our assumptions and our system models. The network under study is assumed to be single channel rather than multi-channel, to be able to compare the efficiency of routing approaches. In Table 1 abbreviations used in this study are introduced. Nodes describe the devices that generate, receive, or transmit the data that needs to be delivered. Packet stands for the data that is going to be transmitted from source node s to destination node d . All the nodes within radius r can communicate with each other {node 1 , . . . ., node m }. All of the nodes in the network are connected to the server. Each node i has a buffer of size q. node i cannot generate a new p if the buffer is full and currently executing p j . Each p j has its own service time, depending on the packet type, and packet size. All nodes in the network {node 1 , . . . ., node n } share the same functionality, to measure the performance of different proposed routing approaches.
A. NETWORK AND TRAFFIC MODELS
The nodes represent the devices that generate, transmit, and receive the packets. The nodes are connected through nondirected links [25] . The nodes use IEEE 802.11a/g for transmission, with data rate of 54Mbps [26] . node i can communicate with all its neighbors {node 1 , . . . , node m } within radius r, as illustrated in FIGURE 1. The radius varies from one node to another, and the nodes are distributed uniformly. At the center, the server is located. All nodes in the network {node 1 , . . . , node n } can communicate with the server at any time, requesting a path for packet p j from node s to node d . In case there is a failure in node i (or node i is out of server coverage) all paths, that include node i are going to be updated accordingly. In case there is an update in the position of one of the nodes node i , paths are going to be updated accordingly. The links between the nodes are updated from the server, divided into 4 categories, Blocked links, High load links, Normal load links, and low load links.
B. NODE MODEL
For each node, there is a queue (buffer) that contains, the packets {p 1 , . . . , p qMax } that are generated from the node, or transmitted to the node. The queue (buffer) follows First in First out (FIFO) scheduling, so the priority for the packets are according to the arrival time of the packet p j at node i . For each p j there is a service time that depends on the packet type, and packet size assuming all nodes share the same performance (computational power is 6.75KB/ms for each packet in the network). Once there is a packet in the queue, the node node i checks if the packet has a path or not, or its destination node is itself. In case of no path to the destination, the node node i request a path from the server to the destination node d . In case the following node in the path is not reachable the packet will be pushed back into the queue (only 5 times, then the packet will be discarded). Once a packet is generated, the destination node node d expectes the packet from the source node node s . If one of the expected packets p j did not come within limited time, node d will request the packet again to be sent from node s .
C. CLOUD SERVER MODEL
The server model, differs from one algorithm to another, as it is the critical phase. Each node s requests a path from the server. According to the proposed algorithm the server assigns the path for the packet p from node s to node d . In case there is a failure in one of the nodes node i , or the node is out of the range of its current neighbors {node 1 , . . . , node m }, the paths that include node i as intermediate node are regenerated, corresponding to the new position of node i .
D. MODELS USED FOR EVALUATION
In this paper, we consider End-to-End time as the overall delay time for a packet in the system. We consider the delay definition which depends on the number of hops (intermediate nodes) as ϕ (node i , node j ) [27] , and queueing time (node i ). ϕ represents the delay between two nodes and ϕ represents the queuing time that packet p i took in the queue of the node i .
The throughput is considered as the number of packets successfully transmitted from the source node s to the destination node d [27] .
Path elimination model is a part of the network experience process. The server use path elimination method to eliminate certain paths that are expected to cause a drop for the packet, or a very high delay time, which exceeds the packet life time.
Finally, expected performance method is used in our proposed approach. It records the requests from the source nodes node s into memory and according to the previous performance of the network to the requested type of packet. After the elimination process, the server uses the expected performance of the network to choose the most suitable path for the given packet p j , according to the scheduling of the possible paths to node d .
IV. NETWORK EXPERIENCE APPROACH
In Network experience approach, the packet passes through two main phases, 1) the node phase, 2) server phase. In the node phase, the packet can be in source node node s , where there is no path identified to the required destination. In the intermediate node node i , the node checks the path of the packet, and transmit the packet p to the following node in the packet path, if and only if, the following node is reachable. The packet is executed in the destination node node d . During the execution of a packet p j , node d cannot transmit packets to the neighbours {node 1 , . . . , node m }, however, it can receive packets, and those packets are added to the node d queue (buffer). The packet p j will be dropped in the case that the queue is full. The packet time limit, identify the maximum time the node d waits to receive p j from node s , before sending a request message to node s , to send the packet p j again. Once a packet is received by node d , the node removes it from the expected packets list, and checks if the packet was delivered before or not to execute it.
Once the server receives a request for a path from node s to node d , the server relies on the previous network experience for similar packets using expected performance model, and the current network estimated load to eliminate the paths using path elimination model, that might cause a drop for a packet, or the time delay for that packet p j to reach node d exceeds the packet time limit. The threshold, for the path elimination, differs from one packet to another, as it depends on the network experience for that type of packets and current load on the system. The server estimates the delay in one path, according to previous requests, and estimates service time for packet p j , according to previous experience for the similar packet type, and packet size.
Three different routing approaches are proposed in this study which use the network experience to determine the path for p j , from node s to node d . The first routing approach is minimum load approach, which chooses the path that has the minimum load to transmit the packet from node s to node d , and the chosen path will be recorded for the following requests with similar packets, to update network experience data. The second approach is the shortest path approach. The approach chooses from the possible paths (with a low percentage of packet drop, and acceptable time delay), the shortest to send the packet from node s to node d , and the data is recorded for the next request accordingly. The third approach is random assignment approach, where after eliminating the paths that have a high percentage of packet drop, or have a high time delay, among the remaining paths one of them is chosen randomly following uniform distribution. Pseudocode description of the algorithm used for the source node node s is given below (Algorithm 1). The source node generates the msg data and requests a path to the destination node node d from the server. Following that, the server sends the path to the source node node s . In case of failure, if there is no path to the destination node node d , server will send no path to the source (negative response). In case of no path, the node s will push the packet to the queue (buffer), and will process it in its order. In case there is a path, source node will start transmitting the packet p j to the following node node i in the path. Once the path is assigned, the packet details are added to destination node node d . Pseudocode description of the approach used for the intermediate node node i is given in Algorithm 2. node i checks the path for the packet p j , then checks if the following node in the path is reachable or not. If the following node in the path is reachable, it starts transmitting the packet p j , otherwise, node i sends setup message to the server, requesting new path for the packet p j . Upon receiving the setup message from the server, the node i start transmitting to the following node in the path of p j , or push it back to the buffer.
Algorithm 1
Pseudocode description of algorithm used for destination node node d is given below (Algorithm 3). The node checks if the packet p j destination node is the current node node d . Then checks if the packet is fully received. If yes then the packet is removed from the expected list. Once the packet is received, the node starts executing the packet. In case that the packet is duplicated, node d will drop the packet as it was previously executed.
A pseudocode description is also provided for the server in Algorithm 4. The server updates the status of the nodes in the system (checks if there is a failure in one of the nodes), following this, it updates the status of the nodes in (N) , depending on the number of nodes and a constant number of paths, using the dynamic programming. Pseudocode description of the path elimination model is presented as Algorithm 5. This model checks the set of limited number of paths from source to destination. The paths that exceeds the packet time in the system + estimated delay time, are eliminated from the list of possible paths. Prioritization process follows the elimination process, as the model prioritize the list and chooses the best match path according to the routing algorithm (Minimum load path. Minimum distance path, Random path).
V. PERFORMANCE EVALUATION
The proposed Network experience approach is simulated in this section. The in house simulation program is developed using Java (OOP). The new approach is evaluated against, context-awareness (CAR), and Random routing approaches. These two approaches represent our comparison baselines in priorityQueue.push(path) 5: if priorityQueue.isEmpty() == False : 6: return priorityQueue.top() 7: else : 8: return null this paper. We have conducted on the packet level that allows us to measure the performance of these different approaches.
The generation of the network nodes {node 1 , . . . , node n } follows the proposed Network and Traffic Models. According to analyses done on the data retrieved from the European Project SmartSantander. The traffic distribution, aggregated by temperature bins, follows up a Poisson distribution model [28] . The packets arrival time for our system follows Poisson distribution for an identified number of occurrences. The possible paths were generated (and updated) using a modified version of Dijkstra's Algorithm. The arrival time was assigned to the generated packet p at the beginning of the simulation, with a source and destination for each packet. Simulated network nodes {node 1 , . . . , node n } maintain the proposed Node Model. Simulated network server maintains the Cloud Server Model.
A. PERFORMANCE MATRIX
To compare the performance of Network experience approach, the following three performance metrics are used: 1) Rate of packet drops: number of dropped packets over the total number of packets, the packet drops in two cases: a) If there is a failure in the node (outside the range, a problem occurred) b) if the queue of the node (the buffer) is full and cannot receive any packet at the moment 2) Throughput: the number of packets served per unit time.
3) Average End-to-End Delay: this is the average time that each data packet spends in the network, from the source node to the destination node. While studying these performance metrics, we vary the following parameters: 1) Arrival time: represents the time that the event will occur in the system. 2) Service time: represent the time is spent being served in the destination node. 3) Type of packet: represents the packet in the system which is text, voice, and video, etc. (it vary from network to another, as the priority is given to one kind over another, or they are all equal). 4) Number of packets arriving in the system: represents the total number of packets the system 5) Queue size: represent the size of the buffer queue each node has 6) Number of nodes: The number of nodes that are covered by the centralized node (the server node)
B. SIMULATION RESULTS
The simulation program employed is a discrete event simulation program. An event-based scheduling approach is taken into account which depends on the events and their effects to the system state. The system stops sampling once the Average End-to-End, and Throughput of all proposed approaches fall within the confidence interval. Relative precision which is one of the most commonly used stopping criterion is employed for the simulation. In this method, the simulation is stopped at the first checkpoint when the condition δ ≤ δmax is met. Where δmax is the maximum acceptable value of the relative precision of confidence intervals at the 100(1−α) % significance level, 0< δmax<1. The results obtained from the simulations are within the confidence interval of 5 % with a confidence level of 95 %; therefore, in the simulation, both default values for α and δ are set to 0.05. Furthermore, 20 trials were used to form simulation average for the matrices. Parameters were formed as a baseline using an average of 20 trials per simulation for the behaviour of the system. A set of tests were made to measure different aspects of the system behaviour while simulating the proposed approaches. The data collected from the simulation has the same behaviour as the benchmark approaches presented in studies [1] , [21] .
1) CONFIDENCE TEST
In modeling and simulations confidence intervals are frequently used as a method of validation [26] , [29] . For x 1 , x 2 , x 3 , . . . , x n population, the sample mean is calculated as follows.x
And the sample standard deviation s as
The confidence interval is point estimate ± error margin. It is calculated between the interval [L,U], where L is the lower limit, and U is the upper limit. The confidence interval for a population of x is
where z c is the critical value e for the normal distribution for confidence level c. The values for z c can be found in statistical tables, where TABLE 3 shows a sample from the table.
C. BUFFER SIZE TEST
The test measures the effects of the node's buffer size on the network performance. Fixing the other parameters, as transmission rate 54Mbps for IEEE 802.11a/g, arrival rate is 4 packets / milliseconds following Poisson distribution, the service time for the packet is 15 milliseconds (packet size is 54Kb), for 10000 packets, and 50 nodes network. As seen in FIGURE 2, Random routing and network experience with random routing are the worst in the list, however, CAR approach and Network experience approach with minimum weight (NEAMW) routing behave similarly. Nevertheless, Network experience approach with the minimum distance (NEAMD) is the best in terms of minimum Average End-to-End. FIGURE 3, shows that almost all approaches had the same throughput, which implies that there is no such effect for the buffer size on the Throughput using different routing and scheduling approaches. In addition to that, in FIGURE 4, the Number of Re-requested packets for Random routing approach is the highest, followed by modified Network experience with the random assigning (NEAR) route. On the other hand, the Network experience approach with minimum distance and minimum weight behaved better than CAR approach.
1) NUMBER OF NODES TEST
This test measures the effects of the number of nodes in the network system performance. The arrival rate is again taken as 4 packets / milliseconds following Poisson distribution, where the service time of 15 milliseconds (packet size is 54Kb), the number of packets is 30 * (number of nodes). As seen in FIGURE 5, FIGURE 6, FIGURE 7, all proposed approaches behaved similarly to the change in the number of nodes in the network. We can observe that the number of nodes in the network is not one of the main factors affecting the performance with different routing and scheduling algorithms.
2) NUMBER OF PACKETS TEST
The purpose is to measure the performance of the system when there is a high load on the network (high traffic). The arrival rate is 4 packets / milliseconds, service time 15 milliseconds (packet size is 54Kb), for 50 nodes network. FIGURE 8 shows that Random routing and NEAR are the worst in terms of Average End-to-End delay. On the other hand, NEAMW routing behaves similarly to contextawareness approach (CAR), but when the load gets higher, NEAMW behaved slightly better. NEAMD behaves the best in terms of Average End-to-End. FIGURE 9 compares the Throughput between the proposed approaches. All of the proposed approaches have similar Throughput. In FIGURE 10 , a comparison between the Number of Re-requested packets was simulated, as seen, Random approach tend to behave worse than other approaches in terms of the packets dropped in the network, proportion to the increase in the number of packets. On the other hand, NEAMD was the best approach in utilizing the data flow on the network and has the least number of packets dropped, followed by NEAMW. The results also show that Network experience approach can enhance the system performance, for high load cases, in terms of, utilization of the network resources, and the end user experience (as the delay is lower), and the number of packets that the network can execute. This test is important in high load applications, and applications, where speed is important, such as hospital systems [30] .
3) ARRIVAL RATE TEST
The test measures the effects of the arrival rate of a packet to the network, on the performance of the system. The test checks the high load on the system from another aspect. We fixed the transmission rate 54Mbps for IEEE 802.11a/g, the number of packets to 10000, service time of 15 milliseconds (packet size is 54Kb), for 50 nodes network. FIGURE 11 illustrates the Average End-to-End delay. The NEAMD outperform other approaches, followed by NEAMW and CAR approach. On the other hand, Random routing was the worst in terms of Average End-to-End delay, however, NEAR was better than normal Random routing. FIGURE 12 compares the Throughput of the proposed approaches. As the results show, all approaches behave similarly. FIGURE 13 shows the Number of Re-requested packets for these approaches, for the high rate the proposed approaches behave better than the low rate for packet arrival to the system. These results are depending on the packets and the order of occurrence, which in this study assumed to follow Poisson distribution. We can conclude that for fast delivery, Network experience approach outperform other proposed approaches, however, they behaved similarly in terms of Throughput.
4) DIFFERENT PACKET TYPES TEST
Tests the system performance for different packet types. This test can reflect the performance of the proposed approaches in the heterogeneous networks. We fixed the transmission rate 54Mbps for IEEE 802.11a/g, the arrival rate as 2 following Poisson distribution, packet size is proportional to the packet type (3 * packet type) Kb, the number of packets is 100 * (Number of different packet types). FIGURE 14 shows the Average End-to-End as seen, NEAMD behaves better than other approaches, on the other hand, Random routing behaves worse, but the NEAR shows better performance, reflecting the impact of using the previous Network experience in heterogeneous systems. FIGURE 15 compares the Throughput of the proposed approaches. As illustrated, all approaches behave similarly. FIGURE 16 compares the Number of Re-requested packets, NEAMD and NEAMW are the best in utilizing the resources. On the other hand, other approaches, such as CAR approach, and Random is the worst in terms of utilizing the network, although NEAR behaves better, relative to Random routing. We can conclude that Network experience can enhance the end user experience, and reduce the Average End-to-End for the packets, and Number of Re-requested packets, which is proportional to the number of dropped packets as seen the FIGURE 17.
VI. CONCLUSION
In this paper, the performance of CAR, Random routing, and Network experience approaches are examined. According to our results, using previous Network experience to determine the routing path for the packets, can enhance the performance of the overall network significantly. In highly loaded systems, the numerical results indicate that using Network experience approach can enhance the Average End-to-End by around 20%, compared to CAR approach and by 35% compared to Random assignment. Furthermore, it reduces the number of Re-requested packet by around 12% compared to CAR approach. In heterogeneous systems (where there are various type of packets with different service times), Network experience approach shows enhancement of nearly 30% compared to the proposed approaches for Average Endto-End. In addition to that, a further reduction of nearly 25% is observed for the Re-requested packets, and dropped packets in the system. In conclusion, in large-scale applications such as IoT, heterogeneous networks, and networks with high load, Network experience approach can enhance the network performance and utilize the network resources which affects the end user experience significantly. 
