This paper presents a new methodology for diagonal dominance of large-scale systems via eigenstructure assignment. For a given large-scale system in general form, an equivalent descriptor system in the input-output decentralized form is defined. Sufficient conditions for diagonal dominance of the closed-loop system are introduced. These conditions are in terms of the isolated subsystems. Based on them, interactions between subsystems can be considered as external disturbances for each isolated subsystem. Then a previously proposed approach is used for disturbance attenuation via dynamical output compensators based on complete parametric eigenstructure assignment. By attenuating disturbances, closed-loop poles of the overall system are placed in a desirable region, by assigning the eigenstructure of each isolated subsystem appropriately. The presented algorithm alleviates the necessity of choosing a suitable frequency in designing a pre-compensator, as required by previous methods. The designed controller is in the decentralized form and plays the role of pre-compensator as well. An illustrative example is given to show the effectiveness of the proposed method.
Introduction
The classical techniques of frequency domain design for single-input-single-output systems have been generalized and applied to multivariable feedback systems by Hawkins (1972) , Rosenbrock (1974) , MacFarlane and Kouvaritakis (1977) and Patel and Munro (1985) . Rosenbrock's diagonal dominance design method consists essentially of determining a multivariable precompensator matrix K, constant or dynamic, such that the resulting forward path-transfer function G(s)K is diagonal dominant. When this condition is fulfiled, a diagonal compensator matrix C(s) can be used to implement single-loop compensators as required to meet the overall design specifications (Chughtai and Munro 2004) . Various attempts have been made to determine a pre-compensator such that the resulting system is diagonal dominant. In many cases, however, this is very difficult to achieve. Manual cut-and-try methods, which were the ones originally suggested, often fail to achieve diagonal dominance with reasonable effort (Maciejowski 1989) . Hawkins (1972) has proposed a pseudo-diagonalization scheme which attempts to minimize the off-diagonal effects at specific frequencies using a constant compensator. In Hawkins (1972) it is assumed that inverse arrays are to be used, but his method can be applied equally well to direct arrays; the methodology gives a constrained minimization. By using Lagrange multiplier methods, this can be shown to lead to an eigenvalue problem, so the solution can be obtained easily (Patel and Munro 1982) . Ford and Daly (1979) has extended this approach to dynamic compensators. Pesudo-diagonalization can be applied to either direct or inverse Nyquist arrays (Maciejowski 1989) . A practical difficulty arises if a dynamic compensator is found for an inverse array: its inverse needs to be realizable (Maciejowski 1989) . MacFarlane and Kouvaritakis (1977) has suggested the ALIGN algorithm for diagonal dominance achievement. However, all of these algorithms are designed to obtain dominance at a particular frequency which is normally selected by trial and error. The overall dominance, obtained by the compensated system, depends on the selected frequency. These algorithms can be modified for the multi-frequency case, by selecting certain frequencies and finding the most appropriate pre-compensator for them (Patel and Munro 1982) . In Nobakhti et al. (2003) , genetic algorithms (GA) were used to achieve diagonal dominance. The method is powerful and gives good results. The algorithm presented in Nobakhti et al. (2003) alleviates the necessity of choosing a suitable frequency in designing a pre-compensator, as required by previous methods. However, it inherits the problems associated with GAs in that it requires substantial computational effort and in general the designed controller is a centralized one. In Chughtai et al. (2004) a new method for determining a constant pre-compensator for reducing the effects of interactions in multivariable systems is presented. It is shown that linear matrix inequalities (LMIs) can be used in the design of precompensators to achieve diagonal dominance. The method is then modified to reduce the conservatism by the introduction of scaling as an LMI variable and a path-shaping matrix. The path-shaping matrix enables a designer to find an optimal pre-compensator to achieve a specific forward path structure. In this method frequency selection is removed and the LMIs formulated in this paper are computationally cheap compared to GAs. This method however, has its own problems, i.e., it gives a centralized controller and finding path-shaping matrix is found by trial and error. The feasibility of LMIs problem should also be considered.
Decentralized control with Nyquist like methods can be very effective, if one can obtain the required degree of diagonal dominance fairly easily. Some attempts have been made to obtain a diagonal compensator to achieve diagonal dominance. Mees (1981) suggested that the diagonal dominance with a real, constant compensator may be obtained by choosing the elements of a constant diagonal compensator to be the elements of the PerronFrobenius right eigenvectors of the properly approximated matrix. Patel and Munro (1982) pointed out that dynamic compensation could be used for the original transfer matrix to obtain diagonal dominance. All of these, however, involve simultaneous dynamic input and output scaling which may be unacceptable. In fact, we must be careful about using output scaling as part of the strategy for achieving diagonal dominance. Roughly speaking, output scaling corresponds to inserting a postcompensator (that is, inserting a compensator between the outputs and variables being controlled). This is physically impossible, since the meaningful plant outputs cannot be affected by mathematical operations (Nwokah and Yau 1993) . The first major drawback of all the existing decentralized control methods based on generalized diagonal dominance is the fact that a compensated open-loop diagonally dominant system in no way guarantees that the resulting closed-loop system is also diagonally dominant. On the other hand, closedloop diagonal dominance is necessary for almost decoupled closed-loop response. More fundamentally, there is a need to investigate what level of open-loop dominance will guarantee a desired level of the closedloop dominance. To do this, an appropriate measure of dominance must be defined. Decentralized design methods that address the above issue are therefore desirable (Nwokah and Yau 1993) . In Labibi (2005) a new method for closed-loop diagonal dominance is proposed. In this methodology, designing a separate compensator to achieve diagonal dominance is not required. The designed controller consists of both compensator and control. The frequency selection step is removed, and in spite of the previous pieces of work, it gives closed-loop diagonal dominance. In Labibi (2005) in order to achieve sufficient conditions for overall closedl-loop diagonal dominance for a given large-scale system, interactions between subsystems are considered as external disturbances for each isolated subsystem; then, in order to attenuate the disturbances, the method proposed in Duan et al. (2000) is used. The method suggested in Duan et al. (2000) is based on parametric eigenstructure assignment which was introduced by Fahmy and O'Reilly (1983) and Roppenecker (1983) in the early 1980s. Parametric eigenstructure assignment provides, for a linear system, a parametrization of all the controllers which assign the desired closed-loop eigenvalues and eigenvectors, and hence provides all the degrees of freedom available in the controller design (Fahmy and O'Reilly 1983, Roppenecker 1983 ). Many of the previous pieces of work in decentralized control, including Labibi (2005) , are only applicable to systems which are in the input-output decentralized form. In this paper in order to overcome the above mentioned problem, the method in Labibi (2005) is extended to the general case where the system is not in the inputoutput decentralized form. The proposed methodology can be applied to non-minimum phase, non-square and open-loop unstable systems and guarantees a closedloop diagonally dominant system; this is achieved using a decentralized controller. In order to simplify the design procedure and to eliminate the interaction due to inputoutput centralization, for a given large-scale system, a finite-spectrum-equivalent descriptor system in the input-output decentralized form is introduced. This new proposed representation converts a general system in which the matrices B and C are non-block diagonal, to an equivalent descriptor system in the input-output decentralized form, where B and C are block-diagonal and the interaction between subsystems is only due to non-block-diagonal state matrix, A (Labibi 2001) . The results of Labibi (2005) are then extended to systems in the general form. It is to be noted the descriptor system concept is a mathematical tool employed in the proof of the relevant theorems and by proving the theorems,
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the design will be done for isolated conventional subsystems. The paper is organized as follows. In x 2, the problem of finding suitable decentralized dynamical controllers for the subsystems of a linear large-scale system is presented. In x 3, the eigenstructure assignment methodology proposed in Duan et al. (2000) is examined. In x 4, a descriptor system for the large-scale system is defined, such that the equivalent system is in the input-output decentralized form. In x 5 new sufficient conditions for closed-loop diagonal dominance are derived. It is shown that by assigning the closed-loop eigenstructure of each isolated subsystem appropriately, interactions between subsystems are attenuated and closed-loop poles are tried to be assigned in the desirable region. In x 6 an illustrative example is given to show the effectiveness of the proposed method.
The problem formulation
Consider a large-scale system G(s), with the following state-space equations 
are due to interactions of the other subsystems. The objective in this paper is to design a local output feedback dynamical controller
for each isolated subsystem G ii (s), described by _x i ðtÞ ¼ A iixi ðtÞ þ B ii u i ðtÞ,
such that the poles are assigned in a desirable region and at the same time effects of interactions of the other subsystems are minimized. By this, the decentralized controller
stabilizes the overall system and also provides desired dynamical characteristics for the overall system, if some sufficient conditions are satisfied.
Eigenstructure assignment
In this section the method for eigenstructure assignment proposed in Duan et al. (2000) is investigated. Consider a system given by state space matrices (A, B, C ). Let (A, B) be controllable and (A, C ) observable and the matrices B and C be full rank. A general output dynamical compensator, of order p, for the system can be written in the following form
where z 2 R p is the compensator state vector and K ij , i, j ¼ 1, 2, are four controller coefficient matrices of appropriate dimensions. Applying the dynamical compensator to the system gives the following closed-loop system _ ðtÞ ¼ A c ðtÞ,
Diagonal dominance via eigenstructure assignment
The closed loop system matrix A c is assumed to be nondefective, where its Jordan form is a diagonal matrix which possess better robustness than defective ones (Wilkinson 1965) . Since the system is controllable and observable and the matrices B and C are full rank, therefore there exist right coprime factorizations of the form
where NðsÞ 2 R nÂm , DðsÞ 2 R mÂm , HðsÞ 2 R nÂm and LðsÞ 2 R mÂm are all polynomial matrices, and the pairs (N(s), D(s)) and (H(s), L(s)) are both right coprime.
Lemma 1 (see Duan (1992) for proof ): Let (A, B) be controllable and (A, C) be observable, and s i , i ¼ 1, 2, . . . , n þ p, be a group of self-conjugate complex numbers. Then (a) there exist matrices K ij i, j ¼ 1, 2, and T, V 2 R ðnþpÞÂðnþpÞ such that
hold for a set of self conjugate complex numbers s i , i ¼ 1, 2, . . . , n þ p, if and only if there exist vectors f ij and g ij , i ¼ 0, 1, j ¼ 0, 1, . . . , n þ p satisfying the following constraints:
here ij is the Kronecker delta. (b) when constraints C1 and C2 are met, the matrix V is given by
where V 0 ¼ ½Nðs 1 Þf 01 Nðs 2 Þf 02 Á Á Á Nðs nþp Þf 0ðnþpÞ , V 1 ¼ ½ f 11 f 12 Á Á Á f 1ðnþpÞ , and the matrix T is given by
where T 0 ¼ ½Hðs 1 Þg 01 Hðs 2 Þg 02 Á Á Á Hðs nþp Þg 0ðnþpÞ and T 1 ¼ ½g 11 g 12 . . . g 1ðnþpÞ .
The corresponding matrices K ij are either given by
and
Or by
with
The parameters f ij and g ij , i ¼ 0, j ¼ 1, 2, . . . , n þ p, represent the degrees of freedom available in the compensator design for the system. The suggested methodology for eigenstructure assignment in this section will be used to assign eigenstructure of each isolated subsystem.
Systems in the general form
Many practical systems do not satisfy the stringent conditions given in Lunze (1992) for transforming into 710 B. Labibi et al.
the input-output decentralized form. In order to employ the method of Labibi (2005) for systems in the general form whose state space matrices A, B and C are not block-diagonal, the method for input-output decentralized transformation via the descriptor system representation proposed in Labibi (2001) is used. Consider a system given by equation (1), in order to obtain an input-output decentralized form, all of the inputs and outputs of the system are defined as state variables. Then the augmented systemGðsÞ has the following equations E _x ðtÞ ¼ÃxðtÞ þBuðtÞ, yðtÞ ¼CxðtÞ, From the previous definitions, it can be seen the new input and output matrices,B andC are block diagonal and the results of Labibi (2005) can be applied to the new input-output decentralized system. The objective is to design a decentralized controller for each isolated subsystem given by E i _x i ðtÞ ¼Ã iixi ðtÞ þB ii u i ðtÞ,
where 
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such that the eigenvalues of the overall closed-loop system are assigned as close as possible to the desirable locations. It is well known that a descriptor system has a more complicated structure and contains not only finite dynamical modes, but also infinite modes including infinite non-dynamical and dynamical modes. The infinite dynamical modes can generate undesired impulse behaviour. To guarantee the existence and uniqueness of solution for a design system, it is always assumed that the system is regular (Cobb 1984) . It is simple to show that the descriptor system ðE,Ã,B,CÞ in (17) is regular and impulse-free, and if the isolated subsystems given by (4) are controllable and observable, the descriptor subsystems ðE i ,Ã ii ,B ii ,C ii Þ are strongly controllable, observable and
where G(s),GðsÞ, G d (s), andG d ðsÞ are transfer functions of the original large-scale system, the equivalent descriptor system, the diagonal system composed of isolated subsystems given by (4), and the diagonal descriptor system composed of isolated subsystems given by (18), respectively (Labibi 2001) . Therefore, control of the descriptor system results in control of the original system with the same controller. No assumption is made on the controllability and observability of the isolated subsystems.
Since the large scale system given in (1) is observable, it is always possible to find a similarity transformation to transform the system into the output decentralized form where matrix C is block diagonal and C ij ¼ 0 for i 6 ¼ j (Lunze 1992 ). This transformation is based on the observability matrix of the original system given in (1) and is defined by
. .
. . . 
here, C i is the ith row of the output matrix C, and n i is the degree of the ith subsystem. Then the isolated subsystems are observable and by appropriately decomposing the input matrix B, it is possible to have controllable isolated subsystems. Hence, without loss of generality it is assumed the ith isolated subsystem has the following equations or can be transformed to this case by using appropriate similarity transformation
Similarity transformations do not affect output feedback controllers. Therefore using a similarity transformation does not affect the diagonal dominance property.
Decentralized control via disturbance attenuation
Consider the ith isolated subsystem given by equation (4). In general the controller designed for each isolated subsystem is a dynamical controller. Assuming the ith controller has state-space equations given by (6), it is simple to show that designing a dynamical output feedback controller with degree p i for the ith subsystem can be reduced to design of a static controller for the augmented subsystem with the following state-space equations
where
In order to avoid complexity in formulation, without loss of generality, in the rest of the paper it is assumed that in equation (22), the augmented matrices given in (23) where R i is the ith reference input,
The outputs of the ith subsystem of the overall closed-loop descriptor system are given by
Therefore, minimizing kC iiPiHi k, such that
where i is a positive scalar and kÁk is a norm of (Á), reduces interactions between the subsystems and the output of the ith closed-loop descriptor subsystem is given by
which is exactly the output of the ith closed-loop system given by equations in (4). This means that ½0 Á Á ÁC ii Á Á Á 0 is an approximation to ½0 Á Á ÁC ii Á Á Á 0 ÀC iiPiHi .
The residual of ½0 Á Á ÁC ii Á Á Á 0 is the matrixC iiPiHi . The relative error in ½0 Á Á ÁC ii Á Á Á 0 is the number (Stewart 1973 )
Therefore by choosing small values for i 's, this error will be reduced. Considering the ith output
it can be seen that minimizing the termC iiPiHi , minimizes the interactions between the subsystems. Thus, in equation (29) the states of the other descriptor subsystems can be considered as external disturbances for each isolated descriptor subsystem. Sincẽ
it is simple to show that 
Diagonal dominance via eigenstructure assignmentwhere
Thus, to attenuate the effects of disturbance to the ith output, the following index can be minimized:
Here h j is the jth column of H ABi and
The ith closed-loop subsystem is stabilized; therefore the equation
has a unique solution with respect to P i , and this solution is also symmetric positive semi-definite. Further, it follows that the following holds (Duan et al. 2000) .
Using equations (10)- (12) for the ith subsystem, and (33), we have
where the matrix Q i is also symmetric positive semidefinite, we have
Denoting Q i ¼ ½q ijl ðn i þp i ÞÂðn i þp i Þ , equation (35) can then be decomposed as
where, t ij is the jth left eigenvector of the ith closed-loop subsystem (Duan et al. 2000) , thus
The algorithm for solving the decentralized control problem can be summarized as follows.
Algorithm:
(a) Find an appropriate similarity transformation to transform the system into the output decentralized form if it is not. (38) and (40). (f) Specify the desired closed-loop eigenvalue location regions, according to the closed-loop stability and performance requirements. (g) Solve the local optimization problem, min J i subject to constraints C1 and C2 with some numerical optimization algorithm. If J i is sufficiently less than kC ii k, the sufficient conditions for closed-loop diagonal dominance given in (28) are satisfied, go to step(h); otherwise increment p i by 1 and go to step (e). (h) Solve K il for the ith subsystem according to equation (15) or (16).
Remark 1: The suggested algorithm will eventually converge. According to pole assignment theory for linear systems, the closed-loop poles of the dynamical compensation system in (1) and (6) can be arbitrary assigned when the order p of the dynamical compensator is sufficiently large. Under these condition, it can be easily reasoned that the optimization problem always has a solution. However, since the minimization is generally a non-convex non-linear programming problem, an optimal solution cannot often be found (Duan et al. 2000) . For seeking a solution (generally suboptimal) to the minimization, the optimization toolbox of MATLAB or the software named general algebraic modelling system (GAMS) can be used. It is also possible by combining the genetic algorithms and the gradient-based optimization to provide a technique for solving the optimization problem. The gradient-based methods lack robustness over broad spectrum of optimization functions. The direct-search techniques, which are problem independent, have been proved as a 714 B. Labibi et al.
panacea for the difficulties associated with the traditional techniques. The genetic algorithms (GA) are different from normal search methods because they search from a population of points, not a single point and use probabilistic and not deterministic transition rules. But the convergence speed of the genetic algorithms is slower than the gradient-based optimization. Although the gradient-based optimization probably gives the local optimal solution, its convergence speed is faster. Thus, a numerical algorithm by combining the advantages of the genetic algorithms and the gradient-based optimization may be more useful to solve the optimization problems (Patton and Liu 1994) .
Remark 2: The proposed algorithm has this flexibility that increasing the degrees of sub-controllers results in the increase of free parameters in the optimization problem to achieve a higher degree of diagonal dominance and even to assign the closed-loop eigenvalues in exact locations.
Remark 3: The robustness problem may be considered in the proposed method. The condition number of the eigenvector matrix of each isolated closed-loop subsystem can be considered as a kind of eigenvalue sensitivity (Wilkinson 1965) . Hence, in order to have minimum eigenvalue sensitivity in addition to diagonal dominance, it is possible to consider a multiobjective problem. The cost function " J i can be considered as a weighted summation of cost function J i as given in (38) and the condition number of the modal matrix of the ith isolated closed-loop subsystem. This condition number can be parameterized with the parameters given in constraints C1 and C2 (Duan 1992) . Therefore, the optimization problem can be done on the same parameter space as the previous problem.
Illustrative example
In this section an example is provided to show the effectiveness of the proposed method. Consider the three-input, three-output, five-state aircraft model AIRC (Maciejowski 1989) , described by the following state-space matrices. 
The interaction matrices are given by is applied to the original system given in equation (1). The closed-loop eigenvalues of each isolated subsystem are assigned in the desirable region to have 15 rad/sec bandwidth and the closed-loop overall system is stabilized. Figure 2 shows the Nyquist array of the closed-loop system. It is clear that the closed loop system is diagonal dominant. Figure 3 shows the Bode diagram of the closed-loop transfer function, and shows that the bandwidth requirement has been achieved.
Conclusion
This paper has introduced new sufficient conditions for closed-loop diagonal dominance achievement of multivariable systems. In order to simplify the design Diagonal dominance via eigenstructure assignmentprocedure and to eliminate the interactions due to inputoutput centralization, for a given multivariable system, an equivalent descriptor system in the input-output decentralized form is defined. Then for the equivalent descriptor system in the input-output decentralized form, sufficient conditions for diagonal dominance of the closed-loop system are introduced. These conditions are in terms of the isolated subsystems. Based on them, interactions between subsystems can be considered as external disturbances for each isolated subsystem. Then a previously proposed approach is used for disturbance rejection via dynamical output compensators based on complete parametric eigenstructure assignment. By attenuating the disturbances, closed-loop poles of the overall system are assigned in the desirable region, by assigning eigenstructure of each isolated subsystem appropriately. The designed controller achieves closedloop diagonal dominance for all of frequencies in the desired band-width and removes frequency selection. The proposed algorithm has the flexibility that by increasing the degrees of sub-controllers, we have increased, number of free parameters in the optimization problem to achieve a higher degree of diagonal dominance and to assign the closed-loop eigenvalues in exact locations. The robustness problem can be considered by simply solving an appropriately defined multi-objective optimization problem.
