The role of potential, Morawetz estimate and spacetime bound for
  quasilinear Schr\"{o}dinger equations by Song, Xianfa
ar
X
iv
:1
90
4.
10
34
2v
1 
 [m
ath
-p
h]
  2
2 A
pr
 20
19
The role of potential, Morawetz estimate and
spacetime bound for quasilinear Schro¨dinger
equations
Xianfa Song∗
Department of Mathematics, School of Mathematics, Tianjin University,
Tianjin, 300072, P. R. China
April 24, 2019
Abstract
In this paper, we deal with the following Cauchy problem{
iut = ∆u+ 2uh
′(|u|2)∆h(|u|2) + V (x)u, x ∈ RN , t > 0
u(x, 0) = u0(x), x ∈ RN .
Here h(s) and V (x) are some real functions. We take the potential V (x) ∈
Lq(RN ) + L∞(RN ) as criterion of the blowup and global existence of the solu-
tion to (1.1). In some cases, we can classify it in the following sense: If V (x) ∈
S(I), then the solution of (1.1) is always global existence for any u0 satisfying
0 < E(u0) < +∞; If V (x) ∈ S(II), then the solution of (1.1) may blow up for
some initial data u0. Here
S(I) = ∪q>qc [Lq(RN ) + L∞(RN )], S(II) =
{∪q<qc [Lq(RN ) + L∞(RN )]} \ S(I).
Under certain assumptions, we also establish Morawetz estimates and spacetime
bounds for the global solution, for example,∫ +∞
0
∫
RN
[|∇h(|u|2)|2 + |V (x)||u|2]
(|x| + t)λ dxdt ≤ C,
‖u‖Lq¯t(R)Lr¯x(RN ) =
(∫ +∞
0
(∫
RN
|u|r¯dx
) q¯
r¯
dt
) 1
q¯
≤ C.
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1 Introduction
In this paper, we consider the following Cauchy problem:{
iut = ∆u+ 2uh
′(|u|2)∆h(|u|2) + V (x)u, x ∈ RN , t > 0
u(x, 0) = u0(x), x ∈ RN .
(1.1)
Here N ≥ 3, h(s) and V (x) are some real functions, and h(s) ≥ 0 for s ≥ 0. (1.1) can be
applied to illustrate many physical phenomena, such as the superfluid film equation in
plasma physics if h(s) = s and the self-channelling of a high-power ultra short laser in
matter if h(s) =
√
1 + s. It also appears in condensed matter theory and in dissipative
quantum mechanics, see [1, 2, 3, 9, 12, 13, 15]. The local well-posedness of quasilinear
Scho¨dinger equation has been studied by many authors, see [5, 11, 14] and the references
therein. An interesting topic on (1.1) is the global existence and blowup phenomena
of the solution. The definition of the global existence and blowup in finite time for the
solution of (1.1) is given as follows.
Definition 1. Let u(x, t) be the solution of (1.1). We say that u(x, t) will blow
up in finite time if there exists a time 0 < T < +∞ such that
lim
t→T−
∫
RN
[|∇u(x, t)|2 + |∇h(|u(x, t)|2)|2)]dx = +∞. (1.2)
Otherwise, we say that u(x, t) exists globally if the maximal existence interval for t is
[0,+∞).
About the topic on the global existence and blowup phenomena of semilinear
Schro¨dinger equation, the following Cauchy problem{
iut = ∆u+ F (|u|2)u, x ∈ RN , t > 0
u(x, 0) = u0(x), x ∈ RN
(1.3)
was considered by Glassey in his famous paper [8]. sF (s) ≥ cNG(s) for some constant
cN > 1+
2
N
and all s ≥ 0 is the key condition on the blowup of the solution to (1.3). The
related results on semilinear Schro¨dinger equation also can be found in the book [4] and
the references therein. However, there are very few conferences about the conditions on
the global existence and blowup of the solution to a quasilinear Schro¨dinger equation,
we can refer to [3, 10, 16].
This paper is a parallel one to [16]. Very recently, we studied the following problem{
iut = ∆u+ 2uh
′(|u|2)∆h(|u|2) + (W ∗ |u|2)u, x ∈ RN , t > 0
u(x, 0) = u0(x), x ∈ RN
(1.4)
in [16]. We took W (x) as the criterion and focused on how the potential W (x) in
Hartree type nonlinear term takes effect on the properties for the solution. Naturally,
we are interested in the conditions on V (x) which can make the solution of (1.1) blow
up in finite time or exist globally— that is the first motivation of this paper.
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Before we state our main results, we define the mass and energy below. Their
conservation laws will be proved in Section 2.
Mass:
m(u) =
(∫
RN
|u(x, t)|2dx
) 1
2
;
Energy:
E(u) =
1
2
∫
RN
[|∇u|2 + |∇h(|u|2)|2]dx− 1
2
∫
RN
V (x)|u|2dx.
Our first result is about the sufficient conditions on the blowup in finite time for
the solution of (1.1).
Theorem 1. Let u(x, t) be the solution of (1.1) with u0 ∈ X, xu0 ∈ L2(RN ),
−∞ < E(u0) ≤ 0 and ℑ
∫
RN
u¯0(x · ∇u0)dx > 0. Here
X = {w ∈ H1(RN ),
∫
RN
|∇h(|w|2)|2dx < +∞}. (1.5)
Assume that there exists constant k such that sh′′(s) ≤ kh′(s) if h′(s) ≥ 0 or sh′′(s) ≥
kh′(s) if h′(s) ≤ 0. If V (x) = V1(x) + V2(x) ∈ Lq(RN ) + L∞(RN ) for some q > 1 and
(C1) [max((2k + 1)N, 0) + 2]V + (x · ∇V ) ≤ 0,
then there exists a finite time T such that
lim
t→T−
∫
RN
[|∇u(x, t)|2 + |∇h(|u|2)(x, t)|2]dx = +∞.
Our second result will establish the sufficient conditions on the global existence of
the solution to (1.1).
Theorem 2. Let u(x, t) be the solution of (1.1) with u0 ∈ X.
(1). If V (x) = V1(x)+V2(x) ∈ Lq(RN )+L∞(RN ) for some q > 1 and V (x) ≤ 0 for
all x ∈ RN , then u is global existence for any initial u0 ∈ X satisfying 0 < E(u0) < +∞.
(2). Assume that V (x) ≥ 0 for all x ∈ RN or changes sign, and there exist a > 0
in the sense of infimum and α > 0 in the sense of supremum such that max(s
1
2 , sα) ≤
a[h(s) + s
1
2 ] for s ≥ 1,
(C2) V (x) = V1(x) + V2(x) ∈ Lq(RN ) + L∞(RN ), q > 1, q ≥ 2
∗
max(2α, 1)2∗ − 2 .
We have
Case (i) 0 < α ≤ 12 , q > N2 , then the solution is global existence for any initial
u0 ∈ X satisfying 0 < E(u0) < +∞;
or
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Case (ii) 0 < α ≤ 12 , q = N2 , if
(Cs)
2
2∗
(∫
RN
|V1(x)|
N
2 dx
) 2
N
< 1,
then the solution is global existence for any initial u0 ∈ X satisfying 0 < E(u0) < +∞.
Here Cs be the best constant in the Sobolev’s inequality
∫
RN
w2
∗
dx ≤ Cs
(∫
RN
|∇w|2dx
) 2∗
2
for any w ∈ H1(RN). (1.6)
or
Case (iii) 12 < α <
N−1
N
, q > 2
∗
max(2α,1)2∗−2 , then the solution is global existence for
any initial u0 ∈ X satisfying 0 < E(u0) < +∞.
or
Case (iv) α ≥ N−1
N
, q ≥ α·2∗
α·2∗−1 , then the solution is global existence for any initial
u0 ∈ X satisfying 0 < E(u0) < +∞.
Remark 1.1. 1. If h(|u|2) ≡ 0, (1.1) becomes the classic linear Schro¨dinger
with potential, we can take a = 1 and α = 12 , the solution of (1.1) is global existence
if V (x) ∈ Lq(RN ) + L∞(RN ), q > N2 . On the other hand, we can take k = −12 in
Theorem 1. If 2V + (x · ∇V ) ≤ 0 and E(u0) < 0, the solution of (1.1) will blow up
in finite time, which meets with the classic result in Chapter 6 of [4]. Especially, if
V (x) = 1|x|m (x 6= 0), m ≥ 2, we can call it as “the blowup phenomenon deduced
by the singular potential in the classic linear Schro¨dinger equation”.
2. If h(s) = sα, we can take k = α− 1 in Theorem 1 and condition (C1) becomes
[max((2α− 1)N, 0)+ 2]V +(x ·∇V ) ≤ 0. If 0 < α < N−1
N
, then the critical exponent is
qc =
2∗
max(2α,1)2∗−2 in the following sense: There exists initial u0 such that the solution
will blow up in finite time when q < qc by Theorem 1, while the solution is global
existence for any initial u0 ∈ X when q > qc by Theorem 2.
In another word, the function V (x) ∈ Lq(RN ) + L∞(RN ) can be classified and
taken as criterion of the blowup and global existence of the solution to (1.1) in the
following sense: If V (x) ∈ S(I), then the solution of (1.1) is always global existence for
any initial data u0; If V (x) ∈ S(II), then the solution of (1.1) may blow up for some
initial data u0. Here
S(I) = ∪q>qc[Lq(RN ) + L∞(RN )], S(II) =
{∪q<qc[Lq(RN ) + L∞(RN )]} \ S(I).
Regrettably, if 12 < α <
N−1
N
and V (x) ∈ [Lqc(RN ) + L∞(RN )], we cannot make sure
whether the solution is global existence or not due to the technical difficulty. We left
it as an open problem.
It is very interesting to consider the asymptotic behaviors and the spacetime
bounds for the solution of (1.1). Basing on the pseudo-conformal conservation laws,
we also obtain the results on the asymptotic behavior and spacetime bounds for the
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global solution and lower bound for the blowup rate of the blowup solution, which is
the second motivation of this paper. For example, under certain assumptions, we can
get ∫ +∞
0
∫
RN
[|∇h(|u|2)|2 + |V (x)||u|2]
(|x|+ t)µ dxdt ≤ C,
and
‖u‖Lq¯t (R)Lr¯x(RN ) =
(∫ +∞
0
(∫
RN
|u|r¯dx
) q¯
r¯
dt
) 1
q¯
≤ C.
To control the length of introduction, we would like to state these results in Section 4.
The organization of this paper is as follows. In Section 2, we will prove the mass
and energy conservation laws, give the proof of Theorem 1. In Section 3, we will prove
Theorem 2. In Section 4, we will establish a pseudoconformal conservation law and
consider the asymptotic behaviors and spacetime bounds for the solution.
2 Preliminaries and the proof of Theorem 1
In the sequels, we use C, C ′, and so on, to denote some constants, the values may
vary line to line.
First, we will give a lemma as follows.
Lemma 2.1. Assume that u is the solution of (1.1). Then in the time interval
[0, t] when it exists, u satisfies
(i) Mass conversation:
m(u) =
(∫
RN
|u(x, t)|2dx
) 1
2
=
(∫
RN
|u0(x)|2dx
) 1
2
= m(u0);
(ii) Energy conversation:
E(u) =
1
2
∫
RN
[|∇u|2 + |∇h(|u|2)|2]dx− 1
2
∫
RN
V (x)|u|2dx = E(u0);
(iii)
d
dt
∫
RN
|x|2|u|2dx = −4ℑ
∫
RN
u¯(x · ∇u)dx;
(iv)
d
dt
ℑ
∫
RN
u¯(x · ∇u)dx = −2
∫
RN
|∇u|2dx− (N + 2)
∫
RN
|∇h(|u|2)|2dx (2.1)
− 8N
∫
RN
h′′(|u|2)h′(|u|2)|u|4|∇u|2dx−
∫
RN
(x · ∇V )|u|2dx. (2.2)
Proof: (i) Multiplying (1.1) by 2u¯, taking the imaginary part of the result, we get
∂
∂t
|u|2 = ℑ(2u¯∆u) = ∇ · (2ℑu¯∇u). (2.3)
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Integrating it over RN × [0, t], we have∫
RN
|u|2dx =
∫
RN
|u0|2dx
and take arithmetic square root on both sides to have mass conservation law.
(ii) Multiplying (1.1) by 2u¯t, taking the real part of the result, then integrating it
over RN × [0, t], we obtain∫
RN
[|∇u|2 + |∇h(|u|2)|2]dx−
∫
RN
V (x)|u|2dx
=
∫
RN
[|∇u0|2 + |∇h(|u0|2)|2]dx−
∫
RN
V (x)|u0|2dx
and multiply 12 on both sides to reach energy conservation law.
(iii) Multiplying (2.3) by |x|2 and integrating it over RN , we get
d
dt
∫
RN
|x|2|u|2dx =
∫
RN
|x|2∇ · (2ℑ(u¯∇u))dx = −4ℑ
∫
RN
u¯(x · ∇u)dx.
(iv) Let a(x, t) = ℜu(x, t) and b(x, t) = ℑu(x, t). Then u(x, t) = a(x, t) + ib(x, t),
d
dt
ℑu¯(x · ∇u) =
N∑
k=1
[xk(bt)xka− xk(at)xkb] +
N∑
k=1
(xkbxkat − xkaxkbt).
And
d
dt
ℑ
∫
RN
u¯(x · ∇u)dx =
∫
RN
N∑
k=1
[xk(bt)xka− xk(at)xkb]dx+
∫
RN
N∑
k=1
(xkaxk∆a+ xkbxk∆b)dx
+
1
2
∫
RN
N∑
k=1
xk(|u|2)xk [2h′(|u|2)∆h(|u|2) + V (x)]dx
= N
∫
RN
(atb− abt)dx+
∫
RN
N∑
k=1
(xkbxkat − xkaxkbt)dx
+
N − 2
2
∫
RN
|∇u|2dx+ N − 2
2
∫
RN
|∇h(|u|2)|2dx
− 1
2
∫
RN
[NV + (x · ∇V )]|u|2dx
= N
∫
RN
(
[a∆a+ b∆b] + 2|u|2h′(|u|2)∆h(|u|2) + V (x)|u|2) dx
+ (N − 2)
∫
RN
|∇u|2dx+ (N − 2)
∫
RN
|∇h(|u|2)|2dx
−
∫
RN
[NV + (x · ∇V )]|u|2dx
= −2
∫
RN
|∇u|2dx− (N + 2)
∫
RN
|∇h(|u|2)|2dx
− 8N
∫
RN
h′(|u|2)h′′(|u|2)|u|4|∇u|2dx−
∫
RN
(x · ∇V )|u|2dx.
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Lemma 2.1 is proved. 
Now we deal with the sufficient conditions on blowup in finite time for the solution
by using the results of Lemma 2.1.
Proof of Theorem 1: Wherever u exists, let
y(t) = ℑ
∫
RN
u¯(x · ∇u)dx.
We discuss it in two cases:
Case 1. h(s) ≡ 0 or h(s) 6= 0 and k ≤ −12 . We have
y˙(t) = −2
∫
RN
|∇u|2dx− (N + 2)
∫
RN
|∇h(|u|2)|2dx− 8N
∫
RN
h′′(|u|2)h′(|u|2)|u|4|∇u|2dx
−
∫
RN
(x · ∇V )|u|2dx
≥ −2
∫
RN
|∇u|2dx− (N + 2 + 2kN)
∫
RN
|∇h(|u|2)|2dx−
∫
RN
(x · ∇V )|u|2dx
= −4E(u0)− (2k + 1)N
∫
RN
|∇h(|u|2)|2dx−
∫
RN
[2V + (x · ∇V )]|u|2dx
≥ 0, (2.4)
which means that y(t) ≥ y(0) > 0 for t > 0.
Case 2. h(s) 6= 0 and k > −12 . We have
y˙(t) ≥ −2
∫
RN
|∇u|2dx− (N + 2 + 2kN)
∫
RN
|∇h(|u|2)|2dx−
∫
RN
(x · ∇V )|u|2dx
= (2k + 1)N
∫
RN
|∇u|2dx− 2[(2k + 1)N + 2]E(u0)
−
∫
RN
[((2k + 1)N + 2)V + (x · ∇V )]|u|2dx
≥ 0, (2.5)
which also means that y(t) ≥ y(0) > 0 for t > 0.
Setting
J(t) =
∫
RN
|x|2|u|2dx,
we have J ′(t) = −4y(t) < −4y(0) < 0. Then
0 ≤ J(t) = J(0) +
∫ t
0
J ′(τ)dτ < J(0)− 4y(0)t,
which implies that the maximum existence interval of time for u is finite, and u will
blow up before J(0)4y(0) . 
Remark 2.1. If V (x) is a nontrivial radially symmetric positive function, we can
deduce
V (r) ≥ V (1)
r[max((2k+1)N,0)+2]
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for 0 < r ≤ 1 by [max((2k + 1)N, 0) + 2]V (r) + rV ′(r) ≤ 0. However,
V (1)
r[max((2k+1)N,0)+2]
/∈ Lq(RN ) + L∞(RN )
for any q > Nmax[(2k+1)N,0]+2 , there exists q˜ <
N
max[(2k+1)N,0]+2 such that
1
r[max((2k+1)N,0)+2]
∈ Lq˜(RN ) + L∞(RN ).
If h(s) = sα, we can take k = α− 1 in Theorem 1, then
max((2k + 1)N, 0) + 2 = max((2α − 1)N, 0) + 2
and
N
max[(2k + 1)N, 0] + 2
=
N
max((2α − 1)N, 0) + 2 =
2∗
max(2α, 1)2∗ − 2 .
3 The proof of Theorem 2
In this section, we will prove Theorem 2 and establish the sufficient conditions on
the global existence of the solution to (1.1).
Proof of Theorem 2:
Case (1). V (x) ≤ 0 for x ∈ RN and 0 < E(u0) < +∞. The global existence of
the solution is a direct result of the energy conversation law of Lemma 2.1(ii) because∫
RN
|∇u|2dx+
∫
RN
|∇h(|u|2)|2dx+
∫
RN
|V (x)||u|2dx = 2E(u0) < +∞,
which implies that
∫
RN
|∇u|2dx + ∫
RN
|∇h(|u|2)|2dx + ∫
RN
|V (x)||u|2dx is uniformly
bounded for all t > 0.
Case (2). There exist constants a > 0 in the sense of infimum and α > 0 in the
sense of supremum such that a[h(s) + s
1
2 ] ≥ max(s 12 , sα) for s ≥ 1, V (x) ≥ 0 for all
x ∈ RN or changes sign, V ∈ Lq(RN ) + L∞(RN ), q > 1, q ≥ 2∗max(2α,1)2∗−2 .
Suppose that V (x) = V1(x) + V2(x), where V1(x) ∈ Lq(RN ) and V2(x) ∈ L∞(RN ).
Note that max(2α, 1) = 1 if α ≤ 12 , max(2α, 1) = 2α if α > 12 , while 2
∗
max(2α,1)2∗−2 >
1 if 0 < α < 2
∗+2
22∗ =
N−1
N
, 2
∗
max(2α,1)2∗−2 ≤ 1 if α ≥ 2
∗+2
22∗ =
N−1
N
. That is, α = 12 and
α = N−1
N
are two special points.
We discuss it in different subcases below.
Subcase (i). 0 < α ≤ 12 , q > N2 . Then 2qq−1 < 2∗.∫
RN
|V1(x)||u|2dx ≤
(∫
RN
|V1(x)|qdx
) 1
q
(∫
RN
|u| 2qq−1 dx
) q−1
q
≤
(∫
RN
|V1(x)|qdx
) 1
q
(∫
|u|≤1
|u| 2qq−1dx
) q−1
q
+
(∫
RN
|V1(x)|qdx
) 1
q
(∫
|u|>1
|u| 2qq−1 dx
) q−1
q
≤ CV
(∫
|u|≤1
|u|2dx
) q−1
q
+ CV
(∫
|u|>1
|u|2dx
) [q(2∗−2)−2∗]
q(2∗−2)
(∫
|u|>1
|u|2∗dx
) 2
q(2∗−2)
.
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By mass and energy conservation laws, using Ho¨lder inequality, Young inequality, we
obtain ∫
RN
|∇u|2dx+
∫
RN
|∇h(|u|2)|2dx = 2E(u0) +
∫
RN
V (x)|u|2dx
= 2E(u0) +
∫
RN
V1(x)|u|2dx+
∫
RN
V2(x)|u|2dx
≤ C +
∫
RN
|V1(x)||u|2dx+ ‖V2(x)‖L∞
∫
RN
|u0|2dx
≤ C ′ + (Cs)
2
q(2∗−2)CV
(∫
RN
|u0|2dx
) [q(2∗−2)−2∗]
q(2∗−2)
(∫
RN
|∇u|2dx
) 2∗
q(2∗−2)
≤ C ′ + 1
2
∫
RN
|∇u|2dx, (3.1)
which means that ∫
RN
|∇u|2dx+
∫
RN
|∇h(|u|2)|2dx ≤ C.
Subcase (ii). 0 < α ≤ 12 and q = N2 .
Similar to (3.1), we get
∫
RN
|∇u|2dx+
∫
RN
|∇h(|u|2)|2dx
≤ C ′ +
(∫
RN
|V1(x)|qdx
) 1
q
(∫
RN
|u| 2qq−1dx
) q−1
q
= C ′ +
(∫
RN
|V1(x)|
N
2 dx
) 2
N
(∫
RN
|u|2∗dx
) 2
2∗
≤ C ′ + (Cs)
2
2∗
(∫
RN
|V1(x)|
N
2 dx
) 2
N
∫
RN
|∇u|2dx. (3.2)
If
(Cs)
2
2∗
(∫
RN
|V1(x)|
N
2 dx
) 2
N
:= C(V,N) < 1,
then (∫
RN
|∇u|2dx+
∫
RN
|∇h(|u|2)|2dx
)
≤ C
′
[1− C(V,N)] .
Subcase (iii). 12 < α <
2∗+2
22∗ =
N−1
N
, q > 2
∗
2α·2∗−2 . Then
2∗
q(2α·2∗−2) < 1.
Denote
θ =
[2− (2α− 1)2∗]
2∗
, K =
2q(2α · 2∗ − 2)− 2[2− (2α− 1)2∗]
[q(2α · 2∗ − 2)− 2∗] , (3.3)
1
τ1
=
2∗
q(2α · 2∗ − 2) ,
1
τ2
=
q(2α · 2∗ − 2)− 2∗
q(2α · 2∗ − 2) , (3.4)
1
m1
=
2α · 2∗ −K
2α · 2∗ − 2 ,
1
m2
=
K − 2
2α · 2∗ − 2 . (3.5)
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Using Ho¨lder inequality, we get∫
RN
V (x)|u|2dx =
∫
RN
V1(x)|u|2dx+
∫
RN
V2(x)|u|2dx
≤
∫
RN
|V1(x)||u|2dx+ ‖V2(x)‖L∞
∫
RN
|u0|2dx
≤ C +
(∫
RN
|V1|τ1 |u|2θdx
) 1
τ1
(∫
RN
|u|Kdx
) 1
τ2
≤ C +
(∫
RN
|V1|qdx
) 1
q
(∫
RN
|u|2dx
) θ
τ1
(∫
RN
|u|2dx
) 1
τ2m1
(∫
RN
|u|2α·2∗dx
) 1
τ2m2
= C +
(∫
RN
|V1|qdx
) 1
q
(∫
RN
|u0|2dx
) θ
τ1
+ 1
τ2m1
(∫
{|u|≤1}
|u|2α·2∗dx+
∫
{|u|>1}
|u|2α·2∗dx
) 1
τ2m2
≤ C +
(∫
RN
|V1|qdx
) 1
q
(∫
RN
|u0|2dx
) θ
τ1
+ 1
τ2m1
(∫
{|u|≤1}
|u|2α·2∗dx
) 1
τ2m2
+
(∫
RN
|V1|qdx
) 1
q
(∫
RN
|u0|2dx
) θ
τ1
+ 1
τ2m1
(∫
{|u|>1}
|u|2α·2∗dx
) 1
τ2m2
≤ C +
(∫
RN
|V1|qdx
) 1
q
(∫
RN
|u0|2dx
) θ
τ1
+ 1
τ2
+
(∫
RN
|V1|qdx
) 1
q
(∫
RN
|u0|2dx
) θ
τ1
+ 1
τ2m1
(∫
{|u|>1}
a2
∗
[|u|+ h(|u|2)]2∗dx
) 1
τ2m2
.
By the mass and energy conversation laws of Lemma 2.1(ii), using Young inequality,
we obtain∫
RN
|∇u|2dx+
∫
RN
|∇h(|u|2)|2dx = 2E(u0) +
∫
RN
V (x)|u|2dx
≤ C ′ +
(∫
RN
|V1|qdx
) 1
q
(∫
RN
|u0|2dx
) θ
τ1
+ 1
τ2m1
+
(∫
RN
|V1|qdx
) 1
q
(∫
RN
|u0|2dx
) θ
τ1
+ 1
τ2m1
(∫
RN
a2
∗
[|u|+ h(|u|2)]2∗dx
) 1
τ2m2
≤ C ′ +
(∫
RN
|V1|qdx
) 1
q
(∫
RN
|u0|2dx
) θ
τ1
+ 1
τ2m1
+ [a2
∗
22
∗−1Cs]
1
τ2m2
(∫
RN
|V1|qdx
) 1
q
×
(∫
RN
|u0|2dx
) θ
τ1
+ 1
τ2m1
(∫
RN
[|∇u|2 + |∇h(|u|2)|2]dx
) 2∗
q(2α·2∗−2)
≤ C + C ′(V, u0, q) + 1
2
∫
RN
[|∇u|2 + |∇h(|u|2)|2]dx, (3.6)
which implies that ∫
RN
|∇u|2dx+
∫
RN
|∇h(|u|2)|2dx ≤ C.
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Subcase (iv). α ≥ 2∗+222∗ , q > α·2
∗
(α·2∗−1) . Then
2q
q−1 < 2α · 2∗.
Similar to (3.1), we have∫
RN
|∇u|2dx+
∫
RN
|∇h(|u|2)|2dx
≤ C + (a2∗22∗−1Cs)
2
q(2α·2∗−2)CV
(∫
RN
|u0|2dx
) [(q−1)(2α·2∗−2)−2]
q(2α·2∗−2)
×
(∫
RN
|∇u|2dx+
∫
RN
|∇h(|u|2)|2dx
) 2∗
q(2α·2∗−2)
. (3.7)
Since 2
∗
q(2α·2∗−2) < 1 in this subcase, using Young’s inequality, we can get∫
RN
|∇u|2dx+
∫
RN
|∇h(|u|2)|2dx ≤ C + 1
2
∫
RN
|∇u|2dx+ 1
2
∫
RN
|∇h(|u|2)|2dx,
which means that ∫
RN
|∇u|2dx+
∫
RN
|∇h(|u|2)|2dx ≤ C.
Subcase (v). α ≥ 2∗+222∗ , q = α·2
∗
(α·2∗−1) . Then
2q
q−1 = 2α · 2∗.
Similar to (3.2), since 2
∗
q(2α·2∗−2) < 1 in this subcase, using Young’s inequality, we
obtain
∫
RN
|∇u|2dx+
∫
RN
|∇h(|u|2)|2dx ≤ C ′ +
(∫
RN
|V1(x)|qdx
) 1
q
(∫
RN
|u| 2qq−1 dx
) q−1
q
= C ′ +
(∫
RN
|V1(x)|
N
2 dx
) 2
N
(∫
RN
|u2α|2∗dx
) 1
α·2∗
≤ C ′ + a2(22∗−1Cs)
1
α·2∗
(∫
RN
|V1(x)|
N
2 dx
) 2
N
(∫
RN
[|∇u|2 + |∇h(|u|2)|2]dx
) 1
2α
≤ C + 1
2
∫
RN
[|∇u|2 + |∇h(|u|2)|2]dx, (3.8)
which implies that ∫
RN
|∇u|2dx+
∫
RN
|∇h(|u|2)|2dx ≤ C.
Combing the results in subcases above, we prove Theorem 2. 
As a corollary of Theorem 1 and Theorem 2, we have the following proposition.
Proposition 3.1. Assume that u is the solution of the following problem{
iut = ∆u+ 2b
2α|u|2α−2u∆(|u|2α) + 1|x|mu for x ∈ RN \ {0}, t > 0
u(x, 0) = u0(x), x ∈ RN .
(3.9)
Then
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1. b = 0, the solution is global existence for any initial u0 satisfying 0 < E(u0) <
+∞ if m < 2 and the solution will blow up in finite time for initial u0 satisfying
−∞ < E(u0) < 0 if m ≥ 2.
2. b > 0 and 0 < α < N−1
N
.
(i). 0 < α ≤ 12 , the solution is global existence for any initial u0 satisfying 0 <
E(u0) < +∞ if m < 2;
(ii). 12 < α <
N−1
N
, the solution is global existence for any initial u0 satisfying
0 < E(u0) < +∞ if
m <
N [2α · 2∗ − 2]
2∗
,
while the solution will blow up in finite time for initial u0 satisfying −∞ < E(u0) < 0,
xu0 ∈ L2(RN ) and ℑ
∫
RN
u¯0(x · ∇u0)dx ≥ 0 if m ≥ N [2α·2
∗−2]
2∗ ;
(iii). α ≥ N−1
N
, the solution is global existence for any initial u0 if m <
N [α·2∗−1]
α·2∗ .
Proof: We only need to verify the assumptions of Theorem 1 and Theorem 2.
1. If b = 0, taking k = −12 , the condition [max((2k +1)N, 0) + 2]V + (x · ∇V ) ≤ 0
in Theorem 1 implies that 2V + (x · ∇V ) ≤ 0, i.e. m ≥ 2. On the other hand, the
condition q > 2
∗
2∗−2 =
N
2 in Theorem 2 implies that m < 2.
2. If b > 0 and 0 < α < N−1
N
, taking k = α− 1 in the condition
[max((2k + 1)N, 0) + 2]V + (x · ∇V ) ≤ 0
in Theorem 1 implies that m ≥ N [max(2α,1)·2∗−2]2∗ . On the other hand, the condition
q > 2
∗
[max(2α,1)·2∗−2] in Theorem 2 implies that m <
N [max(2α,1)·2∗−2]
2∗ .
3. If b > 0 and α ≥ N−1
N
, the condition q > α·2
∗
[α·2∗−1] in Theorem 2 implies that
m < N [α·2
∗−1]
α·2∗ , then the solution is global existence for any initial u0. 
Remark 3.1. It is strange that, if h(s) = 0 or h(s) = sα, 0 < α ≤ 12 , q = N2 ,
whether the solution is global existence or not just depends on ‖V1‖Lq , but independent
of ‖u0‖2L2 .
Remark 3.2. It is surprised that, in some cases, the watershed of V (x) in this
paper meets with that of W (x) in Hartree type nonlinear term in [16].
4 The Pseudo-conformal Conservation Laws and Asymp-
totic Behavior for the Solution
After obtaining the conditions on the global existence and blowup in finite time, we
would like to consider other properties for the solution. Inspired by [6, 7], we establish
pseudo-conformal conservation laws as follows.
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Theorem 3.( Pseudo-conformal Conservation Laws) 1. Assume that u is
the global solution of (1.1), u0 ∈ X and xu0 ∈ L2(RN ). Then
P (t) =
∫
RN
|(x− 2it∇)u|2dx+ 4t2
∫
RN
|∇h(|u|2)|2dx− 4t2
∫
RN
V (x)|u|2dx
=
∫
RN
|xu0|2dx+ 4
∫ t
0
τθ(τ)dτ. (4.1)
2. Assume that u is the blowup solution of (1.1) with blowup time T , u0 ∈ X and
xu0 ∈ L2(RN ). Then
B(t) :=
∫
RN
|(x+ 2i(T − t)∇)u|2dx+ 4(T − t)2
∫
RN
|∇h(|u|2)|2dx
− 4(T − t)2
∫
RN
V (x)|u|2dx
=
∫
RN
|(x+ 2iT∇)u0|2dx+ 4T 2
∫
RN
|∇h(|u0|2)|2dx− 4T 2
∫
RN
V (x)|u0|2dx
− 4
∫ t
0
(T − τ)θ(τ)dτ. (4.2)
Here
θ(t) =
∫
RN
−4N [2h′′(|u|2)h′(|u|2)|u|2 + (h′(|u|2))2]|u|2|∇u|2dx
−
∫
RN
[2V + (x · ∇V )]|u|2dx. (4.3)
Proof of Theorem 3: 1. Assume that u is the global solution of (1.1), u0 ∈ X
and xu0 ∈ L2(RN ). Using energy conservation law, we have
P (t) =
∫
RN
|xu|2dx+ 4tℑ
∫
RN
u¯(x · ∇u)dx+ 4t2
∫
RN
|∇u|2dx
+ 4t2
∫
RN
|∇h(|u|2)|2dx− 4t2
∫
RN
V (x)|u|2dx
=
∫
RN
|xu|2dx+ 4tℑ
∫
RN
u¯(x · ∇u)dx+ 8t2E(u0). (4.4)
Noticing that
d
dt
∫
RN
|x|2|u|2dx = −4ℑ
∫
RN
u¯(x · ∇u)dx,
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we obtain
P ′(t) =
d
dt
∫
RN
|xu|2dx+ 4ℑ
∫
RN
u¯(x · ∇u)dx+ 4t d
dt
ℑ
∫
RN
u¯(x · ∇u)dx+ 16tE(u0)
= 4t
d
dt
ℑ
∫
RN
u¯(x · ∇u)dx+ 16tE(u0)
= 4t
{
−2
∫
RN
|∇u|2dx− (N + 2)
∫
RN
|∇h(|u|2)|2dx
−8N
∫
RN
h′′(|u|2)h′(|u|2)|u|4|∇u|2dx−
∫
RN
(x · ∇V )|u|2dx
}
+ 8t
∫
RN
[|∇u|2 + |∇h(|u|2)|2]dx− 8t
∫
RN
V (x)|u|2dx
= 4t
∫
RN
−4N [2h′′(|u|2)h′(|u|2)|u|2 + (h′(|u|2))2]|u|2|∇u|2dx
− 4t
∫
RN
[2V (x) + (x · ∇V )]|u|2dx
= 4tθ(t). (4.5)
Integrating (4.5) from 0 to t, we have
P (t) =
∫
RN
|(x− 2it∇)u|2dx+ 4t2
∫
RN
|∇h(|u|2)|2dx− 4t2
∫
RN
V (x)|u|2dx
=
∫
RN
|xu0|2dx+ 4
∫ t
0
τθ(τ)dτ, (4.6)
where θ(τ) is defined by (4.3).
2. Assume that u is the blowup solution of (1.1), u0 ∈ X and xu0 ∈ L2(RN ). By
energy conservation law, we get
B(t) :=
∫
RN
|(x+ 2i(T − t)∇)u|2dx+ 4(T − t)2
∫
RN
|∇h(|u|2)|2dx
− 4(T − t)2
∫
RN
V (x)|u|2dx
=
∫
RN
|xu|2dx− 4(T − t)ℑ
∫
RN
u¯(x · ∇u)dx+ 4(T − t)2
∫
RN
|∇u|2dx
+ 4(T − t)2
∫
RN
|∇h(|u|2)|2dx− 4(T − t)2
∫
RN
V (x)|u|2dx
=
∫
RN
|xu|2dx− 4(T − t)ℑ
∫
RN
u¯(x · ∇u)dx+ 8(T − t)2E(u0) (4.7)
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and
B′(t) =
d
dt
∫
RN
|xu|2dx+ 4ℑ
∫
RN
u¯(x · ∇u)dx
− 4(T − t) d
dt
ℑ
∫
RN
u¯(x · ∇u)dx− 16(T − t)E(u0)
= −4(T − t) d
dt
ℑ
∫
RN
u¯(x · ∇u)dx− 16(T − t)E(u0)
= 4(T − t)
{∫
RN
4N [2h′′(|u|2)h′(|u|2)|u|2 + (h′(|u|2))2]|u|2|∇u|2dx
+
∫
RN
[2V (x) + (x · ∇V )]|u|2dx
}
. (4.8)
Integrating (4.8) from 0 to t, we have
B(t) = B(0) + 32E(u0)
∫ t
0
(T − τ)dτ − 4
∫ t
0
(T − τ)θ(τ)dτ
=
∫
RN
|(x+ 2iT∇)u0|2dx+ 4T 2
∫
RN
|∇h(|u0|2)|2dx
− 4T 2
∫
RN
V (x)|u0|2dx− 4
∫ t
0
(T − τ)θ(τ)dτ,
where θ(τ) is defined by (4.3). 
As the application of Theorem 3, we have a theorem as follows.
Theorem 4. (Asymptotic behaviors for the solution) 1. Assume that u
is the global solution of (1.1), u0 ∈ X, xu0 ∈ L2(RN ), V (x) = V1(x) + V2(x) ∈
Lq(RN ) + L∞(RN ) for some q > 1 and V (x) ≤ 0 for x ∈ RN . Then the following
properties hold:
(1) If 2h′′(s)h′(s)s + (h′(s))2 ≥ 0 for s ≥ 0, and 2V + (x · ∇V ) ≥ 0 for x ∈ RN ,
then ∫
RN
|∇h(|u|2)|2dx+
∫
RN
|V (x)||u|2dx ≤ C
t2
for t ≥ 1. (4.9)
(2) If 2h′′(s)h′(s)s + (h′(s))2 ≥ 0 for s ≥ 0, and there exists 0 < c < 2 such that
−c|V | ≤ 2V + (x · ∇V ) ≤ 0 for x ∈ RN , then∫
RN
|∇h(|u|2)|2dx+
∫
RN
|V (x)||u|2dx ≤ C
t2−c
for t ≥ 1. (4.10)
(3) If there exists 0 < k1 <
2
N
such that −k1(h′(s))2 ≤ 2h′′(s)h′(s)s+ (h′(s))2 ≤ 0
for s ≥ 0, and 2V + (x · ∇V ) ≥ 0 for x ∈ RN , then∫
RN
|∇h(|u|2)|2dx+
∫
RN
|V (x)||u|2dx ≤ C
t2−Nk1
for t ≥ 1. (4.11)
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(4) If there exist 0 < k1 <
2
N
and 0 < c < 2 such that −k1(h′(s))2 ≤ 2h′′(s)h′(s)s+
(h′(s))2 ≤ 0 for s ≥ 0, and −c|V | ≤ 2V + (x · ∇V ) ≤ 0 for x ∈ RN , then∫
RN
|∇h(|u|2)|2dx+
∫
RN
|V (x)||u|2dx ≤ C
t2−max(Nk1,c)
for t ≥ 1. (4.12)
In all cases above, by the conservation of energy, we have
lim
t→+∞
∫
RN
|∇u(x, t)|2dx = 2E(u0), lim
t→+∞
‖u(·, t)‖2H1 =M(u0) + 2E(u0). (4.13)
2. Assume that u is the blowup solution of (1.1), [(h′(s))2 + 2h′′(s)h′(s)s] ≤ 0 for
s ≥ 0 and 2V + (x · ∇V ) ≤ 0 for x ∈ RN , u0 ∈ X and xu0 ∈ L2(RN ). If E(u0) ≤ 0
and −4T 2E(u0)−
∫
RN
|xu0|2dx− 4Tℑ
∫
RN
u¯0(x · ∇u0)dx > 0, then∫
RN
[|∇u|2 + |∇h(|u|2)|2]dx ≥ C
(T − t)2 ,
∫
RN
V (x)|u|2dx ≥ C
(T − t)2 . (4.14)
Proof of Theorem 4: 1. Assume that u is the global solution of (1.1), u0 ∈ X
and xu0 ∈ L2(RN ), V (x) ≤ 0.
(1) 2h′′(s)h′(s)s+ (h′(s))2 ≥ 0 and 2V + (x · ∇V ) ≥ 0. (4.1) implies that
4t2
∫
RN
|∇h(|u|2)|2dx+ 4t2
∫
RN
|V (x)||u|2dx ≤
∫
RN
|xu0|2dx,
i.e., ∫
RN
|∇h(|u|2)|2dx+
∫
RN
|V (x)||u|2dx ≤ C
t2
.
(2) 2h′′(s)h′(s)s+(h′(s))2 ≥ 0 and −c|V | ≤ 2V +(x ·∇V ) ≤ 0 for some 0 < c < 2.
(4.1) means that
4t2
∫
RN
|∇h(|u|2)|2dx+ 4t2
∫
RN
|V (x)||u|2dx
≤
∫
RN
|xu0|2dx+ 4c
∫ t
0
τ
(∫
RN
|V (x)||u|2dx
)
dτ. (4.15)
Let
A1(t) := 4
∫ t
0
τ
(∫
RN
|V (x)||u|2dx
)
dτ.
(4.15) implies
A′1(t) ≤
C0
t
+
c
t
A1(t).
Using Gronwll’s inequality, we have
A1(t) ≤ tc[A1(1) + C − C
tc
] ≤ C ′tc.
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Consequently, ∫
RN
|∇h(|u|2)|2dx+
∫
RN
|V (x)||u|2dx ≤ C
t2−c
.
(3) −k1(h′(s))2 ≤ 2h′′(s)h′(s)s + (h′(s))2 < 0 for some 0 < k1 < 2N and 2V + (x ·
∇V ) ≥ 0. (4.1) means that
4t2
∫
RN
|∇h(|u|2)|2dx+ 4t2
∫
RN
|V (x)||u|2dx
≤
∫
RN
|xu0|2dx+ 4Nk1
∫ t
0
τ
(∫
RN
|∇h(|u|2)|2dx
)
dτ. (4.16)
Let
A2(t) := 4
∫ t
0
τ
(∫
RN
|∇h(|u|2)|2dx
)
dτ.
(4.16) equals to
A′2(t) ≤
C0
t
+
Nk1
t
A2(t).
Using Gronwell’s inequality, we get
A2(t) ≤ tNk1c[A2(1) + C − C
tNk1
] ≤ C ′tNk1 .
Consequently, we have∫
RN
|∇h(|u|2)|2dx+
∫
RN
|V (x)||u|2dx ≤ C
t2−Nk1
.
(4) −k1(h′(s))2 ≤ 2h′′(s)h′(s)s + (h′(s))2 < 0 for some 0 < k1 < 2N and −c|V | ≤
2V + (x · ∇V ) ≤ 0 for some 0 < c < 2. (4.1) means that
4t2
∫
RN
|∇h(|u|2)|2dx+ 4t2
∫
RN
|V (x)||u|2dx
≤
∫
RN
|xu0|2dx+ 4Nk1
∫ t
0
τ
(∫
RN
|∇h(|u|2)|2dx
)
dτ + 4c
∫ t
0
τ
(∫
RN
|V (x)||u|2dx
)
dτ
≤ C + 4max(Nk1, c)
∫ t
0
τ
[∫
RN
|∇h(|u|2)|2dx+
∫
RN
|V (x)||u|2dx
]
dτ. (4.17)
Let
A3(t) := 4
∫ t
0
τ
[∫
RN
|∇h(|u|2)|2dx+
∫
RN
|V (x)||u|2dx
]
dτ.
(4.17) implies
A′3(t) ≤
C0
t
+
max(Nk1, c)
t
A3(t).
Using Gronwell’s inequality, we get
A3(t) ≤ tmax(Nk1,c)[A3(1) +C − C
tmax(Nk1,c)
] ≤ C ′tmax(Nk1,c).
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Consequently, we obtain∫
RN
|∇h(|u|2)|2dx+
∫
RN
|V (x)||u|2dx ≤ C
t2−max(Nk1,c)
.
In all cases above, we have
lim
t→+∞
∫
RN
|∇h(|u|2)|2dx+
∫
RN
|V (x)||u|2dx = 0.
By the conservation of energy, we get
lim
t→+∞
(
1
2
∫
RN
|∇u|2dx+ 1
2
∫
RN
|∇h(|u|2)|2dx+ 1
2
∫
RN
|V (x)||u|2dx
)
= E(u0),
which means that
lim
t→+∞
∫
RN
|∇u|2dx = 2E(u0).
By the conservation of mass, we obtain
lim
t→+∞
‖u(·, t)‖2H1 = limt→+∞
(∫
RN
|u|2dx+
∫
RN
|∇u|2dx
)
=M(u0) + 2E(u0).
(4.13) is proved.
2. Assume that u is the blowup solution of (1.1), u0 ∈ X and xu0 ∈ L2(RN ),
V (x) ≥ 0 and 2V + (x · ∇V ) ≤ 0, 2h′′(s)h′(s)s+ (h′(s))2 ≤ 0. Using (4.2), we have
2(T − t)2
∫
RN
V (x)|u|2dx
=
∫
RN
|(x+ 2i(T − t)∇)u|2dx+ 4(T − t)2
∫
RN
|∇h(|u|2)|2dx
+ 4
∫ t
0
(T − τ)θ(τ)dτ − 8T 2E(u0)−
∫
RN
|xu0|2dx
− 4Tℑ
∫
RN
u¯0(x · ∇u0)dx. (4.18)
If
−8T 2E(u0)−
∫
RN
|xu0|2dx− 4Tℑ
∫
RN
u¯0(x · ∇u0)dx > 0,
then (4.18) implies that ∫
RN
V (x)|u|2dx ≥ C
(T − t)2 .
Using energy conservation law E(u) = E(u0), we get
1
2
∫
RN
[|∇u|2 + |∇h(|u|2)|2]dx = 1
2
∫
RN
V (x)|u|2dx+ E(u0) ≥ C
(T − t)2 + E(u0).
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As t close to T enough, we have
C
(T − t)2 + E(u0) ≥
C ′
(T − t)2 .
for some constant 0 < C ′ < C. Hence∫
RN
|∇u|2dx+
∫
RN
|∇h(|u|2)|2dx ≥ 2C
′
(T − t)2 ,
(4.14) holds. 
We would like to give two examples to illustrate the results intuitively.
Example 4.1.{
iut = ∆u+ 2b
2α|u|2α−2u∆(|u|2α)− 1|x|mu, x ∈ RN \ {0}, t > 0
u(x, 0) = u0(x), x ∈ RN .
(4.19)
Since h(s) = sα and V (x) = − 1|x|m (x 6= 0), 2h′′(s)h′(s)s + (h′(s))2 ≥ 0 and 2V + (x ·
∇V ) ≥ 0 imply that α ≥ 12 and m ≥ 2, while −k1(h′(s))2 ≤ 2h′′(s)h′(s)s+(h′(s))2 < 0
and −c|V | ≤ 2V +(x ·∇V ) < 0 imply that α < 12 and m < 2. We can take k1 = 1−2α,
c = 2−m and get∫
RN
|∇|u|2α|2dx+
∫
RN
1
|x|m |u|
2dx ≤ C
tl
for t ≥ 1.
Here l = 2 or l = m if α ≥ 12 , l = 2−N(1− 2α) or l = max(m, 2−N(1− 2α)) if α < 12 .
Example 4.2. Noticing that h(s) = sα and V (x) = 1|x|m (x 6= 0) in (3.9),
2h′′(s)h′(s)s + (h′(s))2 ≤ 0 and 2V + (x · ∇V ) ≤ 0 imply that α ≤ 12 and m ≥ 2.
And ∫
RN
[|∇u|2 + |∇|u|2α|2]dx ≥ C
(T − t)2 ,
∫
RN
1
|x|m |u|
2dx ≥ C
(T − t)2 .
Basing on Theorem 3 and Theorem 4, we can obtain Morawetz estimates and
spacetime bounds for the solution of (1.1) below.
Theorem 5.((Morawetz estimates and Spacetime bounds for the global
solution) Assume that u(x, t) is the global solution of (1.1), u0 ∈ X, xu0 ∈ L2(RN ),
0 < E(u0) < +∞, V (x) = V1(x) + V2(x) ∈ Lq(RN ) + L∞(RN ) for some q > 1 and
V (x) ≤ 0 for x ∈ RN . Then
1. Morawetz estimates
If a(x, t) ≥ atλ for some a > 0 and λ < 1 when 0 ≤ t ≤ 1, a(x, t) ≥ btµ for some
b > 0 and µ+ l > 1 when t ≥ 1, then∫ +∞
0
∫
RN
[|∇h(|u|2)|2 + |V (x)||u|2]
a(x, t)
dxdt ≤ C; (4.20)
Especially, if a(x, t) = (|x|+ t)λ, 0 ≤ λ < 1, λ+ l > 1, then∫ +∞
0
∫
RN
[|∇h(|u|2)|2 + |V (x)||u|2]
(|x|+ t)λ dxdt ≤ C. (4.21)
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If a(x, t) ≡ a > 0, l > 1, then∫ +∞
0
∫
RN
[|∇h(|u|2)|2 + |V (x)||u|2]dxdt ≤ C. (4.22)
2. Spacetime bounds
(1). For Ml > 1, we have
(∫ +∞
0
(∫
RN
[|∇h(|u|2)|2 + |V (x)||u|2]dx
)M
dt
) 1
M
≤ C (4.23)
in one of the following cases: (i) Case (1) of Theorem 4;(ii) 0 < c < 1 in Case (2) of
Theorem 4; (iii) 0 < k1 <
1
N
in Case (3) of Theorem 4; (iv) 0 < c < 1, 0 < k1 <
1
N
in
Case (4) of Theorem 4.
(2). If there exist m1 > 1, m2 > 1, c1 > 0 and c2 > 0 such that |u|m1 r¯ ≤
c1[h(|u|2)]2∗ for 0 ≤ s ≤ 1 and |u|m2r¯ ≤ c2[h(|u|2)]2∗ for s > 1, then
‖u‖Lq¯tLr¯x =
(∫ +∞
0
(∫
RN
|u|r¯dx
) q¯
r¯
dt
) 1
q¯
≤ C (4.24)
in one of the cases of (i)–(iv). Here
r¯ > 2, q >
2r¯(m1r¯ − 2)
2∗l(r¯ − 2) , q >
2r¯(m2r¯ − 2)
2∗l(r¯ − 2) . (4.25)
Proof: 1. By energy conservation law,∫
RN
[|∇h(|u|2)|2 + |V (x)||u|2]dx ≤
∫
RN
[|∇u|2 + |∇h(|u|2)|2 + |V (x)||u|2]dx
≤ 2E(u0) for all t ≥ 0, especially for 0 ≤ t ≤ 1. (4.26)
On the other hand, by the proof of Theorem 4,∫
RN
[|∇h(|u|2)|2 + |V (x)||u|2]dx ≤ C
tl
for t ≥ 1. (4.27)
Here l = 2 in Case (1) of Theorem 4; l = 2− c in Case (2) of Theorem 4; l = 2−Nk1 in
Case (3) of Theorem 4; l = 2−max(Nk1, c) in Case (4) of Theorem 4. Consequently,∫ +∞
0
∫
RN
[|∇h(|u|2)|2 + |V (x)||u|2]
a(x, t)
dxdt
=
∫ 1
0
∫
RN
[|∇h(|u|2)|2 + |V (x)||u|2]
a(x, t)
dxdt+
∫ +∞
1
∫
RN
[|∇h(|u|2)|2 + |V (x)||u|2]
a(x, t)
dxdt
≤
∫ 1
0
2E(u0)
atλ
dt+
∫ +∞
1
C
btµ+l
dt ≤ 2E(u0)
a(1− λ) +
C
b(µ+ l − 1) . (4.28)
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Especially, if a(x, t) = (|x|+ t)λ, 0 < λ < 1, λ+ l > 1, then∫ +∞
0
∫
RN
[|∇h(|u|2)|2 + |V (x)||u|2]
(|x|+ t)λ dxdt ≤
2E(u0)
a(1− λ) +
C
b(λ+ l − 1) .
If a(x, t) ≡ 1, l > 1, then∫ +∞
0
∫
RN
[|∇h(|u|2)|2 + |V (x)||u|2]dxdt ≤ C.
2. (1). If lM > 1, denote φ(u) =
∫
RN
[|∇h(|u|2)|2 + |V (x)||u|2]dx, we have
(∫ +∞
0
(∫
RN
[|∇h(|u|2)|2 + |V (x)||u|2]dx
)M
dt
) 1
M
=
{∫ 1
0
(φ(u))M +
∫ +∞
1
(φ(u))M dt
} 1
M
≤
(∫ 1
0
[2E(u0)]
Mdt+
∫ +∞
1
C
tlM
dt
) 1
M
≤
(
[2E(u0)]
M +
C
lM − 1
) 1
M
≤ C. (4.29)
(2). Let
τ1 =
m1r¯ − 2
(m1 − 1)r¯ , τ
′
1 =
m1r¯ − 2
r¯ − 2 , τ2 =
m2r¯ − 2
(m2 − 1)r¯ , τ
′
2 =
m2r¯ − 2
r¯ − 2 .
Note that∫
RN
|u|r¯dx =
∫
{|u|≤1}
|u|r¯dx+
∫
{|u|>1}
|u|r¯dx
≤
(∫
{|u|≤1}
|u|2dx
) 1
τ1
(∫
{|u|≤1}
|u|m1 r¯dx
) 1
τ ′
1
+
(∫
{|u|>1}
|u|2dx
) 1
τ2
(∫
{|u|>1}
|u|m1 r¯dx
) 1
τ ′
2
≤
(∫
RN
|u|2dx
) 1
τ1
(∫
{|u|≤1}
c1[h(|u|2)]2∗dx
) 1
τ ′
1
+
(∫
RN
|u|2dx
) 1
τ2
(∫
{|u|>1}
c2[h(|u|2)]2∗dx
) 1
τ ′
2
≤
(∫
RN
|u|2dx
) 1
τ1
(∫
RN
c1[h(|u|2)]2∗dx
) 1
τ ′1
+
(∫
RN
|u|2dx
) 1
τ2
(∫
RN
c2[h(|u|2)]2∗dx
) 1
τ ′2
≤ C
(∫
RN
|∇h(|u|2)|2dx
) 2∗
2τ ′
1
+C
(∫
RN
|∇h(|u|2)|2dx
) 2∗
2τ ′
2
. (4.30)
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If
q >
2r¯(m1r¯ − 2)
2∗l(r¯ − 2) , q >
2r¯(m2r¯ − 2)
2∗l(r¯ − 2) ,
by (4.26), (4.27) and (4.30), then
‖u‖Lq¯t (R)Lr¯x(RN ) =
(∫ +∞
0
(∫
RN
|u|r¯dx
) q¯
r¯
dt
) 1
q¯
≤ C

∫ +∞
0

(∫
RN
|∇h(|u|2)|2dx
) 2∗
2τ ′
1
+
(∫
RN
|∇h(|u|2)|2dx
) 2∗
2τ ′
2


q¯
r¯
dt


1
q¯
≤ C

∫ +∞
0
(∫
RN
|∇h(|u|2)|2dx
) q¯·2∗
2r¯τ ′1
dt


1
q¯
+C

∫ +∞
0
(∫
RN
|∇h(|u|2)|2dx
) q¯·2∗
2r¯τ ′2
dt


1
q¯
≤ C

∫ 1
0
(∫
RN
|∇h(|u|2)|2dx
) q¯·2∗
2r¯τ ′
1
dt


1
q¯
+ C

∫ +∞
1
(∫
RN
|∇h(|u|2)|2dx
) q¯·2∗
2r¯τ ′
1
dt


1
q¯
+ C

∫ 1
0
(∫
RN
|∇h(|u|2)|2dx
) q¯·2∗
2r¯τ ′2
dt


1
q¯
+ C

∫ +∞
1
(∫
RN
|∇h(|u|2)|2dx
) q¯·2∗
2r¯τ ′2
dt


1
q¯
≤ C
(∫ 1
0
[2E(u0)]
q¯·2∗
2r¯τ ′
1 dt
) 1
q¯
+ C
(∫ +∞
1
1
t
lq¯·2∗
2r¯τ ′1
dt
) 1
q¯
+ C
(∫ 1
0
[2E(u0)]
q¯·2∗
2r¯τ ′
2 dt
) 1
q¯
+ C
(∫ +∞
1
1
t
lq¯·2∗
2r¯τ ′
2
dt
) 1
q¯
≤ C ′ < +∞.
Theorem 5 is proved. 
We would like to give an example to illustrate the results of Theorem 5.
Example 4.3.{
iut = ∆u+ 2[α1|u|2α1−2 + α2|u|2α2−2]u∆(|u|2α1 + |u|2α2)− 1|x|mu, x ∈ RN \ {0}, t > 0
u(x, 0) = u0(x), x ∈ RN .
(4.31)
1. Since h(s) = sα1 + sα2 and V (x) = − 1|x|m , 2h′′(s)h′(s)s + (h′(s))2 ≥ 0 and
2V +(x·∇V ) ≥ 0 imply that α1, α2 ≥ 12 andm ≥ 2. While −k1(h′(s))2 ≤ 2h′′(s)h′(s)s+
(h′(s))2 < 0 and −c|V | ≤ 2V + (x · ∇V ) < 0 imply that α1, α2 < 12 and m < 2, we can
take k1 = max(1 − 2α1, 1 − 2α2), c = 2 −m in this case. Under certain assumptions,
we get ∫ +∞
0
∫
RN
(|∇[|u|2α1 + |u|2α2 ]|2 + 1|x|m |u|
2)dxdt ≤ C,
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∫ +∞
0
∫
RN
(|∇[|u|2α1 + |u|2α2 ]|2 + 1|x|m |u|2)
(|x|+ t)λ dxdt ≤ C.
2. If 1 < m1 =
min(α1,α2)2∗
r¯
and 1 < m2 =
max(α1,α2)2∗
r¯
, then
‖u‖Lq¯t (R)Lr¯x(RN ) =
(∫ +∞
0
(∫
RN
|u|r¯dx
) q¯
r¯
dt
) 1
q¯
≤ C.
Here
q >
2r¯(m1r¯ − 2)
2∗l(r¯ − 2) , q >
2r¯(m2r¯ − 2)
2∗l(r¯ − 2)
and l = 2 or l = m if α1, α2 ≥ 12 , l = max(2 − N(1 − 2α1), 2 − N(1 − 2α2)) or
l = max(m, 2 −N(1− 2α1), 2 −N(1− 2α2)) if α1, α2 < 12 in (4.27).
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