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Abstract. Augmented reality deals with the problem of dynamically augmenting
or enhancing the real world with computer generated virtual scenes. Registration is
one of the most pivotal problems currently limiting AR applications. In this paper,
a novel registration method using natural features based on online estimation of tri-
focal tensors is proposed. This method consists of two stages: offline initialization
and online registration. Initialization involves specifying four points in two reference
images respectively to build the world coordinate system on which a virtual object
will be augmented. In online registration, the natural feature correspondences de-
tected from the reference views are tracked in the current frame to build the feature
triples. Then these triples are used to estimate the corresponding trifocal tensors
in the image sequence by which the four specified points are transferred to compute
the registration matrix for augmentation. The estimated registration matrix will
be used as an initial estimate for a nonlinear optimization method that minimizes
the actual residual errors based on the Levenberg-Marquardt (LM) minimization
method, thus making the results more robust and stable. This paper also proposes
a robust method for estimating the trifocal tensors, where a modified RANSAC al-
gorithm is used to remove outliers. Compared with standard RANSAC, our method
can significantly reduce computation complexity, while overcoming the disturbance
of mismatches. Some experiments have been carried out to demonstrate the validity
of the proposed approach.
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1 INTRODUCTION
Augmented Reality (AR) copes with the problem of dynamically augmenting or
enhancing the real world with computer generated virtual objects. Unlike virtual
reality, AR does not create a simulation of reality. Instead, it takes a real ob-
ject as the foundation and incorporates technologies that add contextual data to
deepen a person’s understanding of the subject. Augmented Reality has been put
to use in a number of fields, including medical imaging [1], where doctors can access
data about patients; training [2], in which technology provides students or tech-
nicians with necessary data about specific objects they are working with; and in
museums [3], where artifacts can be tagged with information such as the artifact’s
historical context or where it was discovered.
Registration is one of the most pivotal problems currently limiting AR appli-
cations. It means that the virtual scenes generated by computers must be aligned
with the real world seamlessly. Current registration methods can be divided into
two categories: sensor based registration and computer vision based registration [4].
Registration methods based on sensors such as magnetic [5] or ultrasonic [6]
are feasible under different circumstances, including illumination change and rapid
movement of user’s head. But these kinds of methods suffered from the following
disadvantages: First, such devices are generally too expensive for common consumers
to buy. Second, the bulk and weight of them are also inconvenient for users to mount.
Third, the position and the orientation information generated by sensors are usually
not precise enough to achieve seamless registration.
Computer vision based registration can solve the above problems to some de-
gree. These kinds of methods do not require any special and expensive equip-
ment except for common cameras and a personal computer. The vision-based ap-
proaches can also be divided into marker-based approach and natural feature-based
approach.
Marker-based approach is the most commonly used registration method in the
majority of applied AR systems. In these systems, one or more man-made fiducial
markers are put into the scenes, and the camera’s position and orientation are
computed using these markers’ projections on the moving frame. The downfall
of this approach is that the fiducial markers must be within the area of user’s view
from beginning to end. Otherwise, the registration will be invalidated.
To overcome problems of the man-made markers, numerous natural features
based registration approaches have been put forward. These kinds of method take
full advantage of natural features including points [7, 8, 9], planes [10, 11, 12],
curves [13, 14] and so on, to achieve registration between real and virtual scenes.
By using natural features, the user’s movement range is not limited, and the original
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scenery is not broken. Therefore natural features based registration has become one
of the most active research topics in AR field.
Previous work on markerless camera tracking can be coarsely classified into the
following groups:
• Model-based approaches like [15, 16, 17] require a complete 3D model of the
target scene and often need a large amount of pre-processing. This reduces online
processing time and makes the tracking quite stable. However, constructing
a 3D model of target environment or objects and obtaining templates around
feature points are troublesome tasks which require much effort. Moreover, these
kinds of methods restrict the camera motion to the modeled environment and
maintenance is complex, if the scene changes.
• Classical structure from motion (SFM) approaches, which start from scratch and
recover scene structure and camera motion simultaneously, are known to suffer
from drift. Simon et al. [10, 11] proposed a registration method using planar
structures in the scenes. They calculated the projection matrix by real-time
estimation of homographies between consecutive frames. Whereas this method
suffered from the problem of error accumulation, a reference plane must be speci-
fied and other planes need to be perpendicular to this plane under the condition
of multiple planes. Yuan et al. [8, 9] proposed a method by which a user can
specify four points, which form an approximate square, to define the world
coordinate system. The projections of these four specified points are computed
in the live video sequence and used to estimate the camera pose. In this method,
the projective reconstruction technique is used to set up an updated projective
transformation between the image points and the 3D projective space. Expe-
riments showed that this method is unstable when the camera moves. Pang et
al. [7] made use of affine reconstruction and reprojection techniques to estimate
the image projections of the four specified points used to establish the world
coordinate system in the live video sequence. These image projections were
then used to estimate the camera pose in real time. However, this method
does not consider tracking the feature points robustly and is prone to being
disturbed by mismatches. Moreover, special square planar structure is still used
in initializing stage to construct world coordinate system. Nister et al. [18] had
reported on first success with real-time pose estimation in completely unknown
scenes. However, long-term stability is poor (the algorithms tend to drift), and
drift is limited by insertion of a “firewall”, which leads to a system restart when
the drift becomes too large [19].
• A different method for simultaneous structure and pose recovery is the SLAM
approach (Simultaneous Localization and Mapping). Much work has been per-
formed in this area [20, 21, 22]. The system developed by Davison provides two
crucial points for obtaining good tracking performance and minimal drift: the
tracking of strongly salient features, which function as long term landmarks, and
the consequent propagation of uncertainty in their locations. This is done by
maintaining a full correlation between the camera and all features in the scene,
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which makes insertion and deletion of features not trivial and for reasons of
efficiency limits the total number of features that can be tracked at a time.
In this paper, we follow the structure from motion approaches and propose
a novel markerless registration method based on robust estimation of trifocal tensors
using natural features. Our method distinguishes itself in following three ways:
1. Motivated by the principle that the homography can be calculated using the
correspondence of four noncollinear points, we relax the restriction that the
four specified points used to establish the world coordinate system must form
an approximate square. The only limitation of our approach is that these four
coplanar points should not be collinear.
2. Benefiting from the tensor of previous frame and the normalized cross-correlation
(NCC) operation, we propose a new method to match features between current
and reference images directly. By this method, not only do we overcome the
problem of losing features, but also constitute a NCC based criterion to evaluate
the quality of point matches, which is a very important necessity of the method
we used to calculate the needed tensor.
3. To estimate trifocal tensors precisely, we propose a modified RANSAC algo-
rithm to remove outliers. The matches with higher quality (normalized cross-
correlation score) are tested prior to the others, by which the algorithm can
arrive at termination criterion and stop sampling earlier. Compared with the
standard RANSAC algorithm, our method is more stable and can reduce sample
times to a large degree, which enables our system suitable for online implemen-
tation.
The rest of this paper is organized as follows. Section 2 presents some background
and notations. A primitive overview of the proposed method is described in Sec-
tion 3. Section 4 presents our new method to set up the world coordinate system.
Section 5 deals with the problem of feature tracking. Section 6 discusses the modi-
fied RANSAC based tensor estimation method. Section 7 gives the nonlinear least
square based pose optimization method. Experimental results are shown in Section
8. Final remarks and conclusion are given in the last section.
2 PRELIMINARIES
2.1 Camera Model and Homography
In our research, both 2D and 3D points are represented by homogeneous vectors, so
that the relationship between a 3D point X = (X, Y, Z, 1)T and its image projection
x = (x, y, 1)T is generally given as follows under the pinhole camera model
x = λPX where P = K[R|T ] (1)
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where λ is the homogeneous scale factors unknown a-priori, P is the projection ma-
trix, [R|T ] is the extrinsic parameter of the camera, which is also called registration
matrix in our paper, R = [rx ry rz] is the 3 × 3 rotation matrix, and T = [t] is the












where f is the focal length, (u0, v0) are the coordinates of the principal point, a is the
aspect ratio, s is the skew factor of the image axes. In our method, we assume that
the intrinsic parameters are known in advance and do not change, as it is reasonable
in most cases.


























































where the 3× 3 matrix Hiw is a planar homography which transforms points on the
world plane to the current ith image. Given four or more point correspondences,
we can compute Hiw using singular value decomposition. Then registration matrix
















2.2 Fundamental Matrix and Projective Reconstruction
The epipolar geometry exists between any two-camera systems. For a point xi in
the first image, its correspondence in the second image, x′i, must lie on the epipo-
lar line in the second image, which is known as the epipolar constraint. Alge-
braically, in order for xi and x
′
i to be matched, the following equation must be
satisfied [23]:
x′iFxi = 0 i = 1, . . . , n (4)
where F , known as the fundamental matrix, is a 3× 3 matrix of rank 2, defined up
to a scale factor, which is also called an essential matrix in the case of two calibrated
images. In our research, although the intrinsic parameters are known in advance,
the fundamental matrix is still calculated in order to construct the camera projective
matrices from this fundamental matrix.
Let F be the fundamental matrix between two images. It can be factored as
a product of an antisymmetric matrix [e′]x and a matrix T , i.e., F = [e
′]xT . In fact,
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e′ is the epipole in the second image. Then, two projective camera matrices can
be represented as follows:
P = [I |0], P ′ = [T |e′] (5)
Given a pair of matched points in two images: (xi, x
′
i), let Xi be the corresponding
3D point. From Equation (1), the following two equations can be obtained:
xi = λPXi (6)
x′i = λ
′P ′Xi (7)
where λ and λ′ are two arbitrary scalars. Let pi and p
′
i be the vectors corresponding
to the ith row of P and P ′, respectively. The above two scalars can be computed as
follows:




With Equations (6)–(9), we can reconstruct Xi from its image matches (xi, x
′
i) using
the linear least square technique. Details about projective reconstruction can be
found in [9] and [23].
2.3 Trifocal Tensor
The trifocal tensor plays a similar role in three views compared to that played by the
fundamental matrix in two. It encapsulates all the projective geometric relations
between three views that are independent of scene structure [24]. For a triplet of
images, the image of a 3D pointX is x, x′ and x′′ in the first, second and third images
respectively, where x = (x1, x2, x3)
T are homogeneous three vectors. If the three
camera matrices are in canonical form, where P = [I |0], P ′ = [aij], P
′′ = [bij], and
the aij and b
i
j denote the ij
th entry of the matrix P ′ and P ′′ respectively, index i being
the row index and j being the column index, then the trifocal tensor can be computed
by








i , j, k = 1, . . . , 3, i = 1, . . . , 3 (10)
where T = [T1, T2, T3]
T is a 3× 3× 3 homogeneous tensor. Using the tensor, a point
can be transferred to a third image from correspondences in the first and second
images:
















k , i, j = 1, . . . , 3, l = 1, . . . , 3 (11)
The details for calculating trifocal tensor will be discussed in Section 6.
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Fig. 1. Outline of the proposed approach
3 OVERVIEW OF PROPOSED APPROACH
This section explains the algorithm for our registration method based on robust
estimation of trifocal tensors using natural features. It can be divided into two
stages, namely offline initialization and online registration as shown in Figure 1.
In the initialization stage, two spatially separated images of the scenes in which
we want to augment are selected as the references. A high quality set of point fea-
ture [25] matches and the fundamental matrix are obtained for these two images by
the normalized cross-correlation operation and the Least Median of Squares (LMedS)
approach [26]. Then the world coordinate system is established based on projective
reconstruction technique and the four coplanar points specified by user in the two
control images respectively.
Once the initialization stage is completed, the online registration can start. Fea-
ture correspondences detected from the reference images are tracked in the cur-
rent frame benefiting from the tensor of previous frame and the normalized cross-
correlation operation. The trifocal tensor is calculated robustly with the feature
triplets based on the method discussed in Section 6. Then the four coplanar points
specified by user are transferred into the current image using the calculated tensor,
and the homography between the current frame and the world plane is recovered via
the correspondence of these four points. Finally the registration matrix is calculated
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using the above homography and the virtual objects are rendered on the real scenes
using OpenGL.
In the above two stages, we assume that the intrinsic and distortion parameters
of the camera are known and do not change.
4 ESTABLISHING WORLD COORDINATE SYSTEM
Before establishing the world coordinate system, we assume that the epipolar ge-
ometry between the two reference images is known and the projective matrices P
and P ′ of the two reference views have also been calculated through Equation (5).
Then, based on the principle of projective reconstruction, we can compute a point’s
3D projective coordinates X using its projections on the two reference images as
discussed in Section 2.2.
The next step is to specify four coplanar points xi = (xi, yi, 1)
T (i = 1, . . . , 4)
in each of the two reference images, respectively, to establish the world coordinate
system. Previous work [7, 8, 9] has the restriction that these four points should
form an approximate square, and the origin of the world coordinate system is set to
the center of the square defined by the four known points, the X-axes and Y -axes
are the direction of two different parallel sides, respectively. However, this method
still needs some special square planar structures to help specifying the planar points
accurately in the control images.
From the discussion in Section 2.1 we know that the registration matrix can
be computed from the homography between current frame and the world plane,
and to get this homography, we need only four coplanar but noncollinear points
of the world plane and their projections on the current image. Motivated by this
property, we propose a new method to define world coordinate system without the
need of special square structures, and the only limitation of our approach is that
the four specified coplanar points should not be collinear. Let Xi = (Xi, Yi, Zi, 1)
T
(i = 1, . . . , 4) be the projective 3D coordinates of the four specified points, the origin
of the world coordinate system will be the X1, the X-axes will be the direction of
the vector
−−−→
X1X2, the Z-axes will be the vertical direction of the plane defined by
the above four 3D points, and the Y -axes will be the cross product of Z-axes and
X-axes. To improve accuracy, when one point has been specified in a reference
image, its epipolar line in another image is drawn to limit the searching area of the
correspondence in this image, because the correspondence is limited on this epipolar
line according to the property of epipolar geometry. Figure 2 gives an illustration
of our method.
5 FEATURE TRACKING
For each incoming frame, we must identify which features correspond to which in
the reference images. A candidate method is to track these features frame by frame
using narrow baseline feature tracking techniques like Lucas-Kanade tracker [27]
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a) b)
c) d)
Fig. 2. Setting up the world coordinate system. a) and b) are the two reference images in
which four noncollinear points are specified, respectively, to set up the world coordi-
nate system. To improve accuracy, epipolar lines are drawn on the second image to
limit the searching area of the point corresponding to the specified points in the first
image. c) and d) are the images with the established world coordinate system.
and so on. However, these methods suffered from losing features, and are prone
to introducing some wrong matches. This is especially true in the case of features
going out of the field of view or occluded by users and some scene objects. Thus
the valid matches will become less and less during the tracking process, which will
finally result in failure of registration.
To overcome the above problems, we propose a normalized cross-correlation
based method to match the features between current and reference images directly.
We assume that the tensor of previous frame has been calculated accurately. With
this tensor, we transfer the corresponding feature points detected from the two
reference images onto the live image. The correspondence is identified by searching
in a small area surrounding the transferred point for a point that correlates well with
one of the two reference matched points. Figure 3 gives a perspicuous illustration
of the proposed method. By the above method, not only do we fulfil the task of
establishing feature correspondences, but also constitute a NCC based criterion to
evaluate the quality of point matches. In deed, this is a very important precondition
of the modified RANSAC algorithm we used to estimate trifocal tensor in Section 6.
However, the proposed method has the limitation that the initial camera position
should be close to one of the two reference images so that we do not have to solve
wide baseline matching problem for the first frame in case of the absence of initial
tensor.
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Fig. 3. Tracking features. A searching window is fixed in the current frame using the
previous tensor. The initial correspondence is established by searching in this window
for a point that has the maximal normalized cross-correlation score with one of the
two references matched points.
6 ESTIMATING TRIFOCAL TENSOR USING MODIFIED RANSAC
We now turn to the problem of calculating trifocal tensor using feature triples ob-
tained from the previous section. The trifocal tensor has 27 elements, 26 equations
are needed to calculate a tensor up to scale. Each triplet of point matches can
give four independent linear equations for the entries of the tensor; accordingly,
7 points are needed to compute the trifocal tensor linearly. The above method is
called linear algorithm or normalized linear algorithm when input data is pretreated.
The drawback of these algorithms is that they do not take into account the inter-
nal constraints of the trifocal tensor and cannot necessarily yield a geometrically
valid tensor. Algebraic minimization algorithm may be a good choice to obtain
a valid tensor. However, due to using all available triples, this method is prone to
being affected by the presence of mismatches (outliers). To overcome the distur-
bance of the mismatches, some scholars have brought forward the 6-point RANSAC
method. This method has the capability of generating a precise tensor even in
the presence of a significant number of outliers. The shortcoming of RANSAC is
that its computational complexity increases dramatically with the number of cor-
respondences and proportion of mismatches. Moreover, 6-point RANSAC does not
always work well in a multi-planar scene [28]. If the selected 6 points are acci-
dently coplanar, the resulting tensor can only provide correct geometry for one
plane. Consequently, to achieve the expected performances in both time and pre-
cision, we propose a modified RANSAC based method to calculate trifocal tensors
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which takes full advantage of normalized linear algorithm and algebraic minimiza-
tion algorithm.
6.1 Sampling with Modified RANSAC Algorithm
Standard RANSAC algorithm treats all matches coequally and extracts random
samples uniformly from the full set. It can be viewed as a black box that generates
N tentative correspondences, i.e. the error-prone matches established by comparing
local descriptors. In our experiment, we find that the correspondences with higher
normalized cross-correlation score are more likely to be inliers than the lower ones.
Motivated by this property, we propose a modified RANSAC algorithm in which
samples are semi-randomly drawn from a subset of the matches with the highest
cross-correlation score, and the size of the hypothesis generation set is gradually
increased. In our method, the size of the set of potential matches has very small
influence on its speed, since the solution is typically found early, when samples are
taken from a smaller set. In fact, our method is designed to draw the same samples
as standard RANSAC algorithm, but only in a different order. The matches more
likely to be inliers are tested prior to the others; thereby, the algorithm can arrive
at termination criterion and stop sampling earlier. The experiments presented in
Section 7.2 demonstrate that this method is valid and can reduce sample times to
a large degree compared with the standard RANSAC.
In our method, the set of K potential triples is denoted as NK . The data points
in NK are sorted in descending order with respect to the normalized cross-correlation
score s.
ni, nj ∈ NK : i < j ⇒ s(ni) ≥ s(nj) (12)
A set of k data points with the highest score is represented as NK . Then, the ini-
tial subset contains the 7 top-ranked matches that can give 26 equations needed
in normalized linear algorithm. If all of the valid samples from the current sub-
set Nm = (n1, n2, . . . , nm) have been tested, then the next subset is Nm+1 =
(na, n2, . . . , nm, nm+1), and the following samples consist of nm+1 and the 6 data
points drawn from Nm at random.
6.2 Algebraic Minimization Algorithm
The standard algebraic minimization algorithm takes the following steps [24]:
1. From the set of feature triples, find an initial estimate of the trifocal tensor using
normalized linear algorithm by solving a set of equations of the form At = 0,
where A comes from Equation (11), t is the vector of entries of tensor T jki .
2. Find the two epipoles e′(a4) and e
′′(b4)from the initial tensor as the common
perpendicular to the left null-vectors of the three Ti.
3. According to Equation (10), construct the 27 × 18 matrix E such that t = Ea,
where a is the vector representing entries of aji and b
k
i .
902 T. Guan, L. Li, Ch. Wang
4. Compute the tensor by minimizing the algebraic error ‖AEa‖ subject to
‖Ea‖ = 1.
5. Find an optimal solution by iteration over the two epipoles using an iterative
method like Levenberg-Marquardt algorithm.
To get a fast non-iterative algorithm, we omit the last iteration step in our algorithm.
The experiments presented in Section 7.1 prove that the negative influence of this
predigestion is very slight and can be ignored.
6.3 Estimating Method
The following steps give the outline of our modified RANSAC based algebraic min-
imization algorithm.
1. From the sample given by modified RANSAC algorithm, compute a candidate
tensor using the normalized linear algorithm.
2. Reproject all the matches of the two references on to the current frame using
the candidate tensor and Equation (11).
3. If the number of inliers is smaller than the predefined threshold T (varying with
different environment), then generate a new sample using modified RANSAC
and repeat the above steps.
4. If the number of inliers is greater than T , then re-estimate the tensor using these
inliers and the method described in Section 6.2 and terminate.
In our method, the criterion to judge an outlier is that the distance between the
reprojection and the detected point in current frame is greater than 3 pixels.
7 OPTIMIZING REGISTRATION MATRIX
After getting the needed tensor, we can calculate the registration matrix using the
method discussed in Section 2. However, we find that the system suffered from the
problem of jitter. This problem is especially acute when current position is far away
from the reference images. To overcome the above problem, we use nonlinear least
square method (Levenberg-Marquardt algorithm) and Tukey M-estimator [29] to







where ρ is the Tukey M -estimator and ri = ‖xi − λK[R|T ]Xi is the re-projection
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Robust Estimation of Trifocal Tensors for AR Systems 903
where c is a threshold chosen with respect to the standard deviation of the data.
By minimizing the residual sum, the camera rotation and translation matrix R
and T for the current frame can be estimated accurately. In our algorithm, M -esti-
mator is initialized with the camera pose of the previous frame.
8 EXPERIMENTAL RESULTS
The proposed method has been implemented in C using OpenGL and OpenCV [30].
The video sequence is captured with a CCD camera. To calibrate this camera, we
make use of the camera calibration toolbox of OpenCV. We put a checkerboard in
front of the camera and capture several sample images. The recognized corners in
the checkerboard images and the known geometry of the checkerboard allow us to
obtain the parameters required in our system. Indubitably, the speed of our system
varies according to different conditions appearing in the video sequences and the
complexity of virtual objects. On the average, our system can run at 10 fps with
320 × 240 pixel images on a DELL 530 Workstation (OS: Windows 2000, CPU:
1.8GHz× 2).
Two experiments are carried out to demonstrate the validity of the proposed
approach.
In the first experiment, two control images are first selected with the camera
placed at different positions. An initial set of feature matches is made by normalized
correlation, and a classical robust approach, called the Least Median of Squares,
based on the technique described in [26], is used to estimate the epipolar geometry
between these two reference images. Then, more matches can be found by stereo
matching with the computed epipolar geometry. In our work, 73 point matches are
obtained finally after repeating the above steps 4 times. Projective camera matrices
for the two views are computed next. Four pairs of points are then specified in the
two reference images to establish the world coordinate system. Using the tensor
obtained with the method discussed in Section 6.3, the four specified points are
transferred during the entire tracking process. Figure 4 shows some results of the
augmented sequence.
a) b)




Fig. 4. Examples in experiment 1. a), c), e) and g) are the 45th, 86th, 153rd and 257th
frames of the input video sequence with the inliers used to calculate the needed tensor
and the reprojection of the specified point marked with the symbol “+”, respectively.
b), d), f) and h) are the corresponding registration images.
In the second experiment, 131 matches are extracted from the two reference
views. A 3D virtual word “welcome” is successfully augmented on the wall over
thousands of consecutive frames. Figure 5 shows some images of the augmented
sequence.
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l) m) n)
Fig. 5. Examples in experiment 2. a) and b) are the two reference images with the feature
matches and the established world coordinate system. c), d), e), i), j) and k) are the
23rd, 76th, 133rd, 150th, 251st, 364th frames of the input video sequence with the inliers
and the reprojection of the specified point marked with the symbol “+”, respectively.
f), g), h), l), m) and n) are the corresponding registration images with a virtual 3D
word “welcome”.
8.1 Tracking Accuracy
In order to evaluate the registration accuracy in our method, the results of the
above two experiments are recorded. The validation of our results is obtained by
a comparison with one of the commercially available 3D magnetic (miniBIRD). This
highly accurate system can output both position and orientation and has an accuracy
of 0.5 in orientation and 1.8mm in position. The wired sensor is installed on the CCD
camera. Poses from both systems are simultaneously acquired. Tracking results
(Translation of Y -axes) are shown in Figures 6 and 7. Position errors in Y -axis are
all less than 10mm compared with miniBIRD in both experiments. These results
demonstrate the accuracy of the proposed method.
8.2 Sample Times
Using the video sequence obtained from the second experiment, we also compare the
sample times between the modified RANSAC and the standard RANSAC algorithm.
With the method discussed in Section 5, we typically generate sets of initial matches
which are already 80% correct. The threshold T for these two algorithms is set to
65% of the matches in initial sets. The comparision of the sample times is given
in Figure 8. The average and maximum sample times of the standard RANSAC
in the first 500 frames are 10.3 and 79 respectively, which is 4.29 and 5.64 times
as in our method. The processing time of the standard RANSAC algorithm in
this experiment varies from 0.016 s to 0.172 s, which leads to the frame rate drifts
between 4 and 12 fps; on the other hand, the processing time of our method is always
within 0.047 s and the frame rate is about 9 ∼ 12 fps. This experiment proves that
the modified RANSAC algorithm used in our method is more stabile and can reduce
the computation complexity significantly, which makes our system suitable for online
implementation.




In this paper, we presented a markerless registration method for augmented reality
systems based on online estimation of trifocal tensor using natural features. To
establish the world coordinate system, we relax the restriction that the four speci-
fied points must form a square. This method casts off the requirements of special
square planar structures and really enhances the usability of our system. To calcu-
late trifocal tensor precisely, we put forward a modified RANSAC based algebraic
minimization algorithm. While improving the accuracy, this method also reduces
the computation complexity to a large degree, which really ameliorates the efficiency
of our system.
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Fig. 8
However, there are still some limitations. In the current system, virtual ob-
jects are usually superimposed on the video image without using depth information
from the real scenes, so real objects are always occluded by virtual objects. This
problem reduces the impression that the virtual objects are part of the real world
scene and affects the user’s recognition of the geometrical relationship between real
and virtual objects. According to the property of trifocal tensor, we can transfer
foreground pixels of the reference images to the current frame to realize the repro-
jection of the real objects. If the depth information of these foreground pixels can
be simultaneously calculated in real-time, then we can achieve occlusion between
real and virtual objects easily. This is the direction of our future work.
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