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is 0, the absolute value of an element in the item correlation matrix becomes 1, thus producing a Hey wood case. These problems are exacerbated when the coefficients are corrected for guessing (Carrot!, 1945) .
The limitations of item factor analysis based on tetrachoric correlation coefficients have been overcome to a considerable extent by the generalized least squares (GLS) method (Cristoffersson, 1975; 9 M~ther~, 1978) . Because this method allows for the large sample variance of the estimated coefficients, instabilities at the extremes are less of a problem. The GLS method requires, however, the generating and inverting of the asymptotic covariance matrix of the estimated tetrachoric coefficients; the computational burden thus becomes extremely heavy as the number of items increases, At present, its practical upper limit is about 20 items (Muth6n, 1984) .
It is of some interest, therefore, that Bock and Aitkin (1981) have introduced a method of item factor analysis, based directly on item response theory, that does not require calculation of inter-item correlation coefficients and is not strongly limited by the number of items. Although the computations in their method increase exponentially with the number of factors, they increase only linearly with the number of items. The practical limit of the number of factors is five, which is sufficient for most item analysis applications, while 60 to 100 items is not excessive for a fast computer.
Because the Bock-Aitkin approach uses as data the frequencies of all distinct item response vectors, it is called &dquo;fun-information&dquo; item factor analysis (Bartholomew, 1980) . It contrasts with the limited information methods of Cristoffersson and Muthen based on low-order joint occurrence frequencies of the item scores. The purpose of this paper is to present in more detail the derivation of full-information factor analysis, to discuss technical problems of its implementation, and to describe experience with the procedure in a number of simulated and real datasets.
Derivation %nd StatistAcal Methods
Bock and Aitkin ( 1 ~~ 1 ~ applied Thurstone's multiple-factor model to item response data by assuming that the m-factor model, describes not a manifest variable, but an unobservable &dquo;response process.&dquo; The process generates a correct response of person to l~ean ~ when yij equals or exceeds a threshold, yj, and yields an incorrect response otherwise. Thus, on the assumption that Fij is an unobservable random variable distributed N(O,uj2) , the probability of an item score, xij = 1, indicating a correct response to item from person i, with abilities Oi = (0~i, &reg;2ts ---, 9~), is
The conditional probability of the item score x; = 0, indicating an incorrect response, is the complement, &reg; ~(6). In other words, the conditional response probability is given by a normal ogive model. Note that Equation ~s ~ &dquo;compensatory&dquo; model: Greater ability on one dimension makes up for lesser ability on some other dimension. Nothing, however, prevents the methods discussed here from being applied to an &dquo;interactive&dquo; model such as Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ I~uraki ~ Engelhard, 1985.) Because the factors of the principal factor analysis are orthogonal, their loadings are suitable for the full-information solution after conversion to item intercepts and slopes. Item intercept and slope estimates based on the full-information method are then converted again into factor 1&reg;adi~H~s. The resulting fullinformation factor pattern can be rotated orthogonally to the varimax criterion (Kaiser, 1958) and, with the varimax solution as target, rotated obliquely by the promax method (Hendrickson & White, 1964) .
The promax pattern is especially useful for identifying one-dimensional subsets of items into which a multidimensional set may be partitioned in order to measure abilities in the separate dimension.
Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ Correction For Guessing Carroll (1945 Carroll ( , 1983 has warned against artifacts introduced into item factor analysis by guessing on multiple-choice items. To suppress these effects, he proposed corrections to the four-fold tables from which the tetrachoric correlations are computed. In fun-information analysis, a similar solution results from substituting, for the normal ogive response function, the guessing model with lower asymptote g.,.*
If the item response model with guessing parameter is used for the fun-information factor analysis, the tetrachoric correlation matrix used to produce starting values of the parameters must be corrected for guessing prior to the principal factor analysis. To express Can-oil's correction method in terms of the proportions in the 2x2 table, let g; and gj denote the probability of chance success on items < and j, respectively. Denote by itij the observed proportions in the original 2x2 
Simulation Studies Test
This simulation demonstrates the capacity of MML factor analysis to identify unidimensional item in the presence of guessing. To verify that the analysis has no tendency to produce difficulty factors, the item facilities were chosen to span a range larger than is typical of most tests of ability. This was done by setting the item intercepts at equally spaced points between -2.0 and +2.0. All item slopes were set at 1.0, corresponding to a factor loading of .707, and all guessing parameters (lower asymptotes) were set at .25. Responses with and without guessing were simulated for I ,000 examinees drawn randomly from a normal (0,I) distribution of ability.
Three analyses were performed: (t) no guessing assumed in the data or in the analysis; (2) guessing in the data but no guessing assumed in the analysis; and (3) guessing assumed in the data and in the analysis. In all of these analyses, the item intercepts and factor loadings were estimated from the data by an EM MML solution in which the iterations began from the principal factors of the sample tetrachoric correlation matrix (with communality iteration). Item guessing parameters, on the other hand, were set at their assumed values and not estimated.
It is instructive to examine the effects of guessing and the effect of correction for guessing on the facilities and the item tetrachoric correlations. These relationships are shown graphically in Figures  I and 2 . Figure 1 confirms the well-known effect of guessing on item facilities. Deviation of the observed facilities from their theoretical values as a function of the true item intercepts is due entirely to sampling. Figure 2 shows the average tetrachoric correlations for sets of three successive items ordered by facility. When guessing was not assumed or corrected for, the average coefficients are near their theoretical value of .5 at all levels of facility. When guessing was present but uncorrected, the average tetrachoric coefficients are attenuated, and the effect becomes greater as the items become more difficult. At the highest levels of difficulty, most of the correct responses are due to chance successes and the tetrachoric correlation is essentially 0. The effect of this attenuation is to increase the rank of the correlation matrix, and thus to introduce spurious factors in much the same way that variation in item difficulty introduce Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ 
Two-Factor Test
To demonstrate the power of MML item factor analysis to detect a second factor, a simulation study was conducted based on an analysis of the Auto and Shop Information subtest of the Armed Services (Bock & h4oore , 1986) . As shown in Table 6 , the change in the likelihood ratio chi-square due to inclusion of a second factor was significant, but that due to the third factor was not.
The resulting estimated factor loadings of the two-factor solution are plotted in Figure 3a after orthogonal rotation to the varimax criterion. The axes after oblique rotation to the promax criterion are also shown. Although items 1, 3, and 10 (and possibly item 2) are misclassified, the plot clearly separates the Auto and Shop subdivisions. Based on these loadings for the 25 items, binary scores of 1,000 simulated examinees were generated according to Equation 17 with the lower asymptote values estimated by Mislevy and Bock ( 19~~b) the BILOG program (Mislwy ~z Bock, Factor scores were drawn randomly from a standard normal distribution.
These simulated data were then analyzed by MML item factor analysis with lower asymptotes assigned the specified values. Again two significant factors were found. Figure 3b gives the resulting varimax rotated factor loadings and promax rotated axes. The MML estimates based on the simulated responses are very similar to their generating values.
Applications of the LSAT Section With and Without Guessing Table 7 shows the tetrachoric correlations uncorrected and corrected for guessing assuming an asymptote of .2 for all items. Note that the correction increases the magnitude of all of the coefficients. Figure 4 shows the increase in marginal log likelihood in successive EM cycles of a two-factor solution without guessing. Even with the use of the Ramsay accelerator, the likelihood increases slowly as the solution point is approached. Twelve cycles were required for convergence. Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/
Figure 3 Factor Loadings for the Auto and Shop Information Test
With five items and 9000 examinees, these data permit the accurate calculation of goodness-of-fit chi-square as well as change ch~'s~gu~r~s9 as seen in Table 8 . Both give evidence of a marginally significant second factor, and there is no indication that the guessing correction improves the solution. Similar conclusions are indicated by the residuals from the tetrachoric coefficients shown in Table 9 .
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As a further verification of the factor solution, a limited-information GLS analysis was also performed (Muthen, 1978) . The results of this analysis, employing Muth6n'S LISCOMP program, are also shown in Table 10 ; they correspond closely to those of the full-information solution. Parameter estimates were quite similar and the chi-square statistics for the improvement of fit with the addition of each new factor were virtually identical. The concordance between these two computationally different methods is taken as strong support for the consistency of both methods and the correctness of their implementations.
DAT Spatial Reasoning
In a study of item features requiring spatial visualizing ability, Zimowski (1985) carried out a fullinformation item factor analysis of the Spatial Visualization subtest of the current edition of the Differential Aptitude Test battery (Bennett, Seashore, & ~~sm~r~9 1974 Studies of the ASVAB by Zimowski and Bock (1987) Muraki & Engelhard, 1985) .
The problem of multidimensionality is more difficult in educational testing where the purpose is to measure general proficiencies in topics sampled from a conceptual domain. If, in addition to the dominant dimension (general factor), the domain includes one or more minor dimensions (group factors), the sampling of items is likely to yield subsets of items that are not conditionally independent when a onedimensional model is assumed. In consequence, the one-dimensional form of Equation 5 for the marginal probability of 0, given the answer pattern, is not valid and the corresponding estimates of the posterior mean and standard deviation may be misleading. In that case, the best course may be to assume a onedimensional common factor model with correlated unique factors or, equivalently, correlated residuals. Then the common ability could be estimated by employing a method for computing conditional probabilities of answer patterns that does not assume conditional independence.
A good approximation for this purpose is provided by the so-called ' ' Claik algorithm,&dquo; which applies when the conditional distribution of the item response processes is multivariate normal with an arbitrary covariance matrix. Calculation of such probabilities by means of the dark algorithm, using the partial correlation matrix generated from the item factor loadings apart from the first principal factor, has been investigated by Gibbons and Bock (1987) .
