Let X be a reflexive Banach space and Y its dual. In this paper we find necessary and sufficient conditions for the existence of a bipotential for a blurred maximal cyclically monotone graph. Equivalently, we find a necessary and sufficient condition on φ ∈ Γ0(X) for that the differential inclusion y ∈B(ε) + ∂φ(x) can be put in the form y ∈ ∂b(·, y)(x), with b a bipotential.
Introduction
Let φ ∈ Γ 0 (X), where X is a reflexive Banach space, with dual Y , and ε > 0. We are interested in the reformulation of the differential inclusion:
there is a ∈ Y , a ≤ ε such that y + a ∈ ∂φ(x) (1.0.1)
Our main result is theorem 6.2, which implies the following. Proof. Let M = Graph(∂φ) and A = {0} ×B Y (ε). Then (x, y) ∈ X × Y satisfies (1.0.1) if and only if (x, y) ∈ M + A. By theorem 6.2, in the hypothesis of the corollary (which will appear further as relation (6.0.1))
M + A = {(x, y) ∈ X × Y : b(x, y) = x, y } and b is a bipotential (definition 2.1), therefore (1.0.1) is equivalent also with y ∈ ∂b(·, y)(x), or with x ∈ ∂b(x, ·)(y).
Motivation of the problem (1.0.1). Recently [7] we have found a new application of the bipotential method to blurred constitutive laws. This application led us to the mathematical problem (1.0.1) of describing blurred maximal cyclically monotone graphs by bipotentials.
The notion of bipotential (definition 2.1) has been introduced in [19] , in order to formulate a large family of non associated constitutive laws in terms of convex analysis. The basic idea is explained further in few words. In Mechanics the associate constitutive laws are simply relations y ∈ ∂φ(x), with φ : X → R ∪ {+∞} a convex and lower semicontinuous function. By Fenchel inequality such a relation is equivalent with φ(x) + φ * (y) = x, y , where φ * is the Fenchel conjugate of φ. It has been noticed that often in the mathematical study of problems related to associated constitutive laws enters not the function φ, but the expression b(x, y) = φ(x) + φ * (y) which we call "separable bipotential". The idea is then to use as a basic notion the one of bipotential b : X × Y → R ∪ {+∞}, which is convex and lsc in each argument and satisfies a generalization of the Fenchel inequality. To non associated constitutive laws thus corresponds bipotentials which are not separable. Examples of such laws which can be studied with the help of bipotentials are: non-associated Drücker-Prager [21] and Cam-Clay models [22] in soil mechanics, cyclic Plasticity ( [20] , [2] ) and Viscoplasticity [12] of metals with non linear kinematical hardening rule, Lemaitre's damage law [1] , the coaxial laws ( [23] , [25] ), the Coulomb's friction law [19] , [20] , [3] , [9] , [10] , [13] , [21] , [24] , [15] . A complete survey can be found in [23] .
Later we started in [4] [5] [6] a mathematical study of bipotentials and their relation with convex analysis. This paper is another contribution along this subject.
Blurred constitutive laws (in mathematical terms blurred graphs of multivalued operators) appear in many practical situations, due either to experimental or numerical indeterminacies [16] [17] [14] [11] [18] . It is then interesting to take the indeterminacy into account and to associate, for example, to a differential relation like y ∈ ∂φ(x) another differential relation y ∈ ∂b(·, y)(x), where b is a bipotential constructed from φ and the indeterminacy. We achieve this in the paper, by using lagrangian convex covers introduced in [4] . For future study is left the more general problem of the existence and construction of a bipotential for a blurred graph of a multivalued operator which can be expressed by a bipotential. Such operators may be monotone, but not cyclically monotone, or even non monotone. For example in [7] we considered the operator associated to Coulomb friction law, which is not even monotone, and we were able to construct a differential inclusion for the Coulomb friction law with indeterminacy.
Bipotentials and syncs
X and Y are topological, locally convex, real vector spaces of dual variables x ∈ X and y ∈ Y , with the duality product ·, · : X × Y → R. We shall suppose that X, Y have topologies compatible with the duality product, that is: any continuous linear functional on X (resp. Y ) has the form x → x, y , for some y ∈ Y (resp. y → x, y , for some x ∈ X). We use the notations:
-the domain of a function φ : X →R is dom φ = {x ∈ X : φ(x) ∈ R}; -Γ 0 (X) = φ : X →R : φ is lsc and domφ = ∅ ; -for any convex and closed set A ⊂ X, its indicator function, χ A , is defined by
-the subgradient of a function φ : X →R at a point x ∈ X is the (possibly empty) set: 
(c) for any (x, y) ∈ X × Y we have the equivalences:
Bipotentials are related to syncronised convex functions, defined further. 
(b) for any x ∈ X, if dom c(x, ·) = ∅ and the minimum min {c(x, y) : y ∈ Y } exists then this minimum equals 0; for any y ∈ X, if dom c(·, y) = ∅ and the minimum min {c(x, y) : x ∈ X} exists then this minimum equals 0. With the notations from proposition 2.3, we have M (b) = c −1 (0). Also, for any x ∈ X and y ∈ Y , property (a) definition 2.2 of syncs is equivalent with:
are closed convex sets, where epi(c) is the epigraph of c:
The following is definition 3.1 [4] . For any non empty BB-graph M the indicator function χ M is obviously a sync.
Existence and non uniqueness of the bipotential
Let a constitutive law be given by a graph M . Does it admit a bipotential? The existence problem is easily settled by the following result (theorem 3.2 [4] ).
Theorem 3.1 Given a non empty set
To any BB-graph M is associated the sync χ M . To this sync corresponds the bipotential
In particular, this shows that to a BB-graph we may associate more than one bipotential. Indeed, if M is maximal cyclically monotone then it is the graph of a separable bipotential, but also the graph of the bipotential associated to the sync χ M (that is a bipotential of the form b ∞ ). Therefore maximal cyclically monotone graphs admit at least two distinct bipotentials. The graph alone is not sufficient to uniquely define the bipotential. However, remark that syncs expressed as indicator functions don't seem useful as constitutive laws, as they are somehow trivial. Therefore we would like to be able to construct more interesting bipotentials, for example we want a method of construction of bipotentials which associates to a maximal cyclically monotone graph a separable bipotential.
Nevertheless the trivial indicator functions will prove to be useful in connection to blurred constitutive laws.
Bipotential convex covers
Theorem 3.1 does not give a satisfying bipotential for a given multivalued constitutive law, because the bipotential b ∞ is somehow degenerate. We would like to be able to find a bipotential b which is not everywhere infinite outside the graph M . We saw that the graph alone is not sufficient to construct interesting bipotentials. We need more information to start from. This is provided by the notion of bipotential convex cover.
Let Bp(X, Y ) be the set of all bipotentials b : X × Y →R. We shall need the following definitions.
Definition 4.1 Let Λ be an arbitrary non empty set and V a real vector space. The function f : Λ × V →R is implicitly convex if for any two elements (λ 1 , z 1 ), (λ 2 , z 2 ) ∈ Λ × V and for any two numbers α, β ∈ [0, 1] with α + β = 1 there exists λ ∈ Λ such that A bipotential convex cover is in some sense described by the collection {b λ : λ ∈ Λ}. This is this point of view that we will adopt in the sequel. The next result defines under which conditions the notion of bipotential convex cover is independent of the choice of the parameterization [5] . The result is rather surprising because an inferior envelop of functions, even convex, is not generally a convex function. The property (d) of the Definition 4.2 is essential to ensure the convexity properties of b.
Blurred BB-graphs
In many practical situations, indeterminacies affect the mechanical behaviour. In other words, we tolerate indeterminacy of the constitutive law.
We shall represent the indeterminacy by a set A ⊂ X × Y, (0, 0) ∈ A and we shall suppose that it is a BB-graph. This hypothesis is justified by the following examples.
Suppose X is a reflexive Banach space and x, y = y(x). We shall denote by · both norms, in X and in Y . Let
This set is a BB-graph and represents the indeterminacy ε in the norm of y, for given x.
In the same setting we can see X × Y as a normed vector space with the norm
This set, which is a BB-graph, represents the indeterminacy ε in the norm of the pair (x, y). 
For example, if c(x, y) = φ(x) + φ * (y) − x, y , with φ ∈ Γ 0 (X) then M is the graph of the subgradient ∂φ. If we take the indeterminacy A = {0} ×B Y (ε) then
A natural function associated to M + A is the inf-convolution We take X = Y = R n , the duality product is the usual scalar product in R n and · is the usual norm. We consider the elastic linear law y = Kx which is the most simple example of linear elastic law where the dual variables x and y are vectors, and the "elastic modulus" K > 0. To this law is associated the graph:
This graph is maximal cyclically monotone and it admits the sync:
Let ε > 0 and
Then we have:
which is a BB-graph, therefore M admits the blurring A. Moreover, after some computations we get that
with the notation z ∈ R → (z) + max(z, 0). It is easy to check that c A is a sync. Thus the graph M and the sync c admit the blurring A. A similar computation can be done in the case K is a strictly positive definite matrix, only that the expression of c A is more complex.
Example 2. (A BB-graph made of two points.) In the setting of the previous example, consider this time M = {(x 1 , y 1 ), (x 2 , y 2 )}, with x 1 = x 2 and y 1 = y 2 . This is a BB-graph (although not a very interesting one). We take A as previously. Remark that if y 1 − y 2 ≤ 2ε then M + A is not bi-convex. In this case M does not admit the blurring A.
Bipotentials for blurred maximal cyclically monotone graphs
In this section X is a reflexive Banach space, Y the dual space and the symbol · is used to denote the norm in X or the dual norm in Y . As the previous example looks somehow degenerate, we might hope that at least in the case M is a maximal cyclically monotone graph then M admits the blurring A, where A is defined as in the examples above.
The following proposition gives a necessary and sufficient condition for this. Proof. The expression of M + A is given in (5.0.1). The set M + A is a BB-graph if and only if for any y ∈ Y the set {x ∈ X : (x, y) ∈ M + A} is convex. A simple computation shows that:
therefore the condition (6.0.1) is necessary and sufficient for M to admit the blurring A.
Example 3. The condition (6.0.1) is not true for any φ ∈ Γ 0 (X), at least when X = Y = R n and n ≥ 2. Indeed, for n = 2 let us take φ * (y) = χ F (y) where F ⊂ Y is the closed convex cone
with α ∈ (0, 1). Obviously then 2α < 1 + α 2 . Remark that the boundary of F is made by two half lines: h 1 , h 2 of equation ±y 2 = αy 1 , y 1 ≥ 0. These half lines have normals denoted by n 1 , n 2 , which are not proportional one with another.
Let M = Graph(∂φ). We shall choose now ε such that there exists y 1 > 0 with 2α
Let y 2 = αy 1 . We have then (y 1 , y 2 ) ∈ F and
which is not a convex set. Therefore M + A is not a BB-graph. In the following consider an arbitrary φ ∈ Γ 0 (X) and M = Graph(∂φ). To φ is associated the separable bipotential b(x, y) = φ(x) + φ * (y) and the sync c(x, y) = b(x, y) − x, y . We have
is a bipotential. Proposition 6.1 gives us the necessary condition (6.0.1) for this to be true, because if M + A is not a BB-graph then c A cannot be a sync.
Further we shall prove that condition (6.0.1) is also sufficient. Before formulating and proving this, we want to comment on the form of the function b A . We start from the remark that for any a ∈ Y and any sync c : X×Y → [0, +∞] the function defined by c a (x, y) = c(x, y−a) is also a sync. In particular, for any φ ∈ Γ 0 (X) the function
is a (separable) bipotential. We see that the function b A has the expression
A is an infimum of bipotentials:
If the function a ∈B Y (ε) → b a is a bipotential convex cover then b A is a bipotential. Then a strategy to prove that b A is a bipotential is to show that if (6.0.1) is true then a ∈B Y (ε) → b a is a bipotential convex cover. The proof of theorem 6.2 will show that in the case X finite dimensional this is true, but in general we have to work a little bit harder.
Theorem 6.2 With the previous notations b A is a bipotential if and only if (6.0.1) is true.
Proof. We have to prove only that if (6.0.1) is true then b A is a bipotential. The set Λ =B Y (ε) endowed with the weak * topology from Y is a compact topological space. Part I. We prove that for any x ∈ domφ the function b A (x, ·) is convex and lsc. For this remark that:
For fixed x, y the function
satisfies the hypothesis of Ky Fan Theorem 2 [8] , that is Λ is compact, for fixed x ′ the function is lsc on λ, and it is convex (in the generalized sense of 1. (p. 42) [8] ) in a and concave in x ′ , therefore:
Finally we obtain the following expression:
This shows that b A (x, ·) is indeed convex and lsc, as a supremum of convex, lsc functions. Part II. We want to prove that for any y ∈ domφ * the function b A (·, y) is lsc. From (6.0.2) we see that it is sufficient to prove that for any sequence x h ∈ X which converges strongly to x and for any η > 0 we have
For any h ∈ N there exists a h ∈ Λ such that η + inf a ≤ε x h , a ≥ x h , a h Λ is compact, thus by passing to a subsequence we can assume that a h weakly * converges to a and x h , a h converges. Then lim
Indeed, x h , a h = x, a h + x h − x, a h . The first product converges to x, a and the second product converges to zero, because
Therefore we have:
Part III. We prove now that for any y ∈ domφ * the function b A (·, y) is convex. For this it is enough to prove that the function f (·, ·, y) : Λ × X →R,
is implicitly convex. This means that for any (x 1 , a 1 ), (x 2 , a 2 ) ∈ X × Λ and for any α, β ≥ 0, α + β = 1 there existsā ∈ Λ such that
We use (6.0.1) to chooseā such that αx 1 + βx 2 ∈ ∂φ * (y −ā). We have then:
The inequality we want to prove is then
We pass all to the right side of the inequality, we regroup some terms and we get:
which is true by the Fenchel inequality. Part IV. We proved that b A is bi-convex and bi-lsc. We also know that b A (x, y) = x, y if and only if (x, y) ∈ M + A. Moreover, it is trivial that b A (x, y) ≥ x, y for any (x, y) ∈ X × Y .
Remark that for any (x, y) ∈ X × Y there isā ∈ Λ such that
This comes from the fact that b A (x, y) = φ(x) + inf a∈Λ (φ * (y − a) + x, a ). But then the infimum is attained, because φ * (y − a) + x, a = sup
and for fixed x, x ′ ∈ X, y ∈ Y the function a ∈ Λ → x ′ , y − φ(x ′ ) + x − x ′ , a is lsc, therefore the map a ∈ Λ → φ * (y − a) + x, a is lsc. Λ is a compact set therefore the infimum is indeed attained.
By using this it is easy to show that c A has the property (b) definition 2.2 of a sync. is a bipotential convex cover. More precisely, for any a ∈ Λ let φ a (x) = φ(x) + x, a . Then f (a, x, y) = φ a + φ * a (y), therefore a ∈ Λ → φ a is a bi-implicit convex lagrangian cover (definition 6.6 [4] ). Because X is finite dimensional the weak * convergence is the same as strong convergence, which implies that for any x ∈ X the function f (·, x, ·) is lsc. The implicit convexity of f (·, x, ·) is clear. For the implicit convexity of the function f (·, ·, y) we proceed as in the part III of the proof of theorem 6.2. The fact that f (·, ·, y) is lsc is trivially true in the case X finite dimensional.
Therefore in this case theorem 6.2 is a consequence of theorem 4.6 [5] , here theorem 4.4.
Final remark. Suppose X = R. Then condition (6.0.1) should take a simpler form, because in one dimension convex is the same as connex and (6.0.1) is just a kind of Darboux property for subgradients. Is it true for any φ ∈ Γ 0 (X)?
