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1.
Edgeworth( ) , ,
. ,
, Edgeworth
$([\mathrm{B}\mathrm{C}89])$ . – , Bahadur
, . ,
($.[\mathrm{D}87]$ , [J95]). .
, ( )
, , Edgeworth $([\mathrm{A}\mathrm{T}\mathrm{T}98])$ .
2.
$X_{1},$ $\cdots,$ $X_{n},$ $\cdots$ , $j=1,2,$ $\cdots$ $X_{j}$
$p_{j}(x)=P\{X_{j}=X\}$ $(_{X=0,\pm}1, \pm 2, \cdots)$
. $S:= \sum^{n}j=1xj$
$p_{n}^{*}(y)$ $:=P\{S_{n}=y\}$ $(y=0, \pm 1, \pm 2, \cdots)$




$.p_{j}(x)e.M\theta x.(\theta)^{-}1j$ $(x=0, \pm 1, \pm 2, \cdots)$
$P_{j},:=\{p_{j,\theta}..\cdot.(x) : \theta\in\}$ . $Pj,0(x)=pj(x)$ .
$S_{n}$
$p_{n,\theta(y)}^{*}$ $:=P_{\theta}\{S_{n}=y\}$ $(y=0, \pm 1, \pm 2, \cdots)$




. $j$ , , X,
$E_{\theta}[e^{itX}j]= \sum_{x}e^{itx}pj,\theta(_{X})=Mj(\theta)^{-1}M_{j(\theta}+it)$
. , $\{P_{j}\}$ , $S_{n}$
$E_{\theta}[e^{itS}]n= \prod_{j=1}M_{j(t)\prod_{j=}M_{j(}}\theta+i1\theta)^{-1}$
,
$p_{n,\theta}*(y)= \frac{1}{2\pi}\int_{-}\prod_{\pi_{j=}1}^{\pi}M_{j(}n\theta+it)\prod_{j=1}^{n}$ $M_{j}(\theta)-1e$-itydt (2.2)
. (2.1), (2.2)
$p_{n}^{*}(y)=e^{-} \prod_{j1}^{n}\theta yM_{j()\frac{1}{2\pi}}=\theta\cdot\int-\pi j=1=\prod_{j}\prod M_{j}(\theta+it)M_{j}(\theta)-1e$
-itydt$\p nn1$
. $i$ . $K_{n}( \theta):=\sum_{j1}^{n}=\mathrm{g}M_{j}\mathrm{l}\mathrm{o}(\theta)$
$p_{n}^{*}(y)=e^{K(\theta)\theta y}\mathfrak{n}-$ . $\frac{1}{2\pi}\int_{-\pi}^{\pi}$ $e^{K_{n}}(\theta+it\rangle$ $-K_{n}(\theta)$ -itydt (2.3)





. , $S_{n}=y(y=0, \pm 1, \pm 2, \cdots)$ $K_{n}^{(1)}(\hat{\theta})=y$ $\theta$
$\hat{\theta}:=\hat{\theta}(Sn)$ . $K_{n}^{(\alpha)}(\hat{\theta})=o(n)(\alpha=2,3, \cdots)$ .
1. $S_{n}$ $p_{n}^{*}(y)$ .





, (2.4) $\hat{\theta}$ .
.. $j=1,2,$ $\cdots$ , $Pj,\theta(\cdot)$ $p_{j}(\cdot)$ Kullback-Leibler
$I_{j}( \theta, 0):=\sum_{x}pj,\theta(X)\log\frac{p_{j,\theta}(x)}{p_{j}(_{X)}}$








$P \{S_{n}\geq y\}=\frac{1}{\sqrt{2\pi K_{n}^{(2)}(\hat{\theta})}}e^{K_{n}(\overline{\theta})\hat{\theta}}-y\sum_{=z0}e\infty-\hat{\theta}z$
$+ \frac{K_{n}^{(4)}(\hat{\theta})}{8\{K_{n}^{(2)}(\hat{\theta})\}2}-\frac{5\{K_{n}^{(3)}(\hat{\theta})\}^{2}}{24\{K_{n}^{()}(\hat{\theta})\}23}+O(\frac{1}{n^{2}})]$ , $y>E(S_{n})$ .





, , (saddlepoint approximation) $y-E(\cdot S_{n})=o(n)$
( Lugannani and Rice [LR80], Robinson [R82])
.
3.
$X_{1},$ $\cdots,$ $X_{n},$ $\cdots$ , $j–1,2,$ $\cdots$ $X_{j}$ $B(1,p_{j})$
. $0<p_{j}<1$ , . $q_{j}=1-p_{j}(j=1,2, \cdots)$ .
$y=0,1,$ $\cdots,$ $n$ $i$
$K_{n}^{(1)}( \theta)=\sum^{n}\frac{p_{j}e^{\theta}}{p_{j}e^{\theta}+qj}=j=1y$
$\theta$
$\hat{\theta}$ . $\hat{\tau}:=e^{\hat{\theta}}$ 1, $\backslash$ , $j\iota_{arrow}^{-}$ p^j $:=p_{j^{\hat{\mathcal{T}}}}/(p_{j^{\hat{\mathcal{T}}}}+q_{j})$ ,



















. $y:=(t-\mu_{n})/\sqrt{v_{n}},$ $\phi(y)=(1/\sqrt{2\pi})e^{-y^{2}/}2$ .
1 , Edgeworth
. $LD_{1},$ $LD_{2}$ , Edgeworth
. , . (i)
$\{p_{j}\}_{j=1}^{9}=0.1$ (0.1)0.9, (ii) $\{p_{j}\}_{j^{9}1}^{1}==$ 0.05(0.05)0.95, (iii) $\{p_{j}\}_{j=}^{10_{1}}=$ 0.05(0.05)0.50, (iv)
$\{p_{j}\}_{j=1}^{20}=0.03(\mathrm{o}.03)\mathrm{o}.60,$ $(\mathrm{v})\{p_{j}\}_{j=1}^{n}$ $(0,1)$ $(n=10,20).,$ $(\mathrm{v}\mathrm{i})\{p_{j}\}_{j=1}^{n}$





. $[ \frac{1-\hat{\mathcal{T}}^{-(1)}m+}{1-\hat{\tau}^{-1}}\{1$ $+$ $\frac{K_{n}^{(4)}(\hat{\theta})}{8(\sum_{j=1}^{n}\hat{p}_{j\hat{q}_{j})^{2}}}-\frac{5\{K_{n}^{(3)}(\hat{\theta})\}2}{24(\sum_{j1}^{n}=\hat{p}_{j\hat{q}_{j})^{3}}}.\}$
$- \frac{1}{2\sum_{j=1}^{n}\hat{p}_{j\hat{q}j}}\{-\frac{(m+1)^{2_{\hat{\mathcal{T}}}}-(m+1)}{1-\hat{\tau}^{-1}}$
$+ \frac{1}{(1-\hat{\mathcal{T}}^{-}1)^{3}}(-(2m+3)\hat{\mathcal{T}}-(m+2)2m+1)\hat{\mathcal{T}}^{-(})+(m+3+\hat{\tau}-1(1+\hat{\tau}^{-1}))\}$
$- \frac{K_{n}^{(3)}(\hat{\theta})}{2(\sum_{j=1}^{n}\hat{p}_{j\hat{q}_{j})^{2}}}\{-\frac{(m+1)_{\hat{\mathcal{T}}}-(m+1)}{1-\hat{\tau}^{-1}}+\frac{(1-\hat{\tau}^{-})(m+1)\hat{\mathcal{T}}^{-1}}{(1-\hat{\mathcal{T}}^{-}1)^{2}}\}^{\backslash }+\backslash o(\frac{1}{n^{2}})]$
. $m=n-y$ ,
$K_{n}^{(3)}.( \hat{\theta})=\sum_{j=!}.\hat{p}_{j}\hat{q}.j(\hat{q}_{j}-n)\hat{p}_{j}$ , $K_{n}^{(4)}( \hat{\theta})=\sum^{n}\hat{p}_{j}j=1\hat{q}_{j(}1-6\hat{p}j\hat{q}_{j})$
. 2 $LD_{2}$ .
49
, Edgeworth , Edgeworth
$P \mathrm{f}^{s_{n}\geq y}\}=1-\Phi(z)+\emptyset(Z)\{\frac{\kappa_{3,n}}{6v_{n}^{3/2}}(z^{2}-1)+\frac{\kappa_{4,n}}{24v_{n}^{2}}(_{Z}3-3Z)$
$+ \frac{\kappa_{3,n}^{2}}{72v_{n}^{3}}(z^{5}-1\mathrm{o}z+135z)-\frac{1}{24v_{n}}Z+O(\frac{1}{n})\}$
. $z=(y-0.5-\mu n)/\sqrt{v_{n}}$ $\Phi(y)=\int_{-\infty}^{y}\phi(X)dX$ . 2
$LD_{2}$ Edgeworth ( 39\sim 3.16 ).
3.1. $\{p_{j}\}^{9}j=1=0.1(0.1)\mathrm{o}.9$ $S_{n}$ $P\{s_{n}=y\}$ , , Edgeworth
, 1 Ei\yen \tilde ‘fi/I‘-I $rn_{-}\mathrm{o}^{\backslash }\ovalbox{\tt\small REJECT}\lambda,m+\Gamma_{\Xi\cong}\backslash \backslash \mathrm{F}\mathit{1}|_{-}\backslash \mathrm{I}\Gamma \mathrm{n}_{-m}\mathrm{f}\mathrm{f}\mathrm{i}^{arrow}.\backslash +^{-}-=-" \mathrm{D}\yen$
50
33. $\{pj\}_{j^{0}1}^{1}==$ 0.05(0.05)0.50 & $P\{S_{n}=y\}$ , ,
Edgeworth , 1 $LD_{1},2$ $LD_{2}$
34. $\{p_{j}\}_{j}^{20}=1=$ 0.03(0.03)0.60 $S_{n}$ $P\{S_{n}=y\}$ , ,
Edgeworth , 1 $LD_{1},2$ $LD_{2}$
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35. $\{p_{j}\}_{j^{0}1}^{1}=$ $(0,1)$ – ($p_{1},$ $\cdots,p_{10=0.52}5118$ , 0.351263,0000803728, 0.0528506,
0.972966, 0.682429,0245028,0219989, 0.812036, 0.812036, 0.569428) $S_{n}$ $P\{S_{n}=$
$y\}$ , \’iJJ, Edgeworth , 1 $LD_{1},2$ $LD_{2}$
36. $\{p_{j}\}_{j}^{20_{1}}=$ {$0,1)$ – ($p_{1},$ $\cdots,p_{10}=0.305146$ , 0.715095, 0.612101, 0.672283,
0.447648, 0.268358, 0.434328, 0.552620, 0.608603, 0.130255, 0.941095, 0.141198, 0.164085,0693920,0565611,
0. $977985,\mathrm{o}.0513902,0$$.877854,\mathrm{o}.451323$ ,0.0628465) $S_{n}$ $P\{S_{n}=y\}$ ,
, Edgeworth , 1 $LD_{1},2$ $LD_{2}$
52
37. $\{p_{j}\}_{j^{0}1}^{1}=$ $(0.05, \mathrm{o}.95)$ – ($p_{1},$ $\cdots,p_{1}0=$ 0.120824, 0.58353, 0.441495,
0.17778, 0.447765, 0.185215, 0.197315, 0.484553, 0.206519, 0.747038) $S_{n}$ $P\{S_{n}=$
$y\}$ , , Edgeworth , 1 $LD_{1},2$ $LD_{2}$
38. $\{p_{j}\}_{j1}^{20}=$ $(0.05, \mathrm{o}.95)$ – ($p_{1},$ $\cdots’,$ $P10=$ 0.865169, 0.760194, 0.163742,
0.862702, 0.903511, 0.504386, 0.706864, 0.921407, 0.150022, 0.139438, 0.587975, 0.469021, 0.941708,
0.191839, 0.168768, 0.500518, 0.138714, 0.217245, 0.060993, 0.462495) $S_{n}$ $P\{S_{n}=$
$y\}$ , , Edgeworth , 1 $LD_{1},2$ $LD_{2}$
53
39. $\{p_{j}\}_{j=1}^{9}=0.1$ (0.1)0.9 $S_{n}$ $P\{S_{n}\geq y\}$ , Edgeworth
, 2 $LD_{2}$
310. $\{p_{j}\}_{j=1}^{1\mathfrak{g}}=0.05(\mathrm{o}.05)0.95$ $S_{n}$ $P\{S_{n}\geq y\}$ , Edgeworth
, 2 $LD_{2}$
311. $\{p_{j}\}_{j^{0}1}^{1}==0.05(\mathrm{o}.05)\mathrm{o}.95$ $S_{n}$ $P\{S_{n}\geq y\}$ , Edgeworth
, 2 $LD_{2}$
54
312. $\{p_{j}\}_{j=1}200.0=3(\mathrm{o}.03)\mathrm{o}.60$ $S_{n}$ $P\{S_{n}\geq y\}$ , Edgeworth
, 2 LD,
55
315. $\{p_{j}\}_{j=}101$ $(0.05, \mathrm{o}.95)$ – ($p_{1},$ $\cdots,P10=$ 0.120824, 0.58353, 0.441495,
0.17778, 0.447765, 0.185215. 0.197315, 0.484553, 0.206519, 0.747038) $S_{n}$ $P\{S_{n}\geq$
$y\}$ , Edgeworth , 2 $LD_{2}$
316. $\{Pj\}_{j^{0}1}^{2}=$ $(0.05, \mathrm{o}.95)$ – ($p_{1},$ $\cdots,P10=$ 0.865169, 0.760194, 0.163742,
0.862702, 0.903511, 0.504386, 0.706864, 0.921407, 0.150022, 0.139438, 0.587975, 0.469021, 0.941708,
0.191839, 0.168768, 0.500518, 0.138714, 0.217245, 0.060993, 0.462495) $S_{n}$
$P\{S_{n}\geq y\}$ , Edgeworth , 2 $LD_{2}$
4.
$X_{1},$ $\cdots,$ $X_{n},$
$\cdots$ , $j=1,2,$ $\cdots$ , $X_{j}$
$f_{X_{j}}(x)=P\{X_{j}=x\}=p_{jj}^{r_{jx}}q$
$NB(r_{j,Pj})$ . $0<p_{j}<1$ ,
$q_{j}=1-p_{j}(j=1,2, \cdots)$ . $S_{n}= \sum_{j=1j}^{n}X$ ,
, Edgeworth .
$(\mathrm{i})S_{n}$ : $S_{n}$ . $n=20,$ $r_{j}=r$




$(x=0,1,2, \ldots ; j--1, \ldots, 5)$ ,
$P \{x_{j}=X\}=\frac{r(r+1)\cdots(r+X-1)}{x!}br(1-b)x$
$(x=0,1,2, \ldots ; j=6, \ldots, 10)$ ,
$P \{X_{j}=X\}=\frac{r(r+1)\cdots(r+x-1)}{x!}c(r1-C)^{x}$
$(x=0,1,2, \ldots ; j=11, \ldots, 15)$ ,
$P \{X_{j}=x\}=\frac{r(r-+1)\cdots(r+X-1)}{x!}d^{r}(1-d)^{x}$
$(x=0,1,2, \ldots ; j=16, ’. . , 20)$
. Si $:=S_{5}= \sum_{j}5x=1j,$ $S_{2}’:= \sum_{j=6}^{10}Xj,$ $S_{3}’:= \sum_{j1}^{15}=1x_{j},$ $S_{4}’:= \sum_{j=}20_{16}Xj$
$S_{1’ 2}^{\prime s^{\prime s’}},3$
’
$S_{4}’$ $NB(5r, a),$ $NB(5r, b),$ $NB(5r, c),$ $NB(5r, d)$
















. $S_{12}’$ $S_{3}’$ $S_{12}’+S_{3}’=s_{1}’+S_{2}’+S_{3}’$
. $S_{1}’+S_{2}’+S_{3}’+S_{4}’$ .
(ii) : $j=1,2,$ $\cdots$ , $|\theta|$ X,
$M_{j}(\theta)=E(e^{\theta X_{j}})=p_{j}^{r_{j}}(1-q_{j}e)\theta-r_{j}$
.
$K_{n}( \theta)=\sum_{j=1}^{n}\log M_{j}(\theta)=\sum_{j=1}^{n}\{rj\log p_{j}-r_{j}\log(1-q_{j}e^{\theta})\}$
, $y=0,1,$ $\cdots$
$K_{n}^{(1)}( \theta)=\sum_{j=1}^{n}\frac{r_{jq_{j}}e^{\theta}}{1-q_{j}e^{\theta}}=y$












. 1 1 $LD_{1}$ ,
2 LD2 .
, $S_{n}$ $\supset_{-}$











. $y:=(t-\mu_{n})/\sqrt{v_{n}}$ . 1 $|,$
$\mathrm{a}$ ,
Edgeworth .
. , (i) $n=20,$ $r_{j}=1(j=1, \ldots, 20),$ $q_{1}=’\cdot\cdot=$
$q_{5}=0.1,$ $q_{6}=\cdots=q_{10}=0.2,$ $q_{11}--\ldots=q_{15}=0.3,$ $q_{16}=\cdots=q_{\mathit{2}0}=0.4,$
$(\mathrm{i}\mathrm{i})n=20$ ,
$r_{j}=2(j=1, \ldots, 20),$ $q_{1}=\cdots=q_{5}=0.1,$ $q_{6}=\cdots=q_{10}=0.2,$ $q_{11}=\cdots=q_{15}=0.3$ ,
$q_{16}=\cdots=q_{20}=0.4,$ $(\mathrm{i}\mathrm{i}\mathrm{i})n=20,$ $r_{j}=1(j=1, \ldots, 20))q_{1}=\cdots=q_{5}=0.2$ ,
$q_{6}=\cdots=q_{10}$.
$=0.4,$ $q_{11}=..$ . $=q_{15}=0.6,$ $q_{16}=...$ $=q_{20}=0.8,$ $(\mathrm{i}\mathrm{v})n=20,$ $r_{j}=2$
$(j=1, \ldots, 20),$ $q_{1}=...$ $=q_{5}=0.2,$ $q_{6}=..$ . $=q_{10}=0.4,$ $q_{11}=...$ $=q_{15}=0.6$ ,
$q_{16}=\cdots=q_{20}=0.8$ , , Edgeworth , $j$




4.1. $n=20,$ $r_{j}=1(j=1, \cdots, 20),$ $q_{1}$ – .. . $=q_{5}=0.1,$ $q_{6}=...$ $=q_{10}=0.2,$ $q_{11}=$
$...=q_{15}=0.3,$ $q_{16}=\cdots=q_{20}=0.4$ $S_{n}$ $P\{S_{n}=y\}$ , ,
Edgewolh , 1 $LD_{1},2$ $LD_{2}$
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4.2. $n=20,$ $r_{j}=2(j=1, \cdots, 20),$ $q_{1}=..$ . $=q_{5}=0.1,$ $q_{6}--$ . $.\cdot\cdot=q_{10}=0.2,$ $q_{11}=$
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4.4. $n=20,$ $r_{j}=2(j=1, \cdots, 20),$ $q_{1}=...$ $=q_{5}=0.2,$ $q_{6}=\cdots=q_{10}=0.4,$ $q_{11}=$
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