Abstract. Inside the RoboCup Rescue Simulation League, the mission is to use robots to rescue as many victims as possible after a disaster. The research challenge is to let the robots cooperate as a team. This year in total 15 teams from 8 different countries have been active in the competitions. This paper highlights the approaches of the winners of the virtual robot competition, the infrastructure competition, and the agent competition.
Introduction
The RoboCup Rescue Simulation League consists of three competitions:
The Virtual Robot competition has the goal to study how a team of robots can work together to get as fast as possible a situation assessment of a devastated area which allows first responders to enter the danger zone well informed. The simulation of the robots is realistic enough to apply the same algorithms to real rescue robots.
The Infrastructure competition is a prize to stimulate the innovation factor and the impact of the competition. Progress inside the RoboCup Rescue Simulation League can only be made when each year the challenge gets harder. This can be accomplished by scaling the simulation environment up (larger disaster areas, more agents) or by including more realism into the simulation models. The Infrastructure competition is meant to foster innovation of models and components inside the simulation environment.
The Agent competition consists of a simulation platform which resembles a city after an earthquake. In this environment intelligent agents can be spawned, which influence the cause of events in the simulation. The agents have the role of police forces, fire brigades, and ambulance teams. This paper presents the winner teams of the three competitions within the RoboCup 2012 Rescue Simulation League.
Virtual Robot Competition Winner Team PoAReT
PoAReT (Politecnico di Milano Autonomous Robotic Rescue Team) won the Virtual Robot competition of the Rescue Simulation League at RoboCup 2012. The PoAReT system is developed by six MSc students in Computer Engineering at the Politecnico di Milano. Full information about the team, including a operator to control the system by issuing high level commands to robots, like "explore along a direction", by controlling a single robot using waypoints, and by directly teleoperating the robot manually. The UI is also able to filter notifications arriving from the other modules, based on the operator's preferences, past behaviour, and situation parameters.
The robot process is structured in seven different modules, each one related to a high-level functionality: motion control, path planning, SLAM, semantic mapping, exploration, coordination, and victim detection. Almost all of these modules are threads that communicate through a queue system. The main functionalities of the above modules are described in the following.
First, we briefly discuss the motion control module, which is straightforward, given the locomotion model of P3AT, and the path planning module. Path planning is invoked to reach a position with a path that lies entirely in the known space (e.g., the position can be a point on a frontier between known and unknown space). The algorithm we use is a variant of RRT [6] .
In our team, the simultaneous localization and mapping (SLAM) problem is tackled by adopting a feature-based method similar to that described in [7] . The SLAM module associates the line segments of a laser scan (points of a scan are approximated with line segments by using the split and merge algorithm [8] ) to the the linear features in the map, with respect to distance measures, such as those described in [9, 10] . Then, the module executes an Iterative Closest Line (ICL) algorithm (like [10] ) with constraints on the maximum rotation and on the maximum translation to align the scan and the map. All the line segments of a scan are added to the map; periodically a test is carried out to determine whether there is enough evidence to support the hypothesis of two previously associated line segments being in fact the same; if so, they are merged.
The semantic mapping module performs a semantic classification of places and works in parallel with the SLAM module. This module takes as input the line segment map of an indoor environment (updated by the SLAM module) and tries to extract more information than the basic geometrical features, exploiting prior knowledge on the typical structure of buildings. Our approach aims at extending that presented in [11] and [12] to line segment maps. The mapped area is divided into single rooms, identifying the area that belongs to each room and the doorways that divide the rooms. With this information, the space portion marked as room is divided into different parts representing every single room separately. Later, each room is classified according to its own characteristic, as a small room, a large room, or a corridor.
The exploration module selects new frontiers to explore, in order to discover the largest possible amount of the environment within the time allowed in the competition. This module evaluates the frontiers by assigning them utilities and, finally, calls the coordination module to find an allocation of robots to the frontiers. We employ an exploration strategy that exploits the geometrical and semantic information gathered by the robots. We take inspiration from [13] , where the authors achieve a good exploration performance by distinguishing if the robot is in a hallway or in a room. In our system, we integrate this semantic information into a framework, called Multi-Criteria Decision-Making (MCDM), that is described in [14] .
The coordination module is responsible of allocating tasks to the robots. The mechanism we use is market-based and sets up auctions in which tasks (i.e., frontiers to reach) are auctioned to robots [15] . These market-based mechanisms provide a well-known mean to bypass problems like unreliable wireless connections or robot malfunctions.
Finally, the victim detection module is responsible for searching victims inside the competition environment. It works by analysing images coming from the robots' cameras and classifying them according to the presence or absence of victims. In the first case, the victim detection module signals the human operator. We have chosen to implement a skin detector using HSV (Hue, Saturation, Value) color space, followed by a version of the Viola-Jones algorithm [16] , a well-known image analysis method already used by many teams in previous editions of the competition.
Discussion on Competition Results
Besides the good performance that allowed the PoAReT team to win the Virtual Robot competition, some potentially interesting scientific outcomes have been obtained, as discussed in this section.
Firstly, the geometrical maps built by the system and representing the environments of the competition are of good quality, demonstrating the viability of using line segments to represent indoor environments. For example, Fig. 2 shows the geometrical map built by the PoAReT system for the environment of the Day 2 of the competition. Note that, in this run, the maps built by different robots are not merged together, in order to reduce computational burden (this is why some obstacles are represented by multiple aligned line segments). The structure of the environment is represented quite well for understanding by human operator and, importantly, using a limited amount of data (each line segment can be naïvely represented by four numbers). It is also interesting noting that on the Day 3 of the competition, a non-regular indoor environment has been used with several obstacles and with different (vertical) levels. In this case, the segment-based approach has not been much effective to represent the environment.
Second, the availability of a semantic map has been exploited for improving path planning. In particular, the identified doorways (i.e., openings between two rooms; an example is shown on the right of Fig. 2 ) have been used by the path planner to set waypoints such that a robot crosses a doorway by heading perpendicularly to the line segment representing it. In this way, the robots of our system have been able to cross narrow doors, significantly enhancing their path planning capability.
Third, the high level of autonomy exhibited by the PoAReT system has allowed to explore structured indoor environments very quickly. For example, the results of the first three days of the competition show that PoAReT found 11 victims in 41 minutes, while the next two teams found the same number of victims in 57 and 59 minutes, respectively.
Finally, the autonomy of the PoAReT system does not reduce the role of human operator. In some runs at the competition, Kenaf and AirRobot mobile platforms have been used. Kenafs have been controlled using a controller that is very similar to that of P3AT (without fully exploiting the Kenaf abilities), while AirRobots have been teleoperated manually. The increased workload for the human operator has been compensated by the ability of the system to reach areas (e.g., requiring to climb a stair) that P3ATs cannot reach. In general, teams mainly composed of P3ATs and of some Kenafs and AirRobots showed a good level of adaptability to environments, autonomous behavior, and performance.
Infrastructure Competition Winner Team UvA Rescue
The University of Amsterdam is active in the Rescue Simulation League with the UvA Rescue team since 2003 [17, 18] . For several years it had a close cooperation with Oxford University [19] . On several occasions the team contributed to the infrastructure of the competition [20] [21] [22] [23] [24] . The system presented at the 2012 Infrastructure competition was developed by a master student in Artificial Intelligence [25] .
The Context
It is well known [26] [27] [28] that an aerial robot is a valuable member of a robot team. Several groups indicated the usage of aerial robots in their teams [29] [30] [31] , as illustrated in Fig. 3 , but without a map it is difficult to coordinate the action between the teammembers [28] . Because of the limited payload the aerial robots can carry, it is difficult to equip those robots with range scanners. Without range scanners it is difficult for aerial robots to navigate [32] and to create a map of the environment [33] . Nowadays, small quadrotors with on-board stabilization like the Parrot AR.Drone can be bought off-the-shelf. These quadrotors make it possible to shift the research from basic control of the platform towards applications that make use of their versatile scouting capabilities. Possible applications are surveillance, inspection, and search and rescue. The Parrot AR.Drone is attractive as platform, because it is stabilized both horizontally and vertically. Horizontal movement is reduced based on the images of the bottom camera, while the altitude is maintained based on the signal of a downlooking sonar sensor. Still, the limited sensor suite and the fast movements make it quite a challenge to fully automate the navigation for such platforms. One of the prerequisites for autonomous navigation is the capability to make a map of the environment.
Once such a map exists, a team of micro aerial vehicles could be used to explore an area like a city block. The map is needed to coordinate the actions between the team members. After a disaster one could not rely on prior satellite maps, part of the job of the rescue team is to do a situation assessment and an estimation of damage (roads blocked, buildings on fire, locations of victims visible from the sky).
In the paper presented at the Infrastructure competition [34] a method is described that shows how such a visual map can be built. More details can be found in [25] . To summarize; the visual map consists of a feature map which is built based on storing the most distinguishable SURF features on a grid. This map can be used to estimate the movement from the AR.Drone on visual clues only, as described in previous work [35] . In this paper the focus is on an extension of the previous method, an experimental method [25] to create an elevation map by combining the feature map with ultrasound measurements. This elevation map is combined with textures stored on a canvas and visualized in real time. An elevation map is a valuable asset when the AR.Drone has to explore unstructured terrain, which is typically the case after a disaster (an urban search and rescue scenario).
More details about how the feature map can be used to localize the AR.Drone can be found in [35] . What is really innovative is how the 2D feature map is extended with a method to build an elevation map based on sonar measurements, which was published in the paper for the Infrastructure competition [34] . This paper demonstrates how the elevation mapping method was validated with experiments.
Elevation Mapping Method
An elevation map can be used to improve navigation capabilities of both aerial and ground robots. For example, ground robots can use elevation information to plan routes that avoid obstacles.
The elevation information is stored in a grid that is similar to the feature map described in [35] . For each ultrasound distance measurement, elevation δ t is computed and stored in the grid cell that corresponds to the world coordinates where a line perpendicular to the AR.Drone body intersects the world plane. These world coordinates are the position where the center of the ultrasound sensor's cone hits the floor. Because the exact size of an object is unknown, the elevation is written to all grid cells within a radius γ elevationRadius around the intersection point. This process is visualized in Figs. 4a and 4b. This approach may lead to cases where the size of an obstacle is overestimated in the elevation map, as can be seen in Fig. 4b . Therefore, an additional refinement step was added to the elevation mapping method. If no elevation is measured (δ t ≈ 0), it can be assumed there is no obstacle inside the cone of the ultrasound sensor. Using this assumption, all grid cells within the cone can be reset to zero elevation and locked to prevent future changes. This refinement step is visualized in Fig. 4c . The radius of the cone is computed using the following equation:
where r is the radius of a cone of height z sensor and α ultrasound is the opening angle of the ultrasound sensor.
Elevation Mapping Results
The elevation mapping approach has been validated with several experiments. As shown in Fig. 5 , the AR.Drone is able to estimate the height and length of two obstacles (a grey and blue box). The brown box is not detected due to its limited height. Therefore, the measured (ultrasound) acceleration is insufficient to trigger an elevation event. As expected, the ramp was not detected. The gradual elevation change does not produce a significant acceleration. Elevation changes are detected using a filtered second order derivative (acceleration) of the sonar measurement z sensor , as illustrated in Fig. 6 .
Obstacles that enter or leave the range of the ultrasound sensor result in sudden changes in ultrasound distance measurements. These changes are detected when the second order derivative exceeds a certain threshold γ elevationEvent and an elevation event is triggered. The threshold γ elevationEvent was carefully chosen such that altitude corrections performed by the AR.Drone altitude stabilization are not detected as being elevation events. An elevation event ends when the sign of the second order derivative The first event increases the elevation when entering an object and the second event decreases the elevation when leaving the object. Between both events, the AR.Drone performs an altitude correction, as can be seen by the relatively slow increase of the distance. This increase is not informative about the elevation and is ignored by the elevation mapping method. switches. This happens when the AR.Drone altitude stabilization starts to change the absolute altitude to compensate for the change in measured altitude. Now, the elevation change can be recovered by subtracting the measured distance at the end of the elevation event from the measured distance before the elevation event was triggered, as illustrated in Fig. 7 .
In a final experiment, the AR.Drone flew with a constant speed over a large stair (Fig. 8) . The depth of each step is 30 cm and the height of each step is 18 cm. The total height of the stair is 480 cm. After the stair is fully traversed by the AR.Drone, the estimated elevation is compared against the actual height of the stair.
After fully traversing the stair, the measured elevation is 313 cm and the error is 480−313 480 ×100 = 35%. The shape of the measured elevation corresponds with the shape of the stair. However, the approach underestimates the elevation. When traversing the stair, the AR.Drone's altitude stabilization increases the altitude smoothly, which causes a continuous altitude increase. Therefore, the observed altitude difference within an elevation event is smaller than the actual altitude difference caused by an object. Another explanation of the underestimation is the error in the triggering of elevation events (due to thresholds). When an elevation event is triggered at a suboptimal timestamp, the full altitude difference is not observed.
Summary
The experiments demonstrate what is possible for rapid development when a realistic simulation environment for the AR.Drone is available. The simulation model of the AR.Drone is made publicly available 1 inside the USARSim environment. The validation of this model was described in [35] . We hope that the availability of such a model inside the infrastructure of the RoboCup Rescue Simulation League will contribute in attracting researchers to develop advanced algorithms for such a system.
The mapping method described in [34] is able to map areas visually with sufficient quality for both human and artificial navigation purposes. Both the real and simulated AR.Drone can be used as platform for the mapping algorithm. The visual map created by the simulated AR.Drone contains fewer errors than the map of the real AR.Drone. The difference can be explained by the variance in the lighting conditions encountered by the real AR.Drone. Notice that the USARSim environment is based on a commercial game engine (Unreal Tournement) which already simulates many lighting conditions (e.g., shadows, reflections) quite realistically.
Earlier work [35] shows that the visual map can be used to localize the AR.Drone and significantly reduce the error of the estimated position when places are revisited. Important for a good visual map is that sufficient information is available on the ground; for instance when long straight lines in a gym are followed the travelled distance is underestimated. To conclude; visual mapping is an important capability to scale up the robot team to the level where they can explore a city block, which is close to the current challenge in the Agent competition of the RoboCup Rescue Simulation league.
Agent Competition Winner Team Ri-one
This section describes the RoboCup 2012 Rescue Simulation League Agent competition champion team, Ri-one. Our team consists of four students from the Faculty of Information Science and Engineering at Ritsumeikan University. The basic structure of our agent is divided into models and skills.
Models
The agents have to make informed decisions. The decisions are based on information which is embedded in a World Model. The World Model not only stores a priori and perceived information, but also makes inferences to allow more efficient actions of the agents.
Applying Point of Visibility Navigation Graph. When the agents have the intention to move somewhere in the simulated city, they must send their path as a list of areas (cells) to the server. The agents get the map without any obstacle at the start of simulation, and receive information about nearby open space and obstacles via their sensors at each step. Information given to agents about open space has the form of connected twodimensional closed shapes, as illustrated in Fig. 9 . Obstacles blocking routes have also the closed shapes. With this information, the agents must plan their path in limited time. The path planning is typically performed with a graph search algorithm [36] . The map cannot be converted directly into a graph of connected nodes because the shapes of the cells are not always a convex polygon. The map has to be converted to a new graph which is called a Point of Visibility Navigation Graph when the simulation starts. Therefore, we developed the following method to generate this graph automatically.
In order to generate the graph, we have to consider the relation between nodes and areas defined by the closed shapes. First of all, nodes can be defined as the points (do not need to be centers) within the areas. This is necessary since the path to move along is determined by the list of areas to be visited. However, when connecting the points whose areas are adjacent does not guarantee a collision free path, as shown in red in Fig. 9 . Hence, we added additional nodes to the graph to solve this problem. These intermediate nodes are placed on the boundaries of adjacent areas and not explicitly shown in Fig. 9 . Therefore, the end result is the undirected bipartite graph which has two kinds of nodes, terminal nodes and non-terminal nodes. Terminal nodes can be used as a start-or end-point of a path, and they must inside an area. On the other hand, non-terminal nodes are intermediate points, on the edges between areas and cannot be a start or an end node to any path.
The algorithm to generate Point of Visibility Navigation Graph has the following pseudo code:
1. Set a terminal node to every area. 2. List all pairs of adjacent areas.
3. For all pairs of areas, define the middle point of the shortest line segment between them (refer to two buildings as A and B, edge of A to B and B to A) as non-terminal node. 4. Relate terminal nodes and non-terminal nodes mutually, according to their visibility.
This method creates new traversable edges according to the visibility of nodes. Fig. 10 shows these lines. With the Point of Visibility Navigation Graph the agents can efficiently perform collision free path planning. Estimating Fires. This estimation makes two assumptions. The first assumption is that an influence of the building's temperature depends on the temperature of another building on fire. The other assumption is that heat spreads in the form of concentric spheres centered on the burning building. When a building whose temperature is t affects another building r meters away from its center, a surface area of sphere with radius r is defined to be S, and a coefficient defined to be k, the influence I satisfies the following relation:
This I is the influence within the sphere. Then, the angle formed by the lines from the burning building to the intercept of the affected building and affected edge is defined to be θ. An influence I of an infinitesimal surface of the sphere is defined as follows: Fig. 11 shows this idea. This will make it possible to estimate the probability that an invisible building is on fire or not, by calculating the value of I in relation to the temperature of that building. 
Agent Skills
Agents select the best actions from the World Model in order to carry out the operations. The main idea of success of Team Ri-one is the Police Force's skill.
Police Force. Police Forces clear the obstacles caused by the disaster. They must clear the obstacles efficiently to help actions of other agents including Ambulance Teams and Fire Brigades. Therefore, police forces have to choose an obstacle and decide the amount to clear. In order to solve this problem, we use Point of Visibility Navigation Graph from Section 4.1 to decide the obstacle which the police forces will clear. First, a police force computes the shortest path to a target entity without considering obstacles. Secondly, they consider the line segments which compose the shortest path in cleared range. Since each line segment belongs to a single area because of the way the graph has been defined, it is evaluated whether intersections of the line segments and the shapes of all obstacles expanded by a fixed amount exist or not. When an intersection exists on the path, they clear the obstacle. When an intersection does not exist on the path, they move along the path. After that, if an intersection appears on the path, they clear the obstacle likewise when they discover the new obstacle. By repeating this method, they can reach the target entity without clearing obstacles which do not need to be cleared. Fig.12 shows the result of the algorithm application.
RoboCup 2012 Rescue Simulation League Agent Competition Results
In RoboCup 2012, the Ri-one team won the competition. The success was based on the reduction of unnecessary steps in the planning (for instance the improved Police Force's skill which ignores obstacles which do not have to be cleared) and on the prediction of the dynamics of the simulation (for instance the estimation of the spread of a fire). The improved efficiency was enough to beat our competitors with a narrow margin 2 . The ZJUBase team from Institute of Cyber-Systems and Control, Zhejiang University, China, won second place, and the S.O.S team from Amirkabir University of Technology, Iran, won third place.
Conclusion
This paper gives a brief insight in the methods applied by the three winners of the RoboCup Rescue Simulation League. It demonstrates the variety of methods which have to be integrated to create a robot team which is able to cooperate to accomplish the mission to rescue as many victims as possible. The Rescue Simulation League is a competition which keeps on innovating. The DARPA organization has chosen robot rescue as the next challenge and it will be task of the RoboCup community to demonstrate the value of its benchmarks with relation to the scenario of the DARPA Challenge.
