The shallow accretionary prism of the Nankai Trough is a location where both large interplate earthquakes and slow earthquakes occur. Since the physical properties of sedimentary materials are important topics for understanding the structure of the prism, numerous ocean drilling expeditions have been conducted in that region to obtain logging data and core samples. Although the physical properties of the obtained samples are normally measured onboard immediately after coring, estimations of in situ physical properties are difficult because of differences in laboratory and in situ physical conditions. Herein, we propose a new method for estimating in situ porosity from downhole electrical resistivity log data that evaluates in situ porosity and thermal structure simultaneously using correlations between the porosity and resistivity, and between the porosity and thermal conductivity that were established based on laboratory measurements. When constructing physical property correlations, X-ray computed tomography data play an important role in estimating the porosity of samples from which resistivity or thermal conductivity were measured. To validate our method, we compared the estimation with density log data collected at Site C0002 and found that the estimated in situ porosity shows good agreement with the in situ porosity converted from density log data. A comparison with porosity measured onboard for core and cutting samples showed that they are consistent with each other. With this new method, continuous distributions of in situ porosity and thermal structure can be estimated simultaneously based on resistivity log data and heat flow, which are basic quantities acquired during ocean drilling science expeditions. which permits unrestricted use, distribution, and reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made.
Introduction
Ocean drilling science provides a way to reveal the structure and physical properties of accretionary prisms (e.g., Tobin and Kinoshita 2006) . Two types of data, core samples and borehole geophysical logs, are usually acquired during ocean drilling. Because shallow accretionary prisms are composed of porous sedimentary materials, their physical properties are mainly controlled by porosity (Archie 1942). Since those physical properties control seismogenesis on the plate boundary fault through various factors such as thermal structure (Hyndman et al. 1995; Moore and Saffer 2001) , friction (Blanpied et al. 1991; Sawai et al. 2017) , fluid distributions (van Keken et al. 2011; Kimura et al. 2012; Ji and Yoshioka 2017; Tanikawa et al. 2013; Hirono et al. 2016) , and mechanical properties Saffer 2012, 2014) , estimating in situ porosity distributions is an important, although challenging, task. Although core samples and logging data acquired through ocean drilling can be used to estimate porosity, porosity values measured in onboard laboratories could be biased due to differences between the laboratory and in situ conditions (Hoffman and Tobin 2004) . On the other hand, direct in situ measurement of porosity via density log and neutron porosity log data can provide more reliable information, but since these methods are not always available, electrical resistivity log data are usually converted to determine the in situ porosity based on empirical relationships.
For example, Conin et al. (2011) converted electrical resistivity log data to porosity using Archie's law (Archie 1942) . However, since electrical resistivity also depends on temperature, it was necessary to assume the thermal structure and compensate for its effects. The parameters in Archie's law were estimated by fitting the porosity measured onboard the research vessel after correcting for the smectite dehydration effect. Sugihara et al. (2014) also estimated in situ porosity from the resistivity, which they further converted to thermal conductivity, in order to calculate the thermal structure using empirical correlations between them. However, as the thermal structure needs to be assumed in order to convert electrical resistivity to in situ porosity, a thermal structure that is different from the one finally estimated is normally assumed for this conversion.
These examples show that since the thermal structure and porosity structure were estimated separately in previous studies, the consistency between them should have been evaluated after their estimations; but this has not been done. This motivated us to develop a new method by which we could simultaneously estimate the thermal structure and in situ porosity. Accordingly, we herein propose an iterative estimation method for thermal structure and in situ porosity that uses resistivity log data, which automatically guarantees satisfactions of the empirical correlations between porosity, electrical resistivity, and thermal conductivity.
Data used in this study come from the Nankai Trough located off southwest Japan. The geological settings and data are explained in the next section, after which the proposed method is described in "Analysis" section. In "Physical property correlations from core samples" section, we begin our description by establishing roomtemperature conversion functions between porosity and electrical resistivity and between porosity and the thermal conductivity using the sample measurement data. Then, in the following section, we estimate the in situ porosity and thermal structure simultaneously so that the physical property correlations established in "Physical property correlations from core samples" section are satisfied. In "Discussion" section, we compare our estimations with the in situ measurements of porosity and temperature at the site to validate our proposed method. The geological interpretations of estimated in situ porosity are also discussed in "Discussion" section. Finally, we give the conclusions for this study.
Geological setting and data
As stated above, this study focused on the Nankai Trough located off southwest Japan, where the Nankai Trough Seismogenic Zone Experiment (NanTroSEIZE) (Tobin and Kinoshita 2006) project was conducted. At the Nankai Trough, the Philippine Sea Plate (PSP) is subducting beneath the continental plate (Miyazaki and Heki 2001) (Fig. 1 ). In this subduction zone, large interplate earthquakes have repeatedly caused ground shaking and related tsunamis that have resulted in devastating damage to human society (Ando 1975) . In addition, recent geophysical observations have confirmed that slow earthquakes are also occurring at the shallowest part of the plate boundary fault (Asano et al. 2008; Nakano et al. 2016 Nakano et al. , 2018 Araki et al. 2017) . The interesting features and shallow depth of the Nankai Trough motivated the start of the NanTroSEIZE project, which began in 2007, and multiple other expeditions have been conducted within the framework of the Integrated Ocean Drilling Program and the International Ocean Discovery Program (IODP) aboard the drilling vessel (D/V) "Chikyu".
Since then, the NanTroSEIZE project has obtained both logging data and core samples from drilled holes at various tectonic settings including the forearc (Kumano) basin (Sites C0002 and C0009), the trench slope (Sites C0001, C0004, C0008, C0010, C0018, C0021, and C0022), the prism toe (Sites C0006 and C0007), and incoming PSP (Sites C0011 and C0012). Of these, logging data obtained via the logging-while-drilling (LWD) technique enable measurements to be taken from holes soon after drilling, and are thus expected to decrease the invasive effects of mud or fluid that result from the drilling process. Basic LWD measurements include electrical resistivity, natural gamma rays, and compressional sonic wave velocity, although several additional measurements (such as density, neutron porosity, and the photoelectric factor) have been conducted for a few holes. The available logging data from these observations are summarized in Additional file 1: Table S1 . Scientists on board the research vessels also analyze the sampled cores for their lithological, structural, and physical properties. These onboard physical property measurements include bulk density, porosity, thermal conductivity, electrical resistivity, compressional sonic wave velocity, natural gamma rays, magnetic susceptibility, and penetration strength, as well as X-ray computed tomography (XCT) measurements. The available physical properties' data measured by onboard scientists are summarized in Additional file 1: Table S2 .
We estimated the porosity and thermal structure below Site C0002 using electrical resistivity log data (Expedition 314 2009a; Strasser et al. 2014a; Tobin et al. 2015) . This site was selected for three reasons. First, density log data, which can be compared with the porosity estimated with the proposed method, are also available for C0002. In situ temperature measurements are also available for C0002, which can be compared with our estimation. Second, C0002 is the deepest hole in the NanTroSEIZE project, and this site has been examined in previous studies, as discussed in "Comparison with other measurements and estimations" section. Third, at C0002, cuttings' samples are obtained in addition to core samples. The analysis and interpretation of cuttings' samples are difficult compared with those of core samples because cuttings' samples are mixed and aggregated with drilling mud, which influence the physical property measurement results. We compared the porosity measurements for cuttings' samples with our estimation to show the usefulness of cuttings' sample analysis. 
Analysis
Our method of estimating in situ porosity and thermal structure consists of two steps: estimating physical properties' correlations from core data and estimating in situ porosity and thermal structure simultaneously from logging data. Using the physical properties' measurements of core samples acquired in the shipboard laboratory at room temperature, we first establish conversion functions between porosity and electrical resistivity and between porosity and thermal conductivity. Then, we estimate the in situ porosity and thermal structure iteratively from resistivity log data so that the established physical property correlations are satisfied (Fig. 2) .
Physical property correlations from core samples
In this section, we establish physical properties' correlations between porosity and electrical resistivity and between porosity and thermal conductivity using core sample data measured at room temperate in an onboard laboratory. Since core sample data from all sites (Expedition 315 2009a, b; Expedition 316 2009a, b, c, d; Expedition 319 2010; Expedition 322 2010a, b; Expedition 333 2012a, b, c; Strasser et al. 2014a, b, c; Tobin et al. 2015; Saffer et al. 2017) were used, we can estimate the average conversion functions in various environments of the Nankai Trough.
Difficulties in comparing porosity with electrical resistivity and thermal conductivity were resolved by analyzing XCT data. Since during the NanTroSEIZE expeditions, each physical property was usually measured using different parts of the core samples (e.g., Expedition 315 2009c; Expedition 316 2009e), we were unable to make direct comparisons between those physical properties. This problem was resolved by utilizing XCT data.
XCT imaging is a nondestructive analysis method that can be used to visualize the interior of sampled cores. Since all the cores sampled by D/V Chikyu (Expedition 315 2009c) were XCT scanned soon after their recovery, XCT data were available for almost the entire section of cores. The CT number, which is also known as the linear attenuation coefficient, describes the strength of X-ray absorption by the scanned material, which is a function of its bulk density and chemical composition. As the sedimentary material everywhere in the Nankai Trough is basically composed of silicate minerals, such as clay minerals, quartz, and plagioclase, along with minor mixtures of calcite (e.g., Expedition 315 2009a, Screaton et al. 2009; Underwood et al. 2010) , the CT number is expected to correlate well with the bulk density of the material. Therefore, the porosity of core samples, where the electrical resistivity or thermal conductivity is measured, can be estimated by analyzing XCT data.
CT number vs. bulk density and porosity
In the first step, we compare the bulk density and porosity of core samples measured by moisture and density (MAD) measurements with the CT number. In the MAD datasheet downloaded from the website (see Data availability), the top and bottom depths are specified for each sample (Fig. 3a ). However, sometimes the same depth is written for both the top and bottom. In such cases, we assume that the bottom depth is 2 cm below the top depth. Because MAD measurements are used for the bulk density and porosity of the sample, the two values can be directly compared. Correlations between those values are fitted using a linear function. To exclude bad measurement data from the analysis, we do not use data with grain densities lower than 2.3 g/cm 3 or higher than 3.1 g/cm 3 , which are too low or too high, respectively, for sedimentary materials in the Nankai Trough, which have previously been reported at about 2.7 g/cm 3 (e.g., Expedition 315 2009a; Tobin et al. 2015) .
The MAD measurements for bulk density (ρ [g/cm 3 ]) and porosity (φ) show good linear correlations (Fig. 4) . The correlation can be written as.
which yields a grain density of 2.71 g/cm 3 and a fluid density of 1.01 g/cm 3 . The average grain density in the expedition reports was 2.6 to 2.7 g/cm 3 (Expedition 315 2009a, b; Expedition 316 2009a, b, c; Expedition 319 2010; Expedition 322 2010a; Expedition 333 2012c; Strasser et al. 2014a; Tobin et al. 2015) , which is consistent with the value estimated here.
Next, we compare bulk density measurements with CT numbers. An XCT image slice is taken every 0.625 mm in the depth direction with each slice containing 512 × 512 pixels (Expedition 315 2009c). The CT numbers are calibrated such that air has a value of − 1000, water has a value of 0, and the aluminum content has a value of 2467 to 2487 (Expedition 315 2009c; Gupta et al. 2018 ). An XCT image example is shown in Fig. 3b . Here, it can be seen that the interior of a sedimentary core is not homogeneous, but it includes non-sedimentary components, such as pyrite with a high CT number. Alternatively, it can be fractured, which is expressed as a low CT number in the core holder. However, because onboard scientists are expected to take samples from homogeneous sedimentary lithology, anomalous CT numbers resulting from fractures or non-sedimentary components should not be included when comparing CT numbers with bulk density measured by MAD.
As discussed by Issanov et al. (2009) , the thresholdselection method is problematic. Therefore, with their suggestion in mind, this study set the threshold adaptively for each MAD measurement to avoid such anomalous CT numbers. To accomplish this, we first picked CT numbers within the sections where the MAD samples are taken and converted them into histograms with a bin size of 3, as shown in Fig. 3c . In this figure, several peaks can be observed in the histogram. The highest peak at the left is an artificial value that represents the out-ofscope region at the four corners of the cross-sectional images. The two peaks around 0 correspond to the core holder, while the peak around 1000 shows sedimentary cores. The high-CT body seen in Fig. 3b has a small peak around the CT numbers of 2000 to 3000. Accordingly, to define the average CT number in this section, we performed our calculations using data between the CT number 200 smaller and larger than the mode value of the highest peak above CT number 300. We also referred to the visual core descriptions produced by the onboard scientists and removed data from the sample analysis if it was for a non-sedimentary material (such as volcanic ash, tuff, basalt, or calcareous material).
The calculated average CT numbers were compared with the bulk density measured by MAD in Fig. 5 . The calibration of the XCT on D/V Chikyu suggests a correlation between the CT number and the bulk density (Gupta et al. 2018) as Equation 2 is basically consistent with the data, although the intercept is slightly shifted. Using the same slope as Eq. 2, because it is suggested by the calibration of the XCT on D/V Chikyu, the intercept was recalculated and the estimated equation for CT number correlation is Although Eq. 3 agrees with Eq. 2 within the uncertainty, Eq. 3 better fits the data, especially with a low CT number (< 800) and a high CT number (> 1700). The coefficient of determination is also larger for Eq. 3 (R 2 = 0.79) than for Eq. 2 (R 2 = 0.73). Therefore, we use Eq. 3 in the following analysis. Conin et al. (2014) estimated the correlation between the bulk density and XCT value by fitting using a quadratic function, which deviates from our data at higher CT values ( Fig. 5 ). Because they did not show how the data fit the quadratic function in detail, it is difficult to discuss the reason for the differences. However, our careful choice of representative XCT values will exclude outlier data, which may have caused those differences (Iassonov et al. 2009 ).
Porosity vs. electrical resistivity and thermal conductivity
In the second step, we established the conversion functions between porosity and electrical resistivity and between porosity and thermal conductivity. Electrical resistivity and thermal conductivity in the datasheets are compared with porosity values calculated from the average CT number for measured samples using the same technique described in the previous section.
The electrical resistivity (R) is fitted against porosity (φ) using Archie's law (Archie 1942) as where R w is the electrical resistivity of the pore fluid in the laboratory (20 °C), although deviations from the relationship could result because the effect of surface conduction caused by clay minerals contained in the sedimentary material decreases the electrical resistivity (e.g., Glover et al. 2000) . The value of R w is assumed to be 0.208 (Shipley et al. 1995; Expedition 314 2009b) . The value of a is assumed to be 1 because the resistivity R at 100% porosity should be the same as R w . In this comparison, data from Holes C0011B, C0012A, and C0022B are excluded. The electrical resistivity measured for Holes C0011B and C0012A is much larger than the data measured from Holes C0011D (Expedition 333 2012a) and other sites with similar porosity. These differences may be (2) ρ = CT number /1250 + 0.9237.
(3) ρ = CT number/1250 + 0.88 ± 0.08.
Fig. 4 Correlation between bulk density and porosity

Fig. 5 Correlation between XCT values and bulk density
due to inferior core quality or coring disturbances (Expedition 333 2012a). The datasheet for Hole C0022B shows that the electrical resistivity measured for the reference seawater is too high, which may have caused bias in the electrical resistivity of the samples (Strasser et al. 2014c) . We also excluded one data point in C0006E − 46X-1, which was a core with the value larger than 10 Ωm, because the value was too high compared with neighboring sedimentary material samples. We fit the combined data for three orthogonal measurement axes (Expedition 315 2009c) using Eq. 4. Figure 6 shows the correlations between the porosity estimated from XCT and the resistivity. The parameters in Eq. 4 are estimated by least-squares fitting assuming R w = 0.208 and a = 1. The estimated parameter is m = 2.52 ± 0.75. The value of m normally used is m ~ 2 (Conin et al. 2011; Strasser et al. 2014a; Tobin et al. 2015) , which is consistent with the estimated value within the uncertainty of 1 sigma. However, since the uncertainty is relatively large, the choice of this parameter will be a source of error when estimating in situ porosity from the resistivity log in "In situ porosity and thermal structure estimation from resistivity log data" section.
The thermal conductivity k is fitted against porosity φ with the geometrical mean model (Brigaud and Vasseur 1989; Harris et al. 2011; Sugihara et al. 2014) as where k f and k s are the thermal conductivity of the pore fluid and grains, respectively. The thermal conductivity
of seawater k f is 0.6 W/mK (Harris et al. 2011; Sugihara et al. 2014) . Figure 7 shows the correlation between the porosity estimated from XCT and the thermal conductivity. The thermal conductivity for grain (k s ) is estimated to be 2.29 with lower and upper 1-sigma uncertainty values of 1.84 and 2.84, respectively. Sugihara et al. (2014) estimated the grain thermal conductivity for Hole C0002A and showed that its value at the shallow part, defined as 0 to 600 m below the seafloor (mbsf ), ranges between 1.0 and 3.0 W/mK, whereas the value is between 2.0 and 4.0 at the deep part (600-1200 mbsf ). Since we use the wider dataset initially, the grain thermal conductivity estimated in this study has the average value. Expedition reports also reported a grain thermal conductivity of ~ 2-3 W/ mK (Expedition 322 2010a, Expedition 322 2010b; Tobin et al. 2015) .
In situ porosity and thermal structure estimation from resistivity log data Method
In this section, the in situ porosity and thermal structure are estimated by converting the resistivity log data (Fig. 2) . In situ porosity can be converted from the resistivity log because Archie's law is applicable between porosity and electrical resistivity. However, the thermal structure is needed as a priori information to convert the resistivity log because the fluid resistivity depends on the temperature T, and the resistivity log value was measured under in situ thermal conditions. Therefore, Archie's law can be written as The temperature dependence of the fluid resistivity is assumed (Shipley et al. 1995; Expedition 314 2009b) as
In order to avoid bad quality data due to borehole invasion, only resistivity logs from deep depths of the investigation were used for our analyses. Specifically, deep button resistivity was used for Hole C0002A (Expedition 314 2009a) and C0002F (Strasser et al. 2014a) , and R39 Phase resistivity was used for C0002N and C0002P (Tobin et al. 2015) . A moving average with a 20-m-depth band was applied to those data before they were used in the analyses.
On the other hand, the thermal structure can be estimated if we know the in situ porosity structure as a priori information. As we established via the conversion function in the previous section, in situ porosity is related to the thermal conductivity. Therefore, the thermal structure can be calculated with the observed heat flow Q (Bullard 1939) as where z is depth and we assume the temperature at the seafloor T sf is 2 °C. The temperature dependence of the thermal conductivity for porous sediments is corrected following Harris et al. (2011) so that it increases by 1% with every 20 °C increase of temperature. α(z) in Eq. (8) is the correction factor for rapid sedimentation.
The heat flow observed at the seafloor at this site is 40 mW/m 2 (Expedition 315 2009b). Heat flow estimated using a bottom-simulating reflector (BSR) is also 40-50 mW/m 2 (Ohde et al. 2018 ). However, the heat flow observed at the seafloor could be suppressed if the sedimentation rate is so high that the thermal structure is not in a steady state (Harris et al. 2011) . At C0002, the uplift caused by splay fault activity since ~ 2 Ma has resulted in rapid sedimentation in the Kumano Basin (Strasser et al. 2009; Expedition 315 2009b) . According to Harris et al. (2011) , the heat flow corrected for the bathymetry effect is 44 mW/m 2 , although when corrected for further sedimentation, the heat flow is 57 mW/m 2 . Sugihara et al. (2014) estimated the heat flow at ~ 800 m depth based on the in situ temperature measurement settled in DONET, which also yields 57 mW/m 2 . Based on these observations, we used a heat flow of 57 mW/m 2 . In addition, α(z) is 0.78 at the seafloor and increases linearly to 1.0 at 840 mbsf, where the boundary between Units 2 and 3 is (6) log (R(T )) = log (Rw(T )) + log (a) − m log (φ).
identified and the sedimentation rate decreases (Expedition 315 2009b). At C0002, methane hydrate has been detected as BSR in a seismic reflection study (Kinoshita et al. 2011; Ohde et al. 2018) . The existence of this hydrate is also suggested by resistive peaks in logging data, which was classified as Zone A of Log Unit II 218-400 m depth (Expedition 314 2009a). As the physical properties' correlations established in Physical property correlations from core samples section do not include hydrate, the estimated conversion functions of Eqs. 5 and 6 cannot be applied to the hydrate zone. Therefore, based on the core sample measurements, a constant thermal conductivity of 1.3 W/ mK is assumed at this depth (Expedition 315 2009b). The in situ porosity calculated in the hydrate zone with Eq. 6 should be an underestimation because hydrate usually shows higher electrical resistivity than sedimentary material.
We obtain the final estimation of in situ porosity and thermal structure by conducting iterative estimations of those structures (Fig. 2) . In specific, we tested two initial thermal structures with constant thermal gradients of 37.4 and 20.0 mK/m. The former is a good initial assumption based on the analysis of in situ temperature measurements taken in C0002 shallower than 900 mbsf by Sugihara et al. (2014) . The latter is an example of a bad initial assumption that was included for reference purposes. The iteration is stopped when the root mean square of the difference in temperature structure falls below 10 −4 . The obtained structures satisfy physical property correlations among porosity, electrical resistivity and thermal conductivity (Eqs. 5 and 6), which resolves the problems encountered with previous methods. We conducted estimations with four parameter sets to evaluate the uncertainty of our estimation due to scattered data in physical property correlations. As for the grain thermal conductivity k s , we tested the upper bound value of 2.84 W/mK as well as the estimated value of 2.29 W/mK because the majority of the grain thermal conductivities estimated by previous studies are around 2-3 W/mK (Expedition 322 2010a, b; Sugihara et al. 2014; Tobin et al. 2015) . As for the exponent m in Eq. 6, the estimated value of 2.52 and the value normally used of 2.00 are tested. Figure 8 shows the estimated thermal structure and in situ porosity for k s = 2.29 and m = 2.52 with two different (good and bad) initial thermal structure assumptions. With a good initial assumption, the initially assumed thermal structure and the thermal structure calculated in the first iterative step show differences of less than 10 °C, which suggests that consistency exists between the assumed thermal structure and the calculated in situ porosity (Fig. 8a, c) . On the other hand, with a bad initial assumption, the initially assumed thermal structure and the thermal structure calculated in the first iterative step show differences of larger than 50 °C, which means that inconsistencies exist between the assumed thermal structure and the calculated in situ porosity (Fig. 8b, c) .
Results
With a good initial thermal structure, the in situ porosity estimated from the initial thermal structure shows only a few percentage points of difference from the finally estimated porosity (Fig. 8a, c) . However, with a bad initial thermal structure, the in situ porosity estimated from the initial thermal structure and the finally estimated in situ porosity show differences of ~ 6% (Fig. 8b, c) . This highlights the importance of obtaining good thermal structure estimations before conducting Fig. 8 Thermal conductivity and in situ porosity estimated with grain thermal conductivity of 2.29 W/mK and m = 2.52. a Results for the iterative estimation started with a good initial assumption on the thermal structure. The left and right panels show depth profiles of temperature and in situ porosity, respectively. For the thermal structure, the initial assumption (T inital ), the first iterative step (T first ), and the final estimation (T final ) are shown. For the in situ porosity, the one estimated in the first iterative step (φ first ) and the one finally estimated (φ final ) are shown. b Same as a, but with a bad initial assumption for the thermal structure. c Differential depth profiles of T first − T inital , T final − T inital , and φ final − φ first are shown. Red and blue curves are for good and bad initial assumptions, respectively porosity estimations when using existing methods, which can be accomplished more easily using our new iterative method. The estimations resulting from use of our new iterative method with good and bad initial thermal structures converge to the same values. Figure 9 shows that the estimated in situ porosity is not significantly affected by the assumed grain thermal Fig. 9 Depth distributions for estimated in situ porosity, thermal conductivity, and temperature at Site C0002. a Grain thermal conductivity at 2.29 W/mK. b Grain thermal conductivity at 2.84 W/mK. The red and orange lines are values estimated with m = 2.52 and 2.00, respectively. The blue circles are in situ porosity values calculated from density log data. The green circles are core porosity values measured onboard. The dark green triangles are the porosity values for cuttings measured onboard. Blue squares are in situ temperature measurements. Gray bands at 200-400 mbsf depth represent the hydrate zone conductivity, although it is affected by parameter m. The estimation with m = 2.52 results in ~ 0.1 higher porosity than with m = 2.00. With m = 2.52, the estimated in situ porosity decreases rapidly with depth from close to 1.0 at the seafloor to around 0.5-0.6 at ~ 135 mbsf. The estimated values are not reliable between 200 and 400 mbsf because the hydrate causes higher resistivity, thereby resulting in an apparently lower porosity. Below 400 mbsf, the estimated in situ porosity gently decreases from ~ 0.45 at 400 mbsf to ~ 0.40 at 940 mbsf. At that point, the estimated in situ porosity decreases more steeply to 0.28 at 1660 msbf. The deep accretionary prism is divided into three blocks with constant porosity: 1660-1970 mbsf at ~ 0.29, 1970-2710 mbsf at ~ 0.26, and 2710 mbsf-at ~ 0.24.
The estimated thermal conductivity is affected by both the grain thermal conductivity and the parameter m. An estimation conducted with m = 2.52 resulted in a lower thermal conductivity than an estimation conducted with m = 2.00. Larger grain thermal conductivity values resulted in larger thermal conductivity. The estimated thermal conductivity increased with the in situ porosity from 0.6 W/mK at the seafloor to 1.7 W/mK at 3000 mbsf with m = 2.52 and a grain thermal conductivity of 2.29 W/mK. Much as the thermal conductivity varies with the assumed grain thermal conductivity and parameter m, the calculated temperature also varies. For a constant value of m, a lower grain thermal conductivity level results in higher temperatures. For m = 2.52 and k s = 2.29 W/mK, the temperature increases almost linearly from 2 °C at the seafloor to 115 °C at 3000 mbsf.
Discussion
Comparison with other measurements and estimations
To validate our new method of simultaneously estimating in situ porosity, thermal conductivity, and thermal structure from the resistivity log values, we compared our estimations with measurements and estimations produced by other studies. In Hole C0002A, a density log was acquired (Expedition 314 2009a) that can be compared with the in situ porosity estimated from the resistivity log data. We convert the density log measurements to porosity using the conversion function in Eq. 1, and then compare the results with the estimated values. Since the density log data are affected by the borehole diameter, we refer to the caliper log and remove data when the caliper size is larger than 9.5 in. Next, the moving average with the 20-m-depth band is applied to compare it with the calculated in situ porosity. The estimated in situ porosity with m = 2.52 is consistent below ~ 400 m depth with the porosity converted from the density log data. The estimated in situ porosity reproduces not only the overall trend of the porosity converted from the density log data but also the fine-scale fluctuations of the porosity structure. For example, porosity values converted from the density log have high peaks at 700-800 mbsf, around 900 mbsf, and around 1200 mbsf. Such features can be seen in the estimated in situ porosity as well. At the depth range of 200-400 mbsf, the estimated in situ porosity is underestimated compared with the core sample data and the porosity converted from the density log data due to the existence of the hydrate (Miyakawa et al. 2014) . At the very shallow portion of the well, the porosity converted from density log data value is very high (close to 1.0), which is consistent with the estimated in situ porosity.
The core sample porosity measured by MAD falls around the estimation with m = 2.52, except for the very shallow portion, in spite of different temperature and pressure conditions. This consistency between the in situ and onboard measured porosity is expected as Hoffman and Tobin (2004) observed only ~ 2% differences between the onboard porosity measurements and the porosity converted from the density log at sites 1173, 1174, and 808. As suggested by anelastic strain recovery analysis conducted on the core samples (Lin et al. 2007; Byrne et al. 2009 ), the rebound of drilled cores may take a significant amount of time. This could be why the MAD measured porosity level would nearly reflect the in situ value. At the shallowest portion of the well, MAD measurements show a porosity level of about 0.65, which is smaller than the estimated in situ porosity level and the porosity level converted from the density log data. A similar situation was observed at Site 1173 of Ocean Drilling Program (Shipboard Scientific Party 2002) where shipboard scientists reported that it is due to low-quality logging data, even though such quality problems had not been observed for the shallowest part of C0002. In the interval of ~ 1300 and 3000 mbsf, cuttings' samples were mainly collected instead of cores. Strasser et al. (2014a) and Tobin et al. (2015) considered that intact cuttings, which remain after hard washing of cuttings' samples, represent the in situ formation properties, even though the depth accuracy of cuttings' samples is low. Figure 9 shows that the porosity level of MAD for intact cuttings is consistent with the in situ porosity level estimated from the resistivity log data. This coincidence supports the usefulness of analyzing intact cuttings.
The onboard thermal conductivity measurement results are roughly consistent with the estimated values, including those for deep depths around 2200 mbsf. Onboard measurements are limited and scattered, and it is difficult to use such a sparse dataset for thermal structure calculations. Our method can estimate the continuous distribution of thermal conductivity, which enables thermal structure estimation. Kinoshita et al. (2011) estimated the temperature at 400 mbsf where BSR is observed in seismic reflection surveys as about 19 °C by considering the stability of the hydrate. Sugihara et al. (2014) estimated the in situ temperature at 700-900 mbsf using thermistors deployed during IODP Expedition 332 of NanTro-SEIZE (Expedition 332 2011; Kimura et al. 2013 ). Their estimation is ~ 33 °C at ~ 760 mbsf and ~ 38 °C at ~ 900 mbsf. Those in situ measurements are consistent with our thermal structure estimation. Sugihara et al. (2014) estimated the thermal structure beneath Site C0002 down to the plate boundary fault using thermal conductivity data down to ~ 1200 mbsf and resistivity log data down to ~ 2000 mbsf. According to their calculations, the temperature at 3000 mbsf is 92 and 100 °C, assuming grain thermal conductivity levels of 2.5 and 3.0 W/mK, respectively. Their estimation is slightly lower than our estimation of 105-115 °C with m = 2.52 because our thermal conductivity level is lower than the estimation by Sugihara et al. (2014) , in which, assuming the grain thermal conductivity of 2.5 W/mK, the thermal conductivity increases from 1.5 W/mK at 1000 mbsf to 2.1 W/mK at 3000 mbsf. However, in our estimation, the thermal conductivity increases from 1.4 to 1.6 W/mK at 1000 mbsf to 1.6-1.8 W/mK at 1600 mbsf with grain thermal conductivity levels of 2.29 and 2.84 W/mK, and become constant below 1600 mbsf.
We next calculated the residuals between our estimations and in situ measurements (i.e., the porosity estimated from the density log and in situ temperature measurements) to evaluate the accuracy of our estimations. Data in the hydrate zone were excluded from these calculations. The residuals between the estimated in situ porosity and the porosity estimated from the density log (Table 1) shows that m = 2.52 is more appropriate than m = 2.00, whereas the effect of grain thermal conductivity is small. On the other hand, the residuals between the estimated thermal structure and in situ temperature measurements (Table 2) show that (k s , m) = (2.29, 2.52) is more appropriate than the other parameter sets. From those results, we conclude that of the four sets considered in this study, (k s , m) = (2.29, 2.52) is the best parameter set for use when estimating in situ porosity and thermal structure in the Nankai Trough.
Geological interpretations
From the seafloor to 940 mbsf, the estimated in situ porosity shows an exponentially decreasing trend with depth in regions where compaction due to gravity and/ or regional stress occurs (e.g., Athy 1930; Bahr et al. 2001) . Based on the lithological and logging descriptions, 921.73 mbsf and 935.6 mbsf are defined as the base of the forearc basin (Kumano Basin), respectively (Expedition 314 2009a; Expedition 315 2009b). The stress state within the Kumano Basin is estimated to be extensional due to gravity based on the existence of normal faults (Expedition 314 2009a) and borehole breakouts Chang et al. 2010) . Below 940 mbsf, the estimated in situ porosity shows a linear decrease, the rate of which is higher than for the shallower portion. The lithological and logging descriptions suggest that an older accretionary wedge exists beneath the Kumano Basin (Expedition 314 2009a; Expedition 315 2009b) . Although the current stress state of this old accretionary wedge is extensional to strike-slip, the wedge has a complex stress history and should have been severely deformed by the compressional stress state caused by the subduction, as has been observed at other sites in the prism toe and trench slope (Chang et al. 2010) . Such sedimentary material, which has experienced a complex stress history, would no longer show a simple exponential decrease of porosity with depth.
Below 1660 mbsf, the estimated in situ porosity does not decrease with depth, but is constant within each block; ~ 29 (~ 21) % in 1660-1970 mbsf, ~ 26 (~ 19) % in 1970-2710 mbsf, and ~ 24 (~ 17 ) % in 2710-3000 mbsf with a grain thermal conductivity of 2.29 W/mK and m = 2.52 (2.00). Based on observations of cuttings' samples, the depth of ~ 1660 mbsf, where the decreasing trend of the estimated in situ porosity changes, also corresponds to the boundary of the lithological units (Tobin et al. 2015) . The disappearance of the decreasing trend in the estimated in situ porosity with depth may suggest that the principle driving force for sedimentary material compaction changes from vertical to horizontal stress due to strong tectonic compression. Chang et al. (2010) estimated stress magnitudes from borehole breakout analyses and rock mechanics and showed that the horizontal stress becomes larger than the vertical stress at 1000-1400 mbsf. Meanwhile, Kitajima et al. (2017) estimated stress magnitudes from the empirical relationship between P-wave velocity and porosity levels and found that the horizontal stress gets larger than vertical stress at 1000-1400 mbsf. Hamada et al. (2018) estimated the strength of rock using drilling parameters and found strength increases at around 2800 mbsf, which may also correspond to the depth where the estimated in situ porosity shows a stepwise decrease. Note that as the temperature reaches 100 °C at around 2600 mbsf, the transition from smectite to illite in the sedimentary material completes (Underwood 2018) , which may affect the strength of rock and porosity level distributions.
Stepwise decreases in porosity can be observed in cuttings' samples as well. Those observations show that the complex stress history of the accretionary prism prevents us from approximating the porosity decrease with depth using a simple exponential function.
Conclusions
Analyzing the physical properties of sedimentary materials is important for understanding the structure of shallow accretionary prisms and the slip behavior of plate boundary faults. Hence, the NanTroSEIZE project has conducted several IODP expeditions aimed at obtaining core and cuttings' samples as well as logging data in the Nankai Trough off southwest Japan. Generally speaking, the physical properties of core samples and cuttings are measured soon after collection, but differences in temperature and pressure conditions between laboratory and in situ environments make it difficult to estimate the in situ physical properties accurately. Accordingly, this study developed a method of estimating the in situ porosity and thermal structure simultaneously using resistivity log data and correlations between the physical properties (porosity, electrical resistivity, and thermal conductivity) derived from onboard sample measurements. This method enables us to estimate continuous distributions of in situ porosity, thermal conductivity, and thermal structure data from information routinely acquired during IODP expeditions. In addition, we use unique XCT data collected by the D/V Chikyu, which is dedicated to NanTroSEIZE project, to establish accurate physical property correlations for the onboard measurements.
We applied our new method to Site C0002, where partial density log data are also available, and found that our in situ porosity estimates obtained from resistivity log values show good agreement with the in situ porosity estimated from the density log data. The porosity measured from core and intact cuttings' samples also shows good agreement, which suggests that MAD porosity also closely reflects in situ properties. Since the calculated thermal structure is also consistent with in situ measurements, these results support the validity of our new method.
