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2 Se´paration et proprie´te´ de Deligne-Mumford deschamps de modules d’intersections comple`tes
lisses
Olivier BENOIST ∗
Re´sume´
On montre que les champs de modules d’intersections comple`tes lisses
dans PN polarise´es par O(1) sont se´pare´s (sauf dans le cas des quadriques)
et de Deligne-Mumford (sauf pour quelques exceptions).
Abstract
We show that the moduli stacks of smooth complete intersections in
P
N polarized by O(1) are separated (except for quadrics) and Deligne-
Mumford (apart from a few exceptions).
MSC classification: 14D23, 14M10, 14J50
1 Introduction
On commence par discuter la question ge´ne´rale de la se´paration d’un champ
de modules de varie´te´s polarise´es, avant de se restreindre au cas particulier
aborde´ dans cet article : le champ de modules des intersections comple`tes lisses
polarise´es par O(1).
1.1 Se´paration d’espaces de modules
SoitM un champ de modules de varie´te´s projectives lisses polarise´es. On s’inte´-
resse a` la se´paration du champ M. Un re´sultat classique est le the´ore`me de
Matsusaka et Mumford ([17] Theorem 2) :
The´ore`me 1.1. Si les varie´te´s queM parame`tre ne sont pas birationnellement
re´gle´es (i.e. ne sont pas birationnelles a` une varie´te´ de la forme P1 × Y ), le
champ M est se´pare´.
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On peut chercher a` e´tendre ce re´sultat a` d’autres classes de varie´te´s. Com-
menc¸ons par une remarque facile et utile. Les stabilisateurs des points ge´ome´-
triques deM s’identifient aux groupes d’automorphismes des varie´te´s polarise´es
parame´tre´es par M, qui sont des sche´mas en groupes affines. Si M est se´pare´,
ces stabilisateurs doivent eˆtre propres ; comme ils sont donc propres et affines,
ils sont meˆme finis. On a montre´ :
Remarque 1.2. Une condition ne´cessaire pour que M soit se´pare´ est que les
varie´te´s polarise´es que M parame`tre aient des groupes d’automorphismes finis.
Un cas particulier inte´ressant est celui ou`M parame`tre des varie´te´s de Fano.
Ce cas particulier est motive´ par l’intervention en the´orie de Mori de fibrations
a` fibres varie´te´s de Fano, donc de familles de varie´te´s de Fano.
Regardons des exemples de petite dimension. En dimension 1, la seule varie´te´
de Fano est P1, dont le groupe d’automorphismes est de dimension > 0 ; par la
remarque 1.2, la situation n’est pas inte´ressante.
En dimension 2, les varie´te´s de Fano sont les surfaces de del Pezzo. NotonsM
le champ de modules des surfaces de del Pezzo de degre´ d. Au vu de la remarque
1.2, la question de la se´paration de M est inte´ressante si 1 ≤ d ≤ 5. Dans ce
cas, l’article [10] propose une construction d’un espace de modules grossier pour
M a` l’aide de the´orie ge´ome´trique des invariants, qui montre que le champ M
est se´pare´ (appliquer [18] Corollary 2.5).
En dimension 3, on peut parfois appliquer le the´ore`me 1.1 de Matsusaka et
Mumford via le corollaire suivant :
Corollaire 1.3. En caracte´ristique nulle, si M parame`tre des solides de Fano
qui ne sont pas rationnels, M est ne´cessairement se´pare´.
Preuve. Soit X un solide de Fano birationnel a` P1×Y . Comme X est de Fano
et que nous sommes en caracte´ristique nulle, X est rationnellement connexe, de
sorte que Y est une surface rationnellement connexe. Comme Y est recouverte
par des courbes rationnelles tre`s libres, toute forme pluricanonique sur Y est
nulle. La classification des surfaces montre alors que Y est birationnelle a` P1×C
pour C une courbe. Comme Y est rationnellement connexe, C est rationnelle, de
sorte que Y , donc X sont rationnels. On a montre´, comme voulu, qu’un solide
de Fano non rationnel n’est pas birationnellement re´gle´.
Pour certaines collections de solides de Fano a` groupes d’automorphismes
finis, par exemple celle e´tudie´e dans [5], la question de la se´paration de M est
ouverte (on sait seulement, par [2] the´ore`me 5.6, qu’une varie´te´ ge´ne´rale dans
cette famille n’est pas rationnelle, de sorte que le corollaire 1.3 ne s’applique
pas) :
Question 1.4. En caracte´ristique nulle, le champ de modules M des solides de
Fano de nombre de Picard 1, d’indice 1 et de degre´ 10 est-il se´pare´ ?
E´nonc¸ons la question ge´ne´rale que ces exemples illustrent :
Question 1.5. Quand un champ de modules de varie´te´s de Fano a` groupes d’au-
tomorphismes finis est-il se´pare´ ?
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L’objectif de ce texte est de re´pondre a` la question 1.5 dans le cas particulier
ou` M parame`tre des intersections comple`tes lisses.
1.2 E´nonce´s des the´ore`mes
Dans tout ce texte, on travaille sur Spec(Z), et on fixe N ≥ 2, 1 ≤ c ≤ N − 1
et 2 ≤ d1 ≤ · · · ≤ dc des entiers. Par intersection comple`te (sur un corps k), on
voudra dire sous-sche´ma ferme´ de codimension c dans PNk de´fini par c e´quations
homoge`nes de degre´s d1, . . . , dc. On notera n = N − c ≥ 1 la dimension de ces
intersections comple`tes.
Soit H l’ouvert du sche´ma de Hilbert de PN
Z
parame´trant les intersections
comple`tes lisses (voir par exemple [20] 4.6.1). On note M le champ de modules
des intersections comple`tes lisses polarise´es par O(1). Par de´finition, c’est le
champ quotient [PGLN+1\H ].
Remarquons que, si d1 + . . . + dc < N + 1, les varie´te´s conside´re´es sont de
Fano. Pour ces valeurs des parame`tres, on e´tudie donc un cas particulier de la
question 1.5.
Le premier the´ore`me principal est :
The´ore`me 1.6. Le champ M est de Deligne-Mumford sauf dans les cas sui-
vants :
(i) Si c = 1 et d1 = 2.
(ii) Si N = 2, c = 1, d1 = 3, auquel cas il est de Deligne-Mumford au-dessus
de Spec(Z[ 13 ]).
(iii) Si N ≥ 3 est impair, c = 2, d1 = d2 = 2, auquel cas il est de Deligne-
Mumford au-dessus de Spec(Z[ 12 ]).
Ce the´ore`me signifie que, sauf pour quelques exceptions, les automorphismes
projectifs d’une intersection comple`te lisse forment un sche´ma en groupes fini
re´duit. Il y a deux types d’exceptions diffe´rents : dans le cas (i), ces groupes
sont de dimension > 0 ; dans les cas (ii) et (iii), ils sont finis non re´duits.
Au vu de la remarque 1.2, cet e´nonce´ peut eˆtre vu comme un re´sultat facile
a` tester indiquant que l’e´tude de la se´paration de M est inte´ressante — sauf si
c = 1 et d1 = 2. C’est ce qui a motive´ pour nous son e´tude. Ce n’est cependant
pas un e´nonce´ plus faible que la se´paration du champM car celle-ci ne dit rien
sur le caracte`re re´duit de ces groupes d’automorphismes.
Le champ de modules des quadriques ne peut eˆtre se´pare´ par la remarque
1.2 car le groupe de leurs automorphismes projectifs est de dimension > 0. On
montre que ce contre-exemple trivial est le seul :
The´ore`me 1.7. Le champ M est se´pare´, sauf si c = 1 et d1 = 2.
Ce the´ore`me permet d’appliquer le the´ore`me de Keel et Mori [12], pour
obtenir :
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Corollaire 1.8. Si l’on n’a pas c = 1 et d1 = 2, le champ M admet un espace
de modules grossier M qui est un espace alge´brique se´pare´.
Il est alors naturel d’e´tudier l’espace alge´brique M : est-ce un sche´ma, un
sche´ma quasi-projectif ? Cette question est discute´e, et re´solue dans des cas
particuliers dans [3].
Les deux parties de ce texte sont consacre´es aux preuves respectives des
the´ore`mes 1.7 (the´ore`me 2.1) et 1.6 (the´ore`me 3.9). On renvoie a` ces parties pour
une discussion plus pre´cise de ces e´nonce´s, des cas particuliers de´ja` connus...
Remarquons que, contrairement a` ce qu’on a laisse´ entendre plus haut, et
qui aurait e´te´ plus naturel, l’e´tude de la se´paration de M pre´ce`de ici celle des
groupes d’automorphismes. La raison pour cela est que, faute d’argument plus
simple, on de´duira le the´ore`me 3.1 quand N ≥ 5 est impair, c = 2, d1 = d2 = 2
et car(k) = 2 de la se´paration de M.
2 Se´paration
Introduisons quelques notations. Un trait T est le spectre d’un anneau de va-
luation discre`te. Si T est un trait, on notera toujours η son point ge´ne´rique et
s son point spe´cial, R l’anneau de valuation discre`te dont il est le spectre, K le
corps de fractions de R, k son corps re´siduel, t une uniformisante, v la valuation
et pi : R→ k la spe´cialisation.
2.1 Introduction
2.1.1 E´nonce´ du the´ore`me
On va montrer dans cette partie le the´ore`me suivant :
The´ore`me 2.1. Le champ M est se´pare´, sauf si c = 1 et d1 = 2.
On peut reformuler plus concre`tement le the´ore`me 2.1. C’est sous la dernie`re
forme (iii) que nous le de´montrerons.
Lemme 2.2. Les assertions suivantes sont e´quivalentes :
(i) Le champ M est se´pare´.
(ii) Le groupe PGLN+1 agit proprement sur H.
(iii) Pour tout trait T a` corps re´siduel alge´briquement clos, si Z,Z ′ ⊂ PNT sont
des sous-T -sche´mas ferme´s plats sur T dont les fibres ge´ome´triques sont
des intersections comple`tes lisses, tout automorphisme fη : P
N
η → P
N
η tel
que fη(Zη) = Z
′
η se prolonge en un automorphisme f : P
N
T → P
N
T tel que
f(Z) = Z ′.
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Preuve. Conside´rons le diagramme 2-carte´sien ci-dessous, ou` l’on a note´ ∆ le
morphisme diagonal de M et P : H →M la pre´sentation canonique de M :
PGLN+1 ×H
p2◦P

(σ,p2)
// H ×H
(P,P )

M
∆ //M×M
(1)
Comme P est lisse et surjectif, (P, P ) est e´galement lisse et surjectif, donc un
recouvrement fppf. Par conse´quent, par [14] 7.11.1, (σ, p2) est propre si et seule-
ment si ∆ l’est. Enfin, par [14] 7.7, ∆ est propre si et seulement siM est se´pare´.
Cela montre l’e´quivalence entre les deux premie`res assertions.
L’e´quivalence entre les deux dernie`res est exactement le crite`re valuatif de
proprete´ applique´ au morphisme PGLN+1×H → H×H (on peut se restreindre
aux corps re´siduels alge´briquement clos par la remarque 7.3.9 (i) de [8]).
On a de´ja` vu qu’il e´tait ne´cessaire d’exclure le cas des quadriques par la re-
marque 1.2. On peut aussi proposer un contre-exemple explicite a` (iii) : on prend
R = k[[t]], Z = Z ′ de´finis par l’e´quationX0XN+Q(X1, . . . , XN−1) = 0 ou` Q est
une forme quadratique ordinaire sur k, et on choisit pour fη l’automorphisme
de PNη donne´ par l’e´quation fη([x0 : . . . : xN ]) = [t
−1x0 : x1 : . . . : xN−1 : txN ].
Enfin, plusieurs cas du the´ore`me 2.1 sont de´ja` connus.
Le cas c = 1 et d1 ≥ 3 sous sa forme (ii) est conse´quence de [18] Corollary
2.5 applique´ a` [18] Proposition 4.2. Dans cette re´fe´rence, la base est un corps de
caracte´ristique nulle, mais ces arguments fonctionnent sur une base quelconque
(par exemple Spec(Z)) comme explique´ dans [21].
Le cas d1+ . . .+ dc ≥ N +1 sous sa forme (iii) est conse´quence du the´ore`me
1.1 de Matsusaka et Mumford. En effet, le fibre´ canonique des intersections
comple`tes e´tant O(d1 + . . . + dc − N − 1), il a des sections globales sous cette
hypothe`ses ; cela empeˆche les intersections comple`tes conside´re´es d’eˆtre bira-
tionnellement re´gle´es.
2.1.2 Conjecture de Pukhlikov
Dans [19], Pukhlikov, motive´ par des questions de ge´ome´trie birationnelle, conside`re
l’e´nonce´ ci-dessous plus ge´ne´ral que (iii) :
(iv) Pour tout trait T a` corps re´siduel alge´briquement clos, si Z,Z ′ ⊂ PNT
sont des sous-T -sche´mas ferme´s re´guliers et plats sur T dont les fibres
ge´ome´triques sont des intersections comple`tes, tout automorphisme fη :
PNη → P
N
η tel que fη(Zη) = Z
′
η se prolonge en un automorphisme f :
PNT → P
N
T tel que f(Z) = Z
′.
Pour eˆtre pre´cis, Pukhlikov travaille avec n ≥ 2 et R = C[[t]]. Il montre (iv)
si c = 1 et d1 ≥ 3, et il conjecture que, a` c fixe´, si N est grand et quitte a` exclure
un nombre fini de multidegre´s, (iv) est vrai.
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Le cas c ≥ 2, meˆme dans le cas aborde´ ici ou` Z et Z ′ sont lisses sur T , fait
apparaˆıtre la difficulte´ suivante par rapport au cas c = 1 traite´ par Pukhlikov :
il n’y a aucune raison pour qu’on puisse trouver c e´quations F1, . . . , Fc de Zη
se spe´cialisant en c e´quations de´finissant Zs telles que f
−1∗
η F1, . . . , f
−1∗
η Fc se
spe´cialisent en c e´quations de´finissant Z ′s. Cela empeˆche de montrer (iii) en
comparant directement les e´quations de Zs et Z
′
s.
2.1.3 Plan de la preuve
Cette partie est organise´e comme suit. Dans le deuxie`me paragraphe, on re-
groupe tous les re´sultats standards sur les intersections comple`tes qui seront
utiles par la suite. Les deux paragraphes suivants sont consacre´s a` une preuve
par l’absurde du the´ore`me 2.1 sous sa forme (iii) ci-dessus. Dans le troisie`me
paragraphe, le lemme 2.6 fournit, a` l’aide d’arguments ge´ome´triques, des res-
trictions a priori sur Zs et Z
′
s. Dans le quatrie`me paragraphe, on conclut en
manipulant de manie`re explicite les e´quations de petit degre´ de Zs et Z
′
s. On
distingue pour cela trois cas : le cas d1 ≥ 3 est traite´ au paragraphe 2.4.2, le cas
c ≥ 2, d1 = d2 = 2 au paragraphe 2.4.3, et le cas c ≥ 2, d1 = 2, d2 ≥ 3, plus
de´licat, au paragraphe 2.4.4.
2.2 Ge´ne´ralite´s sur les intersections comple`tes
On rassemble ici des re´sultats standards sur les intersections comple`tes pour
pouvoir y faire re´fe´rence par la suite. Dans ce paragraphe, et dans ce paragraphe
seulement, on autorise c = 0.
Si Z est une intersection comple`te, une ≪ suite re´gulie`re globale≫ de´finissant
Z est la donne´e de c e´quations homoge`nes la de´finissant.
Proposition 2.3. Soit k un corps alge´briquement clos et Z ⊂ PNk une inter-
section comple`te de´finie par des e´quations F1, . . . , Fc. On note IZ son faisceau
d’ide´aux.
(i) Les e´quations F1, . . . , Fc sont une suite re´gulie`re ; Z est Cohen-Macaulay.
(ii) Si 0 < q < n et d ∈ Z, Hq(Z,OZ(d)) = 0.
(iii) Si d ∈ Z, la fle`che de restriction H0(PNk ,O(d)) → H
0(Z,OZ(d)) est sur-
jective. Son noyau, e´gal a` H0(PNk , IZ(d)), est constitue´ des polynoˆmes ho-
moge`nes de la forme
∑
iQiFi, Qi ∈ H
0(PNk ,O(d − di)). La dimension de
ce noyau ne de´pend que de N , c, d1, . . . , dc et d.
(iv) La sche´ma Z est connexe. Si Z est lisse, Z est inte`gre.
(v) Le sous-sche´ma Z n’est sche´matiquement inclus dans aucun hyperplan de
PNk .
(vi) Toute base de H0(PNk , IZ(d1)) peut eˆtre comple´te´e en une suite re´gulie`re
globale de´finissant Z.
6
(vii) Si F ∈ H0(PNk , IZ(d)) ne s’e´crit pas
∑
iQiFi ou` la somme porte sur les i
tels que di < d, F fait partie d’une suite re´gulie`re globale de´finissant Z.
(viii) Si Z est lisse, les varie´te´s {Fi = 0} sont lisses et transverses en tout point
de Z.
Preuve. (i) Posons Zi = {F1 = . . . = Fi = 0}. Par Hauptidealsatz, Zi+1 est
de codimension au plus 1 dans Zi, de sorte que, comme Z = Zc est de
codimension c dans PNk = Z0, Zi est ne´cessairement de codimension pure
i dans PNk . Montrons alors par re´currence sur 0 ≤ i ≤ c que F1, . . . , Fi
forment une suite re´gulie`re et que Zi est Cohen-Macaulay. Pour i = 0,
c’est e´vident. Supposons-le vrai pour i. Alors Fi+1 ne s’annule pas sur
une composante irre´ductible de Zi car Zi+1 est de codimension 1 dans Zi.
Il ne s’annule pas non plus sur un point immerge´ de Zi car Zi, Cohen-
Macaulay, n’en a pas. Ainsi, Fi+1 n’est pas un diviseur de ze´ro sur Zi de
sorte que F1, . . . , Fi+1 forment une suite re´gulie`re. On en de´duit que Zi+1
est localement intersection comple`te, donc Cohen-Macaulay. Cela conclut
la re´currence ; on obtient l’e´nonce´ voulu en faisant i = c.
(ii) On montre ceci par re´currence sur c, le cas c = 0 e´tant connu. Comme,
par (i), Fc n’est pas un diviseur de ze´ro sur Zc−1, la multiplication par Fc
induit une suite exacte courte de faisceaux sur Zc−1 : 0→ OZc−1(d−dc)→
OZc−1(d) → OZc(d) → 0. En e´crivant la suite exacte longue de cohomo-
logie associe´e et en utilisant les annulations donne´es par l’hypothe`se de
re´currence applique´e a` Zc−1, on obtient les annulations de´sire´es.
(iii) Que le noyau de cette fle`che de restriction soit H0(PNk , IZ(d)) re´sulte de
la suite longue de cohomologie associe´e a` la suite exacte courte 0→ IZ →
O
P
N
k
→ OZ → 0.
Montrons la surjectivite´ de l’application de restriction. On raisonne par
re´currence sur c et on utilise la suite exacte longue de cohomologie sui-
vante : 0 → H0(Zc−1,O(d − dc)) → H
0(Zc−1,O(d)) → H
0(Zc,O(d)) →
H1(Zc−1,O(d− dc)). Par (ii) le H
1 s’annule, ce qui permet de conclure.
En particulier, on a une suite exacte courte : 0 → H0(PNk , IZ(d)) →
H0(PNk ,OPN
k
(d)) → H0(Z,OZ(d)) → 0. Pour montrer que h
0(PNk , IZ(d))
ne de´pend pas que de N , c, d1, . . . , dc et d, il suffit de montrer que c’est
le cas de h0(Z,OZ(d)). Cela se montre par re´currence sur c en utilisant a`
nouveau la suite exacte 0 → H0(Zc−1,O(d − dc)) → H
0(Zc−1,O(d)) →
H0(Zc,O(d))→ 0.
Il reste a` de´crire les polynoˆmes homoge`nes inclus dans ce noyau. On rai-
sonne encore par re´currence sur c, et on proce`de par chasse au diagramme
dans le diagramme commutatif ci-dessous ou` l’on a vu que la deuxie`me
ligne est exacte, ou` les fle`ches verticales sont surjectives de noyau connu
par hypothe`se de re´currence et ou` les fle`ches horizontales de gauche sont
donne´es par la multiplication par Fc.
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H0(PNk ,O(d− dc))
//

H0(PNk ,O(d))

0 // H0(Zc−1,O(d− dc)) // H
0(Zc−1,O(d)) // H
0(Zc,O(d)) // 0
(iv) On applique (iii) avec d = 0. Il vient H0(Z,OZ) = k : Z est bien connexe.
Si Z est lisse et connexe, elle est inte`gre.
(v) On applique (iii) avec d = 1 : la description explicite de H0(PNk , IZ(1))
montre qu’il est nul de sorte que H0(PNk ,O(1))→ H
0(Z,OZ(1)) est injec-
tive, ce qu’on voulait.
(vi) On applique (iii) avec d = d1 : H
0(PNk , IZ(d1)) est constitue´ des combi-
naisons line´aires a` coefficients dans k des Fi qui sont de degre´ d1. Si l’on
remplace les Fi de degre´ d1 par une autre base de H
0(PNk , IZ(d1)), on
obtient une nouvelle collection de c e´quations de´finissant Z.
(vii) Par (iii), on peut e´crire F =
∑
iQiFi et il existe i tel que d = di et Qi est
un scalaire non nul. Alors, en remplac¸ant Fi par F , on obtient on obtient
une nouvelle collection de c e´quations de´finissant Z.
(viii) Par lissite´, si z ∈ Z, TzZ est de codimension c dans TzP
N
k . Comme
TzZ = ∩
c
i=1Tz{Fi = 0}, les Tz{Fi = 0} sont ne´cessairement des hyperplans
transverses de TzP
N
k , de sorte que les {Fi = 0} sont lisses et transverses
en z.
Lemme 2.4. Soit T un trait a` corps re´siduel alge´briquement clos et Z ⊂ PNT
un sous-T -sche´ma ferme´ plat sur T dont les fibres ge´ome´triques sont des inter-
sections comple`tes. Soit F ∈ H0(PNk ,O(d)) un polynoˆme homoge`ne de degre´ d a`
coefficients dans k s’annulant sur Zs. Alors on peut relever F en un polynoˆme
homoge`ne de degre´ d a` coefficients dans R s’annulant sur Z.
Preuve. Notons IZ le faisceau d’ide´aux de Z. Comme P
N
T et Z sont plats sur
T , la suite exacte 0→ IZ → OPN
T
→ OZ → 0 montre que IZ est plat sur T . De
plus, cette suite exacte reste alors exacte apre`s restriction a` la fibre spe´ciale, de
sorte que IZ |PN
k
= IZs .
On a h0(PNη , IZ(d)) = h
0(PN
K¯
, IZ(d)) = h
0(PNk , IZs(d)) ou` la premie`re e´galite´
de´coule de [9] III 9.3 et la seconde de 2.3 (iii). Ainsi, les hypothe`ses de [9] III
12.9 applique´ au faisceau IZ(d) sur P
N
T et au morphisme structurel q : P
N
T → T
sont ve´rifie´es. Par conse´quent, q∗IZ(d) est localement libre sur T (donc libre car
T est local), et q∗IZ(d)⊗R k → H
0(PNk , IZs(d)) est un isomorphisme.
On en de´duit que F ∈ H0(PNk , IZs(d)) se rele`ve en un e´le´ment de F˜ ∈
H0(PNT , IZ(d)), c’est-a` dire en un e´le´ment de H
0(PNT ,O(d)) nul sur Z. On
conclut car, par [9] III 5.1 (a), H0(PNT ,O(d)) est constitue´ des polynoˆmes ho-
moge`nes de degre´ d a` coefficients dans R.
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2.3 Automorphismes projectifs
Commenc¸ons la preuve du the´ore`me 2.1. On fixe pour cela un trait T a` corps
re´siduel alge´briquement clos, Z,Z ′ ⊂ PNT des sous-T -sche´mas ferme´s plats sur
T dont les fibres ge´ome´triques sont des intersections comple`tes lisses, et un
automorphisme fη : P
N
η → P
N
η tel que fη(Zη) = Z
′
η.
2.3.1 Description de l’automorphisme fη
Lemme 2.5. On peut supposer qu’il existe des entiers α0 ≤ . . . ≤ αN tels que
fη soit donne´ par la formule fη([x0 : . . . : xN ]) = [t
α0x0 : . . . : t
αNxN ].
Preuve. L’automorphisme fη est induit par une automorphisme line´aire fK :
KN+1 → KN+1. Quitte a` composer fK avec une homothe´tie, on peut supposer
que fK induit fR : R
N+1 → RN+1 R-line´aire. Comme fR ⊗ K est surjective,
Coker(fR) est de torsion, de sorte que fR est injective et Im(fR) est un sous-R-
module de rang maximal. Par le the´ore`me de la base adapte´e, on peut trouver
des e´le´ments e0, . . . , eN de R
N+1, f0, . . . , fN de R
N+1 et λ0, . . . , λN de R tels
que (fR(ei)) soit une base de Im(fR), (fi) soit une base de R
N+1 et fR(ei) =
λifi. Comme tout e´le´ment de R s’e´crit comme une unite´ fois une puissance de
l’uniformisante, on peut supposer λi = t
αi . Quitte a` re´ordonner les ei et les fi,
on peut supposer que α0 ≤ . . . ≤ αN . Remarquons enfin que comme fR est
injective, les ei forment une base de R
N+1.
On a montre´ que quitte a` composer a` la source et au but par un automor-
phisme de PNT , fη est de la forme voulue.
De´sormais, on suppose que fη est donne´ par une telle formule.
Si α0 = . . . = αN , fη est l’identite´ et se prolonge donc en l’identite´ f : P
N
T →
PNT . Comme, par platitude, Z et Z
′ sont les adhe´rences de Zη et Z
′
η, et que
fη(Zη) = Z
′
η, on a f(Z) = Z
′ comme voulu.
Dans toute la suite, on suppose au contraire que α0 < αN , et on cherche a`
obtenir une contradiction.
2.3.2 Spe´cialisation de l’automorphisme fη
On de´finit p∗ et p
∗ de sorte que α0 = . . . = αp∗ < αp∗+1 et αN = . . . =
αN−p∗ > αN−p∗−1. On note P∗ = {Xp∗+1 = . . . = XN = t = 0}, P
∗ =
{X0 = . . . = XN−p∗−1 = t = 0}, L∗ := {XN−p∗ = . . . = XN = t = 0} et
L∗ := {X0 = . . . = Xp∗ = t = 0} ; ce sont des sous-espaces line´aires de P
N
k .
Lemme 2.6. On a P∗ ⊂ Z
′
s. De meˆme, P
∗ ⊂ Zs.
Preuve. On montre l’e´nonce´ concernant Z ′s ; l’autre est syme´trique.
L’isomorphisme fη induit une application rationnelle f : P
N
T 99K P
N
T . L’ex-
pression de fη montre que f est de´finie hors de L
∗ et que sa restriction fs a` la
fibre spe´ciale est la projection depuis L∗ sur P∗.
NotonsW l’adhe´rence de fs(Zs\(Zs∩L
∗)), munie de sa structure re´duite. Par
description de fs, W ⊂ P∗. Comme, par platitude, Z et Z
′ sont les adhe´rences
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de Zη et Z
′
η, et que fη(Zη) ⊂ Z
′
η, on a f(Z \ (Z ∩L
∗)) ⊂ Z ′. En se restreignant
aux fibres spe´ciales, il vient :W ⊂ Z ′s. SiW = P∗, on peut conclure ; on suppose
par l’absurde que ce n’est pas le cas.
Remarquons que Zs n’est pas ensemblistement inclus dans L
∗. Si c’e´tait le
cas, comme Zs est re´duit, il serait sche´matiquement inclus dans L
∗, donc dans
un hyperplan de PNk , et cela contredit 2.3 (v). Ainsi, (Zs ∩ L
∗) 6= Zs de sorte
que, Zs e´tant inte`gre par 2.3 (iv), Zs \ (Zs ∩ L
∗) est dense dans Zs, donc de
dimension n.
Si fs : Zs \ (Zs ∩L
∗)→W e´tait ge´ne´riquement finie, W serait de dimension
n. Comme W ⊂ Z ′s, W serait une composante irre´ductible de Z
′
s, et comme
Z ′s est inte`gre par 2.3 (iv), on aurait Z
′
s = W , donc Z
′
s ⊂ P∗. Alors Z
′
s serait
sche´matiquement inclus dans un hyperplan de PNk , ce qui contredit 2.3 (v). On
a montre´ que fs : Zs \ (Zs ∩ L
∗)→W n’est pas ge´ne´riquement finie.
Soit maintenant w un point ferme´ de W ; on choisit w ge´ne´ral de sorte que
w est un point lisse de W , et que la fibre F de fs : Zs \ (Zs ∩L
∗)→W en w est
de dimension ≥ 1. Comme w est un point lisse de W et que W 6= P∗, il re´sulte
que TwW est un sous-espace line´aire strict de P∗. Notons C le coˆne re´duit de
sommet L∗ et de baseW : on a Zs ⊂ C ensemblistement car fs(Zs\(Zs∩L
∗)) ⊂
W , donc sche´matiquement car Zs est re´duit. Ainsi, pour tout f ∈ F , comme
TfC = 〈TwW,L
∗〉, TfZs ⊂ 〈TwW,L
∗〉. Comme TwW est un sous-espace line´aire
strict de P∗, 〈TwW,L
∗〉 est un sous-espace line´aire strict de PNk . On obtient une
contradiction car, par [15] 6.3.5, 6.3.6, une hypersurface de PNk ne peut pas eˆtre
tangente a` Zs le long d’une sous-varie´te´ de dimension ≥ 1.
Corollaire 2.7. Si F ∈ H0(PNk ,O(d)) fait partie d’une suite re´gulie`re globale
de´finissant Zs, {F = 0} contient P
∗ et y est lisse.
De meˆme, si F ′ ∈ H0(PNk ,O(d)) fait partie d’une suite re´gulie`re globale
de´finissant Z ′s, {F
′ = 0} contient P∗ et y est lisse.
Preuve. C’est une conse´quence du lemme 2.6 et de 2.3 (viii).
2.4 E´tude des e´quations de petit degre´
NotonsMd l’ensemble des monoˆmes de degre´ d enX0, . . . , XN . SiM = X
e0
0 . . . X
eN
N ,
on note degα(M) =
∑
i αiei : c’est le α-degre´ du monoˆmeM . Si F ∈ H
0(PNk ,O(d)),
on dit qu’un monoˆme M intervient dans F si le coefficient de M dans F n’est
pas nul. On dit qu’une variable Xi intervient dans F si un monoˆme qu’elle divise
intervient dans F .
2.4.1 Spe´cialisation d’e´quations
Soit F ∈ H0(PNk ,O(d)) une e´quation de degre´ d non nulle de Zs. Par le
lemme 2.4, on peut la relever en F˜ =
∑
M∈Md
aMM ∈ H
0(PNT ,O(d)), une
e´quation de degre´ d non nulle de Z. Vu l’expression de fη,
∑
t− degα(M)aMM
est une e´quation de degre´ d non nulle de Z ′η. Notons rF˜ = minM∈Md(v(aM )−
degα(M)), conside´rons F˜
′ =
∑
t− degα(M)−rF˜ aMM ∈ H
0(PNT ,O(d)) et no-
tons F ′ = pi(F˜ ′) ∈ H0(PNk ,O(d)). Par choix de rF˜ , F
′ est non nulle. Comme
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Z ′η ⊂ {F˜
′ = 0}, et que Z ′ est son adhe´rence par platitude, Z ′ ⊂ {F˜ ′ = 0}.
Prenant les fibres spe´ciales, on obtient Z ′s ⊂ {F
′ = 0} : F ′ est une e´quation de
degre´ d non nulle de Z ′s.
2.4.2 E´quations de degre´ d ≥ 3
On garde les notations du paragraphe 2.4.1.
Lemme 2.8. Supposons que d ≥ 3 et que F fasse partie d’une suite re´gulie`re
globale de´finissant Zs. Alors {F
′ = 0} contient P∗ et y est singulier.
De plus, les monoˆmes intervenant dans F ′ sont de α-degre´ ≥ α0+(d−1)αN .
Preuve. Si aucun monoˆme Xi1 . . . Xid−1Xj avec N − p
∗ ≤ i1, . . . , id−1 ≤ N
n’intervient dans F , on voit que P ∗ ⊂ {F = 0}, et le crite`re jacobien montre
que {F = 0} est singulier le long de P ∗. Cela contredit le corollaire 2.7.
Soit donc M un monoˆme de cette forme intervenant dans F . Alors rF˜ ≤
v(aM )− degα(M) = − degα(M) ≤ −(α0 + (d− 1)αN ).
Soit maintenant M ′ un monoˆme intervenant dans F ′, de sorte que v(aM ′ )−
degα(M
′) − rF˜ = 0. Alors degα(M
′) = v(aM ′ ) − rF˜ ≥ −rF˜ ≥ α0 + (d − 1)αN .
Comme d ≥ 3, et que α0 < αN , cela implique degα(M
′) > (d − 1)α0 + αN . En
particulier, aucun monoˆme de la forme Xj1 . . . Xjd−1Xi avec 0 ≤ j1, . . . , jd−1 ≤
p∗ n’intervient dans F
′. Cela implique que {F ′ = 0} contient P∗ et le crite`re
jacobien montre que {F ′ = 0} est singulier le long de P∗.
On peut a` pre´sent montrer le the´ore`me 2.1 si d1 ≥ 3.
Preuve du the´ore`me 2.1 si d1 ≥ 3.
On prend pour F une e´quation de degre´ d1 de Zs qui fait partie d’une suite
re´gulie`re globale de´finissant Zs. Alors, par le lemme 2.8, {F
′ = 0} contient P∗
et y est singulier.
Comme F ′ est une e´quation non nulle de degre´ d1 de Z
′
s, par 2.3 (vi), elle fait
partie d’une suite re´gulie`re globale de´finissant Z ′s. Cela contredit le corollaire
2.7.
2.4.3 E´quations de degre´ 2
On garde les notations du paragraphe 2.4.1.
Lemme 2.9. Supposons que d = d1 = 2.
Alors, si N − p∗ ≤ i ≤ N , la variable Xi intervient dans F , mais seulement
dans des monoˆmes de la forme XiXj avec 0 ≤ j ≤ p∗.
De meˆme, si 0 ≤ j ≤ p∗, la variable Xj intervient dans F
′, mais seulement
dans des monoˆmes de la forme XiXj avec N − p
∗ ≤ i ≤ N .
De plus, rF˜ = −α0 − αN .
Preuve. Par 2.3 (vi), F fait partie d’une suite re´gulie`re globale de´finissant
Zs. En particulier, par le corollaire 2.7, {F = 0} contient P
∗ et y est lisse. Si
N−p∗ ≤ i ≤ N est tel que Xi n’intervient pas dans F , le crite`re jacobien montre
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que {F = 0} est singulier en le point de P ∗ ayant toutes ses coordonne´es nulles
sauf la i-e`me : c’est absurde. De meˆme, si 0 ≤ j ≤ p∗, la variable Xj apparaˆıt
dans F ′.
Soient maintenant N − p∗ ≤ i ≤ N , 0 ≤ j ≤ p∗, M un monoˆme intervenant
dans F divisible par Xi et M
′ un monoˆme intervenant dans F ′ divisible par
Xj. On a rF˜ ≤ v(aM ) − degα(M) = − degα(M) ≤ −α0 − αN d’une part et
rF˜ = v(aM ′ )−degα(M
′) ≥ − degα(M
′) ≥ −α0−αN d’autre part. Ces ine´galite´s
sont donc des e´galite´s. En particulier, degα(M) = degα(M
′) = α0 + αN , ce qui
montre les restrictions voulues sur les monoˆmes intervenant dans F et F ′, et
rF˜ = −α0 − αN .
Montrons a` pre´sent le the´ore`me 2.1 si c ≥ 2 et d1 = d2 = 2.
Preuve du the´ore`me 2.1 si c ≥ 2 et d1 = d2 = 2.
On peut supposer, quitte a` e´changer Z et Z ′, que p∗ ≥ p∗. Soit (Ft)t∈P1 un
pinceau d’e´quations de degre´ 2 de Zs. Comme Ft fait partie d’une suite re´gulie`re
globale de´finissant Zs par 2.3 (vi), le corollaire 2.7 montre que {Ft = 0} contient
P ∗ et y est lisse. De plus, les restrictions sur les monoˆmes de Ft obtenues dans le
lemme 2.9 montrent que si x ∈ P ∗, L∗ ⊂ Tx{Ft = 0}. L’ensemble des hyperplans
de PNk contenant L
∗ s’identifie naturellement au dual (P∗)
∨ de P∗, et on obtient
un morphisme Γ : P1 × P ∗ → (P∗)
∨ de´fini par Γ(t, x) = Tx{Ft = 0}.
Comme dim(P1 × P ∗) = p∗ + 1 > p∗ = dim((P∗)
∨), on peut trouver un
hyperplan H ∈ (P∗)
∨, et C une courbe irre´ductible dans P1 × P ∗ tels que
Γ(t, x) = H pour (t, x) ∈ C. Si la projection C → P ∗ n’est pas constante,
son image est une courbe, et H est tangent a` Zs le long de cette courbe, ce
qui contredit [15] 6.3.5, 6.3.6. Sinon, C = P1 × {x} pour x ∈ P ∗, et tous les
{Ft = 0} ont espace tangent H en x. En particulier, les e´quations F0 et F1
ne sont pas transverses en x. Comme, par 2.3 (vi), elles font partie d’une suite
re´gulie`re globale de´finissant Zs, cela contredit 2.3 (viii).
2.4.4 Fin de la preuve
Il reste a` prouver le the´ore`me 2.1 si c ≥ 2, d1 = 2 et d2 ≥ 3.
Preuve du the´ore`me 2.1 si c ≥ 2, d1 = 2 et d2 ≥ 3.
Soient F ∈ H0(PNk ,O(2)) et G ∈ H
0(PNk ,O(d2)) des e´quations de Zs faisant
partie d’une suite re´gulie`re globale la de´finissant. Appliquant la discussion du
paragraphe 2.4.1 a` F et G, on obtient d’une part des e´quations F˜ , F˜ ′, F ′ et un
entier rF˜ , d’autre part des e´quations G˜, G˜
′, G′ et un entier rG˜. Par le lemme
2.9, rF˜ = −α0 − αN .
Par le lemme 2.8, G′ est singulier le long de P∗, de sorte que, par le corollaire
2.7, G′ ne peut faire partie d’une suite re´gulie`re globale de´finissant Z ′s. Par 2.3
(vii), cela signifie qu’il existe Q ∈ H0(PNk ,O(d2 − 2)) tel que G
′ = QF ′.
Par le lemme 2.9, la variableX0 intervient dans F
′. Par le lemme 2.8, tous les
monoˆmes intervenant dans G′ ont un α-degre´ ≥ α0+(d2−1)αN . Ces deux faits
impliquent que tous les monoˆmes intervenant dans Q ont α-degre´ (d2 − 2)αN ,
et que G′ fait intervenir au moins un monoˆme de α-degre´ α0 + (d2 − 1)αN . En
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particulier, on a e´galite´ dans les ine´galite´s de la de´monstration du lemme 2.8,
ce qui montre rG˜ = −α0 − (d2 − 1)αN .
Soit Q˜ un releve´ de Q a` H0(PNT ,O(d2 − 2)) ne faisant intervenir que des
monoˆmes de α-degre´ (d2− 2)αN . Posons H = G−QF . Comme {F = G = 0} =
{F = H = 0}, F et H font partie d’une suite re´gulie`re globale de´finissant Zs.
On applique la discussion du paragraphe 2.4.1 a` H et a` son releve´ H˜ = G˜− Q˜F˜ .
Comme le raisonnement effectue´ ci-dessus pour F et G vaut aussi pour F et H ,
on a rH˜ = −α0 − (d2 − 1)αN .
Calculons H˜ ′. On note aF˜M le coefficient du monoˆme M dans F˜ , et on utilise
des notations analogues pour G˜, H˜ et Q˜. Comme le α-degre´ d’un produit de
monoˆmes est la somme des α-degre´s de ces monoˆmes, il vient :
H˜ ′ = t−rH˜
( ∑
M∈Md2
t− degα(M)aH˜MM
)
= t−rH˜
( ∑
M∈Md2
t− degα(M)aG˜MM
−
∑
M∈Md2−2
t− degα(M)aQ˜MM
∑
M∈M2
t− degα(M)aF˜MM
)
.
Comme rG˜ = rH˜ = −α0 − (d2 − 1)αN , rF˜ = −α0 − αN , et que tous les
monoˆmes intervenant dans Q˜ sont de α-degre´ (d2 − 2)αN , on obtient :
H˜ ′ = t−rG˜
( ∑
M∈Md2
t− degα(M)aG˜MM
)
− Q˜
(
t−rF˜
∑
M∈M2
t− degα(M)aF˜MM
)
= G˜′ − Q˜F˜ ′.
Spe´cialisant cette e´quation, il vient H ′ = G′ − QF ′ = 0. C’est une contra-
diction car, dans la construction du paragraphe 2.4.1, rH˜ est choisi de sorte que
H ′ soit non nul. Cela conclut la preuve.
3 Automorphismes
3.1 Sche´ma en groupes des automorphismes
On regroupe dans ce paragraphe des ge´ne´ralite´s sur les automorphismes de
varie´te´s, ne´cessaires pour l’e´nonce´ et la preuve du the´ore`me 3.1.
Soit k un corps ; on note p sa caracte´ristique (on peut avoir p = 0). Si Z et
T sont des k-sche´mas, on notera ZT le T -sche´ma Z ×k T .
On adopte les conventions de [6] Chap. 9 en ce qui concerne les foncteurs et
sche´mas de Picard.
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3.1.1 Automorphismes d’une varie´te´
On rappelle que, si Z est un k-sche´ma projectif, le foncteur qui a` un k-sche´ma T
associe l’ensemble AutT (ZT ) des T -automorphismes de ZT est repre´sentable par
un k-sche´ma en groupes note´ Autk(Z). Le groupe des composantes connexes de
Autk(Z) est de´nombrable et sa composante neutre est un k-sche´ma en groupes
de type fini dont l’espace tangent en l’identite´ s’identifie a` H0(Z, TZ). Pour ces
faits, on pourra consulter [20] Prop. 4.6.10.
3.1.2 Automorphismes d’une varie´te´ polarise´e
Soient g : Z → Spec(k) un k-sche´ma projectif ge´ome´triquement inte`gre, et
λ ∈ PicZ/k(k). Conside´rons le foncteur qui a` un k-sche´ma T associe l’ensemble
des f ∈ AutT (ZT ) tels que le diagramme suivant commute :
PicZT /T
f∗
// PicZT /T
T
λT
cc●●●●●●●●●
λT
;;✇✇✇✇✇✇✇✇✇
(2)
Ce foncteur est repre´sentable par un sous-sche´ma ferme´ de Autk(Z). En effet,
si T est un k-sche´ma et f ∈ AutT (Z ×k T ), le sous-sche´ma ferme´ de T de´fini
par l’e´quation f∗ ◦ λT − λT = 0 ve´rifie la proprie´te´ universelle requise. Il est de
plus imme´diat que c’est un sous-sche´ma en groupes. On le note Autk(Z, λ).
3.1.3 Cas des intersections comple`tes
Supposons maintenant que Z ⊂ PNk est une intersection comple`te lisse polarise´e
par O(1). On note i : Z ⊂ PNk l’inclusion, et g et h les morphismes structurels
de Z et PNk . On va donner une description plus concre`te de Autk(Z,O(1)), en
l’identifiant a` un sous-sche´ma en groupes de PGLN+1,k.
Rappelons que PGLN+1,k = Autk(P
N
k ), de sorte que si T est un k-sche´ma,
PGLN+1,k(T ) est l’ensemble des T -automorphismes de P
N
T (voir [18] 0.5b).
Conside´rons le sous-foncteur G de PGLN+1,k qui associe a` un k-sche´ma T
l’ensemble G(T ) des f ∈ PGLN+1,k(T ) tels que f(ZT ) = ZT . Ve´rifions que
G est repre´sentable par un sous-sche´ma ferme´ de PGLN+1,k. Pour cela, soit T
un k-sche´ma et f ∈ PGLN+1,k(T ). Les sous-sche´mas ZT et f(ZT ) de P
N
T sont
plats sur T et induisent donc des sections T → Hilb(PNT /T ) qui sont des im-
mersions ferme´es par [7] 5.4.6. L’intersection de ces deux sous-sche´mas ferme´s
de Hilb(PNT /T ) s’identifie a` un sous-sche´ma ferme´ de T qui ve´rifie la proprie´te´
universelle requise. On a montre´ que G est repre´sentable par un sous-sche´ma
ferme´ de PGLN+1,k ; que ce soit un sous-sche´ma en groupes est imme´diat.
On va montrer que G et Autk(Z,O(1)) co¨ıncident. Si f ∈ G(T ), on note
Φ(T )(f) = f |ZT . Comme f pre´serve ne´cessairement la polarisation O(1) ∈
Pic
P
N
T
/T (T ) de P
N
T , elle pre´serve sa restriction a` ZT , de sorte que Φ(T )(f) ∈
Autk(Z,O(1))(T ). On a ainsi construit un morphisme de foncteurs Φ : G →
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Autk(Z,O(1)) ; on ve´rifie aise´ment qu’il respecte les lois de groupes. Montrons
en deux temps que c’est un isomorphisme.
Tout d’abord, montrons que Φ(T ) est injectif. Pour cela, soit f ∈ Ker(Φ(T )) :
f |ZT : ZT → ZT est l’identite´. Par la proposition 2.3 (iii), i
∗ : H0(PNk ,O(1))→
H0(Z,O(1)) est un isomorphisme de sorte que par changement de base plat par
T → Spec(k), i∗T : hT∗O(1)→ gT∗O(1) est un isomorphisme. La commutativite´
du diagramme ci-dessous :
gT∗O(1)
f |∗
ZT // gT∗O(1)
hT∗O(1)
f∗
//
i∗
T
OO
hT∗O(1)
i∗
T
OO
montre que f∗ : hT∗O(1)→ hT∗O(1) est l’identite´, de sorte que f est l’identite´.
Montrons enfin que Φ(T ) est surjectif. Pour cela, soit f : ZT → ZT un
e´le´ment de Autk(Z,O(1))(T ) : f
∗O(1)⊗O(−1) est trivial dans PicZT /T (T ) =
PicZ/k(T ), donc, par [6] Th. 9.2.5 1, dans PicZ/k(T ). Il existe donc L ∈ Pic(T )
tel que f∗O(1) ≃ O(1)⊗g∗TL. Par conse´quent, f
∗ induit un isomorphisme entre
gT∗O(1) et gT∗O(1)⊗L. Composant avec i
∗
T , on obtient un isomorphisme entre
hT∗O(1) et hT∗O(1) ⊗ L, donc entre les fibre´s projectifs associe´s : c’est un
isomorphisme PNT → P
N
T . Par construction, c’est un e´le´ment de G(T ) qui est un
ante´ce´dent de f par Φ(T ).
Ainsi, suivant la situation, on pourra conside´rer Autk(Z,O(1)) comme un
sous-sche´ma en groupes ferme´ de Autk(Z) ou de PGLN+1,k.
3.2 Automorphismes des intersections comple`tes lisses
3.2.1 E´nonce´ du the´ore`me
Le but de ce chapitre est de montrer que, si Z est une intersection comple`te
lisse, Autk(Z) et Autk(Z,O(1)) sont, sauf pour un petit nombre d’exceptions
qu’on explique, des sche´mas en groupes finis re´duits.
Le the´ore`me principal est le suivant :
The´ore`me 3.1. Soit Z une intersection comple`te lisse. Les sche´mas en groupes
Autk(Z) et Autk(Z,O(1)) co¨ıncident et sont finis re´duits, sauf dans les cas
suivants :
(i) Quadriques : si c = 1 et d1 = 2, Autk(Z) = Autk(Z,O(1)) est lisse de
dimension N(N+1)2 .
(ii) Courbes de genre 1 : si N = 2, c = 1 et d1 = 3 ou si N = 3, c = 2
et d1 = d2 = 2, Autk(Z) est de type fini et sa composante neutre est une
courbe elliptique. De plus Autk(Z,O(1)) est fini ; il est aussi re´duit sauf si
N = 2, c = 1, d1 = 3 et p = 3 ou si N = 3, c = 2, d1 = d2 = 2 et p = 2.
15
(iii) Courbes de genre ≥ 2 : dans les autres cas ou` n = 1, Autk(Z) et
Autk(Z,O(1)) sont tous deux finis re´duits, mais peuvent ne pas co¨ınci-
der.
(iv) Surfaces K3 : si N = 3, c = 1 et d1 = 4, si N = 4, c = 2, d1 = 2
et d2 = 3 ou si N = 5, c = 3 et d1 = d2 = d3 = 2, Autk(Z) est de
dimension nulle, re´duit et au plus de´nombrable tandis que Autk(Z,O(1))
est fini re´duit.
(v) Intersections de deux quadriques : si N ≥ 5 est impair, c = 2, d1 =
d2 = 2 et p = 2, Autk(Z) = Autk(Z,O(1)) est fini non re´duit.
3.2.2 Cas des hypersurfaces
Le cas des hypersurfaces est classique. En caracte´ristique nulle, il est traite´ par
Kodaira et Spencer dans [13] 14.2. En caracte´ristique positive, la finitude des
groupes d’automorphismes est e´tudie´e dans [16]. On trouvera une discussion
tre`s de´taille´e incluant les proble`mes de re´duction dans [11] 11.5, 11.6, 11.7.
3.2.3 Codimension supe´rieure
Les arguments en codimension supe´rieure sont analogues. D’une part, il faut
e´tendre aux intersections comple`tes lisses le calcul fait dans [13] des champs de
vecteurs sur une hypersurface lisse. C’est l’objet du paragraphe 3.3.1. D’autre
part, un phe´nome`ne nouveau apparaˆıt : la non re´duction de Autk(Z) quand
N ≥ 5 est impair, c = 2, d1 = d2 = 2 et p = 2 (cas (v) ci-dessus). On traite
ce cas a` l’aide de calculs explicites au paragraphe 3.3.2. La preuve proprement
dite du the´ore`me 3.1 se trouve au paragraphe 3.3.3.
Dans le cas (ii) ci-dessus, les automorphismes infinite´simaux sont facile-
ment explicables : ce sont des automorphismes de translation de la courbe de
genre 1. Il serait inte´ressant d’obtenir e´galement dans le cas (v) une description
ge´ome´trique de ces automorphismes infinite´simaux. Pourrait-on meˆme identifier
la composante connexe de l’identite´ de Autk(Z) ?
3.3 Preuve du the´ore`me
3.3.1 Champs de vecteurs sur les intersections comple`tes lisses
Soit Z une intersection comple`te lisse sur k. L’objectif de ce paragraphe est
la proposition 3.6 : on montre que, a` quelques exceptions e´ventuelles pre`s, Z
n’admet pas de champs de vecteurs globaux non triviaux. La preuve, qui e´tend
celle de [13] pour les hypersurfaces, consiste en un calcul de cohomologie de
faisceaux de formes diffe´rentielles.
Rappelons tout d’abord le the´ore`me d’annulation suivant sur PN . En ca-
racte´ristique 0, c’est une conse´quence du the´ore`me d’annulation de Bott. On
peut en trouver une preuve de Deligne, inde´pendante de la caracte´ristique, dans
[1] Expose´ XI, Th. 1.1.
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Lemme 3.2. On a Hq(PNk ,Ω
p
P
N
k
(l)) = 0 sauf dans les trois cas suivants :
(i) p = q et l = 0,
(ii) q = 0 et l > p,
(iii) q = N et l < p−N .
On peut en de´duire des the´ore`mes d’annulation sur Z.
Lemme 3.3. Soit Z une intersection comple`te lisse sur k.
Si p+ q > n et l > p− q, on a Hq(Z,ΩpZ(l)) = 0.
Preuve. On raisonne par re´currence sur q. Si q = 0, on a p > n, de sorte que
ΩpZ = 0 et l’annulation est e´vidente.
Conside´rons la (p + c)-e`me puissance exte´rieure de la suite exacte courte
0 → N∗
Z/PN
k
→ ΩPN
k
|Z → ΩZ → 0. On obtient une filtration de Ω
p+c
P
N
k
|Z dont les
gradue´s successifs sont les faisceaux localement libres :
Ωp+tZ ⊗
c−t∧
N∗Z/PN
k
=
⊕
1≤j1<...<jc−t≤c
Ωp+tZ (−dj1 − . . .− djc−t), t ≥ 0.
Tensorisons ce faisceau localement libre filtre´ par O(l+d1+. . .+dc), de sorte
que le gradue´ correspondant a` t = 0 soit ΩpZ(l). En de´vissant cette filtration en
suite exactes courtes de faisceaux localement libres, et en e´crivant les suites
exactes longues de cohomologie associe´es a` ces suites exactes courtes, on est
ramene´s, pour montrer l’annulation de´sire´e, a` ve´rifier les annulations suivantes :
(i) Pour t ≥ 1 et 1 ≤ j1 < . . . < jt ≤ c, H
q−1(Z,Ωp+tZ (dj1 + . . .+djt + l)) = 0.
(ii) Hq(Z,Ωp+c
P
N
k
|Z(l + d1 + . . .+ dc)) = 0.
Pour les premie`res annulations, on peut appliquer l’hypothe`se de re´currence.
Les hypothe`ses sont ve´rifie´es car p+ t+ q− 1 ≥ p+ q > n et dj1 + . . .+ djt + l ≥
l + t+ 1 > p+ t− q + 1.
Pour la seconde annulation, on dispose de la re´solution de Koszul de OZ :
0→ K−c → . . .→ K0 → OZ → 0,
ou` K−r =
∧r(⊕ci=1O(−di)) = ⊕1≤j1<...<jr≤cO(−dj1 − . . . − djr ). Tensori-
sons cette re´solution par le faisceau localement libre Ωp+c
P
N
k
(l + d1 + . . .+ dc), et
conside´rons la suite spectrale d’hypercohomologie associe´e :
Er,s1 = H
s(PNk ,K
r⊗Ωp+c
P
N
k
(l+d1+ . . .+dc))⇒ H
r+s(Z,Ωp+c
P
N
k
|Z(l+d1+ . . .+dc)).
Il s’ensuit que pour montrer l’annulation voulue, il suffit de ve´rifier l’annulation
des Hq+r(PNk ,Ω
p+c
P
N
k
(l + dj1 + . . . + djc−r )) pour 0 ≤ r ≤ c et 1 ≤ j1 < . . . <
jc−r ≤ c. Pour cela, montrons que le lemme 3.2 s’applique.
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Si l’on e´tait cans le cas (i), on pourrait e´crire l = −dj1 − . . . − djc−r ≤
−2(c − r) = (p − q) − (c − r) ≤ p − q, ce qui est absurde. Si l’on e´tait dans
le cas (ii), on aurait q + r = 0 donc q = 0, mais ce cas a e´te´ traite´ comme
initialisation de la re´currence. Enfin, si l’on e´tait dans le cas (iii), il viendrait :
p− q < l ≤ l+ dj1 + . . .+ djc−r < p+ c−N = p− n, de sorte que q > n et que
l’annulation de Hq(Z,ΩpZ(l)) e´tait e´vidente.
La strate´gie de de´monstration du lemme ci-dessus permet de montrer l’an-
nulation d’autres groupes de cohomologie. Les deux lemmes qui suivent en sont
des exemples, dont on aura besoin. Le premier de ces lemmes concerne les hy-
persurfaces cubiques de dimension au moins 2.
Lemme 3.4. Supposons que c = 1, d1 = 3 et N ≥ 3. Soit Z une intersection
comple`te lisse sur k.
Alors HN−1(Z,Ω1Z(2 −N)) = 0.
Preuve. On proce`de de la meˆme manie`re que dans la preuve du lemme 3.3.
Par l’argument de filtration, on est ramene´s a` montrer l’annulation des deux
groupes de cohomologieHN−2(Z,Ω2Z(5−N)) etH
N−1(Z,Ω2
P
N
k
|Z(5−N)). Pour le
premier, on peut appliquer le lemme 3.3. Pour le second, on proce`de de la meˆme
manie`re qu’en 3.3 : par l’argument de suite spectrale de Koszul, on est ramene´s a`
montrer l’annulation des deux groupes de cohomologie HN−1(PNk ,Ω
2
P
N
k
(5−N))
et HN(PNk ,Ω
2
P
N
k
(2−N)). Le lemme 3.2 montre qu’ils s’annulent, sauf le second
si N = 2.
Le second de ces lemmes concerne les intersections de deux quadriques de
dimension paire.
Lemme 3.5. Supposons que c = 2, d1 = d2 = 2 et que N est pair. Soit Z une
intersection comple`te lisse sur k.
Alors HN−2(Z,Ω1Z(3 −N)) = 0.
Preuve. On va en fait prouver l’e´nonce´ plus ge´ne´ral suivant : si c = 2, d1 =
d2 = 2 et i ≥ 0, H
N−2−i(Z,Ω1+iZ (3 + 2i − N)) = 0, de sorte qu’on obtient le
re´sultat voulu en faisant i = 0. La preuve proce`de par re´currence descendante
sur i. L’initialisation de la re´currence est facile : si i ≥ N − 2, le faisceau Ω1+iZ
est nul par dimension. Supposons l’annulation ve´rifie´e pour i + 1, et cherchons
a` la montrer pour i.
On proce`de de la meˆme manie`re que dans la preuve du lemme 3.3. Par
l’argument de filtration, on est ramene´s a` montrer l’annulation des trois groupes
de cohomologie HN−3−i(Z,Ω2+iZ (5 + 2i−N)), H
N−3−i(Z,Ω3+iZ (7+ 2i−N)) et
HN−2−i(Z,Ω3+i
P
N
k
|Z(7+2i−N)). Le premier s’annule par hypothe`se de re´currence,
le second s’annule par le lemme 3.3. Pour montrer l’annulation du troisie`me, on
proce`de toujours comme dans la preuve du lemme 3.3 : en utilisant la suite
spectrale de Koszul, on est ramene´s a` montrer l’annulation des trois groupes de
cohomologie suivants : HN−2−i(PNk ,Ω
3+i
P
N
k
(7 + 2i − N)), HN−1−i(PNk ,Ω
3+i
P
N
k
(5 +
2i − N)) et HN−i(PNk ,Ω
3+i
P
N
k
(3 + 2i − N)). Pour cela, appliquons le lemme 3.2.
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Le cas (i) n’arrive que pour le troisie`me de ces groupes et N = 2i+3, ce qui est
impossible car N est suppose´ pair. Le cas (ii) n’intervient pas car i < N − 2, et
on ve´rifie facilement qu’on n’est jamais dans le cas (iii). Cela conclut.
On peut finalement montrer :
Proposition 3.6. Supposons qu’on n’a pas c = 1 et d1 = 2, ni N = 2, c = 1
et d1 = 3, ni N impair, c = 2 et d1 = d2 = 2. Soit Z une intersection comple`te
lisse sur k.
Alors H0(Z, TZ) = 0.
Preuve. Par dualite´ de Serre, H0(Z, TZ) = H
n(Z,Ω1Z(d1 + . . . + dc − N −
1))∨. Cherchons a` annuler ce groupe de cohomologie a` l’aide du lemme 3.3. La
premie`re condition p+ q = 1 + n > n est trivialement ve´rifie´. Pour la seconde,
on remarque que l+ q − p = d1 + . . .+ dc − c− 2 > 0 sauf si c = 1 et d1 = 2 ou
3, ou si c = 2 et d1 = d2 = 2.
Si c = 1, d1 = 3 et N ≥ 3, on peut appliquer le lemme 3.4. Si c = 2,
d1 = d2 = 2 et N est pair, on peut appliquer le lemme 3.5.
3.3.2 Intersections de deux quadriques
Dans ce paragraphe, on effectue des calculs sur les intersections de deux qua-
driques par manipulation explicite de leurs e´quations.
Proposition 3.7. Soient k un corps alge´briquement clos de caracte´ristique 6= 2,
N ≥ 3 et Z ⊂ PNk une intersection comple`te lisse de deux quadriques. Alors
l’espace tangent en Id de Autk(Z,O(1)) est trivial.
Preuve. Comme Z est lisse, on peut appliquer [23] Proposition 3.28 : on obtient
un syste`me de coordonne´es dans lequel Z = {q = q′ = 0} avec q = X20+· · ·+X
2
N ,
q′ = a0X
2
0 + · · ·+ aNX
2
N , et ou` les ai sont distincts.
Notons PG = Autk(Z,O(1)) et G son image re´ciproque dans GLN+1 : on
a une suite exacte courte 0 → Gm → G → PG → 0. On note A = k[ε]/ε
2
les nombres duaux de sorte que l’espace tangent a` GLN+1 en Id s’identifie aux
matrices de la forme (Id+εM) ∈ GLN+1(A). Soit v un vecteur tangent a` PG
en Id. Par lissite´ de G → PG, on le rele`ve en g = Id+εM ∈ G(A) un vecteur
tangent a` G en Id. On note (mi,j)0≤i,j≤N ∈ k les coefficients de la matrice M .
Par la proposition 2.3 (iii), H0(PNk , IZ(2)) est de dimension 2, engendre´
par q et q′. Ainsi, par changement de base par le morphisme plat k → A,
H0(PNA , IZA(2)) est un A-module libre de rang 2, engendre´ par q et q
′. La
matrice g = Id+εM agit sur H0(PNA ,O(2)) en pre´servant ce sous-module, de
sorte que q ◦ g et q′ ◦ g sont combinaisons a` coefficients dans A de q et q′. En
calculant les termes constants (sans ε), on voit qu’il existe α, β, γ, δ ∈ k tels que
ces relations soient de la forme suivante :
q ◦ g = (1 + εα)q + εβq′ (3)
q′ ◦ g = εγq + (1 + εδ)q′ (4)
19
Comme aucun monoˆme XiXj avec i 6= j n’intervient dans le terme de droite
de (3), on obtient mi,j +mj,i = 0 pour i 6= j. Proce´dant de meˆme avec (4), on
obtient aimi,j + ajmj,i = 0 pour i 6= j. Comme ai 6= aj pour i 6= j, cela montre
mi,j = 0 pour i 6= j.
La relation (3) s’e´crit alors mi,i = α + βai pour 0 ≤ i ≤ N . De meˆme, la
relation (4) s’e´crit aimi,i = γ + δai pour 0 ≤ i ≤ N . De ces deux relations, il
vient que, pour 0 ≤ i ≤ N , βa2i + (α − δ)ai − γ = 0. Les ai sont alors N + 1
racines distinctes d’un polynoˆme de degre´ 2. Ce polynoˆme est donc nul : en
particulier, β = 0 et mi,i = α pour tout i.
On a montre´ que M est une homothe´tie, donc que g est en fait tangent a`
Gm. Par conse´quent, v = 0, et l’espace tangent de PG en Id est bien trivial.
Proposition 3.8. Soient k un corps alge´briquement clos de caracte´ristique 2,
N ≥ 3 impair, et Z ⊂ PNk une intersection comple`te lisse de deux quadriques.
Alors l’espace tangent en Id de Autk(Z,O(1)) est de dimension ≥
N−1
2 .
Preuve. Soient Z = {q = q′ = 0} des e´quations de Z. Notons b et b′ les formes
biline´aires syme´triques associe´es aux formes quadratiques q et q′. Comme la
caracte´ristique de k est 2, le polynoˆme det(λb+ µb′), homoge`ne de degre´ N +1
en λ et µ, est le carre´ du pfaffien pfaff(λb + µb′). Comme il suffit de montrer
la proposition pour Z ge´ne´rale, on peut supposer que les racines de ce pfaffien
sont distinctes.
Dans ce cas, on peut appliquer [4] Coro. 2.10 : en notant N+1 = 2r, il existe
un syste`me de coordonne´es dans lequel Z = {q = q′ = 0} avec q =
∑r
i=1XiYi
et q′ =
∑r
i=1 aiXiYi + ciX
2
i + diY
2
i .
On raisonne alors comme dans la preuve de la proposition pre´ce´dente, dont
on conserve les notations. Un vecteur tangent a` GLN+1 en Id est un e´le´ment
g = Id+εM ∈ GLN+1(A). S’il pre´serve le sous-A-module libre de rang 2 de
H0(PNA ,O(2)) engendre´ par q et q
′, il pre´serve ZA = {q = q
′ = 0} et est donc
tangent a` G en Id. Or, si D ∈Mr(k) est diagonale, et si on note
M =
(
D 0
0 D
)
,
on ve´rifie par calcul que g = Id+εM pre´serve ce sous-module, de sorte que g
est tangent a` G en Id. Ceci montre que l’espace de tangent de G en Id est de
dimension ≥ r = N+12 . De la suite exacte 0→ Gm → G→ PG→ 0, on de´duit
que l’espace tangent de PG en Id est de dimension ≥ N−12 , comme voulu.
3.3.3 Fin de la preuve
Montrons finalement le the´ore`me 3.1.
Preuve du the´ore`me 3.1.
On se rame`ne au cas ou` k est alge´briquement clos ; pour cela, on note
k¯ une cloˆture alge´brique de k. Par description de leurs foncteurs des points,
Autk¯(Zk¯) = Autk(Z)k¯. Ainsi, le k-sche´ma en groupes Autk(Z) est de dimension
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nulle (resp. fini, resp. lisse, resp. de dimension nulle et re´duit) si et seulement
si le k¯-sche´ma en groupes Autk¯(Zk¯) l’est. Le seul point non trivial dans cette
assertion est le fait que si Autk(Z) est re´duit de dimension nulle, Autk¯(Zk¯)
est re´duit. Mais si c’est le cas, la composante connexe de l’identite´ de Autk(Z)
est un k-sche´ma connexe de dimension nulle donc ponctuel, re´duit donc iso-
morphe au spectre d’un corps, avec un k-point donc k-isomorphe a` Spec(k).
Par conse´quent, la composante connexe de l’identite´ de Autk¯(Zk¯) est Spec(k¯).
Par homoge´ne´ite´ sous l’action des k¯-points de Autk¯(Zk¯), toutes ses composantes
connexes sont isomorphes a` Spec(k¯), donc re´duites. Le meˆme raisonnement per-
met de comparer Autk(Z,O(1)) et Autk¯(Zk¯,O(1)). Dans la suite, on suppose
donc k alge´briquement clos.
Commenc¸ons par montrer que si n ≥ 2 et si l’on n’est pas dans le cas (iv),
Autk(Z) = Autk(Z,O(1)). Pour cela, soient T un k-sche´ma et f ∈ Autk(Z)(T )
un T -automorphisme de ZT . Il faut montrer que le diagramme (2) commute.
Raisonnant composante connexe par composante connexe, on peut supposer
T connexe. Remarquons tout d’abord que, comme n ≥ 2, la proposition 2.3
(ii) montre que l’espace tangent en l’identite´ H1(Z,OZ) a` PicZ/k est nul, de
sorte que PicZT /T est re´union de composantes connexes T -isomorphes a` T .
Les sections λT et f
∗ ◦ λT sont ne´cessairement des isomorphismes sur l’une
de ces composantes connexes : ainsi, pour qu’elles co¨ıncident, il suffit qu’elles
co¨ıncident en un point ge´ome´trique. On est donc ramene´s a` ve´rifier que, sous
nos hypothe`ses, un automorphisme f d’une intersection comple`te lisse Z sur un
corps alge´briquement clos pre´serve O(1). Si n ≥ 3, par the´ore`me de Lefschetz,
O(1) est l’unique ge´ne´rateur ample du groupe de Picard de Z, et est donc
pre´serve´ par f . Si n = 2, mais qu’on n’est pas dans le cas (iv), [1] Expose´ XI,
Th. 1.8 montre queO(1) est l’unique ge´ne´rateur ample du sous-groupe du groupe
de Picard de Z constitue´ des fibre´s en droites dont un multiple est proportionnel
au diviseur canonique ; cette caracte´risation montre qu’il est pre´serve´ par f .
D’autre part, par la proposition 3.6, si l’on n’est pas dans un des cas (i), (ii)
ou (v), H0(Z, TZ) = 0. Comme cet espace vectoriel s’identifie a` l’espace tangent
en l’identite´ de Autk(Z), Autk(Z) est alors un sche´ma en groupes re´duit de
dimension 0.
Ces deux faits, combine´s aux re´sultats ge´ne´raux du paragraphe 3.1, montrent
le the´ore`me sauf dans les cas (i), (ii), (iii) et (v) qu’on discute a` pre´sent.
Le cas (i) des quadriques est classique : la composante connexe de Autk(Z)
est un groupe semi-simple de type orthogonal.
Le cas (iii) des courbes de genre ≥ 2 est e´galement classique, mais donnons
un argument. Comme TZ est un fibre´ en droites anti-ample, H
0(Z, TZ) = 0,
de sorte que Autk(Z) est re´duit de dimension 0. Pour montrer que ce sche´ma
en groupes est fini, on peut remarquer que, comme un automorphisme pre´serve
3KZ, Autk(Z) = Autk(Z, 3KZ). Alors, en conside´rant le plongement tricano-
nique de Z et en proce´dant comme au paragraphe 3.1.3, on re´alise Autk(Z)
comme un sous-sche´ma en groupes d’un groupe line´aire, de sorte qu’il est de
type fini, donc fini. Enfin, Autk(Z,O(1)) est fini re´duit comme sous-sche´ma en
groupes de Autk(Z).
Dans le cas (ii), Z est une courbe de genre 1. La courbe elliptique E sous-
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jacente agit par translations sur Z. Comme h0(Z, TZ) = h
0(Z,OZ) = 1, on voit
que E s’identifie a` la composante connexe de l’identite´ de Autk(Z). Finalement,
le groupe des composantes connexes de Autk(Z) est fini par [22], Chapter III,
Theorem 10.1. Il reste a` de´terminer le sche´ma en groupes E ∩Autk(Z,O(1)). Il
est explique´ dans [11] 11.7 p. 342 que c’est E[3] (resp. E[4]) si N = 2, c = 1 et
d1 = 3 (resp. si N = 3, c = 2 et d1 = d2 = 2). Le Corollary 6.4 de [22] permet
de comparer le degre´ et le cardinal de ce sous-groupe, et donc de ve´rifier qu’il
est non re´duit si et seulement si p = 3 (resp. p = 2).
Traitons enfin le cas (v). On note H le sche´ma de Hilbert des intersections
comple`tes lisses. Le the´ore`me 2.1 sous sa forme (iii) montre la proprete´ de l’ac-
tion de PGLN+1 sur H . La description de Autk(Z,O(1)) comme sous-groupe
de PGLN+1 montre qu’il s’identifie au stabilisateur de [Z] ∈ H(k) pour cette
action : il est donc propre. Comme il est affine comme sous-groupe ferme´ d’un
groupe affine, il est fini. La proposition 3.7 montre que si p 6= 2, l’espace tangent
en l’identite´ de Autk(Z,O(1)) est trivial, de sorte que ce sche´ma en groupes est
fini et re´duit. La proposition 3.8 montre, elle, que si p = 2, l’espace tangent en
l’identite´ de ce groupe est non trivial, de sorte que ce sche´ma en groupes est fini
mais non re´duit.
3.4 Proprie´te´ de Deligne-Mumford
On peut enfin montrer :
The´ore`me 3.9. Le champ M est de Deligne-Mumford sauf dans les cas sui-
vants :
(i) Si c = 1 et d1 = 2.
(ii) Si N = 2, c = 1, d1 = 3, auquel cas il est de Deligne-Mumford au-dessus
de Spec(Z[ 13 ]).
(iii) Si N ≥ 3 est impair, c = 2, d1 = d2 = 2, auquel cas il est de Deligne-
Mumford au-dessus de Spec(Z[ 12 ]).
Preuve. Soient k un corps alge´briquement clos et Z une intersection comple`te
lisse sur k. La description de Autk(Z,O(1)) comme sous-groupe de PGLN+1
montre qu’il s’identifie au stabilisateur de [Z] ∈ H(k) pour l’action de PGLN+1
par changement de coordonne´es. Comme le champ M est de Deligne-Mumford
si et seulement si les stabilisateurs ge´ome´triques de l’action de PGLN+1 sur H
sont finis et re´duits, le the´ore`me 3.1 permet de montrer la proposition.
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