We present analytic properties and extensions of the constants c k appearing in the Báez-Duarte criterion for the Riemann hypothesis. These constants are the coefficients of Pochhammer polynomials in a series representation of the reciprocal of the Riemann zeta function. We present generalizations of this representation to the Hurwitz zeta and many other special functions. We relate the corresponding coefficients to other known constants including the Stieltjes constants and present summatory relations. In addition, we generalize the Maślanka hypergeometric-like representation for the zeta function in several ways.
Introduction
As reformulated by Báez-Duarte [3] , the Riemann hypothesis (RH) is equivalent to a certain growth condition on constants c k that appear in a series representation of the reciprocal of the Riemann zeta function ζ(s). In this paper we analytically investigate these constants and introduce some parametrized extensions. We point out the importance of such extensions for future work. We relate parametrized coefficients c k (b, a) to other important constants of analytic number theory including the Stieltjes constants and present summatory relations for the former.
unconditionally c k = O(k −1/2 ) and on the RH we have c k = O(k −3/4+ǫ ) for any ǫ > 0 [3] . The constants c k are known to consist of a relatively rapidly decreasing term ∝ −1/k 2 and an oscillatory contribution, as can be shown by Rice's integrals or other asymptotic methods [14, 20] . Not surprisingly, it is the detailed behaviour of the oscillatory contribution upon which the validity of the RH depends. Numerical results for c k are presented in Refs. [5, 6, 14, 20] 
Summatory relations for c k
In this section we relate c k to the Stieltjes constants γ k . The latter are the coeffi-cients of the Laurent series of the Riemann zeta function about s = 1. In preparation we have Lemma 1 concerning the derivatives of Pochhammer polynomials.
Let P k (s) ≡ (1 − s) k /k! = (−1) k Γ(s)/k!Γ(s − k), where (a) n = Γ(a + n)/Γ(a)
is the Pochhamer symbol. Let ψ = Γ ′ /Γ be the digamma function, where Γ is the Gamma function, and ψ (j) the polygamma function [2] .
with
Then we have
and
where Y j are (exponential) complete Bell polynomials [11] .
Proof. Equation 3 follows from the definition of the Pochhammer symbol and Eq.
(4) by Lemma 1 of Ref. [7] .
A very small subset of the relations between the constants c k and the Stieltjes constants is contained in the following. Equation (5c) presents how the Euler constant γ = −ψ(1) may be written in terms of c j .
As prelude to the proof of Proposition 1, we know that the representation
holds unconditionally in the half plane Re s > 1, converging uniformly on compact sets [3] .
Proof of Proposition 1. We combine the definition of the Stieltjes constants (e.g., [12] ) with Eq. (6) to write
Here we used γ 0 = γ. We then Taylor expand the right side of Eq. (7a) about s = 1 using Lemma 1. In particular, we have
Equations (9a) and (9b) follow from the functional equations of the digamma and polygamma functions respectively. We next equate successive like powers of s − 1 on both sides of Eq. (7). Effectively, we evaluate the successive derivatives of the representation (6) as s → 1 + . We first obtain Eq. (5a). We then use it to obtain Eq.
(5b). We then use both of these to obtain Eq. (5c) and Proposition 1 follows.
Remarks. The continuation of the process just described yields the explicit relation between γ k and sums over the constants c j . The appearance of the low order Bell
1 + x 2 is implicit in writing Eqs.
(5a)-(5c). They do not appear in the final results there since we performed successive manipulations.
Equation (5a) is a reflection of the simple pole of ζ(s) at s = 1 and of the relation ∞ n=1 µ(n)/n = 0, where µ is the Möbius function. Once results such as Eqs. (5) have been derived, they may be directly verified using the alternative expression [3] 
For instance, we recover
Corollary 1. In Eq. (5a), the ratio
Therefore, the former equation
shows that if the c k 's did not change sign, they would have to decrease at least as
The following expression may be combined with the Stieltjes constant expansion of 1/ζ(s) given in Eq. (7) to write γ j in terms of sums of the constants c k and Stirling numbers of the first kind s(k, ℓ) [11, 16, 17] .
Lemma 2. The coefficient of (s − 1) j on the right side of Eq. (7a) is given by
Proof. We first re-express the Pochhammer polynomials using the Stirling numbers s(k, ℓ), then binomially expand and reorder sums:
First extension of the constants c k
The Hurwitz zeta function ζ(s, a) =
to an analytic function with only a simple pole at s = 1. Here we demonstrate the representation Corollary 2. For Re s > 1 we have
In particular, there results at a = 1/2
Corollary 2 follows from Proposition 2. Define for b > 1 + δ with δ > 0 and Re a > 0 the functions
Put
Then we have the series and integral representations for Re s > 1
In the proof we use the infinite series
The series (17) is uniformly convergent on compact sets of the complex x plane so that the interchange of sums used to show Eq. (22) is valid.
We have
Without assuming the RH, ϕ defined in Eq. (18) converges absolutely and uniformly in the strip specified. The behaviour
gives the requirement Re s > 1. Then summing both sides of Eq. (23) on n from 0 to ∞ and using Lemma 4 gives
so that we have obtained the 'outer' equality of Eq. (20) .
We next re-express the function ϕ in terms of Pochhammer polynomials. We have from Eqs. (17) and (18) ϕ
We next apply Lemma 3 so that
In obtaining Eq. (26b) from (26a) we reordered the double series and (26c) used the definition (19) . We have therefore found that
and Proposition 2 is completed.
We have shown a way to directly relate the RH criteria of Báez-Duarte [3] and of
Riesz [15] . The summatory function appearing in the Riesz criterion corresponds to (17) and under the RH it is O(x 1/4+ǫ ) for ǫ > 0.
A recent construction for the function 1/ζ similar to Proposition 2 has been given in Ref. [5] . The authors of that reference used the Möbius function in that development, whereas we have proceeded differently and obtained a result also applying to the reciprocal of the Hurwitz zeta function.
Arguing as we have in Proposition 2 gives many extensions. An example is Corollary 4. Putting
we have for Re s > 1 the representations
Given Corollary 2 and Proposition 2 Eqs. (7) extend to 1 ζ(s, a)
wherein γ 0 (a) = −ψ(a) has been used. The Stieltjes constants γ k (a) may be written in terms of sums containing the Bernoulli numbers B j and elementary constants such as powers of ln 2. Further properties of γ k (a) are given in the very recent Refs. [8] and [9] .
Remark 1. Analogous to Eqs. (14) and (15) it is not difficult to show that the Maślanka representation for ζ(s) [14] may be extended to
where
As a Corollary, we obtain as special cases a representation for Bernoulli polynomials
Additional cases include representations for the alternating Hurwitz zeta function, the digamma function, and the function β(
Remark 2. We believe that it is very useful to have the constants c k extended to include one or more parameters. In that case manipulations on c k (a) and 1/ζ(s, a)
for instance may be performed with respect to a and/or s and then the Riemann zeta function case recovered by putting a = 1 or 1/2. For instance, we have from Eq. (15)
Remark 3. The representation (33) may be further extended to the Hurwitz-Lerch
The proof of Proposition 3 and an extension of it is contained as a special case of Proposition 4 proved below. As a Corollary, we obtain Maślanka-type representations for polylogarithm functions (Jonquière's function)
where s ∈ C for |z| < 1, Re s > 1 when |z| = 1. 
holding in a half plane of C with
We believe that a demonstration of some form of this Conjecture is possible by an appropriate application of sampling theory (cf. the Appendix). However, a more expedient approach may be to apply known results for approximating analytic functions in terms of the zeta function. Then given the representation (33) Conjecture 1 would follow.
In support of Conjecture 1 we have the following
where it is assumed that {f n } ∞ 0 is such that the series converges in a half-plane Re s > σ > 1 and a ∈ C/{0, −1, . . .}. Then we have for p > 1
Proof. We proceed as in Ref. [4] in the case f n = 1, a = 1, and p = 2, forming
After term-by-term differentiation of the series we evaluate at α = 1. The interchange of various operations is justified by the assumption on the sequence f n and the estimates of Ref. [4] .
As a Corollary, we obtain generalized Maślanka-type representations for other important special functions. These include the multiple zeta function
and the multiple Gamma function Γ n . The latter function has a product representation and may be defined by the recurrence-functional equation Γ n+1 (z + 1) = Γ n+1 (z)/Γ n (z), Γ 1 (z) = Γ(z), Γ n (1) = 1, for z ∈ C and n ∈ N + . The multiple Gamma function may be expressed in terms of derivatives of the multiple zeta function [19] :
Second extension of the constants c k
Another possible extension of the constants c k would be to write
wherein we considered a = b in Eq. (19) . This extension has also been observed in Ref. [5] and numerical experiments presented. However, we remain with the case a = b = 2 and instead note that
Then we may consider
and Lemma 1 of Ref. [7] applies for the higher order derivatives of f (x) in terms of (exponential) complete Bell polynomials. When evaluated at x = 0, B 2j+1 (0) = 0 unless j = 0 when B 1 = −1/2, and Ref. [18] describes the Bell polynomials when the odd-indexed variables are set to zero.
Connection with the η j constants
We first mention in passing the following that recovers a result of [3] , but in a different way. We have
Proof. We write
, apply the known asymptotic form of Γ(z + a)/Γ(z + b) (e.g., [1] ), and take the limit.
We now introduce the constants η j of the Laurent expansion
with η 0 = −γ. These coefficients are important in the theory of the function ln ζ(s);
hence they are connected with the behaviour of the prime counting function π(x).
The alternating binomial sum S 2 (n) ≡ k j=1 (−1) j k j |η j−1 | is key in the Li criterion for the RH; its sublinearity in n would imply the latter conjecture (e.g., [10] ).
We apply the identity
and evaluate the derivatives as s → 1 from the right. We obtain Proposition 5. Put a 0 = Γ(k + 1/2)/ √ πk! and
where the function g and its derivatives are given in Eq. (2). We then have for q ≥ 1
Proof. We first recall from the representation (6) that
For Eq. (56a) we have kept in mind that P k (s) is a polynomial of degree k in s. For
Eq. (56b) we have used Lemma 1 together with Eq. (5a). We then reorder the double summation, obtaining 1
and d ds
We then apply identity (53), a form of which is
We carry out the necessary multiplication of series on the right side of Eq. (58) and reorder the second term. We then equate coefficients of like powers of s − 1 on both sides and Eq. (55) follows.
Other summatory relations
The authors of the extremely recent Ref. [6] derived the identity
and noted the value
We first illustrate that Eq. (59) can provide the basis of a family of summatory relations and have
giving Corollary 5.
Proof of Proposition 6. We write Eq. (59) in the form
We then divide both sides by s, integrate on s from 0 to t, and Eq. (60) obtains.
Special cases of t in Eq. (60) yield Corollary 5.
Equations (59) and (60) 
where c k (b, a) is defined in Eq. (19) . In particular, we have
Proof. We use the definition (19) , reorder a double sum, and apply the binomial expansion:
The alternating sum (64) obtains at s = −1. 
Similarly
We omit the proof.
Third extension of the constants c k
Let χ be a Dirichlet character mod k and L(s, χ) the corresponding Dirichlet
We recall that 1
Proof. We proceed as in Ref. [3] . By simply noting that |χ(n)| ≤ 1 the estimates given there justify the interchange of infinite summations.
Final remarks
The representation of Proposition 9 is expected to extend to automorphic L functions. Accordingly we expect a criterion on the rate of growth of |c k (b, χ)| and its generalization to be equivalent to the extended and generalized Riemann hypothesis, respectively. An approximate expression for c k for large values of k is given by [6] c k ≈ ∞ n=1 µ(n) n 2 e −k/n 2 .
We note that alternatively this approximation may be written as a Fourier transform:
cos kt dt n 2 t 2 + n −2 . 
