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Path aggregation can be thought of as the antithesis of load balancing in rout-
ing and traffic engineering. By directing traffic flows to share common paths, 
more efficient usage of network resources can be achieved in some scenarios. 
One example is VoIP in wireless networks where voice payload from multi-
ple connections can share one 802.11 frame. This will reduce the link-layer 
overhead and more importantly, reduce network contention. In the thesis, the 
research studies an adaptive distributed algorithm to find a spanning subgraph 
for traffic to share. The goal is similar to that of a car-pooling service, or bus 
routing in road transportation. After describing the model and metrics, we 
propose a distributed algorithm and show that it converges to an irreducible 
spanning subgraph. In other words, no link can be removed without violating 
the delay constraints. We use prototyping and experiments to show the idea 
works, and through simulation, we study the optimality and convergence speed 
of the algorithm. 
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Network routing is often designed to direct traffic along paths of shortest delay. 
This form of routing is referred to as shortest path first routing (SPF). This is 
the most rational choice from the perspective of delivering the same and best 
service to all users. From an operating cost point of view, on the other hand, it 
is desirable to balance the load on different links of the network. This improves 
the overall network efficiency, at the expense of some users. Load balancing 
is often carried out on a supplementary or ad hoc basis, and is referred to as 
traffic engineering. 
In my MPhil research, I study a different kind of traffic engineering by 
Prof. Chill's direction. Instead of spreading the traffic to balance the load, 
our objective is to redirect certain kind of traffic onto the same paths as much 
as possible. The reason is that it is possible to achieve higher efficiency when 
such traffic is concentrated onto the same paths. We refer to this form of traffic 
engineering as path aggregation. 
The best application of path aggregation is for traffic with tiny payload but 
bigger and common headers. One good example is VoIP traffic in multi-hop 
wireless networks. Voice does not consume large bandwidth, but the inter-
active nature requires the delay to be small. This leads to small payload. 
The packet header of current wireless networks such as IEEE 802.11 standards 
is large in comparison. This is partly due to the many protocol layers and 
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functions (framing, MAC, error control, routing, and high layer services) im-
plemented by the protocol stacks and partly due to backwards compatibility 
needs (preamble). When multiple streams of VoIP flows share the same path 
or link, it is possible to aggregate them into the same packets, thus reduce the 
header overheads. More importantly, path aggregation can reduce network 
contention since fewer link layer frames have to be transmitted. A good anal-
ogy of path aggregation is car-pooling and the use of public transportation 
(buses and trains) to gain efficiency for road traffic. Path aggregation for the 
VoIP application in wireless networks has recently been studied in [1, 2]. Their 
focus, however, is on how to collect packets from different flows and make them 
share the same header. My study, however, is about how to direct flows to 
share the same paths when possible. 
In this thesis, as a conclusion of my MPhil study for two years, first，the 
definition of the problem is given and a distributed framework for achieving 
the objectives of path aggregation is presented. At the heart of this design 
is a distributed algorithm for wireless nodes to help flows discover and select 
paths to achieve aggregation. This algorithm is adaptive to traffic and network 
topology. The basic idea is to discover those links already used by some traffic 
flows as if they left behind footprints, and use these paths when possible. When 
more than one path with footprints are found, however, then the footprints on 
duplicate paths are covered up. Each walker (flow) also tries to remember the 
paths it has trodden before so the essential paths will never be lost. 
The ideas are evaluated via theoretical analysis, simulation, as well as pro-
totyping and experimentation. We first test the benefit of path aggregation 
by prototyping our protocol design and running experiments in a real albeit 
small-scale wireless network. For given network topologies, and given traffic 
patterns we demonstrate the gain in capacity (in terms of additional number of 
VoIP flows) under path aggregation can be two times or more when compared 
to using regular on-demand routing. Such real-life experimentation allow us 
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to study the benefit of path aggregation for specific traffic patterns, and is 
referred to as traffic-based evaluation.That experimentation is done by Yuan 
Yan, an MPhil student from the department of Computer Science and Engi-
neering, CUHK. He has built a realistic experimental testbed which consists of 
about eight wireless nodes and carried out many experiments on various net-
work topologies. On the testbed, he implemented both our path aggregation 
algorithm and AODV protocol. Meanwhile, he modified our algorithm a little 
to get more aggregation. Also, he developed a traffic generator to produce syn-
thesized VoIP packets. The detail about his work, including the construction 
of the testbed and the comparison of performance between path aggregation 
and standard routing protocol, will be introduced in Chapter 5. 
If we assume traffic is uniform, that is there is traffic from every node to 
every other node, then we can define the path aggregation problem as trying 
to find a minimum-size spanning subgraph of the given topology that satis-
fies some delay constraint d for all flows using this spanning subgraph. Since 
finding the minimum-size spanning subgraph is an intractable problem, our 
path aggregation algorithm tries to find an irreducible spanning subgraph, de-
fined as a subgraph that can satisfy all flows, yet no links can be removed 
in order to maintain this service. We prove that our distributed path aggre-
gation algorithm produces an irreducible spanning subgraph {ISS). We then 
use simulation to study the convergence speed and optimality of the ISS in 
comparison to the minimum-size spanning subgraph. In contrast to the traffic-
based evaluation above, convergence to an ISS is a topology-based evaluation 
of the algorithm. The ISS can be viewed as the subway route in a city that 
can be used to satisfy all traffic patterns. 
Finally, at the end of the thesis, we conclude with a discussion of related 
works and future research directions. 
Chapter 2 
Problem Formulation 
The problem for path aggregation can be defined in slightly different ways, 
to either emphasize efficiency (saving bandwidth for non-aggregated flows) or 
capacity (serving a maximum number of flows for a given traffic pattern of 
flows requiring aggregation). In either case, it can explicitly defined, but it is 
also very complicated at least for the wireless case. It is nonetheless possible 
to define a concrete objective at the routing level. 
Let the network be represented by a graph G 二（V^ , E), where V is the set 
of nodes, n = |V| is the number of nodes, E is a set of directed edges, \E\ is the 
number of edges. Let D{e) denote the delay of edge e. A path (or route) r(i,j) 
is a sequence of edges that connect the source i and destination j. For the traffic 
we are concerned with, there is usually a maximum delay constraint, denoted 
dmax- In term of hop count constraint, dmax can be conveniently adapted by 
assigning the delay of each link as 1 unit. Let R(iJ, G�dmax) denote the set of 
all paths from i to j that satisfy the maximum delay constraint. Finally, let the 
traffic pattern in the network be represented by a set of (source, destintation) 
pairs, F = { / } . A special case is F* that represents the set of all (source, 
destination) pairs of G. 
The problem of traditional routing is to find r ( / ) that minimizes delay, for 
any (source, destination) pair / G F. On-demand routing is often used when 
F is a single flow, whereas pre-computed routing tables are often used when 
4 
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F = F*. The solution of the routing problem can be viewed as a subgraph 
G = (V, E') where E' C E contains only those links used by the shortest paths. 
A special kind of routing run by switches is to find a spanning tree. That can 
be stated as finding a subgraph G' = (V, E') such that \E'\ is minimized, 
E' C E, and there exist r(f) for all / G F\ 
The objective of path aggregation^ is to find a subgraph G' = {V, E') 
such that is minimized, E' C E, V' contains all the (source, destination) 
nodes in F, and for all / G F the set dmax) is non-empty. In other 
words, we want to find a minimum size spanning subgraph, which means the 
spanning subgraph having the minimum number of links, that satisfies the 
maximum delay contraint. The minimum size subgraph may not be unique 
and is non-trivial to compute. 
In fact, given a graph E) to find a minimum size spanning subgraph 
is NP-Complete. 
Theorem 1. Minimum Size Spanning Subgaph 
Instance: A directed graph G = (V, E), a delay constaint d and a positive 
integer K < 
Question: Is there G' = (V, E') such that E' C E, \E'\ < K and its diame-
ter less than or equal to d? 
This problem is NP-complete. 
Proof. For a graph G*{V^ E*)^ obviously we can check whether E' C E, \E'\ < 
K ma, linear time. Next, to calculate its diameter can be done in a polynomial 
time. So this problem is in NP. 
This problem can be restrict to MINIMUM EQUIVALENT DIGRAPH 
problem[5] by allowing d = oo. If d = oo, every pair of nodes has a directed 
path in an Minimum Size Spanning Subgraph if and only if it has a 
directed path in G. Since MINIMUM EQUIVALENT DIGRAPH is 
^More specifically, the routing objective of path aggregation. 
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iVP-complete, this problem is also NP-complete. • 
Let d) denote the set of all subgraphs of G that satisfies the traffic 
pattern F and delay constraint d. The challenge for us is to come up with 
a distributed algorithm to compute a minimum size spanning subgraph, or 
something close to the minimum size, in the set dmax)^  for path aggre-
gation. For our purposes, we define a notion of minimal spanning subgraph 
whose edges are all essential for satisfying the delay constraint: 
Definition 1. Given a traffic pattern F, and a subgraph G' = (K, E') G 
G[F,dmax), if removing an edge e e E' causes G' to violate the delay con-
straint dmaxy then the edge e is "essential". If all edges of E' are essential, 
then G' is called an "irreducible" spanning subgraph (ISS) for delay dmax and 
traffic F. 
While irreducible subgraphs are not the same as minimum size subgraphs, 
they are often good alternatives to minimum size subgraphs. 
The main contribution of this thesis is to propose a simple distributed 
algorithm for computing irreducible spanning subgraphs for given traffic and 
delay contraint. This algorithm also adapts to topology and traffic changes. 
Chapter 3 
Examples 
Before we proceed further with some practical implementation issues, and 
validation of our claims of convergence and optimality, we first consider some 
examples topologies to fix ideas. All these examples are of relatively small 
size so that we can determine the different path aggregation possibilities by 
inspection. For each example, we will show the orginal graph in the subgraph 
denoted as A. 
3.1 Examples of Undirected Graph 
3.1.1 Example 1: SPF Routing 
Consider the example graph G in the Figure 3.1. It has four nodes and five 
undirected links. The subgraph used by SPF routing is also G. The diameter 
of G, Dg, is 2. The three spanning subgraphs, denoted as (6), (c) and � ’ also 
have diameter 2. But they are smaller (with size 4 and 3) than the subgraph 
used by SPF routing. 
3.1.2 Example 2: rings 
One of the simplest graphs is a ring. Figure 3.2 shows an example about a 
ring with 8 nodes. 
7 
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(a) (b) (c) (d) 
Figure 3.1: An example graph used to illustrate the subgraph produced by 
shortest path routing and the minimum size subgraph; both have diameter 2， 
but the former has size 5 whereas the latter size 3. 
ooo 
(a) (b) (c) 
Figure 3.2: A 8-node ring and its spannign subgraphs 
The diameter of a n-node ring is n/2. However, there are only two spanning 
subgraph for a ring: either the ring itself, or a spanning tree derived from 
removing any one of the n links, as illustrated by (6) and (c) in Figure 3.2. 
If the delay constraint is less than n — 1 (in this example 4 < d < 7), the 
irreducible spanning subgraph is the ring itself ((6)); if the delay constraint is 
greater or equal to n — 1 (in this case 7), the irreducible spanning subgraph is 
any of the spanning trees ((c)). 
3.1.3 Example 3: grid 
Figure 3.3 shows an example about a 9-node grid. 
The diameter of this 9-node grid is 4. In general, the diameter of a k-hy-h 
grid is {k — 1) + (h — 1). It is interesting that a grid always has a spanning 
tree satisfying the delay constraint equal to the diameter of the original graph, 
assuming either {k — 1) or (h — 1) is even. For our specific example, one of 
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(a) (b) 
Figure 3.3: A 9-node grid and example subgraphs 
the many spanning trees is shown as (b) in Figure 3.3. It is possible to prove 
the existence of a spanning tree by construction. Without loss of generality, 
let us assume (k — 1) is even. Then a spanning tree can always be constructed 
as h horizontal chains connecting the h rows of nodes, and one vertical chain 
connecting the middle node of each row. 
3.1.4 Example 4: cube 
Figure 3.4 shows an example of an 8-node cube. In general, the diameter 
of a k-hy-h-hy-l cube is (/c - 1) + (/i — 1) + (/ - 1). In this example, the 
diameter is 3. This time, the set of possible irreducible subgraphs is more 
complicated. Taking the diameter (3) as the delay constraint, two different 
irreducible subgraphs (6) and (c) having 9 and 10 links respectively are example 
members of ^(3), as shown in Figure 3.4. 
^ ^ T ^ 
i^Jzl^ .AJJ UljJ 
(a) (b) (c) 
Figure 3.4: A 8-node cube 
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3.1.5 Example 5: random graph X 
This example is an arbitrarily constructed graph with 7 nodes and 13 links, as 
shown in Figure 3.5. The diameter is 2. 
w w w v w 
(a) (b) (c) (d) (e) 
Figure 3.5: Random graph Y, with 7 nodes and 13 links 
When the delay constraint is set to 2, the size of all irreducible subgraphs 
have 9 links, an example of which is shown as (6). Increasing the delay con-
straint to 3, we find that there are three possible sizes for the irreducible 
subgraphs, 6，7 and 8 respectively. An example of each is shown as (c) (d) and 
(e). 
3.1.6 Example 6: random graph Y 
Finally, Figure 3.6 shows a 8-node graph generated randomly. There are 16 
links, more than the 8-node cube (with 12 links). The diameter of that graph 
is 2. 
(a) (b) (c) (d) 
Figure 3.6: Random graph X , with 8 nodes and 16 links 
By keeping the delay constraint at 2, we find 3 different kinds of irreducible 
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graphs, denoted (b), (c) and (d), in Q(2), having 11, 12 and 13 links respec-
tively. As we increase the delay constraint, there are even more irreducible 
subgraphs, but the number of different sizes reduces. Eventually, when the 
delay constraint is large enough, all irreducible subgraphs are spanning trees. 
We do not list them out individually. 
In general, for undirected graphs, the smallest size spanning subgraph is a 
spanning tree. A spanning tree is the fewest number of link needed to keep all 
the nodes in the graph connected. The spanning tree, however, is not always 
the solution we are looking for since the use of a spanning tree may cause some 
paths to exceed the delay constraint. 
3.2 An Example for Directive Graph 
Let us now consider an example graph with directed edges, as shown in Fig-
ure 3.7 (a). Each undirected link is replaced by two directed edges; further-
more, the directed edges in opposite directions of the same link may have 
different delays. The diameter of this graph is 4. Figure 3.7 (b) is an ISS for 
delay constraint equal to 4’ which is also the unique ISS corresponding to that 
delay constraint. When the delay constraint is increased to 5, Figure 3.7 (c) 
shows an ISS which is also unique. When the delay constraint is greater than 
or equal to 6，we have the ISS with the fewest edges, as shown in Figure 3.7 
(d). Figure 3.7 (e) is for delay constraint 7, and (f) to (h) are additional ISS 
for delay constraint 8. 
For a graph with directed edges, as illustrated in the above figure, the 
smallest spanning subgraph can contain even fewer edges than a spanning tree 
(counting each link as two edges), as evidenced by the example in Figure 3.7. 
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\ N \ 2 ； _ _ ^ 
2 T " 2 2 
(a) (b) (c) (d) 
(e) (f) (g) (h) 
Figure 3.7: (a) is a 4 node square with two diagonal links, while (b) is an ISS 
for delay constraint =4，(c) is an ISS for delay constraint = 5, (d) is an ISS 
for delay constraint > 6. Besides, (e) is another ISS for delay constraint = 7 
and (f) to (h) are three other ISS for delay constraint = 8. 
Chapter 4 
The Framework 
In this chapter, we describe the framework to implement path aggregation. 
At the heart of this framework is the distributed algorithm for finding an 
irreducible spanning subgraph defined in the last section. The basic idea is as 
follows. 
4.1 The distributed algorithm 
Links (or edges) are assigned weights to indicate some flow(s) is using them. 
Link weight is either some positive number or 0. The weight of a path r, 
denoted w{r), is defined as the minimum weight of the links in the path. The 
reason we define the weight of a path this way is because we are only interested 
in knowing if all the links in a path have non-zero weight or not. The algorithm 
works if the weight can only be 0 or 1. Having additional positive values of 
weight allows us to zero the weight of a link more gradually, the reason of 
which will become apparent later. 
On-demand routing is used as commonly done in wireless networks. When 
new traffic demands a route, paths with positive weight is preferred. This 
naturally leads to path sharing. If no path with positive weights is found, then 
some suitable (e.g. shortest) path is found and all the links on the chosen path 
are assigned positive weight. Sometimes, more than one paths with positive 
13 
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weight are found. In this case, link weights are decremented till zero for links 
on one of the paths in trying to remove non-essential links from the subgraph. 
Since different source nodes have different views of which links are essential 
and which are not, cache is used at each node to remember the non-essential 
links it needs. 
This algorithm is not sensitive to the initial value of weights since the 
algorithm can add or trim links from the spanning subgraph as necessary. The 
exception is the weights for new links should be set to positive values to ensure 
the network can consider the new links for potentially more optimal spanning 
subgraphs. Note, the weight information, as well as the irreducible spanning 
subgraph are both maintained collectively by all the nodes in a distributed 
fashion. 
4.2 The modules 
The algorithm is implemented by a set of modules as illustrated in Figure 4.1. 
For our system, there is a routing function and a forwarding function at 
each node. To implement weighted links, we extend the standard routing and 
forwarding functions in wireless networks. The forwarding module of a node 
maintains the weights of all the links connected to it. A new module is added 
to perform packet aggregation (PKA) and de-aggregation (PKD). All incoming 
packet is first fed into packet de-aggregation; and all out-going packets are fed 
into a packet accumulation queue depending on the next hop. Packets in these 
queues are aggregated into a single packet whenever possible. 
The distributed path aggregation algorithm is mainly implemented in the 
path control module and routing modules. When node i wants communicate 
with destination j, it first asks its weighted routing module to determine one 
(or more) paths with positive weight. If no weighted path is found, it then 
asks for a (non-weighted) path whose links do not all have positive weights. 
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Depending on the number of paths found, and whether they have positive 
weights or not, the path control module decides how the link weights along 
the used path will be updated. These extensions in routing can be readily 
implemented by extending the existing protocols such as AODV [7] and DSR 
9 . 
Finally, a connection manager is used to help applications keep track of 
the path they are using, while the routing module may continue to adjust its 
selection of paths to use. 
Application 
‘ ir 丨丨介 
Connection Manager 
Connection Select Path ~1 
一 —V 
付 J L 
Path Control Forwarding p^p 
TT TT |Ny^ r|weight| {= 
Weighted Non-weighted ^ ^ ^ ^ ^ ^ ^ 
Routing Routing I I 丨 
j - r O I L _ ；rx 
Network Interface 
(a) 
Figure 4.1: Functional diagram of different modules that implement the dis-
tributed path aggregation algorithm 
In the following, we describe the design of the path control, routing, for-
warding and packet aggregation and de-aggregation modules in more detail. 
4.3 Path control 
The key component of our distributed algorithm is in the path control module. 
We give the pseudo-code of the algorithm below: 
The extended routing interface is modeled as a couple of functions j , d) 
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A Distributed Algorithm for Path Aggregation 
Input: i (source), j (destination), d (delay constraint), 
Parameter: m (msg), C (cache in node i), v (flag), 
S ( Set of all common links in both paths ) 
1. / * Call the routing function to get a set of paths */ 
2. R = Rji,j,d)-, 
3. S = Empty; 
4. If (#paths with w{r) > 0) = 1 
5. select the only path with w{r) > 0; 
6. set V = ESSENTIAL; 
7. set C{j) = r-
8. Elseif #paths = 2 with w{r) > 0 
9. S = the set of all the common links 
in both two paths; 
10. randomly pick a path r in R with w{r) > 0; 
11. set f； = NON-ESSENTIAL; 
12. set C{j) =r'y G i?’r' —r; 
13.Elseif #paths = 0 
14. If C(j) is not empty 
15. Probe the path in C(j)\ 
16. If C(j) is still available 
17. set r = C{j)] 
18. Else set C{j) to be empty; 
19. If C(j) is empty 
20. r = RniiJ： rf); 
21. set C{j) = r; 
22. set V = ESSENTAIL; 
23.Call F{m,r,v,S)', 
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and Rn{i,j, d). Given source i, destination j and delay constraint d, R� re-
turns either two paths from i to j with positive weights if two or more such 
paths exist, or one path from i to j if exactly one such path exists. On the 
other hand, d) is called only when there is no path with positive path 
weight, and there is no usable path already in the cache. returns only one 
path from i to j. The path information includes both intermediate links as 
well as their delays and weights, and the path weight w(r). 
When Ryj returns a single path with positive weight, we set a flag in the 
data packets to indicate the path is essential and send the packets. We also 
keep this path in the cache (for reasons that will become apparent below). 
When Ruj returns two paths with positive weight, it indicates one of two 
possibilities: (a) link in both paths are essential for various other traffic flows; 
(b) not all links on these two paths are essential for other flows. In case (a), 
we can aggregate our traffic with any one of these two paths. In case (b), 
however, we should try to do something to remove the non-essential links from 
being used. But we have no way to tell whether we have case (a) or (b). So 
we assume it is case (b), and set a flag in the data packet to indicate the path 
is not essential. This means some links will have their weights decremented. 
Note, it is important to set the flag only for those links not on the other path 
we are going to keep. 
Because of the drastic action we take for case (b) above, it is possible 
we reduce the weight of some links that are actually essential for some other 
flows. That is why each node (in the path control module) must keep a cache 
to remember the path most recently used for every destination. (Recall in the 
first case above, we remember the path we use by storing it in the cache). In 
the second case, while we set a flag to indicate the path we use is not essential, 
we also store the other path with positive weight in the cache as the path to 
use in the future. In case three, we make use of the cache. 
If Ru, did not return any path, it means no eligible path with weight greater 
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than zero is found. Again, there are two possibilities: (c) we have never had 
traffic to this destination; (d) we sent some traffic to this destination before, 
but the weights on some of the links on the path we used before have been 
reset by some other traffic flow (because of the reason for (b) above). In case 
(c), we call Rn to find a path without positive path weight, which will always 
succeed. To determine if we have case (d), we check whether we have a path 
for the given destination stored in the local cache. If so, we check if the path 
in the cache is still available. If so, we use the path in the cache instead of 
calling Rn. In both cases (c) and (d), we store the path we use in the cache 
and set a flag in the data packets to indicate this is an essential path. The 
reason that we want to use a cache to remember the previously used paths and 
re-use them in case (d) is to ensure the path aggregation algorithm converges 
to a specific spanning subgraph. This will be explained in detail in the later 
section. 
4.4 The forwarding module 
The weight updating function is implemented by slightly extending the for-
warding function. Forwarding can also be viewed as a function F{m,r,v,S) 
where m is the message to be forwarded, r is the path to use for forwarding 
(note, we are using source routing), and f is a flag. If S is non-empty, then 
the weights of those links in S are not changed. Otherwise, the weight of each 
link on the path is updated according to the value of v. 
In our algorithm, we only need F(m,r,v, S) to support two values for the 
flag: (i) flag:” essential"，(ii) flag=" non-essential". When forwarding packets 
with such flags, the forwarding module follow these rules: 
1. If the link weight can only be 0 or 1, then set the link weight to 1 given 
the "essential" flag, and set the weight to 0 given the "non-essential" 
flag. 
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2. If the link weight can be any integer in [0, W麵J, then set the link weight 
to Wmax given the “ essential" flag, and decrement weight by 1 till 0 given 
the “non-essential" flag. Note, the value of Wmax is a global constant. 
3. If the algorithm is implementing directed edges, which is the default case, 
the link weight is set for one edge although the link between two nodes 
consists of two directed edges. 
4. If the algorithm is implementing undirected links, then each link consists 
of two directed edges, and the weight is always assigned to both edges 
at the same time. 
4.5 The routing module 
In our algorithm, the routing module consists of two parts. The first part is to 
ask for at most two available paths with weight greater than zero. We name this 
part as weighted routing (WR). If WR fails to find any available path, then 
the second part, non-weighted routing (NWR), is invoked to ask for only 
one available routing path without the positive path weight requirement. Both 
parts can be implemented by extending popular on-demand routing protocols. 
Here, we describe how they might be implemented by modifying Distributed 
Source Routing (DSR). The first part is quite different from the second one, 
since it requires multipath routing. Another problem is the weight of each link 
may change relatively fast depending on Wmax, so the new routing protocol 
must be adaptive to this quick change. DSR will satisfy this requirement after 
some modifications. The two parts will be introduced as following, respectively. 
4.5.1 Non-weighted Routing (NWR) 
Non-weighted routing is very similar to DSR except small modifications. 
For Route Discovery, the source node floods RREQ who has a flag to indicate 
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that it is for single path routing. An intermediate node forwards the first 
received RREQ and discards the later one. The only difference of NWR from 
DSR is that our algorithm needs to consider the delay constraint. In particular, 
RREQ contains the delay constraint d and it is decreased by link delay during 
the flooding. When d < 0, discard the RREQ packet. 
4.5.2 Weighted Routing (WR) 
Given a traffic flow from source node s to destination node d, WR returns at 
most two available paths with weight greater than zero. Compared to NWR, 
W R has two distinct features: a) in addition to the delay constraint, WR needs 
to consider the weight constraint, and b) WR looks for multiple paths instead 
of a single path. These requirements also can be fulfilled by modifying DSR. 
We highlight the difference of WR from DSR as below: 
• Similar to NWR, RREQ packets contain a flag to indicate that it is for 
multipath routing. 
• RREQ packets also contain the delay constraint d. When d decreases to 
a negative value, discard the RREQ packet. 
• When the RREQ comes through a link e, the receiver must be aware of 
the weight of link e. If the weight is 0, the receiver discards this RREQ. 
This guarantees that RREQs are forwarded along the links with positive 
weight. 
• In order to provide multipath routing, WR makes two modifications on 
DSR: 
1. Instead of just forwarding the first arrived RREQ, the intermediate 
node forwards the first two arrived RREQs. 
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2. Instead of just generate a RREP for response to the first arrived 
RREQ, the destination node is allowed to reply to multiple RREQs 
with the same routing request identification (RRID). The number 
of RREPs to the same RRID is limited by a counter C. Ideally, 
two RREPs for one RRID are enough for our requirement. But in 
practice, the counter could be larger than 2 to provide redundance. 
The choice of the counter value is the tradeoff of reliability and 
routing overhead. 
Except the above difference, the rest of WR is identical to DSR including 
caching overheard routing information and replying to route requests using 
cached path. For details about DSR, interested readers can be referred to [9 . 
4.6 Packet Aggregation (PKA) 
IP I UDP I PktNum I PktLenl...n | Pktl...n | … 
Table 4.1: PKA packet structure 
Next we describe how the packet aggregation system works. The system 
runs at the application level on every network node as a daemon process. The 
daemon listens to the VoIP application port number and redirect all outgoing 
packets to itself. The packets are put into different queues according to their 
next-hop destination. The packets in a queue are aggregated into a large 
packet, (The format of the aggregated packet is shown in Table 4.1.) and sent 
out when one of the following condition fulfills: 
• The queue has been waiting for a certain period and time out; 
• The length (in terms of bytes) of the queue has exceeded a threshold; 
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• The number of packets in the queue has exceeded a threshold. 
When the neighbor receives that encapsulated packet, it de-aggregates the 
packet into the original small VoIP packets and put them into its local queue. 
The aggregation/deaggregation process happens on each intermediate hop un-
til the packet arrives at the destination. This process is similar to the one 
described in [1, 2 . 
To summarize, the basic idea of this distributed algorithm is to first con-
struct a spanning subgraph which satisfies the delay constraint and then delete 
all nonessential links in order to form an irreducible spanning subgraph. The 
algorithm uses two types of state information: 
• Link weights: to help attract traffic flows to use the same paths; 
• Cached paths: to remember previously used paths to help remove non-
essential links; 
Chapter 5 
Experiments of Path 
Aggregation 
* 
In this chapter, I will briefly introduce an interesting experiment in order 
to show the improvement of the performance by the help of path aggregation. 
Yuan Yan, an MPhil student of Computer Science and Engineering, CUHK, 
has built a realistic experimental testbed which consists of about eight wire-
less nodes and carried out many experiments on various network topologies 
for path aggregation. The whole system consists of two modules; one is the 
adaptive path aggregation (APA) routing protocol, which integrates the pro-
posed path aggregation and routing module based on DSR, that performs path 
aggregation when finding routes to a certain destination, the other part is the 
distributed packet aggregation system (PKA) which is responsible for packet 
aggregation/deaggregation at individual nodes. For the detail, people can refer 
to his MPhil thesis [6；. 
*The work in this chapter is done by Yuan Yan, an MPhil student in the department of 
Computer Science and Engineering, CUHK 
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5.1 System Setup 
The experiments are conducted on linux(Redhat 2.4.20-8) machines with buf-
falo wireless card installed. The machines are distributed across the engi-
neering building in the Chinese University of Hong Kong and form different 
topologies by setting the filtering rules in iptables to disable few links to get 
expected topologies. We developed a traffic generator to produce synthesized 
VoIP packets. In most of the experiments, we use a sample packet length of 40 
bytes and set the packet interval to be 10 ms. The maximum number of pack-
ets that can be integrated into a large packet is six, and the maximum queuing 
time is 30ms. The largest aggregated packet size is set to be 1400 bytes, which 
is near the MTU. We set Wmax to 1 so that a link can have a weight of either 
0 or 1. In our experiment, APA also consists of two types of routing protocols, 
one for weighted routing, the other for non-weighted routing. For the weighted 
routing, it is similar as mentioned in section 4.5 . 
For non-weighted routing, we add some modifications to get more aggrega-
tions. If we have to go into the non-weighted routing, that means the replied 
path must contain some links with weight of zero. Here we redefine the weight 
of path as following, only for non-weighted routing. 
• Zero, when all the links are of weight 0; 
• A negative integer whose absolute value is equal to the number of its 
links that have the weight of one. 
To implement it, the RREQ contains another parameter, sign flag. When 
an intermediate node receives a RREQ which comes through a link with zero 
weight, it will set the sign flag to indicate that the weight of path is negative. 
The shortest path (the number of hops) is preferred. If there are several 
shortest paths, select the path the absolute value of whose weight is maximum. 
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The reason is that the path who has larger absolute value of weight may consist 
of more essential links. Thus this way improves the chance of path aggregation. 
For a given source-destination pair, we measure the maximum number of 
flows that can be supported under a certain delay constraint (typically 200ms). 
Then we compare it to the scheme that uses AODV as the routing protocol 
instead of APA. 
5.2 Experiment Results 
We run the experiments on different topologies, which are shown in Fig-
ure 5.1,5.2,5.3,5.4. Each dashed line in the graph represents a flow group, 
i.e., multiple flows with the same source and destination, and take the same 
route. We first measure the number of flows that can be supported in each flow 
group using AODV as the routing protocol, then we repeat the measurements 
but using APA instead. For each of the topologies, the number of flows that 
can be supported in different flow groups are shown in Table 5.1. 
乘染 
5 6 ^  5 6 \ •7 
1 F1 I F1 
8 8 
Route tiikfit by APA Route tdkei by AODV 
Figure 5.1: Topology a 
For topology a, there is only one flow group through the path 1 - 3 — 6 - 8 . 
Only three flows can be supported by AODV but eight flows by APA. So PKA 
alone can significantly improve the VoIP service in ad hoc wireless network. 
There are two flow groups in topology b. F1 is from node 4 to node 1. F2 
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Route tnkri by APA hy AODN" 
Figure 5.2: Topology b 
is from node 6 to node 1. Using AODV, FVs route is 4 — 2 - 1 while F2's is 
6 — 3 — 1. With no shared link and no packet aggregation, only 2 flows can 
be supported for each flow group. Using APA however, F2，s route changes to 
6 — 4 — 2 — 1. The two flow groups now share the path 4 — 2 — 1 so that 5 flows 
can be supported for each flow group. 
6 - . - 6 
Route tnkrn by APA Ro"tf tnkMi by AODV 
Figure 5.3: Topology c 
In topology c, flow group F1 is from node 6 to node 2 while F2 is from 
node 6 to node 1. Using AODV, Fl ' s route is 6 - 5 — 2 while F2，s is 6 - 4 - 1 . 
Again, with no shared link, only one flow can be supported for each flow group. 
Using APA, F l ' s route changes to 6 — 4 — 2. Both groups' routes share the 
link 6 — 4 now and 4 flows can be supported for each flow group. 
There are three flow groups in topology d, ending in the same destination 
node 6 but from different source nodes. F1 is from node 8, F2 from node 1 
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Figure 5.4: Topology d 
Topology Flow Group AODV APA 
a — 1 3 8 
B 1 ~ 2 ~~5~~ 
2 — 2 ~ 5 ~ ~ 
^ 1 ~ 1 ~~4 
2 — 1 4 
5 1 — 1 2 
_ 2 — 1 "2~~ 
3 I 1 I ~ ~ 
Table 5.1: Number of flows supported by AODV and APA 
and F3 from node 2. Using AODV, Fl ' s route is 8 — 3 - 4 — 6, F2，s is 1 - 4 - 6 
and F3's is 2 - 5 - 6. Although F1 and F2 shares the link 4 - 6 , for AODV, 
no PKA is utilized, only one flow can be supported by each flow group. Using 
APA, F3's route changes to 2 — 4 — 6 so that all groups are sharing the link 4 — 6 
now. Meanwhile, since PKA is utilized by APA, two flows can be supported 
for F1 and F2 respectively. 
From above experiment results we can see that in terms of maximum num-
ber of supported flows under the given delay constraint(200ms), APA performs 
no worse than AODV and in most situations, outperforms AODV from 100% 
to 400%. The performance gain mainly comes from reduced number of actual 
flows and hence packet overhead. 
Chapter 6 
Convergence 
In this chapter, we derive an important property of our distributed algorithm 
for path aggregation - convergence. For a given network topology and given 
traffic pattern, the subset of links used by the traffic will converge to an irre-
ducible spanning subgraph (ISS) as defined in Chapter 2. 
To visualize the dynamics of the process, consider the case when all links 
have zero weight initially and no link is in the aggregated subgraph. The dis-
tributed path aggregation algorithm will let the traffic induce each node (that 
source traffic) to build up a local cache of paths, and the caches together form 
a spanning subgraph of the original graph representing the network topology. 
This can be considered the growth phase of running our algorithm. After the 
initial spanning subgraph is constructed, the second phase is a contracting 
phase ill which non-essential links will be deleted from all caches one by one 
and eventually we reach a irreducible spanning subgraph. An example of this 
dynamics is produced by simulating a 6-node network initially fully connected 
(with 30 directed edges). The expansion and contracting phase of the shared 
subgraph produced by running the distributed algorithm is illustrated in Fig-
ure 6.1. 
To prove that the algorithm converges to an irreducible spanning subgraph 
(ISS), we must first define what convergence means. 
Definition 2. Given a wireless network G and a delay contraint d, a traffic 
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Figure 6.1: Number of edges in the shared subgraph produced by the dis-
tributed algorithm. The example network has 6 nodes, initially fully connected 
by 30 edges. There is sustaining traffic between every pair of nodes in each 
unit of time; and Wmax is set to 1. 
pattern F is supportable if there exist paths in G for each (source, destination) 
pair in F satisfying the delay constraint d. 
This definition allows us to focus only on supportable traffic. 
Definition 3. If within some finite unit of time, there is traffic between every 
pair of nodes i and j then we say the traffic is sustaining. 
This definition extends the definition of uniform traffic F* to require traffic 
to incur steadily. Note, the concept of convergence applies to any traffic pat-
tern. But in the rest of this paper, without loss of generality, we only consider 
convergence of the algorithm under uniform and sustaining traffic. 
Definition 4. The weight graph M is the graph whose adjacent matrix is the 
weight matrix. 
The links in this graph are what attract traffic to share the same links when 
possible. 
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Definition 5. The cache graph C is the graph formed by the union of all edges 
in the caches of all nodes. 
This subgraph contains the edges that are actually being used by traffic. 
We use M{t) and C{t) to denote the weight graph and cache graph at a 
particular time t. 
Based on these definitions, we can define convergence of the distributed 
algorithm to be the convergence of C{t) to an irreducible spanning graph 
(ISS) under supportable (with network G and delay d) and sustaining traffic. 
The convergence result can be stated as two theorems, one concerning the 
expansion phase, one concerning the contraction phase. 
Theorem 2. Under the same sustaining but supportable traffic, a network of 
nodes running the distributed path aggregation algorithm will produce a span-
ning subgraph, S{ti) = M(ti) U C{ti), at some finite time ti. For all t > ti, 
C(t) C S(ti), that is, the shared spanning subgraph actually used by traffic 
C{t) is always a subset of S{ti). 
This theorem summarizes what happens in the expansion phase, 
Proof. Without loss of generality, we assume C is empty initially (C(0) is 
empty). From the definition of sustaining traffic, within some finite time ti, 
there is some traffic from every source to every destination in the traffic matrix. 
This means the cache at each node Q is a spanning subgraph for all traffic 
flows sourced at i. Hence C{ti) = UjCi, is a spanning subgraph for all the 
traffic in T. S{ti) is the union of all the links in C{ti) and all the links in 
M{ti). Therefore, is also a spanning subgraph. 
At some time t > ti, let us assume for the first time we try to insert 
e ^ S{ti) to C{t). This would have to be the result of the routing module 
returning paths containing e, which means e got into M � . H o w e v e r , according 
to the algorithm, the only ways for M to acquire a new link e is either from 
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C(t), or if Ci{t) is missing some paths for some destinations. The former is a 
contradication since this is the first time we try to insert a new link into C(t). 
The latter is also a contradication since C{t) is spanning for t > ti. • 
Theorem 3. Under sustaining but supportable traffic (of some delay constraint 
d), a network of nodes running the distributed path aggregation algorithm will 
eventually produce an irreducible spanning subgraph (ISS), C{t), such that 
removing any link from C{t) will cause the original delay constraint to be vio-
lated. 
The theorem covers the contraction phase without a specific bound on the 
time to converge to an ISS. We only present a sketch of the proof and explain 
the intuition in this paper. 
After we established the first theorem, we can imagine that the shared set 
of links will always be a subset of links in S{ti). Since each node's cache is 
spanning all the destinations, S{t) cannot expand any more. In the contracting 
phase, all the nodes will try to remove non-essential links from S{ti). The 
removal of a link e has two steps. The first step is for it to be removed 
from M. This is done by a source node setting a forwarding path to be 
non-essential whenever two weighted paths are presented to it by the routing 
module. The second step is for all the nodes that cached paths that contain e 
to choose a different path that does not contain e. This step is probabilistic, 
and may or may not successfully complete. In order for a cache to remove 
a path that contains e, the routing module must present it a different path. 
Normally routing should be able to, since e is non-essential. However, since all 
nodes are trying to remove non-essential links at the same time, the alternative 
path you need may be temporarily not available because some other link e' is 
temporarily removed from M. If the second step does not succeed in removing 
e, the worst that will happen is for some source node, when routing cannot 
present a weighted path to it, re-insert e back into M. 
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Figure 6.2: (a) is a M that contains a non-essential link; (b) is the same M 
with a non-essential link e removed; (c) is the same M with e and some other 
link removed, hence no longer satisfying the delay constraint. 
Let us try to illustrate the dynamics by an example. Suppose the original 
graph is a 6-node graph with nodes A-F, and initially fully connected. Assume 
uniform traffic, and the delay constraint is 3. After the expansion phase, we 
may reach a state where M is as shown in Fig 6.2(a). In this M, e is a 
non-essential link since its remove would still leave a spanning subgraph to 
satisfy the delay constraint for all traffic flows. In this situation, two things 
may happen. First, a node (e.g. node B using path B — E — F) sends some 
traffic over e with a flag to say it is non-essential (since path B — C — F) is an 
alternative)； and subsequently e is removed from M as shown in Fig 6.2(b). In 
the second case, both e and the link between B and C get deleted from M by 
different sources (e.g. flows B — C — F and A — C — B occurred at about the 
same time). The result is both these links are deleted as shown in Fig 6.2(c). 
Now M no longer satisfies the delay constraint, so either e or the link B-C, or 
both will be added back to M. So in the first case we succeeded in removing a 
link, whereas in the second case, the removed link will come back; but because 
there are non-essential links, the sustaining traffic will try to remove it again, 
and eventually it will be successfully removed. Note, in Fig 6.2(a), we used 
dotted lines for certain links. These links may be temporarily removed from 
M by some flows even though they are essential. But they will always return 
to M, because some source will use some path in its cache to make M satisfy 
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the delay constraint again. 
So a key step in our proof for convergence is that there will be some non-
zero probability for some non-essential link e to be deleted in M as well as all 
the caches without re-introducing any other non-essential links. One way to 
see the logic of the proof is to visualize a gigantic state space describing all the 
paths of all the caches any particular link e G S{ti) can belong to. Every flow of 
traffic would cause a transition from one state to another in this gigantic state 
space, so we can derive all the transition probabilities. This amounts to a huge 
Markov Chain. Each state in this Markov Chain represents some subgraph 
the wireless network is sharing^ . Some of the states represent irreducible 
spanning subgraphs, whilst other states represent subgraphs with non-essential 
links. Our proof amounts to showing that when in those states representing a 
subgraph with non-essential links, there are only state transitions from those 
states to themselves, or to states representing ISS. In other words, any state 
in this Markov Chain that does not correspond to an ISS is a transient state. 
Alternatively, all the ISS states are absorbing states. This picture is illustrated 
in Figure 6.3. 
Those states wi th . 





Figure 6.3: The network states modeled as a Markov Chain. 
iTo be more accurate, each state represents some pair of subgraphs C{t) and M{t). 
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6.1 Simulation study 
We use simulation to further study the properties of the distributed path ag-
gregation algorithm. In particular, we investigate: 
• the optimality of irreducible spanning subgraphs, in comparison to the 
minimum size spanning subgraphs (for small networks) 
• the speed of convergence 
The simulator needs the following as input: (A) The topology of a network, 
represented by an adjacent matrix A. For directed graph, A{i,j) stands for 
the delay of link (i, j ) . For undirected graph, if there is a link between node 
i and j, then A{i,j) = 1; otherwise A{iJ) = 0. (B) The weight matrix M, 
The initial values are not important, although for static topologies, we have 
initialized this matrix to zero. (C) The maximum delay constraint. (D) The 
sustaining traffic pattern, represented by a probability p that there is traffic 
between any pair of nodes during a round^ . By default, p = I. 
The simulation program implements the path control, routing and forward-
ing modules in a centralized way. The output is a spanning subgraph, consist-
ing of the links that would be used by all the paths after the simulated rounds. 
According to the convergence theorem, this subgraph should be an irreducible 
spanning subgraph in the set Q{F*, d), for the given input graph G and delay 
constraint d, after a sufficiently large number of rounds of simulation. 
6.2 Optimality 
We first study the optimality of ISS via some examples. We consider a fully 
connected 3-node triangle as in Figure 6.4, and a 7-node graph with random 
2More general traffic patterns can be simulated by extending this program to accept a 
traffic matrix consisting of different probabilities pij for traffic between node i and j. 
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undirected links as in Figure 6.5. The various ISSes of different sizes are 
illustrated in these figures. 
The triangle network in Figure 6.4(a) is one of the simplest directed graphs 
with edges of different delays. The diameter of that triangle is 4. Assuming 
a delay constraint of 4, there is only one ISS as illustrated by Figure 6.4(b). 
When the delay constraint increased to 6, a new ISS appears in Figure 6.4(c). 
Finally, three different ISSes in Figure 6.4(d-f) are examples of ISS for delay 
constraint 7 or more. 
急A A 
(a) (b) (c) 
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4 4 4 � （e) (f) 
Figure 6.4: A 3-node triangle and its ISSes. 
In this example, some links in the ISS are uni-directional. In many situa-
tions, it is desirable that all links are bi-directional, since bi-directional links 
facilitate link-level acknowledgment, proper operation of the RTS/CTS mecha-
nism, and ensures existence of reverse paths [11]. For ISS with uni-directional 
links, we may still want to allow control messages such as ACK, RTS/CTS 
except data messages to be allowed on the reverse direction. 
Next, we show an example network of bi-directional links, a 7-node random 
graph with 13 links and diameter 2，as shown in Figure 6.5(a). When the delay 
constraint is set to 2, the size of all irreducible subgraphs have 9 links, an 
example of which is shown as Figure 6.5(b). Increasing the delay constraint to 
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3, we find that there are only three possible sizes for the irreducible subgraphs, 
6, 7 and 8，and they are illustrated in Figure 6.5(c)-(e). 
w w w v w 
(a) (b) (c) (d) (e) 
Figure 6.5: A 7-node random graph with bi-directional links, and its ISSes. 
Table 6.1 shows the results of simulating our algorithm using the triangle, 
square and random networks (Figure 6.4, 3.1 and 6.5) as input topologies. In 
each case, the resultant spanning subgraph is irreducible, as expected from our 
convergence theorem. In fact, the result is always one of the subgraphs shown 
in Figure 6.4，3.1 and 6.5. 
The distributed algorithm only promises to converge to one of the irre-
ducible spanning subgraphs. After simulating each example 1000 times, Ta-
ble 6.1 shows the size and frequency of arriving at different steady state sub-
graphs illustrated in the figures for the example networks. Although not always 
Example Delay constraint Size Frequency 
Triangle 6 3 663 
~ T ~ 337 
Square 7 4 765 
235 
Square 8 4 402 
~ 5 146 
452 
Random 3 6 88 
~ 7 793 
8 11"^  
Table 6.1: Summary of simulation results 
landing in the subgraph with the smallest size, the algorithm is often able to 
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converge to the smallest irreducible subgraph. 
6.3 Speed of Convergence 
Another important metric for the distributed algorithm is the speed of con-
vergence. The experiments below are designed to understand how fast the 
distributed algorithm converges, and how various parameters in the algorithm 
affect the speed of convergence. 
Our study focuses on fully connected and directive graphs. These graphs 
have the most number of links and are arguably the graphs taking the longest 
time to converge. We assume all links have the same delay 1 for simplicity. We 
do not expect this assumption to affect the results. In chapter 4, the condition 
for declaring convergence is based on the assumption of sustaining traffic. So 
we in each round there is traffic from every node to every other node. 
In Table 6.2, we show simulation results for fully connected graphs with 
number of nodes from 3 to 16. For each graph, the only feasible and interesting 
delay constraints are between 2 and 7. Given a graph and the delay constraint, 
we run the simulation for 100 times and give the average number of rounds 
for the algorithm to converge. In each simulation, the weight of all links are 
initialized to zero, and the parameter Wmax is set to 5. 
We also do simulations for larger networks in the same way. In addition, 
we show the average size of the final ISS. First, we study two fully connected 
graphs with directed edges and 50 and 100 nodes respectively. Then, we study 
a random graph with 100 nodes, whose average number of links is 4950. All 
studies use delay constraint of 5. The results are shown in Table 6.3. 
Prom these results, we can observe that speed of convergence is roughly 
O(n^) where n is the size (number of nodes) of the network and c is some 
value less than 1. 
Since our algorithm is based on on-demand routing, all messages used can 
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Delay Constraint 
Size 
of 2 3 4 5 6 7 
Nodes 
3 T i e 7 7 7 7 7 ~ 
4 2.71 4.3 / / / / 
“ 5 T O ^ 3.71 / ―丨~ / 
“ 6 " J W 4.32 4.15 ~7~~ / 
— 7 Tie 4.5 5.35 4.95 / 
8 "473" 5.21 5.44 5.24 ~4：65 4.48 
9 T 7 5 ~ 5.32 一 5 . 9 3 6.03 5.42 " T o ^ 
- 1 0 6.54 5.7 6.58 
— 1 1 T M 6.72 7.5 7.4 6 
12 7.66 8 . 0 ^ 8.46 7.03 
13 7.77 10.38" 8.27 8.06 
14 T ^ 7.82 9 . ^ 10.47 8.82 
“ 1 5 5.87 7.73 10.62 ~11.08 9.62 
— 1 6 6.05 8.86 12.38 12.47 12.85 11.71 
Table 6.2: The convergence speed of different fully connected graphs corre-
sponding to various delay constraint, in unit of rounds. 
be piggybacked with existing control and data packets. Therefore, there is no 
additional message overheads. 
One interesting question is how the parameter W^ax affects the speed of 
convergence. Through the simulation study, we find the speed of convergence 
can be improved by increasing Wmax- However, when Wmax is increased beyond 
certain level, the speed of convergence stops improving and starts to worsen. 
An intuitive explanation for it is as follows. Essential links can be mistak-
enly thought as non-essential by some traffic flows from their local views. A 
good example is in Figure 6.2 (b) where all links are essential but those links 
form the triangle in the center are thought as non-essential by flows among 
node A, B and C. The weights of these mis-identified links are either de-
creased or reset to Wmax by mistake. If Wmax is small, some essential links will 
be frequently turned on and off which seriously affects the convergence speed. 
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Size Average Average Wmax 
Rounds Size 
50 一 12.876^" 132.23 50 
50 ~~~ 11.364^" 132.037 70 
50 — 10.8952 . 132.457 80 
50 — 11.824厂 132.037 90 
50 — 13.338厂 132.869 150 
50 — 17.481厂 132.873 200 
100 — 36.396厂 319.928 50 
100 — 16.384— 322.792 100 
100 — 14.1795~ 324.376 130 
100 — 12.729 “ 324.335 150 
100 — 13 .357^ 324.835 170 
100 — 13.166厂 325.27 200 
Random 100 14.4175 320.612 150 
Random IQO" 14 .470~ 320.388 200 
Random 100 20.5546 321.345 500 “ 
Table 6.3: Simulation for large network. 
But if Wmax is large, there is more time to discover and get rid of those truely 
nonessential links. So there is a tradeoff for Wmax-
Recall the expansion and contraction phases of the shared subgraph pro-
duced by our algorithm as shown in Figure 6.1. It turns out the effect of the 
value of Wmax is different for these two phases. For the expansion phase, it is 
almost always desirable to have a larger value of Wmax since it tends to delay 
edges in M from getting zeroed, thus keep M reflecting what edges are already 
in the caches of different nodes and encourage more sharing of links. The effect 
is the number of shared links at the peak will be kept low. For the contraction 
phase, however, it is almost always desirable to have a smaller value of Wmax-
In this phase, the goal is to remove non-essential edges in M and then from 
all the paths in the caches. A smaller value of Wmax takes fewer steps to get 
a link's weight reduced to zero, hence removed from M. 
The behavior describe above is evident from the simulations. Figure 6.6 
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shows the expansion and contraction phases of the same network and when 
the algorithm produces the same ISS as in Figure 6.1, but with Wmax set to 
5 instead of 1. With a larger value of Wmax^  the peak size of the shared graph 
12. 
L 09 
0 1 2 3 4 
Rounds 
(a) 
Figure 6.6: The expansion and contraction phase for the same network and 
same ISS as the example in Figure 6.1. Here, Wmax is set to 5 instead of 1 as 
in the earlier example. 
is evidently smaller. 
Chapter 7 
The adaptive property 
A useful algorithm must adapt to network topology changes. This is espe-
cially important for wireless networks since nodes are mobile, and interference 
patterns can easily change the delay and availability of links. 
The following are some example scenarios to motivate the need for being 
adaptative. 
1. The traffic matrix changes. In fact the set of nodes sending and receiving 
traffic during two separate periods of time may be different. This means 
the meaning of “spanning" may be different. 
2. A link is removed. 
3. A new link is added. 
4. A link becomes temporarily unavailable, and returns sometimes later, 
scenario. 
We discuss how our algorithm can adapt to these cases in this section. 
The distributed algorithm as stated in Chapter 4 is already adaptive to 
some extent. First, if new traffic arrives and the existing spanning subgraph 
does not cover paths for the new traffic, those links traversed by the new traffic 
would be automatically included into the spanning subgraph (by setting the 
new path essential and placing the path in the cache). Similarly, when some 
41 
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links in the current spanning subgraph disappeared for some reason, routing 
will again supply new paths for any traffic not servable by the broken spanning 
subgraph, hence mending it automatically. 
7.1 Adapting to new links 
More challenging is the problem of adapting to new links. This problem can be 
illustrated by the example of the four node "square" graph with two diagonal 
links added later as Figure 7.1. For simplicity, we assume each links's delay 
is equal to 1. Before adding the two diagonal links, the steady state spanning 
subgraph is the four node ring graph (in (b)); after the diagonal links are 
added, a six link subgraph is sufficient to satisfy the delay constraint (in (c) 
or (d)). Yet, the distributed algorithm would be stuck with the eight link 
spanning subgraph if the weight for the new links are set to zero when they 
are added. 
(a) (b) (c) (d) 
Figure 7.1: (a) is a square graph with 2 directed links, (b)-(d) are ISS with 
delay constraint 2. 
There is a simple answer to this problem. Since our algorithm works for all 
initial conditions, we can insert a new link into the steady state subgraph by-
setting its initial weight to be Wmax, and let the algorithm select a subset of 
links from the now reducible subgraph. This temporarily adds a non-essential 
link to the subgraph, but it allows the new link to be considered to potentially 
make the subgraph smaller. This process is the same as the contraction phase 
in general. 
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7.2 Adapting to topology changing 
We give an example of how our algorithm adapts to different topologies. Fig-
ure 7.2(a) depicts the network with 6 nodes and initially starts with a set of 
links as shown. The diameter of this network is 9 and is used as the delay 
constraint. The steady state spanning subgraph is depicted in Figure 7.2(b). 
One can check that it is an irreducible spanning subgraph. Suppose the net-
5 A 5 B 
J _ , 5 E 1 
零 f f i 
C 2 C 1 
(a) (b) 
Figure 7.2: (a) Graph with 6 nodes and (b) is an irreducible spanning subgraph 
with delay constraint 9. 
work topology now changes to that in Figure 7.3(a). Starting with the weight 
matrix derived for the earlier topology and delay constraint of 9, the algorithm 
converges to a new spanning subgraph as depicted in Figure 7.3(b). Again by 
careful inspection, this subgraph is irreducible for the given delay constraint. 
Finally, the topology is changed to that in Figure 7.4(a). Starting with the 
last weight matrix, the algorithm finally converges to the subgraph shown in 
Figure 7.4(b). Again, it is irreducible by inspection. This example illustrates 
that the distributed algorithm is quite robust and is able to adapt to drastic 
topology changes. 
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(a) (b) 
Figure 7.3: (a) Graph with 6 nodes and (b) is an irreducible spanning subgraph 
with delay constraint 9. 
c c 
(a) (b) 
Figure 7.4: (a) Graph with 6 nodes and (b) is an irreducible subgraph with 
delay constraint of 9. 
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7.3 Adapting to interference and congestion 
In ad hoc networks, the quality of links can be quite unstable. Dynamic on-
demand routing can adapt to and circumvent the situation to some extent 
by discovering new paths when interference or congestion on existing paths 
get bad. Since our algorithm is based on on-demand routing, we inherit this 
adaptive property as well. 
7.4 Adapting to traffic flows 
In our definition of convergence, we relied on the notion of sustaining traffic. 
This is a theoretical treatment of the issue. In reality, traffic is not evenly 
distributed in a network. So what can we state for a less idealized situation? 
Figure an example 7.5(a) shows a 3 x 3 grid. Each link is formed by two 
directed edges. In this example, the traffic matrix is such that almost all traffic 
flows are concentrated in the square consisting of node 5,6,8，9. furthermore, 
a single flow is from node 2 to node 3. Let the delay constraint be 4 which is 
equal to the diameter of this grid. 
The path aggregation algorithm may produce two possible outcomes, as 
depicted in Fig 7.5(b) and Fig 7.5(c) respectively. More likely, the intense 
traffic area in the circle gets a separate irreducible subgraph, and in the area 
with sparse traffic area there is not enough path aggregation. 
Generally speaking, the traffic flows can be represented as in Fig 7.6, where 
some areas have intense traffic whereas other areas have light traffic. So we 
can view the network as being partitioned into several disjoint subgraphs with 
different traffic densities. The concept of convergence can be separately applied 
to these partitions. Those areas with intense traffic will converge quickly to 
irreducible spanning subgraphs spanning those partitions only. Those areas 
with sparse traffic may not quickly converge use subgraphs, but arguably there 
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Figure 7.5: An example of adaption to traffic flows 
is less need for the light traffic area to have good path aggregation. 
• Intensity Traffic Sparse Traffic 
Area ^ ^ ^ Area 
(a) 
Figure 7.6: Traffic flows are not evenly distributed in the network. 
7.5 Adapting to capacity 
Obviously, the capacity of an ISS is not limitless. When the capacity of a 
particular link is reached, we wish some non-essential links can be added back 
to increase the capacity of the network. This is in fact the case, again since 
we use on-demand routing. 
This can be shown with an example. The original graph is a triangle in 
which the delay parameter of each link is 1. Given a delay constraint of 3, the 
ISS is as shown in Fig 7.7 (a). Once the path in Fig 7.7 from node B to node C 
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has reached its capacity, on-demand routing will stop returning the direct path 
between B and C. Instead, new (non-essential from the connectivity point of 
view) links will be added to the original ISS as shown in Fig 7.7 (b). 
A A 
(a) (b) 
Figure 7.7: An example of “ Free Size Leotard" feature, (a) is an ISS for an 
triangle with delay constraint 3. (b) is the graph of (a) with an additional link 
in red. 
Another interesting example is shown in Fig 7.8. There are sustaining 
traffic along the arrays of nodes on the top and bottom of the grid respectively. 
When one array is saturated with traffic and a new flow arrives, some non-
essential links in the middle array will be added into the shared subgraph so 
that the two partitioned subnetworks become connected. 
•——•—9——•_^ 
• — • — • — • ~ 
Old Flows New Flows 
(a) 
Figure 7.8: Adapting to capacity 
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Related works 
8.1 Spanning Tree 
In addition to the recent work on VoIP in wireless networks [1, 2], there are 
some classic papers on the topic of using distributed algorithms to find span-
ning trees, a useful infrastructure for connecting nodes in a network. For 
example, the seminal work on a distributed algorithm for finding the minimal 
cost spanning tree [3], and the simple distributed algorithm to configure a 
spanning tree for a set of bridges [4], which is probably one of the most widely 
deployed distributed algorithm. 
Based on the algorithm invented by Perlman [4], Spanning Tree Protocol 
is an OSI layer-2 protocol in which no free topology for any bridged LAN can 
exist. In IEEE Standard 802.1D, the spanning Tree Protocol (STP) is defined， 
helping to create a spanning tree in a meshwork of connected layer-2 bridges. 
Only links in that tree can be enbaled so that there is a unique path between 
each pair of nodes in the network. Without spanning tree, a network design 
may bring about the danger of bridge loops when it needs some backup links if 
an active link fails as well as it also may need to manually enable and disable 
those backup links. So spanning tree is very useful in network design. [27 
48 
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8.2 Minimum Equivalent Directed Graph Prob-
lem 
Minimum Equivalent Directed Graph, a well know NP-hard problem, 
which means finding the minimum number of links in the graph that can still 
ensure the reachability property, was briefly discussed in [12], where it is re-
marked, "A more general problem is to investigate the effects of removing a set 
of links from a digraph. Unfortunately, a thorough investigation of these effects 
becomes extremely complicated." In that book, they have introduced three in-
dexes that may be associated with any digraph, line surplus, line requirement 
and line vulnerability. The line requirement of a diagrah D, denoted lr[D), is 
defined as the smallest number of lines in order to maintain the reachability 
property of D. The line surplus of a digraph D , denoted ls(D) is the maxi-
mum number of lines can be removed without affecting the reachability of D. 
Obviously, those two indexes are complements of each other. The line vulner-
ablility of a digraph D�denoted lw{D), is the minimum number of lines whose 
removal changes the reachability of D. These indexes of a digraph provide use-
ful information about its connectivity with respect to its links. A centralized 
algorithm for finding a minimum eqivalent directed graph was first presented 
by Moyles and Thompson [13]. Their algorithm proceeds with the following 
steps. First, to find out all strong components of graph. Second, to find out 
a minimum equivalent directed graph for each strong component, which is a 
minimum complete sequence. Third, to remove all but one edge in each set 
of parallel edges. Finally, to find a minimum equivalent graph for the con-
densed graph. The minimum SCSS ( strongly connected spanning subgraph 
)problem is thought to be the heart of the Minimum Equivalent Directed 
Graph. Their algorithm is an exponential-time algorithm and is defected by 
some errors. Hsu[14] corrects those errors in [13] as well as he gives an effi-
cient algorithm for finding a minimal equivalent graph. His algorithm proceeds 
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with the following steps. First, to find out all strongly connected ( sc ) com-
ponents. Then the set of vertices is reordered such that the set of vertices in 
an sc component is ordered by consecutive integers. The rows and columns of 
the adjacency matrix are permuted accordingly. Then to find out an minimal 
equivalent graph for each sc component. Finally, to remove the parallel and 
the superfluous edges. However, Hsu's algorithm just finds one of all minimal 
equivalent graphs and the optimality of the result is not clear. Later, Khuller, 
Raghavachari and Young present their two approximating algorithms in [15], 
which achieves a performance guarantee of about 1.64 and 1.61 in polynomial 
time respectively. For the minimum strong connected spanning subgraph prob-
lem, they also gives a practical, nearly linear-time implementation achieving a 
performance guarantee of 1.75. 
8.3 Topology Control 
Since there is no central infrastructure in an ad hoc network, to construct 
an appropriate topology plays a pivotal role in it. And high-level routing 
protocols are implemented over that topology. The topology control problem 
can be modeled as follows. Let G denote the topology of a given ad hoc 
network and let V denote the set of nodes in that network. If node v is in the 
transmission range of node w, then there is a link from node u to v. A new 
topology is generated by the topology control algorithm which is denoted by 
T. The quality of the topology T can be evaluated by several criterias, such 
as connectivity, energy-efficiency, throughput and robustness to mobility. [16 
For the criteria of energy-efficiency, there is one notion called energy stretch 
factor which we will define as follows. The energy used to deliver a package 
along a path is defined to be the sum of the energy used along the links of 
that path. Given two nodes u and v in graph G, the energy of the minimum 
energy path between node u and v is denoted by EG{U,V). Similarly in graph 
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T，the energy of the minimum energy path between node u and v is denoted as 
ET{U,V). Thereby the energy stretch factor is defined to be the maximum of 
Eciu, V)/ET{U, V) over all u and v. As similar as energy stretch factor, several 
notions of quality, such as hop stretch factor and distance stretch factor, are 
used to measure the ratio of hop-counts and distance respectively rather than 
that of the energy. Define the distance between nodes u and v in graph G as 
dciu, v). A spanner of a graph G is a spanning subgraph H in which V node 
pair {u, v), d/riu, v) < c^doiu, v) where c is constant. Thereby, we can see the 
distance stretch factor of a spanner is 0(1). [16 
The received power is denoted by PR and the transmitted power is denoted 
by FT- A classic free-space model is as follows. 
PR 二 0 �备 , 
In the equation above, d is the distance from source to destination and alpha = 
2. Hence, a topology with a 0(1) distance stretch factor also has a 0(1) energy-
stretch factor. [16 
In ad hoc wireless networks, the topology have to be determined in a dis-
tributed way, which is quite different from traditional network design. A 
bunch of distributed topology control algorithms have been proposed, like 
'17, 18, 19, 20, 11]. Several well-studied geometric structures and their as-
sociated topology control algorithms will be reviewed next. 
For nodes in Euclidean space, a number of proximity graphs have been 
proposed. Relative neighborhood graphs(RNG) and Gabriel graphs(GG) are 
introduced in [21]. Let V be the set of nodes in an ad hoc network. In 
RNG, node u and v are connected by a link if there is no such a node w that 
maxd{u, w) < d{u, v). In GG, if and only if there is no node w such 
that w) + (P{v, w) < (f(u,v), then node u and v are linked. Both two 
graphs can be easily computed by a local algorithm. However, they have poor 
spanning ratios in the worst case. Considering the energy-efficiency, GG has 
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energy-stretch of 1 and hence is optimal, while RNG has polynomial energy-
stretch. The worst-case degree of GG is fi(72).[16 
Yao [22] proposed an elegant generalization of proximity graphs which 
yields spanners for arbitrary collection of points in finite-dimensional Eu-
clidean space. Base on this, a spanner graph called 0-graph with stretch 
1/(1 — 2sm(6/2) ) was introduced in [23]. For ad hoc wireless network, the 
B-graph can be easily constructed by a fast local algorithm. 0-graph has rel-
atively large degree in the worst-case. A bounded-degree spanner subgraph of 
the 9-graph can be obtained by processing the links in order by length and 
adding a link (n, v) to the subgraph if there is no other link (u, w) or (t；, w) 
existing and having an angle close to that of (u, f)[24]. It can also be obtained 
by eliminating a link (n, v) if there exists a node w such that {u, w) and {w, v) 
are also links, and both d(u, w), v) < q * d{u,v) where q is constant[20 . 
These two processes need to perform in a coordinated manner. Otherwise, it 
may affect the spanner property adversely. So a different 8-graph has been 
proposed in .[19, 25]. This graph, named as the Yao-Yao graph, also has the 
property of local computation and constant degree of each node. However, its 
spanner property is unknown. [16 
The Delaunay triangulation of the set of points is another geometric struc-
ture from which a spanner would come. For each edge, there exists a circle 
which contains the edge endpoints but no other points [26]. In a restricted 
Delaunay graph, the number of links is linear with regard to the number of 
nodes. However, in the worst case, the maximum degree of a node in the graph 
may be fl(n). [16 
Later, Local Minimum Spanning Tree (LMST), a Minimum Spanning Tree(MST) 
based topology control algorithm, was presented in [11]. Several important 
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properties of LMST are as follows. The topology derived under LMST pre-
serves the network connectivity. The degree of any node in the resulting topol-
ogy is bounded by 6. And the topology can be transformed into one with bi-
directional links (without impairing the network connectivity) after removal of 
all uni-directional links. [11 
8.4 The Relationship with our problem 
Spanning tree is the minimum spanning subgraph of the original one. Although 
there are severaldistributed algorithm for finding the minimum diameter span-
ning tree in a network, that tree may be still possibly break the delay con-
straint. Further more, our problem can be viewed as the minimum equivalent 
directed graph problem with delay constraint. For the minimum equivalet di-
rected graph only, all algorithms as mentioned above are centralized. Thereby, 
they are not efficient in ad hoc network. In topology control, similarly, if the 
delay constraint is restricted, even spanners may not cover some traffics. 
Our algorithm is distributed so that it can be applied in ad hoc networks. 
Meanwhile, it provides a minimalequivalent directed graph with some delay 
constraint in order to get more path aggregation. 
Chapter 9 
Conclusion 
In this thesis, we motivated and formulated the path aggregation problem 
as a general routing and traffic engineering problem. We study a distributed 
algorithm that can be readily implemented with extensions to a multi-path on-
demand routing function. This distributed algorithm is designed to converge 
to an irreducible spanning subgraph, whose size is likely to be close to the 
minimum size spanning subgraph for a given delay constraint. 
In addition to formulating the problem, our main contribution is to show 
the convergence of this algorithm. We also demonstrate the algorithm works 
via prototyping and real-life testing, and use a simulation program to study 
the optimality and speed of convergence. 
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Proof of the Convergence 
The following three lemmas show how to construct the realization of dele-
tion of a nonessential link with probability greater than 0. 
Lemma 4. If the diameter D{ti) of M is greater than the delay constraint Dc,in 
finite time, the probability of D{t2) < -De? > h without changing any cache 
is positive . 
Proof. D(ti) > Dc means some essential links are not involved in M• Thus, 
M can not cover all traffic flows. Under sustaining traffic, the probability of 
activating one of such traffic flows is positive. By the algorithm, that flow will 
select the path cached by its source. Besides, the weight of the selected path 
will be set to Wmax so that it will be involved in M. Now, for the current 
time t, check the diameter D{t) of M. If D(t) > D�, then repeat the process 
mentioned above until Dij^z) < h > t > ti. In this way, the probability 
of activating those uncovered traffic flows one by one until the diamter of M 
satisfied the delay constraint is positive without affecting any cache. Also, this 
procedure can be finished in finite time. • 
By the previous lemma, an M satisfying the delay constraint without af-
fecting any caches can emerge with a positive probability. However, we can not 
guarantee that a nonessential link e is not in M. The deletion of a nonessential 
link e from that M with a positive probability is done in Lemma 5. 
Lemma 5. Under sustaining traffic, for any nonessential link e in M, the prob-
ability of being deleted within finite time is positive without adding the link e 
into caches of nodes. 
Proof. Since link e is nonessential, by definition, there must be several available 
paths from h{e) to ^(e). The probability of a traffic flow traversing link e is 
positive, which will have the weight of link e decreased by 1. Besides, by the 
algorithm, link e will not be cached by sources of those flows. Thereby, to 
continously invoke enough such flows can decrease the weight of link e to be 0 
without adding the link e into caches of nodes, which means to delete it from 
M• Obviously, the probability of having so many flows within finite time is 
positive. • 
Now, we can have a M without nonessential links. Based on that, the 
following lemma is to show that same nonessential links of C not in M will 
be deleted. The strategy is to invoke the traffic flows, whose source nodes 
have cached such a nonessential link, for example, e. Since M can satisfy the 
delay constraint and e is not in M, every available path selected from M by 
the traffic will replace the cache which contains link e. If for some reason M 
does not satisfy the delay constraint, then it will be fixed by repeating the two 
lemmas mentioned above. At last, after e being discarded from C, e is finally 
removed from M UC. 
Lemma 6. Under sustaining traffic, nonessential links can be deleted from MuC 
within finite time with a positive probability. 
Proof. Suppose link e is a nonessential link stored in the cache 
C(zi, j i ) , C f e J2)’ •. -^CiikJk) k<v? -n. 
If the diameter D{ti) of M is greater than the delay constraint Dc , by Lemma 
4，D{t2),t2 > h will be less than or equal to Dc with a positive probability. 
Then by Lemma 5, if e E M, it will be deleted from M with a positive 
probability. 
Try to continuously have the traffic flows between node ii and node j/, 1 < 
I < k in order to delete all e being cached, which has a positive probability. 
li D < Dc, by the algorithm, the traffic flows between C{iiJi), 1 < I < k will 
have one or more available paths replied by routing function and node ii will 
select one and store it in its cache. Since e is not in M, the replied paths do 
not contain e and there will be no e in ji). 
If D(ts) > Dc,h > h after some traffic flows between node ii and ji, again 
by Lemma 4, D{U),t4 > 亡3 will be probably less than or equal to D�without 
changing any cache. Still by the Lemma 5，there will be no nonesseitial link 
e in M at some 亡6，亡6 > h with a positive probability. Continue to activate 
traffic flows between node ii' and ji>, I < I' < k. 
After this process, which is within finite time, the nonessential link e will 
be deleted from all caches. And it is easy to see that its probability is positive. 
Finally, link e is not in M and C. So it is not in MUC. • 
We have proved that the probability of the deletion of nonessential links 
from C is positive. Also it is important to note that the deletion is finished 
in finite time interval. The next lemma is to prove that M U C will reduce 
to an irreducible spanning subgraph by deleting all nonessential links with a 
positive probability. 
Lemma 7. Under sustaining traffic，the graph M U C will finally reduce to an 
ISS within finite time. 
Proof. Under sustaining traffic, there are traffic flows between every pair of 
nodes. Besides, in our algorithm, each cache of nodes i stores one available 
path between node i to any other destination. That means C is connected and 
its diameter is less than or equal to the delay constraint. By theorem 2，there 
is no other link introduced into M U C. 
By Lemma 6, any nonessential link will be deleted from C with a positive 
probability. So M U C is able to keep on reducing to some smaller graph until 
no nonessential link exists in, which means it is already an irreducible graph. 
Since every time, the deletion of nonessential link finishes within finite time 
and the number of nonessential links is also finite, M U C is able to reduce to 
an irreducible graph in finite time. • 
The last lemma is to prove that the probability of M U C becoming irre-
ducible is equal to 1. 
Lemma 8. Finally, M UC must reduce to an ISS. 
Proof. By lemma 7, we know that M U C can reduce to an ISS within finite 
time. Arbitrarily, we pick one such time t. 
Given a time interval t, different M U C has different probability of con-
vergence. Besides, the graph we study is finite. The finite number of states of 
M U C brings about the finite number of probabilities of convergence so that 
we can pick the minimum probability p, p > 0, of convergence among all those 
probabilities. 
Now, it can be viewed as a Bernoulli distribution. The probability of con-
vergence is denoted by P � S o P � > P(converge within 尸(converge within 2x 
t) + converge within 3 x 亡）+ . . . + P (converge within i x t) + ….Since 
P(converge within z x t) = (1 - p)卜丄 x p, Pc = p + (1 - p) x p + (1 - p)^ x p + 
. . . + (1 1) X p + … = 1 . • 
The above lemmas prove the convergence theorem in section 6. In addition, 
the following is a property of the relationship between M and C when M U C 
is irreducible. 
Corollary 9. After M U C reducing to an ISS and C being spanning, which 
means have no empty caches, then M C C. 
Proof. Because M U C is an ISS, then there are no nonessential links in MuC. 
Since C is spanning with no empty cache, from the algorithm we know, only 
available paths can be cached. So the diameter of C is less than or equal to 
the delay constraint. This means C is an ISS, 
If M is not in C, then some links in M must not be in C and all those 
links are involved in M U C. By the definition of ISS, an ISS with some 
extra links is not an ISS yet. That means M U C is not an ISS. So it is a 
contradiction. • 
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