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One important bottleneck when visualizing large
data sets is the data transfer between processor
and memory. Cache-aware (CA) and cache-
oblivious (CO) algorithms take into consideration
the memory hierarchy to design cache efficient al-
gorithms. CO approaches have the advantage
to adapt to unknown and varying memory hierar-
chies. Recent CA and CO algorithms developed
for 3D mesh layouts significantly improve perfor-
mance of previous approaches. However, these al-
gorithms are based on heuristics. We propose in
this paper a new CO algorithm for meshes that
has both a low theoretical complexity and proven
quality. We guarantee that a coherent traversal of
an O(N)-size mesh in dimension d will induce less
than O(N/B +N/M1/d) cache misses where B and
M are the block size and the cache size. We com-
pare our layout with previous ones on several 3D
meshes.
Keywords: Visualization of large data sets ;
Cache-aware ; Cache-oblivious ; Mesh layouts ;
Heterogeneous platforms.
1 Introduction
As the size of data generated by massively paral-
lel simulations reaches terabyte scale, interactive
scientific visualization, even on clusters, becomes
challenging. One important bottleneck when visu-
alizing large data sets is the data transfer between




Figure 1: The cache-oblivious memory model
with today multi-core processors where cache and
bandwidth are shared among cores.
Cache-aware (CA) and cache-oblivious (CO) al-
gorithms take into consideration the memory hier-
archy to design cache efficient algorithms. CA al-
gorithms are based on the external-memory (EM)
model [1]. The memory hierarchy consists of two
levels, a main memory of size M called cache and
an infinite size secondary memory called disk. Data
is transferred between these two levels in blocks of
B consecutive elements. The I/O complexity of an
algorithm is Q the number of blocks transfers. The
CO memory model [6] is essentially the EM model
where cache and block sizes are unknown (Fig 1).
CO approaches have the advantage to adapt to
unknown and varying memory hierarchies. This
is well adapted to data visualization applications
that must face complex memory hierarchies: simu-
lation and rendering usually take place on different
machines with different memory hierarchies, and
platforms can be heterogeneous, mixing multi-core
CPUs and GPUs. In this field the most significant
and recent work is probably the CO mesh layout
proposed by Yoon et Al. [18]. Performance is not
theoretically guaranteed, but experiments show a
significant performance improvement compared to
other approaches.
As memory is accessed by blocks on modern com-
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Figure 2: Good layouts can significantly reduce the
number of block transfers. On the left hand side,
75% of the data must be loaded to access the query
slice (each line corresponds to a cache line), while
the layout used on the right hand side enables to
reduce this amount to only 33% of the data (each
block fits into a cache line).
puters, elements accessed sequentially during com-
putations should be stored nearby in memory to
increase cache performance (Fig. 2). In this arti-
cle we propose a CO data layout for meshes that is
cache efficient for access patterns showing a good
spatial locality. An assumption on the access pat-
tern is mandatory to build an efficient layout: no
layout can provide a performance gain for a random
access pattern.
Given a mesh, we model the access pattern as
a graph where each node represents a data (a ver-
tex, a triangle or a tetrahedron for instance) and
each edge connects data that are likely to be ac-
cessed sequentially. The goal is to compute a mesh
layout, i.e. a permutation of the mesh data, that
minimizes the number of cache misses in the CO
model when we access all the mesh respecting the
spatial locality defined by the graph.
In the general case where there is no restriction
on the graph, the problem is very likely to be NP-
complete. Even deciding if we can have a layout
with less than N/B cache misses is NP-complete
(it is the bandwidth reduction problem).
In this article, we propose an algorithm to com-
pute a CO mesh layout with a proven quality. We
prove that a coherent traversal of a O(N)-size mesh
in dimension d leads to less than O(N/B+N/M1/d)
cache misses in the CO model whatever B, the
block size, and M , the cache size, are. The cost
of running this algorithm on a mesh is also re-
duced (O(N log N)) and the amount of memory al-
located is about the memory size required to store
the mesh.
We tested the algorithm with several 3D meshes.
We visualize the mesh using VTK. Once the mesh
layout is computed, it is stored as a VTK unstruc-
tured mesh. No modification of the VTK visual-
ization pipe-line is required. We compare the per-
formance results with the one obtained using the
original layout and using the layout computed from
the CO algorithm, named OpenCCL, developed by
Yoon et Al. [18]. Both CO layouts significantly
outperform the original layout for unstructured
meshes. The two CO layouts show similar perfor-
mance when visualizing the data, except that our
algorithm computes the layout significantly faster
and with less memory.
Related works are discussed in section 2. The al-
gorithm is presented and analyzed in section 3, be-
fore to introduce experimental results in section 4.
2 Related Work
Cache efficient algorithms and layout for
structured meshes. There is a large body of
work on CA and CO algorithms for regular data
structures, see for example the surveys [15] and [2].
For a focus on scientific visualization and computer
graphics see [14]. The area where we can observe
the biggest improvement over standard (non cache
efficient) counterpart is dense linear algebra. The
basic technique used by BLAS libraries (e.g. for
dense matrix multiplication) is blocking [16]. A
CO alternative to blocking (where cache sizes are
needed) is space filling curves [3]. Layout for reg-
ular meshes uses similar techniques as dense linear
algebra: blocking and space filling curves [12].
Layout for unstructured meshes. The first
work in the area of unstructured meshes is [8] which
assumes a FIFO cache and known cache parame-
ters. [4] extends this work, still requiring a FIFO
cache but without knowing the cache parameters.
[10, 13] give fast greedy algorithms but requires the
cache parameters and policy. [18, 17] do not assume
any particular cache policy and developed both CA
and CO approaches. The 3D mesh layout algo-
rithms of [18, 17] significantly improve performance
of previous approaches. However, these algorithms
are based on heuristics that do not guarantee any
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bound on the time needed to generate the layout
nor on the quality obtained (number of cache misses
and processing time for rendering). They are both
based on a multi-level optimization scheme which
gives relatively slow algorithms.
3 Cache Oblivious Layout
Our goal is to compute a layout for meshes that
shows a good behavior in the CO memory model.
The access pattern on the mesh data is modeled
by a graph where each vertex represents a data
and each edge connects data that are likely to be
accessed sequentially. Our algorithm require the
graph to be an overlap graph, which is define in
the following. It included most of spatially coherent
access patterns on meshes. For instance an impor-
tant example of overlap graphs is the graph whose
vertices are mesh nodes and edges connect vertices
sharing a face in the mesh.
Starting from the graph of sequential accesses,
we compute the CO layout by recursively splitting
the graph in 2 parts. The layout is obtained by
storing sequentially the leaves resulting from the
recursive graph splitting. The intuitive idea is that
each recursive level corresponds to a block size. The
initial level correspond to a block size able to store
the full graph. The second level corresponds to a
block size able to store half the graph, etc. Thus,
at visualization time, there will always be a level
that will correspond to the actual block sizes of the
machine.
The separator algorithm we use was developed
by [11]. It splits the graph in 2 parts of about the
same size while attempting to minimize the number
of edges cut. We will later see that the number of
edges cut is closely related to the number of cache
misses induced by a mesh traversal. Notice that we
are not limited to 3D meshes. It can apply to any
d-dimensional mesh.
3.1 Overlap graphs
Overlap graphs is the class of graphs embedded in a
fixed dimension that have a small separator, which
is a relatively small subset of edges whose removal
divides the rest of the graph into two disconnected
pieces of approximately equal size. By taking ad-
vantage of the geometric structure, partitioning can
be performed efficiently. Computational meshes are
often composed of elements that are well-shaped in
some sense, such as having bounded aspect ratio or
having angles that are not too small or too large.
Overlap graphs model this kind of geometric con-
straint.
An overlap graph starts with a neighborhood sys-
tem, which is a set of closed balls in Rd that re-
strains how they can intersect.
Definition 1 (Neighborhood system [11])
A neighborhood system in d dimensions is a set
B1, . . . , Bn of closed balls in R
d, such that no point
in Rd is strictly interior to more than one ball.
A neighborhood system and the parameter α de-
fine an overlap graph where there is one vertex per
ball. An edge joins two vertices if expanding the
smaller of their two balls by a factor of α would
make them intersect.
Definition 2 (Overlap graph [11]) Let α ≥ 1
and let B1, . . . , Bn be a neighborhood system. The
α-overlap graph for the neighborhood system is the
graph with vertex set {1, . . . , n} and edge set
{(i, j) | Bi ∩ (α.Bj) 6= ∅ and Bj ∩ (α.Bi) 6= ∅}.
Overlap graphs are good models of computa-
tional meshes because every mesh of bounded
aspect- ratio elements in two or three dimensions is
contained in some overlap graph (for a good choice
of the parameter α) [11].
The separator algorithm we detail in next section
is based on the following theorem:
Theorem 3 (Geometric separator [11]) Let
G be an n-vertex α-overlap graph in d dimensions.
Then the vertices of G can be partitioned into two
sets A and B such that |A|, |B| ≤ d+1d+2n and the





Such a separator can be computed with high
probability by a randomized linear time algorithm.
Such a separator is optimal for this class of
graphs. Indeed we cannot find a smaller separa-
tor for a regular d dimensional grid.
3.2 Geometric separator algorithm
The geometric separator algorithm (Algo. 1) from
[11] starts by randomly sampling a constant num-
ber of points from the input mesh and project them
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onto the surface of the unit sphere in Rd+1. Then
it finds a centerpoint of this random sample in lin-
ear time relative to the sample size. A point is
a centerpoint if every hyperplane passing through
it divides the sample set approximately evenly, at
most in the ratio d + 1 : 1. With good probabil-
ity, this centerpoint is a centerpoint of the original
set of points [5]. Finally we randomly choose a hy-
perplane through the centerpoint and expect that
it will not cut too many edges and will be a good
separator.
Algorithm 1: Geometric separator algorithm
Input: Mesh M = (Nodes N, Edges E)
Output: A separator φ
repeat nc times1
Ns ← sample of (d + 3)
4 points of N2
P ← project Ns to the unit sphere in R
d+1
3
c← centerpoint of P4
(u, r)← rotation and scaling factor to5
move c at the origin
repeat nh times6
n← random normal vector7
φ← separator defined by (u, r,n)8
compute the number of edges cut by φ9
end10
end11
return the best φ12
The execution time is dominated by the qual-
ity evaluation of the separator (Algo. 1 line 8).
Both the time complexity and the I/O complexity
of this quality evaluation are linear in the number
of edges. This is the non coherent accesses of the
nodes through the edges that induce the high I/O
complexity. The remaining steps of the algorithm
only lead to a time complexity linear in nc and
s the sample size and very small I/O complexity
(Q(s) = O(ncs/B)).
The quality evaluation could be improved using a
random sample on the edges or a special data struc-
ture to store the edges taking into account some
geometrical characteristics of the data.
3.3 Layout algorithm
The layout algorithm (Algo. 2) is the recursive ap-
plication of the separator algorithm. It leads to a
complete partition tree.
Algorithm 2: Layout algorithm
Input: Graph G
Output: Permutation of the nodes π
T ← complete partition tree of the graph G1
π ← left to right order of the leaves of T2
return π3
Definition 4 (Partition tree) The m-partition
tree T of a graph G is a binary tree with G at the
root and the children of a node H are the subgraphs
H0 and H1 obtained by separating H using the sep-
arator algorithm. We apply this recursive scheme
until each leaf contains less than m nodes. A com-
plete partition tree is a partition tree with 1-node
leaves.
Its complexity directly derives from the recursive
calls of the separator algorithm.
Theorem 5 (Layout computation) The num-
ber of computational steps of the layout algorithm
is W (n) = O (n log n).
Proof. The separator algorithm 1 has linear com-
plexity. Splitting a subgraph decreases the size of
its children by at least a factor d+1d+2 . Thus the com-
plete partition tree has depth O(log n) and the over-
all complexity is O (n log n).
Different data structures can be used to store the
data when computing the layout. The only require-
ment to obtain the claimed complexity is to have a
node sampler of linear complexity and an iterator
on edges of linear complexity too. The approach we
adopt in this paper uses two arrays: one for the ver-
tex coordinates and one for unordered edges (pair
of vertex indices). We partition the nodes and the
edges according to the computed separator. Nodes
at the left of the separator are moved at the left of
the array and nodes at the right of the separator
are moved to the right of the array. For edges we
use a 3-way quicksort approach. Inner edges of H0
are stored at the left, inner edges of H1 at the right
and cut edges between H0 and H1 in the middle.
3.4 Layout quality
Before analyzing the number of block transfers re-
lated to our layout, we define the cut, inner and
outer edges of a partition tree (Fig. 3).
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Figure 3: Cut edges of T and outer edges of H2.
Definition 6 (Cut edge) In a partition tree T , a
cut edge of a non-leaf subgraph H is an edge with
one endpoint in each of the children of H.
Definition 7 (Inner and outer edges) In a
partition tree T , an inner (resp. outer) edge of G
is an edge whose endpoints are in the same leaf
subgraph (resp. different leaf subgraphs).
We then compute an upper bound for the number
of outer edges. These edges are related to the cache
misses induced by a graph traversal.
Lemma 8 (Number of outer edges) Let T a
m-partition tree of an n-node graph. Then the total






Proof. The number of outer edges in T is equal to
the sum of all cut edges for all non-leaf subgraphs
of T . Let K(r) be the maximum number of cut
edges in a subtree T ′ of T rooted at a subgraph of
size r. If r ≤ m then T ′ is just a leaf and K(r) = 0.
If r ≥ m we count the cut edges of the left and right
children and the cut edges of the root of T ′:
K(r) ≤ max
1/2≤λ≤δ
[K(λr) + K((1− λ)r)] + cr1−1/d










Moreover the number of outer edges is less than
K(n). Thus we obtain the claimed bound.
We now can compute the number of block trans-
fers.
Theorem 9 (Layout quality) The cache-
oblivious layout of section 3.3 guarantees
that a traversal of the graph induces less than
O(n/B + n/M1/d) block transfers.
Proof. Let T the complete partition tree of
G computed in algorithm 2. Let T ′ ⊂ T the
M -partition tree of G and H1, . . . ,Hk its leaves.
H1, . . . ,Hk is a partition of G that is stored sequen-
tially in memory. A traversal of G is a traversal of
each of the Hi. As the size |Hi| of one Hi is less
than M , we can store it completely in cache for a
cost of O(|Hi|/B) and a traversal of the inner edges
of Hi does not cause any additional block transfer.
Only outer edges cause additional block transfers
of 1 per edge. From lemma 8, the number of outer
edges of T ′ is O(n/M1/d). Thus the total number

























which complete the proof.
At this point we cannot directly compare this
algorithm with OpenCCL. OpenCCL is based on
a meta-heuristic and no upper bound on the
quality of the resulting layout is given nor a β-
approximation.
4 Experiments
In this section we detail experiments run with 3
different 3D meshes: a structured mesh, an AMR
mesh and an unstructured one (Table 1). For each
of these meshes we compare the performance re-
sults of the original layout (as provided), the layout
computed by the OpenCCL algorithm of Yoon et
Al. [18], and our layout.
Experiments ran on 8 processor PC equiped
with opteron 875 dual-core processors running at
2,2Ghz. Only one core was used. Each core as its
own L1 and L2 caches: a 2-way associative L1 cache
of 64K and a 16-way associative L2 cache of 1024K,
both caches using lines of 64 bytes.
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Mesh Points Cells Mesh type
Plasma 274k 1,310k tetra structured
Reactor 84k 78k hexa AMR
Skull 37k 156k tetra unstructured
Table 1: Characteristics of the 3 meshes tested.
Our layout OpenCCL
Mesh time mem time mem
Plasma 107.4 124 282.4 6843
Reactor 8.8 15 27.6 458
Skull 10.6 16 26.9 814
Table 2: Time (in seconds) and maximal memory
(in MB) for the layout computation.
We first focus on the computation of the layout
and compare our algorithm with OpenCCL. Our al-
gorithm was developed in C++ following the Mat-
lab implementation of [7]. Its parameters were set
to nc = 2 and nh = 50 to compute 5-partition
trees (graph of less than 5 nodes are not further
split). The OpenCCL algorithm was used as pro-
vided at [9]. For the 3 meshes tested our algorithm
significantly outperform OpenCCL regarding the
computation time and the memory used (Table 2).
Once the layouts computed, we compare the re-
sulting performance when the meshes are read for
a visualization. We use VTK 5.0.4 and measure
the execution time when moving a cut plan in di-
agonal on the mesh from bottom left to top right.
Each experiment is repeated 30 times. In all cases
OpenCCL and our algorithm show very similar per-
formance (Table 3). For the structured and AMR
meshes, the CO layouts do not provide a perfor-
mance improvement over the original layout. Two
reasons explain this result:
• Being structured meshes, the original layouts
already have a cache efficient data structure;
• Both meshes are small, making it difficult to
measure any cache improvement that the CO
layouts could provide.
In opposite, the CO layouts both significantly out-
perform the original layout for the Skull unstruc-
tured mesh. These results are confirmed when
counting the number of L1 cache misses using the
Cachegrind utility (Table 4).
Time (s) Original OpenCCL Our layout
Plasma 32.38 (0.25) 32.49 (0.22) 32.38 (0.22)
Reactor 3.34 (0.05) 3.32 (0.1) 3.36 (0.09)
Skull 5.11 (0.04) 4.95 (0.02) 4.96 (0.02)
Table 3: Average execution time and standard de-
viation (in parenthesis) when visualizing the differ-
ent meshes: a cut plane is moved through the whole
mesh.
Mesh Original OpenCCL Our Layout
Plasma 146.6 150.7 151.2
Reactor 21.5 21.8 22.0
Skull 26.5 21.7 21.8
Table 4: Number of L1 cache misses (in millions)
when visualizing the different meshes.
We also compute the density of edges accord-
ing to their length for each Skull layout (Fig. 5).
The edge length is computed from the layout. The
length of an edge is the number of nodes separating
the storage location of each extremity. Large edges
tend to produce more cache misses that small ones
as the cache lines storing both extremities are more
likely to store data required before being evicted.
The edge length distribution for the original layout
shows various peaks while CO layouts tend to have
a smoother distribution with high density of small
edges. This edge length distribution is coherent
with the experienced execution times and number
of cache misses.
We further investigate the effect of the cache size
on the Skull mesh using Cachegrind (Fig. 4). The
smaller the cache size is, the more efficient CO lay-
outs are compared to the original layout. It con-
firms what we observed about edge lengths: favor-
ing small edge lengths leads to more robust layouts.
5 Conclusion
Memory transfers are one of the main bottleneck for
the visualization of large meshes. This bottleneck
tends to worsen with new multi-core architectures
showing complex memory hierarchies. In this con-
text, it is important to control the mesh memory
layout in an attempt to reduce the number of use-
less data transfers. In this paper we presented an
algorithm to compute cache oblivious mesh layouts.
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Figure 5: Density of edges depending on their size for the different Skull mesh layouts.
Figure 4: Number of cache misses for the Skull
mesh with L1 cache size varying from 8KB to
128KB. Cachegrind was used to simulate the vari-
ous cache sizes.
Cache oblivious layouts have the advantage not to
depend on a given block and cache size. The layout
does not have to be recomputed when changing of
machine or if the cache size available dynamically
changes during execution for instance.
Experiments shows that our layout performance
match the layouts computed from Yoon et Al. [18]
OpenCCL algorithm. But in opposite to this algo-
rithm, our algorithm performance is theoretically
guaranteed on the number of block transfers. It
also significantly outperform OpenCCL regarding
execution time and memory allocation when com-
puting the layout, an important criteria as we focus
on large meshes.
Future work will focus on validating our algo-
rithm on very large meshes and a more important
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variety of access patterns. We are also investigat-
ing the benefits of this algorithm on GPUs and in
the context of parallel mesh visualization.
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