Abstract-The 60GHz spectrum gives us the opportunity to deliver gigabit rates to users in a WLAN (Wireless Local Area Network) setting. The constrained propagation of signals at this frequency band ensures limited coverage which in turn enables the construction of very efficient STDMA (Spatial Time Division Multiple Access) schedules. In this paper we study the achievable aggregate capacity in a room when using two types of smart antenna arrays -linear and circular. Using detailed Matlab simulations, we show that with just 400MHz of the spectrum, aggregate data rates of 9Gbps (4.5Gbps) can be achieved with linear (circular) arrays. We also study the energy efficiency of the communication and show that the energy/bit is as low as 0.2 × 10 −10 (0.2 × 10 −9 ) Joules/Bit by using variable transmit powers at different parts of the room. Finally, we study the problem of coverage due to blocking of the LoS (Line Of Sight) path. To mitigate this problem we study the use of static reflectors and show that coverage in the entire room can indeed be maintained.
I. INTRODUCTION
T HE 60GHZ ISM band gives us an unprecedented opportunity to deliver gigabit rates to users in wireless LAN environments. The severe attenuation experienced by the signal in free space, combined with the attenuation due to absorption and diffuse reflection off most surfaces, severely limits the propagation of the signal. While this property may be viewed as a problem in terms of coverage, it also gives us an exciting opportunity to maximize spatial reuse and thus achieve very high data rates. In this paper, we study the achievable data rates for simple STDMA algorithms in indoor environments. Assuming that the users as well as a ceiling mounted access point have smart antennas, we show that aggregate data rates of over 9Gbps can be achieved when using linear antenna arrays and 4.5Gbps when using circular antenna arrays while utilizing only 400MHz of bandwidth. The energy per bit is less than 0.2 × 10 −10 J/Bit for the linear antenna case and 0.2 × 10 −9 J/Bit for the circular antenna for a BER of 10 −6 . The approach we follow is to first pre-partition the room into regions or "soft cells" and then allocate spectrum to users based on their location vis-à-vis these regions. The reason to use static regions is two fold -first, it simplifies channel allocation in actual deployed systems and, second, given the ray-like propagation of 60GHz signals, we can develop simple STDMA algorithms within this framework. We first examine the nature of the regions formed when using two types of antenna arrays -linear and circular. Then, for each case, we study the performance of simple STDMA algorithms. Since we are interested in capacity, we make no assumptions on number of users. Rather, we assume that users are located randomly uniformly anywhere in the room and thus we compute the maximum achievable data rate in the room when all locations have users. An interesting result we get is that the linear antenna array generally has higher capacity as compared with the circular antenna array consisting of the same number of elements.
The remainder of this paper is organized as follows. The next section presents a brief overview of related research on the millimeter band. Section III presents the system model we use in the study. Following that, in section IV, we use the unique propagation properties of this frequency band to create "soft cells" that form the basis for spectrum allocation. Section V discusses how transmit power is determined and interference mitigation. Section VI describes the problem of creating STDMA schedules. We describe the algorithms used for linear arrays in section VI-A and for circular arrays in section VI-B. The problem with the 60GHz band is the ease with which links can break -either due to user mobility or other static obstructions. We explore the use of reflectors to mitigate this problem in section VII. Finally, we conclude in section VIII.
II. RELATED WORK
60GHz is well-absorbed by oxygen in the atmosphere and by several materials [14] , [6] , [8] , [5] , [13] leading to the absence of a rich multipath environment. Thus, LoS paths are the predominant signal path and due to the severe attenuation of reflected signals, this part of the spectrum is well-suited to highly efficient spatial frequency reuse. Article [3] reports on propagation measurements at 60GHz and 2.5GHz. They note that large-scale propagation for 60GHz can be modeled as free space (a measured path loss exponent of 2.1 in buildings) as was also noted by [2] . Other results of these and other measurement studies [18] note the small RMS delay spread for 60GHz indicating little multipath. Article [19] presents a detailed measurement study of 60GHz propagation in indoor environments with particular attention to multipath. One interesting result is that the strongest reflected components off common polished surfaces in offices are at least 10dB below the LoS component. Second-order and higher-order reflections are highly attenuated and negligible. Penetration loss through walls in the building are very high with many examples of over 35dB.
In [17] a MAC design for a multihop 60GHz WPAN is presented. Every node uses highly directional antennas and high transmit power to maintain a network-wide rate of 2Gbps. However, the paper does not consider the attenuation due to different materials that may obstruct the signal path 0733-8716/09/$25.00 c 2009 IEEE (including the human body). We finally note that STDMA with smart antennas for indoor environments has been well studied. However, unlike previous models [16] , [1] , [12] , [11] , [10] that rely on multipath and RAKE receivers, in our case we only use the LoS path and null the NLoS paths. Therefore, the channel allocation problem is very different as we show in the remainder of this paper.
The capacity problem for 60 GHz has received attention in the past couple of years. For instance, in [4] the authors study the problem for the case when using an antenna array. They study the capacity achieved when using SIMO, MISO, and MIMO configurations. They observe a capacity of 4.3 b/s/Hz in 90% of the cases. In [15] the author studies the impact of antenna directionality on capacity under two channel models. The key results are that using a smart antenna is necessary (rather than a fixed directional antenna) and it is necessary to have optimal pointing. An aggregate capacity of over 30 Gbps is achieved for receive antenna gain of 25 dBi. Our work differs from these papers in the following ways. First, we present algorithms for determining transmission schedules and algorithms for creating spatial channels. Next, we exploit excess antenna elements present at the AP to form multiple nulls in some set of directions to reduce interference to negligible levels. Finally, we study the problem of link breakage and how to repair these links via reflectors. In other words, while the previous works provide good bounds, our paper approaches the problem for the point of view of architecting the system and then evaluating the achievable capacity.
III. SYSTEM MODEL We assume a 10mx10mx3m room for the purposes of our simulations. As will be evident, given the spatial reuse of the channel, the results can be simply extrapolated to larger room sizes as well. The AP (Access Point) is assumed to be in the center of the room in the ceiling. We study the performance of two array topologies -linear and circular. In the case of the linear antenna array, the array axis is parallel to the x-axis. For the purposes of our study, we use detailed propagation models developed in Matlab and based on ray tracing. We use the attenuation data from [19] , [18] , [3] to model the attenuation suffered by reflection and penetration.
The AP and users are both assumed to be equipped with smart antennas consisting of M elements. In the case of the AP, we assume that there are k beamforming modules present. Thus, the AP can simultaneously support k communication links (of course, each module has its own RF chain). The array factor (AF) used for the linear array is [9] , (1) where k = 2π/λ and d is the antenna element spacing. θ 0 is the angle at which we are forming the main beam and θ is the angle at which we are computing the array factor. The AF for the circular array when beamforming in a direction (φ 0 , θ 0 ) is [9] , where we again measure the angles as shown in Figure 2 . Gain for both cases is computed as,
where E is the efficiency (that we assume is 1 in this paper). θ and φ are measured as shown in Figure 2 and U is the radiation intensity derived from the AF [9] . The STDMA algorithms we develop rely on effective nulling of reflected signals. Let us assume that we are beamforming at angle θ 0 and nulling angles θ 1 , · · · , θ p . We can write the following set of linear equations for the linear antenna array:
Here, each equation describes the desired output of the antenna for the different directions. By solving these equations for w i , we can beamform towards θ 0 and null the remaining p angles. In matrix form, we can write the above set of equations as
T where H denotes the Hermitian and A is the matrix of array factors. If p = M − 1, the above system can be solved in matrix form as:
Otherwise, if p < M − 1 we use an approximation [7] where we make the matrix A square by adding noise terms. The weights are then found as:
where σ 2 is the noise variance.
IV. CREATING CELLS OR REGIONS
The key idea that we use in this work is that of prepartitioning the room into non-overlapping regions and then using these regions as the basis for channel allocation. Let us first consider the linear antenna array case. Figure 1 shows the gain from the AP to the user (beamforming at the AP) who is located at (1.5m, 1.5m, 0.5m). As is evident, the rotational symmetry (about the array axis) causes the region of highest gain to be spread in a narrow strip across the floor of the room (when viewed on the x-y plane). Indeed, if we sweep the beam across all the angles, we will see this strip move in the direction of the y-axis. This behavior gives us a natural way to think about constructing multiple spatial channels simultaneously. For our sample room, we partition the room into 21 regions as illustrated in Figure 4 . The gain drops by 3dB from the center of a region to its edge as shown in Figure 5 . Of course, if the room is larger, there will be more regions and, similarly, we can change the definition of the region's boundary.
Given a partitioning of the room as illustrated it is easy to see how one would design STDMA algorithms. For instance, given two modules, we can form one beam at some region i and the other at region j such that the interference between these two beams is low enough to maximize throughput. To cover the entire room, we now form a STDMA schedule where, in each slot of the schedule, two regions get coverage simultaneously. Extending this idea to the case when the AP has k modules is trivial. Figure 3 shows the gain from the AP to the user located at (1.5m,1.5m,0.5m) when using a circular antenna array. Following the same process as for the linear antenna case, we can define regions in order to cover the entire room. Again, gain at the region boundary is 3dB below the gain at the center of the region. Figure 6 shows the 49 regions formed with the circular array. As in the linear array case, we can now construct STDMA schedules using this structure.
V. TRANSMIT POWER SELECTION AND INTERFERENCE MITIGATION
Before we study the use of the region idea for creating STDMA schedules, we need to consider the simultaneous challenge of conserving energy and countering LoS interference and first-order reflections. The distance between the AP and various parts of the room varies from 3m (directly below the AP) to 7.8m at the very corner of the room. Thus, the path loss at the corner of the room is 8 dB below that in the center of the room. In other words, we can safely use less transmit power when transmitting to the center of the room than to the edges.
In order to determine the needed transmit power at different parts of the room, we perform a simple link budget calculation. Following [8] , we use a 400MHz channel and consider uncoded 64-QAM as the target. Using standard techniques, we calculate a SNR min requirement of 23.4dB in order to achieve Gbps data rate with a BER of 10 −6 . Let us assume a receiver noise figure of 10dB. Then we get a sensitivity of, S = −174dBm/Hz + 10 log 10 (400MHz) +10dB + 23.4dB = −54.57dBm Let G 1 (i) and G 2 (i) be the AP and user antenna gains respectively when pointed to (or from) region i. Then, the minimum required transmit power for region i is,
is the transmit power required in region i when the user is distance d away (since regions are long strips, d varies).
Assuming that the antennas have 20 elements each, Figure  7 plots P tx + 3dB for the linear antenna array. As is clear, significant power savings are possible if we match the transmit power to the user location. Figure 8 plots the transmit power for the circular antenna case as well. Again, we see a big difference in the required transmit power at different locations. These are the power values used in all experiments.
In practice, there will be interference from other simultaneous transmissions which will lower the SINR achieved. The interference comes about from LoS transmissions to other regions as well as from first-order reflections off the floor and walls. In order to counter the LoS interference, we use two techniques -the transmit power we use is 3dB above the P tx value and we use 1/2 or 3/4 convolution coding (constraint length 8) that will give us a gain of between 3-7dB. For the first-order reflections, it turns out that the total interference from all reflections is very small and can be ignored, as discussed next. To measure the power level of first-order reflections, we use ray tracing where for each point in the room, we sum up the interference power from all first-order reflections. Some reflections arrive within the symbol time (2.5ns for 400 MHz bandwidth) while others arrive late. Figure 9 illustrates the set of first-order reflection paths. The access point is in the center of the room on the ceiling. Assuming that seven of the 21 regions for the linear array case are simultaneously scheduled to transmit and receive in the same channel, we plot the interference from first-order reflections in Figure 10 (we assume the reflections suffer a 30dB attenuation). The projection on the floor shows the seven regions selected while the points show the total interference and total signal energy arriving within one symbol time. First, note that the total energy is well below -110 dBm in all cases which means that interference from first-order reflections is negligible. Second, note that points in the center of the room display more interference -this makes sense since signal paths are longer and therefore arrive after 2.5ns.
VI. CONSTRUCTING STDMA SCHEDULES
We now return to the problem of using the region concept to develop algorithms for finding STDMA schedules. It is convenient to think of the approach as a 2-step process. First, we create a schedule to cover the entire room regardless of user presence. This will give us the achievable capacity of the WLAN. Second, in practical circumstances, when users are only present in some subset of regions, we can modify the schedule (shorten it) to only provide coverage where needed.
To measure achievable capacity of a given STDMA schedule, we compute the SINR at each point in each region and obtain the data rate for each point. Then, assuming that users may be placed randomly uniformly in the region, we calculate the average data rate achieved in that region. The capacity is then the total data rate achieved in the schedule divided by the number of slots in the schedule. Let the STDMA schedule have s slots and in each slot one or more regions are active simultaneously. Let r i be the average data rate achieved in region i (on average) in its scheduled slot. The achievable capacity is then,
where R = 21 for the linear array and 49 for the circular array. In order to compute the average energy per bit, we do the following computation:
The expression on the left is simply the energy per bit in region i normalized by the data rate in that region. P tx (i) is the transmit power used in region i (as in Figure 7 ). 
A. STDMA for the Linear Array
The problem of creating a STDMA schedule can be stated simply as follows: given k beamforming modules at the AP, create a STDMA schedule that maximizes achievable capacity. In this paper, we explore the relationship between achievable capacity and k. Thus, we vary k from 1 to 21 for the linear array and between 1 and 49 for the circular array.
For k modules, we can simultaneously form k beams. To ensure that interference between beams is minimized, we maximize the angular separation between the beams. For example, if k = 3, we have the following schedule: { (1, 8, 15) , (2, 9, 16) , (3, 10, 17) , (4, 11, 18) , (5, 12, 19) , (6, 13, 20) , (7, 14, 21 )}. Thus we use 7 slots and in each we simultaneously have 3 links. The schedule for k = 8 is: { (1, 4, 7, 10, 13, 16, 19, 21) , (2, 5, 8, 11, 14, 17, 20) , (1,3,6,9,12,15,18,21)}. As we can see, when the number of regions is not perfectly divisible by k, the separation of regions in the same time slot is not uniform. Given r regions and k modules, the separation between regions in the same time slot is either r k or r k .
In our experiments, we also use the nulling capability of smart antennas. Thus, given k modules, we form k simultaneous beams -each module beamforms in one direction and nulls the remaining k − 1 directions. For instance, if k = 3 and regions (1, 8, 15) are active simultaneously, the module that beamforms towards region 1 also nulls the center point of regions 8 and 15, and so on. An interesting observation we can make is that since our antennas have M = 20 elements, we can potentially form 19 nulls per module. Thus, if k < M and we form k − 1 nulls as described, we still have the capability to form an additional M − k nulls per module. The question is where to form the additional nulls, and whether this is a useful thing to do.
We research this question in some detail. Consider Figure  11 where we beamform towards region 1 and null the center of region 11 and we only use k = 2 beamforming modules. If we look at the gain at areas close to the null, we see a steep increase in gain -the center of region 11 is at -48dBi while the edges are at -30dBi. This means that even if we null the center of any region from Figure 4 , it is likely that there will be significant gain as we go to the boundaries of that region, which will result in more interference. This observation means that given the opportunity to form additional nulls, we should form more than one null per region at different angular locations such that interference in that region is reduced overall. In Figure 12 we plot the case when we form M − 1 nulls in region 11 (each null is incrementally located a small fraction of a radian off center) while beamforming to region 1 and vice versa. We see that the interference from beamforming at region 1 towards region 11 is now well below -100dBi across the entire span of region 11 (and vice versa). This clearly indicates that forming multiple nulls within a region is a beneficial thing to do. We compared the cases when modules only form k−1 nulls and when modules form M − 1 nulls. The algorithm we used to allocate the additional M − k nulls is as follows. For each of the k − 1 nulling directions, we allocate
additional nulls. These nulls are then formed at angles ± , ±2 , · · · about the center of the region until we form all the allocated nulls. The performance of the algorithm for different values of are somewhat different and in our plots we report on only two extreme values, = 0.0005, 0.03 radians. Another method we consider is called uniform where we first find the beamwidth of a region (i.e., the 3dB boundary) and then distribute the M−1 k−1 nulls equally spaced (in an angular sense) in the region. Note that in all experiments the user also beamforms towards the AP using an identical antenna array. However, the user does not form nulls since interference from uplink transmissions from other users is negligible. Figure 13 plots the capacity achieved as a function of the number of modules at the AP. The maximum capacity of over 9Gbps is achieved when using 11 modules and when we form M − 1 nulls per module. Interestingly, if we only form k − 1 nulls, the the capacity is less than half! The reason that forming more nulls is better is simply that we reduce interference levels in the region as a whole from other beams. Since the average is computed by assuming a uniform random user placement over the entire region, more nulls provide a greater overall benefit. Increasing the number of modules beyond 13 appears to be detrimental for the case when forming M − 1 nulls. In Figure 14 we plot the signal levels at each region when using k = 14 modules and beamforming at region 1. There is one plot for the case when forming M − 1 nulls using the uniform algorithm (i.e., there are 14 regions active simultaneously so when beamforming to region 1, we form one null in each of the 13 other regions and an additional null in regions 2, 3, 4, 5, 6, 7) and for the case when forming k − 1 nulls. As is clear, the desired signal in region 1 is much higher when we only form k − 1 nulls. The reason is that as we form more and more nulls, the main beam flattens out and spreads more. Therefore, there is an optimal number of nulls one can 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 form that trades off the benefits of reducing interference with the cost of reducing the desired signal strength.
Finally, there is an interesting drop in throughput when using 9 modules. Consider the 8, 9, and 10 module cases. In each case, the schedule used is 3 time slots long (ceiling of the number of regions/number of modules). The total number of regions that get the channel during the three slots is 24, 27, and 30 respectively. Therefore we expect the throughput for 10 to be greater than that for 9, and for 9 to be greater than that for 8. However, the throughput for 9 modules is less than for 8 modules. The reason is that the separation of simultaneously active regions when using 8 modules is 3 whereas it is 2.14 for 9 modules and 1.97 for 10 modules. The interference is greater when the separation is 2 rather than when it is 3 which is why we get higher throughput with 8 modules than with 9. The difference in separation between 9 and 10 modules is small but we have more transmissions with 10 modules which has the net effect of increasing throughput Figure 15 plots the energy/bit as a function of the number of modules used. Consider first the case when only one module is being used. This essentially means that the data rate achieved is 1Gbps but only one region is active at a time. Therefore, the energy/bit is also small. The energy per bit remains small as we increase the number of modules since the data rate also grows -i.e., we are utilizing the available bandwidth efficiently. However, after 12 modules, the energy/bit increases sharply for the M − 1 uniform case because the data rate falls (increased interference) but we use more power since more regions are active simultaneously. Putting Figures 13  and 15 together, it is clear that the sweet spot that maximizes aggregate capacity and minimizes energy is when using 11 modules. 
B. STDMA for the Circular Array
Creating a STDMA schedule for the circular array case is more challenging due to the more irregular structure of the regions. However, experimentally we observed that a simple algorithm modelled after the algorithm for the linear array, performs very close to optimal. The algorithm we use is as follows. Given k modules, we compute d = 49 k . The schedule then is:
If the number of regions is not perfectly divisible by k then we will need an additional time slot to accommodate the remaining regions.
The problem of forming nulls is similar to the discussion we had previously. Thus, we consider the case when we form only k − 1 nulls given k modules and when we form M − 1 nulls. However, the algorithms for forming
nulls per region are different. The first algorithm, called -walk is illustrated in Figure 16 . The idea is that we walk along a grid of side around the center of a region and use the vertices as locations for the additional nulls. The second algorithm is illustrated in Figure 17 . Here, we take the region to be nulled and uniformly distribute
nulls within it. The difference between the -walk and the uniform case is that in the -walk algorithm, the nulls will tend to be clustered about the center of the region while the nulls are uniformly distributed about a region in the other case. Figure 18 plots the achievable capacity as a function of number of modules for the circular array. A maximum of 4.5Gbps is achieved when using either 5 or 10 modules and forming M − 1 nulls. The explanation for the max at 5 modules is as follows. The schedule created is { (1, 10, 19, 28, 37) , (2, 11, 20, 29, 38) , · · · } and so on. As we can see, the regions are well separated from one another and therefore interference is low. Compare this with the schedule using 6 modules: { (1,9,17,25,33,41) , · · · }. If we look at Figure 6 , we note that the regions active simultaneously with 6 modules are all right next to one another -this causes more interference among them. Furthermore, nulling in this case causes the main beam in each region to shift substantially. In the case of 5 modules, the regions are well separated and we maximize SINR in each region. The second maximum is achieved at 10 modules. In this case, the schedule is: { (1, 5, 9, 13, 17, 21, 25, 29, 33, 37) , · · · }. Interestingly, the regions 1, 9, 17, 25, 33 are next to each other and thus, following the same argument as in the 6 module case, we would expect poor throughput. However, there are two additional factors that come into play. First, the other five regions are well-separated and they will show good throughput. And second, with 10 modules the schedule length s is half which gives us a greater overall capacity. Of course, as the number of modules increases further, the number of active regions that are neighbors also increases and the benefits of a shorter schedule are lost. Figure 19 plots the energy/bit when using the circular array. Following the explanation given for Figure 15 , we see that initially as the number of modules increase, the energy/bit remains unchanged -we are essentially exploiting available capacity efficiently. However, after the number of modules exceeds 15, the energy/bit starts rising sharply. This is because of decreased capacity due to increased interference. Interestingly, the M − 1 uniform algorithm shows the fastest rise in energy. The reason for this is that with the nulls spaced out uniformly over regions, the main beam shifts and flattens more -causing increased interference. In contrast, the -walk algorithm concentrates the nulls about the region's center and thus results in less shifting. The best performance can be seen to occur at 10 modules when we get the highest rate and lowest energy/bit. Finally, observe that there is an order of magnitude difference in the energy/bit between the linear array and the circular array. The explanation for this is two fold. First, the aggregate capacity achieved for the linear case is double that for the circular case. And second, the schedule lengths for the circular case are much longer since there are 49 regions as opposed to 21 regions that need to be covered.
VII. USE OF REFLECTORS
The 60GHz spectrum is susceptible to oxygen absorption and higher attenuation when encountering different materials in its path. The implications of this poor signal propagation for WLAN design means that the connectivity of users may be poor. Thus, a user may well be blocked by a wall or partition from the AP resulting in poor signal quality resulting in very low data. Similarly, a user's link may be intermittently broken by the movement of other people in the room. Finally, as a user with an open connection moves about the room, the link may again be subject to obstructions. The challenge is how to mitigate these various types of connectivity problems.
The approach we study in this paper is to use strategically placed reflectors to provide alternate paths for the signal to reach such disadvantaged users. Materials such as wire mesh glass [19] have excellent reflective properties at 60GHz and only attenuate the signal by 3dB for most angles of incidence. Thus, by placing sections of this material strategically on the walls of the room, the AP can provide better coverage.
Let us examine the problem of integrating reflectors into the STDMA schedules developed for the linear and circular antenna arrays respectively. In the case of a linear array, say we were to place a reflector on one wall (assume the array axis is parallel to the x-axis and we place the reflector on the wall parallel to the x-z plane). This has the effect of reflecting some regions back into the room. Consider Figure 20 where we assume that two walls parallel to the x-z plane are covered by a reflector over the bottom 1.5m. As we can see, each region is reflected back into the room. In reality, we will only place small reflectors at specific locations to provide coverage in dead spots. So, for example, if we have a dead area in a part of region 4, we can cover it with a reflection of either region 4, 5, 6, 7, or 8 (depending on where the dead spot is located). Let us assume that the location of the dead spot is such that it is covered by the reflection of region 5. In that case, from the point of view of constructing a STDMA schedule, we need make no changes -this part of region 4 is simply assigned to region 5 and users in the dead spot share bandwidth with the users located in region 5.
While the scheduling issue is simple to deal with, we do have to be aware of interference that is caused by reflected signals. Thus, assume that the dead spot in region 4 is covered by the reflection of region 7 and further assume that region 4 and 7 are scheduled in the same STDMA slot. In this case, there will be some interference caused at parts of region 4 from the reflected signal of region 7. Thus users need to place a null in the direction of the reflector. Since users are equipped with 20-element antenna arrays, this is not a problem.
We evaluate the data rate achieved with a linear array for three different cases when entire regions are a dead spot. The three cases considered are that either region 1 or region 4 or region 13 are dead spots. We used 7 modules and formed M − 1 nulls from each module to maximize average throughput. For the regions covered by reflections, we use a 10dBm transmit power. Figure 21 plots the average data rate in each region. As expected, average throughput in all LoS regions remains high while the regions that are dead spots show lower average throughput. The reason the throughput is lower is that the signal path length is longer when going via the reflector and because of attenuation of 3dB at the reflector. The throughput of region 13 is much lower than that of regions 1 and 4 because the total interference in region 13 is higher -region 13 is in the center of the room and is thus susceptible to more interference from direct as well as reflected paths. However, in general, the data rates achieved are still in the Gbps range for all cases.
Next, let us consider the use of reflectors when the antenna array is circular. Unlike the linear case, the regions are smaller and better contained. Therefore, it is simpler to deploy reflectors and schedule transmissions. For example, if a dead spot occurs in region 15, then during the STDMA slot when region 15 is scheduled, rather than transmitting directly to region 15, the AP forms its beam at an appropriately placed reflector that covers region 15. Thus, the schedule will not change. The drawback is the added interference at neighboring regions since the reflected beam will spread out more as it travels a longer distance (AP to reflector to region 15). Figure  22 shows the data rate for the circular array case when the regions 11 and 15 are in dead spots. The data rate at these regions when using reflectors is 600 Mbps and 500 Mbps respectively.
VIII. CONCLUSIONS
This paper examined the empirical capacity of an indoor WLAN operating in the 60GHz ISM band. Exploiting the fact that the signal propagation at this band is severely limited, we study the performance of static STDMA schedules. For the case when we use linear antenna arrays, a maximum aggregate rate of 9Gbps is attained for the room whereas with circular arrays this value is half. We also exploit the fact that the distance related attenuation is severe which gives us the opportunity to use variable transmit powers to different parts of the room. This improves overall capacity by reducing interference while simultaneously reducing overall power consumption. Finally, we consider the challenge of link breakage due to user mobility and presence of obstructions. To mitigate this, we use static reflectors to provide alternative coverage paths and show that this simple technique does indeed cover dead spots.
