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Abstract 
This study compared the effects of two different warming treatments 
(open-top chambers and infrared heaters) on the environmental conditions in 
native prairie grassland.  Both treatments increased average air temperature, 
with infrared heaters providing a more consistent warming than open-top 
chambers, but also a more significant decrease in soil moisture.  Additionally, the 
effects of warming on plant biomass and ecosystem CO2 exchange were 
examined.  No significant effects of increased temperature were found, although 
2013 had higher precipitation than normal and produced more aboveground 
biomass than average years, with correspondingly low δ13C and δ18O values.  
Finally, a concurrent study examined the seasonal variation in soil microbial 
activity, as controlled by the direct and indirect effects of soil temperature and 
soil moisture.  Significant seasonal patterns were found in soil respiration, soil 
microbial biomass, extracellular enzyme activity and the species composition of 
the soil bacterial community. 
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CHAPTER 1.  INTRODUCTION 
The Intergovernmental Panel on Climate Change (IPCC) defines climate 
change as “a change in the state of the climate that can be identified by changes in 
the mean and/or variability of the properties, and that persists for an extended 
period, typically decades or longer” (IPCC 2013a).  It is known that there is 
currently more energy entering the Earth system than leaving (positive radiative 
forcing), and that the major contributor is the increase in concentration of 
atmospheric carbon dioxide since 1750 (IPCC 2013b).  It is extremely likely that 
the observed warming since the mid-20th century has been due to anthropogenic 
impacts on the environment (IPCC 2013b).  The questions that must be asked are 
no longer: is climate change occurring, and if so, what is causing it?  We know 
that the concentration of atmospheric CO2 is being changed by human activity, 
with consequences that include warmer air temperatures and altered 
precipitation and snow melt patterns (Barnett et al. 2005, Rosenzweig et al. 
2008).  Therefore, we must explore the consequences of increased atmospheric 
CO2, increased temperatures in terrestrial ecosystems, changes in the frequency 
of extreme weather events and changes in the timing and amount of water 
availability. 
 
The atmosphere and terrestrial ecosystems are both part of the global 
carbon cycle.  Carbon is constantly being exchanged between these parts, and 
atmospheric CO2 is the main component of the atmospheric phase of the cycle.  
The terrestrial constituents of the carbon cycle are more diverse, including living 
vegetation, all living organisms and dead organic matter in litter and soils.  
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Carbon movement between the terrestrial and atmospheric elements occurs 
largely as the movement of CO2: carbon uptake from the atmosphere as CO2 
being used in photosynthesis and carbon released from terrestrial ecosystems as 
CO2 through respiratory processes (Ciais et al. 2013). 
 
 Terrestrial ecosystems cover a very wide range of environments, from 
tropical rain forests to arctic tundra to hot, dry, deserts.  One particular type of 
terrestrial ecosystem is particularly important to human society: the grassland.  
Grassland ecosystems cover 6.1-7.4% of global land area and store 7.3-11.4% of 
soil organic carbon (Zeglin et al. 2007).  Grasslands are important in agriculture, 
for both grazing livestock and planting crops, play environmental roles as water 
catchments and biodiversity reserves, and also provide for cultural and 
recreational needs (Boval and Dixon 2012).  Grassland ecosystems show large 
interannual variation in productivity, primarily due to changes in water 
availability (Wever et al. 2002).  Therefore, in addition to providing important 
habitat for wildlife and domesticated livestock and ideal agricultural land, 
grasslands also play a major role in the global carbon cycle.  They provide an 
excellent opportunity to study the response of ecosystems to environmental 
change, such as the expected future changes in climate (Wever et al. 2002). 
 
Previous research has shown that higher atmospheric CO2 levels increase 
plant photosynthetic activity, thereby transferring additional carbon 
belowground to act as a natural carbon sink (Kowalchuk 2012).  The 
sequestration of carbon belowground then acts as a buffer to reduce CO2 
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emissions to the atmosphere (King 2011).  In contrast, the results of other studies 
have shown that the transfer of carbon to the soil may stimulate the 
decomposition of organic matter by soil microbes, releasing more carbon into the 
atmosphere and thus, acting as a net source of CO2 (Kowalchuk 2012).  It is 
critical to understand the source/sink status of carbon cycling under warming 
conditions, as it will directly influence atmospheric carbon dioxide and further 
changes in climate. 
 
My thesis has three primary objectives, which will address the effects of 
warming on specific aspects of a grassland ecosystem.  First, I will compare two 
experimental methods of warming (open-top chambers and infrared heaters) and 
their effectiveness at replicating the effects of global climate change, allowing for 
improvement in experimental methods in future studies.  Second, I will 
determine the effects of experimental warming on plant growth and physiology 
and ecosystem CO2 exchange.  Third, I will analyze the seasonal variation of the 
composition and activity of the soil microbial community, and the possible direct 
and indirect effects of soil temperature and water availability.  
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CHAPTER 2.  COMPARISON OF INFRARED HEATERS AND OPEN-
TOP CHAMBERS AS EXPERIMENTAL WARMING METHODS 
 
2.1  Introduction 
The concentration of atmospheric greenhouse gases is increasing, and one 
of the consequences will be increased global temperature (IPCC 2013b). 
However, to call it simply warming does not address the other possible changes 
that will occur alongside this increase in temperature.  These may include 
changes in precipitation, such as the timing and size of precipitation events, 
increased frequency of droughts and heatwaves, a rise in sea level and the 
melting of glaciers (Meehl and Tebaldi 2004, Barnett et al. 2005, Solomon et al. 
2009).  As an additional complication, the effects of warming on plants and 
microorganisms will vary by species.  The overall effect of increased temperature 
is an increase in the rates of biological processes up to a point at which further 
warming is detrimental, but the point at which that occurs will be species and 
ecosystem dependent (Burke et al. 1997).  With so many complicating factors, it 
is vital to be able to study the effects of warming under conditions that are as 
natural as possible.  In order to do so, researchers may experimentally warm a 
plot of land on which measurements can be made.  Unfortunately, when studying 
the effects of warming on Earth’s ecosystems in field experiments, it is not 
possible to simply raise the temperature and keep all other variables the same.  
Any warming treatment that may be used will affect more than just the 
temperature (Aronson and McNulty 2009).  It is important to understand how a 
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warming treatment works and what changes it imposes on the ecosystem of 
study. 
 
There are many warming methods being used today in ecosystem 
research, but I will focus on two: infrared heaters and open-top chambers.  
Infrared heaters and open-top chambers function in very different ways, and 
both have advantages and disadvantages.  Infrared heaters increase the 
temperature of the plant canopy directly, and do not directly increase the air 
temperature (Kimball 2011).  Open-top chambers increase the air temperature 
passively, being made from clear plastic panels (Godfree et al. 2011).  Open-top 
chambers are advantageous because they rely on passive, solar heating and may 
therefore be used in locations without access to electricity.  These enclosures also 
create an artificial microenvironment that may differ significantly from an open 
area in parameters other than air temperature, such as light intensity, relative 
humidity, evaporative water loss, wind speed, rainfall and even ozone 
concentration (Olszyk et al. 1980, Kimball 2011).  In contrast, the infrared heater 
system does not affect as many environmental parameters (being an open-air 
system), although it may result in the over-all drying of the plot if additional 
water is not added (Kimball 2011).  Infrared heaters also require significant 
energy input to run which may be quite expensive, depending on the location and 
the desired amount of warming (Aronson and McNulty 2009).  An advantage of 
infrared heaters is that they consistently increase the temperature in the plot by 
using the same type of warming that is expected to occur naturally (increased 
infrared radiation) (Aronson and McNulty 2009, Kimball 2011).  While infrared 
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heaters do not directly increase the temperature of the air, they do cause the 
expected increase in both canopy and soil temperatures, as seen in Figure 2.1 
(Kimball 2011). 
 
Both of these warming treatments do increase the average temperature of 
the system while they are in use.  However, it is important to understand how all 
of the treatments’ effects correspond to anticipated environmental changes due to 
global climate change.  Some effects may correspond to expected changes due to 
climate change, and some effects may be contrary to anticipated changes.  One 
important consideration is asymmetric warming during the day compared to the 
night.  In terrestrial environments, warming is more pronounced at night because 
changes to daily minimum temperature (night-time) are greater than changes to 
daily maximum temperatures (daytime) (Aronson and McNulty 2009, 2010).  
Therefore, it is important that the chosen warming treatment can generate 
greater temperature increases at night than during the day.  It is also important 
to consider the relative humidity of the air as well as soil moisture.  With 
increased air temperatures, absolute humidity is expected to increase, while 
relative humidity will remain relatively constant (Kimball 2005).  If an 
experimental warming treatment only heats the air and does not increase 
humidity, the vapor pressure deficit between the air and the leaves will not 
accurately represent future scenarios, and transpiration rates and soil water 
depletion will be inaccurate (Kimball 2005).   
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In this study, two experimental methods of warming (open-top chambers 
and infrared heaters) are being compared to assess their effectiveness at 
replicating the effects of global climate change, allowing for improvement in 
experimental methods for future studies. 
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Figure 2.1: Diagram of a simple energy flow model with solar, sky, and infrared-
heater radiation affecting a vegetation canopy. The numbers in the table are the 
theoretical resulting mid-day air, canopy, canopy air, and soil temperatures (°C) 
for “Reference”, anticipated “Global Warming”, “Infrared Heated Plot” and 
“Open-top Chamber”.  Modified from Kimball (2011) with data from Hollister 
and Webber (2000)  
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2.2  Methods and materials 
2.2.1  Field site description 
The experimental site is located approximately 2 km west of the city limits 
of Lethbridge, Alberta, Canada (Lat. N: 49.470919; Long. W: 112.94025).  Its 
elevation is 951 m above sea level.  It is part of the northwestern short/mixed 
grassland eco-region of the Great Plains.  The climate is semi-arid and 
continental, with mean daily temperatures (1981-2010) of -6.0°C in January and 
18.2°C in July, measured at the Lethbridge airport (Environment Canada 2015).  
The mean annual precipitation (1981-2010) is 380.2 mm, with 35% falling in May 
and June (Environment Canada 2015). 
 
 The site is very flat, with slopes equal to or less than 2% grade (Flanagan 
and Johnson 2005).  The soil, an orthic dark-brown chernozem, was underlain by 
a thick glacial till with very low permeability and no water table (Flanagan and 
Adkinson 2011).  The soil A horizon (0.09 m) was clay loam with 28.8% sand, 
40% silt and 31.2% clay.  The B horizon (0.16 m) had a clay texture  with 27.4% 
sand, 29.6% silt and 40% clay (Carlson 2000) .  The bulk density of the surface 
soil horizon (10 cm) was 1.24 g cm-3 (Flanagan et al. 2013).  Due to a lack of 
grazing at the site for at least the last 25 years, a substantial layer of dead plant 
material (litter) has developed on the ground surface (Flanagan et al. 2013).  The 
plant community was primarily composed of the grasses Agropyron 
dasystachyum [(Hook.) Scrib.] and Agropyron smithii (Rydb.)  Other major 
plant species include: Vicia americana (Nutt.), Artemesia frigida (Willd.), Carex 
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filifolia (Nutt.), Stipa comata (Trin. And Rupr.), Stipa viridula (Trin.) and 
Bouteloua gracilis [(H.B.K.) Lag.] (Carlson 2000, Flanagan and Johnson 2005). 
 
2.2.2  Warming treatments 
The experiment consisted of three treatments: control with ambient 
temperature, warming using infrared heaters, and warming using open-top 
chambers.  The infrared heaters and frames were assembled as described by 
Kimball et al. (2008).  They were set to produce a consistent canopy temperature 
increase of 1.5°C during the day and 2°C at night, modulated in relation to the 
canopy temperature of the control plot.  The open-top chambers were 
constructed as described by Flanagan et al. (2013), including the polyvinyl 
chloride pipes filled with water, acting as thermal mass to dampen daily air 
temperature changes within the chamber and to increase air temperature at 
night.  The chambers were expected to produce an average air temperature 
increase of 2 – 2.5°C, fluctuating with levels of incoming solar radiation and wind 
speed (Flanagan et al. 2013). 
 
There were three replicate plots for each treatment.  A set of 
environmental measurements was taken in the control and experimental plots.  
This included continuous measurements of air temperature 30 cm above ground 
(107 temperature probe in a radiation shield, Campbell Scientific, Edmonton, 
Canada), soil temperature at 5 and 10 cm depths (soil thermocouples, Campbell 
Scientific), and soil moisture down to a depth of 15 cm (C616 soil moisture 
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probes, Campbell Scientific).  The environmental sensors were read and logged 
by a data logger (CR23X, Campbell Scientific). 
 
Air temperature, soil temperature and soil water content were measured 
every 30 minutes.  Canopy temperature was measured every hour with an 
infrared radiometer sensor (SI-1H1, Apogee Instruments, Logan, UT, USA).  All 
temperature and soil moisture data was averaged over 24 hours for each day to 
determine an average daily value.  The daily averages were then used to calculate 
a 5-day moving average to remove some noise from the data. Results were 
assessed by repeated measures ANOVA using the 5-day moving average from 
every 5th day.  Treatments were compared in a pairwise manner and evaluated for 
statistically significant effects of treatment. 
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2.3  Results 
Daily average air temperature was approximately 1.2°C higher in the open-
top chamber plots than the control plots over the course of the study (Repeated 
measures ANOVA: F=355.6, df=1, p<0.001), while the difference between 
infrared heated plots and the control plots was only 0.7°C (Repeated measures 
ANOVA: F=362.3, df=1, P<0.001).  In addition to being significantly warmer 
than the control plots, the two treatments were significantly different from each 
other in terms of air temperature (Repeated measures ANOVA: F=90.9, df=1, 
p=0.001).  However, the infrared heaters were not actively warming the air 
temperature, but only the canopy temperature.  The effect of the infrared heaters 
on air temperature was indirect, as during the peak of the season, the canopy was 
tall enough to envelop the air temperature sensors.  The daily average canopy 
temperatures averaged approximately 1.6°C higher in the infrared heated plots 
than the control plots over the course of the study (Repeated measures ANOVA: 
F=70.2, df=1, p=0.001). 
 
The diurnal patterns of air/canopy temperature and warming also differ 
between the infrared heated plots and the open-top chambers (Figure 2.2).  The 
infrared heaters were programmed to provide 1.5°C of warming during the day 
and 2°C of warming at night.  Over the ten day period shown in Figure 2.2a, the 
average daytime warming was 1.7°C and the nighttime warming was 2.0°C.  The 
open-top chambers can only provide significant warming during the day when 
the sun is shining.  Over the ten day period shown in Figure 2.2b, the average 
daytime warming for the open-top chambers was 2.1°C and the nighttime 
 13 
 
warming was 0.5°C.  In addition, the diurnal temperature patterns also differed 
greatly due to environmental conditions, specifically in the amount of daytime 
warming.  Infrared heaters showed consistent daytime warming on both a sunny 
and an overcast day, while the open-top chambers showed approximately 4°C of 
warming on the sunny day and a decrease in temperature of almost 0.5°C on the 
overcast day (Figure 2.3). 
 
In addition to average daily warming and diurnal warming patterns, 
warming treatments were also assessed by the frequency at which temperatures 
occurred.  The temperature distribution for the infrared heaters showed a similar 
pattern in both canopy temperature (Figure 2.4b) and air temperature (Figure 
2.4a).  The average canopy temperature in the control plots was 13.2°C with a 
standard deviation of 9.2°C.  The infrared heated plots had a higher average 
canopy temperature of 14.8°C but the standard deviation was similar, at 9.0°C.   
The average air temperature in the control plots was 14.3°C with a standard 
deviation of 8.4°C.  The infrared heated plots had a slightly higher average air 
temperature of 15.0°C but the standard deviation was the same, at 8.4°C.  The 
increase in air temperature was less than that of canopy temperature, because the 
infrared heaters did not directly warm the air.  Any increase in air temperature 
was due to an increase in the canopy temperature, as the canopy surrounded the 
air temperature sensor, once the plants had grown sufficiently.  As such, there 
was no effect on air temperature early in the season, reducing the average for the 
season.  The open-top chambers had a direct impact on air temperature and the 
distribution was different than in the control or infrared heated plots (Figure 
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2.4a).  The average air temperature in the open-top chambers was 15.4°C with a 
standard deviation of 9.4°C.  Not only was the average air temperature higher in 
the open-top chambers, there was also a widening of the distribution, as 
indicated by the higher standard deviation. 
 
The daily average soil temperature at a 5 cm depth was approximately 
1.4°C higher in the infrared heated plots than the control plots over the course of 
the study (Repeated measures ANOVA: F=22.4, df=1, p=0.009).  The daily 
average soil temperature at a 5 cm depth in the open-top chambers ranged from 
approximately 0.5°C above to 0.5°C below the control plots, resulting in a 
negligible average difference of 0.03°C cooler in the open-top chamber plots than 
the control plots (Repeated measures ANOVA: F=0.04, df=1, p=0.861).  The 
infrared heated plots were therefore also warmer than the open-top chamber 
plots (Repeated measures ANOVA: F=38.0, df=1, p=0.861).  The daily average 
soil temperature at a 10 cm depth was als0 approximately 1.4°C higher in the 
infrared heated plots than the control plots over the course of the study 
(Repeated measures ANOVA: F=39.7, df=1, p=0.003).  The open-top chamber 
plots still showed a very small overall difference, being 0.1°C warmer than the 
control plots over the course of the study (Repeated measures ANOVA: F=0.5, 
df=1, p=0.517).   Similarly to soil temperature at 5 cm, the temperature at 10 cm 
in the infrared heated plots was also higher than the open-top chamber plots 
(Repeated measures ANOVA: F=51.3, df=1, p=0.002).   
 
 15 
 
Infrared heaters showed a shift upwards in the distribution of soil 
temperatures with higher average temperatures of 16.7°C at 5 cm depth and 
16.4°C at 10 cm depth, compared to the control values of 15.2°C and 15.0°C 
(Figure 2.5).  The distributions were similar in shape at 5 cm depth as the 
standard deviations were 5.2°C in the control plots and 5.3°C in the infrared 
heated plots.  At 10 cm depth, the overall variation in temperature was lower, 
although the variation in the infrared heated plots was higher with a standard 
deviation of 5.0°C compared to only 4.8°C in the control plots.  Open-top 
chambers showed a narrowing of the distribution at both temperatures, with 
fewer occurrences at the low and high ends and more occurrences at more 
moderate temperatures (Figure 2.5).  At 5 cm depth, the average temperature was 
15.2°C, the same as the control plots, but with a standard deviation of only 4.8°C.  
At 10 cm depth, the average temperature was 15.1°C, similar to the control, but 
with a slightly lower standard deviation of 4.7°C. 
 
 The daily soil water content averaged 0.06 m3 m-3 lower in the infrared 
heated plots than the control plots over the course of the study (Repeated 
measures ANOVA: F=20.4, df=1, p=0.011).  The open-top chambers averaged 
only 0.02 m3 m-3 lower than the control plots (Repeated measures ANOVA: 
F=3.2, df=1, p=0.148).  The infrared heated plots were significantly drier than the 
open-top chamber plots (Repeated measures ANOVA: F=8.5, df=1, p=0.044).  
Infrared heaters showed a strong shift downwards in the distribution of soil 
moisture with an average of 0.24 m3 m-3, compared to 0.30 m3 m-3 in the control 
plots (Figure 2.6).  However, the variation in soil moisture was similar in the 
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control and infrared heated plots, with standard deviations of 0.06 m3 m-3 in 
both treatments.  Open-top chambers did show a decrease in soil moisture 
compared to the control plots, with an average of 0.28 m3 m-3, but the variation 
was reduced compared to the other two treatments, with a standard deviation of 
0.05 m3 m-3 (Figure 2.6).  
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Figure 2.2: The diurnal pattern of canopy temperature (a) and air 
temperature (b), based on measurements made in control, infrared heated and 
open-top chamber plots in a grassland ecosystem near Lethbridge, Alberta from 
August 14-24, 2013.  Values represent average ± standard error, n=3. 
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Figure 2.3: The diurnal pattern of canopy temperature (a) and air temperature 
(b), based on measurements made in control, infrared heated and open-top 
chamber plots on September 1 and 2, 2013, which were a clear and overcast day, 
respectively.  Values represent average ± standard error, n=3. 
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Figure 2.4: (a) Air temperature (°C) distribution in control, infrared heated and 
open-top chamber plots based on half-hourly measurements from May to 
October, 2013 (n=26,496).  (b) Canopy temperature (°C) distribution in control 
and infrared heated plots based on hourly measurements from May to October, 
2013 (n=12,816). 
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Figure 2.5: Soil temperature (°C) distribution in control, infrared heated, and 
open-top chamber plots at 5 cm (a) and 10 cm (b) depths, based on half-hourly 
measurements from May to October, 2013 (n=26,496). 
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Figure 2.6: Soil water content (m3 m-3) distribution in control, infrared heated 
and open-top chamber plots, based on half-hourly measurements from May to 
October, 2013 (n=25,776). 
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2.4  Discussion 
The purpose of this study was to compare two experimental warming 
methods (open-top chambers and infrared heaters) to assess their effectiveness 
at replicating the effects of global climate change, allowing for improvement in 
experimental methods for future studies.  Experimental methods generally have 
some artifacts, and it is important to identify and understand those artifacts in 
order to choose an optimal method for a given study, as well as to make accurate 
comparisons between studies in the literature. 
 
 Open-top chambers are a cost-effective, passive method of increasing daily 
average air temperature (Aronson and McNulty 2009).  However, because it is a 
passive system, the amount of warming depends strongly on environmental 
conditions, specifically the amount of sunlight (Aronson and McNulty 2009).  
There may be very high amounts of warming on bright, sunny days and almost no 
warming on overcast days (Figure 2.3).  As well, there is generally minimal night-
time warming (Figure 2.2).  While thermal ballast does prevent the total cool 
down of the chamber overnight, it cannot produce greater night-time than 
daytime warming as would be expected due to global climate change.  Open-top 
chambers do reduce soil moisture, but not as significantly as infrared heaters 
(Figure 2.6).  However, open-top chambers do show other significant artifacts, 
although they were not assessed in this study (Olszyk et al. 1980, Kimball 2011).  
One such artifact is decreased wind speed, which can affect plant growth, as 
plants have larger leaves at lower wind speeds (Whitehead 1962).  Our study site 
has an average annual wind speed (1928-1999) of 5.2 m s-1, meaning that a 
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reduced wind speed in the open-top chambers may result in increased plant 
growth that could be mistaken for a consequence of the warming treatment 
(Flanagan et al. 2002, Flanagan and Johnson 2005). 
 
In contrast, the infrared heaters are a more expensive, active warming 
system (Aronson and McNulty 2009).  They can provide a very consistent 
increase in temperature by being modulated by canopy temperature sensors in 
both a control and warmed plot.  They can be used to produce an increase in 
temperature that corresponds to predicted global changes, including higher levels 
of warming at night than during the day caused by greater increases to minimum 
temperature than to maximum temperatures (Dhakhwa and Campbell 1998, 
Aronson and McNulty 2009, 2010).  One potential downside of infrared heaters 
is the significant drying of the soil (Figure 2.6).  However, this artifact can be 
countered by appropriate watering, based on the elevated evapotranspiration in 
the warmed versus the control plot, and may be particularly important in water-
limited ecosystems (Kimball 2011).  Infrared heaters also replicate natural 
heating by using the same form of heat: radiation instead of conduction or 
convection (Aronson and McNulty 2009).  While infrared heaters produce 
warming that is more similar to future global climate change, they may not be 
practical in all experiments due to the cost of equipment and operation. 
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2.5  Conclusion 
When the two warming treatments were compared side-by-side, it was 
evident that they have significantly different effects on the treatment plots.  It is 
important to consider these differences when planning a field study, because 
different artifacts may be more or less problematic depending on what is being 
studied.  Both warming methods can provide valuable information about the 
response of ecosystems to future global climate change, and while infrared 
heaters may most closely mimic these future changes, they are not always a 
financially or logistically viable option.  It is important to understand the artifacts 
of different warming methods, so that accurate conclusions may be drawn from 
field studies.  It is also important to understand the differences between warming 
methods, in order to accurately draw comparisons between different studies in 
the literature.  By understanding the full effect of a warming treatment, it 
becomes possible to make accurate predictions about the effects of warming on 
ecosystems in the future. 
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CHAPTER 3.  EFFECTS OF EXPERIMENTAL WARMING ON PLANT 
BIOMASS PRODUCTION AND ECOSYSTEM CO2 EXCHANGE IN A 
TEMPERATE GRASSLAND ECOSYSTEM  
 
3.1  Introduction 
The concentration of atmospheric carbon dioxide (CO2) is being changed 
by human activity, with consequences that include warmer air temperatures and 
altered precipitation and snow melt patterns (Barnett et al. 2005, Rosenzweig et 
al. 2008).  The direct influence of elevated CO2 on ecosystems is almost entirely 
limited to leaves, while the effects of the resulting increases in temperature will 
be much more complex, as temperature affects almost all chemical and biological 
processes (Shaver et al. 2000).  Terrestrial ecosystems represent a major 
component of biological processes than can affect the biosphere as a whole; they 
can absorb or emit important greenhouse gases such as CO2, methane and 
nitrous oxide, and they control the exchange of water and energy between the 
land surface and the atmosphere (Heimann and Reichstein 2008). 
 
The movement of carbon between terrestrial ecosystems and the 
atmosphere involves organic systems as an intermediary.  Carbon dioxide moves 
from the atmosphere into the ecosystem through photosynthesis, where the 
carbon is stored in living vegetation and soil organic matter (Heimann and 
Reichstein 2008).  It is returned to the atmosphere primarily through respiratory 
processes, both autotrophic (plant and photosynthetic bacteria) and 
heterotrophic (soil microorganisms, fungi and animals) (Heimann and 
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Reichstein 2008).  Some carbon is also lost through disturbances, such as fire, or 
as volatile organic compounds, methane or dissolved carbon (Falkowski et al. 
2000, Heimann and Reichstein 2008).  Terrestrial ecosystems store large 
quantities of carbon and the release of this carbon to the atmosphere would have 
a significant impact on global climate (Heimann and Reichstein 2008).  Increases 
in temperature may affect either input or output of carbon from these 
ecosystems, affecting the net carbon flux and its role in the global carbon cycle.  
Therefore, it is vital to be able to study the effects of warming under otherwise 
natural conditions, to quantify these changes in carbon flux.  In order to do so, 
researchers may experimentally warm a plot of land on which measurements can 
be made.  By using an experimental warming method, the effects of increased 
temperature on whole ecosystems can be assessed.   
  
Within a certain range of temperatures (commonly 10° to 35°C), increases 
in temperature can increase photosynthetic rates by increasing the activity of the 
enzymes in the pathway (Burke et al. 1997).  However, after a certain point, 
further increases in temperature are detrimental, and this point is dependent on 
the species and its normal environment (Burke et al. 1997).  Additionally, the 
effects of temperature are more pronounced when either light or intercellular 
CO2 levels are increased (Berry and Bjorkman 1980).  Temperature affects 
respiratory processes in plants by affecting the capacity of enzymes and the 
affinity of enzymes for their substrate, as well as membrane properties and the 
resulting substrate concentration gradients (Atkin and Tjoelker 2003).  The 
cellular regulation of respiration in soil microorganisms is less well understood.  
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On the ecosystem scale, the primary effects of temperature on respiration are 
through these cellular and biochemical controls (Davidson et al. 2006).  At low 
temperatures, these processes are limited by their biochemistry.  As temperatures 
increase, the rate of respiratory activity increases, up to a point at which the 
enzymes are degraded.  The high and low temperatures that are detrimental to an 
organism are specific to the organism and the environment to which it is 
acclimated. 
 
The effects of increased temperature on photosynthesis and respiration 
are conceptually similar, but the specific values for each are different.  Under 
warming conditions, ecosystem respiration is increased proportionally more than 
ecosystem primary production (photosynthesis) (Yvon-Durocher et al. 2010).  
The imbalance causes a shift in the carbon budget of the ecosystem, which could 
result in an increase in the amount of carbon fixed by photosynthesis that is 
subsequently released by respiration, compromising the ability of an ecosystem 
to sequester carbon as warming occurs (Yvon-Durocher et al. 2010).  Elevated 
atmospheric CO2 has been shown to increase photosynthetic rates, resulting in 
increased aboveground biomass production (Bowes 1993).  Therefore, all else 
being equal, increased photosynthetic rates due to warming should also increase 
aboveground biomass production.  Meta-analysis of warming studies has shown 
that warming does generally increase terrestrial plant biomass and therefore 
enhanced carbon uptake by terrestrial ecosystems through net primary 
production (NPP) and plant growth (Lin et al. 2010).  However, increases in 
plant productivity under warming conditions may be a direct effect of increased 
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photosynthesis or longer growing seasons, or indirectly caused by increased 
nutrient availability due to increased rates of decomposition in the soil (Rustad et 
al. 2001). 
 
In addition to the effects of temperature, the availability of water and the 
ability of plants to use it efficiently may also limit the ability of an ecosystem to 
use elevated atmospheric CO2 for the production of biomass (Bowes 1993).  A 
plant’s water-use efficiency refers to the amount of biomass it can produce per 
unit of water used, or at the leaf level, the ratio of photosynthetic activity to 
transpiration (Polley 2002).  A study in a semi-arid grassland in China showed 
that increased temperature without increased precipitation decreased water-use 
efficiency, as photosynthetic activity declined while water loss remained the 
same, likely because stomatal regulation to prevent excess water loss also 
reduced CO2 uptake (Niu et al. 2011).  Global climate change caused by elevated 
atmospheric CO2 will likely result in increased temperatures and changes to both 
the timing and magnitude of precipitation events, making it hard to predict how 
these factors will interact in different ecosystems (Barnett et al. 2005, 
Rosenzweig et al. 2008). 
 
 If plant biomass production does increase, there may be benefits, either 
for crop production or carbon sequestration to buffer against further climate 
change, but there are also consequences.  A study by An et al. (2005) showed that 
warming treatments result in decreased leaf nitrogen in green and senescent 
leaves.  The decrease in nitrogen content has an impact both on the nutritional 
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value of agricultural crops and the quality of the litter being supplied to 
decomposers.  Studies have also shown that litter nitrogen content is strongly 
correlated to green leaf nitrogen content and has an effect on decomposition 
(Cornwell et al. 2008).  The combination of changes to litter quality and 
increased decomposition rates due to warming treatments may have unforeseen 
consequences on the soil component of the carbon cycle.  In addition to the 
effects of nutrient availability and litter quality, the production of CO2 in soils due 
to the microbial decomposition of organic matter is temperature-dependent, and 
rates of activity increase with temperature (Davidson and Janssens 2006).   
 
Changes in environmental conditions, specifically increases in CO2, can 
cause an increase in exudation of carbon compounds from plant roots into the 
soil (Phillips et al. 2011).  In turn, the increased flux of carbon into the soil can 
cause increased microbial activity and faster rates of soil organic matter 
decomposition and turnover (Phillips et al. 2011).  These changes can also cause a 
shift in soil enzyme activity involved in decomposition, leading to increased 
decomposition and release of carbon from old, recalcitrant soil organic matter 
(Phillips et al. 2011).  Hopkins et al. (2012) have shown that in temperate forest 
soils, warming increased the respiration of soil carbon over a decade old, a major 
component of soil organic matter, and indicated that a large portion of soil 
organic carbon may be vulnerable to decomposition with future changes in 
climate.  In fact, the turnover time of intermediate (years to decades old) soil 
organic matter was approximately halved by a 10°C increase in temperature, 
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suggesting that large, recalcitrant pools of soil carbon may be just as sensitive to 
temperature as the more labile, active carbon pool (Townsend et al. 1995). 
 
 The direct and indirect effects of ecosystem warming on plant productivity 
and respiration processes may strongly impact the carbon flux of a terrestrial 
ecosystem.  It is critical to understand the source/sink status of carbon cycling 
under warming conditions, as it will directly influence atmospheric carbon 
dioxide and further changes in climate.  This study will determine the effects of 
experimental warming on plant growth and physiology as well as on ecosystem 
CO2 exchange.  
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3.2  Methods and materials 
3.2.1  Field site description 
As described in Chapter 2. 
 
3.2.2  Warming treatments 
As described in Chapter 2.  
 
3.2.3  Peak aboveground plant biomass 
 In each treatment plot, a 20 x 50 cm subplot was chosen.  In the control 
and infrared heated plots, the subplot was 20 cm away from the autochamber 
and parallel to it, on the side of the plot opposite to the soil respiration collar.  In 
the open-top chambers, the subplot was parallel to the edge of the chamber, on 
the side opposite the soil respiration collar, and 20 cm away from the soil 
moisture probe and the autochamber. These subplots were harvested by 
clipping this summer’s growth at the soil level on August 6, 2013 when biomass 
was near peak.  Litter from previous years was not harvested.  Any litter that was 
accidentally collected was removed from the sample before further processing.  
The harvested material was dried at 60°C for approximately 60 hours and then 
weighed.  The dry mass was then converted from the mass per subplot to the 
mass per square meter (g m-2).  The aboveground biomass was averaged by 
treatment and assessed with a single-factor ANOVA test for statistical 
significance.  
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 Dried plant biomass was ground, first coarsely in a coffee grinder, then 
finely in a ball mill (Retsch MM200, Haan, Germany), and homogenized for 
analysis.  Subsamples of biomass were analysed for 13C/12C carbon isotope 
composition (expressed using delta-notation, δ13CPDB, ‰) on CO2 gas generated 
from combustion of the dried plant tissue in an elemental analyser (4100, 
Costech Analytical Technologies, Valencia, CA, USA) and quantified with a gas 
isotope ratio mass spectrometer (Delta Plus XL, Thermo Finnigan, San Jose, CA, 
USA) at the University of Calgary.  The precision of the δ13C measurements was 
0.1‰ based on the standard deviation of repeated analyses of two internal 
laboratory standards used for this study (UL-Mar1,  δ13C = -28.45‰; UL Rye, 
δ13C = -23.01‰).  These working standards have been calibrated by comparison 
to the international standard (International Atomic Energy Agency; IAEA), 
IAEA-CH-3 Cellulose (δ13C = -24.724‰).  This analysis also provided 
measurements of the total carbon content (mg C g-1 biomass) and nitrogen 
content (mg N g-1 biomass) of the aboveground plant biomass.  As well, 
subsamples of biomass were analysed for 18O/16O oxygen isotope composition 
(expressed using delta-notation, δ18OVSMOW, ‰) on CO gas generated from the 
dried plant tissue in a Heka HT oxygen analyser pyrolysis column and quantified 
using a gas isotope ratio mass spectrometer (Delta Plus XL, Thermo Finnigan, 
San Jose, CA, USA) at the University of Calgary.  The precision of the δ18O 
measurements was 0.3‰ based on the standard deviation of replicate 
measurements of two internal laboratory standards used for this study (ANU 
sucrose, δ18O = 36.40‰; IAEA V-9 cellulose, δ18O = 27.8‰).  There is no official 
IAEA standard for δ18O in organic matter, but ANU sucrose (also known as IAEA-
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CH-6 sucrose [δ13C = -10.449‰]) has been used as an informal, international 
reference material.  Aboveground biomass, elemental values and isotope ratios 
were averaged by treatment and assessed with a single-factor ANOVA test for 
statistical significance. 
 
 Leaf level water-use efficiency (WUE) is the ratio of leaf net CO2 
assimilation rate (A) and transpiration rate (E), which depend on the gradients of 
CO2 and water diffusing into and out of leaves: 
WUE = 
A
E
=  
(ca−ci)
(ei−ea)1.6
       (3.1) 
where c is the partial pressure of CO2, e is the partial pressure of water vapour, 
and subscripts refer to the atmosphere outside the leaf (a) and within the leaf 
intercellular spaces (i); 1.6 is the ratio of the diffusion coefficients for H2O and 
CO2 in air (Flanagan and Farquhar 2014).  The carbon isotope content of leaf 
organic matter (δ13C) is related to ca-ci, while the oxygen isotope content (δ18O) is 
related to ei-ea.  The actual water-use efficiency cannot be calculated without 
additional variables and measurements, but the carbon and oxygen isotope ratios 
do give some insight into controls on plant water use (Flanagan and Farquhar 
2014). 
 
3.2.4  Carbon dioxide flux 
Ecosystem net CO2 exchange was measured using an automated chamber 
system with clear chamber lids that are attached to soil collars (Carbone et al. 
2008, Cai et al. 2010).  The autochambers recorded the net ecosystem exchange 
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rate once every 30 minutes on a continuous basis throughout the growing season 
period, from late April to early October.  The measurements of net ecosystem CO2 
exchange was partitioned into estimates of ecosystem photosynthesis and total 
respiration using methods outlined in Cai et al. (2010).  Single-factor ANOVA 
was used to examine the effect of warming treatment on integrated CO2 flux 
values for the season.  Only the carbon dioxide flux measurements from the 
control and infrared heated plots were considered, due to potential inaccuracies 
in the open-top chambers caused by wind-related artifacts.  
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3.3  Results 
3.3.1  Peak aboveground plant biomass 
Peak aboveground plant biomass, measured on August 6, 2013, averaged 
329 g m-2 in the control plots, while the warmed plots had a slightly higher 
average close to 350 g m-2 (Table 3.1).  However, this difference was not 
statistically significant (Single-factor ANOVA: F=0.09, df=2, p=0.92).  Carbon 
content in the peak aboveground biomass averaged 440 mg C g-1 biomass for all 
treatments, with no significant treatment effect (Single-factor ANOVA: F=0.7, 
df=2, p=0.55; Table 3.1).  Nitrogen content averaged 11.8 mg N g-1 biomass and 
also showed no significant treatment effect (Single-factor ANOVA: F=1.0, df=2, 
p=0.42; Table 3.1).  As a result, the average carbon to nitrogen ratio (C:N) was 38 
with no significant treatment effect (Single-factor ANOVA: F=1.0 df=2, p=0.42; 
Table 3.1).  Also measured were the ratios of carbon and oxygen isotopes within 
the plant biomass.  Analysis of carbon-13 indicated an average δ13C of -28.5‰ 
with no significant treatment effect (Single-factor ANOVA: F=1.0, df=2, p=0.41; 
Table 3.3).  Oxygen-18 analysis showed an average δ18O of 18.5‰ with no 
significant treatment effect (Single-factor ANOVA: F=0.6, df=2, p=0.56; Table 
3.3). 
 
The growing season of 2013 had higher precipitation than usual, with 346 
mm falling from May to October, while the mean precipitation from May to 
October (1971-2000) was 268.3 mm (Environment Canada 2015).  In a year with 
average growing precipitation (1999), peak aboveground biomass was 114 g m-2, 
while in a dry year (2001) with only 89 mm of precipitation peak aboveground 
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biomass was only 101 g m-2 (Table 3.2) (Flanagan and Farquhar 2014).  The 
comparison of carbon and oxygen isotope ratios in wet and dry years shows 
similar variation to biomass measurements.  In contrast to the wet year of 2013, a 
year of average precipitation had a δ13C of -26.7‰ and a δ18O of 24.9‰, while a 
dry year had a δ13C of -26.1‰ and a δ18O of 25.2‰ (Table 3.4) (Flanagan and 
Farquhar 2014).   
 
3.3.2  Carbon dioxide flux 
To assess the effect of the warming treatment on the carbon cycle, it is 
helpful to look at an integrated value over the course of the season when 
measurements were made, from May to October (Figure 3.1).  Gross ecosystem 
productivity is slightly higher in infrared heated plots at approximately 770 g of 
carbon taken up per m2 over the season, compared to approximately 670 g of 
carbon in the control plots.  This difference was not, however, statistically 
significant (Single-factor ANOVA: F=1.9, df=1, p=0.25).  Total ecosystem 
respiration was also slightly higher in the heated plots at approximately 715 g of 
carbon released per m2 over the season, compared to approximately 660 g of 
carbon in the control plots.  This difference was also not statistically significant 
(Single-factor ANOVA: F=0.9, df=1, p=0.40). As a result, both control and 
infrared heated plots showed a positive value for net ecosystem productivity as 
both were taking up more carbon than was being released.  The warmed plots had 
a net uptake of about 55 g C m-2 while the control plots only took up about 10 g C 
m-2.  This difference was not statistically significant (Single-factor ANOVA: 
F=0.4, df=1, p=0.57).  
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Table 3.1: Comparison of peak aboveground biomass collected on August 6, 2013, 
from control, infrared heated and open-top chamber plots in a grassland near 
Lethbridge, Alberta, and the elemental composition of the collected vegetation.  
Values represent mean ± standard error, n=9.  
 
 
Measurement 
 
Control 
Infrared 
heaters 
Open-top 
chambers 
    
Aboveground biomass (g m-2) 329 ± 17 347 ± 64 350 ± 19 
    
Carbon content (mg g-1) 442 ± 1 440 ± 2 444 ± 3 
    
Nitrogen content (mg g-1) 12.4 ± 0.4 11.2 ± 0.9 11.7 ± 0.3 
    
C:N ratio 37 ± 2 37 ± 2 39 ± 3 
    
 
 
 
Table 3.2: Comparison of peak aboveground biomass and growing season 
precipitation in the study year (2013), a year of average precipitation (1999) and a 
dry year (2001).  Values represent mean ± standard error, n=9.  Values from 1999 
and 2001 from Flanagan and Farquhar (2014). 
 
 
Measurement 
 
Study year 
(2013) 
Average year 
(1999)  
Dry year 
(2001) 
    
Aboveground biomass (g m-2) 329 ± 17 114 ± 17 101 ± 8 
    
Precipitation from May to 
October (mm) 
346 239.6 89.7 
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Table 3.3: Comparison of carbon (δ13C) and oxygen (δ18O) isotope ratios from 
peak aboveground biomass collected on August 6, 2013, from control, infrared 
heated and open-top chamber plots.  Values represent mean ± standard error, 
n=9. 
 
 
Measurement 
 
Control 
Infrared 
heaters 
Open-top 
chambers 
    
δ13C (‰) -28.5 ± 0.2 -28.8 ± 0.3 -28.3 ± 0.2 
    
δ18O (‰) 18.3 ± 0.2 18.9 ± 0.4 18.6 ± 0.5 
    
 
 
 
Table 3.4: Comparison of carbon (δ13C) and oxygen (δ18O) isotope ratios from 
peak aboveground biomass in the study year (2013), a year of average 
precipitation (1999) and a dry year (2001).  Values represent mean ± standard 
error, n=9.  Values from 1999 and 2001 from Flanagan and Farquhar (2014). 
 
 
Measurement 
 
Study year 
(2013) 
Average year 
(1999)  
Dry year 
(2001) 
    
δ13C (‰) -28.5 ± 0.2 -26.7 ± 1.0 -26.1 ± 0.1 
    
δ18O (‰) 18.3 ± 0.2 24.9 ± 1.5 25.2 ± 1.1 
    
Precipitation from May to 
October (mm) 
346 239.6 89.7 
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Figure 3.1: Comparison of integrated carbon flux rates (g C m−2 period−1) 
calculated based on half-hourly autochamber measurements of total carbon 
dioxide flux for control and warmed treatment plots during the growing season 
(May to October, 2013).  Net ecosystem CO2 exchange was partitioned total 
ecosystem respiration (TER) and gross ecosystem productivity (GEP), the 
difference between which represents net ecosystem productivity (NEP). Error 
bars represent ± standard error.  Statistical significance was based on single-
factor ANOVA.  NEP: F(1)=0.4, p=0.57, TER: F(1)=0.9, p=0.40, GEP: F(1)=1.9, 
p=0.25. 
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3.4  Discussion 
 The purpose of this study was to investigate the effects of elevated 
temperatures on plant growth and physiology, as well as on ecosystem CO2 
exchange.  Plant biomass may be affected by changes in ecosystem temperature, 
thereby resulting in changes in elemental composition.  These changes may have 
an effect on plant production and nutrition (Bowes 1993, An et al. 2005).  As 
well, water-use efficiency may be altered by warming, affecting how plants 
acclimate to future changes in precipitation regimes.  Any changes to plant 
growth and physiology may impact their role in the global carbon cycle (Schimel 
1995, Luo 2007).  It is important to understand the source/sink status of 
ecosystems under warming conditions, as it will directly influence atmospheric 
carbon dioxide and further changes in climate (Kowalchuk 2012). 
 
3.4.1  Peak aboveground plant biomass 
 Aboveground plant biomass may be expected to increase under warming 
conditions, due to an increase in photosynthetic rates (Lin et al. 2010).  My study 
did not show an increase in peak aboveground biomass under either warming 
treatment (Table 3.1).  There was, however, significantly higher biomass than a 
dry or average year at this study site (Table 3.2).  The site maximum over 8 
previous years of study was approximately 250 g m-2, while the study year of 2013 
had much higher plant biomass reaching almost 350 g m-2 (Flanagan and 
Adkinson 2011).  This is consistent with that fact that, in general, biomass at this 
site is strongly correlated with precipitation and soil moisture (Flanagan and 
Adkinson 2011).  There were also no significant variations in elemental 
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composition between the warmed and control plots (Table 3.1).  At this study site, 
there is a tendency for years with low biomass to have higher nitrogen content: 
biomass values around 250 g m-2 had about 10 mg g-1 of nitrogen, while biomass 
values around 100 g m-2 had about 20 mg g-1 of nitrogen (Flanagan and Adkinson 
2011).  In 2013, high biomass of around 350 g m-2 has a nitrogen content of 
around 12 mg g-1, which is higher than might be expected (Table 3.1).  It is 
possible that the high precipitation levels allowed greater nitrogen 
mineralization, and therefore, plant growth was less nitrogen limited than in 
other years (Burke et al. 1997). 
 
Water-use efficiency can also be assessed from plant biomass, based on 
δ13C and δ18O values.  The ratio between δ13C and δ18O is representative of the 
ratio between leaf net CO2 assimilation rate (A) and transpiration rate (E), and 
therefore of water-use efficiency (as seen in Equation 3.1).  Due to lack of 
treatment effect on both δ13C and δ18O, it can be concluded that the ratio of A and 
E has not been affected, and therefore that there was no change in water-use 
efficiency due to the warming treatment.  However, a study in a semi-arid 
grassland in China showed that increased temperature without increased 
precipitation decreased water-use efficiency at the ecosystem level, as 
photosynthetic activity declined while water loss remained the same, likely 
because stomatal regulation to prevent excess water loss also reduced CO2 uptake 
(Niu et al. 2011).  This study by Niu et al. (2011) was a four year study, therefore 
it is possible that similar changes in water-use efficiency may be seen in the 
southern Alberta grassland site after a prolonged warming treatment.  
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In addition, interannual variations in isotope ratios emphasize the 
different environmental and physiological elements than control water-use 
efficiency.  In past years, low peak biomass values at this study site have 
corresponded to high δ13C and high δ18O values: biomass of around 100 g m-2 had 
a δ13C of about -26.5‰ and a δ18O of about 25‰ (Flanagan and Farquhar 2014).  
In contrast, higher biomass of around 250 g m-2 had a lower δ13C of about -28‰ 
and a lower δ18O of about 23.5‰ (Flanagan and Farquhar 2014).  This trend is 
consistent with the study season of 2013, which had very high peak biomass 
production (329 g m-2) and correspondingly high values for δ13C (-28‰) and 
δ18O (18‰) (Tables 3.1 and 3.3). 
 
The carbon isotope ratio within plant tissue is determined by isotopic 
fractionation as carbon dioxide moves into the leaf and is used by the 
photosynthetic process, controlled in part by the ratio of intercellular (ci) to 
atmospheric (ca) CO2 (Gebrekirstos et al. 2011).  The high δ13C value in the dry 
year is indicative of low ci, as low stomatal conductance limits the entrance of CO2 
into the leaves (Gebrekirstos et al. 2011).  The low δ13C value of -28‰ is also 
consistent with other years of high biomass production where water stress was 
not a limiting factor on photosynthesis and growth, and stomatal conductance 
could remain high (Flanagan and Farquhar 2014).  The oxygen isotope ratio 
within plant tissue is indicative of leaf-to-air vapour pressure deficit (VPD).  Low 
leaf-to-air VPD, as occurs when the air outside the leaf has high humidity, results 
in a low δ18O value, such as was seen in the wet growing season of 2013 (Kahmen 
et al. 2011).  The high δ18O value in the dry year is, therefore, as expected and 
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indicative of high VPD.  When both carbon and oxygen isotope ratios are affected 
by environmental and physiological conditions, it is impossible to determine 
water-use efficiency without further data.  However, the information on these 
environmental and physiological conditions can be useful for understanding 
ecosystem processes. 
 
3.4.2  Carbon dioxide flux 
 Measuring ecosystem carbon dioxide flux allows us to determine if the 
ecosystem is acting as a source or sink of carbon dioxide.  The study season of 
2013 did not show any significant differences in carbon dioxide flux between the 
control and warmed plots (Figure 3.1).  High ecosystem productivity and 
respiration are closely linked to leaf area and biomass, making high values in 
2013 unsurprising due to its high aboveground plant biomass (Xu and Baldocchi 
2004, Flanagan and Adkinson 2011).  While both ecosystem productivity and 
respiration were high in 2013, productivity surpassed respiration, making the site 
a net carbon sink.  Previous measurements at this study site, although made by 
eddy covariance, also show that it is a carbon sink  (Flanagan et al. 2013). 
 
Grasslands in general have the capacity to be large carbon sinks for 
atmospheric CO2, as they can store large amounts of carbon in biomass and soil 
organic matter (Smith 2014).  A study of the entire grassland area of northern 
China showed that it was an area of net carbon uptake from 2000 to 2010 (Zhang 
et al. 2014).  Similarly, a study of the Great Plains of North America showed that 
the entire Great Plains area was a carbon sink between 2000 and 2008, although 
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the carbon budget varied spatially, and the western portion was actually a carbon 
source during a drought  (Zhang et al. 2011).  Grasslands do not always act as 
carbon sinks, and under warming conditions with respiration rates increasing 
more than ecosystem productivity, the carbon balance may shift to grasslands 
being a net source of carbon (Yvon-Durocher et al. 2010). 
 
3.5  Conclusion 
 This experiment was the first year in what will be a long-term warming 
study.  There were no significant changes in plant biomass, water-use efficiency 
or carbon dioxide flux in the warmed plots compared to the control plots.  The 
high levels of carbon dioxide flux and high biomass production in 2013 may have 
been due to the high precipitation input compared to average years at this study 
site.  The interannual differences in precipitation and other environmental 
conditions emphasize the need for long term studies.  While a relatively small 
change in temperature may only produce small changes in ecosystem processes, 
it is important to understand that these small changes may add up over a long-
term study.  In addition, water availability and possible changes in plant and 
ecosystem water-use efficiency may affect how this semi-arid ecosystem will 
acclimate to future warming.  It is essential to study the effects of warming on 
wet, dry, and average years, in order to accurately predict the future 
consequences of global climate change. 
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CHAPTER 4.  SEASONAL VARIATION IN SOIL MICROBIAL 
BIOMASS, BACTERIAL COMMUNITY COMPOSITION AND 
EXTRACELLULAR ENZYME ACTIVITY IN RELATION TO SOIL 
RESPIRATION IN A NORTHERN GREAT PLAINS GRASSLAND 
 
 
4.1  Introduction 
The concentration of atmospheric carbon dioxide (CO2) is being changed 
by human activity, with consequences that include warmer air temperatures and 
altered precipitation and snow melt patterns (Barnett et al. 2005, Rosenzweig et 
al. 2008).  Soil respiration accounts for 35% of total global carbon released to the 
atmosphere and 60% of terrestrial carbon released to the atmosphere 
(Schlesinger and Andrews 2000).  It is, therefore, vital to understand how 
changes in global environmental conditions may affect the processes involved in 
soil respiration.  Soil respiration refers to the diffusion of carbon dioxide out of 
the soil due to the elevated levels of CO2 produced by biological processes 
(Davidson et al. 2002).  The CO2 has two sources: autotrophic (root) respiration 
and heterotrophic (microbial) respiration (Hanson et al. 2000).  Therefore, soil 
respiration can be affected by changes to plant and microbial activity.  Soil 
respiration shows strong seasonal patterns, and when water stress is not a factor, 
respiration is correlated with temperature (Janssens and Pilegaard 2003).  
Seasonal soil CO2 flux patterns have been shown to be similar to soil temperature 
patterns, with the highest fluxes occurring during times of peak biomass 
production (Frank et al. 2002).  However, these effects of temperature may be 
either direct or indirect.   
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Respiration rates may be calculated from the following modified van’t Hoff 
(1898) equation with an added function for water availability, 
Respiration rate = R10  ×  Q10
(
T −10
10
) × 𝑓Aw    (4.1) 
where R10 is the respiration rate at 10°C (μmol CO2 m-2 s-1), Q10 is the 
temperature sensitivity coefficient, T is the temperature (°C), and fAw is a relative 
water stress function that varies on a scale from 0 to 1 (Equation 4.2).   
𝑓Aw = Aw max. ×  𝑒
−(
Aw− Aw opt.
Aw width
)
2
     (4.2) 
The water stress function represents a theoretical binomial distribution for this 
study site, where Aw is available water, Aw max equals 1, Aw opt equals 0.85, and 
Aw width equals 0.47.  Q10 is directly affected by temperature, as the temperature 
sensitivity of respiration tends to be decreased at higher measurement 
temperatures (Figure 4.1) (Tjoelker et al. 2001).   
Q10 = 3 − (0.045 ×  T )      (4.3) 
In a scenario where R10 remains constant, respiration rate will rise as a function 
of temperature and is also increased by increased water availability (Figure 4.2).  
This represents the direct effect of soil temperature and soil water content on soil 
respiration.  However, in a real world scenario, R10 is not constant. R10 represents 
the ecosystem’s capacity for respiration at 10°C (Cai et al. 2010).  This respiratory 
capacity can be affected by several factors, including root biomass, microbial 
biomass, and substrate availability, all factors that vary seasonally and are 
correlated with changes in temperature (Boone et al. 1998).  For example, 
biomass may show a normal distribution as a function of temperature (Figure 
4.3), while R10 may increase linearly with increases in biomass (Figure 4.4).  At 
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constant soil moisture, the rate of soil respiration as a function of temperature 
will be different at different values of R10 (Figure 4.5).  The same general pattern 
may be expected for substrate availability, which also affects R10.  Therefore, 
changes in R10 associated with temperature shifts, due to variations in biomass 
and substrate availability, represent the indirect effects of temperature on soil 
respiration.  While these specific values and relationships are theoretical, they do 
serve to illustrate the difference between the direct and indirect effects of 
temperature on soil respiration. 
 
   The factors involved in changes in respiratory capacity are varied and 
intertwined.   It has been shown that, in forests, soil respiration is influenced by 
plant activity and below-ground carbon allocation, and that this may be even 
more important than soil temperature (Hogberg et al. 2001).  The seasonal 
changes in the rate of gross primary productivity (GPP), or photosynthesis, is 
controlled by variation in the amount of leaf area, as the highest rate of GPP 
tends to occur during the period of greatest leaf area index (LAI) (Flanagan et al. 
2002, Flanagan and Adkinson 2011).  The biological processes occurring in the 
aboveground portions of plants are fundamentally linked to the processes 
occurring belowground.  Plants put a portion of the energy they obtain through 
photosynthesis into root growth and respiration (Holland et al. 1996).  The 
allocation of energy to roots may be affected by temperature, as root to shoot 
ratios in grassland ecosystems tend to decrease in response to increased 
temperature (Mokany et al. 2006).  A change in root biomass is likely to have an 
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impact on the root respiration component of total soil respiration (Kucera and 
Kirkham 1971, Cao et al. 2004). 
 
In addition, roots secrete a wide variety of compounds into the soil, 
generally referred to as root exudates (Walker et al. 2003).  The primary 
components of root exudates are carbon-based compounds (sugars, amino acids, 
and proteins, to name a few) but they also contain ions, inorganic acids, oxygen 
and water (Badri and Vivanco 2009).  The quantity and composition of root 
exudates are affected by plant species and age, as well as environmental factors 
like biotic and abiotic stressors (Badri and Vivanco 2009).  The rate of exudation 
is also strongly coupled to rates of photosynthesis and carbon allocation to roots 
(Dilkes et al. 2004).  Root exudates provide substrate for soil microorganisms, 
thereby increasing heterotrophic respiration rates (Curiel Yuste et al. 2007).  
Additionally, warming can increase root turnover, providing dead root tissue to 
be decomposed and provide yet more substrate for respiration (Fitter et al. 1999).   
 
The increase in substrate availability through exudation may directly 
increase respiration rates, although it may also cause a priming effect that 
increases extracellular enzyme activity (Blagodatskaya and Kuzyakov 2008).  
Changes in the activity of these soil enzymes can cause an increase in the 
decomposition rate of old soil organic matter (SOM) that is generally difficult to 
break down, and thus affect the efflux of carbon from soil through heterotrophic 
respiratory processes (Phillips et al. 2011).  Soil enzyme activity may be 
controlled by nitrogen availability, water availability (soil moisture) and the 
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quality and quantity of soil organic matter (Waldrop and Firestone 2006, Bell et 
al. 2009, Wallenstein et al. 2009).  There are a wide range of extracellular 
enzymes found in soil to degrade the variety of macromolecules constituting soil 
organic matter such as lignin, cellulose, starch, lipids, chitin and proteins 
(Wallenstein and Weintraub 2008).  As many ecosystems are limited by nitrogen 
availability, enzymes that liberate nitrogen are particularly important.  Two such 
enzymes are β-1,4-N-acetylglucosaminidase (NAGase) and phenol oxidase.  
NAGase is a hydrolytic enzyme that breaks down β-1,4-glucosamines from cell 
walls of soil organisms into amino sugars, which are part of a moderate to fast 
cycling pool of nitrogen in soil (Roberts et al. 2007, Phillips et al. 2011).  In 
contrast, phenol oxidase is involved in the decomposition of lignin and the 
release of nitrogen that can be bound to it (Schmidt-Rohr et al. 2004).  Phenol 
oxidase is often used as a sentinel of SOM decomposition, as high phenol oxidase 
activity tends to mean low SOM accumulation, and the nitrogen released from 
lignin is part of a slow cycling pool of soil nitrogen (Sinsabaugh 2010). 
 
 The seasonal patterns in ecosystem carbon dioxide flux and plant activity, 
as well as the seasonal environmental patterns, have significant impacts on the 
soil and its microbial community.  The microbial community in the soil is the 
primary component of the decomposer system which regulates nutrient cycling, 
and temporal variation of the microbial biomass is directly related to nutrient 
availability for the whole ecosystem and consequently the overall productivity of 
the ecosystem  (Wardle 1998).  In established ecosystems, microbial biomass is in 
equilibrium and remains relatively stable, with short-term seasonal fluctuations 
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(Corre et al. 2002).  In addition to seasonal fluctuations of soil microbial 
biomass, the species composition of the microbial community can also exhibit 
seasonal patterns.  The results of one study have shown that changes in 
precipitation and moisture caused a shift in the relative abundance of bacterial 
phyla, and that elevated temperatures caused an increase in fungal abundance 
with a decrease in bacterial abundance (Castro et al. 2010).  Cleveland et al. 
(2007) suggest that the input of labile carbon (such root exudates) increases soil 
respiration by causing a shift in the microbial community towards groups that 
can free limiting nutrients (such as nitrogen or phosphorus) from SOM. 
 
A meter deep layer of the world’s soils contain more than two times the 
amount of carbon in the atmosphere (Rustad et al. 2000).  An increase in soil 
respiration rates due to environmental changes could release a portion of this 
carbon, exacerbating the increasing atmospheric CO2 levels (Rustad et al. 2000).  
The consequences of increased atmospheric CO2 levels are generally understood 
(Barnett et al. 2005, Rosenzweig et al. 2008), and it is important to determine 
how changes in soil respiration rates may further intensify these consequences.  
Seasonal patterns in environmental factors, such as soil temperature and soil 
moisture, allow the study of the impact of these factors on soil respiration, as well 
as the interactions between soil respiration and other ecosystem processes.  This 
study will examine the direct effects of soil temperature and soil moisture on soil 
respiration, as well as the potential indirect effects of seasonal changes in 
microbial biomass, bacterial community species composition, extracellular 
enzyme activity, and substrate availability.  
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Figure 4.1:  Temperature sensitivity coefficient (Q10) as a function of temperature, 
as calculated by equation 4.3. 
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Figure 4.2:  Respiration rate as a function of temperature and the effects of 
variation in water availability (Aw).  Generated from Equation 4.1, with R10 = 5 
μmol CO2 m-2 s-1 and Q10 varying as shown in Figure 4.1. 
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Figure 4.3: A theoretical pattern illustrating the effects of temperature on 
biomass. 
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Figure 4.4: A theoretical pattern illustrating the effects of biomass on respiratory 
capacity (R10). 
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Figure 4.5: Respiration rate as a function of temperature and the effects of 
variation in respiratory capacity (R10).  Generated from Equation 4.1, with Aw = 
0.65 and Q10 varying as shown in Figure 4.1.  
 56 
 
4.2  Methods and materials 
4.2.1  Field site description 
As described in Chapter 2. 
 
4.2.2  Environmental measurements 
As described in Chapter 2. 
 
4.2.3  Carbon dioxide flux 
Ecosystem net CO2 exchange was measured using an automated chamber 
system with clear chamber lids that are attached to soil collars (Carbone et al. 
2008, Cai et al. 2010).  The autochambers recorded the net ecosystem exchange 
rate once every 30 minutes on a continuous basis throughout the growing season 
period, from late April to early October.  The measurements of net ecosystem CO2 
exchange was partitioned into estimates of ecosystem photosynthesis and total 
respiration using methods outlined in Cai et al. (2010).  The daily values were 
used to calculate a 5-day average to remove some noise from the data.   Results 
were assessed by repeated measures ANOVA using the 5-day average from every 
5th day to look for statistically significant effect of treatment.  Only the carbon 
dioxide flux measurements from the control and infrared heated plots were 
considered, due to potential inaccuracies in CO2 measurements the open-top 
chambers caused by wind-related artifacts. 
 
In addition to the autochamber measurements, soil respiration 
measurements were made manually at approximately two-week intervals over the 
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course of the growing season, using a portable gas exchange system (LI-6200, LI-
COR Inc., Lincoln, NE, USA) and dynamic closed chamber (LI-6000-09 
respiration chamber, LI-COR Inc.).  The chamber was attached to plastic collars 
(10 cm tall) that were inserted into the soil to a depth of 5 cm.  The collars 
enclosed a ground area of 71.6 cm2 and one collar was located in each treatment 
plot.  Living aboveground biomass in the collars was clipped 1-2 days prior to 
respiration measurements, and the clipped material was left in the collar, 
minimizing aboveground plant respiration without physically removing any 
organic material from the system (Flanagan et al. 2013).  The chamber system 
measured the change in CO2 concentration over a period of 30 seconds, during 
which a linear rise in CO2 concentration was seen.  This linear rise was used to 
calculate the respiration rate in μmol CO2 m-2 s-1.  Results were averaged among 
all 9 plots to determine the seasonal pattern and were assessed using single-
factor ANOVA, testing for statistically significant effects of day of year.  
 
4.2.4  Soil sample collection 
Soil samples from each treatment plot were taken four times over the 
course of the summer.  Sampling dates corresponded approximately to the 
following ecosystem growth stages: active plant growth but prior to peak biomass 
(June 5, 2013 and June 27, 2013), near peak biomass (July 18, 2013), and soil 
dry-down prior to complete plant senescence (August 21, 2013).   Samples were 
collected using sterile 1.9 cm aluminum pipes inserted to a depth of 15 cm.  At 
each sampling date, five such soil cores were taken from each plot and combined 
in a sterile sample bag to form one sample per plot.  The samples were kept in a 
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cooler until they could be returned to the laboratory.  Each sample was broken up 
and mixed in the laboratory with a sterile spatula and stones, green plant 
biomass and large plant roots were removed.  All soil processing was completed 
within 3 hours of sample collection. 
 
Each soil sample was partitioned for three separate analyses.  A subsample 
of approximately 0.25 g was used for DNA extraction.  Four subsamples of 
approximately 1 g each were stored in a -80°C freezer to be used for enzyme 
assays.  Finally, the remaining soil was evenly divided into four 30 mL pre-
weighed beakers, to be used to determine microbial biomass via substrate-
induced respiration. 
 
4.2.5  Substrate-induced respiration 
 The beakers of soil were weighed to calculate the initial fresh weight of the 
soil.  For each plot, there were two control samples and two samples to which 
substrate would be added.  The control samples received 2 mL of sterile, distilled 
water, while the other two samples received 2 mL of a 10% w/v solution of yeast 
extract.  The yeast extract solution was made from granulated, autolyzed yeast 
extract (EMD Chemicals Inc., Gibbstown, NJ, USA), which is a mixture of amino 
acids, peptides, water soluble vitamins and carbohydrates with a total carbon 
content of 39.7 ± 0.1 % and a total nitrogen content of 10.3 ± 0.02 % (average ± 
standard error, n=4).  The samples were then left for 24 hours at room 
temperature before respiration measurements were made.  The 24-hour 
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incubation period allowed time for the soil to equilibrate after the disruption of 
sampling and adding solutions. 
 
After the 24-hour incubation period, respiration was measured using a 
custom-made gas exchange system.  The system consisted of a variety of 
components, connected with tubing for air flow.  An air bag contained air with a 
known CO2 concentration (396.5 ppm).  Air from this bag was pumped into the 
system using a gas pump (Qubit F1000, Qubit Systems Inc., Kingston, ON, 
Canada) and then through a flow meter (Qubit G101, Qubit Systems Inc.), set to a 
flow rate of 0.5 L/min.  After the flow meter, the air passed through a 500 mL 
mason jar containing a stainless steel temperature probe (Vernier Software & 
Technology, Beaverton, OR, USA).  Next, the air moved through a temperature 
and humidity sensor (Qubit S161, Qubit Systems Inc.).  The air then flowed 
through a container of Drierite (W.A. Hammond Drierite Company LTD., Xenia, 
OH, USA), to remove any water vapour, before flowing through the infrared gas 
analyzer (LI-820, LI-COR Inc., Lincoln, NE, USA).   After passing through the gas 
analyzer, the air was vented to the room, creating an open system.    Temperature 
and relative humidity probes, and the gas analyzer, were connected to a data 
logger (Vernier LabPro, Vernier Software & Technology) and visualized on a 
computer. 
 
To measure respiration, the soil sample was placed in the mason jar.  The 
pump was turned on, and the system was flushed with air from the air bag (396.5 
ppm CO2) until the CO2 concentration equilibrated to a constant value, taking 
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approximately 5-10 minutes.  At that point, the outflow tube from the gas 
analyzer was connected to the pump, in the place of the tube from the air bag, 
thus closing the system.  Once the system was closed, after some initial 
fluctuations, the CO2 concentration rose in a linear fashion for approximately 5 
minutes.  The change in CO2 concentration or ΔCO2 was calculated from the slope 
of the linear CO2 increase (μmol CO2 mol-1 air min-1).  The soil samples were then 
dried at 100°C for 48 hours and weighed to determine their final dry mass.   
 
The respiration rate of each soil sample was calculated using the ΔCO2 
value, the volume of the measuring system, the density of air and the mass of the 
soil: 
Respiration rate (μmol CO2 g
-1 min
-1
)  =    (4.4) 
 
∆CO2 (μmol mol
-1
 min
-1
) * volume (m3) * air density (mol m3)
soil dry mass (g)
  
The density of air is calculated from the Ideal Gas Law (Equation 4.5) and known 
values of temperature (T) and atmospheric pressure (P): 
n
v⁄ = 
P
RT⁄         (4.5) 
where n is the number of moles of air (mol), v is the volume (m3), T is the 
absolute temperature (K), R is the gas constant (8.314 m3 Pa mol-1 K-1) and P is 
atmospheric pressure (90,000 Pa).  Substrate-induced respiration of soil samples 
were averaged and assessed with a single-factor ANOVA test to determine if there 
were significant differences among samples collected on different days. 
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Before running tests on field samples, two preliminary tests were run to 
assess and optimize the methodology.  First, a comparison was made between a 
10% w/v sugar solution and a 10% w/v yeast extract solution to determine which 
would cause a greater stimulation of respiration.  The yeast extract solution 
showed a 4.5-fold higher respiration rate than the sugar solution (Table 4.1) and 
was therefore chosen for the testing of field samples.  The second test was to 
confirm that live microorganisms must be present for observed respiratory 
activity to be stimulated by added substrate.  Yeast extract solution was added to 
both fresh and autoclaved soil.  While the fresh soil showed significant increases 
in respiration due to the addition of substrate, the autoclaved soil with added 
substrate did not show higher respiration than the autoclaved soil with only 
water added (Table 4.2).  This confirmed that living microorganisms must be 
present to show substrate-induced respiration.  
 
4.2.6  Soil enzyme activity 
 Two enzymes were chosen to represent both fast and slow nitrogen cycling 
processes, β-1,4-N-acetylglucosaminidase (NAGase) and phenol oxidase, 
respectively (Phillips et al. 2011).  Each soil sample was prepared for the assay by 
combining pre-weighed soil samples of approximately 1 g with 125 mL of 50 mM, 
pH 6 acetate buffer, and homogenizing in a small blender.  These soil slurries 
were then immediately pipetted into the appropriate 96-well microplates for the 
assays, as described in the following sections. 
 
 
 62 
 
4.2.6.1  β-1,4-N-acetylglucosaminidase assay 
 For the NAGase assay, black 96-well microplates were used.  The reference 
standard was a 10 μM 4-methylumbelliferone solution.  The enzyme substrate 
was a 200 μM 4-methylumbelliferyl N-acetyl-β-D-glucosaminide solution.   
There were 16 replicate wells for each of a blank control, a negative control and a 
reference standard.  The blank control consisted of 250 μL of acetate buffer.  The 
negative control consisted of 200 μL of acetate buffer and 50 μL of substrate 
solution.  The reference standard consisted of 200 μL of acetate buffer and 50 μL 
of reference standard solution.   
 
For each soil sample, there were 8 replicate wells for each of a quench 
control and a soil blank control, and 16 replicate wells for the enzyme assay.  The 
quench control consisted of 200 μL of soil slurry and 50 μL of reference standard 
solution.  The soil blank control consisted of 200 μL of soil slurry and 50 μL of 
acetate buffer.  The enzyme assay consisted of 200 μL of soil slurry and 50 μL of 
substrate solution.  Two sets of plates were prepared for each soil sample; one 
was incubated for 2 hours at 23°C in the dark and the other was incubated for 4 
hours at 10°C in the dark.  After incubation, 10 μL of 1.0 M NaOH was added to 
each well to stop the reaction.  The plates were then immediately measured for 
florescence using a microplate reader (Varioskan Flash, Thermo Scientific, 
Waltham, MA, USA), with 365 nm excitation and 450 nm emission filters. 
  
To determine the enzyme activity, the measurements from the replicate 
wells were first averaged for all controls and assays.  Then, the average value for 
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the blank control was subtracted from all other average values.  An emission 
coefficient was calculated using equation 4.6 in order to determine the amount of 
fluorescence per nmol of 4-methylumbelliferone (fluor/nmol).  Next, a quench 
coefficient was calculated for each soil sample, using equation 4.7, to determine 
how much the soil slurry masked the fluorescence reading.  The net fluorescence 
of each soil sample was then calculated using equation 4.8.  Finally, the actual 
enzyme activity (nmol g-1 h-1) was calculated using equation 4.9, where 125 mL is 
the total volume of soil slurry and 0.2 mL is the volume of soil slurry in each 
assay well. 
emission coefficient (fluor/nmol) = 
reference standard
0.5 nmol
  (4.6) 
quench coefficient = 
quench standard − sample control
reference standard
   (4.7) 
net fluor. = 
sample assay − sample control
quench coefficient
  −  negative control (4.8)  
  Activity (nmol g−1 h
−1
) =      (4.9) 
net fluor. × 125 mL
emission coefficient (fluor/nmol) × 0.2 mL × time (h)× soil mass (g)
  
 
4.2.6.2  Phenol oxidase assay 
For the phenol oxidase assay, clear 96-well microplates were used.  The 
enzyme substrate was a 25 mM solution of L-dihydroxyphenylalanine (L-DOPA).  
There were 16 replicate wells for each of a blank control and a negative control.  
The blank control consisted of 250 μL of acetate buffer.  The negative control 
consisted of 200 μL of acetate buffer and 50 μL of substrate solution.  For each 
soil sample, there were 8 replicate wells for a soil blank control and 16 replicate 
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wells for the enzyme assay.  The soil blank control consisted of 200 μL of soil 
slurry and 50 μL of acetate buffer.  The enzyme assay consisted of 200 μL of soil 
slurry and 50 μL of substrate solution.  Two sets of microplates were prepared for 
each soil sample; one was incubated for 12 hours at 23°C in the dark and the 
other was incubated for 24 hours at 10°C in the dark.  After incubation, 175 μL of 
supernatant from each well was transferred to a second clear 96-well microplate, 
avoiding the sediment at the bottom of the wells.  The microplates were then 
immediately measured for absorbance at 450 nm using a microplate reader 
(Varioskan Flash, Thermo Scientific). 
 
In order to calculate phenol oxidase activity, it is necessary to know the 
extinction coefficient of the substrate being used.  The extinction coefficient is the 
measured absorbance for a known amount of fully reacted substrate, giving units 
of absorbance per unit of reacted substrate.  A clear, 96-well microplate was used 
with 16 replicate wells for each of a blank control and negative control, and 64 
wells to measure an extinction coefficient.  The substrate solution was a 0.5 nM 
solution L-DOPA, dissolved in 50 mM, pH 6 acetate buffer.  The enzyme was 
Laccase (from Trametes versicolor), dissolved in 50 mM, pH 6 acetate buffer to a 
concentration of 1 mg/mL.  The blank control consisted of 250 μL of acetate 
buffer.  The negative control consisted of 200 μL of acetate buffer and 50 μL of 
enzyme solution.   The extinction coefficient measurement consisted of 200 μL of 
L-DOPA solution and 50 μL of enzyme solution.   
 
 65 
 
The microplate was incubated in the dark at 23°C for 12 hours.  After the 
incubation, 175 μL of supernatant from each well was transferred to a second 
clear 96-well microplate.  The plates were then immediately measured for 
absorbance at 450 nm using a microplate reader (Varioskan Flash, Thermo 
Scientific).  The absorbance values for all replicate wells were averaged, and the 
average blank value was subtracted from all other average values.  The 
absorbance of the negative control was then subtracted from the absorbance of 
the reacted L-DOPA.  Finally, the average absorbance value of the reacted L-
DOPA was divided by the amount of substrate in each well (0.1 μmol) to give an 
extinction coefficient, as per equation 4.10. 
Extinction coefficient (abs./μmol) = 
absorbance
μmol substrate reacted
  (4.10) 
To determine the enzyme activity, the measurements from the replicate wells 
were first averaged for all controls and assays.  Then, the average value for the 
blank control was subtracted from all other average values.  Next, the optical 
density (OD) was calculated using equation 4.11 in order to determine the 
absorbance attributed to the reaction product and not the soil slurry itself.  
Finally, the actual enzyme activity (μmol g-1 h-1) was calculated using equation 
4.12, where 125 mL is the total volume of soil slurry produced and 0.2 mL is the 
volume of soil slurry in each assay well. 
OD = sample abs. −  soil blank abs. −  neg. control abs. (4.11) 
Activity (μmol g−1 h
−1
)=       (4.12) 
OD × 125 mL
extinction coefficient (abs./μmol) × 0.2 mL × time (h)× soil mass (g)
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4.2.6.3  Modeling seasonal enzyme activity 
The two assay temperatures of 10°C and 23°C were chosen because they 
bracket the range of soil temperatures at the study site over the course of a 
growing season (Figure 4.6a).  Using the rates of enzyme activity at these two 
temperatures, the Q10 for each enzyme was calculated using the following 
equation. 
Q10 = (
Rate at 23℃
Rate at 10℃
)
(
10
23℃− 10℃
)
        (4.13) 
The value for Q10 was then used to model the activity of the enzymes over the 
course of the growing season, as a function of soil temperature, using equation 
4.14, 
Enzyme activity (nmol g-1 h
-1
) = R10 × Q10
(
T − 10
10
)
   (4.14) 
where R10 is the measured rate of activity at 10°C and T is the soil temperature 
(°C) at a depth of 10 cm.  Enzyme activity was modeled for each experimental 
plot, based on its specific R10 and Q10 values and its daily average soil 
temperature, producing the daily average rate of enzyme activity (nmol substrate 
g-1 h-1).  The modeled daily average rates of enzyme activity were then plotted as a 
function of time, to show the seasonal pattern of modeled in situ enzyme activity.  
The measured activity at 10°C and 23°C and the calculated Q10 values were 
averaged across all 9 plots and tested for statistically significant effects of time 
using single-factor ANOVA. 
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4.2.7  Soil bacterial community composition 
DNA extractions from soil samples were performed using the PowerSoil® 
DNA Isolation Kit (Mo-Bio, Carlsbad, CA, USA), as per the manufacturer’s 
instructions.  DNA was extracted from fresh soil within 6 hours of collection.  The 
extracted DNA was then stored in the -80°C freezer, until all samples could be 
submitted for sequencing. 
 
Sequencing was done by Molecular Reasearch-DNA (Shallowater, TX, 
USA) and samples were aliquoted and shipped according to their standards.  
Amplicon pyrosequencing (bTEFAP®) was originally described by Dowd et al. 
(2008a) and has been employed in describing a wide range of microbiomes, both 
environmental and health related, such as intestinal populations in cattle (Dowd 
et al. 2008a, Callaway et al. 2010, Williams et al. 2010).  In a modified version of 
the process, 16S universal eubacterial primers 27F-mod (5`- AGR GTT TGA TCM 
TGG CTC AG -3`) and 530R (5`- CCG CNG CNG CTG GCA C -3`) were used to 
amplify a ~500 bp region of the 16s rRNA gene. HotStarTaq Plus Master Mix Kit 
(Qiagen, Valencia, CA, USA) was used with a single-step 30 cycle PCR, under the 
following conditions: 94°C for 3 minutes, followed by 28 cycles of 94°C for 30 
seconds, 53°C for 40 seconds and 72°C for 1 minute, and a final elongation step at 
72°C for 5 minutes.  Following PCR, all amplicon products from different samples 
were mixed in equal concentrations and purified using Agencourt Ampure beads 
(Agencourt Bioscience Corporation, MA, USA).  Finally, samples were sequenced 
using Roche 454 FLX titanium instruments and reagents, following the 
manufacturer’s guidelines. 
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The sequence data were processed using a proprietary analysis pipeline 
(MR DNA, Shallowater, TX, USA).  Sequences were trimmed of barcodes and 
primers, and three types of sequences were removed: sequences shorter than 200 
base pairs, sequences with ambiguous base calls and sequences with 
homopolymer runs exceeding 6 base pairs.  Sequences were then denoised and 
chimeras were removed.  Operational taxonomic units (OTUs) were defined after 
the removal of singleton sequences, clustering at 3% divergence or 97% similarity 
(Dowd et al. 2008a, Dowd et al. 2008b, Edgar 2010, Capone et al. 2011, Eren et 
al. 2011, Swanson et al. 2011).  The final OTUs were taxonomically classified 
using BLASTn against a curated database derived from GreenGenes, RDPII and 
NCBI and compiled into each taxonomic level. 
 
Species richness was calculated for each plot and sample date, as the 
number of species identified.  Species diversity was also calculated using 
Simpsons’s index of diversity (Simpson 1949).  The relative abundance of each 
identified bacterial phylum was calculated for each plot and sample date.  
Additionally, the relative abundance of each proteobacteria class was calculated 
for each plot and sample date.  Species richness and diversity results, as well as 
relative abundance, were averaged and assessed for statistically significant effects 
of time using a single-factor ANOVA test. 
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Table 4.1: Comparison of the effects of sugar and yeast extract solutions 
(10% w/v) on the respiration rate of fresh soil, based on respiration rates 
measured 24 hours after the addition of the solution.  Values represent mean ± 
standard error, n=3. 
 
Treatment 
Respiration rate 
(nmol CO2 g-1 min-1) 
  
Control 3.7 ± 0.5 
Substrate-induced: sugar 34.4 ± 1.8 
Substrate-induced: yeast extract 156.3 ± 15.9 
  
 
 
 
Table 4.2: Comparison of the effects of substrate addition on the respiration rate 
of autoclaved and fresh soil.  Values represent mean ± standard error, n=2. 
 
 
Soil type 
 
Treatment 
Respiration rate 
(nmol CO2 g-1 min-1) 
   
Autoclaved Control 2.3 ± 0.0 
 Substrate-induced 2.7 ± 0.5 
   
Fresh Control 4.0 ± 0.5 
 Substrate-induced 199.7 ± 75.4 
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4.3  Results 
4.3.1  Environmental conditions 
The daily average soil temperature at a depth of 5 cm showed significant 
temporal changes during the growing season (Single-factor ANOVA: F=212.7, 
df=35, p<0.001; Figure 4.6a).  Temperatures increased through May and June 
from about 12°C to about 21°C.  The soil temperature then remained high from 
July to mid-September at around 20°C.  It then declined through September and 
October down to approximately 6°C.  Soil temperature at a depth of 10 cm 
showed an almost identical season pattern, and had a correlation with soil 
temperature at 5 cm of r=0.997 (data not shown). The daily average soil water 
content also showed significant seasonal variation (Single-factor ANOVA: 
F=25.0, df=34, p<0.001; Figure 4.6b).  Soil moisture generally declined through 
the summer from a high of 0.35 m3 m-3 in May down to a low of 0.18 m3 m-3 in 
mid-September, with some minor increases due to occasional precipitation input. 
Additionally, there was dramatic increase back up to 0.34 m3 m-3 in September 
due to a very large influx of precipitation on day 270.  In general, precipitation 
decreased over the season, with the exception of a high input in late September 
(Figure 4.6c).  Total precipitation from May to October was 346 mm. 
 
4.3.2  Carbon dioxide flux 
All aspects of ecosystem carbon dioxide flux showed significant seasonal 
variation.  Gross ecosystem productivity (GEP) rose relatively steadily through 
May and June from a low of 1 g C m-2 d-1, peaked at the beginning of July at a 
high of 8.6 g C m-2 d-1, and then declined for the remainder of the season back 
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down to a low of 0.2 g C m-2 d-1 in October (Single-factor ANOVA: F=53.3, df=32, 
p<0.001; Figure 4.7a).  Total ecosystem respiration (TER) also rose through May 
and June from a low of 2.1 g C m-2 d-1, but remained high through July between 
5.4 g C m-2 d-1 and 7.9 g C m-2 d-1, before dropping off quickly in mid-August and 
reaching a low of 1.3 g C m-2 d-1 in October (Single-factor ANOVA: F=65.9, df=32, 
p<0.001; Figure 4.7b). 
 
Manual field measurements of soil respiration also showed significant 
variation over the course of the growing season (Single-factor ANOVA: F=24.3, 
df=14, p<0.001; Figure 4.8).  It increased from 3.7 μmol CO2 m-2 s-1 in May to 
15.6 μmol CO2 m-2 s-1 by late June.  It then declined slightly to 12.1 μmol CO2 m-2 
s-1 by mid-July before showing a dramatic increase at the beginning of August, 
reaching 33.5 μmol CO2 m-2 s-1.  Finally, it declined sharply to 6.4 μmol CO2 m-2 s-
1 by mid-August, and then declined slowly for the remainder of the season, 
reaching 1.8 μmol CO2 m-2 s-1 at the beginning of October. 
 
There were two distinct components to the seasonal pattern of soil 
respiration: the overall curve, increasing in the early season and decreasing in the 
late season, as well as the spike occurring in mid-August, between day 212 and 
221 (Figure 4.8).  When looking for correlations between soil respiration and 
other measured values, the correlations were tested with and without the three 
measurements during the spike.  When the high values in mid-August were 
included, there was a moderate positive correlation with soil temperature 
(r=0.34, p<0.001; Figure 4.9a) and no relationship with soil moisture (r=0.08, 
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p>0.1; Figure 4.9b).  The correlation between soil respiration and the product of 
soil temperature and moisture was stronger than either alone, but was still not 
very strong (r=0.47, p<0.001; Figure 4.9c).  When the three values in mid-August 
were excluded, the correlation with soil temperature was slightly weaker (r=0.33, 
p<0.001; Figure 4.9a) while the correlation with soil moisture was stronger 
(r=0.36, p<0.001; Figure 4.9b).  However, with the three high values excluded, 
soil respiration and the product of soil moisture and soil temperature showed a 
very strong positive relationship (r=0.78, p<0.001; Figure 4.4c). 
 
4.3.3  Substrate-induced respiration 
Substrate induced respiration showed a clear and statistically significant 
seasonal pattern (Single-factor ANOVA: F=6.6, df=3, p=0.001; Figure 4.10).  
Respiration declined by approximately 30% from early June to late August, with 
average values decreasing from 72 nmol CO2 g-1 min-1 in June down to 51 nmol 
CO2 g-1 min-1 in August.  There was a strong negative correlation between SIR 
and soil temperature at 5 cm (r=-0.51, p<0.01; Figure 4.11a) and a strong positive 
correlation between substrate-induced respiration (SIR) and soil water content 
(r=0.62, p<0.001; Figure 4.11b).  There was also a very strong negative 
correlation between soil temperature and soil water content (r=-0.78, p<0.001; 
data not shown).  This suggests that the negative correlation between SIR and 
soil temperature is a function of the relationship between soil temperature and 
soil moisture, because at these moderate temperatures respiration rates should 
increase with temperature (Figure 4.2).  There was no significant correlation 
between SIR and gross ecosystem productivity (r=0.25, p>0.1; Figure 4.11c) and 
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no significant correlation between SIR and total ecosystem respiration (r=0.33, 
p>0.1; Figure 4.11d). 
 
4.3.4  Soil enzyme activity 
NAGase activity at 10°C showed a very clear seasonal trend as it began at 
approximately 106 nmol g-1 h-1 in June and dropped down to only about 58 nmol 
g-1 h-1 by late August (Single-factor ANOVA: F=12.7, df=3, p<0.001; Figure 
4.12a). NAGase activity at 23°C followed the same seasonal pattern, but with 
higher activity levels of 246 nmol g-1 h-1 in June and 123 nmol g-1 h-1 in August 
(Single-factor ANOVA: F=10.0, df=3, p<0.001; Figure 4.12b).  The approximate 
doubling of enzyme activity with a 13°C temperature difference corresponded to a 
calculated temperature sensitivity coefficient (Q10) between 1.6 and 1.9, which 
remained relatively consistent through the season (Figure 4.12c).  However, while 
the temperature sensitivity coefficient did not vary much, the slight decline over 
the course of the season was statistically significant (Single-factor ANOVA: 
F=6.6, df=3, p=0.001).  NAGase activity at 10°C showed a moderate negative 
correlation with soil temperature (r=-0.39, p<0.05 Figure 4.13a) and a strong 
positive correlation soil moisture (r=0.61, p<0.01; Figure 4.13b).  NAGase 
activity at 10°C was also strongly positively correlated to substrate-induced 
respiration (r=0.77, p<0.01; Figure 4.13e).   NAGase activity at 10°C showed no 
significant correlation with GEP (r=0.35, p>0.05; Figure 4.13c) and a strong 
positive relationship with TER (r=0.42, p<0.05; Figure 4.13d).  Correlations 
between NAGase activity at 23°C and soil temperature (r=-0.47, p<0.01), soil 
moisture (r=0.61, p<0.001), SIR (r=0.74, p<0.001), GEP (r=-0.24, p>0.1) and 
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TER (r=0.30, p>0.1) are all similar to those of NAGase activity at 10°C (data not 
shown). 
 
Phenol oxidase activity showed more variability between replicate plots 
than NAGase activity, making seasonal patterns more difficult to discern.  
Activity at both 10°C and 23°C showed a peak in late July, at approximately 377 
nmol g-1 h-1 and 1056 nmol g-1 h-1, respectively (Figure 4.12d,e).  The activity at 
23°C showed a significant seasonal pattern (Single-factor ANOVA: F=4.2, df=3, 
p=0.01), while activity at 10°C did not show a statistically significant pattern 
(Single-factor ANOVA: F=2.4, df=3, p=0.09).  The calculated temperature 
sensitivity coefficient (Q10) was higher for phenol oxidase than NAGase, ranging 
on average from 1.9 early in the season to 2.3 later in the season, although there 
was no statistically significant seasonal pattern (Single-factor ANOVA: F=1.7, 
df=3, p=0.2; Figure 4.12f).  Phenol oxidase activity at 10°C showed no significant 
correlation to soil temperature (r=-0.15, p>0.1; Figure 4.14a) and a moderate 
positive correlation with soil moisture (r=0.34, p<0.05; Figure 4.14b).  Phenol 
oxidase activity at 10°C was also moderately positively correlated to substrate-
induced respiration (r=0.39, p<0.05; Figure 4.14e).  Additionally, phenol oxidase 
activity at 10°C showed no significant correlation with GEP (r=0.34, p>0.05; 
Figure 4.14c) or with TER (r=0.20, p>0.1; Figure 4.14d). Correlations between 
phenol oxidase activity at 23°C and soil temperature (r=0.19, p>0.1), soil 
moisture (r=-0.06, p>0.5), SIR (r=0.20, p>0.1), GEP (r=0.09, p>0.5) and TER 
(r=0.39, p>0.05) were all similar to those of phenol oxidase activity at 10°C (data 
not shown). 
 75 
 
When enzyme activity was modeled based on measured activity at 10°C 
(R10), the calculated temperature sensitivity coefficient (Q10) and soil temperature 
at 10 cm, the two enzymes showed different seasonal trends.  Modeled NAGase 
activity showed a general downward trend through the summer, as would be 
expected based on the pattern of the measured activity (Figure 4.15a).  The 
modeled NAGase activity showed a strong positive correlation with both GEP 
(r=0.57, p<0.001; Figure 4.16a) and TER (r=0.58, p<0.001; Figure 4.16b).  
Modeled phenol oxidase activity showed a peak at the end of July, also similar to 
the pattern of measured activity (Figure 4.15b). The modeled phenol oxidase 
activity showed no significant relationship with GEP (r=0.18, p<0.1; Figure 
4.17a) and a strong positive correlation with TER (r=0.46, p<0.001; Figure 
4.17b).  However, the similarity in the seasonal patterns of GEP and the modeled 
phenol oxidase activity suggested a possible relationship.  The correlation 
between modeled phenol oxidase activity and GEP was calculated for a range of 
different lag-times (eg. phenol oxidase activity with GEP from the same day (0-
day lag), phenol oxidase activity with GEP from 1 day earlier (1-day lag), etc.).  
The strongest correlation occurred at a 23-day lag (r=0.74, p<0.001; Figure 
4.18b), although the correlations from an 18-day lag to a 26-day lag were not 
significantly different, based on the standard error of the correlation coefficient 
(Figure 4.18a).  The seasonal patterns of modeled phenol oxidase activity and 
GEP were very similar when modeled phenol oxidase activity was plotted at a 23-
day lag (Figure 4.18c). 
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4.3.5  Soil bacterial community composition 
The number of species identified (species richness) ranged from 
approximately 270 to 360, but there was no significant variation due to sampling 
date (Single-factor ANOVA: F=0.9, df=3, p=0.5; Figure 4.19a).  Similarly, species 
diversity (measured as the Simpson’s index of diversity) ranged from 0.97 to 
0.985 and showed no significant variation associated with sampling time (Single-
factor ANOVA: F=2.8, df=3, p=0.06; Figure 4.19b).   
 
The primary component of the soil bacterial community was the 
Proteobacteria phylum, making up between 35 and 47% of the total identified 
sequences (Figure 4.20).  The Proteobacteria abundance showed no significant 
variation over time (Single-factor ANOVA: F=2.6, df=3, p=0.07).  The remainder 
of the community consisted primarily of 8 major phyla: Bacteroidetes, 
Actinobacteria, Firmicutes, Acidobacteria, Chloroflexi, Gemmatimonadetes, 
Verrucomicrobia and Planctomycetes.  These, together with Proteobacteria, 
composed 98-99% of the total microbial community (Figure 4.20).  The last 1-2% 
consisted of members of several phyla (Nitrospirae, Fibrobacteres, 
Armatimonadetes, Cyanobacteria, Thermodesulfobacteria, Lentispharerae, 
Spirochaetes, Synergistetes, and Tenericutes) which were found in very small 
numbers in some samples, as well as some species which could not be identified 
or classified (data not shown). 
 
 Three phyla showed significant increases in abundance over time, four 
phyla showed significant decreases over the summer, and one phyla had no 
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significant seasonal pattern (Figure 4.21).  Bacteroidetes abundance dropped 
from approximately 25% to 12% over the summer (Single-factor ANOVA: F=15.4, 
df=3, p<0.001).  Acidobacteria abundance decreased from about 7% to 4% 
(Single-factor ANOVA: F=6.5, df=3, p=0.001).  Gemmatimonadetes abundance 
decreased from approximately 3.5% to 2.25% (Single-factor ANOVA: F=4.8, 
df=3, p=0.007).  Verrucomicrobia abundance dropped from 3.3% to 2.1% 
(Single-factor ANOVA: F=6.9, df=3, p=0.001).  Actinobacteria abundance 
increased from approximately 11% to 23% (Single-factor ANOVA: F=15.6, df=3, 
p<0.001).  Chloroflexi abundance rose from approximately 2.5% to 4.5% (Single-
factor ANOVA: F=12.6, df=3, p<0.001).  Planctomycetes abundance increased 
from 0.8% to 2.3% (Single-factor ANOVA: F=18.6, df=3, p<0.001).  Firmicutes 
varied between approximately 2.5% and 4.5% (Single-factor ANOVA: F=2.4, 
df=3, p=0.09). 
 
 The four main classes within the Proteobacteria phylum (alpha, beta, 
gamma and delta) showed similar seasonal trends (Figure 4.22).  
Alphaproteobacteria abundance increased significantly from 13% to 19% (Single-
factor ANOVA: F=9.5, df=3, p<0.001).  Betaproteobacteria abundance decreased 
significantly from 10% to 7.5% (Single-factor ANOVA: F=7.2, df=3, p<0.001).  
Gammaproteobacteria abundance also declined significantly, from 10% to 6% 
(Single-factor ANOVA: F=8.0, df=3, p<0.001).  Deltaproteobacteria abundance 
increased from 7% and 10%, but with no statistical significance (Single-factor 
ANOVA: F=1.8, df=3, p=0.17).  Additionally, members of Epsilonproteobacteria 
were found in very low abundance in some samples (data not shown). 
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Figure 4.6: Seasonal variation in (a) daily average soil temperature at a depth of 5 
cm, (b) daily average soil water content and (c) total daily precipitation at a 
grassland near Lethbridge, Alberta.  Vertical lines mark June 1 and August 31, 
2013, between which dates soil sampling was done.  Values for soil temperature 
and water content represent 5-day averages ± standard error, n=9.  Statistical 
significance was based on single-factor ANOVA.  (a) F(35)=213, p<0.001, (b) 
F(34)=25, p<0.001. 
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Figure 4.7: Seasonal variation in (a) gross ecosystem productivity (GEP) and (b) 
total ecosystem respiration (TER), calculated from half-hourly autochamber 
measurements.  Vertical lines mark June 1 and August 31, 2013, between which 
dates soil sampling was done.   Values represent 5-day averages ± standard error, 
n=6. Statistical significance was based on single-factor ANOVA.  (a) F(32)=53.3, 
p<0.001, (b) F(32)=65.9, p<0.001. 
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Figure 4.8: Seasonal variation in soil respiration, based on manual field 
measurements.  Vertical lines mark June 1 and August 31, 2013, between which 
dates soil sampling was done.  Values represent mean ± standard error, n=9. 
Statistical significance was based on single-factor ANOVA. F(14)=24.3, p<0.001. 
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Figure 4.9: The relationship between soil respiration and (a) soil temperature at a 
depth of 5 cm, (b) soil water content at 0-15 cm soil depth, and (c) the product of 
soil temperature and water content.   The red triangles represent the anomalous 
measurements from days 212 - 221, and were not included in the correlation 
calculation.  Symbols after r value indicate statistical significant (NS - not 
significant, * - p<0.05, ** - p<0.01, *** - p<0.001). n=108 when anomalous 
measurements are removed. 
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Figure 4.10: Seasonal variation in living soil microbial biomass, measured using 
substrate-induced respiration as a proxy.  Values represent mean ± standard 
error, n=9.  Statistical significance was based on single-factor ANOVA. F(3)=6.6, 
p=0.001. 
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Figure 4.11: The relationship between substrate-induced respiration and (a) soil 
temperature at a depth of 5 cm, (b) soil water content, (c) gross ecosystem 
productivity, and (d) total ecosystem respiration.  Symbols after r value indicate 
statistical significant (NS - not significant, * - p<0.05, ** - p<0.01, *** - p<0.001). 
n=36 for (a) and (b), n=24 for (c) and (d). 
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Figure 4.12: Seasonal variation in measured activity of NAGase (left) and phenol 
oxidase (right) at 10°C (a,d) and 23°C (b,e), and their calculated temperature 
sensitivity coefficients (c,f).  Values represent mean ± standard error, n=9. 
Statistical significance was based on single-factor ANOVA. (a) F(3)=12.7, 
p<0.001, (b) F(3)=10.0, p<0.001, (c) F(3)=6.6, p=0.001, (d) F(3)=4.2, p=0.01, 
(e) F(3)=2.4, p=0.09, (f) F(3)=1.7, p=0.2. 
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Figure 4.13: The relationship between NAGase activity at 10°C and (a) soil 
temperature at a depth of 5 cm, (b) soil water content, (c) gross ecosystem 
productivity (GEP), (d) total ecosystem respiration (TER), and (e) substrate-
induced respiration (e).  Symbols after r value indicate statistical significant (NS - 
not significant, * - p<0.05, ** - p<0.01, *** - p<0.001). n=36 for (a),(b) and (e), 
n=24 for (c) and (d). 
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Figure 4.14: The relationship between phenol oxidase activity at 10°C and (a) soil 
temperature at a depth of 5 cm, (b) soil water content, (c) gross ecosystem 
productivity (GEP), (d) total ecosystem respiration (TER), and (e) substrate-
induced respiration (e).  Symbols after r value indicate statistical significant (NS - 
not significant, * - p<0.05, ** - p<0.01, *** - p<0.001). n=36 for (a),(b) and (e), 
n=24 for (c) and (d). 
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Figure 4.15: Seasonal variation of modeled in situ enzyme activity of (a) NAGase 
and (b) phenol oxidase, calculated based on activity rate at 10°C, temperature 
sensitivity coefficient and actual daily average soil temperature at a depth of 10 
cm, as shown in Equation 4.14.  Values represent the average across plots (n=9). 
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Figure 4.16: The relationship between modeled in situ NAGase activity and (a) 
gross ecosystem productivity (GEP) and (b) total ecosystem respiration (TER).  
Values represent the daily average, averaged across plots (n=6).  Symbols after r 
value indicate statistical significant (NS - not significant, * - p<0.05, ** - p<0.01, 
*** - p<0.001). n=78. 
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Figure 4.17: The relationship between modeled in situ phenol oxidase activity and 
(a) gross ecosystem productivity (GEP) and (b) total ecosystem respiration 
(TER).  Values represent the daily average, averaged across plots (n=6).  Symbols 
after r value indicate statistical significant (NS - not significant, * - p<0.05, ** - 
p<0.01, *** - p<0.001). n=78. 
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Figure 4.18: (a) Correlation coefficients between modeled in situ phenol oxidase 
activity and gross ecosystem productivity (GEP) as a function lag-time (1-day lag 
means phenol oxidase activity is compared to GEP from one day earlier).  Boxed 
values are not significantly different from the peak value, based on standard error 
of the correlation coefficient.  (b) The relationship between modeled in situ 
phenol oxidase activity and mean GEP, using 23-day lag, n=78.  (c) Seasonal 
variation in modeled in situ phenol oxidase activity and GEP, where DOY for GEP 
= DOY + 23, to account for lag. 
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Figure 4.19: Seasonal variation in (a) species richness and (b) species diversity of 
the soil bacterial community.  Values represent mean ± standard error, n=9.  
Statistical significance was based on single-factor ANOVA. (a) F(3)=0.9, p=0.5, 
(b) F(3)=2.8, p=0.06. 
 
 
 93 
 
 
Figure 4.20: Seasonal variation in the relative abundance of the major bacterial 
phyla.  Values represent the mean (n=9). 
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Figure 4.21: Seasonal variation in the relative abundance of 8 major bacterial 
phyla.  Values represent mean ± standard error (n=9).  Statistical significance 
was based on single-factor ANOVA. (a) F(3)=15.4, p<0.001, (b) F(3)=6.5, 
p=0.001, (c) F(3)=4.8, p=0.007, (d) F(3)=6.9, p=0.001, (e) F(3)=15.6, p<0.001, 
(f) F(3)=2.4, p=0.09, (g) F(3)=12.6, p<0.001, (h) F(3)=18.6, p<0.001.
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Figure 4.22: Seasonal variation in the relative abundance of the four major 
Proteobacteria classes.  Values represent mean ± standard error (n=9). 
Statistical significance was based on single-factor ANOVA. (a) F(3)=9.5, p<0.001, 
(b) F(3)=1.9, p=0.17, (c) F(3)=7.2, p<0.001, (d) F(3)=8.0, p<0.001. 
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 4.4  Discussion 
 The purpose of this study was to investigate the direct effects of seasonal 
variations in soil temperature and soil moisture on soil respiration, as well as the 
indirect effects of microbial biomass, bacterial species community composition, 
extracellular enzyme activity, and substrate availability.  Conceptually, it is 
understood that soil respiration is directly affected by both soil temperature and 
soil moisture (Equation 4.1; Figure 4.2).  However, there are also a variety of 
ways that soil temperature and water availability can indirectly influence soil 
respiration.  Variations in the soil’s respiratory capacity (R10) will affect the total 
rate of soil respiration (Equation 4.1).  Respiratory capacity is influenced by root 
and microbial biomass, as well as substrate availability.  Therefore, any seasonal 
variations within the ecosystem that influence biomass or substrate availability 
will impact soil respiratory capacity, representing indirect effects on soil 
respiration.  This study examined soil microbial biomass, extracellular enzyme 
activity within the soil, and the species community composition of the soil 
bacterial community, looking for correlations with soil temperature and soil 
moisture, which could represent indirect effects on soil respiration rates. 
 
4.4.1  Soil respiration 
Over the course of the growing season, soil temperature and soil moisture 
showed significant variation (Figure 4.6a,b).  It is expected that the seasonal 
variations in soil temperature and soil moisture will drive the seasonal pattern of 
soil respiration, either directly or indirectly.  Studies have shown that over the 
course of a season, the combination of temperature and soil moisture explain 
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most of the variation in soil respiration (Carbone et al. 2008).  Consistent with 
these results, my study showed a very strong correlation between soil respiration 
and the product of soil temperature and water content (Figure 4.9c).   
 
There was one aspect of the seasonal pattern of soil respiration that cannot 
be explained by the relationship with soil temperature and soil moisture: the 3- to 
4-fold increase in soil respiration rates in August (Figure 4.8).  The timing of the 
increase was consistent with the timing of a late increase in gross ecosystem 
productivity and total ecosystem respiration on day 220 (Figure 4.7), which may 
have been due to precipitation input (Figure 4.6c).  However, the magnitude of 
the increases in soil respiration was not consistent with that of total ecosystem 
respiration measured by either the autochambers (Figure 4.7b) or eddy 
covariance (Flanagan et al. 2014).  Soil collars used to measure soil respiration 
have been shown to overestimate respiration rates under certain situations, such 
as pressure imbalances, and these effects can be amplified in dry, porous soil 
(Davidson et al. 2002, Pumpanen et al. 2004).  Sudden and short lived increases 
in soil respiration have been observed at this field site in previous years, although 
they have generally been spatially and temporally inconsistent (L.B. Flanagan, 
personal communication, October 2014).  In this study, a variety of factors  may 
have interacted to produce consistent but anomalous data that was not part of the 
overall seasonal pattern, and while the timing of the increase may have been real, 
the magnitude was inconsistent with all other data and should not be considered 
significant. 
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 Therefore, it was the overall seasonal pattern and its correlation to soil 
temperature and soil moisture that were analysed for this study.  However, 
correlations do not determine the cause of the relationship, nor if the relationship 
represents direct or indirect effects of soil temperature and soil moisture.  The 
possible indirect effects include changes in root biomass, soil microbial biomass 
and substrate availability.  Substrate availability may be affected by plant activity, 
extracellular enzyme activity in the soil, and the species composition of the soil 
microbial community.    
 
4.4.2  Substrate-induced respiration 
Soil microbial biomass is controlled by a variety of factors, including soil 
moisture, temperature, nutrient availability, soil pH, and plant activity (Wardle 
1992).  Therefore, as many of these factors vary throughout the growing season, 
microbial biomass can also be expected to show seasonal patterns.  For example, 
in a Mediterranean grassland in California, microbial respiration was at its 
highest in the wet, winter months and at its lowest in the dry summer months, 
and soil water content explained a significant portion of the variability (Waldrop 
and Firestone 2006).  Similarly, Liu et al. (2009) showed that microbial biomass 
and respiration in a temperate steppe ecosystem were reduced by warming when 
water was limiting, but that increases in precipitation increase biomass and 
respiration.  My measurements of soil microbial biomass by substrate-induced 
respiration showed a similar correlation with soil moisture (Figure 4.11b). 
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Biomass affects the respiratory capacity (R10) of the soil, thereby affecting 
soil respiration.  Biomass includes both root and microbial biomass, and both 
root and microbial respiration contribute to total soil respiration (Hanson et al. 
2000, Luo and Zhou 2006).  A study by Lee and Jose (2003) showed that soil 
respiration in a cottonwood stand was positively correlated with both fine root 
biomass production and soil microbial biomass.  A study of a Swiss grassland 
showed that elevated levels of atmospheric CO2 increased overall rates of soil 
respiration, but it was due to an increase in microbial biomass as opposed to an 
increase in the activity of individual microorganisms (Sowerby et al. 2000).  The 
correlation between soil respiration and soil temperature and soil moisture may 
be due to the indirect effect of moisture on microbial biomass, as well as the 
negative correlation between soil moisture and soil temperature. 
 
4.4.3  Soil enzyme activity 
 In addition to the amount of microbial biomass present in the soil, the 
activity of the microorganisms is important to any ecosystem, as they are the 
primary decomposers of organic matter and recyclers of nutrients.  Of the wide 
variety of extracellular enzymes produced by these microorganisms, those 
involved in the cycling of nitrogen are particularly important, as nitrogen is often 
a limiting nutrient.  My focus was on two such enzymes, phenol oxidase and β-
1,4-N-acetylglucosaminidase (NAGase).  The activity of these two enzymes is 
influenced by many factors, some shared between them and some unique to each 
enzyme.  In general, enzyme activity increases with temperature, due to the 
effects of temperature on biochemical processes (Brzostek and Finzi 2012).  Both 
 100 
 
enzymes are also influenced by soil pH, with NAGase activity benefitting from 
low pH while phenol oxidase activity benefits from higher pH (Sinsabaugh et al. 
2008).  The activity of NAGase was primarily regulated by microclimate and soil 
characteristics (Boerner et al. 2005).  Similar to NAGase activity, microbial 
biomass was correlated with soil temperature and moisture (Figure 4.11).   
Studies have shown that NAGase activity was positively correlated with total 
microbial biomass and total bacteria, as well as related to potential soil 
respiration (Waldrop and Firestone 2006, Brockett et al. 2012). Similarly, my 
results show a strong positive correlation between NAGase activity and substrate-
induced respiration. 
 
In contrast, phenol oxidase activity was controlled by the quality and 
availability of substrate for decomposition (Boerner et al. 2005).  Specifically, 
phenol oxidase activity was influenced by lignin content in soil organic matter, 
the concentration of soluble phenolic compounds and nitrogen availability 
(Sinsabaugh 2010).  As well, phenol oxidase can be increased weeks or months 
after a large input of carbon, where the amount of carbon added exceeds the 
amount of carbon in microbial biomass and nitrogen remains limited, in what is 
called a real priming effect (Blagodatskaya and Kuzyakov 2008).  Such an input 
of carbon can cause increased microbial activity that requires the breakdown of 
SOM to fulfill nitrogen requirements and can also cause an increase in microbial 
biomass (Blagodatskaya and Kuzyakov 2008).  Root exudates introduce a larger 
amount of carbon than nitrogen to the soil, which can cause this real priming 
effect (Klein et al. 1988, Mench and Martin 1991, Nardi et al. 2000, 
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Blagodatskaya and Kuzyakov 2008).  The products of photosynthesis are 
transported belowground and metabolized within hours of initial assimilation, 
and exudation intensity is high when photosynthetic activity is high (Kuzyakov 
and Cheng 2001).  Photosynthesis is tightly coupled with priming effects, which 
suggests that root exudates are primarily responsible for rhizosphere priming 
(Kuzyakov and Cheng 2001).   
 
Several of my results are consistent with a real priming effect.  Substrate-
induced respiration indicated that microbial biomass increased slightly on day 
199 from day 178, in contrast to the overall downward trend of substrate-induced 
respiration over the course of the season.  This may correspond to the expected 
increase in microbial biomass due to a real priming effect (Blagodatskaya and 
Kuzyakov 2008).  The lag of approximately 23 days between peak GEP (and 
exudation rates) and the peak in phenol oxidase activity was also consistent with 
the time frame described by Blagosatskaya and Kuyakov (2008).  A priming 
effect also tends to cause an increase in soil respiration, although in my study, 
this increase could have been masked by the artificially high spike in soil 
respiration in August. 
 
Substrate availability in the soil is one component of the soil’s respiratory 
capacity.  One study has shown that when soil temperature and soil moisture are 
ideal, the rate of soil respiration is limited by the amount of biologically available 
substrate and not the microbial biomass (Wang et al. 2003).  Soil temperature 
and soil moisture can have an impact on enzyme activity directly, or via root 
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exudation rates and priming effects.  The resulting effect of soil temperature and 
soil moisture on soil respiration through the soil’s respiratory capacity is indirect. 
 
4.4.4  Soil bacterial community composition 
My study showed no significant change in species richness or alpha 
diversity over the course of the summer of 2013 (Figure 4.19).  However, there 
was a shift in the composition of the microbial community (Figure 4.20).  As well, 
specific bacterial phyla and classes could be seen to increase or decrease in 
relative abundance over the course of the summer.  Proteobacteria was the 
largest component of the community, and while its abundance did not change, 
the abundance of its constituent classes did.  Both Alphaproteobacteria and 
Deltaproteobacteria increased in abundance, while Gammaproteobacteria and 
Betaproteobacteria decreased in abundance (Figure 4.22).  Similarly, the other 
major bacterial phyla tended to show either an increase or a decrease in 
abundance over the summer.  Specifically, the phyla Bacteroidetes, 
Acidobacteria, Gemmatimonadetes and Verrucomicrobia all showed decreases 
in abundance while the phyla Actinobacteria, Firmicutes, Chloroflexi and 
Planctomycetes all showed increases in abundance (Figure 4.21). 
 
Waldrop and Firestone (2006) studied both an oak canopy ecosystem and 
a grassland ecosystem and found that season had a significant effect on microbial 
community composition.  Their study also indicated that differences in microbial 
community composition stemming from differences between the oak canopy and 
grassland ecosystem were primarily related to difference in soil moisture.  
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Different microorganisms are better suited to different environmental conditions, 
and water availability can determine which microbial community is active in the 
soil (Voroney 2007).  For example, Actinobacteria are aerobes and well suited to 
low resource availability, and are therefore generally found in lower abundance 
when soils are wet (Cruz-Martinez et al. 2009).  This fact explains the observed 
increase in Actinobacteria abundance through the summer, as soil moisture 
levels declined.  In contrast, Bacteroidetes, Betaproteobacteria, and 
Gammaproteobacteria tend to be favoured in soils that remain moist, consistent 
with my data that showed these three groups declined over the summer in 
correlation with reduction in soil moisture (Cruz-Martinez et al. 2009).  Xiong et 
al. (2014) showed that the abundance of Actinobacteria increased and 
Acidobacteria and Bacteroidetes decreased in abundance in response to a 
warming treatment in a high alpine meadow, which significantly lowered soil 
moisture. 
 
 An increase in the availability of organic carbon in the soil can stimulate 
an increase in the activity of an opportunistic subset of the soil bacterial 
community, thereby increasing soil respiration (Cleveland et al. 2007).  
Environmental warming can also benefit the soil fungal community through an 
increase in substrate quantity and a decrease in nitrogen availability, causing an 
increase in the soil fungal contribution to soil respiration (Zhang et al. 2005).  
Fungi generally have greater efficiency at assimilating carbon, reducing their CO2 
output by lowering their R10 value (Zhang et al. 2005).  Therefore, changes in the 
species composition of the soil microbial community may affect soil respiration 
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either through a change in substrate availability or a direct change in respiratory 
capacity. 
 
4.5  Conclusion 
The strong positive relationship between soil respiration and the product 
of soil temperature and soil moisture is controlled by both the direct and indirect 
effects of temperature and moisture on respiration rates.  The seasonal patterns 
of soil temperature and soil moisture are correlated with seasonal patterns of 
plant activity, soil microbial biomass, extracellular enzyme activity and the 
species composition of the soil bacterial community, which may be responsible 
for variations in soil respiration either through biomass abundance or substrate 
availability.  The relationships between the different components of the soil 
ecosystem and their relationships with the aboveground ecosystem and the 
atmosphere are numerous and complex.  Soil respiration is an important 
component of the global carbon cycle, and has the potential to increase under 
warming conditions, further increasing atmospheric carbon dioxide levels.  It is 
important to understand both the direct and indirect effects of temperature and 
moisture on soil respiration in order to accurately predict future consequences of 
climate change. 
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CHAPTER 5.  CONCLUSION 
 The anthropogenic increase of carbon dioxide in the atmosphere will lead 
to a variety of changes to the global climate system, including increases in the 
average global temperature, alterations to precipitation regimes, and changes in 
the timing and amount of water availability (Barnett et al. 2005, Rosenzweig et 
al. 2008).  These changes in climate will cause changes in ecosystem functioning, 
which might then cause a feedback loop to further increase atmospheric CO2.  
Scientists are working to understand how these changes will affect terrestrial 
ecosystems, but accurate data must be collected from field experiments to 
produce accurate models and predictions.   
 
 Warming experiments performed in the field allow us to observe how 
increased temperatures affect ecosystems in otherwise natural conditions.  It is 
very important to choose the best warming treatment for the ecosystem and the 
measurements being made so that the data produced will be helpful in climate 
and ecosystem models.  It is also important to plan for long-term warming 
studies, as applying a warming treatment for only one growing season may not 
produce any changes in the ecosystem, as was seen in this study.  Since 
interannual variation in environmental conditions such as precipitation and 
water availability may be significant, long-term studies allow scientists to see the 
effects of warming under a variety of natural conditions.  As water availability 
changes with global climate change, it may affect the ability of an ecosystem to 
acclimate to warming conditions, particularly in a semi-arid grassland like the 
study site.  Soil temperature and soil moisture are also controlling factors of 
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many aspects of the soil microbial community, from active microbial biomass and 
enzyme activity to the species composition of the community.  Any changes in 
climate that affect water availability and subsequently, plant activity, may cause 
shifts in these microbial communities and their activities.  These alterations may 
cause shifts in the carbon intake and output of the ecosystem, shifting the balance 
between carbon source and carbon sink, and the ecosystem’s role in the global 
carbon cycle. 
 
As this project continues, and interannual variation in precipitation and 
temperature are seen, it may also be important to examine additional aspects of 
the ecosystem.  It would be valuable to examine the contribution of the soil fungal 
community as well as different extracellular enzymes in the soil to further 
understand the soil microbial community’s composition and activities.  As well, 
the consideration of nitrogen or other nutrient availability and its effects on both 
the plant and microbial community would be worthwhile.   
 
In conclusion, it is important to choose a warming treatment carefully 
based on what is being measured and to conduct long-term warming studies that 
consider both the direct and indirect effects of temperature and moisture on 
ecosystems.  Well planned studies will allow better predictions about the impact 
of future global climate change on the biosphere.   
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