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ABSTRACT
Global Navigation Satellite Systems (GNSS) is the positioning technology of choice outdoors, but its performance clearly
degrades in harsh propagation conditions, or even more critical for the applications of interest here, these systems are not
available in GNSS-denied environments such as indoors. Among the different alternatives for autonomous indoor localization
and navigation, Ultra-WideBand ranging is a promising solution to achieve high positioning accuracy. The key points impacting
such performance are i) anchors’ geometry, and ii) a perfectly known anchors’ position. In this contribution, we provide an
analysis on the navigation performance loss induced by a possible anchor’s position mismatch, and propose a method to estimate
both the mobile trajectory (position and velocity) and the uncertain anchor’s position. A numerical simulation study is given to
support the discussion.
1. INTRODUCTION
The navigation of an unmanned vehicle in GNSS-denied scenarios, such as in indoor environments, can be a very chal-
lenging task. Depending on the final mission to be accomplished (i.e., safety-critical applications), this may turn to be a key
point in the system design. Indeed, the vehicle must maintain knowledge of its position over time, within a given accuracy, to
achieve autonomous and reliable navigation. To this end, several different technologies are available, giving rise to a plethora
of different methods for indoor navigation in the literature [1], each of them having its own advantages and drawbacks. For
instance, inertial navigation systems (INS) are self-contained but are highly prone to accumulate errors due to sensors’ noise
and inherent biases. Vision-based navigation approaches can be efficient in indoor and outdoor environments, but are highly
sensitive to environmental conditions, such as lighting, textures, illumination or shadows.
In the last decade, wireless localization sensors have become an active field of research and development. A number of
technologies such as Wi-Fi, Bluetooth or Ultra-WideBand (UWB) exist and provide indoor and outdoor localization capabili-
ties [2–4], mainly through angle-of-arrival (AoA), time-of-arrival (ToA), time-difference-of-arrival (TDoA) or received signal
strength (RSS) measurements [5,6]. Wi-Fi and Bluetooth are known for their ease of use due to the already existing infrastruc-
ture but achieve meter-level to tens of meter-level ranging accuracy [7], which may not be enough for the system navigation
requirements. On the other hand, UWB-based localization provides better accuracy but requires a dedicated infrastructure. For
all these technologies, the accuracy of the localization solution mainly depends on i) the quality of range measurements, ii) the
geometry of the network, and iii) the performance of the positioning algorithm. In this contribution we leverage on the use
of UWB technology, which has the advantage, compared to Wi-Fi or Bluetooth, to operate with a low transmit power and to
be less sensitive to multipath effects. Moreover, UWB is also relatively robust to interference and jamming, and can achieve
sub-decimeter-level ranging accuracy in line-of-sight (LOS) nominal conditions [8, 9]. In general, one of the major drawbacks
in all wireless localization techniques is the requirement of a fixed network, where the so-called anchor nodes are placed at
perfectly known positions. Hence, anchors’ position must be a priori measured, which requires a manual intervention and is
therefore costly, time consuming and, depending on the measuring tool, may introduce errors in the position of the anchors.
This is especially critical in indoor scenarios, where we cannot rely on external information such as GNSS to accurately position
the anchors. Given the sub-decimeter nominal accuracy of the system, uncertainty in the location of each anchor may have a
non-negligible impact on the performance of the positioning algorithm. This problem is a key point for reliable standalone
UWB-based navigation.
This contribution addresses the issue of indoor navigation of an unmanned vehicle, using only UWB-based range measure-
ments, where both measurement errors and anchors’ position uncertainties are incorporated into the system model, in order to
provide a robust navigation solution. In the case of UWB-based techniques, the ranges between the tag to be localized and the
different set of anchors are obtained from two-way ranging measurements (i.e., each anchor computes the two-way travelling
time, to avoid timing synchronization between anchors). Within this framework, some studies consider one or more stationary
nodes [10–13] and focus mainly on localization. In this article, we consider the estimation of the time-varying position and
velocity of a mobile node using range estimates to a set of anchors at uncertain, to a certain extent, positions (i.e., a priori
information on the rough anchors’ position is available). Thus, the full state to be estimated includes the time-varying states of
the mobile node, and the uncertain anchor nodes’ position in the network. This work investigates the performance of a Kalman
filter (KF)-like navigation algorithm under the aforementioned conditions.
Optimality and robustness are opposed, and both have to be analyzed to characterize the filter performance. The robust
filter (RF) performance (i.e., robustness in the sense that the filter is able to cope with a certain uncertainty on the system)
must be compared to the optimal filter (OF) (known anchors’ position): i) if anchors’ position are perfectly known, analyze the
RF performance degradation, which includes extra states to be estimated, w.r.t. the OF (i.e., deviation from optimality under
nominal conditions); ii) if some anchors’ position are uncertain, obtain the validity interval where the RF algorithm provides
reasonable performance (i.e., which level of uncertainty can we account for), and compare its performance w.r.t. the filter which
does not take into account such uncertainties. To assess the proposed methodology, a numerical simulation study is performed,
where mismatches on the anchors’ position were artificially induced, to understand the filter behavior and its limitations.
2. PROBLEM STATEMENT, SYSTEM MODEL & STANDARD SOLUTION
In this study we consider the localization of a single mobile node, referred as the tag, in an indoor environment, under
line-of-sight (LOS) conditions. The unknown tag’s position to be inferred is defined at time t as pm,t = [xm,t ym,t zm,t ]T .
A number of L fixed nodes, referred as anchors, are distributed within the communication range of the tag, and are located at
fixed positions pi = [xi yi zi ]T , with i = 1, . . . , L. The measured distance between the tag and the ith anchor at time t is
given by,
zi,t = ||pm,t − pi||+ ni,t, (1)
where || · || is the L2-norm (Euclidean norm), the true distance
di = ||p− pi|| =
√
(x− xi)2 + (y − yi)2 + (z − zi)2,
and ni is a zero-mean Gaussian random variable with variance σ2r,i, i.e. ni,t ∼ N (0, σ2r,i). It is assumed that the errors affecting
each range measurements are independent, thus having E{ni,tnj,t} = 0 for i 6= j. Moreover, considering that all distance
measurements are affected by the same type of noise, we thus assume that they have the same variance. If we stack all the
observations available in a vector, the measurement equation is (adopting the standard KF notation):
z1,t
...
zL,t

︸ ︷︷ ︸
zt
=

||pm,t − p1||
...
||pm,t − pL||

︸ ︷︷ ︸
ht(xt)
+

n1,t
...
nL,t

︸ ︷︷ ︸
nt
, (2)
with nt ∼ N (0L,R), R = σ2r,iIL. It is important to notice that in a real-life application, the number of available observations
is time-varying, then the system must be aware that the size of the measurement vector may be changing over time. For the
mobile node, we consider a constant velocity (CV) dynamic model (process equation),[
pm,t
vm,t
]
︸ ︷︷ ︸
xt
=
[
I3 ∆tI3
I3
]
︸ ︷︷ ︸
F
[
pm,t−1
vm,t−1
]
︸ ︷︷ ︸
xt−1
+
[
03
wv,t−1
]
︸ ︷︷ ︸
wt−1
. (3)
with wt−1 ∼ N (0,Q). Both (2) and (3) define the standard state-space model (SSM) formulation of the problem (if perfectly
known anchors’ position).
2.1. Standard extended KF solution
Using the SSM in (2) and (3), it is easy to design a KF-like solution to estimate the tag’s states, i.e., an Extended KF (EKF)
which uses a linearized measurement equation and the standard linear KF equations [14]. In this case, we need the following
Jacobian (evaluated at a given point x0 and with ui,t = ||p0 − pi||),
Ht =
∂ht(xt)
∂xt
∣∣∣∣
xt=x0
=

x0−x1
u1,t
y0−y1
u1,t
z0−z1
u1,t
0T3
...
...
...
...
x0−xL
uL,t
y0−yL
uL,t
z0−zL
uL,t
0T3
 . (4)
The EKF use a prediction step, driven here by the CV motion model, in order to obtain a predicted state estimate xˆt|t−1 =
Fxˆt−1|t−1 (with its associated prediction error covariance Σx,t|t−1 = FΣx,t−1|t−1F + Q), which in turn is used to build
the innovation’s sequence, zt − ht(xˆt|t−1) (which must be a white process if the filter is optimal) and the updated state
estimate (incorporating the new observation) xˆt|t = xˆt|t−1 + Kt(zt − ht(xˆt|t−1)). Notice that the linearized measurement
equation is evaluated at the predicted state, Ht = ∂ht(xt)/∂xt|xt=xˆt|t−1 , and is only used to compute the filter gain and the
updated estimation error covariance. The so-called (optimal) Kalman gain, Kt, is the one that minimizes such estimation error
covariance, Σx,t|t = E
[
(xt − xˆt|t)(·)T
]
, and is typically computed as Kt = Σx,t|t−1HTt (HtΣx,t|t−1H
T
t + R)
−1.
An important point when using KF-like solutions, is the filter initialization, which may have a strong impact on the filter
performance. Actually, the linear KF recursion is only valid (t ≥ 1) if Σx,0|0 = Cx0 and x̂0|0 = E[x0] (mean and covariance
of the initial state) [15], which in practice are unknown. A common solution to mitigate such uncertainty on the initial state
is the Fisher initialization [16], which at time t = 1 uses the best linear unbiased estimator (BLUE) of x1, also known as
the linear minimum variance distortionless response (LMVDR) estimator, which coincides with the weighted least squares
estimator (WLSE) of x1, and is given by
x̂1|1 = Σx,1|1HT1 R
−1z1, Σx,1|1 =
(
HT1 R
−1H1
)−1
. (5)
In practice, if the mobile node is not moving when we initialize the filter, the velocity part of the state can be directly set to
zero, and the WLSE is only performed for the position estimation, solving a lower dimension estimation problem. Because the
system is nonlinear, instead of using a direct WLSE (5) for t = 1, we have to perform an iterative WLSE until convergence.
2.2. Motivation: standard EKF performance under anchor’s position mismatch
Figure 1 shows the impact on the trajectory when the uncertainty on the anchors’ position is not accounted for in the standard
EKF. In this example, 8 anchors have a uniformly distributed random position bias on each axis, each being included in the
interval [−50,+50] cm. The range measurement variance was set to 0.01 m2 (standard deviation of 10 cm). This can be a
critical situation for indoor navigation applications and shows clearly that the lack of precise knowledge in the location of each
anchor has a non-negligible impact on the performance of the positioning algorithm.
Fig. 1. Impact of inaccurate anchor positioning on the trajectory when not accounted for in a standard EKF.
2.3. State-space model with anchor’s position mismatch
The SSM introduced in (2) and (3) considers that the set of L anchor’s position, pi, are perfectly known, which is not the
case of interest. We assume a position mismatch on a subset Ue of Le < L anchors, that is,
p˜i = pi + ∆pi for i ∈ Ue (6)
with ∆pi = [∆xi ∆yi ∆zi]T the position error on the i-th anchor, which can be viewed as a bias in the anchor’s position. In
this case, the mismatched ranging (w.r.t. (1)) is
z˜i,t = ||pm,t − p˜i||+ ni,t = ||pm,t − (pi + ∆pi)||+ ni,t, for i ∈ Ue (7)
where we can compute the impact of the mismatch as
||pm,t − (pi + ∆pi)||2 = (pm,t − pi)T (pm,t − pi)−2(pm,t − pi)T∆pi + ∆pTi ∆pi︸ ︷︷ ︸
εt(pm,t,∆pi)
= d2i,t + εt(pm,t,∆pi), (8)
and then z˜i,t =
√
d2i,t + εt(pm,t,∆pi)+ni,t, with both pm,t and ∆pi (or equivalently p˜i) being unknown. The resulting mea-
surement equation is expressed as z˜t = h˜t(xt) + n˜t, with the new z˜Tt = [z˜1,t, . . . , z˜Le,t, zLe+1,t, . . . , zL,t]. The measurement
function, h˜t(xt), if we do not consider (estimate/mitigate) the anchors’ mismatch, can be equivalently written as,
h˜t(x˜t) =

||pm,t − p˜1||
...
||pm,t − p˜Le ||
||pm,t − pLe+1||
...
||pm,t − pL||

=

||pm,t − (p1 + ∆p1)||
...
||pm,t − (pLe + ∆pLe)||
||pm,t − pLe+1||
...
||pm,t − pL||

=

√
d21,t + εt(pm,t,∆p1)
...√
d2Le,t + εt(pm,t,∆pLe)
dLe+1,t
...
dL,t

(9)
where it is easy to see the impact of the position mismatch on a subset of anchors. From the observation model, we can easily
identify two options:
1) Do nothing: consider that x˜Tt = [p
T
m,t v
T
m,t] as in (3), use the mismatched measurement equation with the assumed
(wrong) distance model d˜i,t = ||pm,t − p˜i|| and the standard EKF solution introduced in Section 2.1, expecting that
the impact of such uncertainty in the final solution is reasonable (i.e., d2i,t >> |εt(pm,t,∆pi)|), but it has already been
shown in Section 2.2 that this may not be the case.
2) Modify the SSM: include the (partially) unknown pi into the state to be estimated, that is, considering that x˜Tt =
[pTm,t v
T
m,t p
T
1,t . . . p
T
Le,t
], in order to improve the final filter performance. This is the solution that we explore in this
contribution. Because here the unknown anchor’s position are estimated, the previous measurement equation becomes
again (as in (2)) h˜Tt (x˜t) = [||pm,t − p1||, . . . , ||pm,t − pL||], where only a subset of pi (i ∈ Ue) are to be estimated.
Taking into account the second case, the process and measurement equations are now:
pm,t
vm,t
p1,t
...
pLe,t

︸ ︷︷ ︸
x˜t
=
I3 ∆tI3I3
I3Le

︸ ︷︷ ︸
F˜

pm,t−1
vm,t−1
p1,t−1
...
pLe,t−1

︸ ︷︷ ︸
x˜t−1
+

03
wv,t−1
03
...
03

︸ ︷︷ ︸
w˜t−1
; z˜t =

||pm,t − p1||
...
||pm,t − pL||
+ n˜t. (10)
Equation (10) defines the SSM formulation taking into account the possible model mismatch (uncertain anchors’ position).
To be able to apply an EKF type solution, again we need the Jacobian matrix, (∂h˜t(x˜t)/∂x˜t)
∣∣∣
x˜t=x˜0
, which is expressed as
(dimension L× (6 + 3Le)),
H˜t
∣∣∣
x˜t=x˜0
=

l1,t 0
T
3 −l1,t
...
...
. . .
lLe,t 0
T
3 −lLe,t
lLe+1,t 0
T
3 0
T
3 · · · 0T3
...
...
...
. . .
...
lL,t 0
T
3 0
T
3 · · · 0T3

(11)
with li,t =
[
x−xi
||p−pi||
y−yi
||p−pi||
z−zi
||p−pi||
]
the LOS pointing vector.
3. METHODOLOGY
We propose to use the mismatched SSM introduced in (10), and an EKF type solution where we estimate both the unknown
tag position and velocity, together with the unknown position of a subset of anchors. In the sequel we discuss some practical
issues on the filter implementation.
Measurement noise covariance: If we consider, for every anchor i ∈ Ue, an uniformly distributed random position bias
∆pi ∈ [−bi,bi], bTi = [bx,i by,i bz,i], the uncertainty on every coordinate (if bx,i = by,i = bz,i = bi ) is σ2i = (bi + bi)2/12 =
b2i /3, and the total uncertainty can be written as σ
2
p,i = li,tdiag(b
2
i /3, b
2
i /3, b
2
i /3)l
T
i,t = b
2
i /3 (it is easy to obtain the equivalent
if the biases are not equal in all directions). Then, to take into account this anchor’s position uncertainty in the measurement
noise (distance) covariance, we can use the modified [R˜]i,i = σ2r,i + σ
2
p,i.
Initialization: At t = 1, we do not know the initial tag’s position and velocity, and for the anchor’s position, we have only
access to their mismatched positions p˜i. We assume that the tag is not moving for a first period t ∈ [1, Tinit], therefore, we
initialize xˆT1|1 = [pˆ
T
m,1|1 vˆ
T
m,1|1 pˆ
T
1,1|1 . . . pˆ
T
Le,1|1] with vˆm,1|1 = 03, [pˆ
T
1,1|1 . . . pˆ
T
Le,1|1] = [p˜
T
1 . . . p˜
T
Le
], and we use an
iterative WLSE solution (from a given initial pˆm,0) for the tag position (until convergence),
for t ∈ [1, Tinit], do until convergence: pˆm,t =
(
HTp,tR˜
−1Hp,t
)−1
HTp,tR˜
−1z˜t (12)
where Hp,t = [l1,t; . . . ; lL,t]|pm,t=pˆm,t−1,pi=p˜i . The convergence criteria is given by
||(HTp,tR˜−1Hp,t)−1HTp,tR˜−1 (z˜t − zˆt) || < γ (13)
with [zˆt]i = ||pˆm,t − p˜i||.
EKF: Once the iterative WLSE converged, we jump to an EKF solution
xˆt|t−1 = F˜xˆt−1|t−1 (14)
Σx,t|t−1 = F˜Σx,t−1|t−1F˜ + Q (15)
K˜t = Σx,t|t−1H˜Tt (H˜tΣx,t|t−1H˜
T
t + R˜)
−1 (16)
xˆt|t = xˆt|t−1 + K˜t(z˜t − ht(xˆt|t−1)) (17)
Σx,t|t = (I− K˜tH˜t)Σx,t|t−1 (18)
using the linearized H˜t = ∂h˜t(xt)/∂x˜t
∣∣∣
x˜t=xˆt|t−1
, and the measurement noise covariance R˜ previously defined (taking into
account the anchors’ position uncertainty). Notice that if extra sensors are available, once the system detects that the mobile is
not moving, we can conveniently jump again to an iterative WLSE (which assumes zero velocity).
4. SIMULATION RESULTS
In the following study, we define m-EKF (mismatched EKF) as the proposed algorithm, s-EKF as the standard EKF which
does not account for the biases of the mismatched anchors and o-EKF (optimal EKF) as the EKF which uses the perfectly
known position of the anchors.
We consider the scenario of the localization of a single tag in the presence of 8 anchors, which are uniformly distributed
as illustrated in Figure 2. The tag’s reference trajectory is also shown, and stays below the network of anchors at a fixed
height. Monte Carlo simulations were carried out to assess the performance of the m-EKF algorithm and to compare it to
the performance the s-EKF algorithm. The standard deviation of the range measurements was set to σr,i = 10 cm, and is
kept constant throughout the simulations. The biases on the positions of each anchor are drawn randomly within the interval
[−bi,bi]. Once obtained, these biases are kept constant for each Monte Carlo simulation.
Fig. 2. Simulation setup.
In a LOS environment, the performance of UWB-based localization algorithms highly depend on several factors, such as,
the network’s geometry, the number of mismatched anchors and the values of the bias on the position of each mismatched
anchor. We therefore divided our study into two experiments: one focusing on the impact of the number of mismatched anchors
Le, for a fixed position bias ∆pi, and the other addressing the impact of the value of the position bias for fixed number of
mismatched anchors. The loss of performance of the proposed algorithm is also assessed in the case where the position of the
anchors are perfectly known although considering anchor mismatch. As a performance metric, we use the root mean square
error (RMSE) of the tag’s position estimate. The results are obtained by averaging the RMSE over 100 Monte Carlo runs. The
mean horizontal and vertical RMSE are thus defined respectively by:
hRMSE =
1
Nt
Nt∑
i=1
√√√√ 1
Ns
Ns∑
k=1
(xˆk − x)2 + (yˆk − y)2, (19)
vRMSE =
1
Nt
Nt∑
i=1
√√√√ 1
Ns
Ns∑
k=1
(zˆk − z)2, (20)
where Nt is the number of trials and Ns is the number of samples.
4.1. Impact of the number of mismatched anchors Le (fixed anchor’s position bias ∆pi)
Figures 3 and 4 present the results obtained for the Monte Carlo simulation which parameters are indicated in Table 1. In the
case of 5 mismatched anchors, the position of anchors A0, A1 and A2 (see Figure 2) are perfectly known. As we expected, the
mean RMSE in both algorithms tends to increase with the number of mismatched anchors. However, the proposed algorithm
outperforms the standard EKF for 5, 6 and 7 mismatched anchors in the horizontal plane. In the case of the vertical position
error, even though the m-EKF performs averagely better, the maximum value of the RMSE tells us that there can be cases where
the m-EKF performance may be slightly worse than the s-EKF.
Table 1. Parameters for the Monte Carlo simulation.
Number of runs 100
Range variance noise (m2) 0.01
Number of anchors 8
Number of mismatched anchors Le = {5, 6, 7, 8}
Anchor position bias (cm) [−20,+20]
Fig. 3. Mean horizontal RMSE of the m-EKF and s-EKF as a function of the number of mismatched anchors.
Fig. 4. Mean vertical RMSE of the m-EKF and s-EKF as a function of the number of mismatched anchors.
4.2. Impact of the anchor’s position bias ∆pi (fixed number of mismatched anchors Le)
In this second simulation, we consider 5 mismatched anchors to which we apply different interval values of bias. The
Monte Carlo simulation parameters are indicated in Table 2. The results are presented in Figures 5 and 6. It can be noticed
that from, and even beyond, 30 cm of bias, the standard EKF reaches mean RMSE values between 10 and 55 centimeters, in
both horizontal and vertical plane, whereas the m-EKF achieves centimeter accuracy, whatever the value of the bias. Finally,
Figure 7 plots the horizontal trajectories of the tag and the mismatched anchors, for ∆pi ∈ [−100,+100]. This result shows
that, despite a strong bias on each anchor position, the m-EKF algorithm converges towards the true anchor positions.
Table 2. Parameters for the Monte Carlo simulation.
Number of runs 100
Range variance noise (m2) 0.01
Number of anchors 8
Number of mismatched anchors 5
Anchor position bias (cm) [−20,+20], [−50,+50], [−80,+80], [−100,+100]
Fig. 5. Mean horizontal RMSE of the m-EKF and s-EKF as a function of maximum values of ∆pi.
Fig. 6. Mean vertical RMSE of the m-EKF and s-EKF as a function of maximum values of ∆pi.
Fig. 7. Horizontal trajectory for the tag (red) and the mismatched anchors (green). This simulation considered 5 mismatched
anchors and ∆pi ∈ [−100,+100] cm. The black circles are the true position of the anchors and the blue triangles are the
mismatched anchors.
4.3. Performance loss of the m-EKF algorithm
Finally, the performance of the m-EKF algorithm is studied from the performance loss point of view, that is, if all anchor
positions are perfectly known and we assume that we have a mismatch on a subset of anchors, which is the impact of including
additional states to be estimated. Notice that in this case, the mismatched anchors’ position is initialized at their true value,
but the filter allow this to vary througout the trajectory. We can see in Figures 8 and 9 that the performance loss is marginal
compared to the increased robustness.
Fig. 8. Horizontal performance loss of the m-EKF algorithm assuming anchor mismatch when knowing precisely the position
of the anchors.
Fig. 9. Vertical performance loss of the m-EKF algorithm assuming anchor mismatch when knowing precisely the position of
the anchors.
5. CONCLUSIONS
In this contribution, by means of a simulated setup, it is shown that a mismatch on the anchors’ position has a non-negligible
impact on the standalone UWB-based navigation performance, which in fact is probably the case in real-life applications. A
possible way to mitigate the impact of such mismatch is to introduce the uncertain anchors’ position into the state to be tracked
by a KF-like method. The proposed mismatched EKF provides a robust solution to the UWB navigation problem under biased
anchors’ position. While the performance degradation with respect to the optimal solution is marginal, the proposed algorithm
provides improved performances compared to the standard EKF solution not taking into account the mismatch. Then, it is clear
that in the case of a possible mismatch it is always better to include it into the filter formulation. A problem which has not been
addressed in this contribution is the clear impact of the network geometry which is another key factor on the final navigation
performance. Regarding real-life experiments, an additional problem to be solved is a dynamic ranging bias induced both by
the geometry and the antenna pattern of the UWB devices. These open points are kept for future research.
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