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A problem arising from the work of C.A.R. Hoare on parallel programming is that of deciding 
whether a given string Q is a “merge” of two other given strings CJ and 7. We describe a 
polynomial time algorithm for this problem. This algorithm can easily be extended to check, in 
polynomial time, whether Q is a merge of any fixed number of strings. The problem for an 
arbitrary number of strings is shown to be NP-complete and so is unlikely to have a polynomial 
time algorithm. 
1. Introduction 
Suppose Q = Q( 1) ~(2). .4(r) is a string of symbols from the alphabet 2, and S is a 
subset of the set {1,2,..., r}. The restriction of Q to S, denoted by Q ) S, is the string 
obtained from Q by deleting e(i) for each i not in S. We say that Q is a merge of 
strings olr q,..., aNifthereisapartitionof{1,2,...,r}intoNsetsS1,S2,...,SNsuch 
that (ii = Q ( Sj for each i. As an example, when Q is the string 111000, if Si and S2 are 
thesets{1,2,4}and{3,5,6},then~~S~isthestring110and~~S~isthestring100. 
Thus we see that 111000 is a merge of 110 and 100. However 111000 cannot be a 
merge of 101 and 010 because, whatever set is chosen as S, if the symbol 0 occurs in 
Q IS all following symbols must also be 0. 
A problem arising from the work of C.A.R. Hoare on parallel programming is 
that of determining whether Q is a merge of cr and r for three given strings Q, cr and T. 
It would be possible to solve this problem by an exhaustive search through all 
possible partitions of { 1,2,. . . , r} into two sets S and T of cardinalities s and t the 
lengths of strings o and r respectively; and checking at each stage whether (T= ,q ) S 
and r = Q 1 T. However the number of such partitions is the binomial coefficient (i) 
which in general will be exponential in the input length. Hence such a method would 
be impractical. This leads us to consider the computational complexity of the 
underlying decision problem. 
MERGE 
Input. Strings @, 01,02,. ..,a&, from xc*. 
Question. Is Q a merge of ol , a2 ,..., oN? 
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K-MERGE is the restriction of the problem MERGE to cases in which we wish to 
determine whether Q is a merge of a fixed number K of other strings. 
We shall show that while there is a polynomial time algorithm for K-MERGE the 
problem MERGE is NP-complete. The algorithm for K-MERGE has been described 
in [2] for the case K = 2 but, for completeness, is also given in the next section. 
Our complexity terminology is that of Garey and Johnson [ 11. 
2. An algorithm for K-MERGE 
We first give the algorithm for 2-MERGE and then show how this generalizes to 
give a polynomial time algorithm for K-MERGE. 
Let the set A; consist of those pairs (i, k) for which e(1) ~(2) ... e(i) is a merge of 
a(l) ..a a(j) and r(1) ..I r(k). Then Q is a merge of ~7 and r if and only if A, is the set 
{(s, t)} where r, s and t are the lengths of strings Q, cr and r respectively. Aa is the set 
{(O&-91. 
Lemmal.Forirl, (i,k)~A~ifandonlyifeither@(i)=atJand~-l,k)~A;_, or 
,o(i)=r(k)and(j,k-l)EAiP1. 
Proof. The pair (j, k) belongs to the set A; if and only if there is a partition of 
{1,2,..., i} into sets S and T with Q 1 S= a(l) **a ati) and Q 1 T= s(l) .a. s(k). Either 
iESinwhichcase&i)=a(j)andthepartitionof {1,2,...,i-1) intosetsS\{i} and 
T gives that e(1) . ..@(i- 1) is a merge of a(l)...a& 1) and s(l) ..a r(k), that is 
(j-l,k)~A;_,, oriETinwhichcase@(o=r(k)and(i,k-l)EAi_,.O 
Using Lemma 1 we can obtain Ai+, recursively from A, as follows. 
Recursive step. For each (j, k) E A ;, if e(i + 1) = o(j + l), then (j + 1, k) E A ;+ , and 
ife(i+l)=r(k+l), then(j,k+l)~A;+,. 
In this way, starting with A0 = { (O,O)}, we obtain A, which will be the set ((s, t)} 
if and only if Q is a merge of (T and r. This gives an algorithm for 2-MERGE. 
The recursive step is executed at most r times. The time required to obtain Ai+, 
from Ai is O(l Ai 1). There are s + 1 possible values for j and for fixed i, if (j, k) is in 
Ai then k= i-j. Thus IA, ) is bounded by s+ 1. Thus we see that this algorithm will 
have time complexity O[r(s+ l)] which is in general O(L*) where L is the input 
length. 
This algorithm generalizes to the problem K-MERGE in which we wish to 
determine whether Q is a merge of ol ,02,. . .(sK as follows. 
(1) Ao= {(QO, . . ..O)}. 
(2) Obtain Ai+, recursively from A, in the following way. For each 
tili2 , . . ..jK)EA. and each m, lsmsK, if e(i+ 1) = o,,,(j, + l), then 
0’ I, . ..&+I. . . ..jk)EAi+i. 
(3) Q is a merge of crl ,a2 ,..., ak if and only if A,= { (.sl, s2, . . . . sk)} where 
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r,s1, .**, sK are the lengths of strings e, ol,. . .,aK respectively. 
Again the recursive step is executed at most r times, and the time required for this 
step is O(lA;l). IAil is bounded by (si+ I)&+ l)...(s~_i+ 1) and so the time 
complexity of this algorithm is O[r(sr + 1) ... (sK_, + l)] which in general is O(LK). 
3. MERGE is NP-complete 
In an input for the problem MERGE the number of strings oi will not necessarily 
be bounded by a constant, and in general this number N will be of size O(L) where L 
is the input length. In this case the algorithm described in Section 2 will have 
exponential time complexity. This leads to the question of whether there exists a 
polynomial algorithm for this problem. We shall show that MERGE is NP-complete 
and hence has equivalent complexity to a large number of classical combinatorial 
problems for which there are no known polynomial time algorithms. 
Theorem 1. MERGE is NP-complete. 
Proof. It is clear that MERGE is a member of the class NP since a nondeterministic 
algorithm needs only guess a partition of { 1,2,. . ., r} into N sets, and check that the 
string e restricted to each of the sets of this partition gives the strings 0;. 
To show that MERGE is NP-complete we shall show that it is harder than the 
problem EXACT COVER BY 3-SETS which is known to be NP-complete [l, p. 531. 
EXACT COVER BY 3-SETS 
Input. A set X with IX/ = 3q and a collection C of 3-element subsets of X. 
Question. Does C contain an exact cover for X, that is a subcollection C’ of C 
such that each element of X occurs in exactly one member of C’? 
In an arbitrary instance X, C of EXACT COVER BY 3-SETS we may assume, 
without loss of generality, that X is the set { 1,2,...,m} where m = 3q. Suppose 
c= {C,, c,, . . . . CN}. Let d, be the number of members of C containing the element i 
of X and let Sj be the string consisting of dj-1 copies of the symbol i. The string 
consisting of k copies of the symbolj we shall denote by jk. As the alphabet Z for 
MERGE we take the elements 1,2,..., m of X together with the additional symbol 0. 
Construct strings e, ol ,.,,aN from _Z* as follows: 
e=oq123 ...mON-q6162...6,, 
0, = OXVZ 
where x, y and z are the three elements of C; in ascending order. 
These strings can be constructed from X and C in time polynomial in the input 
length of X, C. It only remains to show that C contains an exact cover for X if and 
only if @ is a merge of or ,oz, ‘.’ ,oN. 
Let e, = 04123 s.0 m and ~Z=W’~q61&~~.&. Then e=e,e2. 
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Lemma 2. Q is a merge of o1 , a2, . . . , aNifandonlyifthereisasubsetIof {1,2,...,N} 
with (II = q such that .Q~ is a merge of ai, i E I, and e2 is a merge of air i B I. 
Proof. If Q, is a merge of Ui, i E I, and e2 is a merge of r~;, i $ I, then it is obvious that 
~=~~~~isamergeofor,a~,..., oN. Conversely if Q is a merge of oI ,02,. . ., aN, then 
there is a partition of { 1,2,...,4N} into sets S, ,S2 ,...,S,with a,=~iS;. Now the first 
q + m = 4q digits of Q, that is el, contain exactly q symbols 0. Thus we see that the 
digits of q of the cri are used in ol, and since each Di has length 4 all the digits of 
these oj are used to form el. More formally only q of the sets S; have elements less 
than 4q + 1 and since each S; has cardinality 4 each element of these sets is at most 
4q. Thus if Q is a merge of o1 ,02, . . . . oN, then there is a set I of cardinality q and 
partitions of { 1,2 ,..., 4q) into sets S,, iEI, and {4q+ 1, . . . . 4N) into sets S;, i@Z, 
with Q 1 Si = 0;. That is el is a merge of D;, i E I, and ~2 is a merge of D,, i $ I. 0 
Now suppose Q is a merge of o1 ,02, . . .,oN. Then by Lemma 2, el is a merge of cr;, 
i E I, with (II = q. Let C’= {C,: i E I). C’ is an exact cover for X because each element 
of X is a symbol, other than 0, of the string el and so is contained in exactly one of 
the strings oi, i E I, and is therefore contained in exactly one member of C’. 
To show the converse we note that if cr,j3,, . . ../I. are strings consisting of 
increasing sequences of integers, and the number of times each integer occurs in a is 
the sum of the number of times it occurs in the strings pi, then a is a merge of 
PI , . . . ,p,. Thus if C does have an exact cover C’ = {C;: i E I} for X, then Q, is a merge 
of Qi, i E I, and ~2 is a merge of (T;, i $ I, and therefore by Lemma 2 we have that ,Q is 
a merge of (T~,...,cT~. 
4. Open problems 
(1) Find an algorithm of complexity lower than O(LK) for the problem K- 
MERGE. (We note that a proof that time O(LK) was best possible would prove that 
NP#P.) 
(2) in the proof that MERGE is NP-complete the number of symbols in the 
alphabet 2 is not fixed. What is the complexity of MERGE when the strings have 
symbols from some fixed alphabet, for example when ,Y is the alphabet (0, l}? 
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