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Abstract--ln this paper, by using a fuzzy relation, we define a dynamic fuzzy system with a 
bounded convex fuzzy reward on the positive orthant R~_ of an n-dimensional Euclidean space. 
As a measure of the system's performance, we introduce the time average fuzzy reward, which is 
characterized by the limiting fuzzy state under the contractive properties of the fuzzy relation. In 
the one-dimensional case, the average fuzzy reward is expressed explicitly by the functional equations 
concerning the extreme points of its a-cuts. Also, a numerical example is given to illustrate the 
theoretical results. © 1999 Elsevier Science Ltd. All rights reserved. 
Keywords - -Dynamic  fuzzy system, Time average fuzzy reward, Contractive properties, Fuzzy 
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1. INTRODUCTION AND NOTATIONS 
In the previous papers [1-4], we have defined a dynamic fuzzy system using a fuzzy relation and 
proved a limit theorem for transition of fuzzy states under the contractive and nonexpansive 
properties of the fuzzy relation. Here, the dynamic fuzzy system will be extended to the one 
with a bounded fuzzy reward on the positive orthant R~ of an n-dimensional Euclidean space, 
and the time average fuzzy reward is introduced as a measure of the system's performance and 
characterized by the limiting fuzzy state or by various fuzzy relational equations. For sequential 
decision analyses in a fuzzy environment, refer to [5-7]. 
Let X and Y be convex subsets of some Banach space. We denote by C(X) the collection of all 
compact convex subsets of X, and by p the Hausdorff metric on C(X). Throughout this paper 
we denote a fuzzy set on X by its membership function $ : X ~-, [0, 1] and its a-cut by $~. For 
the details, refer to [8,9] and our previous papers. 
A fuzzy set ~ on X is called convex if 
~(Ax + (1 - A)y) _> ~(x) A ~(y), for any x, y E X and A E [0, 1], 
where a A b = min{a, b} for real numbers a and b. Also, a fuzzy relation i5 defined on X × Y is 
called convex if 
l~(Axl + (1 - A)x2, Ayl + (1 - A)y2) > ~(x~, y~) ^  ~(x2, y2), 
for any xl,x2 E X, Yl,Y2 E Y, and A E [0,1]. 
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Let br(X) be the set of all convex fuzzy sets g on X, which are upper semicontinuous and have 
a compact support. Clearly, g E 9v(X) implies ga E C(X) for all a E [0, 1]. The addition and the 
multiplicative operation of fuzzy sets are defined as follows (see [10]): for any ~, ~ E ~'(R~_) and 
A • R+ := [0, c~), 
+ := sup ^ x • rt , (1.1) 
y ,zEFt~ :y+ z=x 
and 
and (A$)(x) :=/{0}(x) if A = 0, where IA(') is the indicator function of a subset A of R~_. 
It is easily seen that, for a • [0, 1], 
(,~ + v)a = .~a + va and (A~)a = ASs, 
where A + B := {x + y I x • A, y • B} and AA := {Ax [ x • A} for any subsets A, B of P~_. 
LEMMA 1.1. (See [I1].) 
(i) For any ~, C) • ~'(R~_) and A • [0, ~) ,  
+ • and • 
(ii) Let/5 be any lower semicontinuous convex fuzzy relation on X × Y.  Then 
sup ~(x) A/~(x, .) • ~'(Y), for a//~ • ~'(X). 
xEX 
Here, we give the notion of convergence for a sequence of fuzzy sets, which is used in Section 2. 
DEFINITION 1.1. (See [1,12].) Let {vt}t~0 be a sequence fuzzy sets in .~(X). Then we write 
vt ~ v • .7 : (X)  as  t ~ ~,  if 
lim sup p(~t,~,~a)=0, (1.3) 
t - - *oo  aE[O,1] 
where vt,~ and f~ are s-cuts of vt and f), respectively. 
Note that for a sequence of sets {At}t~=l C C(X) and A • C(X), 
lim At = A 
t---*<X~ 
means that limt-~m At = limt_.c~ At = A, where 
lim At := {z  • X , lira d(z, At) =O} , 
$ "* ~ t "--* O¢~ 
{ l imd(z,  A t )=O} lira At := z ~ X l t__.oo 
t ---+OO 
d(z, D) := minz,eD d(z, z'), D • C(X), and d is a metric on X. It is known (see [13]) that 
l imt_~ p(At,A) = 0 iff limt-.e¢ At = A, so that ~3t converges to ~ as t ~ c~ in the sense of (1.3) 
means that lim vt,a = va uniformly for a • [0, 1]. 
Now, extending a discrete dynamic fuzzy system in [1-4], we consider the one with a fuzzy 
reward, which is characterized with the elements i S, 4, r, s) as follows. 
(i) The state space S is a convex compact subset of some Banach space. In general, the 
system is fuzzy, so that the state of the system is called a fuzzy state denoted as an 
element of 9v(S). 
(ii) The law of the motion and the fuzzy reward for the system are denoted by the time 
invariant fuzzy relations 4 : S × S ~ [0, 1] and ? : S × [0, M] n ~ [0, 1], respectively, where 
M is a fixed positive number and n is a positive integer. We assume that ~ : S x S ~-~ [0, 1] 
and ~ : S × [0, M] n ~-* [0, 1] are convex and continuous. 
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If the system is in a fuzzy state g E ~'(S), a fuzzy reward R(g) is earned and we move to a new 
fuzzy state Q(g), where Q : 9v(S) ~ ~'(S) and R : ~'(S) ~ ~'([0, M] n) are defined by 
R(g)(z) := sup g(x) A ~(x, z), z • [0, M] n, (1.4) 
xES 
and 
Q(g) (y) := sup g(z) A 4(x, y), y • S. (1.5) 
xES 
Note that by Lemma 1.1(ii), the maps R and Q are well defined. 
(iii) The initial fuzzy state g • ~'(S) is arbitrary. 
For the dynamic fuzzy system (S, 4, r, s), we can define a sequence of fuzzy rewards on [0, M] n, 
{R(gt)}~o, where 
go := g and St+l := Q(st), (t > 0). (1.6) 
In Section 2, we define the time average fuzzy reward, which is characterized by the limiting 
fuzzy state under the contractive properties of the fuzzy relation {. 
In Section 3, the one-dimensional case is treated and by introducing relative value functions, 
the average fuzzy reward is expressed by the functional equations concerning the extreme points 
of its a-cuts. 
Also, a numerical example is given to illustrate the theoretical results in this paper. 
2. THE AVERAGE FUZZY REWARD 
In this paper, we specify the time average reward as a measure of the system's performance 
and discuss its characterization under the contractive assumption given in [1]. 
We define the total T-time fuzzy reward/~T(S) by 
T-1  
RT(g) := ~ R(gt), T >_ 1, (2.1) 
t----0 
where {gt}t°°=o is given in (1.6). 
Associated with the fuzzy relation { and fuzzy reward ~, the corresponding maps Qa : C(S) 
C(S) (a • [0,1]) and Ra :  C(S) ~ C([0, M] n) (a • [0, 1]) are defined as follows: for D • C(S), 
{y • S[4(x,y) >_ a for some x • D}, ~ > 0, 
Qa(D):-- c l{y•S[q(x ,y )>0forsomex•D},  a - -0 ,  
(2.2) 
and 
{z • [0, M] n [ f(~,z) _> a for some x • D}, a > 0, 
R~(D):= c l{z•[0 ,  M] n l f (x , z )>0forsomex•D},  a=0.  
(2.3) 
The iterates Q~ (t > 0) are defined by setting Q° a := I (identity) and iteratively, 
Qt-t-1 t a :=Q~Qa, t>_O. 
We have the following lemma, which is easily verified by the ideas in the proof of [1, Lemma 1]. 
LEMMA 2.1. 
(i) /~T(S) • 5r([0, TM] n) for T > 1. 
(ii) st,a = Q~(ga) for t > O, where st,a = (st)a. 
(iii) (/~T(g))a = T~T_-o 1Ra(gt,a) for T > 1. 
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Note that, from Lemma 2.1(ii),(iii), (/~(s))a depends only on sa and not on ~ itself, so that we 
put 
:= (RT(S)) , for T _> 0 and a E [0,1]. 
By using this a-cut set of/~T,~(sa), we try to estimate the increasing amount of fuzzy reward 
per unit time. 
For K > 0 and a E [0, 1], we define 
{ n thereexists{zT}~=lSUChthatzTERT,~(~)} (2.4) 
GK,a := r E R+ and [[ZT - -  rT[[ <_ K for all T _> 1 
The properties of GK,a are formulated in the following lemma. The proof is omitted. 
LEMMA 2.2. Let K > 0. Then: 
(i) (GK,  I a • [0, 1]} c 
(ii) GK,a C GK,a' for 0 <_ a' <_ a <_ 1, 
(iii) lim~,Ta Gr,a, = GK,a for a • (0, 1]. 
From [1, Lemma 3], we can define a fuzzy number 
~(~)(r):= sup {aAIar.=(r)}, re [0 ,  U] n, fo r~•~' (S ) .  (2.5) 
,~e[o,1] 
Then .~(~) • Jr([0, M] n) and (.~(~))a = CK,~ for all a • [0, 1]. 
We call ~(~) an average fuzzy reward for the dynamic fuzzy systems, which depends on the 
initial fuzzy state ~ • ~-(S) with suppression of K. In the remainder of this section, we will 
investigate the average fuzzy reward from the limiting behavior of the fuzzy states. The following 
lemma is useful in the sequel. 
D oo C(S) and D • LEMMA 2.3. Let { t}t=l C C(S) such that limt--.oo Dt = D. Let a • (0, 1]. For 
any e (a > e > 0), there exists T >_ 1 such that 
Ra_,(D) D am(D,), for all t > T. 
PROOF. Suppose that for some e (a > e > 0), there exist sequences {tk}~°=l and {Zk}~=l such 
that 
tk --* oo (k --* oo) and zk E R~(Dt~) \ R~_,(D) (k=l ,2 , . . . ) .  
Then we have 
f(X, Zk)<a- -e ,  for a l l xED,  k=l ,2 , . . . ,  (2.6) 
and there exists a sequence {Xk}~°=l such that 
Xk E Dt~ and ~(Xk, Zk) >_ a, for k = 1,2, . . . .  (2.7) 
oo  From the compactness, we may assume that the sequences {xk}l¢=l and {zk}~°=l are conver- 
gent. We put the limits x ° = limk-~oo Xk and z* = l imk-~ Zk. Then we have x* E D since 
limt-.oo Dt = D. From (2.6) and (2.7), we obtain 
f (x* , z* )_a  and ~(x ,z* )_<a-e ,  for a l l xeD.  
It is a contradiction. Thus we get this lemma. | 
In order to characterize the average fuzzy reward ~(g), we need the following two assumptions. 
The first one is a contractive property concerning the fuzzy relation ~ which guarantees the 
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existence of the limiting fuzzy state, and the second is a Lipschitz condition related with the 
fuzzy reward ~. 
ASSUMPTION A. (Contraction and ergodic property.) There exists to >_ 1 and/~ (0 < /3 < 1) 
satisfying 
, Q~ (D2)) <_ Bp(Vl, V2), for all Vl, D2 E C(S), a E [0, 1]. p(Q~(D1) to 
ASSUMPTION B. (Lipschitz conditions.) There exists a constant C > 0 such that 
5(Ra(D1), Ra(D2)) _< Cp(D1, D2), for all D1, D2 6 C(S), a 6 [0, iI, (2.8) 
where 5 is the Hausdorff metric on C([0, M]n). 
LEMMA 2.4. (See [1, Theorem 1].) Suppose that Assumption A holds. 
(i) There exists a unique fuzzy state/5 6 Jr(S), which is independent of the initial fuzzy 
state ~, satisfying 
/5(y) = m~s {/5(x ) A ~(x, y)}, for all y 6 S. (2.9) 
(ii) For a 6 [0, 1], the a-cut/sa is a unique set of C(S) such that 
(iii) Let a 6 [0, 1]. It holds that 
p(Qt(D),/5a) <_/3[t/t°]g~(D,/sa), for all D • C(S), t >_ 1, 
v ' t° - t  p(Q~(D),/Sa) and, for a real number c, [c] is the largest integer where Ka(D,/sa) := z.,t=o 
equal to or less than c. 
Recently, Yoshida [14] has given the notion of an a-recurrent set for the fuzzy relation and has 
shown that the a-cut of the limiting fuzzy set/5 in Lemma 2.4 is characterized as the maximum 
a-recurrent set. 
Now, we can state one of the main results, which shows that ~(~) is represented using the 
limiting fuzzy state/5. 
THEOREM 2.1. Suppose that Assumptions A and B hold. For all sufficiently large K, it holds 
that 
~(~) = R(/5), (2.10) 
where/5 is the//m/ring fuzzy state given in Lemma 2.4. Further, this is independent of the initial 
fuzzy state ~. 
PROOF. A rough sketch of the proof is as follows and the details are omitted. First, we show 
that 
(~(~))a = VK,a C Ra(/sa) = (R(/5))a. (2.11) 
Suppose that there exists r • GK,a \ Ra(Pa). Then r ¢~ R(a+~)/2(/sa) for some e > 0. Since 
R(a+~)/2(fi~) is closed and convex, there exists a unique zo • R(~+~)/2(fi~) such that 
0 < 7 := [[z0 - r[[ < IIz - r H, for all z • R(a+e)/2(/sa). (2.12) 
By Lemma 2.3, there exists T* > 0 such that 
R(a+,)/2(/sa) D Ra(gt,a), for all t _> T*. (2.13) 
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From r E GK,a, there exists {rT}TC~=O such that 
rT • /~T,a(g~) and IIrT -- rTII < K, for all T >_ 1. (2.14) 
On the other hand, from Lemma 2.1(iii), there exists a sequence {rT, t} such that 
T-1  
rT, teRa( .~t ,a)  ( t=O,  1 ,2 , . . . ,T -1 )  and rT= ~-~rT, t (T_>l) .  (2.15) 
t=0 
Noting the supporting hyperplane of R(a+~)/2(~a) at zo, we have 
(zo -- r, rT,t -- r) >_ [Izo -- r[12 = "y 2, fora l l t ,  T (T > t > T*) 
and 
{z° - - r '~( rT ' t - - r ) )  >- (T -T* ) 'Y2 '  t=T* for all T > T*. 
By the Cauchy-Schwartz inequality, 
T--1 r )  
t_~_T (rT,t -- >_ (T - T*)% for all T > T*. (2.16) 
After some calculations, we see that 
T-1  
IIrT -- rTII = t~=o (rT, t -- r) ~ c~ (T ---* c~). 
So this contradicts (2.14) and we obtain (2.11). 
Next we prove 
Ra(~a) C GK,~, for all Sufficiently large K. (2.17) 
From Assumption B, we have 
6(R,~(gt,~),Ra(~)) <_ CP(~t,~,#a), for t _> 0. (2.18) 
Also, from Lemmas 2.1(ii) and 2.4(iii), 
P(~t,~,~) <_/3[t/t°]Ka(~a,~a), for t >_ 0. (2.19) 
Since S is compact, there exists a constant C* > 0 such that 
~(nc~(st,c~), R~(~) )  < C*/3 t, for t > 0, 
r c~ by using (2.18),(2.19). Therefore, for any r • Ra(#a), there exists { t}t=o such that 
rt • Ra($t,a) and Ilrt - rll <_ C*/3 t, (2.20) 
for t _> 0. Then 
T-1 rT  T-1 T~ T-1 C* 
t=O t----0 
for all T _> 1. Thus we get r • GK,a for all K _> C*/(1 - /3) .  Therefore (2.17) holds for all 
K >_ C*/(1 -/3). Together with (2.11), we g~t (2.10) for all sufficiently large K. It is trivial that 
(2.10) is independent of the initial fuzzy state ~ from Lemma 2.4(i). | 
From now on, we take K > C*/(1 -/3). The following corollary shows that ~($) is given as the 
limit of {R(gt)}~=o by the method of Cesaro averaging. The proof is omitted. 
COROLLARY 2.1. Under the same condition as Theorem 2.1, it holds that 
1~ 
lim ~RT,~(~)  = (~(~))~, for a/1 a • [0, 1]. (2.21) 
T---*c~ 
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3. ONE-DIMENSIONAL CASE 
In this section, we consider the case of n = 1, i.e., ~ E ~'(S x [0, M]), and characterize an 
average fuzzy reward 9(~) by the functional equations concerning with the extremal points of its 
a-cuts. Throughout his section, it is assumed that Assumptions A and B hold. 
Since C([0, M]) is the set of all closed intervals, we can write the map Ra : g(S) ~-* C([0, M]) 
by the following form: 
Ra(D) := [minRa(D),maxRa(D)], for all D E g(S). (3.1) 
For 
T-1  
RT,a(D) := Z Ra(Q~(D)), 
f=O 
it holds that 
T-1  
min RT, a(D) = Z min Ra (Qta(D)) , (3.2) 
t=0 
T--1 
max/~T,a(D) = ~ maxRa (Q~(D)) , (3.3) 
t=0 
and 
RT,a(D) = [minRT, a(D),maxRT,~(D)] . 
From Lemma 2.4(iii) and Assumption B, we observe that Ra(Q~(D)) converges to Ra(/Sa) ex- 
ponentially first as t --* c~. Thus, by (3.2) and (3.3), 
(min/~T,a(D)-  T x min Ra03a)) (3.4) ha(D) :~__ 
and 
ha(D) := lim (maxf~T,a(D) - T x maxRa(/3a)~ (3.5) 
T--*oo \ / 
converge for all D E C(S). The function ha (ha, respectively) is called a lower (upper) relative 
value function, whose basic ideas appear in the theory of Markov decision processes (cf. [15]). 
By Theorem 2.1, we have 
~(16)a = [min Ra(/3a), max Ra(/Sa)], (3.6) 
where the extremal points are characterized in the following theorem. 
THEOREM 3.1. Let a • [0, 1]. Then the following (i) and (ii) hold. 
(i) Let ha and -ha be defined by (3.4) and (3.5). Then, the following equations hold: 
ha(D) + min Ra(15a) = min Ra(D) + ha(Qa(D)) (3.7) 
and 
ha(D) + max Ra(/Sa) = maxaa(D)  +-ha(Q~(D)), (3.8) 
for 811 D • C(S). 
(ii) Conversely, if there exist bounded functions ha and ha on C(S) and constants K__ a and 
Ks satisfying 
ha(D) + K__ a = min Ra(D) + ha(Qa(D)) (3.9) 
and 
ha(D) +Ka = maxRa(D) + ha(Qa(D)) (3.10) 
for all D • C(S), then 9(~)a = [K__.a,Ka]- 
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PROOF.  
(i) Statement (3.4) implies 
T-1  
ha(D) = lim ~-~ (minRa (Q~(D)) - minRa(iha)) 
T--*oo 
t=O 
oo  
= min Ra(D) - min R~(15a) + Z (min Ra (Q~-I(Qa(D)))  - min Ra(15~)) 
t= l  
= rain Ra(D) - min Ra(~a) + ha(Qa(D)), 
which leads to (3.7). Also, (3.8) can be shown analogously to (3.7). 
(ii) Let ha(D ) and ~ be as in (3.9). Then, it holds that for each t (t _> 0), 
ha (Q~(D)) + K a = minRa (Q~(D)) +h a (Q~+I(D)). (3.11) 
By summing (3.11) for t = 0, 1,... ,T - 1, we get 
T-1  
ha(D ) + T x K__a = Z minRa (Q~(D)) + ha (QT(D)) .  
t=0 
So 
l" 1 T-1 
K_ a= lm - -ZminRa(Q~(n) )  forDEC(S).  T--.oo T 
t----0 
Thus, from Theorem 2.1 and Corollary 2.1, 
= min Ra (fia). 
We also obtain Ks = maxR~(15~) similarly. Therefore, we get g(s)a = [K__~,K~] by 
equation (3.6). | 
Here we give a numerical example to illustrate the theoretical results in this section. Let 
S :-- [0, 1], M := 1. Take the fuzzy relation and the fuzzy reward by 
~(x,y) = (1 -3  y -  2 )V0,  x, yE  [0,1], (3.12) 
and 
~(x,  z) --  (1 - 6 Ix - zl) v 0, x,  z E [0, 1]. (3.13) 
We observe that ~ and ~ satisfy Assumptions A, for to = 1, and B, respectively. Let a E [0, 1]. 
From (2.2) and (2.3), 
Qa({x})= [ (2  1Z33)v0 ,  (2 )+ (~- ) ] ,  for x E [0,1]. 
So 
Q,~([a,b]) = LJ Qa({x}) = [Tl(a),T2(b)], for 0 < a < b < 1, (3.14) 
xE[a,b] 
where maps Ti : [0, 1] ~ [0, 1] (i = 1, 2) are given by TI(z) := (z/2 - (1 - a)/3) V 0; T2(z) := 
(x/2 + (1 - a)/3). Similarly, we have 
[ ( i -a )  (163)  ] Ra([a,b])= a g V0, b+~ A1 , fo r0<a<b<l .  (3.15) 
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A unique fixed point/53 of the map Qa : C([0,i]) ~-* C([0,1]) is given as 15a = [min/Sa,maxiSa] = 
[0, 2(1 - a)/3],  by solving Tl(miniSa) = miniSa and T2(max/Sa) = max/Sa from (3.14). Therefore, 
from (3.15) and Theorem 2.1, we get ~(~)~ = Ra([miniSa, maxiSa]) = [0, 5(1 - a)/6]. By (2.5), 
the average fuzzy reward is 
6x 5 
1---~-, 0_<x_<~, 
~(~)(x) = 5 (3.16) 
0, ~<x<l .  
Finally we calculate the lower and the upper relative value functions h_~ and ha. We put 
Q~([a,b]) = [T~(a),T~(b)], for 0 < a < b < 1 and t >_ 0, (3.17) 
where maps T~: [0, 1] ~-* [0, 1] (i -- 1,2) are 
T°(x) = x, T:(x) = TiT:-l(x) (t >_ 1), for x • [0, 1]. 
Then we can easily check the following from (3.14): 
( (1 )  t 2 (1 -a ) ( (1 ) t ) )  
T~(x) -- x ~ 1 - V 0, for x • [0, 11, (3.18) 
T~(x) = x + - - - - -7--  1 - A 1, for x • [0, 1]. (3.19) 
Let 0 < a < b < 1. From (3.2), (3.3), and (3.15), we get 
T-1 } 
minRT, a ( [a ,b ] )=Z( (T~(a  ) 1~63)  V0 
t--0 
and 
t=0 
Therefore, the lower relative value function of (3.4) is 
_ha(a ) := h a([a ,b]) 
{ ( (1 ) t )  (2 (1 -a ) )  5 (1~a)  
= 2 i -  a-i- ~ - t× , c~<l ,  (3.20) 
2a, a ---- 1, 
where t is the smallest nonnegative integer such that 
(1 ) t (  2(1 - a ) )  5(1 - a) 
a + ~  6 <0.  
And the upper relative value function of (3.5) is 
 a(b) := hi) 
5+a 
2b 4(1 - a) if 0 < b < - -  (3.21) 
= 3 ' - 6 ' 
b + (3a - 1___~)  i f5+a<b<l .  
2 ' 6 
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When a -- 1/2, the lower and the upper relative value functions are / 1 
0, i f0<x<~,  
1 if 1 1 
h_ a (x) = x - I--2' ~ < x < 2'  
3x 1 if 1 
2 3'  ~<x<l ,  
and { 11 
2x -2 ,  i f0<x<T~ , 
~.(x )  = 11 
x+ 1, i f~<x<l .  
When a = 1, we easily find that 
ha(x ) = ha(x) = 2x, for 0 < x < 1. 
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