We address a family of hard benchmark instances for the Simple Plant Location Problem (also known as the Uncapacitated Facility Location Problem). The recent attempt by Fischetti et al. [16] to tackle the Körkel-Ghosh instances resulted in seven new optimal solutions and 22 improved upper bounds. We use automated generation of heuristics to obtain a new algorithm for the Simple Plant Location Problem. In our experiments, our new algorithm matched all the previous best known and optimal solutions, and further improved 12 upper bounds, all within shorter time budgets compared to the previous efforts.
Introduction
The Simple Plant Location Problem (SPLP), also known as Uncapacitated Facility Location Problem, is a classical combinatorial optimisation problem Cornuejols et al. [11] with many applications in quantitative logistics, Daskin [13] and flexible manufacturing systems, Goldengorin et al. [20] . The SPLP takes a set I = {1, 2, . . . , m} of sites in which plants can be located, a set J = {1, 2, . . . , n} of clients, each having a unit demand, a vector F = (f i ) of fixed costs for setting up plants at sites i ∈ I, and a matrix C = [c ij ] of transportation costs from i ∈ I to j ∈ J as input. It computes a set P ⋆ , ∅ ⊂ P ⋆ ⊆ I, at which plants can be located so that the total cost of satisfying all client demands is minimal. The costs involved in meeting the client demands include the fixed costs of setting up plants, and the transportation cost of supplying clients from the plants that are set up.
Historical roots of the SPLP can be found in pioneering Weber's publication [39] , and a modern formulation of the SPLP as a Mixed Integer Linear Programmming (MILP) problem can be read in Balinski [3] .
A detailed introduction to this problem has appeared in Cornuejols et al. [11] . The SPLP forms the underlying model in several combinatorial problems, such as set covering, set partitioning, information retrieval, simplification of logical Boolean expressions, airline crew scheduling, vehicle despatching, and is a subproblem for various location analysis problems (see Goldengorin et al. [21] and references within).
The SPLP is N P-hard (Cornuejols et al. [11] ), and several exact and heuristic algorithms for solving it have been discussed in the literature. Most of the exact algorithms are based on a mathematical programming formulation of the SPLP (see for example, Cornuejols and Thizy [12] , Morris [33] , and Schrage [36] ). Polyhedral results for the SPLP polytope have been reported in Trubin [38] , Balas and Padberg [2] , Cho et al. [9] , Cho et al. [10] , Farias [14] , Cánovas et al. [8] , and Galli et al. [17] . In theory, these results allow us to solve the SPLP by applying the simplex algorithm to the strong linear programming relaxation, with the additional stipulation that a pivot to a new extreme point is allowed only when this new extreme point is integral. However, efficient implementations of this pivot rule are not available. Beasley [6] reported computational experiments with Lagrangian heuristics for SPLP instances. Körkel [28] proposed algorithms based on refinements to a dual-ascent heuristic procedure to solve the dual of a linear programming relaxation of the SPLP combined with the use of the complementary slackness conditions to construct primal solutions Erlenkotter [15] . Barahona and Chudak [4] , [5] have reported optimal solutions to some SPLP instances with m = n = 3000 and paid attention to computationally difficult SPLP instances with large fixed costs and several opened sites in an optimal solution and easy solvable SPLP instances with small fixed costs and almost all opened sites in an optimal solution.
Since the SPLP is NP-hard, an essential number of publications are devoted to approximation and heuristic algorithms (see e.g., Resende and Werneck [35] ). For example, Guha and Khuller [22] have established a lower bound of 1.463 for the approximation factor, under some widely believed assumptions. Another heuristic by Jain et al. [26] , has a performance guarantee of only 1.61, but in computational experiments returns good quality SPLP solutions within 2% of their optimality. In practice, these heuristics tend to be much closer to optimality for non-pathological instances. There is a long list of heuristics without any theoretically proven approximation ratio for the found feasible solutions which return high quality SPLP solutions. Among them constructive and local search heuristics rooted from the pioneering work of Kuehn and Hamburger [30] , and successfully continued by simulated annealing Alves and Almeida [1] and Yigit et al. [40] , genetic algorithms Kratica et al. [29] , complete local search with memory Ghosh [18] , and tabu search Michel and P. Van Hentenryck [32] as well as Sun [37] . Dual-based methods, such as Erlenkotters [15] dual ascent, Guignard's [23] Lagragean dual ascent, and the volume algorithm by Barahona and Chudak [4] have also shown promising results. An experimental comparison of some state-of-the-art heuristics is presented by Hoefer [25] with a recommendation that tabu search finds the highest quality heuristic solutions within reasonable CPU time.
Researchers found that many SPLP instance families are relatively easy to solve. For example, one can solve all Beaslye SPLP benchmark instances just by two Khumawala preprocessing rules combined with a few branchings on variables with the largest violation within a fraction of a second Goldengorin [19] . Letchford and Miller [31] designed preprocessing rules which are effective for the SPLP instances with facilities and clients located at points on the Euclidean plane. In 2003, Ghosh [18] proposed a class of computationally hard instances which are now known as Körkel-Ghosh (KG) instances since these instances are modified Körkel instances [28] . Fischetti et al. [16] explain the computational intractability of the KG instances because they have a large number of nearoptimal solutions, which makes it hard to identify variables that could not be in an optimal KG SPLP instance solution. Since on average at least 80% of all sites should be closed in an optimal solution to the KG instances most of pre-processing approaches are not successful in their efforts to find high quality solutions to the KG instances. The KG instance library includes three classes of instances, namely, A, B and C. In class A, the fixed costs f i are drawn uniformly from [100, 200] , in class B -from [1000, 2000] , and in class C -from [10000, 20000] . The transportation costs c ij are always drawn uniformly from [1000, 2000] . Symmetric and asymmetric instances are included, where symmetric instances satisfy c ij = c ji . The KG library includes instances of size m × n = 250 × 250, m × n = 500 × 500 and m × n = 750 × 750.
In the recent decade, many different heuristics (see e.g. Sun [37] ) as well as exact approaches by Beltran-Royo et al. [7] , Posta et al. [34] , Fischetti et al. [16] were applied to improve the best known upper bounds for the KG instances. A recent attack on the KG benchmark showed that the upper bounds for many of the instances can still be improved Fischetti et al. [16] but this takes a significant computational effort. Fischetti et al. [16] conclude that 50 KG instances still remain out of reach for existing exact methods. Nevertheless, they have been able to improve the best known upper bounds for 22 KG instances solutions and matched the other 21 within 3,600 seconds. After increasing the CPU time budget to 7,200 second they slightly improved their results by keeping 22 strictly improved and 1 more matched (now 22 matched) solutions. For the remaining 6 instances (out of 50) their upper bounds are worse than the best known.
The purpose of our paper is to present the next step in finding better solu-tions to the KG SPLP benchmark instances. While all the previous attempts to tackle SPLP were based on human-designed algorithms, we applied automated heuristic generation to produce an effective method for SPLP. The main idea behind automated heuristic generation is that (meta)heuristic design is a labour-intensive process in which an expert is required to use their skills and intuition about the domain to combine available components into an algorithm with complex behaviour. Automated generation of (meta)heuristics, also known as generating hyper-heuristics, is meant to make the design process cheaper and quicker, and avoid the subjective judgement of the expert that usually affects the algorithm architecture. The completely automated algorithm design is not yet available, however a recent approach called Conditional Markov Chain Search (CMCS) enables one to automatically compose a metaheuristic from a set of given domain-specific routines in Karapetyan et al. [27] .
The CMCS gives a flexible framework capable of describing a wide range of metaheuristics using a set of parameters. Each specific combination of parameter values is called a configuration. In other words, a configuration is a specific composition of a metaheuristic fro the available domain-specific routines. By selecting one of the top performing configurations, we generate an effective metaheuristic.
We use the this approach to automatically design a simple yet effective metaheuristic for SPLP. An important contribution of the paper is a refined CMCS generation method. Observe that the problem of selecting the best performing configuration out of several candidates is not well-defined, mainly because there is unlikely to be a single configuration performing better than every other configuration in every test. We propose an approach to selecting the best CMCS configuration from the space of all feasible configurations. We further apply several rules to significantly reduce the space of CMCS configurations and use a brute-force-like algorithm to choose the best of them.
While searching for the best performing CMCS configuration, we use a training dataset consisting of small instances, and use short running times. Nevertheless, the performance of our selected configuration scales well to the size of large KG instances. In particular, we show that our automatically generated metaheuristic clearly outperforms previous state-of-the-art heuristics including the most recent computational records in Fischetti et al. [16] . Moreover, in our experiments it improved 12 (and matched 38 remaining) best known values among the 50 yet unsolved KG SPLP instances, and have not returned any worse solution for all previously solved 90 KG benchmark instances keeping the total CPU time budget not more than 1 second! The paper is structured as follows. The SPLP-specific parts of the algorithm, i.e. the data structures and algorithmic components, are described in Section 2. The CMCS framework, the generation procedure and the best performing CMCS configurations are discussed in Section 3. The computational results of applying the best performing CMCS configurations to the benchmark instances are reported in Section 4. The concluding remarks and future work are discussed in Section 5.
SPLP Components
In this section we describe the domain-specific components that will later be used within our CMCS configurations. All of these components are well-known from the SPLP literature, or are variations of standard algorithms.
Data structures
Our data structure is based on the ideas previously proposed in the SPLP literature, see e.g. [24] . We store the list of opened sites in two forms: a vector y ∈ {0, 1} m , where y i indicates whether site i is opened, and a set of indices P ⊆ I of opened sites. In addition, for each client j ∈ J, we store the closest opened site p(j) ∈ P and the second closest opened site q(j) ∈ P . Thus, the objective value of a solution can be efficiently computed as
In practice, we never need to compute the objective value as we store it in a variable v and maintain its value while manipulating the solution.
Our data structure requires that at least two sites are opened, which is a reasonable assumption for our test problems, and so we enforce this constraint in every component. If for some other problem instances such an assumption would be too strong, one can start the search with evaluating all the m solutions containing exactly one opened site, which would take only O(mn) time.
We also pre-compute a matrix π = [π(i, j)] of size m × n, where π(i, j) is the index of the jth closest site for the client i. In other words, c π(i,1) ≤ c π(i,2) ≤ · · · ≤ c π(i,m) . We will need the matrix π for efficient exploration of a neighbourhood, see Section 2.4.
This data structure allows efficient procedures for opening or closing a site. For details see Algorithms 1 and 2. The worst case time complexity of opening a site is O(n) and of closing -O(n|P |).
Algorithm 1: Opening a site input : Site i * ∈ I \ P to be opened
Algorithm 2: Closing a site input : Site i * ∈ P to be closed
Open Random (k)
The first two components we discuss are mutation operators, i.e. components that make random changes to the solution, usually applied to escape a local minimum by worsening its quality. The 'Open Random (k)' component opens k randomly selected sites. More specifically, the component selects k distinct sites, opening those of them that are not currently opened (we assume that the number of opened sites is relatively small and thus the probability of hitting a site that is already opened is relatively small). The time complexity of the 'Open Random (k)' component is O(kn).
Close Random (k)
The 'Close Random (k)' component is another mutation operator; it closes k randomly selected sites. More specifically, the component selects min{k, |P |−2} currently opened sites and closes them. The worst case time complexity of the 'Close Random (k)' component is O(kn|P |).
Open Best
The 'Open Best' component is a local search procedure that opens a single site if that improves the solution. The cardinality of the corresponding neighbourhood is m − |P |, and the procedure chooses the best candidate. A naive implementation of the 'Open Best' local search would take O(mn) time. We reduce this to O(m+ j∈J p(j)). (Observe that p(j) ≤ m and hence j∈J p(j) ≤ mn, while in practice the sum is considerably smaller.) This is achieved by gradually building a vector δ i , i ∈ I, where δ i is the change in the objective value if the site i is to be opened. We initialise δ i ← f i . Then, for each client j ∈ J, we scan through the sites i that are closer than p(j), i.e. through the sites that, if opened, will improve the transportation cost for that client, and update
This operation is implemented efficiently by utilising the precomputed π matrix, see Section 2.1. At the end, we choose i * = arg min i∈I δ i . If δ i * < 0 then we open site i * . Otherwise we leave the solution unchanged.
Close Best
The 'Close Best' component is a local search procedure that closes a single site if that improves the solution. The corresponding neighbourhood consists of |P | solutions, and the procedure chooses the best out of them. A naive implementation of the 'Close Best' local search would take O(|P |n) time, whereas we reduce the exploration time to O(m + n) time. We gradually build a vector δ i , i ∈ I, where δ i is the change in the objective value caused by closing site i. Initially we set δ i = −f i for every i ∈ P . Then, for each client j ∈ J, we increase δ p(j) by c q(j),j − c p(j),j . At the end, we choose i * = arg min i∈P δ i , and if δ i * < 0 then we close site i * . Otherwise we leave the solution unchanged.
Exchange Best
The 'Exchange Best' component is a local search procedure that closes one site and opens another one if that improves the solution. It chooses the best candidate out of the (m − |P |)|P | solutions in the neighbourhood. A native implementation would take O(mn|P |) time to explore the 'Exchange Best' neighbourhood. By following the logic of the 'Open Best' local search implementation and building a matrix δ of size |P | × n, we reduce this to O(mn).
Exchange Half Fixed
Observe that the 'Exchange Best' local search is relatively slow comparing to the other two local search procedures. We propose a local search that explores only a fraction of the 'Exchange Best' neighbourhood but runs much quicker. Our 'Exchange Half Fixed' local search randomly selects the site i * ∈ P to be closed, and then searches for the best site to be opened. This exploration takes O( j∈J p(j) + mγ) time, where γ is the number of clients j for which p(j) = i * . For a random instance, the expected value of γ is n/|P |.
Conditional Markov Chain Search
Conditional Markov Chain Search (CMCS) was first introduced by Karapetyan et al. [27] as a framework to enable automated generation of metaheuristics. It gives a flexible way of composing a metaheuristic from a set of domain-specific components, with the behaviour of the control mechanism defined by numerical parameters.
Let H be an ordered set of available domain-specific components, which we call a solution pool. By component we mean a black box algorithm that takes the problem instance and a solution as an input and outputs a new (modified) solution. A components could implement, for example, a local search procedure or a random move (mutation).
CMCS is a single-point metaheuristic. It applies the components to the current solution, one at a time, in a certain sequence. The output of the previous component is an input of the next component in the sequence. For example, if the sequence is
and the initial solution is S 0 , the CMCS will proceed as follows:
CMCS saves the best solution found so far. Hence, at the end of iteration i, it stores two solutions: current solution S i and the best of S 0 , S 1 , . . . , S i . Each component modifies the solution according to its internal logic. The change may improve or worsen the solution quality; a component may also leave the solution intact.
The components are stateless, and are independent (do not communicate with each other). A component may be randomised or be deterministic.
Given a fixed set of components, the behaviour of CMCS is defined by the sequence in which the components are executed. This sequence is decided online. The decision of which component to execute in iteration i is made at the end of iteration i − 1. In particular, this decision depends on two factors: (i) which component was executed at iteration i − 1, and (ii) whether S i−1 is better than S i−2 . Hence, the sequence of components is a Markov chain, with the state consisting of the last executed component and a Boolean variable indicating whether the last executed component has improved the solution.
The specific logic of the next component selection is called configuration. While CMCS is a framework, a CMCS configuration is a fixed metaheuristic algorithm. Observe that a CMCS configuration can be completely defined by two transition matrices, M succ and M fail , each of size |H| × |H|. The matrix M succ is used when the solution is improved by the last executed component, and M fail is used otherwise (when either the objective value has not changed, or is has worsened). To keep the paper self-contained, we include a pseudo-code of CMCS in Algorithm 3, a close copy from [27] .
CMCS does not have any acceptance criteria, i.e. it never backtracks any changes made by the components. (Backtracking can be implemented within a domain-specific component, e.g. inside a local search procedure, however once the component execution is finished, the change, in general, cannot be undone.) Therefore, the only source of the improvement pressure in CMCS is the improvement pressure generated by some of the components. As a result, it is 
18 return S * ; necessary to include in the component pool at least one component that would be biased towards good solutions, such as a local search procedure. It is equally important to include at least one component capable of worsening the solution, such as a mutation operator, to escape local minima. Observe that CMCS is completely domain-independent as all the knowledge of the domain is incorporated in the components treated as black boxes. Hence, both the control mechanism and the configuration generation routines are domain-independent and reusable. Such a reusability is a long-standing goal in the area of optimisation algorithm design.
We proceed by discussing in Section 3.1 how to restrict CMCS to leave only a finite manageable number of configurations, and also how to enumerate them, and then, in Section 3.2, we discuss how to choose the best of the available configurations.
Deterministic CMCS
Recall that a CMCS configurations is specified by two matrices, M succ and M fail . Each value in a transition matrix defines the probability of the corresponding transition, hence the space of configurations is continuous. Searching in this space is particularly hard due to the roughness of the landscape, typical in parameter tuning. However, as shown in [27] , discretisation of the search space allows one to use brute force to optimise some special cases of CMCS.
In this project, we restrict CMCS to the deterministic case, i.e. to the case where each row of M succ and M fail contains exactly one non-zero element. (Note that the resultant configuration is not necessarily a deterministic SPLP algorithm; it is only the transition mechanism that is deterministic.) This leaves us with k 2k feasible configurations. Out of these configurations, some are equivalent. Consider the example in Figure 1 . As H 3 is unreachable in either of the two configurations, the last row of the matrices can be ignored (it does not affect the behaviour of the configurations). Then the two configurations, formally different, are equivalent. To exclude such 'duplicates', we follow a two-step procedure:
1. At first, we generate all non-empty subsets H ⊆ H.
2.
For each subset H, we generate all the configurations that use every component h ∈ H. By 'use' we mean that there exists a non-zero probability of transition from any h ′ ∈ H to h, perhaps within several iterations. This can be formalised using a directed graph G = (H, E) with a node set H and arc set E which includes an arc (h, h ′ ) ∈ E if and only if
We say that the configuration uses all the components H if and only if graph G is strongly connected. One may note that some component h may not be reachable from some other components, however be executed during the first iterations of the algorithm, for example if it is the entry point. We assume here that the effect of h in such a case is likely to be negligible after a large number of iterations.
We can further eliminate some configurations by imposing several constraints:
• At least one of the components in H needs to generate improvement pressure. In practice, this usually means that at least one of the components is a local search.
• At least one of the components in H needs to be able to worsen the solution, as otherwise the search will quickly converge to a local minimum and stop there. In practice, this usually means that as least one of the components is a mutation.
• If component H h is a classic local search, i.e. it explores some deterministic neighbourhood and makes the move if and only if it improves the solution, then we can fix M fail h,h = 0. We say that a configuration that satisfies all the above conditions is meaningful.
This still leaves us with a considerable number of meaningful configurations. For example, for a set of six components, where three of them are deterministic local search procedures and three are mutations, the number of meaningful configurations is approximately 3.4 · 10 8 . This is a significant improvement over the number of feasible configurations k 2k ≈ 2 · 10 9 , but still impractical even for such a small number of components. Thus, we introduce an additional constraint; we only consider configurations for |H| = λ, where λ is a parameter. Then we can ask a question of the form "what is the best configuration composed of exactly λ components" or "what is the best configuration composed of at most Λ components".
The parameter λ greatly reduces the number of configurations. The number of feasible λ-component configurations is
Given three local searches and ten mutation, there are only 2.1 · 10 5 threecomponent and 1.2 · 10 3 two-component feasible configurations. By using the conditions discussed above, we end up with 3.7·10
4 three-component and 1.8·10 2 two-component meaningful configurations (there are no meaningful configurations with one component, as we require that both local searches and mutations are included into H, see the above constraints). Compare this to the overall 9.2 · 10 28 feasible configurations.
We recognise that the parameter λ greatly restricts the complexity of the CMCS configurations, however this restriction allows us to include many components and let the CMCS generator, rather than a human expert, choose which component combinations are most efficient.
CMCS Generator
CMCS generator is a procedure that finds the best (or some very good) CMCS configuration. In this project, as we restrict the set of configurations to deterministic configurations, our CMCS generator aims at selecting the best of all the meaningful configurations.
To evaluate a configuration, we use a training dataset T . Each element of T is a triple (Inst , S 0 , t), where Inst is the SPLP instance, S 0 is the initial solution, and t is the time budget. Let f (C, Inst, S 0 , t) be the objective value of a solution obtained by solving instance Inst with the initial solution S 0 and the time budget t by the CMCS configuration C. Then we can interpret the problem of selecting the best configurations as a multi-dimensional optimisation problem, with the objective functions f (C, Inst , S 0 , t), (Inst, S 0 , t) ∈ T . With a large number of dimensions, one may assume that the majority of the configurations would be Pareto optimal. However, in practice many configurations demonstrate very poor solution quality and as a result are dominated by top ranked configurations. Hence, the Pareto domination approach is sufficient to filter out the majority of poorly performing configurations.
The approach taken in Karapetyan et al. [27] was to run all the tests for each configuration. Here we improve this by filtering out the least promising configurations after the first few tests. More specifically, if a configuration C performs strictly worse than some other configuration C * in the first seven tests, we can use the sign test condition to conclude that C * is superior to C with significance level 99%. This heuristic approach will not allow us to select the best performing configuration but it will let us quickly focus on the most promising configurations.
Selection of the best performing configuration out of the the most promising candidates requires multiple-criteria decision-making. The standard methods, such as the Analytic hierarchy process or ELECTRE, are designed to tackle problems with hard to quantify and compare attributes. In our problem, all the attributes (the f (C, Inst, S 0 , t) values) have equal weights, and are inherently easy to quantify. Thus, we use using the simple weighted sum model, with equal weights.
To summarise, our CMCS generator performs in two stages:
1. Form a set C of all meaningful configurations and run the first seven tests T 1 , T 2 , . . . , T 7 for each configuration C ∈ C. Select non-dominated configurations and save them to C ′ , i.e.
C ′ usually includes only a small fraction of all the meaningful configurations.
Run the remaining tests for each configuration in C
′ . As the scale of objective values may vary between tests, then, for each (Inst, S 0 , t) ∈ T , normalise f (C, Inst, S 0 , t) by scaling it to the [0, 1] interval:
Finally, select a configuration C ∈ C ′ that minimises
Computational Results
We first describe in Section 4.1 our set up for the CMCS configuration generation, as well as the produced configurations. We then apply in Section 4.2 these configurations to the KG instances to obtain upper bounds for the yet unsolved instances and compare our results to the state-of-the-art heuristics from the literature. We also check the performance of our CMCS configurations on already solved instances. All our algorithms were implemented in C#, and the experiments were conducted on a Windows machine with two Intel Xeon E5-2690 v4 (2.6 GHz) CPUs and HyperThreading enabled. Our implementation of CMCS does not use concurrency. We used the multiple cores to run the experiments in parallel, but not more than one experiment per physical CPU core.
CMCS configuration generation for SPLP
In our experiments, we restricted the set of configurations to two-and threecomponent configurations, i.e. set Λ = 3. Our pool H of components consisted of:
• 'Open Best', 'Close Best', 'Exchange Best' and 'Exchange Half Fixed' local searches;
• 'Open Random (k)' and 'Close Random (k)' mutations for k = 1, 2, 3, 4.
The training data set included 200 tests (Inst , S 0 , t). The instances Inst were generated using the KG instance generator, with the instance size n = m selected uniformly at random between 300 and 400. The size and the type of the instance ('a', 'b' or 'c') was also drawn uniformly at random. The initial solution S 0 was generated by opening r random sites, where r ∈ [2, ⌊0.1n⌋] was chosen uniformly at random. Note that an optimal solution to a KG instance is likely to have more than two but less than ⌊0.1n⌋ opened sites; hence, we exercise both situations when the number of opened sites needs to be increased and decreased. The time budget t for each test was set to 0.5 sec. This time budget was selected to allow a CMCS configuration to run a sufficiently large number of iterations (about 50) to reveal its long term behaviour.
Some of the data on CMCS generation is summarised in Table 1 . One can see that the value of λ significantly affects the number of meaningful configurations, as well as the number of configurations selected at the first stage of the generation. As a result, the wall time taken by the generator for λ = 2 was around four minutes whereas for λ = 3 it was more than twelve hours. This shows that the current generator is not well suited for more complex configurations or significantly larger component pools, however even this limited set of configurations yields good results, as we will show in our computational study.
Feasible deterministic configurations (see (1) The configurations generated for λ = 2 and λ = 3 are shown in Figure 2 . Each node in these diagrams corresponds to a component, and each arc to a transition. Blue arcs show transitions when the last component execution was successful (improved the solution) and red -when unsuccessful (the solution quality was worsened or has not changed). The thickness of the arc indicates the frequency of that transition; it is proportional to square root of that frequency. The strategy of the two-component configuration is easy to explain. The configuration opens sites. in a greedy manner, as long as this improves the solution. Then it closes four sites randomly andm gets back to adding new sites. This strategy, in fact, exactly replicates the behaviour of iterated local search.
The three-component configuration is more complex, but its logic can still be interpreted. The algorithm closes sites, in a greedy manner, until it reaches a local minimum. Then it attempts to replace some site with another one ('Exchange Half Fixed'). If successful, there is a chance some other site got redundant which is why it returns to the 'Close Best' component. If, however, 'Exchange Half Fixed' fails, a mutation is applied. In particular, four random sites are opened and the control is passed back to 'Exchange Half Fixed'. There is a high chance that 'Exchange Half Fixed' will be able to improve the solution, and then the control will be returned to 'Close Best'. Note that this strategy closely resembles variable neighbourhood search, with three neighbourhoods. As soon as the search in one neighbourhood fails, the next neighbourhood is used. It is non-typical though that one of the local searches ('Exchange Half Fixed') explores only a randomly chosen area of the neighbourhood.
While we can explain the behaviour of the three-component CMCS configuration and even show its similarity to a well-known metaheuristic, the point of the automated generation is that this strategy was produced without prior knowledge of existing metaheuristics. Moreover, many decisions were taken automatically, such as which components to include in the metaheuristic, and in which order to use them. The whole design process is completely unbiased, hence the generated configuration is objectively one of the most effective ones possible within the framework. (The exact definition of effectiveness may vary, but then the CMCS generation procedure can also be adjusted accordingly.) Thus, we can expect that the generated configuration performs at least as well as any human-designed metaheuristics, unless the limited component pool or complexity of CMCS is an issue.
The source codes of our two-and three-component CMCS configurations can be downloaded from http://csee.essex.ac.uk/staff/dkarap/splp-source-and-solutions.zip.
Experiments with the KG instances
In this section we solve the KG instances with the two-and three-component CMCS configurations discussed above. We first solve the 50 instances to which optimal solutions are not yet known. We use time budget 7 200 sec, same as in [?] . (The test machine used in [?] is based on Intel Xeon E3-1220V2 CPU (3.10 GHz), which is comparable to our CPUs. However, Fischetti et al. [16] utilised four CPU cores, effectively increasing computational power four-fold. By assuming that one time unit in the experiments of Fischetti et al. [16] is equal to one time unit in our experiments, we give Fischetti et al. [16] advantage.)
Our results are reported in Table 2 . These new upper bounds are the best solutions we found in our experiments (as the reader will see later, all these solutions were obtained by the three-component CMCS configuration with time budget 1000 sec). We improved 12 best known upper bounds and matched all others. We further tested our solvers on the instances for which optimal solutions are known. Our three-component CMCS configuration could solve any of those instances to optimality within one second. While not being a formal proof, this suggests that we, perhaps, have also reached optimal solutions for most of the yet unsolved instances.
Our best solutions can be downloaded from http://csee.essex.ac.uk/staff/dkarap/splp-source-and-solutions.zip, and are also reported in Appendices A and B.
In Table 3 , we compare our two-and three-component CMCS configurations to the results of the previous attack on the KG instances Fischetti et al. [16] . The time budget of each method is given in the second row of the table. Observe that either of the two CMCS configurations clearly outperforms [?] being given only 100 seconds, whereas the time budget in Fischetti et al. [16] is 7200 seconds. Moreover, being given 1000 seconds, the three-component CMCS configuration matches or outperforms Fischetti et al. [16] on every instance, finding all the new best solutions. Hence, the three-component CMCS is faster than Fischetti et al. [16] by two orders of magnitude, and it is capable of achieving higher solution quality.
We also note here that the three-component CMCS configuration performs better, on average, than the two-component one. For example, the threecomponent CMCS configuration given 1000 seconds achieves the same solution quality as the two-component CMCS configuration given 7200 seconds. The twocomponent configuration was also less successful on the solved KG instances; even given 7 200 seconds per instances, it could not reach the optimal solution for one of them. This demonstrates the importance of configuration complexity and diversity of components; setting Λ = 2 could be considered as a minimal option, which restricts the performance that can be achieved by corresponding configurations. On the other hand, we have evidence that Λ = 3 is sufficient to achieve outstanding performance when compared to human-designed algorithms. A more efficient CMCS generation routine will let us verify if a four-component configuration can achieve an even better performance.
Conclusions
In this paper, we discussed automated generation of CMCS configurations for the SPLP, and have shown the success of our approach. In particular, we clearly outperformed the previous state-of-the-art solver and improved the best known upper bounds for 12 out of 50 yet unsolved KG instances. The outstanding performance of our SPLP heuristic is attributed to that it was generated automatically.
The automated generation of the algorithm has several obvious advantages. One is that it saves labour and human expertise required for (meta)heuristic design. Also, automated generation is significantly quicker than a manual design process, hence the entire algorithm design can be completed within a few days. Finally, the computer is capable of testing more combinations than a human and objectively selecting the best of them. This lack of bias means, among other things, that the computer does test strategies that a human would usu- -1  763671  63  5  0  0  0  159  17  0  0  0  gs750a-2  763548  199  15  15  0  0  157  15  14  0  0  gs750a-3  763727  155  46  21  -25  -25  -12  11  21  -25  -25  gs750a-4  763922  58  6  -35  -35  -35  53  22  -3  -8  -35  gs750a-5  763614  102  27  2  0  0  87  18  2  0  0  gs750b-1  797329  -138  -303  -303  -303  -303  -303  -303  -303  -303  -303  gs750b-2  796170  31 Improved  6  8  14  15  16  6  9  14  16  16  Same  14  28  31  33  34  16  29  31  34  34  Worse  30  14  5  2  0  28  12  5  0  0   Table 3 : Comparison of the CMCS configurations to Fischetti et al. [16] .
ally rule out, and in our experience such unusual strategies often demonstrate unexpectedly good performance. In the spirit of the no free lunch theorem, we note here that the selected configuration performs best only under certain circumstances such as a specific instance family or certain time budget. By correctly selecting the training dataset, we can obtain an algorithm that is best suited for our particular case. Moreover, it is easy to obtain several algorithms for various circumstances and requirements and then use the most appropriate one for each job.
In this project, we limited CMCS configurations to deterministic strategies, and also restricted the number of components to be included in a configuration. These simple measures greatly reduced the number of candidate configurations allowing us to enumerate all of them and choose the best performing one. We use a combination of Pareto dominance and sign test to quickly rule out less promising configurations, and then apply a multi-criteria optimisation method to choose a single best candidate.
We leave for future work investigation of more efficient CMCS generation procedures, which will allow one to include more components into the component pool and consider more sophisticated configurations. Also, it would be interesting to select not a single best configuration but several well-performing configurations with complementary properties, and select the most appropriate one at run time. Finally, we are interested to apply the CMCS approach to other classes of allocation and cliustering instances as well as to routing and scheduling optimisation problems. 
