A method for implementing divergence constraints in the finite element method is given. This method yields a linearly independent, sparse set of constraints for a mesh of brick elements. The method is used to obtain the resonant frequencies of rectangular cavities with perfectly conducting walls. There is good agreement with exact values and there are no spurious modes.
I. INTRODUCTION
A vector field, such as the electric or magnetic field, can be uniquely determined from its curl, divergence and appropriate boundary conditions [1] . In light of this, several methods have been developed for implementing divergence constraints in the finite element method [2] - [5] . Konrad [2] specifies divergence constraints for a single curvilinear brick, while Kobelansky and Webb [3] provide a method for deriving global basis functions that are divergence free. Both of these methods reduce the size of the curl matrices and preclude the existence of spurious modes, but neither method can, in general, preserve the sparsity of the curl matrices that is necessary for solving large problems. Cendes and Wong [4] , [5] construct a mesh that allows for smooth interpolation of random data. This mesh enables the divergence constraints to be implemented inside of each simplex and across their boundaries.
The earliest papers on edge elements are due to Nedelec [6] and Bossavit and Verite [7] . This method does not constrain the divergence of the field, but rather ensures that the null space of the curl operator is modeled accurately. Tangential continuity conditions at tetrahedra boundaries are explicitly enforced but normal continuity conditions are not. This method does not eliminate spurious modes, but instead guarantees that they are static and thus can be characterized by their frequency. Advantages and disadvantages of edge elements are discussed further by other authors [8] - [10] .
The method introduced in the present paper enables divergence constraints to be imposed within brick elements and across their interfaces. This is accomplished using a mixture of cubic Hermite splines and second order Lagrange interpolation polynomials. This method models the divergence of the field with second order accuracy in the interior of the brick elements and enables the divergence to be a continuous function across element boundaries. Spurious modes in eigenvalue problems are eliminated when the divergence constraints are imposed.
II. BASIS FUNCTIONS
In many cases the divergence of the field is a continuous function, including the specific case where the divergence is zero everywhere. One way to guarantee that the finite element approximation of the divergence will be a continuous function is to require that , and are each continuous functions. For a mesh comprised of brick elements, this can be accomplished by using a mixture of cubic Hermite splines, , and second order Lagrange interpolation polynomials, , within each brick
In the expansion above, , , and are local coordinates for a given brick, which means that they are translated and scaled so that they are each between 0 and 1. In what follows, the single index of the Lagrange polynomials corresponds to the nodes , , and and the single index of the Hermite splines correspond to nodal values , ,
, and , where primes denote derivatives. Different field components have nodes that are located in different positions, as shown in Fig. 1 . Each node in the figure corresponds to a value of the field component and a value of its derivative. The factor is equal to the length of the brick in the -direction if or and it is unity if or . The other factors and are defined similarly. These factors lead to simpler conditions for the continuity of the derivatives if adjacent bricks are not the same size and they also result in simpler divergence constraints if the brick is not a cube.
To illustrate that is continuous using these basis functions, consider its continuity across each face of a brick. For points that are on the surfaces and (4) 0018-9464/$26.00 © 2010 IEEE and (5) respectively. Thus, continuity of can be enforced explicitly by equating and from adjacent bricks. On each of the other four faces, is a derivative that is tangential to each face and so continuity of is automatically satisfied if is continuous everywhere on each face. This does not depend on using Hermite splines and it is also true using the standard nodal basis functions for tetrahedra [11] . Similar arguments hold for establishing the continuity of and . Note that using the basis functions above, , for example, is not guaranteed to be continuous across the face . Suppose that the electric field is being computed and that there is a discontinuity in the permittivity at a plane of constant . For the moment, assume that the free volume charge density and the free surface charge density are both zero. The tangential component of the electric field is continuous across the interface and there is a jump in the normal component since it is that is continuous [12] . The discontinuity in the normal component can be specified exactly using the mixed Hermite and Lagrange basis functions stated above. These basis functions also contain derivative terms that must be fixed at the interface. Since and are continuous at all points in the plane then and are also continuous. Since is discontinuous across the interface then it is not defined at the interface and therefore is not defined at the interface either. If the permittivity is piecewise constant then on both sides of the interface. Since and are both continuous and if on both sides of the interface then has the same value on either side of the interface, in spite of the fact that it is not defined at the interface and there is a discontinuity in . If the free surface charge density is non-zero then the discontinuity in the normal component of the field is modified accordingly. The discontinuity of can likewise be determined if the free volume charge density is discontinuous or if the permittivity is not piecewise constant.
III. DIVERGENCE CONSTRAINTS
The derivatives of cubic Hermite splines can be expressed as a linear combination of second order Lagrange polynomials. Thus it is possible to expand the divergence of the field within a given brick using only polynomials of the latter type (6) The divergence equation yields 27 linearly independent constraints per brick. A relatively simple set of equations is obtained if (6) is evaluated at the nodes of the Lagrange polynomials. The utility of the method is due to the fact that it is easy to identify a linearly independent set of constraints for the entire mesh and because the equations are easy to solve, involving relatively few operations and preserving sparsity. For this reason, the equations resulting from (6) are described in detail below. By evaluating the divergence (6) at the corner (1,0,1) it follows that (7) The coefficients are those of the derivative terms with nodes occuring only at the corner (1,0,1) as shown in Fig. 2(a) . The constraints at other corners have the same form as the one above, that is, they involve only coefficients corresponding to derivative nodes at the given corner. If a corner is common to multiple bricks then there will be as many constraints as bricks for this corner, however, all of the constraints are identical once the continuity and smoothness conditions between adjacent bricks have been imposed. Thus, each corner in the mesh has only one constraint that is as simple as the one given above. This would not occur if a mixture of second and third order Lagrange polynomials were used in place of the basis functions in (1)-(3) . The constraint can be imposed by using (7) to eliminate one of the three coefficients in the curl-curl equations.
Evaluating the divergence (6) at (1, 0, 1/2), which is the midpoint of an edge, results in the following constraint (8) The nodes with coefficients in this constraint are shown in Fig. 2(b) . While this constraint is not as simple as (7), it still contains only nodes occuring on the edge whose midpoint is (1, 0, 1/2). This edge is common to adjacent bricks but again the constraints arising from different bricks are identical once continuity and smoothness are imposed. The constraint can be enforced by eliminating either or . Note that the coefficient occurs both in the corner constraint (7) and in the edge constraint (8) . Thus, to reduce the and matrices efficiently, the edge constraints are applied before the corner constraints.
If the divergence is evaluated at the center of a face, for example (1, 1/2, 1/2) then, again, only coefficients corresponding to nodes on this face occur, as shown in Fig. 2(c) ( 9) The coefficient can be eliminated from the and matrices to implement this constraint. Note that since the coefficient occurs in this constraint and since it may have been eliminated to implement the edge constraint (8) , then the constraints can be imposed efficiently by applying the edge constraints after the face constraints.
The constraint that occurs at the center of the brick is the only one that gives any difficulty. The constraint is given below and the nodes involved in the constraint are shown in Fig. 2(d) (10)
The difficulty stems from the fact that the nodes occur in six adjacent bricks. Suppose that is eliminated in one brick and then the same thing is attempted in the next brick in the direction of increasing . The coefficient in the next brick is related to the coefficient of the previous brick by the (dis)continuity of the normal component of the field. Thus, as the coefficients are eliminated by stepping through the mesh they are related to previous bricks through and this has an adverse effect on the sparsity. Note also that the coefficient occurs in (10) and in (9) and so the constraints at the center of each brick must be eliminated before the constraints related to the brick faces.
To summarize, each brick has 27 linearly independent divergence constraints, but once the continuity and smoothness of the field have been imposed then there is only one constraint for each corner, edge and face in the mesh, as well as one for the center of each brick. The constraints can be used to reduce the size of the and matrices resulting from the curl-curl equations. This is done efficiently if the constraints at the center of each brick (10) are imposed first, followed by the face constraints (9), the edge constraints (8) and, lastly, the corner constraints (7). It is possible to perform this reduction with matrix multiplication (11) , and are rectangular matrices containing all of the constraints for the faces, edges and corners, respectively, and contains the constraints arising at the center of each brick. Once the divergence constraints have been imposed, the total number of non-zero elements in the and matrices increases by approximately a factor of two. It is also possible to implement the constraints for each brick during the global matrix assembly provided care is taken in implementing the constraints (10) occuring at the center of each brick. In this case, the total number of basis functions in each brick is reduced from 108 to 81.
IV. CAVITY PROBLEM
Consider an empty cubic cavity with sides of unit length. The cavity modes are obtained by minimizing the functional (12) subject to the constraint and the boundary condition . Minimizing the discretized form of (12) with the divergence constraints imposed results in a generalized eigenvalue equation where is the reduced -matrix appearing in (11) , is defined similarly and is a column matrix containing the unknown coefficients. The eigenvalues obtained with a mesh and 25921 unknowns are shown in Table I along with the exact values obtained analytically. There are no spurious modes. The multiplicity of the some of the eigenvalues is not correct. For example, occurs twice instead of once. This occured using both the Lanczos algorithm and the Jacobi-Davidson algorithm [13] and it even occured using HFSS, version 11 [14] .
As an example of an inhomogeneous problem we consider a rectangular cavity containing a dielectric slab. The relative permittivity is 16 and the dimensions are contained in Fig. 3 . This is the same example found in [15] . The discontinuity of the normal component of the electric field is implemented exactly during the assembly of the and matrices, as is the continuity of the tangential components and the derivative terms. The lowest eigenvalues for a uniform mesh with 11201 unknowns are given in Table II and are compared with the solutions of the transcendental equations for the LSE and LSM modes, similar to what is found in [16] . Again, there are no spurious modes. The examples given are both perfectly conducting cavities with domains that are simply connected. In such cases, the static electric field is zero [17] . This follows directly from Gauss' law, that is, by specifying the divergence of the field. Since there are no static modes then . This, in conjunction with the fact that is positive definite, implies that is also positive definite. Thus the Lanczos algorithm can be applied to the equation so that the largest eigenvalues are sought instead of the smallest eigenvalues. This is an advantage since the iterative projective methods converge faster for large eigenvalues than small eigenvalues.
V. CONCLUSION
A method for implementing divergence constraints in the finite element method has been discussed. The divergence constraints are linearly independent and sparse. The divergence is modeled to second order accuracy and does not necessarily have to be zero or continuous. The normal component of the field has the correct (dis)continuity. There are no spurious modes in eigenvalue problems for cavities. Simply connected cavitites have only non-zero, positive eigenvalues, leading to faster convergence for eigenvalues , as described above. Obvious disadvantges of the method are that the geometry must be rectangular and there are a large number of basis functions per brick.
In the description given above, a mesh similar to that used in the finite difference time domain method [18] is required. This work has already been extended for refined meshes. Discussion on treating edges and corners has also been postponed due to lack of space. The divergence constraints can be implemented in a wide variety of problems, not just eigenvalue problems, and this will be the subject of future work.
