Introduction
RNA is actively involved in diverse cellular processes, including protein synthesis, gene regulation, and maintenance of genome stability (Gesteland et al., 2006) . In many critical examples, RNA function is directly related to its ability to fold back on itself to form complex higher order structures, or in some cases, the ability to achieve multiple structures. For example, during mRNA processing, catalytic RNAs such as group I and II introns, RNase P, small ribozymes, and some riboswitches fold into highly ordered threedimensional structures to cleave RNA (Cochrane and Strobel, 2008; Scott, 2007; Torres-Larios et al., 2006) . Other RNAs, especially riboswitches, sample multiple stable conformations that then allow these RNAs to function as metabolite sensors that regulate gene expression (Edwards et al., 2007; Winkler and Breaker, 2005) .
Many RNAs, especially larger RNAs like catalytic introns and the ribosome, also recruit proteins to facilitate fast and stable folding in the cell. The proteins that facilitate RNA folding are generally classified into two categories, chaperones and cofactors (Herschlag, 1995; Rajkowitsch et al., 2007; Weeks, 1997) . Chaperone proteins interact transiently with RNA and function to allow an RNA to refold and achieve a thermodynamically favored structure. Cofactor proteins are defined by their ability to bind stably to an RNA to create a structurally well-defined ribonucleoprotein (RNP) complex. Cofactors often stabilize a specific, active, tertiary structure. The mechanisms by which proteins facilitate RNA folding can be complex and emerging work has begun to emphasize that some proteins do not fit clearly into the traditional definitions of either chaperones or cofactors.
An absolute prerequisite for understanding RNA folding and RNP assembly reactions is a complete understanding of the RNA structure at each stage of the predominant folding or assembly pathway. Information regarding the final, stable, structure of an RNA or RNA-protein complex can be obtained by high-resolution NMR or by crystallography or, in a few cases, by molecular modeling. However, for most initial and intermediate states, RNA secondary and tertiary structure must be inferred from either comparative sequence analysis or chemical probing approaches.
The most successful method for determining an RNA secondary structure has been by phylogenetic comparative sequence analysis (Gutell et al., 2002; Michel and Westhof, 1990) . However, covariation analysis only demonstrates that a pairing is likely to exist and not that a physical pairing occurs (Woese et al., 1980) . Covariation analysis also does not reveal whether a specific physical pairing actually exists in any given RNA state or folding intermediate.
Alternatively, RNA structure information can be inferred experimentally by treating an RNA with small molecule or enzyme reagents that are sensitive to local RNA structure. Two broad classes of experiments have proven especially useful. First, many chemical and enzymatic reagents react with partial selectivity toward single-stranded nucleotides. Reactivity patterns obtained using these reagents provide information useful for inferring base-pairing interactions (Brunel and Romby, 2000; Ehresmann et al., 1987) . Second, Fenton chemistry can be used to generate short-lived hydroxyl radicals in solution, which then react with the RNA backbone in a way that is sensitive to solvent accessibility (Tullius and Greenbaum, 2005; Tullius et al., 1987) . Identification of RNA backbone positions that are protected from the hydroxyl radical reagent can provide strong evidence for higher order tertiary interactions (Latham and Cech, 1989) .
Conventional approaches for analyzing RNA base pairing or tertiary interactions often lead to a view of an RNA structure that is incomplete in key features. Conventional secondary structure-selective chemical and enzymatic RNA mapping reagents tend to have a narrow dynamic range and typically yield information for one-half, or less, of the nucleotides in an RNA. In addition, both secondary structure-sensitive and hydroxyl radicalmediated solvent accessibility experiments have been analyzed predominantly by sequencing gel electrophoresis. The effort required to analyze long, intact, RNAs by this approach is very large. A useful approach can be to focus on short RNAs, on simplified models of larger RNAs, or on a small region within a large RNA. The challenge in focusing on a segment of a large RNA is that long-range and unanticipated interactions, critical for understanding how an RNA functions or how proteins affect an RNA folding process, will be missed. These challenges can be addressed by new chemistries and high-throughput analysis approaches.
Two methods that, in principle, yield comprehensive single nucleotide resolution information about RNA secondary and tertiary structure are SHAPE (selective 2 0 -hydroxyl acylation analyzed by primer extension) Wilkinson et al., 2005 Wilkinson et al., , 2006 and the aforementioned hydroxyl radical footprinting (Brenowitz et al., 2002; Latham and Cech, 1989; Tullius and Greenbaum, 2005; Tullius et al., 1987) . SHAPE chemistry interrogates local nucleotide flexibility, while hydroxyl radical footprinting assesses solvent accessibility and, thus, the global RNA fold. Both techniques are adaptable to a variety of reaction conditions, including the presence of proteins. Additionally, both techniques are insensitive to nucleotide identity and can potentially provide structural information at nearly every nucleotide position in an RNA.
When used in tandem, SHAPE and hydroxyl radical footprinting comprehensively probe multiple levels of RNA structure and provide an impressively detailed view of an RNA or RNP folding state or assembly intermediate. Combining these sensitive structural probes with an experimental readout using capillary electrophoresis makes it possible to characterize 350-600 nucleotides (nt) in a single high-throughput experiment. Thus, large RNAs and complex RNP structures can be readily studied in detail. These developments in high-throughput in-solution RNA structure analysis are revealing unanticipated, and complex, mechanisms for how RNAs fold and interact with proteins to achieve a final active structure. In this review, we will focus on the bI3 group I intron RNA and its RNP complexes as an example of how these technological advances are leading to new insights into RNA folding and RNP assembly reactions.
Theory
SHAPE chemistry is a robust and comprehensive method for analyzing local nucleotide dynamics in RNA Wilkinson et al., 2005 Wilkinson et al., , 2006 . In a SHAPE reaction, the RNA is treated with an electrophilic reagent like NMIA or 1M7 Mortimer and Weeks, 2007) that selectively reacts with the ribose 2 0 -hydroxyl group at conformationally flexible nucleotides (Fig. 4.1A) . SHAPE reactivity reports local nucleotide flexibility because unconstrained nucleotides (like those in single-stranded structures) are more likely to sample relatively rare conformations that make the 2 0 -hydroxyl more nucleophilic and promote the reaction that forms a 2 0 -O-adduct. All four RNA nucleotides show nearly identical intrinsic reactivities when not constrained by base pairing or tertiary interactions (Wilkinson et al., 2009) . In contrast, nucleotides constrained by base pairing or other interactions react poorly with SHAPE reagents. SHAPE chemistry is not strongly sensitive to solvent accessibility and, for example, conformationally dynamic but solvent inaccessible nucleotides are generally still reactive (Gherghe et al., 2008; Merino et al., 2005) . SHAPE reagents both modify flexible sites in RNA and also undergo self-inactivating hydrolysis.
As a practical matter, this autoinactivation means that reagent reactivity does not need to be quenched, as long as the 2 0 -O-adduct forming reaction is allowed to proceed to completion . These bulky RNA adducts can be detected as stops to primer extension.
The current gold standard for mapping solvent accessibility at the RNA backbone is hydroxyl radical footprinting. Short-lived hydroxyl radicals ( OH) are generated in situ in a reaction between Fe 2þ and H 2 O 2 (Brenowitz et al., 2002; Latham and Cech, 1989; Tullius and Greenbaum, 2005; Tullius et al., 1987) . The iron ion is chelated by EDTA, which prevents the ion from binding directly to RNA. Hydroxyl radicals are then generated at the periphery of the RNA, leading to RNA cleavage (Fig. 4.1B) . Cleavage occurs preferentially at RNA positions accessible to solvent, although other factors also contribute to reactivity (Balasubramanian et al., 1998; Lu et al., 1990) . Backbone cleavage sites can also be detected by primer extension.
Both SHAPE and the hydroxyl radical experiment can be converted to high-throughput formats by detecting sites of 2 0 -O-adduct formation or of backbone cleavage, respectively, by reverse transcriptase-mediated primer extension, resolved by capillary electrophoresis (Fig. 4.2A-D) . In addition to the RNA modification reaction, a control no-reagent experiment is used to assess background. These reactions are compared to dideoxy sequencing markers to assign nucleotide positions. After data processing, each nucleotide is characterized by a quantitative SHAPE reactivity or hydroxyl radical cleavage intensity that directly reflects the underlying RNA structure at single nucleotide resolution (Fig. 4.2E and F) . In the SHAPE experiment, single-stranded nucleotides are reactive while base paired nucleotides are generally unreactive (Fig. 4.2E ). Among other applications, SHAPE data can be converted to pseudo-free energy change terms to constrain the output of a thermodynamic structure prediction program. This blended approach generally produces highly accurate RNA secondary structure models Wilkinson et al., 2008) . For the hydroxyl radical experiment, inspection of the final reactivity versus position histogram makes it possible to identify compact tertiary interactions as solvent inaccessible elements in the context of a large RNA (Fig. 4.2F ).
Practice
Both SHAPE and hydroxyl radical footprinting advantageously yield a comprehensive and single nucleotide resolution view of an RNA state in a concise set of experiments. In outline, both SHAPE and hydroxyl radical footprinting involve folding the RNA, adding protein (if appropriate), incubating the RNA with either the SHAPE electrophile or the hydroxyl radical reagents, recovering the RNA, and mapping the sites of modified or cleaved nucleotides by primer extension (Fig. 4 .2). The following experimental overview is based on the analysis of the structure of the free bI3 group I intron RNA and its complexes with protein facilitators.
RNA folding
SHAPE and hydroxyl radical footprinting experiments are most commonly performed with RNAs that have been generated by in vitro transcription (Duncan and Weeks, 2008; Latham and Cech, 1989; Merino et al., 2005; Tullius and Greenbaum, 2005; Wilkinson et al., 2006) . These RNAs require purification by denaturing gel electrophoresis and then must be renatured to achieve a biologically relevant conformation. RNA folding reactions involving the renatured RNA can be initiated in several ways, including a change in ionic strength or addition of a protein or small molecule ligand. This protocol describes a general method in which an RNA is first heated and snap cooled in a low ionic strength buffer to eliminate multimeric forms. RNA folding is initiated by adding monoand divalent ions to this solution. The RNA is folded in a single step and then separated into (þ) and (À) reagent reactions for either SHAPE or hydroxyl radical footprinting.
1. Add 4 pmol RNA in 10 ml sterile water to a 0.65 ml (Eppendorf ) reaction tube.
Note: This amount of RNA is based on using 2 pmol per (þ) and (À) reagent reaction. The amount of RNA needed for complete analysis may vary with the RNA. The useful range is 0.5-8 pmol per reaction.
Heat the RNA to 95
C for 1 min. Place the RNA on ice for 1 min. 3. Add 24 ml 5Â folding buffer [5Â ¼ 200 mM MOPS (pH 8.0), 400 mM potassium acetate (KOAc) (pH 8.0), 100 mM MgCl 2 ]. Adjust final volume to 108 ml with water. 4. Incubate at 37 C for 10 min. This is the ''free RNA reaction mix.''
Note: For protein-binding experiments, add proteins and incubate at appropriate concentrations, temperature, and time for the system. Adjustment of the volume of added water will be necessary to ensure a final 30 ml reaction volume in the chemical probing step.
Chemical probing of RNA secondary and tertiary structure
Modification and cleavage reactions should take place under conditions that yield single hits over the length of RNA to be analyzed by primer extension ($ 1 modification per 300 nt). For SHAPE, too high or low a concentration of reagent results in a steep signal decay in the fluorescence trace or in a low signal-to-noise ratio in the (þ) reagent lane, respectively. For hydroxyl radical cleavage, excessive cleavage yields a complex cleavage pattern that is biased toward short RNA fragments. For both reactions, fresh reagents are imperative.
3.2.1. SHAPE 1. Aliquot 3 ml 50 mM 1M7 (or NMIA) in DMSO and 3 ml neat DMSO into two 0.65 ml reaction tubes. These will be the (þ) and (À) reagent reactions. We strongly recommend 1M7 for routine SHAPE analysis of RNA. 1M7 can be synthesized as described (Mortimer and Weeks, 2007) ; alternatively, the NMIA reagent can be used.
Note: The optimal concentration of 1M7 can vary with RNA length. The useful range is 0.5-8 mM; 5 mM final is a good starting concentration. For longer RNAs, or very AU rich RNAs, use the lower end of these 1M7 concentrations.
2. Add 27 ml of the free RNA reaction mix to 3 ml 1M7 in DMSO and an additional 27 ml to the tube containing 3 ml neat DMSO (final volume ¼ 30 ml).
3. Allow reaction mixtures to react for five hydrolysis half lives. This time is 70 s for 1M7 and 35 min for NMIA Mortimer and Weeks, 2007) . No additional quench step is necessary.
Note: For protein-binding experiments, remove proteins by proteolysis and phenol-chloroform extraction (Duncan and Weeks, 2008 ) before proceeding to step 4.
4. Adjust volume to 96 ml with water and recover RNA by ethanol precipitation: add 1 ml 3 M NaCl, 1 ml 20 mg/ml glycogen, 2 ml 0.5 M EDTA (pH 8.0), and 400 ml ethanol to both (þ) and (À) reactions, mix, and incubate at À80 C for 30 min. Sediment the RNA by spinning at maximum speed in a microfuge at 4 C for 30 min. 5. Redissolve RNA in 10 ml sterile water.
Hydroxyl radical footprinting
Note: Fresh solutions are imperative for efficient cleavage reactions. Weigh out ammonium iron(II) sulfate hexahydrate [(NH 4 ) 2 Fe(SO 4 ) 2 Á6H 2 O] and ascorbic acid (sodium salt) into dry reaction tubes; wait to make the solutions until just before addition to the RNA.
1. Prepare a solution of 7.5 mM iron(II)/11.25 mM EDTA (pH 8.0). 2. Prepare a 0.3% H 2 O 2 solution in water. 3. Prepare a 150 mM sodium ascorbate solution in water. 4. Transfer two 27 ml aliquots of the free RNA reaction mix to two sterile 0.65 ml reaction tubes. One tube will be used for the (þ) OH reaction and the other for the (À) OH reaction. 5. For the (þ) OH reaction, sequentially add 1 ml each of the iron(II)-EDTA, hydrogen peroxide, and ascorbate solutions to the reaction solution. 6. Repeat step 5 for the (À) OH reaction, substituting 1 ml water for the iron(II)-EDTA solution. 7. Quench the reactions after 5 min at 37 C with 10.5 ml 75% glycerol (v/v).
Note: For protein-binding experiments, remove proteins by proteolysis and phenol-chloroform extraction (Duncan and Weeks, 2008 ) before proceeding to step 8.
8. Recover RNA as in steps 4-5 for the SHAPE reaction procedure.
Primer extension to map modification and cleavage sites
Long RNA regions can be analyzed in a single experiment by performing each primer extension using a primer labeled with a color-coded fluorophore. The resulting cDNA products (from the (þ) and (À) reagent reactions plus one or two dideoxy sequencing reactions) are combined and resolved in one multifluor run by automated capillary electrophoresis.
In a single read, quantitative RNA structural information at single nucleotide resolution can be routinely obtained for 350-600 nt. Analysis is simplified by choosing fluorescent dyes with similar electrophoretic mobilities. The dyes 6-FAM, TET, HEX, and NED require very little correction for fluorophore-induced mobility shifts. This correction is readily performed using the ShapeFinder software . Primer extension protocols are identical for RNA analyzed by SHAPE or by hydroxyl radical footprinting.
1. Add 3 ml of 0.3 mM fluorescently labeled primer to the RNA solutions from (þ) and (À) reagent reactions. 2. For sequencing reactions, add 3 ml 0.3 mM fluorescently labeled primer to 1-2 pmol of RNA in 8 ml sterile water. 3. For all reactions, anneal the primer to the RNA by heating at 65 C for 5 min, reducing the temperature to 37 C for 1 min, and placing on ice. 4. Add 6 ml of Superscript III enzyme mix (the solution is a 4:1:1 mixture of 5Â first strand buffer (from Invitrogen), 100 mM DTT, and a solution that is 10 mM in each dNTP) to the (þ) and (À) reagent reactions and to the sequencing reactions. Also add 1 ml of 5 mM of a selected ddNTP to each sequencing reaction.
Note: For AU rich RNAs, better extension can be achieved by decreasing the deoxynucleotide concentration used for sequencing. For example, if using ddATP to sequence at T, reduce the dATP concentration in the reverse transcriptase enzyme mix to 5 mM.
5. Add 1 ml SuperScript III Reverse Transcriptase (Invitrogen) to each tube. Mix well and incubate at 37 C for 5 min, 52 C for 20 min, 60 C for 5 min, and then place on ice. 6. Quench the primer extension reactions by adding 4 ml of a 1:1 mixture of 4 M NaOAc and 100 mM EDTA (pH 8.0) and place on ice. 7. Combine 22 ml from each (þ) and (À) reaction and one or two sequencing reactions into a 1.5 ml reaction tube and recover cDNA products by ethanol precipitation (240 ml 100% ethanol). Incubate at À80 C for 15 min. Sediment the cDNA by spinning at maximum speed in a microfuge at 4 C for 15 min. 8. Wash with 800 ml 70% ethanol to remove excess salt (which leads to poor resolution during capillary electrophoresis). 9. Repeat step 8 and dry pellet by vacuum for 10 min. 10. Resuspend in 10 ml deionized formamide.
3.4. cDNA analysis by capillary electrophoresis 1. Load each 10 ml sample into separate input wells on a capillary electrophoresis DNA sequencing instrument and run. 2. Export raw traces into ShapeFinder .
Data analysis
Data analysis using ShapeFinder has been outlined in detail elsewhere Wilkinson et al., 2008) . Most tools are straightforward to use. The Align and Integrate tool in ShapeFinder performs a whole trace Gaussian integration to quantify the intensity of every peak in the (þ) and (À) reagent lanes. This tool works best for data in which traces have been adjusted to remove fluorescence background and in which peaks corresponding to the same positions have been aligned to overlap consistently.
1. Analyze SHAPE and hydroxyl radical data using ShapeFinder, as described (Duncan and Weeks, 2008; Wilkinson et al., 2008) . 2. ShapeFinder is available at: http://bioinfo.unc.edu/Downloads/index.
html.
In brief, adjust the fluorescent baseline (window of 40 pixels), perform a mobility shift to account for the effect of different dyes on cDNA mobility, correct for signal decay, and scale the (þ) and (À) reagent traces to make them equal to each other in regions in which reagent-induced reactivities are low. Integrate all peaks in the (þ) and (À) reagent traces.
Subtract the (À) from the (þ) reagent reactivities to create a table of net
reactivity as a function of nucleotide position.
Normalization
A consistent approach to normalization is important for comparing data sets and for making accurate secondary structure predictions. We normalize SHAPE and hydroxyl radical data to a scale starting at zero (no reactivity) and in which 1.0 is defined as the average intensity of highly reactive positions.
1. Identify the (usually small number of) highly reactive outliers. 2. For large data sets (>300 measurements), use a model-free box plot analysis . Reactivities greater than 1.5 times the interquartile range are outliers (Chernick and Friis, 2003) . If the box plot approach is used for small RNA data sets (<$100 nt), the maximum number of outliers should be capped at 5%. After eliminating outliers, compute the mean of the next (highest) 10% of intensities and divide by this value. 3. For smaller data sets or for RNAs with a relatively small number of reactive peaks, we use a ''2-8%'' rule (Duncan and Weeks, 2008; Wilkinson et al., 2008) . The most reactive 2% of peaks are taken to be outliers. Then, calculate the mean reactivity for the next 8% most reactive nucleotides and divide all intensities by this value. 4. Using either a box plot or the 2-8% rule to identify outliers, the resulting reactivities typically span a scale from 0 to $2.
5.
For hydroxyl radical cleavage data, it is usually helpful to algebraically smooth the data over a three nucleotide window to account for the structurally heterogeneous reactivity of this reagent.
3.7. SHAPE-directed RNA structure prediction SHAPE reactivities can be converted to pseudo-free energy change constraints to enable highly accurate prediction of RNA secondary structure . SHAPE energies combined with conventional thermodynamic parameters typically yield secondary structure models in which 95% of all accepted base pairs are predicted correctly, for RNAs that do not contain pseudoknots ).
1. Use RNA structure, available at: http://rna.urmc.rochester.edu/ rnastructure.html. 2. Set the maximum base-pairing distance to 600 nt. 3. Input SHAPE data as pseudo-free energy change terms using 2.6 and À0.8 for the slope and intercept parameters, respectively. 4. For a well-supported structure with complete SHAPE data, a small number of similar structures will be obtained. We focus on the first (lowest energy) structure.
Examples and Interpretation
4.1. High-throughput structure analysis of protein-assisted RNA folding of the bI3 RNA High-throughput structure probing yields a wealth of structural information about an RNA in an efficiently performed set of experiments. The methods outlined here typically yield in-solution structural information for !95% of the nucleotides in intact, full length RNAs Duncan and Weeks, 2008; Wilkinson et al., 2008) . Because all regions in an RNA can be probed comprehensively, many fewer structural assumptions have to be made about unprobed regions of an RNA. In addition, we generally find that resolving chemical modification or backbone cleavage information by capillary electrophoresis and quantification using the tools in ShapeFinder yield reactivity information that is of much higher quality than we are able to obtain using sequencing gel approaches. Because the high-throughput data are so quantitative, the RNA structural changes that differentiate two states can be identified rapidly by simply subtracting one reactivity profile from another (Fig. 4.2G) . As an example of the impact comprehensive structural information has for developing models for RNA structure and RNP assembly, we probed the bI3 group I intron complex at four distinct folding stages using both SHAPE and hydroxyl radical footprinting.
The Saccharomyces cerevisiae bI3 group I intron is a good model for complex protein-mediated RNA folding processes. It is a large ($370 nt) catalytic RNA composed of two coaxially stacked domains that interact through extensive tertiary interactions to form a highly structured catalytic core that then docks with a third helical domain to form a sophisticated active site (Cech, 1990; Michel and Westhof, 1990; Vicens and Cech, 2006; Woodson, 2005 ) (inset, Fig. 4.3) . The intron RNA requires binding by two proteins, the bI3 maturase and Mrs1, to splice in vivo (Kreike et al., 1987; Lazowska et al., 1989) or in vitro (Bassi and Weeks, 2003; Bassi et al., 2002; Longo et al., 2005) . The active complex consists of six subunits: the intron RNA, a single monomer of the bI3 maturase protein, and two dimers of the Mrs1 protein (Fig. 4.3) . The complete bI3 RNP is $420 kDa and splices with a k cat of 0.3 min (Bassi et al., 2002) . Each protein binds the free RNA independently and each shows modest cooperativity relative to binding of the second protein (Bassi and Weeks, 2003; Bassi et al., 2002) . The maturase protein binds in a peripheral helix (termed the P5c helix) in the P5-P4-P6 domain. The maturase binds across consecutive RNA minor grooves with a K d of 1.0 nM (Bassi and Weeks, 2003; Longo et al., 2005) . Maturase binding stabilizes tertiary structure folding in the entire P5-P4-P6 domain which then stabilizes critical interactions in the catalytic active site, which lie over 50 Å away (Fig. 4.3) . Mrs1 is a dimer and two dimers bind cooperatively to the bI3 RNA with a K 1/2 of 11 nM and a Hill coefficient of $2 (Bassi and Weeks, 2003) . Until the development of high-throughput RNA footprinting, the RNA binding sites for Mrs1 remained unknown.
The use of high-throughput chemical probing methods has, in conjunction with three-dimensional structure modeling, enabled the development of a model for the free bI3 RNA, identified the RNA binding site for Mrs1, made it possible to visualize the global three-dimensional architecture of this RNP complex, and revealed new ''nonhierarchical'' contributions of protein-facilitated RNA folding Weeks, 2008, 2009 and see Fig. 4 .3).
Identification of a misfolded free RNA state using SHAPE
When studying RNA-protein interactions, often the initial secondary structure of an RNA is taken to be similar to that seen in the final complex. For example, it would be easy to assume that, prior to protein binding, the free bI3 RNA folds into the same secondary structure as established by comparative sequence analysis. Both the bI3 maturase and Mrs1 proteins have characteristics of protein cofactors and, therefore, might have only a limited effect on the bI3 RNA secondary structure.
The structure of the entire free bI3 RNA was analyzed in a single experiment using high-throughput SHAPE, as outlined above. Inspection of the SHAPE reactivity data indicated that about one-half of the RNA folds into a structure consistent with the evolutionarily conserved secondary structure common to all group I introns (Duncan and Weeks, 2008; Michel and Westhof, 1990) . For example, in the P5-P4-P6 domain, all base-paired regions are unreactive toward SHAPE whereas the single-stranded nucleotides that link these regions are reactive (Fig. 4.4A) . In contrast, SHAPE data also indicate that about one-half of the free bI3 RNA does not fold in a manner consistent with this consensus group I intron secondary structure (Duncan and Weeks, 2008) . For example, nucleotides in the P1 helix are predicted to be base paired in the active RNA state and should therefore be unreactive toward SHAPE; in contrast, these nucleotides are reactive (Fig. 4.4A) . The conserved P3 and P7 helices also show significant reactivity. In a single experiment, high-throughput SHAPE readily identified a misfolded free RNA state.
A new secondary structure model for the RNA was developed using SHAPE-directed secondary structure prediction Duncan and Weeks, 2008) . This model supported the existence of canonical pairings in regions where SHAPE reactivities were consistent with the phylogenetic model, including in the P5-P4-P6 domain and in the P2, P8, P9, and P7.2 helices (Fig. 4.6A) . However, in this new model, roughly half of the RNA is folded in a conformation different from that of the phylogenetic structure, including in the P1 helix, in the P7-P3 pseudoknot, and in the peripheral P7.1 and P9.1 helices (termed the P7.1/P9.1 alternative helix). Additionally, an unanticipated helix between 5 0 and 3 0 exons was predicted (Fig. 4.6A) . SHAPE data are almost exactly consistent with this alternate secondary structure model.
The working model for the free bI3 RNA could be tested and was ultimately confirmed through SHAPE analysis of point mutations. SHAPE analysis of point mutations is proving to be a powerful approach for evaluating unconventional secondary structure models. The basic idea is to make a precise sequence change in one region of a large RNA and then evaluate the structural consequences in the RNA element that is postulated to interact with the mutated region. The second site can be located hundreds of nucleotides away in the primary sequence. For example, mutations were designed in the bI3 exon helix, in the P1 splice site helix, and in the large P7.1/P9.1 alternative helix. Single nucleotide mutations that either disrupted or stabilized the proposed alternative secondary structure or that induced small helical defects were easily detected by the single nucleotide resolution SHAPE experiment and provided strong confirmation of widespread misfolding in the free bI3 RNA state (Duncan and Weeks, 2008) .
Comparing the structure of the free RNA to the protein-bound, catalytically active RNA showed extensive differences in SHAPE reactivity, confirming that dramatic structural rearrangements occurred as the RNA formed the intact RNP complex. Interestingly, SHAPE analysis of the bI3 RNA, after proteins were removed, showed that the RNA relaxed back to a structural state similar to that of the free RNA (Duncan and Weeks, 2008) . These experiments indicate that the catalytically active secondary structure is not the thermodynamically most stable structure for the bI3 RNA. Highthroughput SHAPE thus made it possible to establish whether an individual large RNA folds to the structure characteristic of its phylogenetic family and to evaluate the extent of protein-induced secondary structure rearrangement.
Identification of a protein cofactor that binds the ubiquitous RNA tetraloop-receptor motif
Identification of the RNA interaction site is a crucial step in understanding the role a protein plays in RNP function. High-throughput hydroxyl radical footprinting identified two tetraloop-receptor interactions as the binding sites for the Mrs1 protein on the bI3 RNA (Duncan and Weeks, 2009) . The tetraloop-receptor interaction is a common long-range tertiary interaction in RNA. The motif consists of a GNRA tetraloop in which the RA (purine-adenosine) nucleotides form A-minor type hydrogen bonds in the minor groove of a receptor helix (Cate et al., 1996; Jaeger et al., 1994; Nissen et al., 2001) . In the free bI3 RNA, only 20% of nucleotides are protected from hydroxyl radical cleavage prior to binding by the Mrs1 protein (Fig. 4.5A ). Most RNA elements expected to form tertiary contacts are solvent accessible, including the entire P5-P4-P6 domain, the GNRA tetraloops at the ends of the P2 and P9 helices, and their respective receptors in the P8 and P5 helices.
Upon addition of Mrs1, extensive regions in the RNA become protected from cleavage. The effects are readily quantified by creating a difference plot in which the hydroxyl radical cleavage intensities for the free RNA are subtracted from those for the Mrs1-bound RNA (Fig. 4.5C ). Most significant differences in cleavage intensity are localized at or near the two distinct GNRA tetraloop-receptor interactions in the bI3 RNA. These tetraloop-receptor interactions are the L2 loop with the P8 helix and the L9 loop with the P5 helix (see Fig. 4 .5C; indicated with arrows on the secondary structure in Fig. 4.6B) . These results provide strong evidence that Mrs1 binds to and stabilizes the two independent GNRA tetraloopreceptor interactions in the otherwise misfolded bI3 RNA.
Mechanism of cooperative folding of the bI3 RNP
Folding for some RNAs is strongly hierarchical, such that the secondary structure forms first, followed by tertiary structure (Brion and Westhof, 1997; Tinoco and Bustamante, 1999) . However, there are substantial and accumulating examples in which RNA tertiary structure either folds in tandem with the secondary structure or induces changes to the secondary structure during folding (Buchmueller et al., 2000; Chauhan and Woodson, 2008; Chauhan et al., 2005; Gluick and Draper, 1994; LeCuyer and Crothers, 1993; Wang et al., 2008; Wilkinson et al., 2005; Wu and Tinoco, 1998; Zheng et al., 2001) . A protein cofactor that stabilizes an RNA tertiary structure element might therefore also have a dramatic impact on secondary structure. The use of high-throughput SHAPE and hydroxyl radical footprinting, as applied to the bI3 RNP, has identified a new and complex nonhierarchical mechanism for protein-facilitated RNA folding. The net contributions of the bI3 maturase and Mrs1 on protein-facilitated folding of the bI3 group I intron are distinct from the conventional definitions of RNA cofactor and chaperone functions.
The secondary and tertiary structures of the bI3 RNA were probed in four conformational states: the free RNA, the maturase-and Mrs1-bound complexes, and the final six-component complex (Figs. 4.4 and 4.5) . High-throughput SHAPE and hydroxyl radical experiments indicate that binding by the individual maturase and Mrs1 proteins primarily stabilize long-range RNA tertiary structures but, nonetheless, do not repair the misfolded secondary structure (Figs. 4.4B, C and 4 .5B, C). However, upon binding all protein components to form the final six-component complex, the RNA undergoes large-scale secondary structure rearrangements to form the active group I intron structure (Figs. 4.4D and 4.6). Strikingly, dramatic structural rearrangements occur in RNA regions located long distances from the protein-binding sites. These data imply secondary structure rearrangements in the bI3 RNA involve highly cooperative interactions and that, apparently, binding by both the maturase and Mrs1 proteins ''pulls'' the RNA secondary structure to the native conformation.
The cooperative rearrangement of secondary structure in the bI3 RNA supports a new, and ambiguous, classification for the bI3 maturase and Mrs1 proteins. Individually, each seems to function as a cofactor: each binds tightly to the bI3 RNA to stabilize specific long-range and higher order tertiary structures (Figs. 4.4B, C and 4 .5B, C). In concert, these proteins also induce additional large-scale structural rearrangements in the RNA secondary structure (Figs. 4.4D and 4.5D ), a role usually attributed to proteins with chaperone-like activities. However, because the active secondary structure relaxes back to the inactive structure when proteins are removed by proteolysis, these proteins must remain bound to the RNA to exert their structure rearranging functions, which is not consistent with the traditional definition of a chaperone. The detailed information provided by high-throughput RNA structure analysis has revealed unexpectedly rich and complex consequences of protein binding on RNA folding.
Perspectives and Conclusion
Intricate and elegant relationships are emerging between the functional roles of RNA in the cell and its ability to form multiple, complex structures, often in concert with proteins. Only by obtaining detailed structural information for almost every nucleotide in each folded state of an RNA can the relationships that govern folding, assembly, conformational changes, and function be fully understood.
Together, SHAPE and hydroxyl radical footprinting comprehensively probe many levels of RNA structure and RNA-protein interactions at single nucleotide resolution. These techniques, in combination with resolution by high-throughput capillary electrophoresis, yield quantitative, single nucleotide resolution structural information for large and complex RNAs and RNPs in a concise and efficiently performed experiments. In our experience, this level of detail consistently yields new insights and structural surprises, even in intensively studied RNAs and RNPs.
As the high-throughput and high-resolution approaches described here are applied more broadly to large RNA-protein complexes, many proteins previously thought to make simple contributions to RNA folding will also likely to be found to exert highly complex, cooperative, and nonadditive effects on RNA folding and RNP function. These sophisticated proteininduced affects add another level of control, and potential regulatory function, in RNP complexes.
