Developing Speech Resources from Parliamentary Data for South African English  by de Wet, Febe et al.
 Procedia Computer Science  81 ( 2016 )  45 – 52 
Available online at www.sciencedirect.com
1877-0509 © 2016 Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the Organizing Committee of SLTU 2016
doi: 10.1016/j.procs.2016.04.028 
ScienceDirect
5th Workshop on Spoken Language Technology for Under-resourced Languages, SLTU 2016,
9-12 May 2016, Yogyakarta, Indonesia
Developing Speech Resources from Parliamentary Data for South
African English
Febe de Wet*, Jaco Badenhorst, Thipe Modipa
Human Language Technology Research Group, CSIR Meraka, South Africa
Abstract
The oﬃcial languages of South Africa can still be classiﬁed as under-resourced with respect to the speech resources that are required
for technology development. Harvesting speech data from existing sources is one means to create additional resources. The aim of
the study reported on in this paper was to improve the harvesting and transcription accuracy of a corpus derived from parliamentary
data. This aim was achieved by improving on the text normalisation process and pronunciation modelling as well as by iteratively
training more accurate in-domain acoustic models. In this manner, more data could be harvested with higher conﬁdence than using
baseline pronunciation dictionaries and out-of-domain speech data.
c© 2016 The Authors. Published by Elsevier B.V.
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1. Introduction
In terms of the data that is required to develop Human Language Technology (HLT), the oﬃcial languages of
South Africa can still be classiﬁed as being highly under-resourced. Although the situation has been addressed to
some extent, much remains to be done in terms of both language and speech resource and technology development.
Previous attempts to compile speech resources for the development of automatic speech recognition (ASR) tech-
nology involved extensive data collection eﬀorts1,2. Participants were recruited and their speech was recorded during
dedicated data collection campaigns. While these projects resulted in new corpora being developed, data collection
was an extremely resource-intensive process. Subsequent speech data collection eﬀorts therefore tried to exploit
existing sources of recorded speech to create new resources3,4.
The study reported on in this paper elaborates on a previous investigation on the possibility to automatically align
speech data from South Africa’s National Parliament (SANP) with the associated transcriptions4. Initial alignment
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was performed using models that were derived from an extended version of NCHLT English corpus5. An alignment
procedure similar to the one described by Moreno et al.6 was implemented to identify the audio segments that could
be aligned most accurately. This system and the corresponding alignments will be referred to as the Baseline in the
rest of this paper.
The current work aimed to improve the accuracy of the alignments and to compile a bigger usable corpus from
the source data. This aim was achieved by using the initial alignments provided by the Baseline system to develop
in-domain acoustic models. Acoustic modelling was enhanced by improving the quality of the text normalisation
process and by creating more accurate pronunciation dictionaries.
2. Background
Prior to the development of the Baseline system, a comparative study on how HLTs are being used to provide
support to the language units in the parliaments of other countries was compiled. The countries included in the study
were India, Australia, Canada, Czech Republic, Denmark, Isle of Man, Japan, Europe and United Kingdom. Speech-
to-speech translation7, machine translation (MT), automatic transcription and manual transcriptions were investigated
as examples of HLTs. The survey found that ASR is the most widely used HLT in parliamentary applications and that
ASR works particularly well in monolingual or bilingual countries8,9,10,11,12. In a few instances, MT or a combination
of MT and ASR is used. However, operational applications of MT are limited to text translation, no speech-to-speech
translation systems have been deployed yet.
Given these observations, it was decided to start by developing resources that could be used to create ASR tech-
nology to support the transcription unit at the SANP. Since all the 11 oﬃcial languages of South Africa are spoken
at National Parliament, the initial aim of the project was to compile a multi-lingual speech corpus and to develop
ASR systems for all 11 languages. However, the speech data from the National Assembly used in this study revealed
that South African English (SAE) is predominantly spoken in the debates. The other oﬃcial languages are only used
incidentally. The project was subsequently re-scoped to create the resources required to develop ASR technology for
SAE.
Technically, the work reported on here elaborates on a previous study by Kleynhans & de Wet4 which, in turn,
was based on diﬀerent aspects of the data harvesting techniques proposed by Moreno et al.6 and Davel et al.3. An
important diﬀerence between the current and previous work is that the alignments produced during the previous
study4 were available to fast track the development of in-domain acoustic models. This study could therefore focus
on identifying the most reliably aligned segments and using them in combination with improved transcriptions and
pronunciation dictionaries to enhance the quality of the alignments.
The next section introduces the speech and text data that was used during the investigation. The automatic align-
ment system is presented in Section 4. Data selection, pronunciation dictionaries and in-domain acoustic models are
described in Section 4.1. The system conﬁgurations that were experimented with are introduced in Section 4.2 and
the evaluation procedure that was used to assess their performance is presented in Section 4.3. Results are presented
in Section 5, followed by a discussion in Section 6.
3. Resources
3.1. Speech data from National Parliament
Video recordings of 32 debates that took place in the National Assembly was obtained from the SANP. The audio
was extracted from the videos and converted to PCM WAVE as discussed in4. The average length of the resulting
audio ﬁles was 3 hours. The 32 debates corresponded to around 105 hours of audio data, but approximately 27 hours
was found to be unsuitable for harvesting4.
3.2. Hansard text data
Parliamentary proceedings are transcribed in Hansard format. This format speciﬁes how speaker turns, acoustic
events other than speech, the use of diﬀerent languages, etc. should be captured in the transcriptions. A total of
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916 Hansard documents were downloaded from the SANP’s website. This set of documents included the debates for
which the audio was extracted from the original video data. The Hansard documents are published in a proprietary
format and had to be preprocessed and normalised before the text could be used to create pronunciation dictionaries
and language models.
3.3. Ground truth data
A subset of the audio data was selected to create ground truth data. Most of the debates are more than two hours
long and manually transcribing such audio ﬁles was not practical. Audio segments of around 20 minutes each were
therefore selected for manual veriﬁcation after the ﬁrst alignment between the audio and text could be obtained during
the development of the Baseline system. The segments were selected from three debates, 11 May 2012, 1 March 2012
and 8 March 2012. The three debates correspond to about 6.5 hours of data from which 3 hours of ground truth data
was created. The time alignment as well as the transcriptions of the selected segments were manually corrected. The
manual veriﬁcation process required each word token be checked and each token alignment to be veriﬁed.
4. Automatic alignment system
4.1. System components
4.1.1. In-domain speech data
In-domain speech data was selected from the output of the Baseline system described in Kleynhans & de Wet4.
A conﬁdence score was calculated for each aligned segment as an indication of the degree to which the audio and
text match. The “Goodness-of-Pronunciation” (GOP) score was used for this purpose13. According to its original
deﬁnition, the GOP score is phone-based. However, for the purposes of this study, each word token was treated as a
phone. Segment-based results were computed by normalising the sum of the word level GOP scores by the number
of words.
For the current investigation audio segments with GOP < 1 were selected from the aligned segments produced by
the Baseline system. An additional restriction was imposed on the selected data: 75% or more of the words in the
transcriptions had to correspond to English text. Applying these two criteria resulted in a 25 hour set of in-domain
speech data.
4.1.2. Normalised transcriptions
Initial: The Baseline system was trained using Hansard transcriptions that were pre-processed and normalised
using standard Natural Language Processing (NLP) tools. This initial process resulted in various diﬀerent token
types, including many non-English words.
Reﬁned: During the current investigation, regular expressions were developed to capture the patterns in the
Hansard format that relate to the spoken segments. These segments were divided into sentences annotated with
chronological order and speaker identity. The text processing front-end of the Speect TTS system14 was subsequently
used to split the sentences into tokens that represent either standard or non-standard words. The non-standard words
were normalised with regular expressions that match each class of token – such as number, date, currency, abbreviation
or letter sequence – and expanded to standard words.
4.1.3. Pronunciation dictionaries
Pron Predict: The Baseline alignment system simply employed pronunciation prediction (using default & reﬁne
approach15) for all tokens. This approach did not provide accurate pronunciations for the non-standard and non-
English words. More accurate pronunciations were obtained by selecting pronunciations from existing pronunciation
dictionaries (NCHLT16, SAE17) and predicting pronunciations for the remaining tokens. Pronunciations for the most
frequently occurring spelled out words were hand-crafted. The resulting dictionary was used in the Prelim version of
the alignment system (see Section 4.2).
Pron LID: The accuracy of the Pron Predict dictionary was improved by including language identiﬁcation (LID)
as a pre-processing step. For each token, the lexica of the 11 languages were queried. If the word was found in an
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existing lexicon, the phone string in the corresponding pronunciation dictionary was assigned to it. If the word was
not found in any of the lexica, its language identity was predicted from the statistics of occurrence of its constituent
graphemes. The prediction uses a character n-gram model that was trained on large text corpora representing all 11
oﬃcial languages.
The LID information was then used to obtain a pronunciation using language speciﬁc grapheme-to-phoneme con-
version rules. However, if each word were to be deﬁned in terms of language-speciﬁc phones, the number of phone
models that needed to be trained for the alignment system would increase and for some of the models there would
be too little training data available to reliably estimate their parameters. All language speciﬁc pronunciations were
therefore mapped back to the closest possible set of English phones.
4.1.4. In-domain acoustic models
The acoustic models were trained using the hidden Markov toolkit (HTK)18. Tied-state triphones were modelled
using three state, continuous density HMMs. Each state distribution contained 16-mixture multivariate Gaussians with
a diagonal covariance matrix. The 52 dimensional feature vectors consisted of 13 static perceptual linear prediction
(PLP) coeﬃcients combined with 13 delta, 13 delta-delta and 13 delta-delta-delta features. Global mean and variance
normalisation and a heteroscedastic linear discriminant analysis (HLDA) transformation were applied to the features.
An HMM-based background model was trained according to the procedure described in Davel et al.3. The back-
ground model is an eﬃcient way to ﬁlter out audio that does not match the transcriptions. It was estimated using 52
dimensional PLP features and was combined with the phone models by replacing the standard short pause model.
4.2. Alignment system conﬁguration
The acoustic models that were used for automatic alignment were developed in phases, referred to as Prelim, Iter 1,
Iter 2a, Iter 2b. Phases Prelim and Iter 1 were both based on segments of aligned speech produced by the Baseline
system but diﬀered in the level of detail in their pronunciation dictionaries as well as the data that was used to train
the background model. Segments of aligned speech produced during the Iter 1 experimental phase were used in both
phases Iter 2a and Iter 2b, but more speech data was included in the training set of phase Iter 2b than in phase Iter 2a.
The same pronunciation dictionary was used in both instances.
Each model set was used to align the audio data and transcriptions according to steps 6 to 11 of the procedure
(including the development of the language models) described in Kleynhans & de Wet4. The diﬀerent model sets
were evaluated using the ground truth data described in Section 3.3 as test data.
4.2.1. Prelim
In this phase, speech data aligned by the Baseline system was used in combination with the Pron Predict pronun-
ciation dictionary to create a ﬁrst set of in-domain acoustic models. The in-domain speech data was selected from
the output of the Baseline system according to the criteria described in Section 4.1.1. The entire set of 25 hours was
used as training data. The Prelim background model was trained on the same data as the acoustic models to limit the
degree of pronunciation variation in the data. The normalised transcriptions (Initial) discussed in Section 4.1.2 were
used to train both the phone and the background models.
4.2.2. Iter 1
During this phase, the phone models were trained using the same speech data as in the Prelim phase. The
Pron Predict pronunciation dictionary was replaced with its more detailed counterpart, Pron LID. In addition, a more
general background model was trained using all the available speech data aligned by the Baseline system together
with the corresponding Reﬁned transcriptions introduced in Section 4.1.2.
4.2.3. Iter 2a
The acoustic models for this phase were developed with the aligned segments produced by phase Iter 1. Segments
with GOP < 1 were selected and used together with the Iter 1 background model and the Pron LID pronunciation
dictionary to train a new set of acoustic models. Applying the GOP < 1 criterion resulted in a training set of almost
32 hours.
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(a) Baseline (b) Iter 2b
Fig. 1: Diﬀerence in starting and ending word times between the manual transcriptions and automatically obtained time boundaries.
4.2.4. Iter 2b
A bigger training set was selected for this phase to enable a comparison between acoustic models trained on fewer,
but more reliably aligned segments and models trained on more but less reliably aligned segments. Segments with
GOP < 3 were selected from the aligned data produced during phase Iter 1, resulting in a training set of just more
than 60 hours of data. The selected speech data was used together with the Iter 1 background model and the Pron LID
pronunciation dictionary to train a new set of acoustic models.
4.3. Alignment system evaluation
The ability of the alignment system to automatically align the parliamentary audio and transcriptions was evaluated
in two ways. Firstly the alignments produced by the automatic system were compared to the manually veriﬁed time
boundaries in the ground truth data, as discussed in Kleynhans & de Wet4. Secondly, conﬁdence scores and the
corresponding recognition accuracy values were determined for the ground truth data. This comparison procedure
was quite complex because the time alignments changed after each alignment phase. The segments produced during
each experimental phase were matched with the segments in the ground truth data in terms of their absolute start and
end times in the original debates.
The transcriptions of both the automatically aligned and manually veriﬁed segments contained non-word tokens.
In the automatic process these tokens indicate silences as well as background noise or speech that was cut out based on
background model activation. The non-word tokens in the manually veriﬁed segments corresponded to unintelligible
portions of audio and ﬁllers. For the purposes of system evaluation only the duration and accuracy of valid word
tokens were taken into consideration.
5. Results
5.1. Alignment accuracy
Figure 1 shows two histograms of the time diﬀerences between the word start and end times for manually and
automatically assigned time boundaries. For the Baseline system 87.7% of the boundaries are within 0.3 seconds of
the true alignments. The same plot for the Iter 2b system shows a slightly improved distribution of the time diﬀer-
ences around 0: 90.0% of the diﬀerences are within 0.3 seconds. More than 96% of the words in the automatically
determined segments could be located in the proximity of 1.0 second from the manual alignments.
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5.2. Recognition accuracy
Table 1 shows the transcription quality of diﬀerent alignment systems (Phase) for each of the manually veriﬁed
debates and for segments with a GOP score of less than one. The word accuracy (%Acc) values are all above 80%
which indicates a good match between the transcribed words for manual and automatic transcriptions. It is clear
that the number of transcribed words (#Words) and their combined duration (Dur) in minutes increase for the Iter 2a
and Iter 2b systems in comparison with the Baseline. These two systems transcribe many more words within this
conﬁdence range (GOP < 1).
Table 1: Transcription accuracy for segments with a GOP < 1 for diﬀerent alignment systems.
Phase #Words Dur (min) %Acc
11 May (Baseline) 2345 13.86 82.56
11 May (Iter 2a) 3301 18.41 87.25
11 May (Iter 2b) 4518 25.09 85.94
1 March (Baseline) 2890 17.20 81.38
1 March (Iter 2a) 4052 23.11 87.42
1 March (Iter 2b) 6136 34.89 85.42
8 March (Baseline) 2402 14.20 80.11
8 March (Iter 2a) 3349 18.69 85.07
8 March (Iter 2b) 4787 26.56 81.32
Figure 2 illustrates the duration (in minutes) of the three debates mentioned in Table 1. Only results for the Baseline
and Iter 2b systems are shown and only segments with GOP < 3 were used to calculate the duration. Results for
individual audio segments were grouped together intervals of 0.5, yielding 6 bins in the range of GOP scores between
0 and 3. The ﬁgure shows that the Iter 2b system transcribes more data with high conﬁdence (GOP bin 1: GOP < 0.5)
than the Baseline. However, the amount of data transcribed declines more rapidly with lower conﬁdence (GOP bins 2
- 6) for the Iter 2b system than for the Baseline. Most of the words transcribed by the Baseline system occur at GOP
values above 0.5 and closer to 1.0 (GOP bins 2 and 3).
Fig. 2: Duration of segments in the GOP range between 0 and 3 (accumulated in intervals of 0.5).
The transcription accuracy values corresponding to the ﬁrst bin in Figure 2 were 85.6% and 81.9% for the Iter 2b
and Baseline systems respectively. This result indicates that the Iter 2b system not only transcribed more data with
high conﬁdence, but also did so more accurately.
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6. Discussion
Figure 3 shows the amount of audio data that could be aligned with diﬀerent conﬁdence levels for diﬀerent conﬁg-
urations of the alignment system. The ﬁgure shows the average trend in the data and smooths over the idiosyncrasies
of individual debates. Some debates contained almost read speech while others were good examples of spontaneous
speech. The same trend that was observed in Figure 2 is also observed here: the most data could be aligned with the
highest conﬁdence by the Iter 2b system.
Fig. 3: Amount of audio data as a function of GOP score.
The idea behind the Prelim system was to train on and align “clean” data ﬁrst, before allowing more pronunciation
variance to form part of the acoustics of subsequent alignment systems. The Prelim system’s background model was
therefore trained on the same subset of data as the phone models. This set-up resulted in a strict alignment system,
which is evident at GOP values higher than 1.5 in Figure 3: the background model absorbed much more speech than
in the Baseline conﬁguration. Interestingly, the alignment system still produced more data at with higher conﬁdence
(GOP < 1.5) than the Baseline, indicating that the in-domain models provided a reasonably improved acoustic match.
Incorporating a background model trained on all available audio, the Iter 1 system aligned more data than the
Prelim system for GOP > 1. Finally, re-training on the strictly selected output transcriptions of the Iter 1 system
yields more data aligned with an improved conﬁdence by the Iter 2a alignment system.
The amount of data that is aligned with high conﬁdence can be adjusted by training with a wider acoustic repre-
sentation of the in-domain data. As demonstrated with the Iter 2b alignment system, signiﬁcantly larger amounts of
the audio could be aligned with high conﬁdence given in-domain models trained on all Iter 1 segments withGOP < 3
rather than GOP < 1. Whether this system yields the best alignment for creating additional speech resources from
SANP recordings remains in question. The transcription accuracy of the ground truth data for GOP < 3 segments
were 78.6% (Baseline), 83.4% (Iter 2a) and 80.9% (Iter 2b). These results seem to indicate that, for these three de-
bates, data should be selected from the Iter 2a rather than the Iter 2b system output. Further research on the extent of
pronunciation variation in diﬀerent debates is required to determine the appropriate acoustic conﬁdence level for data
selection to yield the best possible automatic alignment systems.
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