Abstract: In the last years several solutions of the linear quadratic optimal control problem for networked control systems appeared in literature. This paper extends one of these approaches by introducing the presence of transmission options offering different probabilities of packet drop. The motivation for combining network Quality-of-Service and control design is based on the observation that not all data traveling on the network have the same importance. This means that some data must be accurately protected (by using a high-priority service) whereas other data can be lost without major effects. Following this approach, we formally demonstrate that it is possible to jointly design both the control and the transmission strategy. The solution of this control/network co-design problem is based on standard dynamic programming for the control part and integer linear programming for the network part.
INTRODUCTION
Networked Control Systems (NCS) are feedback control systems where plant(s) and controller(s) are connected through a wired/wireless network ( Figure 1 ). These kinds of systems are spatially distributed and they can be applied in remote control applications such as teleoperation and telepresence. Unfortunately the communication channel connecting plant, controller and sensors is shared and, thus, packet losses and delays may happen thus reducing control performance or even compromising system stability. There are several solutions proposed to overcome these problems, see for example Schenato et al. (2007) , Gupta et al. (2006) , Li et al. (2009 ), Cloosterman et al. (2009 and the survey paper by Hespanha et al. (2007) .
In particular, Schenato et al. (2007) derives optimal LQG controllers for lossy networks in which packet drops are modeled as Bernoulli process (Papoulis (1991) ). We extend this approach by considering a more complex network architecture providing different transmission options with different values of packet loss probability, still modeled as Bernoulli processes. This behavior is produced by novel techniques to introduce quality-of-service guarantees in IP networks such as the Differentiated Services (DiffServ) architecture (Nichols et al. (1999) ) according to which packets are marked depending to their importance and sent through the network by using either a high-priority low-loss class, or a regular, unguaranteed class. DiffServ architecture has been proposed for multimedia commu- This work provides a theoretical contribution on the use of the Differentiated Services paradigm in NCS; the control architecture can select step-by-step the optimal service for each packet. The solution of the joint control-network optimization leads to two coupled problems: a standard dynamic programming problem for the control part and an integer (binary) programming problem for the network part. There are several algorithms solving the mathematical programming problems, e.g. for integer linear programming: Nemhauser and Wolsey (1999) , Schrijver (1998)), Shapiro et al. (2009) , Dyer and Stougie (2006) ). Control applications using the linear programming can be found for example in Bemporad and Morari (1999) , and Richards and How (2005) .
The paper is organized as follows. Section 2 recalls previous results to better understand the proposed approach. Section 3 presents the network scenario with two classes of service modeled as Bernoulli random variables. Section 4 states the problem and describes the proposed packetmarking architecture. Moreover, the analytical solution based on standard dynamic programming and binary linear programming is described. Simulation results are given in Section 5 and conclusions are drawn in Section 6. Figure 1 shows the block diagram of a networked control system. In this work we assume that the plant is a linear time-invariant discrete-time full-information stochastic system
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where v t ∼ N(0, V ) is a Gaussian noise having zero mean and variance V . The initial condition at time t 0 of the system is still Gaussian with mean x 0 and variance P 0
as well as independent of v t for all t ≥ t 0 .
Since the state is perfectly known, we are looking for feasible controls u t that are causal function of state, i.e., u t ∈ U t where U t depends on
In this work we focus on the finite-horizon regulation problem, i.e., the optimal controls u t should be determined from t = t 0 to t = N to optimally steer the state from x t0 to x N .
In order to model the behavior of a lossy network, the system (1) is re-written as
where ν t and λ t are independent and identically distributed Bernoulli random variables modeling packet losses from controller to plant and from plant to controller, respectively 1 . We assume ν t and λ t take value 1 with probability P {ν t = 1} =ν and P {λ t = 1} =λ, respectively. Since we are considering the full information case and the computation of the control at time t is instantaneous, it is as if controller and plant were co-located with the packet loss cause modeled by the product of the original Bernoulli variables: κ t := ν t λ t with P {κ t = 1} =κ :=νλ.
(4) From the control viewpoint it is the same to lose a measurement (i.e., x t ) or the corresponding optimal control (i.e., u t ). Of course the situation is not true when an estimator is needed to compute the estimatex t as in the incomplete-state-information case.
Following Schenato et al. (2007) , the performance index is the expectation of
where the control term is weighted by κ t . This means that u
We recall here the solution of a problem similar to one we will state in the next Section: the Linear Quadratic (LQ) optimal control problem over lossy network, Schenato et al. (2007) . 
The solution is given by the following theorem that can be derived from the LQG case in Schenato et al. (2007) for the UDP protocol. Theorem 2. The optimal regulator u ⋆ t solving the problem (6) is given by u
with S N = Q N . The optimal value of the performance index is
DIFFERENTIATED SERVICES ON THE NETWORK
Performance in a networked control system depends not only on the control design but also on the distortion introduced in the original commands u t and measurements y t during the transmission due to delays and packet drops.
A way to reduce the effect of network problems without increasing the bandwidth is to assign different priorities to packets (Differentiated Services model). In this way, a small number of high-priority packets reaches destination with a high probability at the cost of more losses for the remaining low-priority packets. The high-priority bandwidth must be kept small to increase the effect of prioritization; for this reason, a cost is traditionally associated to it. As shown in Figure 2 , this work assumes a Differentiated Services architecture in which controller and plant send information by choosing between two different transmission policies, i.e.,
• H policy for high-priority packets,
• L policy for low-priority packets.
As expected, the H policy is characterized by higher cost and lower loss probability than the L policy.
Since only packet dropouts are considered, the two policies are modeled as two Bernoulli processes with different statistics, i.e., ν L t , ν H t for the controller-to-plant path, and λ L t , λ H t for the plant-to-controller path. Since the H service is more reliable than the L service, we have that:
Clearly, to maximize control performance, the small fraction of high-priority bandwidth must be used to transmit the most important messages (i.e., commands or measurements). This means that each message is analyzed and then labeled as either high-or low-priority message. The decision variables ̺ t and δ t are used by the control strategy as switches to transmit each packet (measurements y t and commands u t , respectively) with the most appropriate policy to maximize the performance and to minimize the use of the high-cost policy H. The trade-off between cost and performance can be formulated as an optimization problem. The optimization can be performed either by maximizing the performance under cost constraints or by minimizing the cost under performance constraints. In Section 4 we will provide the formal solution for the full information case, i.e., system (3).
ADAPTIVE PACKET-MARKING ARCHITECTURE
The stochastic full-information model controlled through a lossy DiffServ network can be written as a linear switching system
where δ t and ̺ t are logical (binary) variables, i.e., δ t , ̺ t ∈ {0, 1}. They determine the transmission policy of the packet at time t; value '1' means that the high priority policy has been selected (with Bernoulli processes ν ̺ t = h ̺ with h δ < N and h ̺ < N .
As said before, in the full information case it is possible to focus the analysis on a couple of Bernoulli statistics κ (4)) and on one decision variable δ t . The solution of the first part of the problem is the same of the one in Theorem 2 with the only difference that the optimal controls are now parametrized in terms of the unknown decision variables {δ t }. Theorem 4. The optimal regulator u
A (17) with S ∅ N = Q N and
The optimal value of the performance index is
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Due to the inverse recursion from N backward to t, the state feedback matrix L
is a function of the previous decisions δ t+1 , . . . , δ N −1 . This is the meaning of the notation δ [t+1,N −1] as a short cut for the set {δ t+1 , δ t+2 , . . . , δ N −1 }. The same thing can be said for the Riccati solution S
The optimal value (19) is a function of δ 0 , . . . , δ N −1 that we still have to determine. Before introducing the mathematical tool to solve the second part of the problem, let us introduce a motivating example. Example 5. Suppose we have to solve the problem (13) with N = 3 having as final condition S 3 = Q 3 . This means that the optimal value (19) will be a function of δ 0 , δ 1 , δ 2 . The equations in (20) (top of the next page) are the Riccati equations written in terms of the decision variables.
By computing the trace of the elements in the performance index (19)
the optimal value can be rewritten as:
Each element is a function of the current choice and of the previous ones as it can be easily seen by looking at the binary tree in Figure 3 . With N = 3, there are three decision variables {δ t } and thus 2 N = 8 possible paths from the root s 3 (known value) to the leaves s 
In the same way we have that
Therefore a binary vector x can be defined where its components are the original decision variables and their products according to the tree-like scheme of Figure 3 . Referring to the presented example,
The index (25) is now linear in the components of x and it can be written as:
The equivalence is formally correct if we include the constraints arising when we perform the product of binary variables. The variable from d 4 to d 8 for example have to satisfy the following linear matrix inequality based on elementary sets of inequalities as (26), (27): 
Let N be the number of steps, the number of binary variables is of the order 2 N , that is also equal to the number of terms s It is worth remarking that just with N = 20 there are more than one million variables. This means that this approach can be used effectively only on short interval or in Model Predictive Control (MPC) design where the prediction horizon is usually short.
We are now in a position to solve the problems (b) and (b ′ ) by re-formulating them as Binary Linear Programming (BLP) problems.
A similar formulation holds for the solution of subproblem (b ′ ).
The proposed approach is, like the finite horizon LQ control problem, an off-line procedure. This is clear in the definition of subproblems (b) and (b ′ ). Nevertheless, the present formulation is interesting in its own right as well, since it merges the control aspects and the network aspects within the same performance index and allows to solve the co-design problem in an original way.
SIMULATION RESULTS
We applied the proposed methodology to an example taken from Schenato et al. (2007) . The only difference is that we assume full knowledge of the state. This means that no state estimators are needed. The plant is a two links inverted pendulum with one joint actuator. The model is the discrete-time linearization around the unstable equilibrium point. The matrices can be found in Appendix A.
Let N be equal to 7, Figure 4.(a) shows the value of performance index J for all the possible combinations of the decision variables δ 0 , . . . , δ 6 (solution of the subproblem (a)). As expected there are several solutions from t = N to t = 0. To solve the second part of the problem we have to insert the term c T x as in the formulation (30) or to set the number of packets sent with the H policy (i.e., h in the formulation (31)). By following the last approach, the table in Figure 4 . (b) is obtained where, for each value of h, the optimal value of the performance index J
• and the corresponding marking sequence are reported. 
CONCLUSION
In this paper a design procedure for solving the stochastic LQ control problem over lossy Differentiated Services network has been presented. A combination of a parametrized LQ control problem and a binary integer linear programming is the key to effectively solve the joint design consisting of the control strategy and packet marking strategy. Future work will focus on the generalization to more than two policies and on the introduction of estimators to solve the more demanding LQG problem. 
