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At some point, everything’s gonna go south on you.
[...] Now you can either accept that, or you can get
to work. That’s all it is. You just begin. You do
the math. You solve one problem... and you solve
the next one... and then the next. And If you solve
enough problems, you get to come home.
Mark Watney






Organische Halbleiter stellen eine vielversprechende Materialklasse fu¨r Anwendungen
im Photovoltaik-Bereich dar, weil die Produktionskosten entsprechender Solarzellen-
module vergleichsweise gering einzuscha¨tzen sind. In den vergangenen Jahren erziel-
ten organische Solarzellen beachtliche Wirkungsgrade im Bereich von 10% [1–3], doch
trotz dieser Fortschritte sind die zugrundeliegenden Mechanismen der Ladungstren-
nung noch nicht ausreichend verstanden. In der vorliegenden Arbeit wird mit Hilfe der
zeitaufgelo¨sten Photolumineszenz-Spektroskopie die Lichtemission aus Rekombinations-
prozessen untersucht, welche den Prozess der Ladungsseparation zwingend begleiten.
Aufgrund der hohen Bindungsenergie von Elektron-Loch-Paaren, sogenannten Exzi-
tonen, stellt deren Rekombination einen bedeutenden Verlustprozess dar. In einem
organischen Donator/Akzeptor-Mischfilm, der in organischen Solarzellen typischer-
weise als aktive Schicht dient, ko¨nnen Exzitonen entweder in den jeweiligen Donator-
oder Akzeptor-Doma¨nen rekombinieren, wo sie zuvor durch Absorption eines Photons
erzeugt wurden, oder sie ko¨nnen an internen Grenzfla¨chen einen Ladungstransfer voll-
ziehen. Dabei bildet sich ein U¨berganszustand (CT-Zustand fu¨r engl.
”
charge trans-
fer“), in dem die Ladungen noch u¨ber die Grenzfla¨che hinweg miteinander korreliert
sind. Der CT-Zustand kann entweder dissoziieren und damit freie Ladungen bilden,
oder durch Rekombination in den Grundzustand u¨bergehen. Die Rekombination von
CT-Zusta¨nden an inneren Grenzfla¨chen kann den Wirkungsgrad einer organischen So-
larzelle maßgeblich beeintra¨chtigen. In dieser Arbeit werden die Donator/Akzeptor-
Systeme P3HT/PC61BM und PTB7/PC71BM untersucht. Diese Polymer/Fulleren-
Mischfilme gelten im Bereich der organischen Photovoltaik als gut untersuchte Material-
systeme und haben vergleichsweise hohe Wirkungsgrade erzielt. Die Photolumineszenz
(PL) dieser Materialien stammt sowohl von Rekombinationsprozessen der Exzitonen
in den Donator- oder Akzeptor-Doma¨nen, als auch von CT-Zusta¨nden an den Grenz-
fla¨chen.
Zuna¨chst wird die PL reiner P3HT- und PTB7-Polymerfilme untersucht. Die be-
obachtete spektrale Rotverschiebung mit zunehmender Zeit nach der optischen An-
regung ist ein typisches Merkmal organischer Systeme und ergibt sich aus u¨berwiegend
exothermen Hu¨pfprozessen der Anregungen in einer ungeordneten Zustandsdichte. Die
Analyse und Interpretation der Messergebnisse orientiert sich an bereits publizierten
Untersuchungen zu anderen Polymeren [4–6]. Die energetische Relaxation der PL-
Emission in P3HT ist konsistent mit der Annahme einer zugrundeliegenden Gaußfo¨rmi-
gen Zustandsdichte. Die energetische Relaxation der Anregungen in PTB7 fa¨llt hinge-
gen sta¨rker aus, als man fu¨r eine Gaußfo¨rmige Zustandsdichte erwarten wu¨rde, was auf
das Vorhandensein einer gro¨ßeren Zahl niederenergetischer Zusta¨nde hinweist.
In einem na¨chsten Schritt werden die PL-Signaturen der P3HT/PCBM und
PTB7/PCBM-Mischfilme untersucht. Neben der Emission von Singulett-Exzitonen,
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die auch in den reinen Ausgangsmaterialien beobachtet wird, weisen die beiden un-
tersuchten Materialsysteme eine weitere, vergleichsweise langlebige Signatur im Nah-
infrarot-Bereich auf, die der Emission von CT-Zusta¨nden an inneren Grenzfla¨chen zuge-
ordnet wird. Die Ergebnisse werden im Zusammenhang mit aktueller Literatur disku-
tiert, mit einem besonderen Schwerpunkt auf Untersuchungen zur Morphologie [7–12].
Es stellt sich heraus, dass die CT-Intensita¨t und auch die Abnahme der Singulett-
Emission im Gemisch mit der Pra¨senz einer stark durchmischten Donator/Akzeptor-
Phase zusammenha¨ngt. Daru¨berhinaus zeigen temperaturabha¨ngige PL-Untersuch-
ungen, dass ein großer Teil der CT-Emission bei moderater thermischer Energie ver-
schwindet, was auf eine im Allgemeinen schwach ausgepra¨gte Bindung der CT-Zusta¨nde
hinweist. Nur im Falle von P3HT/PCBM zeigt sich, dass ein gewisser Teil der CT-
Zusta¨nde sta¨rker gebunden ist, was zu ho¨heren Verlusten in der stark durchmischten
Phase fu¨hrt. Die dargestellten Ergebnisse dienten als Grundlage fu¨r zwei Publikationen
(Quellen [13] und [14]).
Im letzten Teil dieser Arbeit wird die Abnahme der PL-Intensita¨t (Tilgung) bei Anle-
gen eines a¨ußeren elektrischen Feldes an eine PTB7/PCBM-Solarzelle bei verschiede-
nen Temperaturen untersucht. Die Abnahme der PL-Intensita¨t in einem elektrischen
Feld ergibt sich durch die ho¨here Dissoziationsrate der Exzitonen. Das feldabha¨ngige
Auslo¨schen der PL ha¨ngt daher mit der Exziton-Bindungsenergie zusammen. Es
zeigt sich, dass die Tilgung der Emission von CT-Zusta¨nden bei niedrigeren Feldern
als die Tilgung der Singulett-Exzitonen erfolgt, was darauf hindeutet, dass letztere
sta¨rker gebunden sind. Die zugrundeliegenden Bindungsenergien werden mit Hilfe
eines kinetischen Modells quantifiziert, das von Rubel et al. vorgeschlagen wurde [15].
Diesem Ansatz liegt die Annahme zugrunde, dass sich die Dissoziation von Exzito-
nen in einem mehrstufigen Prozess vollzieht. Dabei vollfu¨hrt eine der beiden Ladun-
gen mehrere Hu¨pfprozesse zwischen jeweils benachbarten Chromophoren innerhalb des
durch die andere Ladung verursachten Coulomb-Potentials. Das Modell ergibt eine
gute U¨bereinstimmung mit den experimentellen Daten, wenn (i) die zugrundeliegende
Unordnung beru¨cksichtigt wird und wenn (ii) angenommen wird, dass das Coulomb-
Potential an der Grenzfla¨che in hohem Maße abgeschirmt ist, zum Beispiel durch eine
Dipol-Schicht [16]. Insgesamt zeigen die Ergebnisse, dass der energetisch relaxierte CT-
Zustand in der PTB7/PCBM-Mischphase eine Vorstufe separierter Ladungen darstellt
und nicht als Rekombinationszentrum angesehen werden sollte, welches den Wirkungs-
grad begrenzt. Außerdem belegen die zeitaufgelo¨sten Messungen der feldabha¨ngigen
PL-Tilgung, dass ein ’langsamer’ von Diffusion getriebener Separationsprozess in der
Tat die effiziente Erzeugung von Ladungen in organischen Solarzellen erkla¨ren kann.
Eine Vero¨ffentlichung der Ergebnisse ist in Planung [17].
Insgesamt wird in dieser Arbeit eine Kombination von Methoden pra¨sentiert, die es
ermo¨glicht, die relativ schwache Emission von CT-Zusta¨nden in organischen Donator/
Akzeptor-Mischsystemen zu identifizieren und zu charakterisieren. Die temperatur-
und feldabha¨ngigen Daten stellen eine fundierte Grundlage dar, um die Vorhersage
von kinetischen Modellen zu u¨berpru¨fen. Das im Rahmen dieser Arbeit verwendete
kinetische Modell ergibt umgekehrt eine gute U¨bereinstimmung mit der experimentell
beobachteten PL-Tilgung. Insbesondere zeigt sich, dass fu¨r eine angemessene Be-
schreibung des Separationsprozesses von Exzitonen Ansa¨tze jenseits des u¨blicherweise
verwendeten Onsager-Braun-Modells verfolgt werden sollten.
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Abstract
Organic semiconductors are a promising material class for applications in photovoltaics,
mainly due to the expected low manufacturing costs of solar modules. In recent years,
considerable photoconversion efficiencies around 10% have been reported for organic
solar cell devices [1–3] but despite this progress, the underlying photophysical processes
of charge generation still need to be understood in greater detail. This work addresses
the radiative losses during the charge generation process, which are studied by means of
time-resolved photoluminescence. According to the strong binding energy of electron-
hole-pairs in organic systems, also termed as excitons, recombination from those gem-
inate pairs has to be considered as a major loss process. In an organic donor/acceptor
bulk heterojunction, typically representing the active layer in an organic solar cell de-
vice, gemiate pairs can either recombine in the donor or acceptor domains where they
are created after absorption of light, or they can undergo charge transfer at the in-
terface, thereby forming an intermediate so-called charge transfer (CT) state across
the interface. The CT state either separates into free charges or recombines to the
ground state. CT recombination can be a serious loss mechanism in organic solar cells.
Here, two benchmark polymer/fullerene systems in organic photovoltaics (OPV) are
studied, P3HT/PC61BM and PTB7/PC71BM, respectively. Photoluminescence (PL)
arises from both excitons in the donor or acceptor domains (also referred to as singlet
states), or from interfacial CT states. The signatures are investigated under various
temperatures between 10 and 290K and in the presence of an electric field.
First, the luminescence decay in the neat polymers P3HT and PTB7 is characterized.
The observed time-dependent red shift of the signatures is typical for organic systems
and results from preferential exothermic hops of the excitons between adjacent sites in
a disordered density of states. The results are analyzed and discussed in the context
of recent work on exciton relaxation in other polymers [4–6]. The energetic relaxation
of the emission in P3HT is consistent with an underlying Gaussian density of states.
The relaxation in PTB7 is however stronger than expected, which might be due to
the presence of a higher number of low-energetic tail states with respect to a typically
expected Gaussian profile.
In a next step, the PL of P3HT/PCBM and PTB7/PCBM mix films is studied. Beside
the signatures of singlet excitons, which are also observed for the neat material, in both
systems an additional long-lived feature in the near-infrared is identified and attributed
to the emission of interfacial CT states. The results are discussed in the context of
recent literature, in particular concerning the material morphology [7–12]. As a result,
both the CT intensity and the quenching of singlet states are found to be correlated with
the presence of an intimately mixed donor/acceptor phase. Furthermore, temperature-
dependent PL studies show that in both material systems a high fraction of the CT
emission is quenched with the help of thermal energy, suggesting that the CT binding
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energy is rather weak. However, in case of P3HT/PCBM, a certain subset of the
CT population seems to be more strongly bound, giving rise to higher losses in the
P3HT/PCBM mix phase. Parts of the presented results have been published in Refs.
[13] and [14].
In the final part of this work, the field-induced PL quenching of the singlet and CT
emission is investigated under various temperatures. The decay of the PL intensity in
an electric field arises from an enhanced dissociation rate of the excitons. The field-
dependence of the PL quenching is thus related to the exciton binding energy. The
quenching of CT states occurs at lower fields than the quenching of singlet states, indi-
cating that the latter are more strongly bound. The binding energy is quantified using
a kinetic model suggested by Rubel et al. [15]. The model is based on the assumption
of a multi-step separation mechanism, where one of the charges performes several hops
to escape the Coulomb potential of the other charge. It turns out that the model
gives an appropriate description of the data when (i) the underlying disorder is taken
into account and when (ii) it is assumed that the Coulomb potential at the interface is
effectively screened, for example by an interfacial dipolar layer [16]. Overall, the results
demonstrate that the energetically relaxed CT state in the PTB7/PCBM mix phase
is a precursor state for charges rather than an efficiency-limiting trap. Moreover, the
time-resolved and field-dependent measurements document that a diffusive and ’slow’
separation mechanism of the CT excitons can account for the efficient charge genera-
tion in highly performing organic solar cells and a separation route via energetically
excited intermediate states, which is often assumed, is not mandatory to drive charge
separation. The results on field-induced luminescence quenching are planned to be
published in Ref. [17].
Overall, a methodological framework is presented to identify and characterize emissive
CT states in efficient OPV systems. The temperature and field dependent time-resolved
data give a profund basis to test the validity of kinetic models and in turn, the applied
kinetic model gives good agreement with the experimentally observed PL quenching,
suggesting that for an appropriate description of the charge separation process it is
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A major challenge of this century is to meet worldwide growing energy demands while
simultaneously reducing carbon dioxide emissions related to energy production. The
tremendous influence of man-made carbon dioxide on the global climate has been re-
cognized over the last decades [18] and time is getting short for effective intervention.
In 2015, at the United Nation Climate Change Conference in Paris, 195 countries
agreed to limit global warming to an extent of 1.5K. This implies that Germany needs
to reduce the carbon emissions generated by energy production to zero by the year
2040 [19]. In order to achieve this objective, it is essential to substantially increase the
amount of renewable energy sources. At present, a fraction of 12.6% of the primary
energy in Germany is provided by renewable sources and the share of photovoltaics
with regard to the total amount of energy produced is only 1% [20]. These numbers
suggest that there is still a long way to go. Nevertheless, the sun is a free primary
source and the average terrestrial solar radiation intensity on a sunny day is about
1000Wm−2 [21]. Decreasing prices for solar modules have let the worldwide market for
photovoltaics grow and moreover, successfully implemented solar projects, in particular
in Africa, demonstrate the capability of this technique to provide autonomous supply of
energy in remote areas, thereby contributing essentially to their regional development
[22, 23]. However, in order to support the fast establishment of photovoltaics, further
efforts are necessary, involving political and economic commitment, but also further
progress in engineering and fundamental research.
The discovery of the photovoltaic effect dates back to the year 1839 when Edmund
Bequerel reported a light-induced electric current in a silver-coated platinum elec-
trode [24], but it took until the 1950s before the upcoming silicon technology and
the introduction of the pn-junction triggered the development of devices with notable
photoconversion efficiencies. In this context, the report of Chapin et al. on a photo-
voltaic cell with 6% power conversion efficiency in 1954 was a major breakthrough,
after which photovoltaic devices were, for the first time, seriously considered for power
generation [25]. Nowadays, silicon-based solar cells are produced on an industrial scale
with photoconversion efficiencies beyond 20%. In particular the 10-fold increase of
Chinese production during the last decade has decreased module prices, making photo-
voltaics competitive with conventional energy production [26]. Beside silicon modules,
a smaller segment of the market is affiliated to the so-called thin-film technologies,
such as amorphous silicon, copper indium gallium selenide (CIGS) or cadmium tel-
luride (CdTe), which are often referred to as second-generation photovoltaics. The
particular advantage of these materials over silicon is their direct band gap, allowing
for significantly less material consumption and a higher return of the energy invested
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during the production process. However, the availability of certain elements required
for thin-film solar cells is limited, which in turn explains the faster growth of the silicon
market [26].
Another material which is highly abundant on earth is carbon. This strongly moti-
vates the development of a carbon-based solar cell technology. In fact, organic (i.e.
carbon-based) semiconductors are promising candidates to meet the requirements for
commercial photovoltaic devices [21, 26–28]. The current record efficiencies obtained
under laboratory conditions are 10-11% [1–3]. This is significantly less than the per-
formance of their inorganic counterparts; however, organic solar cells can be profitable
according to their lower manufacturing costs [27]. Most of the relevant materials can
be processed from solution, enabling the use of standard techniques such as roll-to-roll
processing and inkjet printing. Another interesting property of organic semiconductors
is their flexibility, giving rise to application scenarios beyond those of rigid inorganic
materials. These include for example lightweight and flexible foils on a variety of sur-
faces. Together with the dye-sensitized solar cells and the upcoming and impressively
performing perovskites, organic solar cells are regarded as third-generation photovoltaic
devices. However, long-term stability of these materials is the major issue that needs
to be solved before one of these technologies can be commercialized on a large scale.
Therefore, despite their interesting properties, these materials have been mainly limited
to laboratory research until now.
Organic semiconductors are generally classified into molecular materials, either amor-
phous or crystalline, or polymers, the latter being composed of many repeating molec-
ular building blocks. The semiconducting properties of molecular crystals have already
been investigated in the 1960s [29–31] and intense research on semiconducting poly-
mers began after the discovery of the high conductivity of polyacetylene upon doping
in 1977 [32]. For their work on semiconducting polymers, Heeger, McDiarmid and
Shirakawa were awarded with the Nobel Price in Chemistry in the year 2000. Later,
reports on electroluminescence in relatively thin organic layers of a few 100 nm [33,
34] paved the way for the OLED technology, which is nowadays established in displays
and large-area lightning panels. However, inverting the process of injected charge re-
combination is not trivial, because absorption of light in an organic solar cell does not
directly lead to the formation of free charges. The relatively low dielectric constants
of organic semiconductors εr typically range between 3 and 4. This results in poor
screening and thus, strong Coulomb interaction between the charges. Therefore, the
primary photoexcited species in organic semiconductors are neutral pairs comprised of
a negative and a positive charge (electron and hole), which are bound by their mu-
tual Coulomb attraction, forming so-called excitons. It took until the 1990s before the
strong Coulomb interactions present in organic semiconductors and the implications for
their optoelectronic properties were recognized. The exciton picture was in particular
developed and supported by Ba¨ssler and coworkers [35–39]. In organic semiconductors,
excitons are stable even at room temperature because the Coulomb interaction is par-
ticularly strong, typically several 100meV. This is not the case for inorganic systems,
where the exciton binding energies are on the order of 10meV and thus, thermal energy
at room temperature (about 25meV) is sufficient to dissociate them. From this per-
spective, it appears surprising that charge generation in organic solar cells is possible
at all.
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Process of charge generation Losses
Figure 1.1.: Schematic of fundamental steps in the charge generation process and accompanying
loss mechanisms. Both geminate and non-geminate recombination can occur radiatively or non-
radiatively.
The excitonic nature of organic semiconductors was in fact the major drawback of the
first organic solar cell devices that were composed of a monolayer of the active ma-
terial, sandwiched between two electrodes [40, 41]. Excitons created in such a device
could separate by transferring one charge to the electrode material. However, only
a small number of the excitons could diffuse sufficiently close to an electrode within
their lifetime, as the thickness of the active layer exceeded the average exciton dif-
fusion length. Further progress was made by the discovery that upon blending the
polymer with fullerene (C60), electron transfer to C60 from photoexcitations created in
the polymer is greatly enhanced [42, 43]. This is because the fullerene offers excellent
electron accepting and transporting properties. The actual breakthrough regarding the
efficiency of organic solar cell devices was achieved by intermixing the donor and the
acceptor component with each other on a nanometer scale to form a so-called bulk het-
erojunction [44]. In such a device, excitons can reach a donor/acceptor interface with
a high probability and the generated charges migrate to the electrodes in the spatially
separated donor and acceptor domains. The major steps of the charge generation pro-
cess in an organic donor/acceptor heterojunction can be summarized as follows (see
Fig. 1.1): (1.) Absorption of light and creation of an exciton, (2.) diffusion of the
exciton to an interface, (3.) electron transfer to the acceptor, leading to the formation
of an interfacial charge transfer state, (4.) charge separation and (5.) charge extrac-
tion at the device electrodes. All of these processes are accompanied by losses, such
as geminate (pairwise) recombination of excitons, which do not manage to overcome
their mutual binding energy within their lifetime, or bimolecular recombination of free
charges, either at the donor/acceptor interface or at the device electrodes.
3
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Apparently, the donor/acceptor interface plays a decisive role in the charge generation
process, as it helps the excitons to overcome their strong intrinsic binding energy.
Charge separation at the interface occurs via intermediate so-called charge transfer
(CT) states (step 3 in Fig. 1.1), where the charges are already in separate domains
but assumed to be still weakly correlated via their mutual Coulomb force. The actual
characteristics of the CT states and the underlying mechanisms of charge separation are
however not yet sufficiently understood and subject of ongoing research. Delocalization
of the charges might play a decisive role, and furthermore, the energetics at the interface
or higher dielectric screening of the CT states are being considered as driving factors
for charge separation. There is a strong fundamental interest in solving these questions
and moreover, detailed knowledge about the processes at the donor/acceptor interface
allows for a more rational design of novel material systems and devices.
The main objective of this work is to gain insight into the mechanisms relevant for
charge generation at the donor/acceptor interface by studying the accompanying loss
processes. This is done by time-resolving the photoluminescence emitted during charge
separation, employing the streak camera technique. The measurements are sensitive
to the radiative recombination of so-called geminate pairs, signifying pairs of charges
which have not managed to overcome their mutual Coulomb attraction during their
lifetime. The bimolecular recombination arising from free charges on the other hand is
assumed to occur on a much slower time scale not covered by this experiment. Both
singlet excitons and charge transfer states at the interface can give rise to geminate
recombination and studying the decay dynamics under various temperatures and in an
electric field allows to address questions such as (i) how fast is charge separation and
(ii) how strong is the exciton binding energy. This work focuses on two benchmark
systems in organic photovoltaics (OPV), based on two polymers P3HT and PTB7,
which are blended with the fullerene derivative PCBM. The thesis is structured as
follows:
• Chapter 2 is intended to provide a comprehensive background about the photo-
physical properties of organic solar cells and organic semiconductors in general,
with a special focus on currently debated mechanisms of exciton separation at the
donor/acceptor interface. Furthermore, the role of disorder and its influence on
the optical properties will be discussed. The last part of the chapter gives a brief
introduction into the characteristic parameters of organic solar cells and discusses
some important design principles of semiconducting polymers for applications in
OPV.
• Chapter 3 describes the experimental techniques of absorption and photolumi-
nescence spectroscopy, providing a detailed description of the analysis procedure
of the spectrally and time-resolved photoluminescence data. Furthermore, a brief
description of the sample fabrication procedure is provided.
• Chapter 4 summarizes measurements of the PL decay in the neat polymers P3HT
and PTB7. It appears useful to study the neat donor materials first, before
turning towards the donor/acceptor blends. The PL characteristics of the neat
polymer films are found to be consistent with the picture of exciton relaxation in
a disordered system.
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• In Chapter 5, the influence of intermixing with the fullerene derivative PCBM on
the PL properties is investigated for blends with varying donor/acceptor compo-
sitions and compared to the emission of neat films. This allows for the identifi-
cation of interfacial CT emission. The dynamics and intensity of the measured
signatures are discussed in the context of recent studies on the blend morphology.
• Finally, the quenching of these features in the presence of an electric field under
various temperatures is investigated in Chapter 6. The PL intensity is expected
to decrease with increasing electric field and temperature, as the excitons are
more likely to dissociate under such conditions. In a final step, a kinetic model
is applied to gain a more sophisticated understanding of the separation process
and to quantify the underlying exciton binding energies.
• The results and their implications are summarized in Chapter 7.
Overall, a strong correlation between the occurrence of interfacial CT emission and
the presence of an intermixed polymer/fullerene phase is found for both investigated
material systems. Furthermore, there is a strong influence of the underlying disorder
on the PL characteristics, becoming apparent for example in the decay characteristics
of the PL in the neat polymers and also in the context of field-dependent PL quench-
ing studies. The luminescence quenching data in combination with kinetic modeling
suggests that the binding energy of CT states at the donor/acceptor interface is much
weaker than for singlet excitons either in the polymer or the fullerene. Thus, charges
can separate efficiently from the energetically relaxed and weakly bound CT states via







in organic photovoltaic devices
This chapter summarizes the most important aspects concerning the photophysics of
organic solar cells. A more detailed description can be found in several monographs
[21, 24, 28, 45–48]. The research on fundamental processes in OPV is a very active
and highly interdisciplinary field and some phenomena, in particular the mechanisms
leading to charge generation, are subject of ongoing debate. During the last years,
however, several reviews have been published [27, 49–52], giving a comprehensive de-
scription of general concepts and open questions in the field. The introductory part of
this thesis is oriented at the literature mentioned above.
Following the process of charge generation as illustrated in Fig. 1.1, this chapter is
structured as follows: First, the electronic structure of organic semiconductors and
some fundamental concepts for optical transitions between the electronic states will be
introduced. The next section gives a detailed description of excitons in organic semi-
conductors and introduces some mechanisms of exciton transport. In organic solar
cells, the excitons dissociate at the donor/acceptor interface, thus, underlying con-
cepts of charge transfer and exciton separation will be introduced in the third section.
The next part describes the influence of structural and energetic disorder in organic
materials, with a special focus on conjugated polymers. Finally, the operation princi-
ple of organic solar cells stressing some fundamental limitations and common design
principles of semiconducting polymers will be introduced.
2.1. The electronic structure of organic semiconductors
2.1.1. Molecular orbitals
Atomic or molecular orbitals, as sketched in Fig. 2.1, reflect the probability of find-
ing an electron at a specific position relative to the positively charged nuclei. The
electron configuration of atomic carbon is 1s22s22p2, signifying that the outer s and
p orbitals are filled with four electrons (two in the 2s, one in the 2px and one in the
2py orbital). These valence electrons can form chemical bonds with adjacent atoms.
The 2s and 2p orbitals of carbon are sketched in Fig. 2.1. When carbon undergoes
chemical reactions, e.g. with other carbon atoms, the s and p orbitals mix to form
isoenergetic orbitals, which are described by the concept of hybridization. For carbon,
7









Figure 2.1.: Electronic structure of atomic carbon (a) and sp2 hybridized carbon (b), which is the
most relevant type of hybridization for organic semiconductors. The hybrid orbitals (violet) are
oriented in the plane orthogonal to the remaining pz orbital (blue).
three types of hybridization are possible. When all 2s and 2p orbitals are involved,
this leads to the formation of four sp3 hybrid orbitals. For symmetry reasons, the
sp3 hybrid orbitals possess tetrahedral arrangement with respect to the nuclei, which
is also reflected in the geometry of molecules based on sp3-hybridized carbon. The
second possible mechanism is sp2-hybridization, where only the 2s, the 2px and the
2py orbitals are involved. sp
2-hybridization leads to three hybrid orbitals with planar
geometry, whereas the remaining pz orbital is oriented perpendicular to this plane.
This scenario (see Fig. 2.1(b)) is of particular relevance for organic semiconductors,
where the bondings via the (parallel) pz-orbitals account for their interesting optical
and electronic properties. Finally, there is also the option that the 2s orbital combines
with only one of the 2p orbitals, which is referred to as sp-hybridization, resulting in a
molecular structure with linear arrangement of the involved atoms.
A possible way to approximate the geometry and energetics of molecular orbitals is the
LCAO (linear combination of atomic orbitals) method [46]. The ground state orbitals of
the simple molecule ethene are sketched in Fig. 2.2(a). Overlap of the atomic unbound
sp2 hybrid orbitals leads to preferential location of the contributed electrons between
the two carbon atoms. The resulting probability distribution is referred to as σ-bond.
Similarly, the pz orbitals, each of them contributing one electron, overlap to form a
pi-bond. Molecular orbitals are formed by the entire distribution of σ-bonds (σ-orbital)
and pi-bonds (pi-orbital), respectively.
The LCAO method also serves to calculate the orbital energies, which depend on three
contributions [28]: The electron wave function overlap, the Coulomb interaction and
the exchange interaction. The latter can be interpreted as an implication of the Pauli
exclusion principle, which prohibits the existence of identical quantum states, when
there is some coupling between the nuclei of the single atoms. As as consequence, the
atomic energy levels split and the strength of this splitting depends on the strength of
the exchange interaction between the respective orbitals. The splitting of atomic energy
levels in the simple molecule ethene is exemplified in Fig. 2.2(b). The strong resonance
interaction between the unbound sp2 hybrid orbitals of the single atoms leads to a
8



























Figure 2.2.: Panel (a) shows the electronic structure of the molecule ethene in its ground state, re-
sulting from the combination of two sp2 hybridized carbon atoms and four hydrogen atoms. The
energy levels and their occupation in the ground state is sketched in panel (b). Electrons involved
in chemical bonds to hydrogen are omitted here. The arrows indicate the spin of the electrons.
The HOMO and LUMO level (see text), corresponding to the pi and pi∗ orbital, respectively, are
highlighted in red.
rather large splitting of several eV between the σ and σ∗ electronic states. According
to the respective electron distribution, the energetically lower molecular orbital is also
referred to as bonding orbital and the higher-energetic orbital is called antibonding
orbital. For the pi orbitals on the other hand, the splitting is smaller according to their
weaker exchange interaction. In the electronic ground state of ethene, as presented in
Fig. 2.2(b), molecular orbitals up to the pi orbital are occupied with electrons, whereas
the higher pi∗ and σ∗ orbitals are unoccupied. The pi-orbital in ethene is referred to as
highest occupied molecular orbital (HOMO) and the pi∗ orbital is the lowest unoccupied
molecular orbital (LUMO). The energetic difference between these orbitals determines
the bandgap energy of the material. The photophysics of organic semiconductors are
mainly governed by optical transitions between these pi and pi∗ orbitals.
2.1.2. Conjugation
The optical gap of ethene, as presented in the previous section, is in the ultraviolet [46,
53], but this energy of the absorption edge is remarkably reduced in conjugated systems,
where several sp3 hybridized carbon atoms are linked to each other. The coupling of the
pz orbitals in these systems leads to the formation of more delocalized electronic states
and in particular to stabilization of the pi∗ excited states. As a consequence, the band
gap is reduced. Schematically, conjugated molecules can be sketched by including a
system of alternating single and double bonds into their molecular structure. However,
according to the fact that the charges are delocalized, several electron configurations
are possible, which can be expressed by several resonance structures, usually comprising
different stability. Some examples of conjugated systems are summarized in Fig. 2.3.
The aromatic poly(acenes) in panel (a) are a prominent group of conjugated molecules,
which exemplify the decreasing optical gap, when the the number of benzene units, i.e.
the size of the conjugated system is increased [47]. Figure 2.3(b) shows the chemical
9
















Figure 2.3.: Exemplary chemical structures of conjugated molecules. Panel (a) shows the poly(acenes)
up to pentacene and their respective optical gap is given, according to Ref. [47]. Panel (b) shows the
chemical structure of the polymer P3HT (poly(3-hexylthiophene), where conjugation is achieved
by the alternating single and double bonds along the polymer backbone.
structure of the semiconducting polymer P3HT. Here, conjugation is achieved along the
polymer backbone, which is formed by a chain of covalently linked thiophene rings. The
material class of conjugated polymers will be introduced in greater detail in Ch. 2.4.
2.2. Optical transitions
The characteristic shape of optical spectra depends on the density of states (DOS) and
on the individual transition probabilities between those states. It is a good approxima-
tion to assume that absorption or emission of light induces only small changes in the
total energy of the system, such that the total energy of the system, described by the
Hamilton operator H, is given by the energy of the initial system H0, altered by a small
perturbation H ′, i.e. H = H0 +H ′. A particular achievement of perturbation theory
is Fermi’s golden rule, which can be used to predict the transition rate kif between an




|〈Ψf |H ′|Ψi〉|2 ρ . (2.1)
Here, Ψi and Ψf denote the wave functions of the initial and the final state and ρ is the
density of final states. The molecular wave function can be written as Ψ = ΨelΨspinΨvib,
signifying that the electronic, the spin and the vibronic contributions can be treated
separately [28]. The perturbation H ′ induced by optical transitions is given by the
dipole operator µ, which can be assumed to alter only the electronic wave function,
but does not change the spin or the position of the nuclei. This is because the magnetic
field of the incident or emitted light is too small to affect the spin state and because
the nuclei are too heavy to follow the fast oscillations of the electric field of photons.
The latter issue is often referred to as Born-Oppenheimer approximation. With these




ρ |〈Ψel,f |µ|Ψel,i〉|2 |〈Ψspin,f |Ψspin,i〉|2 |〈Ψvib,f |Ψvib,i〉|2 . (2.2)
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2.2.1. Transitions between electronic states
An optical transition is only allowed, when all factors in Eq. 2.2 are different from
zero. The first integral in Eq. 2.2 〈Ψel,f |µ|Ψel,i〉 determines, whether a transition is
dipole-allowed or not. Beside a change in parity between the initial and final state, it
implies that the transition probability depends on the spatial overlap of the electron
wave functions, leading to low probability of the transition, when the initial and final
electron wave functions are located on different sites of the molecule. Furthermore, the
probability of a transition is higher for more extended electronic states, as they offer a
higher polarizability, to which the dipole operator can more efficiently couple.
Two common ways to sketch electronic states in a molecular system are presented in
Fig. 2.4. Panel (a) shows the orbitals around the optical gap and their occupation





). The whole electron configuration of the system is referred to as
state. Fig. 2.4 illustrates the configuration of the electronic ground state (S0) and the
lowest excited singlet (S1, S2) and triplet (T1, T2) states. Singlet and triplet states
are distinguished among their total spin: For a singlet state, the sum over all electron
spins is zero and for a triplet state it is one. The ground state usually exhibits singlet
character, as all orbitals are occupied with electron pairs comprising opposed spin. As
a consequence, optical transitions between the ground state and a triplet state are spin
forbidden, because the spin state cannot be changed by the perturbing dipole operator.
In Eq. 2.2, this is reflected by the factor 〈Ψspin,f |Ψspin,i〉, which is zero, when the spins
of the initial and the final wave function are different. In real systems, however, the






































Figure 2.4.: Electronic ground state S0 and excited singlet (S1, S2) and triplet (T1, T2) states in
the energy level picture (a) and in a Jablonski diagram (b) (for more details see e.g. Ref. [47]).
Optical transitions are shown as solid arrows, whereas non-radiative transitions are indicated by the
dashed arrows. After excitation into a higher electronic state, internal conversion (IC) via vibronic
sub-levels (gray) towards the lowest excited singlet or triplet state occurs typically on a sub-ps
time scale. Transitions between the singlet and triplet states are spin-forbidden, but intersystem
crossing (ISC) makes this process weakly allowed.
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making singlet-triplet transitions weakly allowed. Optical emission spectra thus can
comprise signatures of both singlet and triplet states. The singlet emission is termed
fluorescence, and the triplet emission is known as phosphorescence. As a result of the
overall weak transition probability, the decay of triplet states can last up to several
seconds, whereas fluorescence decays on a nano to micro second time scale.
It should be noted that the energy level diagrams in Fig. 2.4(a) include some strong
simplifications. Excitation of an electron into a higher orbital always changes whole
molecular system, implying that the orbitals, which are usually approximated as one-
electron orbitals, are subject to changes, too. In particular, the Coulomb and resonance
interaction lead to a lowering of the energy gap [28]. For the description of optical
transitions, it is more feasible to switch from the orbital diagram to a representation
of the electronic states, also known as Jablonski-diagram, as shown in Fig. 2.4(b).
Here, the ground state is at zero energy and the manifolds of singlet and triplet states
are presented as separate energy level systems. Due to higher resonance interaction
of the electrons in the HOMO and LUMO orbital for the case of triplet states, the
triplet energy is generally below that of the singlet energy. Radiative and non-radiative
transitions in the electronic state diagram are presented as solid and dashed arrows,
respectively. The population of triplet states becomes efficient, when the rate of non-
radiative intersystem crossing is comparable to the singlet decay rate to the ground
state. Typically, the absorbed photons carry some excess energy with respect to the
optical gap, leading to excitation into higher energetic states. This excess energy is,
however, dissipated very fast via internal conversion (IC) processes, where the excited
electron relaxes thermally via several intermediate electronic or vibronic levels to the
S1 state. The role of lattice vibrations will be discussed in greater detail below.
2.2.2. The role of lattice vibrations: Franck Condon priciple
The transition probability described by Eq. 2.2 also depends on the spatial overlap of
the vibronic wave functions 〈Ψvib,f |Ψvib,i〉. The role of lattice vibrations in the absorp-
tion and emission process can be described in terms of Franck Condon principle [54, 55],
which is based on the essential assumption, that the nuclear motion is slow compared
to the absorption-induced change of the electron configuration (Born-Oppenheimer ap-
proximation). Furthermore, it has to be considered that the equilibrium configuration
of the nuclei in the excited state is different from the configuration of the ground state,
which is a plausible assumption, because exciting an electron from a bonding to an
antibonding orbital reduces the screening between the nuclei and thereby increases
their average separation. This can be illustrated by two displaced oscillator poten-
tials, e.g. corresponding to the electronic ground state and the first excited state, as
shown in Fig. 2.5(a) and (b). The vibrational modes of these oscillators are indicated
by the gray sub-levels and numbered according to their energy. When the oscillator
potential is approximated as harmonic, the energy levels are equidistantly spaced by
the quantum ~ωi, where ωi is the frequency of the involved phonon mode. The in-
dex i accounts for the fact that typically several vibronic processes are activated after
excitation (e.g. C=C stretching, benzene breathing or C-H stretching), but typically,












































Figure 2.5.: Illustration of the Franck Condon principle, similar to Ref. [28]. The electronic ground
and excited state are represented by two oscillator potentials as a function of nuclear coordinate
Q. The equilibrium configurations are displaced by an amount ∆Q. As a consequence, transitions
between the vibrational modes occur with different probabilities, depending on the vibronic wave
function overlap. The typical shape of the resulting absorption and emission spectra is sketched in
panel (c).
equilibrium constellations is quantified by the change in the configurational coordinate
∆Qi. The Born-Oppenheimer approximation implies that optical transitions between
these oscillators can be displayed as vertical arrows. The displacement of the oscillator
potentials leads to the situation that transitions between certain vibronic states are
more likely than others, because with ∆Qi = 0, the vibronic wave function overlap
differs among the possible transitions. The intensity I0−m of the transition between
the vibronically relaxed ground state to the mth vibrational mode in the electronic
excited state is proportional to the squared overlap integral in Eq. 2.2, which can be
further expressed by
|〈Ψvib,f |Ψvib,i〉|2 ∝ I0−m = S
m
m!







The Huang-Rhys parameter S incorporates the potential displacement ∆Qi and, as
further important parameters, the reduced mass M and the frequency ωm of the os-
cillating phonon mode. For emission (Fig. 2.5(b)) the situation is very similar to the
absorption case. Here, it has to be considered that internal conversion leads to ul-
trafast depopulation of the higher vibronic levels and thus emission essentially occurs
from the vibronically relaxed S1 state. For the emission, again, the transition proba-
bility between the 0th mode of the excited state and the different vibronic modes of the
ground state varies, according to the different equilibrium coordinates of the ground
an excited state potentials. The typical shape of absorption and emission spectra of
organic systems is presented in Fig. 2.5(c): The 0-0 transition corresponds to optical
transitions between the vibronically relaxed ground state and the excited states. Fur-
thermore, the absorption and emission spectra exhibit a vibronic progression of peaks
with equidistant spacing ωi and intensities determined by the Franck-Condon-Factor
(Eq. 2.3). In a first approximation, the signatures of the absorption and emission
13
Chapter 2. Fundamental processes in organic photovoltaic devices
spectra are symmetric with respect to the 0-0 transition, however, in real systems sev-
eral processes, such as conformational changes, non-radiative transitions or spectral
relaxation processes, which will be discussed in greater detail in Ch. 2.4.2, can lead to
significant differences between the absorption and emission spectra.
2.3. Excitons
Excitons are neutral photoexcitations, comprising an excited electron and a positively
charged vacancy (hole), which are correlated via their mutual Coulomb attraction.
A simple way to classify excitonic states in solids arises from the spatial volume they
occupy. According to the high dielectric constants of inorganic semiconductors, the mu-
tual Coulomb interaction of electron-hole-pairs in these materials is efficiently screened,
leading to binding energies only on the order of kBT and delocalization over several
unit cells of the lattice. This type of exciton is calledMott-Wannier-exciton. The other
extreme case is the Frenkel exciton, emerging for the case of poor dielectric screening
and with a spatial extension not exceeding the volume of the unit cell. Of particular
relevance for this work is also the situation where the electron and hole wave functions
are located on different molecules, also referred to as charge transfer (CT) exciton.
For all three species, the degree of delocalization is sketched in Figure 2.6, employing
a simple point-charge picture.
In solid state physics, excitons are traditionally defined as excited states of an ensemble
of coupled atoms or molecules. The photoexcitation is thus not affiliated to a specific
center, it is rather described by a coherent wave packet, which is delocalized over the
whole ensemble of coupled building blocks. The superposition of many atomic states
results in a continuous band structure with a specific energetic dispersion. In the field
of organic semiconductors, the term exciton is used in several contexts. Band struc-
tures, which are well known from inorganic semiconductors, have also been reported for
excitons in organic solids [28, 47, 56]. Experimental observations also include coherent
excitonic states on a macroscopic scale [57]. However, due to the weak intermolec-
ular coupling in a molecular crystal lattice, usually originating from van-der-Waals-
interactions, these exciton bands are energetically narrow, typically on the order of













Figure 2.6.: Point-charge model for different types of excitons: (1) Mott-Wannier exciton, (2) Frenkel
exciton and (3) Charge transfer exciton.
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is easily lost, for example due to scattering with phonons or structural defects, both
implying changes in momentum and energy. Such incoherent electron-hole-pairs are
localized to single molecules, or to interfaces between them, and hence they do not
fulfill the exciton picture in terms of delocalized collective excitations. Nevertheless,
they are often referred to as excitons and this nomenclature will also be used in this
work.
The material systems studied herein comprise high portions of disorder and hence, in-
coherent processes play an important role. However, even in highly disordered systems,
quantum coherence emerges on a microscopic scale, for example due to the formation
of nanoaggregates or the coupling of adjacent pz-orbitals on a conjugated molecular
chain. In the limit of weak coupling between the contributing building blocks, coherent
photoexcitations can be described by the concept of Frenkel-excitons [58], which shall
be briefly sketched in the following section. Afterwards, the underlying mechanisms of
exciton transport will be introduced. Here, the focus is on incoherent processes such
as Fo¨rster- and Dexter-type exciton transfer, as they are more relevant for disordered
organic solids.
2.3.1. The concept of Frenkel Excitons
The theoretical framework presented here is conceptually similar to the tight binding
approximation in solid state physics. However, the quasiparticles treated in this ap-
proach are excitons and not single particles. The exciton model was first introduced by
Frenkel in the early 1930s [58] and later, Davydov applied this framework to excitonic
states in organic crystals [59]. In order to keep the formalism simple, a one-dimensional
crystal lattice with N repeat units and one molecule per unit cell can be considered
[28, 45], likewise it is instructive to neglect any influences of lattice vibrations or spin
on the total energy of the system. With these simplifications, the Hamilton operator
(Hamiltonian) is given by the sum of the individual molecular Hamiltonians Hi and











In the limit of weak intermolecular interactions, the ground state wave function of
the system Ψ0 can be approximated by the product of the individual molecular wave
functions ψ0i . However, the coupling term implies that electrons can be exchanged
between the molecular states and hence the wave functions become indistinguishable.
In order to satisfy the Pauli exclusion principle, the antisymmetrization operator A
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To describe the collective excited states, one may now be tempted to replace one of
the molecular ground state functions in Equation 2.5 by the molecular wave function






However, this wave function Ψ′j is not an eigenfunction of the Hamiltonian in Equation
2.4, as it is localized to site j and does not account for the intermolecular coupling.
A general solution of the Schro¨dinger equation needs to consider that the molecules
of the ensemble are identical, therefore the excited state has to be described by the
superposition of N wave functions Ψ′j with j = 1...N . Assuming periodic boundary
conditions for the linear array of molecular building blocks with spacing a and taking
into account only nearest neighbor interactions, appropriate wave functions can be
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. (2.7)
This type of wave function defines a Frenkel-type excitonic state. It is conceptually
similar to a Bloch wave function, which is used to describe electron or hole states in
inorganic semiconductors. The energy of an optical transition is given by the energy
difference between the ground state and the excitonic state energies. Both are obtained
from calculating the eigenenergies of the Hamiltonian in Equation 2.4. The ground
state energy of the wave function in Equation 2.5 is given by
E0 =
〈























where the first part is the sum over all single molecule ground state energies and
the negative term D, resulting from the (typically van-der-Waals-type) interactions
between the molecules, is also referred to as polarization energy. For the excited states,
the wave functions Ψ′(k) (Equation 2.7) yield the eigenvalues [28]








































The expression for the excited state energy contains the sum over all single molecule
ground state energies, but it is considered that one molecule j is in the excited state
with the energy E∗j . Similar to the treatment above, D
′ denotes a polarization shift,
resulting from the interaction term in the Hamiltonian. Again, D′ is negative and
usually the energy level shift is larger than that of the ground state, i.e. |D′| > |D|.
The factor β denotes an interaction energy between adjacent molecules. As the excited
state energy is a function of the wave number k, the exciton band possesses a dispersion,
which is schematically sketched in Figure 2.7. From the maximum and minimum values
of the cosine function in Equation 2.9 it becomes evident that the band width is given
by 4β. Subtracting the ground state energy in Equation 2.8 from the excited state
energy (Equation 2.9) yields the transition energy:
∆E = E∗j − Ej +D′ −D + 2β cos(ka) (2.10)
For optical transitions it has to be taken into account that light carries only small
momentum ~k = 2pi/λ. As a consequence, optical transitions are limited to a small





Figure 2.7.: Exciton band in one dimension.
2.3.2. Transport mechanisms
In organic solar cells, efficient transport of excitons towards donor-acceptor interfaces
is an important driving factor for charge separation. Both coherent and incoherent
transport mechanisms are possible and are explained in greater detail in this section.
Coherent mechanisms are generally more efficient than incoherent processes and the
interplay between both is considered to govern the exciton transport properties in or-
ganic systems [21, 60, 61]. In this section, the principle of both coherent and incoherent
exciton transport mechanisms will be briefly sketched.
Coherent exciton transport
Coherent energy transfer occurs in two different ways [21]: In the previous section,
the exciton has been treated as a collective excitation, giving rise to ultrafast energy
transfer according to the delocalized nature of the excited state. In addition, the ener-
getic dispersion in Equation 2.9 implies that the exciton can be treated as a coherently
17
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propagating wave packet. When the cosine function in Equation 2.9 is expanded to
the quadratic term, the dispersion relation is given by



























Conceptually, such a coherent wave packet is a quasi particle, for which the momentum
k is conserved. In organic semiconductors, however, k-conservation is easily disturbed
by scattering events, e.g. with phonons, defects or other photoexcited species.
Incoherent exciton transport
When quantum coherence is lost, the exciton migrates via incoherent mechanisms,
which are generally less efficient than coherent processes. Here, several mechanisms
need to be discussed. The most trivial type of energy transfer is recombination of the
exciton via emission of a photon and subsequent reabsorption of this photon by another
chromophore. This process does not require any interaction between the involved
chromophores, however, its efficiency is limited by the average exciton recombination
rate and the absorption of the accepting chromophore needs to overlap spectrally with
the emission of the exciton donor.
Furthermore, radiationless incoherent transport between adjacent chromophores is pos-
sible when there is some quantum chemical coupling between them. The exciton trans-




|〈Ψf |H ′|Ψi〉|2 ρE, (2.13)
where Ψi and Ψf denote the wave functions of the initial and final state, respectively.
The Hamiltonian H ′ describes the coupling between the chromophores and ρE denotes
the density of states, which depends on the spectral overlap of the donor emission
spectrum with the absorption spectrum of the exciton accepting chromophore. The
overlap integral is usually presented as a function of wavelength




where ID(λ) is the donor emission spectrum, normalized to unit area, and ϵA(λ) is the
molar extinction coefficient. Depending on the type of coupling, two mechanisms of
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incoherent exciton transfer are prominent and commonly described in the literature,
i.e. Fo¨rster- and Dexter-type exciton transfer.
When the donor and acceptor chrompohores are oriented in a manner that allows
dipole-dipole interactions, exciton transfer is likely to occur via Fo¨rster resonant energy
transfer (FRET) [62]. In this concept, the donor and acceptor sites are treated as point
dipoles and any other type of electrostatic interaction is neglected. The interaction
energy β = 〈Ψf |H ′|Ψi〉 then depends on the transition dipole moments of the donor
and acceptor sites µD and µA, their separation R and the relative orientation of the
chromophores, respectively, which is described by the orientation factor κ:
βFRET ∝ |µD| |µA|
R3
κ (2.15)
The orientation factor reaches a maximum value of 4 for collinear arrangement of
the interacting dipoles and it is zero when they are perpendicular to each other. For a
system with randomly distributed dipoles, κ has a value of 2/3. According to Equation









with R60 = 8.77 · 10−5 · κ2ΦDJ , (2.16)
where τ 0D is the lifetime and ΦD the quantum efficiency of the donor PL, J is the
spectral overlap integral (Equation 2.14) and the numeric factor results from relating
the measurable parameters in Equation 2.16 to the Einstein coefficients [28]. The
quantity R0 defines the Fo¨rster radius, corresponding to the donor-acceptor separation,
at which the Fo¨rster transfer rate equals the recombination rate.
The second transfer mechanism, referred to as Dexter energy transfer (DET) [63], is
based on exchange interactions between the donor and acceptor chromophores and
does not require dipolar coupling. For Dexter-type transfer, the transfer rate kDET
decreases exponentially with increasing site separation R:
kDET ∝ e− 2RL J (2.17)
Here, L is related to the average chromophore size. Due to the exponential dependence,
Dexter transfer is only efficient for relatively small separations of the chromophores
(< 1 nm), whereas Fo¨rster transfer emerges on a length scale up to 10 nm. However,
for certain orientations Fo¨rster transfer is dipole-forbidden. Furthermore, triplet ex-
citons cannot be transported via Fo¨rster mechanism, as the corresponding electronic
transitions in Figure 2.8 would be inconsistent with the Pauli exclusion principle. Un-
der such circumstances, Dexter transfer governs the transport properties.
The different types of coupling are illustrated in Figure 2.8. Dexter transfer can be
illustrated in terms of an exchange of electrons and holes between the chromophores,
whereas Fo¨rster transfer denotes the transfer of excitation energy from a donating to
an accepting site.
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Figure 2.8.: Schematic representation of (a) Fo¨rster resonant energy transfer and (b) Dexter-type
exciton transfer between a donor (D) and an acceptor (A) chromophore.
2.4. Real systems: Conjugated polymers
After having introduced important concepts of the underlying photophysics in organic
semiconductors, the properties of real materials will now be discussed in greater detail,
exemplified for conjugated polymers, which are of particular relevance for this work.
The discovery of conductive polymers dates back to the late 1970s. In their pioneer-
ing work, Heeger, MacDiarmid and Shirakawa demonstrated that doping increases the
photoconductivity of polyacetylene over a range of eleven orders of magnitude [32].
For these findings and subsequent developments, they were awarded with the Nobel
prize in chemistry in the year 2000. Early theoretical approaches to describe the elec-
tronic structure of this new material class were based on the classical semiconductor
band picture, in combination with strong polaronic effects. A major drawback of this
framework developed by Su, Schrieffer and Heeger (SSH model) [64–66] was, however,
that it did not account for the strong interactions between the charges. Nowadays, it
is commonly accepted that dielectric screening in organic semiconductors is weak and
hence it is extremely important to take Coulomb interactions into account. As a con-
sequence, the excited species in organic semiconductors are described as Frenkel-type
excitons. The exciton picture is in good agreement with experimental results obtained
from optical spectroscopy. For example the presence of excitons explains the large dis-
crepancy between the optical and the electronic band gap in organic semiconductors
[38] and the typically observed red shift of the PL in these materials with respect to
the absorption edge, also known as Stokes shift1, can be interpreted in terms of exciton
diffusion towards low-energetic tail states in a disordered system [4, 6, 35, 67]. This
phenomenon of spectral relaxation and the consequences for the optical properties will
1Here, the Stokes shift denotes the energy difference between the 0-0 transitions in absorption and
emission, consistent with the IUPAC definition [28]. This should not be confused with the energy
difference between the maxima of the absorption and emission spectra, which is not always the
same but in some contexts also referred to as Stokes shift.
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be discussed in this section, after a general overview over the electronic structure of
conjugated polymers.
2.4.1. Electronic structure of conjugated polymers
Conjugated polymers consist of many repeating monomer units, forming a backbone
with the essential character of alternating single and double bonds. Along this back-
bone, charges can be delocalized. It is not intuitive, why there should be a band
gap at all in such a system. When the photoexcited electron (or hole) is for example
considered as a free particle on a chain of N conjugated carbon atoms, solving the
corresponding Schro¨dinger problem (“particle-in-a-box-model”) yields that the energy
difference between the highest occupied and the lowest unoccupied eigenstates scales
with 1
N
. In this simple approach (see e.g. Refs. [28] or [68] ), the band gap energy thus
approximates zero for long chains. It is therefore not applicable to polymers, which
typically comprise several hundreds of monomer units and possess a band gap, though.
The actual origin of the band gap in polymer systems is under ongoing debate. To
resolve this issue in the SSH model, it was argued that dimerization of the carbon chain
leads to doubling of the unit cell and thus gives rise to an energy gap [64, 65]. This
assumption is based on earlier calculations, which have demonstrated that a dimerized
chain with an electron configuration comprising alternating single and double bonds
is in fact energetically favored compared to a non-dimerized chain, where the negative
charge is equally distributed [69]. This behavior was also predicted for the potential
energy of one-dimensional metals, where the energetically favored dimerization is re-
ferred to as Peierls distortion [70]. However, beside bond length alternation, further
explanations are required, as an optical gap is also observed in systems with equal
spacing of the atoms, such as for example for poly(silylene) [28].
A good way to test the validity of a model for the polymer band gap is to extrapolate the
electronic properties of oligomers to the polymer limit, where the optical gap converges
to a constant value and does no longer depend on N . It turns out that good agreement
between experimental findings and theoretical predictions is achieved with a simple
empirical oscillator model, developed by Lewis, Calvin [71] and Kuhn [72]. In their
approach, the polymer chain is treated as a series of coupled oscillators, which are
represented by the C=C double bonds, whereas the coupling is provided by the C-C






where k0 denotes the restoring force constant and µ0 is the reduced mass of the oscilla-
tor. When N of these oscillators are correlated via a coupling constant k′, the energy
of the optical transition is given by the lowest energy difference between the resulting
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This relation can be used to fit experimental data of the optical gap of oligomers
using the parameters E0 and
k′
k0
, which allows for prediction of the polymer band
gap. Kuhn’s phenomenological approach has been demonstrated to be quite accurate
for diverse polymer systems [68, 73]. Exemplarily, the shifting of the optical gap
according to Equation 2.19 in oligo(enes) is illustrated in Figure 2.9(a). More recent
work concerning the energy gap of conjugated polymers is based on quantum chemical
calculations [73]. Here, particular difficulties arise from the manifold of influences on
the energy of the optical gap Eg. These can be summarized as [73, 74]
Eg = Ebb + Edist + Esub + Esolv + Ecryst, (2.20)
where Ebb is the optical gap of the polymer backbone, Edist denotes a blue shift (hyp-
sochromic shift) according to distortions of the polymer chain, Esub accounts for an
offset caused by the electronegativities of different substituents, Esolv is an energy shift
induced by the polarization of the surrounding, and the contribution of Ecryst becomes
relevant, when the material tends to form aggregates with considerable intermolecular
interactions. From this it becomes evident that the optical gap size depends signifi-
cantly on the dielectric environment.
Microscopically, a polar environment stabilizes the energy levels of the ground state
and the excited state. The excited state is however more strongly influenced, as it
comprises a higher polarizability. The resulting red-shift of the optical gap with in-
creasing polarity of the surrounding is known as bathochromic shift (see Figure 2.9(b)).
One important implication of this polarization effect is that the absorption signatures
related to the optical gap of a disordered polymer film are energetically broadened, be-
cause each excited state is created in an individual dielectric environment with varying
degrees of polar stabilization. The presence of structural disorder has also important
consequences for the quantum coherence and transport characteristics of photoexcita-
tions. Excitons or charges can only delocalize along several segments of a conjugated
chain in a coherent manner, as long as the polarization-induced variation of the energy
levels is small compared to the coherent coupling [28]. However, structural disorder
leads to variation of the polarization energy over spatial position and thus results in the
formation of coherently coupled regions, which are separated by zones where this inter-
action is weak (see Figure 2.9(c)). Due to the parallel arrangement of the pi-orbitals,
coherence can also be disturbed by torsions or kinks of the chain. The photophysics
of polymer films is thus not governed by the intrinsic band gap corresponding to their
backbone configuration and substituents, it rather results from the individual ener-
getics of these small segments of high quantum coherence, which are referred to as
chromophores or sites.
Beside the above-made considerations about the microscopic environment, it is of great
importance to take into account the interactions between the photoexcited species for
an appropriate description of the excited state energetics. As a consequence of the
poor dielectric screening of charges in organic semiconductors (εr ≈ 3 − 4), optically
excited electrons are typically Coulombically bound to the positively charged remaining
vacancy in the valence band (hole), thereby forming a bound quasi-particle, the exciton.
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Figure 2.9.: Intrinsic and extrinsic influences on the optical gap of conjugated polymers, oriented at
Ref. [28]. Panel (a) shows the dependence of the optical gap on the oligomer size exemplified for
polyethylene, as predicted by the coupled oscillator model. The curve is obtained from Eq. 2.19
with the parameters E0= 7.94 eV and
k′
k0
= 0.46 [28]. The stabilizing influence of the dielectric
environment is illustrated in panel (b). Coherent coupling between the covalently linked monomer
units can either be disturbed by a change in the surrounding polarization (c) or by torsion or kinks
of the polymer backbone (d).
The binding energies involved are on the order of several 100meV [38, 75, 76], leading
to remarkable reduction of the excited state energy [77].
2.4.2. Exciton transport in a disordered system
The above-made considerations about structural disorder and a varying polar environ-
ment imply that the energy levels of the chromophores and their spatial positions are
randomly distributed. As a consequence, the signatures of optical transitions are sig-
nificantly broadened with regard to the homogeneous linewidth of a single chromophore.
It is commonly accepted that the spatial positions of the sites are uncorrelated, whereas












The Gaussian profile together with a scheme of the corresponding spatial and energetic
site distribution are presented in Fig. 2.10. The energy levels of the individual sites
spread around an average energy ϵ0, which is determined by the average bathochromic
shift with regard to the site energy in a non-polar environment. The parameter σ is
the standard deviation of this distribution and characterizes the amount of energetic
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disorder. Equation 2.21 is valid for both excitons and charges. However, the energy
levels of charges should not be confused with the excitonic energy levels or the distri-
bution of the ground state energies, as all of them are described by different, specific
parameters ϵ0 and σ.
g(  ) spatial coordinate
0
Figure 2.10.: Scheme of the energetic and spatial distribution of sites in a real disordered polymer
system.
Within the chromophores, the excitons can delocalize in a coherent manner, but trans-
port between the sites is governed by incoherent hopping. The precise mechanisms of
incoherent exciton transport in conjugated polymers are subject to ongoing research
[4, 6, 79, 80]. Generally, the transfer rate between two sites depends on their spatial
separation, on the difference of their energies and on temperature, which may enable
thermally activated hops to sites with a higher energy. This can be expressed as [81]








1 ϵj ≤ ϵi
. (2.22)
The hopping rate aij from site i to site j is thus weighted with a thermal activation
factor, which is one for hops downwards in energy and less than one, when the target
site j has a higher energy. The parameter ν0 denotes the attempt-to-escape frequency.
The function f (|rj − ri|) incorporates the spatial distance of the sites and depends on
the underlying transport mechanisms. As already pointed out in Ch. 2.3.2, fundamental
differences arise for the transport of singlet and triplet excitons. Singlet excitons can
migrate via multipole interactions, i.e.
f (|rj − ri|) =
∣∣∣∣ R0rj − ri
∣∣∣∣S , R0|rj − ri| < 1 . (2.23)
For dipole interaction, as described in the Fo¨rster model (see Eq. (2.16)), the expo-
nent S is 6 and R0 denotes the Fo¨rster radius. However, for conjugated polymers, the
chromophore size is comparable to their separation and thus, the point dipole approx-
imation in Fo¨rster theory might be too simplistic to describe coupling-induced exciton
transport. A more sophisticated description is obtained when the actual shape of the
involved wave functions is taken into account [79, 80].
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For triplet excitons and charges as well, transport occurs via short-range exchange
interaction, leading to an exponential factor
f (|rj − ri|) = exp
(




Exciton transport in a disordered system has important consequences for the PL prop-
erties. A phenomenon, which is typically observed in disordered systems and related to
downward hops in the density of states is spectral relaxation [4, 6]. Figure 2.11(a) sum-
marizes different possible relaxation processes. In a system, where exciton transport
is efficient, the interplay between exothermic downward hops and thermally activated
upward hops within the density of states leads to an overall red-shift of the PL emission
maximum as a function of time after excitation through a laser pulse. This red-shift
saturates at a certain energy ϵ∞ , where a dynamic equilibrium between upward and
downward hops is reached, see process number 1 in Fig. 2.11(a). Quantitatively, the
equilibrium energy ϵ∞ can be derived by calculating the average energy of an ensemble
of excitations within a Gaussian distribution of site energies g(ϵ) (see Eq. 2.21 with
ϵ0 = 0), following Boltzmann statistics [28, 78, 81]:
ϵ∞ =
∫∞
−∞ ϵg(ϵ) exp(−ϵ/kBT ) dϵ∫∞





The equilibrium energy thus depends on the disorder parameter σ and decreases with
decreasing temperature. The expected slope of ϵ∞ as a function of temperature is
sketched in Fig. 2.11(b). As a consequence of this slope, saturation of the disorder-
induced red shift is faster reached for higher temperatures [4, 6]. In the low temperature
regime, the required time to reach thermal equilibrium may even exceed the average
recombination time, implying that the spectral red shift saturates below a critical
temperature, see process number 2 in Fig. 2.11(a). The energetic shift of the PL
maximum as a function of temperature and its evolution in time are sketched by the
blue curves in Fig. 2.11(b) and (c). For the time-dependent energetic shift of the PL
emission ϵ(t), Monte Carlo studies based on the Gaussian DOS have evidenced that
ϵ(t)/σ ∝ log ν0t [4, 28], with the attempt-to-escape-frequency ν0.
When the transition rates are low, this may give rise to so-called frustration of the
relaxation process, in particular at low temperatures [4, 6]. Instead of saturation or a
continuous red shift of the PL emission maximum with decreasing temperature, kinetic
frustration leads to a blue shift of the PL emission maximum, when the temperature is
decreased below a critical value TC (see Fig. 2.11(b)). This is due to the fact that in case
of limited transport, only a small number of target sites is available for each exciton and
thermally activated hops become relevant to assist spectral relaxation into energetically
lower sites, as illustrated by process number 3 in Fig. 2.11(a). At low temperatures,
thermally activated downward hops in the DOS are inhibited, leading to an overall
blue-shift of the PL maximum below TC , see process number 4 in Fig. 2.11(a). Such
behavior has in particular been experimentally evidenced for phosphorescent triplet
excitons, as they migrate via exchange interaction, which is of short-range and thus
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Figure 2.11.: Spectral relaxation in a disordered organic system with a Gaussian DOS [4]. Panel
(a) summarizes different relaxation processes: (1) Relaxation towards an equilibrium energy ∞;
(2) recombination before reaching equilibrium conditions; (3) spectral relaxation assisted by ther-
mally activated hops and (4) frustration of the relaxation process. Panel (b) shows the expected
temperature-dependent shift of the PL maximum in a system without kinetic frustration (solid
blue curve) and in a system with inhibited exciton transport below a critical temperature TC .
The slope of the equilibrium energy ∞ is indicated as dashed gray curve. Panel (c) sketches the
time-dependent red-shift of the PL maximum for different temperatures. The red-shift saturates,
when thermal equilibrium is reached after the recombination time τ . The parameter ν0 denotes the
attempt-to-escape frequency.
yields a smaller number of target sites in the hopping process with respect to Fo¨rster
coupling of singlet excitons [4].
2.5. Exciton separation at the donor/acceptor interface
One of the key questions investigated in this work is how excitons separate efficiently at
a donor/acceptor heterojunction. After diffusion towards the interface, the actual elec-
tron or hole transfer leading to the population of a CT state can occur very efficiently
on a sub-picosecond time scale [49]. This process can be described in the framework
of semi-classical Marcus theory [28, 49, 75]. However, the subsequent step of exciton
dissociation is not yet so well understood and there is an ongoing discussion among
researchers about the underlying mechanisms. This section will introduce some of the
concepts that have been developed to understand charge separation. A more detailed
discussion of recent literature in this field will be given in Ch. 6.2, in the context of
experimental findings on field- and temperature dependent CT emission presented in
this work.
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2.5.1. Marcus theory of electron transfer
In his publication from 1956, Marcus described the electron transfer between a donor
and an acceptor molecule as a transition between two intersecting potential curves with
minima at different configuration coordinates [82] (see Fig. 2.12). The first potential
curve corresponds to the reactant, i.e. to the initial situation comprising the excited
donor and the acceptor molecule D∗/A. The second potential curve describes the
product CT state D+/A−. According to the Born-Oppenheimer approximation, the
equilibrium coordinates of the potentials do not change during the electron transfer
process. Therefore, an electron in the potential of the donor molecule must be in a
vibrationally excited state to overcome an activation barrier ∆G∗, which depends on
the intersection point of the potentials. For parabolic potential curves, the activation





where ∆G0 is the energy offset between the potential surfaces of the initial and the final
state and λ is the reorganization energy. This amount of energy would be necessary
for the reactant to reach the equilibrium configuration of the product state. The rate













The exponential factor accounts for the activation barrier and V denotes the transition
matrix element, reflecting the electronic coupling between the reactant and the product
state. In the classical treatment of Marcus, the matrix element V needs to be small,
otherwise the coupling would lead to non-negligible energetic splitting of the poten-
tial curves. The limit of weak coupling is referred to as nonadiabatic approximation,
whereas splitting of the energy levels at the intersection point would imply an adiabatic
transfer reaction, signifying that the electron remains in the same electronic state after
the transfer [21]. Another limitation of the classical treatment arises from the fact
that at lower temperatures, the thermal energy in the system becomes comparable to
the energy of the phonon modes involved. As a consequence, the vibrational energy
can no longer be treated as a continuum, i.e. the potential energies the electron be-
come discrete, according to the dominating phonon modes, which is illustrated by the
equidistantly spaced energy levels in Fig. 2.12. In a semi-classical approach, Jortner
suggested to treat the vibrational modes of the donor and acceptor molecules quantum
mechanically [83], but to consider the vibrational energy provided by the environment






























Figure 2.12.: Schematic of intersecting potentials according to Marcus theory of nonadiabatic electron
transfer [82]. The parabolas signify potential energy surfaces of the reactant and the product state,
which are plotted as a function of the configurational coordinate Q. Energy levels inside the
potential curves indicate discrete phonon modes, according to Jortner’s semi-classical extension
[83]. ∆G∗ is the activation barrier, ∆G0 the ground state energy offset and λ the reorganization
energy, as described in the text.
This semi-classical transfer rate is not applicable at very low temperatures, where also
the phonon modes of the environment are on the order of kBT [21]. Furthermore, the
picture of intersecting potentials is challenged by recent studies on the coherent nature
of the charge separation mechanism [51, 84, 85], which imply larger coupling between
the adjacent molecules.
2.5.2. The process of exciton separation: Hot versus cold mechanisms
After electron an or hole transfer, the singlet exciton is transferred into a charge transfer
(CT) state and the characteristics of this CT state strongly influences the performance
of an organic solar cell, as the CT state can either be a precursor for charge separated
(CS) states or act as a trap for interfacial electron-hole-pairs, giving rise to substantial
losses in the charge generation process. Figure 2.13 sketches potential separation mech-
anisms, as suggested by Clarke and Durrant [49]. In principle, the variety of underlying
separation mechanisms [51, 52] can be divided into two classes: (i) Charge separation
via energetically excited CT states (CT∗), often referred to as a ”hot” process, or (ii)
charge separation via the relaxed CT1 state, which is also termed a ”cold” process.
The former process implies that the kinetic competition between the rate of CT∗ sep-
aration kCS∗ and the rate of thermal relaxation ktherm is decisive for the yield of CS
states. When, on the other hand, charge separation from the relaxed CT states via kCS
is efficient, charge separation competes with transitions from the CT1 to the ground
state. Furthermore, triplet generation from the CT1 state (
3CT 
 3CT → T1) has
to be considered as a loss, when the triplet energy of either the donor or the acceptor
component is below that of the CT state.
In the literature, there are good arguments for both types of separation processes,
based on experiments and calculations. A more detailed discussion of recent studies
will be given in Ch. 6.2, in the context of field-dependent luminescence quenching
28





















Figure 2.13.: Charge generation and loss mechanisms after Clarke and Durrant [49]. Photoexcitation
of the system leads to population of singlet states S1, which can create CT states with the rate
kCT . The excess energy of the initially formed CT
∗ state either drives charge separation (CS)
via kCS∗ (hot process), or the excess energy is dissipated in the system, leading to population
of the energetically relaxed CT1 state. When dissociation of the relaxed CT state via kCS (cold
separation mechanism) is possible, this process competes with recombination and conversion into
triplet states, provided that the T1 level of the donor or acceptor component is energetically below
the CT level.
studies. Concepts of charge separation via energetically excited CT states are based
on the fact that the initial CT state, when created from a singlet exciton, must carry
some excess energy, according to the offset of the donor and acceptor energy levels at
the interface. Furthermore, this is also a direct implication of Marcus theory, which
states the excess energy of the CT state must at least correspond to the activation
barrier induced by the intersection point of the potential surfaces. This excess energy
leads to the population of vibrationally excited or even higher electronic CT states,
both denoted by CT∗, which may couple more efficiently to CS states, either due to
the better matching of energy levels or according to the more delocalized nature of
the CT∗ states. Energetic relaxation towards the CT1 state on the other hand implies
that the charges have to separate in a diffusive manner and it is reasonable to assume
that they are still Coulombically bound across the heterointerface during this process.
Despite these apparent drawbacks, there is experimental evidence that this process
can be very efficient [86, 87]. A reasonable argument for efficient charge separation
from relaxed CT states arises from the assumption that the screening of charges, i.e.
the dielectric constant, at the heterointerface is actually much higher than in the neat
donor or acceptor domains, according to the presence of a static dipolar layer at the
donor/acceptor interface [16, 88, 89]. This issue will be further detailed in Ch. 2.5.5.
For this work, field and temperature dependent PL quenching studies indicate that
a diffusion-related quenching mechanism can in fact consistently explain the observed
PL dynamics of the CT emission under various electric fields for one of the material
systems. To gain further insight, an appropriate kinetic model needs to be applied to
the data. As further detailed in Ch. 6, it turns out that a hopping process involving
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Figure 2.14.: Schematic representation of the different kinetic models for field-induced dissociation of
the S1 state described in Ch. 2.5.3 and Ch. 2.5.4. Blue solid (dashed) curves describe the Coulomb
potential one of the charges has to escape from without (with) applied electric field. The model
of Frenkel [90] in (a) describes charge separation as a one-step process, where an activation barrier
U0−∆U has to be overcome. The Onsager-Braun model (b) is based on the assumption that after
excitation one of the charges thermalizes at a distance a from the origin and undergoes classical
diffusion [92]. The charges are considered to be free when their distance exceeds rc. Panel (c)
sketches dissociation via a hopping mechanism [15]. The hopping sites have a spacing r0 and
dissociation is complete at a critical distance nr0.
several intermediate steps during charge separation is in good agreement with the
experimental data. This approach suggested by Rubel et al. [15] is in principle an
extension of classical Onsager-Braun theory and the Poole-Frenkel model for exciton
dissociation. All three concepts shall be briefly introduced in the next sections. In each
case, the field and temperature dependent dissociation rate kD(F, T ) yielded by the
respective model is of particular interest, as it can be used to describe the luminescence
quenching, which is related to the amount of excitons dissociated in the presence of an
electric field ηD(F, T ). Therefore, it has to be taken into account that there is always a
kinetic competition between field-induced dissociation and recombination via krec, i.e.
ηD(F, T ) =
kD(F, T )
krec + kD(F, T )
. (2.29)
2.5.3. Classical descriptions: Poole-Frenkel and Onsager-Braun model
In a simple, but comprehensive approach, Frenkel considered exciton separation as a
one-step process [90] (Fig. 2.14(a)). He suggested that charge separation occurs when
one of the mutually bound charges is thermally activated above the ionization barrier,
which is lowered in the presence of an electric field. According to this assumption, the
dissociation rate can be expressed as [90, 91]






where ν0 denotes an attempt-to-escape frequency, Eb is the exciton binding energy and
∆U = 2
√
e3F/4piε0εr is the lowering of the potential well, when an electric field F is
applied.
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Another classical theory has been developed in the 1930s by Onsager, originally to
describe the dissociation of ion pairs in weak electrolytes [93], but later he adapted
his work for the case of optically created electron-hole pairs [94]. His main idea was
that excess energy from the excitation process gives the electron-hole pair some initial
separation distance a (see Fig. 2.14(b)). When this separation exceeds a certain extent,
the charges are considered to be free. This critical separation distance is known as the
Coulomb capture radius rc and it defines the distance, at which the potential energy





When the thermalization radius is smaller than the Coulomb capture radius rC , the
charge is ’captured’ and undergoes Brownian diffusion in the Coulomb potential of the
other charge, which is assumed to be immobile. The electron-hole-pair may then either
recombine or dissociate. The probability for dissociation is enhanced by an externally
applied electric field. In his original treatment, Onsager did not consider the possi-
bility that a charge can make several attempts to escape from the Coulomb potential
during its lifetime. The model was later extended by Braun [92], who considered the
interplay between field-induced exciton dissociation and recombination, as presented in
Eq. (2.29). For the field-dependent dissociation rate, Braun used the original expression
from Onsager’s theory [93]










where µ denotes the carrier mobility and r0 is the initial separation of the charges. The
exciton binding energy is given by Eb = e
2/4piε0εrr0 and J1 is the first order Bessel
function with the parameter b = e3F/8piε0εr(kBT )
2.
2.5.4. Hopping dissociation on a one-dimensional chain
The model of hopping dissociation has been proposed by Rubel et al. [15]. In this
concept, a carrier either escapes from the mutual Coulomb potential via a multi-step
hopping process or it recombines with the opposite charge. In principle, Frenkel and
Onsager theory can be interpreted as special cases of Rubel’s approach: The model of
Frenkel considers exciton dissociation as a one-step process and in the Onsager-Braun
concept, the carrier undergoes a classical diffusion process, which would correspond
to an infinitely small spacing between the hopping sites. However, from the previous
discussion on the chromophores in semiconducting polymers acting as energetically and
spatially separated sites, and regarding the mechanisms of incoherent hopping transport
between them, it appears reasonable to go beyond Onsager’s approach, which treats the
material as a homogeneous medium. This also appears plausible, as disorder turns out
to have a strong influence on the observed field-induced PL quenching characteristics.
Both spatial and energetic disorder can be easily implemented in the kinetic model
introduced herein.
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Figure 2.15.: Schematic of a disordered model potential according to Eq. 2.40, from which a charge
may escape via hopping. From site 1, the exciton can either dissociate or recombine. All sites
have random spatial and energetic offsets xj and E
0
j from the ideal slope of the Coulomb potential
represented by the gray curve. The overall dissociation rate kD results from the individual forward
and backward hopping rates between adjacent sites aj and ajbj , respectively, and is calculated from
Eq. 2.38.
The general idea of the model and the important parameters are sketched in Fig. 2.15.
The photogenerated hole is considered to be immobile at the first site, whereas the
electron can migrate via hopping between discrete sites in the attractive Coulomb
potential. The choice of the hole at the origin is arbitrary and the inverse situation
with an immobile electron may apply as well. Transport between two sites j and j +1
occurs via phonon-assisted tunneling, as described by a Miller-Abrahams-type hopping
rate [95]
aj = ν0 exp
(











1 Ej+1 ≤ Ej
. (2.33)
Here, rj is the distance of site number j from the first site, α denotes a localization
parameter and Ej is the site energy in the Coulomb potential caused by the opposite
charge at the origin. The potential can be lowered by an electric field F :




Beside transport away from the first site, the charge can also migrate backward and
recombine with the opposite charge at the first site. The specialty of the model con-
sidered here is the assumption of a certain asymmetry in the forward and backward
transition rates. In the approach of Rubel et al., the backward transition rate from
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The time τD(F, T ), that a carrier needs to dissociate, can be expressed as the sum over
all inverse hopping rates aj, weighted by the probability for back transfer. Starting
from site 1 and with dissociation fulfilled at site n, this yields


























Due to advantageous definition of the asymmetry factor (see. Eq. 2.35), the product









The field- and temperature dependent dissociation rate kD = τ
−1
D for a carrier starting
at the first site can thus be expressed as












The site energies Ej are given by Eq. 2.34. Here, the energy of the first site E1 is
defined as
E1 = − e
2
4piε0εrr0
− eFr0 , (2.39)
to avoid divergence of the potential at the origin. The parameter r0 defines the spacing
between the sites and thus the distance of each site from the origin is given by rj = jr0
(see Fig. 2.15).
In real systems, however, the sites are not equally spaced and the site energies are
statistically distributed, following the discussion in Ch. 2.4.1. These effects can be
included into the model by adding a random offset to the position and energy of
each site in the dissociation path [15]. The dissociation process is thus unique for
each photogenerated electron-hole-pair and an adequate number of simulation runs has
to be performed to mediate sufficiently between the characteristics of the individual
dissociation paths. To account for spatial disorder, a random offset xj is created from
an interval ±δ. Energetic disorder is implemented using the random energy offset
E0j (σ), which is normally distributed quantity around zero with standard deviation σ,
according to the Gaussian DOS in organic systems. The parameters δr and σ are used
to quantify the portions of spatial and energetic disorder in the system. In the presence
of disorder, the spatial and energetic positions of the sites turn into
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rj = xj + jr0 , xj ∈ ±δr





− eFrj . (2.40)
A schematic representation of the resulting model potential including the relevant
parameters is given in Fig. 2.15. In analogy with the other introduced models, the
portion of energy a carrier needs to overcome the potential barrier created by the op-
posite charge can be interpreted as the exciton binding energy and is given by the
energy level of the first site E1 in Rubel’s approach. In a disordered system, this is
however an average value, because also the initial site is subject to disorder. Further-
more, the threshold for exciton separation is mainly determined by the largest energy
difference between two adjacent sites on the one-dimensional chain, and in the presence
of disorder, this is not necessarily the difference between E1 and E2.
2.5.5. Impact of delocalization and dipoles at the donor/acceptor interface
It should be noted that Eq. 2.34 is only a very rough approximation for the potential
energy, because it does not account for the delocalization of charges or quantization ef-
fects. Furthermore, it is unsuitable for the description of heterointerfaces, because the




























Figure 2.16.: Illustration of the separation mechanism of CT states, suggested by Arkhipov et al.
[16]. The hole can escape from the Coulomb potential of the (localized) electron via several hops
between adjacent polymer chains. The escape direction is indicated by the gray arrow and the
potential energy of the hole on the polymer chains is sketched in the lower plot. Interfacial dipoles
are implemented via partial charges ±αe at the donor/acceptor interface, corresponding to the
distribution suggested in Ref. [96] and applied in Ref. [97].
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separation observed in many OPV systems. In a more rigorous treatment, Arkhipov
et al. [16] calculated the electrostatic potential based on the following assumptions
(see Fig. 2.16): At the donor/acceptor interface, typically a polymer/fullerene het-
erojunction, the hole is delocalized on a polymer chain, which is oriented parallel to
the interface. To overcome the Coulomb attraction of the electron, the hole performs
inter-chain hops in a direction perpendicular to the interface, while the electron remains
localized at the acceptor molecule. Beside delocalization of the hole, the second essen-
tial assumption is an interfacial layer of discrete dipoles, which is present even in the
ground state. The model has been further developed by Nenashev et al., who derived
an analytic approximation for the potential energy [98] and by Wiemer et al. [96], who
reconsidered the distribution of interfacial dipoles, thereby strerssing their potential
importance in the charge separation process. When the problem is treated quantum
mechanically, the energy of the hole on the nth polymer chain can be calculated from






+ Un(y)Ψ(y) = EnΨ(y) , (2.41)
where m∗ is the hole effective mass and Ψ(y) is the hole wave function, assuming that
its delocalization is constrained to the one-dimensional polymer chain. The potential
energy Un(y) of the hole on the nth chain is determined by the Coulomb well, lowered
by the electric field, which is applied perpendicular to the interface, yielding





− eFxn with xn = nr . (2.42)
For this potential, Eq. 2.41 cannot be solved analytically, but an analytic approximation
suggested by Nenashev et al. [98] is to use the second order expansion of the position-









Solving Eq. 2.41 with the approximated potential then yields two essential contributions
[97]











The first term corresponds to the potential energy, which has already been given in
the classical description in Ch. 2.5.4 (see Eq. 2.34). Inserting the second quadratic
term of Eq. 2.43 into Eq. 2.41 is equivalent to the quantum mechanical formulation
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of the harmonic oscillator. The energy Ekin corresponds to the ground state energy
~ω/2, which raises the hole energy above the value resulting from classical treatment.
Thus, these zero point oscillations effectively add to the dissociation probability and
the impact increases with decreasing effective mass of the hole.
Assuming that a number of N equidistantly spaced dipoles is located at the donor/ac-
ceptor interface (see Fig. 2.16(a)) and with the distribution of interfacial dipoles pre-
sented in Fig. 2.16, the potential energy of the hole on the nth polymer chain is given
by [96]















x2n + (y − (i+ 12)r)2
− eFxn . (2.45)
The parameter α is a measure for the dipole strength. It turns out that even for
relatively small values of α on the order of 0.1 and for an effective hole mass similar to
that of the electron, the calculated threshold field for exciton dissociation is reduced by
a factor of 103 [96], giving substantial evidence that charge separation at the interface
can be efficient, even when the excitation has relaxed into the emissive CT1 state. In
the framework of this thesis, no detailed calculations of the carrier energy following
Eqns. 2.44 and 2.45 have been carried out, however, the concept presented in this
section allows for a well-grounded discussion of the results presented in Ch. 6.
2.6. Organic solar cells
2.6.1. The bulk heterojunction concept
A general requirement for the operation of solar cells is a built-in asymmetry, driving
electron migration towards the cathode and hole transport towards the anode. In
inorganic devices, this is achieved by a pn-junction, however, organic bilayer devices
are not efficient [43, 99], according to the excitonic nature of the photoexcitations.
Organic solar cells are thus based on a different concept, where donor and acceptor are
intimately mixed to form a so-called bulk heterojunction (BHJ), serving as active layer
in devices [44]. In such a device, excitons, created either in the donor or the acceptor
component, can efficiently dissociate at the donor/acceptor interface and charges are
transported towards the device electrodes in the respective domains. This implies,
that a compromise between a large heterointerface for exciton separation on the one
hand, and sufficiently large donor and acceptor domains for efficient transport on the
other hand has to be found. Thus, device optimization is not trivial and the overall
morphology plays a decisive role for the performance of organic solar cell devices. The
general concept of a BHJ device is illustrated in Fig. 2.17. Charge generation follows
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Figure 2.17.: Operation principle of a bulk heterojunction device.
the previously discussed steps, i.e. absorption of light, singlet exciton diffusion towards
a heterointerface, charge transfer, CT dissociation and eventually charge extraction.
For selective extraction of charges, electrodes of different work functions are used,
as sketched in Fig. 2.18. For simplicity, the energy level diagram corresponds to the
arrangement of a bilayer device, but in a BHJ the situation is similar. When the device
is operated as a solar cell, the potential difference induces a built-in field, which drives
charge separation. The energy level arrangement at the donor/acceptor interface of
a BHJ represents a so-called type-II-heterojunction, which promotes the separation of
excitons.
For operation as a solar cell, one of the contacts has to be transparent. Typically,
indium tin oxide (ITO) is used, which is deposited on a glass substrate. A common
material for the back side contact is aluminum (Al), which can be deposited via evapo-
ration on the active layer. The efficiency of charge extraction can be further enhanced
by introducing electron or hole transporting layers between the active layer and the
respective electrode. Beside the standard device geometry, inverted device structures
have proven successful [1, 27]. In contrast to the design sketched in Fig. 2.17, the
transparent electrode in an inverted structure serves as cathode, collecting the elec-
trons, whereas the holes are collected at the metal contact. The fabrication procedure
of the devices investigated in the framework of this thesis is further detailed in the
appendix 3.4.
2.6.2. Characteristic parameters of organic solar cells
The efficiency of organic solar cells is determined from their current-density-voltage
(JV) characteristics, which is recorded under standardized illumination conditions. By
convention, the intensity and the spectrum of the illumination source corresponds to
the air mass (AM) 1.5 spectrum2. The important parameters extracted from a JV curve
are shown in Fig. 2.19(a). In the chosen representation, a negative voltage corresponds
2The air mass factor 1.5 corresponds to the 1.5-fold thickness of the atmosphere, giving a measure
for the typical attenuation of light in the atmosphere.
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Figure 2.18.: Energy level scheme and charge generation mechanism of an organic solar cell under
operation conditions. The steps of the charge generation process are numbered similar to Fig. 2.17.
to a bias in reverse direction, where the applied field adds to the built-in field. In
this regime, the energy level offset inhibits charge injection from the electrodes and
the measured current is essentially the drift current driven by the built-in field of the
device. The current measured at zero external field is defined as short circuit current
Jsc. Further increase of the voltage eventually leads to compensation of the built-in field
at the open circuit Voltage Voc, where the net current is zero. At higher forward bias,
charges are injected into the device, leading to a strong increase of the current. The
energy level arrangements for open circuit and short circuit conditions are sketched in
Fig. 2.20. The bias range between short circuit and open circuit conditions is equivalent
to typical operation range of a solar cell. The supplied power can be calculated from
the product of the current and the voltage at a given point of the JV curve. From
the slope of the JV curve it becomes apparent, that the power delivered by the device
depends on the current extracted by a connected load resistance. The maximum power
point defines the operation point, where the power supplied by the device reaches a
maximum.
The power conversion efficiency (PCE) η is given by the ratio between the maximum






The maximum power Pmax can be expressed by the open circuit voltage Voc, the short
circuit current Jsc and the fill factor FF . The latter is useful to quantify the deviation of
the JV curve from the idealized slope, which would be a rectangular curve intersecting
the axes at Jsc and Voc. The fill factor is defined by
FF =
JMPP · VMPP
Jsc · Voc , (2.47)
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Figure 2.19.: Current-density-voltage characteristics and of a solar cell device. Panel (a) illustrates
the parameters, which are extracted from a JV curve (red) to determine the solar cell efficiency:
Jsc is the short circuit current density, Voc the open circuit voltage and MPP the operation point
where the device delivers the maximum amount of power Pmax. Panel (b) shows an equivalent
circuit of a real device, including a serial resistance RS and a shunt resistance RSH . The influences
of a non-zero serial resistance and a finite shunt resistance are illustrated in (c) and (d), after
Ref. [28].
where JMPP and VMPP are the current and the voltage at the operation point with
maximum power. An idealized device would have a fill factor of one, but the fill factor
of real devices is below that value. With the fill factor, Eq. 2.46 can be expressed as
η =
FF · Isc · Voc
Psun
. (2.48)
The JV characteristics of a real device can be described by considering the equivalent
circuit presented in Fig. 2.19(b), comprising an effective serial resistance RS and a
shunt resistance RSH . In an ideal device, the serial resistance is zero and the shunt
resistance is infinity. However, in real devices, in particular the electrode contacts can
increase the overall resistance, thereby limiting the extracted current. A reason for
finite shunt resistance is recombination inside the device. The influences of these para-
sitic resistances on the JV curves can be described by adapting the Shockley equation














− Jph , (2.49)
where Jdark is the dark current, e the elementary charge, n is the diode ideality factor
and Jph is the photo current. In accordance with the expectations, increasing the serial
resistance reduces the supplied current. Reduction of the shunt resistance on the other
hand leads to a smaller open circuit voltage.
2.6.3. Limitations on the performance
A fundamental limitation on the performance of solar cells has been postulated in 1961
by Shockley and Queisser [101]. Their considerations were based on the fact that there
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Figure 2.20.: Schematic representation of the energy level alignment in an organic donor/acceptor
heterojunction. In panel (a) the built-in field of the device is compensated by the external bias V oc
and in (b) the device is operated under short circuit conditions.
is always a trade off between reducing the band gap of a semiconductor material for
efficient light harvesting and thereby increasing Jsc on the one hand, and retaining
a sufficiently large band gap on the other hand, because the band gap is directly
related to Voc. This correlation results from the fact, that photogenerated charges
relax very quickly to the band edges, even when they have been created with a high
portion of excess energy with respect to the band gap. Based on similar considerations
and taking into account the AM 1.5 spectrum, more recent work reports an optimum
band gap of 1.34 eV and a corresponding theoretical efficiency of 33% [102]. For bulk
heterojunction devices it has to be taken into account that the effective band gap of
the material corresponds to the energy difference between the HOMO of the donor
and the LUMO of the acceptor material. Based on these considerations and applying
Shockley Queisser theory, Kirchartz et al. [103] estimated the maximum achievable
PCE in the radiative limit3 to 23%. Apparently, there is still a high discrepancy
between this theoretical limit and the efficiencies achieved nowadays in real devices.
Particular losses in organic solar cell devices are attributed to [27, 103]:
1. Reduction of the impinging light intensity at the device surface and due to par-
asitic absorption layers
2. Incomplete exciton dissociation at the donor/acceptor interface
3. Recombination at interfaces or defects
4. Insufficient collection of charges at the electrodes
Empirically, it is found that the open circuit voltage of organic solar cell devices is
diminished by an amount ∆ = 0.3 − 0.6 eV with respect to the value of Voc expected
from the energy level offset [28, 104, 105], i.e.
Voc ≈ 1
e
(∣∣EDHOMO∣∣− ∣∣EALUMO∣∣)−∆ . (2.50)
3The radiative limit corresponds to an idealized device without any non-radiative recombination
related to traps. Radiative recombination on the other hand is intrinsic and cannot be avoided.
40
2.6. Organic solar cells
As a particular reason for this discrepancy, non-radiative losses, such as interfacial
recombination, triplet generation and diffusion currents at the electrodes are being
considered [27, 103–105]. In order to increase the performance of organic solar cell
devices, it is necessary to identify the precise origins of these losses experimentally and
to find ways to reduce them.
2.6.4. Design principles of conjugated polymers for organic photovoltaics
Semiconducting polymers typically consist of a pi-conjugated backbone with alkyl
chains or other side groups attached to it. The chemical, structural and photophysical
requirements for their application as donor materials in OPV are manifold. Polymer
solar cells are fabricated via diverse solution processing techniques, thus the side groups
should be large enough to enable good solubility in the organic solvent. On the other
hand, the side groups should not disturb molecular packing in the spin-cast films, which
would affect the exciton or charge transport properties. Thus, optimizing procedures
focus a lot on the selection of appropriate side groups. A prominent example for the
impact of side-group arrangment in spin-cast films is the polymer P3HT. The side
chains can have regiorandom (RRa) or regioregular (RR) arrangement. The random
orientation of the alkyl groups in RRa-P3HT impedes crystallization of the polymer
and thereby reduces the intermolecular interactions, which tremendously alters the
optical properties and affects the performance of electronic devices [8, 106].
Another key challenge is to optimize the energy levels of the molecular orbitals with
respect to the energetics of the acceptor material. A certain offset between the donor
and acceptor HOMOs and LUMOs is necessary to drive charge separation, however
due to thermalization effects, this excess energy is finally dissipated in the system
and the open circuit voltage is related to the offset between the HOMO energy of the
polymer and the LUMO energy of the acceptor material, as discussed in Ch. 2.6.3.
Thus, lowering the HOMO energy of the donor or raising the LUMO level of the
acceptor generally leads to a higher open circuit voltage. On the other hand, it has
to be considered that reducing the band gap of the polymer is beneficial in terms of
better light harvesting. The only way to raise the open circuit voltage and increase the
absorption of light simultaneously is to lower both the HOMO and the LUMO level of
the polymer [107].
Several strategies are employed to reduce the polymer band gap. Generally, poly-
mers with a high planarity have a smaller optical gap compared to polymers with a
high degree of torsional distortions, because parallel arrangement of the non-hybridized
pz-orbitals leads to the formation of larger chromophores. A higher planarity of the
polymers can be achieved by increasing the double bond character between the build-
ing blocks, which are typically composed of aromatic monomers, such as benzene or
thiophene. In the ground state, such polymers comprise two nondegenerate resonance
structures, i.e. the aromatic and the quinoid form. In many polymers, the aromatic
form where the electrons are located inside the building blocks is energetically favored,
but leads to a higher band gap than the quinoid form. The latter comprises double
bonds between the monomers, thus giving rise to higher planarity and a reduced band
gap [48, 108]. The aromatic and quinoid resonance structures of polythiophene are
presented in figure 2.21.
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Figure 2.21.: Aromatic and quinoid resonance structures of polythiophene. The thick arrow in panel
(a) indicates that the aromatic form is the dominating resonance structure. Panel (b) sketches the
corresponding potential energy curve.
Two major strategies have been developed to stabilize the quinoid structure: The
most common approach is to employ alternating building blocks with different elec-
tronegativities [109–111], as illustrated in Fig. 2.22(a). When electron-donating and
electron-accepting monomers are linked via copolymerization, partial charge transfer
from donor to acceptor units enhances the electron density between the building blocks,
thereby improving the planar character. Furthermore, coupling of the individual molec-
ular orbitals leads to the formation new HOMO and LUMO orbitals in the polymer
[108, 111, 112], yielding a reduced band gap.
The other approach, also referred to as quinoid -approach, makes use of monomers,
which inherently stabilize the quinoid structure of the polymer [113–115]. This is
typically achieved with polycyclic monomers, which are composed of different aro-
matic rings with individual resonance energies4. A prominent example is isothianaph-
thene [108, 113, 115], which consists of a benzene and a thiophene ring, as shown in
Fig. 2.22(b). The resonance energy of the benzene ring is much higher than that of
the thiophene ring, thus the thiophene ring is dearomatized. Polymerization is per-
formed via linking of the thiophene rings, giving rise to a backbone, which is clearly
dominated by the quinoid structure. Compared to the donor-acceptor-approach, this
strategy has been less often employed. However, it has been argued that the quinoid
approach is beneficial for the hole mobility in conjugated polymers, as the alternating
electron density in donor-acceptor copolymers could also lead to carrier trapping [115].
Structural formulas of some popular semiconducting polymers for OPV are presented
in Fig. 2.23 and some important material parameters are summarized in Tab. 2.1.
The poly(p-phenylenevinylene)s (PPVs) were the first class of conjugated polymers
considered for applications in organic electronics. A PPV-derivative was also the
first polymeric material, for which electroluminescence has been demonstrated [34].
The PPV derivative MDMO-PPV (poly[(2-methoxy-5-(3’,7’-dimethyloctyloxy))-1,4-
phenylenevinylene]) has been widely used in early OPV devices. A general drawback
of this material class is, however, the incorporation of several defects such as cis-
4The resonance energy quantifies the stabilization of the aromatic ring structure due to electron
delocalization with respect to the (hypothetical) structure, in which the electrons are localized to
specific bonds.
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Figure 2.22.: Strategies to lower the band gap in conjugated polymers according to Ref. [108]. In the
donor-acceptor approach, the ’push-pull-character’ increases the double bond character between
the donor and acceptor monomers (a). The ’quinoid’ approach (b) exploits different resonance
energies, e. g. of benzene and thiophene rings in poly(isothionaphthene), as presented here, to
stabilize the quinoid structure. Blue (thick) arrows indicate transfer of the electron distribution to
the preferred resonance structure.
linkages5, loss of conjugation or the incorporation of oxygen leading to the formation
of keto-defects. These defects act as traps, giving rise to non-radiative recombination
[28].
Polythiophenes comprise a much higher chemical stability and represent an impor-
tant material class for organic electronics. Here, the derivative P3HT (poly(3-hexyl-
thiophene) is of particular relevance. Bulk heterojunction devices based on P3HT
blended with the fullerene derivative PC61BM (see Ch. 2.6.5) were regarded as the
benchmark system in OPV for many years [116]. Extensive research on P3HT and on
BHJ devices based on it has resulted in a high number of publications over the last
decade and has significantly contributed to the understanding of both the photophysics
of the polymer [8, 75, 106, 117–120] and the morphological issues in bulk heterojunc-
tion devices [7, 9, 121, 122]. It turns out that a peculiarity of P3HT is its tendency to
crystallize, which has a strong influence on the optical properties and is found to be
beneficial for the performance of BHJ devices. This is because crystallization leads to
a significant lowering of the optical gap and improves the transport properties. How-
ever, the optical band gap of rr-P3HT is still as high as 1.9 eV [75], which limits the
achievable photoconversion efficiency and motivates the development of polymers with
a more suitable lower band gap.
An optical gap similar to that of P3HT, but a lower HOMO energy was realized in the
copolymer PCDTBT (poly[N-9-heptadecanyl-2,7-carbazole-alt-5,5-(4,7-di-2-thienyl-
2,1,3-benzothiadiazole)]) [123]. Accordingly, higher open circuit voltage and photocon-
version efficiency have been reported and, interestingly, an internal quantum efficiency
close to 100% has been demonstrated in the same study [124]. Further efforts have led
5Cis-configuration denotes one of two possible configurations of functional groups linked to a double
bond. Cis-linkage of monomers in the backbone of a semiconducting polymer leads to ’kinks’ in
the backbone and thus give rise to structural distortions.
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Figure 2.23.: Structural formulas of polymers used for OPV devices. P3HT and PTB7 were studied
in the framework of this thesis.
Table 2.1.: Material parameters of selected conjugated polymers relevant for OPV applications. The
PCE values denote typical efficiencies for the respective polymers measured in blends with PCBM.
Name EHOMO ELUMO Optical gap PCE
MDMO-PPV −5.0 eV [129] −2.8 eV [129] 2.1 eV [130] 3.1% [131]
P3HT −5.2 eV [118] −3.5 eV [118] 1.9 eV [75] 3.0-4.0% [116]
PCDTBT −5.5 eV [123] −3.6 eV [123] 1.9 eV [123] 6.0-6.1% [124]
PTB7 −5.2 eV [125] −3.3 eV [125] 1.6 eV [125] 7.4% [125]; 9.2% [1]
to a variety of copolymers with reduced band gaps, among them PTB7 [125, 126], which
is of particular relevance for this work. PTB7 resulted from rational optimization of
a series of polymers with backbones comprising alternating electron rich benzodithio-
phene (BDT) and electron deficient thienothiophene (TT) units. Furthermore, the TT
blocks were found to stabilize the quinoidal structure [126], leading to a reduced band
gap. Similar structures comprising the BDT building block have yielded comparable
efficiencies in blends with PC71BM, such as PBDTTPD [127] and PBDTTT [128].
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2.6.5. Acceptor materials
Over the last years, many efforts have been made to optimize the polymeric donor
component in organic bulk heterojunctions, but only little attention has been paid to
the acceptor material. Fullerenes, such as C60 and C70 reveal a high electron affinity and
good electron transport properties. These benefits for applications in OPV have already
been recognized two decades ago with the discovery of ultrafast electron transfer from
a semiconducting polymer to C60 [42]. Neat fullerenes are, however, not well-suited
for solution-processed devices, according to their poor solubility in commonly used
solvents. State-of-the-art acceptors in organic solar cells are thus fullerene derivatives,
such as PC61BM or PC71BM (phenyl-C61-butyric acid methyl ester or phenyl-C71-
butyric acid methyl ester), which comprise a much better solubility. Both materials
also served as acceptor component for the bulk heterojunction devices studied in this
work and their molecular structures are sketched in Fig. 2.24.
A major drawback of the fullerenes is their large band gap, which limits efficient har-
vesting of the solar spectrum. On the other hand, charge separation in polymer/
fullerene systems is very efficient and internal quantum efficiencies near unity have
been reported [86, 124]. It has been proposed that crystallization of the fullerenes is
one of the key factors for efficient charge separation [132–134] and it is challenging to
develop non-fullerene acceptor materials fulfilling these conditions. Potential alterna-
tive acceptor materials are for example n-type polymers, small molecules or inorganic
materials [48]. In recent years, remarkable progress has been made in the development
of acceptor materials based on small molecules. Their particular advantage with re-
gard to the fullerenes is that their absorption coincides well with the solar spectrum
and recently, a photoconversion efficiency of 11% has been reported for a fullerene-free
organic solar cell [3]. At present, many state-of-the-art polymers are optimized for bulk
heterojunction devices with fullerene acceptors. However, appropriate selection of the







Figure 2.24.: Molecular structures of the fullerene derivatives PC61BM and PC71BM, which have also
been employed for the devices studied in this work.
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Optical attenuation spectra are recorded with the experimental setup sketched in
Fig. 3.1. A tungsten lamp driven at a DC bias of 15V serves as white light source. The
light is first guided through a pinhole in order to improve the quality of the intensity
profile. Afterward, the light is focused on the sample, which is mounted in a Helium-
flow cryostat1 to protect the organic film from ambient oxygen. The residual pressure
in the cryostat is typically 10−5−10−6mbar. Moreover, an integrated heating element
and liquid helium can be used to vary the sample temperature between 10 and 300K.
The light transmitted through the sample is recorded with an optical spectrum ana-
lyzer2, comprising a maximum spectral resolution of 0.05 nm and covering a spectral
range from 350 to 1750 nm. The spectral range in the experiments is however limited








Figure 3.1.: Schematic of the experimental setup for absorption measurements. L1-L5 denote colli-
mating and focusing lenses, respectively.





where I0 denotes the intensity of the incident light and z is the thickness of the ab-
sorbing layer. The extinction coefficient α(λ) accounts for the attenuation of the light




Chapter 3. Experimental details
this work show the optical attenuation, which is calculated via subtracting the percent-
age of transmitted light from one. Each absorption curve requires three measurements:
A transmission measurement of the respective material I(λ), a reference measurement
I0(λ), typically through the transparent glass substrate, and a measurement of the
background noise IBG(λ), which is subtracted from I(λ) and I0(λ). The fraction of
absorbed light Iabs(λ) is then given by
Iabs(λ) =
I0(λ)− I(λ)
I0(λ)− IBG(λ) . (3.2)
3.2. Time-resolved photoluminescence
The main part of this work is based on time-resolved photoluminescence (TRPL) stud-
ies employing the streak camera technique, therefore the corresponding methodology
will be introduced in greater detail in the following sections. The experimental setup is
sketched in Fig. 3.2. For time-resolved measurements, a pulsed laser source is necessary,
yielding pulses with a duration much shorter than the decay time of the signature to be
measured. The laser used for TRPL studies is a titanium:sapphire (Ti:Sa) laser3, which
can be operated in the spectral range between 700 and 1000 nm. The gain medium is
a sapphire crystal (Al2O3) doped with titanium ions, which is pumped by a frequency-
doubled neodym-doped yttrium aluminium garnet (Nd:YAG)4 laser at 532 nm with a
maximum pump power of 11W. In standard experiments the pump power is typically
reduced to 9.5W, to increase the lifetime of the pump source. For pulsed operation,
the Ti:Sa laser is passively mode locked with the sapphire crystal acting as a non-linear
Kerr medium. The Ti:Sa laser emits pulses with a duration of 100 fs and a repetition
rate of 80MHz, corresponding to a time delay of 12.5 ns between two laser pulses. The
output power ranges between 2W at an operation wavelength of 800 nm and 0.5W at
the edge zones of the tuning curve at 700 and 1000 nm, respectively. For excitation
of the materials under study, the laser intensity is attenuated by the combination of
a λ/2 wave plate and a polarizing beam splitter. When the wave plate is rotated, the
laser polarization changes with respect to the polarization transmitted by the beam
splitter. With this configuration, the excitation power can be varied over more than
two orders of magnitude.
The range of accessible excitation wavelengths is extended by a so-called tripler 5, which
enables second and third harmonic generation employing non-linear crystals. For the
experiments carried out in the framework of this thesis, only the second harmonic
generation (SHG) is relevant, which can be selected from the spectral range between
350 and 500 nm, according to the tuning range of the fundamental laser mode. Inside
the tripler, the red laser light is focused onto a lithium triborate crystal, which can be
rotated to establish phase match between the fundamental and the second harmonic
































Figure 3.2.: Schematic of the experimental setup for time-resolved photoluminescence studies. The
abbreviation λ/2 denotes a wave plate, BS is polarizing beam splitter and L1-L3 signify focusing
and collimating lenses, respectively.
from the fundamental mode and yields an intensity up to 300mW. The experimental
setup is designed in a way that easily allows to switch between red and blue excitation,
as indicated by the blue and the red dashed beam path in Fig. 3.2.
The laser beam is focused to the sample by the lens L1, which has a focal length
f of 15 cm. The diameter of the laser spot corresponding to the full width at half
maximum value is approximately 30 m. When the time-averaged laser power in front
of the sample is measured with a standard optical power meter, the excitation fluence
can be calculated. The procedure is described in the appendix (see section A). Typical
values of the excitation fluence in the experiments presented in this work range between
0.1 and 0.5 Jcm−2. The sample is mounted in a helium flow cryostat similar to that
described in Ch. 3.1, yielding ultrahigh vacuum conditions and allowing for variation of
the sample temperature in the range between 10 and 300K. Additionally, the electronic
feed-through of the cryostat comprising eight separate contacts can be used for field-
dependent studies of the solar cell devices. Bias is supplied by a source measure
unit6, which can simultaneously measure the current. The details on field-induced
luminescence quenching studies are given in Ch. 6. The photoluminescence emitted
by the sample is collected by lens L2 (f=10 cm) and focused to the vertical entrance
slit of the spectrometer by lens L3 (f=20 cm). The spectrometer
7 comprises various
gratings, but for the measurements of the spectrally broad PL signatures presented in
the following chapters, only the coarsest grating with a lattice parameter of 33 m (300
lines/cm) was used.
After passing through the spectrometer, the spectrally resolved light is transmitted
through the horizontal entrance slit of the streak camera8. The operation principle of
the streak camera tube is illustrated in Fig. 3.3. First, the photons emerging from the
6Model 238, Keithley
7Model 25015, Bruker
8Model C5680, Hamamatsu Photonics, equipped with Synchroscan Unit M5675
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Figure 3.3.: Operation principle of the streak camera tube, after Refs. [137] and [138]
luminescence experiment impinge on a photosensitive cathode, where photoelectrons
are created. These electrons are then accelerated following the direction of the streak
tube, where they next pass an AC field between two capacitor plates, which is oriented
perpendicular to the direction of their propagation. This procedure is essential for the
time-resolved experiments, as it gives the electrons a vertical deflection, depending on
the time of their transit. The field is modulated by a sine wave function, which is
triggered to the 80MHz repetition frequency of the Ti:Sa oscillator. The trigger signal
is obtained from the internal photo diode of the laser. To generate the vertical deflection
of the electrons in the streak tube, the linear edge of the sine wave is used as sketched
in Fig. 3.3. The vertical deflection is thus proportional to the time delay of the photons
entering the instrument. This operating principle of the streak camera is referred to
as synchroscan mode, as the deflection voltage is synchronized to the repetition rate of
the optical phenomenon to be measured. Depending on the purpose, the signal can be
monitored over various time windows ranging between 150 ps and 2200 ps. The delay
unit is used to adjust the delay between the trigger signal and the synchroscan bias
manually, in order to adapt the studied time window to the measured signature. After
passing the capacitor field, the electrons hit a micro channel plate, consisting of many
small capillaries with diameters ranging between 10 and 20 m. Each of these channels
is coated with a secondary electron emitting material [137]. The micro channel plate
serves to multiply the impinging electrons and the amplification increases exponentially
with the applied bias. With the highest amplification (gain), an impinging electron can
create up to 104 secondary electrons. These secondary electrons are then re-converted
into light, when they bump against a phosphor screen, yielding an optical image, which
is recorded by a high sensitivity CCD camera. Finally, the signal is read out by a
computer via a frame grabber. Data acquisition is controlled by the software HPDTA
(High Precision Digital Temporal Analyzer), provided by Hamamatsu.
The spectral and temporal resolution in the experiment mainly depends on the aperture
sizes of the vertical entrance slit of the spectrometer and the horizontal entrance slit of
the streak camera, respectively. Here, a compromise between incoming light intensity
and achievable resolution has to be made. For small aperture sizes below 30 m, the
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3.3. Analysis of streak camera images
time resolution of the streak camera is about 2-3 ps, when the shortest time window
of 150 ps is selected. This is a fundamental limitation of the streak camera arising
from the accuracy of the electron beam, whereas the pulse duration of the excitation
laser is much shorter. Further impairment of the time resolution may be given by
the trigger frequency. The streak camera is configured for operation in the frequency
range of 80±0.5MHz, but the laser frequency should be excactly 80MHz for optimum
performance. For the experiments carried out in this work, an appropriate signal-to-
noise ratio of the weak PL emission obtained from the solar cells could only be achieved
with aperture sizes larger than 30 µm. Typically, the size of the entrance slits was set
to 60µm or even 100µm in field-dependent experiments with short integration times.
The corresponding time resolution was empirically determined from the rise time of
the recorded PL signatures, yielding ca. 10 ps for the 800 ps time window and 35 ps for
the 2200 ps time window. It is assumed that no delayed PL formation contributes to
the rise time of the signal.
The maximum achievable spectral resolution of the setup is on the order of 0.1 nm
[138]. With the coarsest grating, however, a very broad spectral range typically larger
than 400 nm is displayed on the CCD chip and the resulting image is converted to a
size of 512×512 pixel. This translates into a spectral accuracy of about 1 nm and an
energetic resolution of 2meV at a wavelength of 800 nm.
3.3. Analysis of streak camera images
In a first step, a background resulting from noise and ambient light is subtracted from
the data. The background is recorded in a separate measurement under conditions
similar to the PL measurement, but without PL signal. Afterward, the intensity profile
of the streak camera image needs to be corrected by the spectral sensitivity of the
setup, resulting from the spectral response of the cathode, but also from the input
optics. The spectral sensitivity of the cathode is plotted in Fig. 3.4. Beyond 1000 nm,
the sensitivity decreases by roughly one order of magnitude per 100 nm. The detection
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Figure 3.4.: Spectral sensitivity of the cathode employed in the streak camera, after Ref. [139]. The
highlighted region corresponds to the dynamic range accessible in experiment.
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Figure 3.5.: Exemplary two-dimensional false color plot of the streak camera data set. From this
data, spectra and transients can be extracted by integrating over a certain number of columns or
rows, respectively.
spectral dependence, there is also a variation of the sensitivity in vertical direction, i.e.
along the time axis of the recorded streak camera image, resulting from the deflection of
the electron beam. The corresponding correction function in vertical direction depends
on the time window chosen for the measurement. Furthermore, the micro channel
plate, phosphor screen and CCD chip do not reveal a homogeneous sensitivity profile,
mainly as a consequence of artifacts resulting from long-term use. For an accurate
measurement of the PL intensity, all these influences need to be considered. Both
background subtraction and the correction functions are implemented in a home-built
LabVIEW -tool, allowing for fast processing of the binary data sets provided by the
streak camera.
The spectral and time-resolved information in the streak camera data can be further
evaluated by extracting PL-spectra and transients from the two-dimensional streak
camera images. This is exemplified in Fig. 3.5. A spectrum describes the wavelength-
dependent PL intensity and is obtained from summing over the rows contained in a
certain time interval or over all rows of the data matrix. A transient on the other
hand provides information about the time-dependent decay of the PL intensity. It is
obtained from the data matrix via summation over the columns in a specific interval
of wavelengths or over the whole spectral range covered by the measurement.
Depending on the purpose, the PL intensity can be plotted either as a function of
wavelength or energy. The PL intensity measured by the CCD chip is proportional
to the inverse of the wavelength. In order to show the PL intensity as a function of










Further methodological issues, such as extraction of PL decay times and peak energies
from the data are addressed in the following chapters. It should be noted that for a
precise determination of the decay constants a more sophisticated analysis becomes
necessary, when the decay of the investigated signature is longer than the time window
of 12.5 ns between two laser pulses. The presence of such accumulation effects can
be identified by signatures emerging before the laser-induced rise of the PL intensity.
The signatures investigated in this work decay on time scales below 2 ns, therefore
no evidence for any longer-lived signatures was found. However, a very detailed and
comprehensive description of this issue is given in Ref. [138].
An important experimental parameter that will be discussed in several contexts in the
next chapters, is the quenching of the luminescence. For the organic solar cell materials
studied in this work, quenching arises in particular from dissociation of the luminescent
excitons, which is driven either by thermal energy, by an applied electric field, or it
may occur spontaneously at a donor/acceptor interface. The quenching is quantified
by comparing the PL emission in the absence of the quenching effect to the emission,
where the quenching channel is present. TRPL studies allow for closer investigation
how the quenching evolves in time. When the quenching builds up on a time scale
shorter than the time resolution in the measurement, this will be referred to as static
quenching in the following chapters. When on the other hand the quenching channel
induces a faster measurable decay of the PL signature, this will be termed dynamic
quenching. In the latter case, the PL decay time depends on both the intrinsic radiative











This work focuses on two benchmark material systems: The first one is based on the
polymer P3HT and the second one incorporates the copolymer PTB7. Both polymers
were studied as pure compounds and blended with the fullerene derivatives PC61BM
and PC71BM. Devices of P3HT/PC61BM and PTB7/PC71BM were fabricated under
inert atmosphere, as described in Refs. [13] and [14]. The major fabrication steps,
device geometry and device parameters obtained from the current-density/voltage (JV)
characteristics are briefly summarized below. In order to study the influence of the
blend composition on the PL characteristics, the fullerene content in the active layers
of the devices was varied. Additionally, reference samples comprised of a neat polymer
or fullerene layer were processed in the same manner as the blend devices.
3.4.1. P3HT/PCBM
A scheme of the P3HT/PCBM solar cell devices studied in this work is presented
in Fig. 3.6. Structured indium tin oxide (ITO) glass served as a substrate. Be-
fore processing, the substrate was cleaned in an ultrasonic bath and subsequently
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Figure 3.6.: (a) Structural formulas of the donor polymer P3HT and the electron-accepting fullerene-
derivative PCBM; (b) scheme of the layer structure and (c) scheme of the electrode structures of
ITO glass and the evaporated aluminum layer.
using oxygen plasma. Afterward, a 20 nm layer of poly(3,4-ethylenedioxythiophene)-
poly(styrenesulfonate) (PEDOT:PSS) was spin cast to the substrate and annealed for
10min at 130 ◦C, serving as hole-selective transporting layer. The components of the
active layer were P3HT (poly(3-hexylthiophene)), purchased from Rieke Metals, and
PC61BM ([6,6]-phenyl-C61-butyric acid methyl ester), purchased from Solenne BV. The
structural formulas of P3HT and PC61BM are summarized in Fig. 3.6(a). The active
layer (ca. 300 nm) was deposited from dichlorobenzene solution at a rotation speed of
1000 rpm (for 40 s) and slowly dried under solvent atmosphere. This method is known
as solvent annealing and has been found to be beneficial for the self-organization of the
components in the condensed phase [140]. The active layer is followed by an evaporated
0.7 nm layer of lithium fluoride (LiF). Finally, a 200 nm structured layer of aluminum
(Al) was evaporated, serving as the cathode, when the device is operated as a solar
cell. A scheme of the layer structure is presented in Fig. 3.6(b).
Table 3.1.: Parameters for the P3HT/PCBM solar cells derived from JV curves in a solar simulator.
VOC denotes the open circuit voltage, JSC is the current density at short circuit conditions, FF is
the fill factor and PCE is the photoconversion efficiency.
Sample VOC (V) JSC (mA/cm
−2) FF (%) PCE (%)
P3HT/PCBM [1:0.5] 0.54 5.09 41.3 1.14
P3HT/PCBM [1:0.9] 0.59 6.26 65.4 2.4
P3HT/PCBM [1:2] 0.65 2.06 27.2 0.36
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3.4. Sample fabrication
According to the structural design of the Al and the ITO electrodes, the devices are
subdivided into four pixels, each of them ca. 3x3mm in size, which can be biased
separately (see Fig. 3.6(c)). Representative JV-curves for the three blend devices with
different contents of PCBM are shown in the appendix (see Fig. B.1). The measure-
ments under illumination were performed in a solar simulator to determine the device
efficiencies, which are summarized in Tab. 3.1 together with some other relevant pa-
rameters.
3.4.2. PTB7/PCBM
PTB7-based devices (Fig. 3.7) were fabricated in an inverted structure, where the elec-
trons are collected at the ITO contact and holes migrate towards the aluminum contact.
In such a device geometry, the efficiency of PTB7/PCBM could be improved by almost
1% [1]. An electron-selective layer or zinc acetate dihydrate (ZAD) was deposited
on the ITO-structured glass substrate and annealed at 200 ◦C for 40min. Then, the
bulk heterojunction layer comprising the polymer PTB7 (thieno-[3,4-b]thiophene-alt-
benzodithiophene) and the fullerene-derivative PC71BM ([6,6]-phenyl-C71-butyric acid
methyl ester) was spin cast from chlorobenzene solution (ca. 75 nm). Additionally, the
solution contained 4% of the solvent additive diiodooctane (DIO). PTB7 was purchased
from 1-Material Inc- and PC71BM was obtained from Solenne BV. Two blend films were
fabricated with different fractions of PCBM: One film had a PCBM fraction of 75%
and the other film contained 60% PCBM, the latter percentage corresponding to the
reported optimized stochiometric ratio [125]. After deposition, the active layer was
annealed for 10min at 60 ◦C. Finally, the anode material was deposited, comprising a
Structured ITO glass
ZAD
Active layer (ca. 75 nm)
PTB7/PC71BM


























Figure 3.7.: (a) Molecular structures of the polymer PTB7, acting as electron donor, and the acceptor
fullerene derivative PC71BM. (b) Schematic of the deposited layers forming the inverted device,
as described in the text. Panel (c) stekches the electrode structure and the positive and negative
contacts signify a reverse bias, which was applied to the devices for field-dependent PL quenching
studies.
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thin ( 10 nm) layer of molybdenium oxide MoO3 (electron blocking layer) and a 150 nm
layer of aluminum. The electrode geometry was similar to that of P3HT/PCBM, but
according to the inverted device geometry, the ITO-contact in the PTB7-based devices
is the cathode and the Al contact represents the anode, when the device is operated as
a solar cell (see Fig. 3.7(c)).
Efficiencies of the studied devices are listed in Tab. 3.2. For the field-dependent PL
studies presented in Ch. 6, a second batch of devices with a PTB7/PCBM ratio of
1:1.5 was fabricated, yielding efficiencies higher than those of the first batch. The
corresponding JV curves can be found in the appendix. For field-dependent PL studies,
a reverse field was applied to the samples, as indicated by the contacts in Fig. 3.7(c).
Table 3.2.: Parameters derived from JV curves of the PTB7/PCBM devices. VOC denotes the open
circuit voltage, JSC is the current density at short circuit conditions, FF is the fill factor and PCE
is the photoconversion efficiency. The parameters of the sample highlighted with (∗) was obtained
for the second batch of samples fabricated for field-dependent PL quenching studies.
Sample VOC (V) JSC (mA/cm
−2) FF (%) PCE (%)
PTB7/PC71BM [1:1.5] 0.72 15.9 43.4 4.98
PTB7/PC71BM [1:3] 0.71 14.9 37.1 3.95
PTB7/PC71BM
∗ [1:1.5] 0.73 15.7 68.5 7.50
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Chapter 4
Exciton relaxation in conjugated polymers
Optical spectroscopy is a useful tool to study the exciton transport properties, that are
of particular relevance for semiconducting polymers in OPV, where exciton diffusion
towards a donor-acceptor interface should be efficient to avoid excitonic recombina-
tion. Furthermore, the spectral relaxation characteristics of the PL emission allows
conclusions about the underlying density of states (DOS) to be made. The goal of
this chapter is to characterize the luminescence of the neat polymers P3HT and PTB7,
with a special focus on the complex PL decay characteristics. Both of these polymers
are state-of-the-art materials for OPV devices. The temperature dependence and the
dynamics of the polymer emission can be consistently explained with the picture of
exciton relaxation in a disordered system as introduced in Ch. 2.4.2, however, in case
of PTB7, the Stokes shift is found to be particularly strong, which is inconsistent with
the expectations for a Gaussian DOS. This chapter is organized as follows: The results
section comprises a detailed analysis of the time- and temperature-dependent Stokes
shift of the polymers P3HT and PTB7. Both polymers are benchmark materials in
OPV devices. Afterwards, the experimental findings are discussed in the context of
recent studies on exciton relaxation in other polymer systems [4–6].
4.1. Luminescence decay in high-performance polymers for organic
photovoltaics
The excitation wavelength in the experiments was set to similar values of 450 nm for
P3HT and 460 nm for PTB7 (corresponding to energies of 2.70 and 2.76 eV). This
implies that the excited states comprise some vibronic excess energy, which is, however,
dissipated on a 100 fs time scale [21]. According to this fast thermalization, vibronic
excess energy is not relevant for the phenomena described herein, because the best time
resolution provided by the streak camera is about 3 ps, whereas the exciton lifetimes
in the investigated polymers are much longer (on the order of 500 ps).
PL spectra of the polymers at a temperature of 10K are plotted in Fig. 4.1, together
with the respective absorption spectra at 10K and at room temperature. The ener-
getic offset ∆ϵ between the absorption and emission of the 0-0 mode is referred to as
Stokes shift (see Ch. 2.4). Both polymers exhibit a pronounced Stokes shift, which
could in principle result from several phenomena: The altered electron configuration
of the excited state could induce conformational changes, leading to a reduced emis-
sion energy with respect to the absorption. Another phenomenon of high relevance
for disordered systems is migration of the excitons towards tail states in the DOS
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Figure 4.1.: Low-temperature absorption and emission spectra of P3HT (a) and PTB7 (b). The
energy difference ∆ϵ, which is marked by the gray lines, indicates the Stokes shift. To extract the
peak energies, a series of 4 (3) Gaussians was fit to the P3HT (PTB7) spectra.
and subsequent emission from those low-energetic sites. A particular advantage of
time-resolved spectroscopy is that the temporal evolution of the Stokes shift can be
monitored and compared to theoretical concepts, to gain insight into the underlying
processes. A more detailed analysis of the PL dynamics and the temperature depen-
dence of the emission, as performed herein, will substantiate that exciton relaxation
towards tail states in a disordered system is the most probable cause for the observed
complex time- and temperature-dependent PL characteristics.
4.1.1. Energy-dependent PL dynamics
When temperature is increased from 10K to room temperature, the PL intensity does
not change remarkably and also the decay characteristics of the integrated transients,
as presented in Fig. 4.2, is only slightly altered. These findings imply that for both
investigated polymers, thermal activation of non-radiative decay channels plays only a
minor role. An important finding is, however, that at low temperatures, the transients
in Fig. 4.2 exhibit more strongly pronounced non-exponential decay characteristics.






















 290 K PTB7






















 290 K P3HT
(a)
Figure 4.2.: Spectrally integrated transients of P3HT (a) and PTB7 (b) at room temperature and at
10K.
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4.1. Luminescence decay in high-performance polymers for organic photovoltaics
This effect appears to be small regarding the spectrally integrated transients, but
a closer look at the energy-resolved PL dynamics presented in the two-dimensional
plots in Fig. 4.3 reveals substantial differences between the dynamics of the room
temperature PL and the emission at 10K. This is further detailed in Fig. 4.4, which
shows transients extracted from different energy intervals of the 0-1 transition at 10K.
The corresponding 1/e decay times are presented in panels (c) and (d), together with
the decay times extracted from measurements at 290K. With increasing temperature,
these dispersive decay characteristics become less pronounced. The findings for the
low-temperature PL imply that the interplay between energetic downward hops and
thermally activated upward hops in the DOS is important to understand the process
of exciton diffusion in disordered polymer systems. Such dispersive PL decay in the
low temperature regime is also known from disordered inorganic systems [141–143].
However, before discussing the phenomenon of spectral relaxation and in particular
its temperature dependence in greater detail, it appears reasonable to exclude other
influences on the PL dynamics, such as higher order non-radiative processes, which
become important at high excitation fluence.
(a) (b)
P3HT @ 10 K PTB7 @ 10 K
(c) (d)




Figure 4.3.: Two-dimensional plots of TRPL data acquired for P3HT and PTB7 at 10K and at room
temperature.
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Figure 4.4.: PL transients for different emission energies. For closer analysis, transients were extracted
from different energy intervals within the 2σ with of the 0-1 emission of P3HT (a) and PTB7 (b).
The labeled energies correspond to the central wavelength of the selected energy intervals. Panels
(c) and (d) show the 1/e decay times extracted from the transients at 10K and at room temperature.
As a guide to the eye, the PL spectra and the Gaussians obtained from the fit belonging to the 0-1
transition are shown as well.
4.1.2. Power-dependent measurements
Panels (a) and (b) in Fig. 4.5 show spectrally integrated PL transients for different
excitation intensities at room temperature. Generally, the relation between the PL
intensity I and the excitation intensity P can be expressed by a power law
I(P ) = Pα , (4.1)
where the exponent α describes the functional interrelation. A value of α = 1 signifies
linear increase of the PL intensity with increasing excitation power, indicating that the
contribution of non-radiative channels does not increase in the investigated range of
excitation intensities. A sublinear increase of the PL intensity with increasing fluence
(α < 1) is expected, when the contribution of higher order non-radiative processes, such
as exciton-exciton or exciton-charge annihilation or Auger processes become significant.
Some systems also reveal α > 1. This is for example observed for saturation of non-
radiative decay centers or stimulated emission. As indicated by the dotted blue curves
(α = 1) in Fig. 4.5 (c), the correlation between P and I is linear up to a certain
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Figure 4.5.: Variation of the excitation power. Panels (a) and (b) show spectrally integrated transients
of P3HT and PTB7 for different excitation fluences. Panels (c) and (d) show the integrated PL
intensities and 1/e decay times extracted from those measurements. The dotted lines in panel (c)
correspond to a linear correlation between excitation fluence and PL intensity.
threshold fluence for both investigated polymers. Deviations from α = 1 beyond an
excitation fluence of about 0.3 µJcm−2 could be due to enhanced non-radiative decay
via exciton-exciton annihilation. It should be mentioned that long exposure to higher
fluences beyond 1µJcm−2 was also found to cause a non-reversible faster decay of the
PL emission, which is related to the enhanced formation of defect states, giving rise
to non-radiative decay. In the fluence-dependent measurements presented in Fig. 4.5,
however, exposure times were kept short and after the highest excitation power, a
control measurement was performed at lower fluence to verify the reversibility of the
observed process. The raising impact of non-radiative decay channels is also reflected by
the decrease of the overall PL lifetime with increasing excitation fluence, as presented in
panel (d) of Fig. 4.5. To avoid higher order phenomena and degradation, an excitation
fluence of 0.09 µJcm−2 was selected for both polymers studied herein.
4.1.3. Time-integrated PL spectra
Temperature-dependent integrated PL spectra of P3HT and PTB7 are presented in
Fig. 4.7(a) and (b). At low temperatures, the PL of both polymers exhibits a pro-
nounced fine structure, resulting from one or several [117] Franck Condon progressions.
To quantify the temperature-induced energetic shift of the signatures and the tempera-
ture dependence of the disorder parameter σ, the data was fit by a series of Gaussians,











Chapter 4. Exciton relaxation in conjugated polymers
Here, Ei denotes the energetic position and σi is the disorder parameter, corresponding
to the standard deviation. The whole set of parameters Ei(T ) and σi(T ), together with
the integrated PL intensities, is summarized in the appendix (see Fig. B.3). Again,
it should be emphasized that no remarkable change of the overall PL intensity is ob-
served. The fits however document, that with increasing temperature, the PL features
broaden significantly and the maxima of the spectra undergo a blue shift. In earlier
work it has been argued that such behavior could be a consequence of the interplay
between decreasing conjugation length due to thermally induced distortions, leading
to a blue shift (see Ch. 2.4.1) and thermal expansion of the polymer matrix, inducing
a red shift [117]. On the other hand, it has been demonstrated for several polymers
that exciton diffusion in a Gaussian DOS, as introduced in Ch. 2.4.2, is the dominant
process, leading to an overall blue shift of the CT emission with increasing temper-
ature. In order to estimate the impact of ’static’ effects such as thermal expansion
or reduction of the chromophore sizes, temperature-dependent measurements of the
optical absorption have been carried out for the studied polymers. The resulting spec-
tra are presented in Fig. 4.6. In fact, there is a temperature-induced blue shift of the
absorption signatures on the order of 30meV for both polymers, indicating that the
underlying conjugation lengths are affected by temperature. Thus, for an accurate de-
scription of the temperature-dependent Stokes shift, the temperature-dependent shift
of the absorption maxima explicitly has to be taken into account.
For closer analysis, the 0-1 transition in the respective emission spectra was selected for
several reasons: In both polymers, this peak was the one with the highest intensity and
thus is expected to give the most accurate fitting results. Furthermore, the emission of
the 0-0 transition might be affected by re-absorption according to the partly overlapping
0-0 absorption band [4]. The temperature-dependent disorder parameter σ(T ) obtained
for the 0-1 band is plotted in panel (c) of Fig. 4.7. Generally, the disorder parameter
of PTB7 is above that of P3HT, which can be attributed to the higher tendency of
P3HT to crystallize, whereas the morphology of pristine PTB7 is amorphous to a
higher degree, giving rise to a higher amount of structural and energetic disorder.
The amorphous character of PTB7 has been confirmed in particular for blends with


















































































Figure 4.6.: Temperature-dependent absorption curves in the range of the 0-0 and 0-1 transition for
P3HT (a) and PTB7 (b). Based on these spectra, the insets show the estimated peak energies of
the 0-0 transition as a function of temperature.
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Figure 4.7.: Panels (a) and (b) show time-integrated PL spectra of P3HT and PTB7, recorded for
different temperatures. The spectra of P3HT (PTB7) were fit by a series of 4 (3) Gaussians to
extract the disorder parameter σ, which is plotted in (c) for the 0-1 transition. The disorder-
normalized energetic shift with regard to the 0-0 absorption band ∆ϵ is presented in (d), together
with the slope of the equilibrium energy ∆ϵ∞/σ = −σ/kBT (blue dotted line).
PCBM [144]. The disorder parameter can be used to calculate the disorder-normalized
energetic shift of the PL maximum ∆ϵ/σ. The parameter ∆ϵ is the energetic offset
between the absorption and emission energy of the 0-0 transition (see Fig. 4.1) and
normalizing this quantity by σ(T ) allows for comparison of both polymers regarding the
temperature-dependent Stokes shift ∆ϵ. Similar to the analysis performed in Ref. [4],
∆ϵ was not directly determined from the energetic difference between the 0-0 absorption
and emission. Again, the emissive 0-1 transition was used, because the emissive 0-0
transition could be affected by re-absorption. The Stokes shift ∆ϵ is then given by the
energetic difference between the 0-0 absorption and the 0-1 emission band, diminished
by the energy of the dominating vibronic mode, which corresponds to the energy offset
between the emissive 0-0 and 0-1 features.
The resulting values of ∆ϵ/σ are presented in Fig. 4.7(d), together with the expected
temperature-dependent slope of the thermal equilibrium energy ϵ∞. It becomes evident
that thermal equilibrium is only reached at room temperature, whereas with decreasing
temperature most of the excitons recombine before reaching ϵ∞, and, consequently,
∆ϵ/σ saturates in the low temperature regime. The slight increase of ∆ϵ/σ for P3HT
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at low temperatures could be due to a growing influence of frustration, i.e. localization
of excitons. The Stokes shift of PTB7 on the other hand does not evidence any growing
influence of frustration in the low temperature regime. Typical saturation values for
∆ϵ/σ between 3 and 4 have been reported for several polymers [4]. The temperature-
dependent slope of the disorder-normalized Stokes shift of P3HT and PTB7 is in good
agreement with these results.
4.1.4. Characterization of spectral diffusion
PL spectra integrated over different time intervals after optical excitation are presented
in Fig. 4.8(a) and (b). At low temperatures, the peaks of the vibronic progression ex-
hibit a clearly visible red-shift with proceeding time after excitation. Fits using a series
of Gaussians according to Eq. 4.2 were performed to characterize the time-dependent
shift of the PL maxima. The energetic shift of the 0-1 band for P3HT and PTB7 is
shown in Fig. 4.8(c) and (d), respectively. With the logarithmic time scale, the slope
of the energetic shift is linear, indicating that ∆ϵ(t) ∝ log ν0t is fulfilled, as predicted
for a Gaussian DOS. The dotted lines in Fig. 4.8 mark the 1/e decay times of the
room temperature transients (Fig. 4.2). From this representation it becomes clear why
the Stokes shift of the time-integrated PL spectra saturates in the low temperature
regime (Fig. 4.7): For both P3HT and PTB7, spectral relaxation is not terminated
at times when most of the excitons have already recombined. An exception is the
emission of P3HT at room temperature, where the red-shift of the PL maximum sat-
urates, suggesting that thermal equilibrium between upwards and downwards hops is
reached at early times (< τ1/e). The experimentally observed saturation energy is
about 10meV above the saturation energy E∞ predicted for a Gaussian DOS. The
saturation energy of the 0-1 emission can be calculated by subtracting the equilib-
rium energy ϵ∞ = −σ2(T )/kBT and the energy of the dominating phonon mode from
the energy of the 0-0 absorption signature. The resulting values of E∞ are indicated
as dark red dotted lines in Fig. 4.8(c) and (d). The discrepancy between the satu-
ration energy of the P3HT signature at room temperature and the calculated value
of E∞ could arise from the fact that even at room temperature, thermal equilibrium
is not entirely reached. Furthermore, local heating of the excitation laser could play
a role. Additionally, certain inaccuracies may arise simply due to the fact that E∞
is determined from three independent experimental parameters: The 0-0 absorption
maximum, the phonon energy corresponding to the energetic difference between the
emissive 0-0 and 0-1 transition and the equilibrium energy ϵ∞, which incorporates the
disorder parameter σ(T ).
From the time- and temperature dependent PL spectra it can be concluded that spec-
tral relaxation of excitons in P3HT is consistent with the expectations for a Gaussian
DOS [4, 6]. For PTB7, however, certain peculiarities arise, which should be discussed
in greater detail. In contrast to P3HT, spectral relaxation in PTB7 is not terminated
at an equilibrium energy, but continues following a ∝ log ν0t slope without showing
any tendency to saturate for all investigated temperatures and over the whole studied
time window. In a similar way as for P3HT, the saturation energy E∞ at room tem-
perature was calculated from the absorption and emission spectra and is highlighted
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in Fig. 4.8(d). From this it becomes evident that the Stokes shift in PTB7 is much
stronger than expected from the concept of quasi-equilibrium in a Gaussian DOS. Here,
a particular advantage of TRPL with respect to steady state measurements of the lu-
minescence is, that the actual time-dependent slope of the Stokes shift can be directly
investigated, in particular at longer time delays after excitation, where the remaining
PL intensity is weak and superimposed by earlier emission in steady state experiments.
Thus, time-resolved studies provide valuable information about the actual relaxation
characteristics.
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Figure 4.8.: Time-dependent PL spectra of P3HT (panel (a)) and PTB7 (panel (b)). To extract the
spectra from the two-dimensional data sets, the spectra were integrated over several time intervals
as labeled. The resulting spectra were fit by a series of Gaussians. The time-dependent shift of
the emissive 0-1 transition, characterized by E0−1, is plotted in panels (c) and (d). The dotted red
lines correspond to the expected saturation of the time-dependent red-shift at room temperature,
assuming a Gaussian DOS. The dotted blue lines signify the 1/e-decay times, where the excitonic
population has decreased to a fraction of 1/e with respect to the initial amount.
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4.2. Discussion
Up to now, the precise origin of the strong Stokes shift in PTB7 is not clear. However,
the observations provoke the question if the underlying DOS in polymer systems is
mandatorily Gaussian. Although the Gaussian DOS appears to describe the PL and
also the electronic properties in many systems correctly, it is hard to access the actual
profile of the DOS directly in experiments. For example, it has been argued that the
oscillator strength in absorption measurements is not necessarily equal for all probed
energies [145]. Thus, the spectroscopically obtained signatures do not imply the same
shape for the DOS. The hypothesis of a DOS, which is more heavily tailed towards
lower energies has also recently been investigated in systems with molecular aggregates
[146]. In this study, efficient exciton transfer towards low-energy sites, so-called Le´vy-
states, has been evidenced by means of single molecule spectroscopy. Furthermore, a
commonly made assumption for disordered organic systems is that the site positions
and their respective energies are uncorrelated [78]. This is however not entirely true,
because in conjugated systems the energies of neighboring sites are correlated due
to polarization effects [28] and the energy of the pi − pi∗ transition depends on the
spatial extension of the chromophore. This could have further implications for the
characteristics of spectral relaxation. Another well studied example for a distribution
with a more heavily weighted portion of tail states compared to a Gaussian profile is
the exponential DOS, which is of particular relevance for inorganic systems [141, 142,
147, 148]. For model systems with an exponential distribution of tail states it turns out
that an equilibrium situation, where the rate of exothermic downward hops equals the
amount of thermally activated hops does not exist [145]. This is in stark contrast to
the theoretical predictions for a Gaussian DOS. Excitons within an exponential DOS
undergo continuous relaxation until they recombine, resulting in a continuous red-shift
of the PL emission, following a |E(0)− E(t)| ∝ kBT log ν0t law [145, 147]. Hence,
in contrast to the Gaussian DOS, the slope of the spectral shift is predicted to be
temperature-dependent for the case of an exponential DOS. In fact, such behavior is
observed here for the spectral shift of PTB7 (Fig. 4.8(d)), where the spectral shift gets
faster with increasing temperature. However, this dependence is weaker than expected
for an exponential tail and could also originate from other phenomena. For example,
the Fo¨rster transfer rate in conjugated polymers can have a significant temperature
dependence due to inhomogeneous broadening and thus better spectral overlap of the
single chromophore absorption and emission bands with increasing temperature [149].
4.3. Summary
This chapter has provided insight into the fundamental photophysics of two state-of-
the-art-polymers for OPV applications, P3HT and PTB7, respectively. The lumines-
cence in both polymers exhibits a pronounced Stokes shift. Detailed analysis of the
temperature- and time-dependent Stokes shift has shown that the experimental ob-
servations are consistent with the phenomenon of spectral relaxation, i.e. incoherent
and exothermic hopping processes of excitons within a manifold of sites being subject
to spatial and energetic disorder. For both polymers, the Stokes shift increases with
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decreasing temperature but saturates in the low-temperature regime. These charac-
teristics corroborate recent findings for other polymers [4, 6] and can be attributed to
the interplay between relaxation and thermally activated upward hops. In a Gaussian
DOS, this interplay eventually leads to an equilibrium situation, where the upward
and downward hopping rates are equal. As a consequence, the Stokes shift saturates
at a specific energy. This equilibrium energy decreases with decreasing temperature.
For T → 0K, most of the excitons recombine before they have relaxed towards the
equilibrium energy, leading to the observed saturation of the Stokes shift.
For P3HT it has been demonstrated that the relaxation process reaches equilibrium
conditions only at room temperature. With decreasing temperature, excitons recom-
bine before reaching thermal equilibrium and in the low-temperature regime, the blue
shift of the disorder-normalized Stokes shift indicates the growing influence of exciton
localization. For the excitons PTB7 on the other hand neither frustration of the relax-
ation process, nor the presence of an equilibrium situation could be evidenced. Instead,
spectral relaxation of the PL emission was found to proceed trough the whole analyzed
time window. A potential reason for this observation could be the DOS itself, which
could comprise more tail states in PTB7 and thus decay less abruptly than a Gaussian
DOS. As a consequence, there is always a higher probability for the excitons to perform
hops towards sites with lower energies and thermal equilibrium is never reached.
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In state-of-the-art OPV devices, polymer and fullerene molecules are intimately mixed,
forming a bulk heterojunction [44] as active layer. The general concept of such a device
can be easily explained (see Ch. 2.6.1), but profound guidelines for the rational design
of novel polymer/fullerene systems have not yet been developed. Due to its complexity,
this topic is subject of ongoing research. One challenge is to optimize the donor and
acceptor energy levels with respect to each other, i.e. to minimize the amount of
excitation energy, which is dissipated in the system due to the energy level offset. On
the other hand, a certain offset energy is required to avoid backward charge transfer [27,
104]. Beside energetic considerations, the nanomorphology of the devices is decisive
for their performance. As charge generation is assumed to occur via CT states at the
donor/acceptor interfaces, the CT rate can in principle be increased by reducing the
size of the donor and acceptor nanodomains. This leads to an increase of the interfacial
area and better harvesting of singlet excitons. However, when the nanodomains are
too small, this limits the transport of charges to the device electrodes. For optimized
PTB7/PCBM devices it has been found that the domain sizes are on the order of
the exciton diffusion length [12]. Furthermore, a general problem regarding device
optimization arises from the fact that the actual process of exciton separation at the
interface is not yet fully understood. Ultrafast separation mechanisms via energetically
excited CT states [84, 119, 120, 150–154] or due to delocalization effects resulting from
the formation of aggregates [84, 85, 132, 134, 155] concur with the idea of efficient
charge separation through energetically relaxed and weakly bound CT states [16, 86,
87, 97, 156]. The suggested mechanisms are not mutually exclusive, however, each of
them implies different guidelines for the design of a BHJ in terms of nanomorphology
and energy level alignment.
A general discussion of recent studies focusing on the problem of exciton dissocia-
tion at the donor/acceptor interface (which is not a problem at all in efficient OPV
devices) will be given in Ch. 6.2, in the context of the experimental results on field
dependent luminescence quenching studies. First, however, it is important to under-
stand the interrelation between the morphology of polymer/fullerene blends and the
resulting optical properties. Therefore, the relevant luminescence signatures arising
from intermixing need to be identified. For efficient OPV devices, it can be expected
that the emission of singlet states in the neat components is significantly quenched due
to interfacial CT reactions in the blend material. Furthermore, recombination may
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arise from the interface itself, giving rise to the PL signature from an interfacial CT
state. This feature is expected to be energetically below the emission of singlet states
and its dynamics reveal valuable information about the dissociation and recombination
processes at the donor/acceptor interface.
This chapter will first provide a general overview of the intermixing effects in the
polymer/fullerene systems P3HT/PC61BM and PTB7/PC71BM. Each material system
has been implemented in devices with varying blend composition and was studied under
various excitation conditions, allowing for identification of singlet and CT states. In
the second section, the quenching of singlet states with varying donor/acceptor ratio
and sample temperature is investigated in greater detail. The third part focuses on the
thermal quenching of the CT emission. The subsequent discussion aims at relating the
spectroscopic results to reports on the morphology of the respective material systems.
It turns out that a consistent interpretation of the results in terms of the underlying
morphology is possible. In this context, an important result is that a higher portion
of emissive CT states is formed when the donor and acceptor phases are intimately
mixed. Parts of the results presented in this chapter have been published in Refs. [13]
and [14].
5.1. Sample morphology and optoelectronic properties
In the framework of this thesis, no detailed studies of the blend morphology have been
carried out. The spectroscopically investigated material systems P3HT/PC61BM and
PTB7/PC71BM are however prominent model systems in OPV research and thus, the
blend morphology and implications for the device performance have been intensely
investigated by others [7–12]. It turns out that the fabrication methods are decisive
for the device performance and the processing steps depend strongly on the material
system. The devices studied in this work were processed under conditions similar to
previous reports but with varying acceptor concentration. The fabrication procedure
and the sample geometries for both investigated material systems are described in
greater detail in the appendix (section 3.4). To provide a general overview over the
investigated materials, it appears instructive at this point to summarize briefly their
basic photophysical and electronic properties and discuss them in the context of re-
cent literature on the material morphology. This is extremely relevant to understand
subsequent TRPL measurements.
Absorption spectra of the investigated polymer/fullerene systems with varying blend
composition are presented in Fig. 5.1. The absorption features of the P3HT blends in
Fig. 5.1(a) are attributed to the polymer component, whereas the PC61BM absorption
signatures are mainly located in the UV. With increasing fullerene fraction, the shape
of the P3HT absorption signatures changes. Importantly, the low-energetic shoulder
at 600 nm is remarkably reduced, when the fullerene content is increased to 66%. This
feature has been attributed to an interchain transition in highly-ordered pi-stacked
polymer chains [117]. The decrease in intensity with increased PCBM content thus
indicates that the amount of P3HT crystallites is remarkably reduced in the blend
with 66% PC61BM. This observation is consistent with previous work, in which the
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Figure 5.1.: Absorption spectra of the neat polymers P3HT (a) and PTB7 (b) and of blend films with
different portions of PCBM.
structural and optical properties have been correlated with each other [7, 10]. For the
P3HT/PCBM system it has been found that thermal annealing enhances the device
performance [7, 10, 121, 140, 157, 158], but it is significantly reduced when the PCBM
content is increased beyond ca. 60% [10, 157]. This can be understood by taking into
account the impact of the nanomorphology. In this context, Collins et al. [9] have
reported that the morphology of P3HT/PCBM bulk heterojunctions is composed of
three phases: A pure and crystalline polymer phase, a pure fullerene phase and an
amorphous polymer-rich phase, which is intermixed with fullerene molecules. This is
in agreement with previous suggestions by Erb et al. [7]. The effect of increasing the
PCBM content and connected with this the enhanced formation of amorphous and
intermixed polymer phases in P3HT/PCBM is illustrated in Fig. 5.2(a).
For the P3HT-based devices investigated in this work, substantial changes of the mor-
phology in the sample with excess PCBM are further indicated by the JV curves (see
Appendix B). The drift current of the device with a PCBM content of 66% is found to
be relatively low and, moreover, depends on the applied voltage. In agreement with the
optical investigations and literature reports on different stochiometric P3HT/PCBM
ratios, the investigated device with a medium PCBM fraction of 47% reveals the highest
efficiency of 2.4%, whereas increasing the fullerene content to 66% leads to remarkably
reduced PCE of 0.36%. This discrepancy cannot solely be explained by the reduced
absorption of the polymer. Thus, the presence of an extended amorphous phase com-
prising poor transport properties appears to be a plausible assumption. The relevant
parameters for the OPV performance of the studied P3HT/PCBM devices devices are
summarized in Ch. 3.4.1.
For the polymer PTB7, it has been demonstrated that the tendency to crystallize in
blends with PCBM is much less pronounced than for P3HT, suggesting that crystal-
lization of the polymer is not the key factor for high performance of a BHJ device [11].
Another important aspect for fabrication of efficient OPV devices is however the use
of solvent additives during the spin coating process [125, 159–162]. For PTB7/PCBM
[11, 12, 125], and also for blends based on a very similar polymer PBDTTT-C [163],
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Figure 5.2.: Schemes of the blend morphology of (a) P3HT/PCBM and (b) PTB7/PCBM. In
P3HT/PCBM, increasing the fullerene content reduces the formation of P3HT crystallites. In
PTB7/PCBM, the polymer is to a large extent in an intermixed phase with PCBM, which coex-
ists with clusters of pure fullerene [11, 12]. A laser wavelength of 400 nm preferentially creates
excitations in the fullerene phase, whereas an excitation wavelength of 705 nm allows for selective
excitation of the intermixed polymer phase.
the usage of the PCBM-selective solvent diiodooctane (DIO) has proven successful.
Employing X-ray scattering experiments, Collins et al. [11] found that usage of DIO
in the fabrication process drastically reduces the domain sizes, leading to an improved
nanomorphology. This is consistent with complementary work of Hedley et al. [12],
who investigated the morphology of PTB7/PCBM combining TRPL with photocon-
ductive atomic force microscopy. Both studies evidence a two-phase morphology of
PTB7/PCBM: Amorphous and polymer-rich intermixed phases alternate with pure
PCBM domains on a 10 nm scale. However, when the blend is processed without
DIO, large PCBM agglomerates are formed and exciton dissociation becomes ineffi-
cient [11, 12]. The PTB7-based devices produced for studies of the intermixing effects
were processed with DIO, as described in Ch. 3.4.2, giving reasonable performances
of 4.98% (60% PCBM) and 3.95% (75% PCBM). The corresponding JV curves are
shown in the Appendix B.
The range of excitation wavelengths accessible in TRPL experiments allows to make
use of the spectrally separated absorption signatures of PTB7 and PCBM. According
to the absorption spectra presented in Fig. 5.1, a wavelength of 705 nm can be used
to selectively probe the polymer phase, because the absorption of PCBM in this range
of wavelengths is negligible. On the other hand, an excitation wavelength of 400 nm
leads to preferential excitation of the PCBM domains. Both excitation scenarios are
illustrated in Fig. 5.2(b).
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5.2. Composition dependence of excitonic signatures
5.2.1. Time-resolved photoluminescence of P3HT/PC61BM
Two-dimensional plots of the TRPL data recorded from the P3HT/PCBM devices at
a temperature of 290K are presented in Fig. 5.3. Additionally, data of devices com-
prising neat films of P3HT and PC61BM is shown. The excitation wavelength in all
measurements shown throughout this section was set to 440 nm and the excitation
power was 5mW, translating into an excitation fluence of 2.7 µJcm−2. The overview
illustrates that blending of P3HT with PCBM drastically changes the PL properties.
As further evidenced in the plots of the time-dependent spectra in Fig. 5.4 (upper
row), the emission in the blends is dominated by P3HT, but the decay time of the PL
is significantly reduced with regard to the neat P3HT device. This can be attributed
to the quenching of excitons at the donor/acceptor interfaces, which represent an ad-
ditional non-radiative decay channel in the blend. On the other hand, no contribution
of PCBM to the PL emission can be observed in the blends, not even in the sample
with excess fullerene. However, beside the signature of P3HT, a weaker, but longer-
lived feature peaking around 1.34 eV is present in the TRPL data of the [1:0.9] and
the [1:2] device, leading to longer decay times of the PL emission in the spectral range
beyond 800 nm. The fact that this feature is not present in the neat films suggests
that it arises from recombination of charge transfer (CT) states at the donor/acceptor
P3HT PCBM
P3HT/PCBM [2:1] P3HT/PCBM [1:0.9] P3HT/PCBM [1:2]
Figure 5.3.: Two-dimensional plots of the TRPL data recorded for neat P3HT and PCBM (upper
row) and the blend devices with different polymer/fullerene mixing ratios as labeled (lower row).
All measurements were carried out at room temperature. The PL intensity is normalized and a
logarithmic scale is chosen (see colored bar), allowing for identification of the long-lived and faint
CT emission.
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Figure 5.4.: Time-dependent spectra (upper row) and transients derived from different spectral ranges
of the PL emission (lower row) for the devices with varying PCBM fraction. The data was extracted
from the room temperature TRPL images presented in Fig. 5.3. The spectra were obtained from
integrating the PL data over time intervals of 50 ps, starting at the time, where the PL emission is
at its maximum. The ’earliest’ spectra in the plots thus correspond to the time interval from 0 to
50 ps and the ’latest’ spectra represent the time range from 350 to 400 ps. The transients plotted
in the row below show the PL decay for the two highlighted energy ranges of the PL spectra.
Monoexponential fits of the high-energy emission and biexponential fits of the low-energy range are
shown as dotted curves.
interface. The temperature-dependent measurements of the CT emission (Ch. 5.4) and
further discussion of the results in connection with the device morphology (Ch. 5.5) will
further support this statement. Additionally, the emission energy of the presumable
CT feature is roughly in line with the energy level difference between the LUMO of
PCBM (−3.75 eV [118]) and the HOMO of P3HT (−5.20 eV [118]), yielding an energy
of 1.45 eV for the transition between them. However, this simplistic consideration does
not include any effects of the CT binding energy, disorder or changes of the molecular
orbitals at the donor/acceptor interface.
For closer analysis of the underlying decay times, PL transients were integrated over
the spectral range between 600 to 800 nm, where the emission is dominated by singlet
excitons, and from 800 to 1000 nm, corresponding to superimposed singlet and CT
emission. The different regimes are highlighted by the colored regions in the plots of
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the spectra in Fig. 5.4. Transients obtained from these intervals are plotted below the
time-dependent spectra. The singlet decay times were estimated from monoexponential
fits of the PL transients integrated from 600 to 800 nm. It should be mentioned that
the PL of singlet excitons in polymers reveals multiexponential decay characteristics,
which is a consequence of exciton migration and spectral relaxation, as demonstrated
in Ch. 4. Thus, the applied monoexponential fit deviates from the recorded transients
at longer delay times after excitation, where the PL intensity is low. Nevertheless it
is useful to quantify the decay, allowing for comparison of the different blends. The
CT decay times are obtained from biexponential fits of the emission between 800 and
1000 nm. The short-lived component of the transients in this region is attributed to
singlet emission and the long-lived component is used to ’measure’ the actual CT
lifetime. This approach may be oversimplified, but in the investigated time window
of 800 ps, good matches with the experimental data are obtained. The fits are shown
as black dotted curves in the transients in Fig. 5.4. The resulting fitting parameters
were found to vary slightly with the fitted time range of the transient. Due to the
superimposed rise function of the instrument and time resolution limited to ca. 15 ps,
it is unfavorable to fit the transient data from t = 0. Here, the starting point of the
data evaluated by the fits was set to 50 ps after the transient maximum.
Singlet and CT decay times τS1 and τCT resulting from the fits are summarized in
Tab. 5.1, together with the decay times of the singlet emission in the neat P3HT and
PCBM films, which were obtained by monoexponential fits in the same manner as
described above. Furthermore, for direct comparison an overview over the transients
of neat P3HT and the blends is presented in Fig. 5.5(a). The decay of the singlet
emission in the blends becomes faster with increasing fullerene content. This can be
explained in terms of exciton diffusion towards the donor/acceptor interface, becoming
more efficient when the sizes of the polymer domains are small. Reflecting the summary
of morphological studies in Ch. 5.1, it is reasonable to assume that the average size
of the polymer domains decreases with increasing fullerene content, in favor of an
increasing amorphous and intimately mixed polymer/fullerene phase. The diffusion-
picture is also consistent with the temperature dependence of the singlet exciton decay
(Fig. 5.5(b)): With increasing temperature, the decay becomes faster, because thermal
energy enhances the diffusion rate inside the domains. For neat P3HT (Ch. 4.1), no
such thermal quenching of singlet states has been observed. The efficiency of the
diffusion-related quenching mechanism can be estimated from comparing the decay
times of the polymer emission in the blends to that of a neat P3HT film via
QD = 1− τS1[Blend]
τS1[P3HT ]
. (5.1)
The values of QD obtained for the blends at room temperature are listed in Tab. 5.1.
The efficiency of the diffusion-related quenching mechanism is on the order of 90%
for all mixing ratios, demonstrating that this process is efficient already for PCBM
concentrations smaller than required for the optimum mixing ratio. Assuming similar
intensity and overall-decay of the P3HT emission at low temperatures (see Fig. 4.2),
QD of excitons in the [1:2] blend at 10K is ca. 85%. The room temperature result
is consistent with previous studies employing transient absorption spectroscopy: Piris
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Figure 5.5.: Compositional and temperature-dependent quenching of singlet excitons in the blends.
Panel (a) shows transients recorded for the blends with different PCBM content and a PL transient
recorded for neat P3HT. In panel (b), temperature-dependent transients obtained from the spectral
range between 600 and 800 nm of the [1:2] blend are presented. The inset shows decay times obtained
from monoexponential fits, which are included as red curves in the plot.
et al. [164] found a value of 90% and Guo et al. [119] obtained a dynamic quenching
efficiency of 89%. Both investigated annealed BHJ films with a PCBM content of 50%.
From direct comparison of the PL transients recorded for neat P3HT and the blend
devices (Fig. 5.5), it becomes however evident that the dynamic quenching mechanism
is not the decisive one, because a high fraction of the singlet emission in the blends
is quenched on a time scale falling below the temporal resolution of the experimental
setup. The initial amplitudes of the transients recorded for the [1:0.5] and the [1:0.9]
device are decreased by a factor of 10 compared to the amplitude of the transient
recorded for neat P3HT. In the [1:2] blend, the amplitude is even more drastically
reduced by a factor > 30. Such a strong variation in intensity over more than one
order or magnitude cannot be solely explained by the differing donor/acceptor ratios
or by inaccuracies of the layer thickness. A potential reason for the strong decrease of
the initial PL amplitudes in the blends is the presence of a second, ultrafast quenching
mechanism. Considering the varying polymer fraction of the devices cp, the efficiency
of this ’static’ QS quenching process can be estimated from the initial amplitudes of
the transients via
QS = 1− AS1[Blend]
cpAS1[P3HT ]
, (5.2)
yielding 74% for the [1:0.5], 82% for the [1:0.9] and 91% for the [1:2] device. Again,
this finding complements the results of transient absorption studies, where charge for-
mation via two channels has been evidenced: An ultrafast process on a sub-picosecond
timescale, potentially emerging from excitations close to the donor-acceptor interface,
and a slower dissociation channel (few 10s of ps), resulting from exciton diffusion to-
wards a donor/acceptor interface in more extended pristine domains [119, 120, 164].
The CT decay times range between 171.2 ps for the [1:0.5] blend and 588.0 ps for the
[1:2] blend. Thus, they are significantly longer than the decay times derived for the
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Table 5.1.: Summary of parameters describing the PL decay in neat P3HT and PCBM films and in
the blends with varying mixing ratios. The parameter AS1 denotes the maximum of the transients,
QS is the portion of static quenching calculated from Eq. 5.2, τS1 is the decay time of the singlet
excitons obtained from monoexponential fits, QD is the efficiency of the diffusion-related quenching
mechanism (Eq. 5.1) and τCT denotes the lifetime of the CT state obtained from biexponential fits.
Sample AS1 (a.u.) QS τS1 (ps) QD (%) τCT (ps)
P3HT 218.1 - 444.8± 1.9 - -
blend [1:0.5] 38.0 73.6 47.1± 0.1 89.4± 0.1 171.2± 4.9
blend [1:0.9] 20.9 81.9 45.2± 0.2 89.8± 0.1 365.2± 9.7
blend [1:2] 6.8 90.1 40.5± 0.3 90.8± 0.1 588.0± 5.5
PCBM - - 876.6± 4.1 - -
singlet emission. This is not unexpected, because the oscillator strength is reduced
when the charges are located on different molecular sites. Furthermore, the measured
CT decay times are consistent with complementary transient absorption studies, where
a monomolecular signature has been assigned to the decay of CT states [119, 120]. It
should be noted that for the [1:0.5] blend studied in this work no clearly shaped CT
signature is observed in the time-dependent spectra plotted in Fig. 5.4. This might be
due to the superimposed emission of the singlet excitons decaying on a similar time
scale. However, the presence of this feature in the blend with excess polymer remains
speculative, as the only indication is the slightly longer-lived emission observed in the
spectral range between 800 and 1000 nm. It is found that the blend composition has
a strong influence on the decay of the CT emission such that increasing the fullerene
fraction leads to a longer decay time and higher intensity. Beside, there is also a slight
red-shift of ca. 30meV between the CT feature in the [1:0.9] blend, peaking around
1.35 eV, and the signature in the [1:2] blend, which has a maximum at ca. 1.32 eV.
However, in both cases the emission is very broad.
Regarding the decay time of the CT signature, Guo et al. [119] made similar obser-
vations employing transient absorption spectroscopy. They investigated annealed and
as-cast P3HT/PCBM blends with a PCBM fraction of 50% and found that the CT
population decays with a time constant of 500 ps in the as-cast material, which reduces
to 250 ps after annealing. It is assumed, that P3HT crystallization is to a large degree
suppressed in non-annealed P3HT/PCBM BHJ devices [7, 10, 157, 158], similar to
the blend with excess PCBM studied in this work. Based on these results, Guo et al.
suggested that the emissive CT states could be destabilized by enhanced hole mobility
in a vicinity of higher crystallinity. The CT states could then undergo quenching via
transfer of holes from the amorphous polymer phase towards a crystalline phase where
they are more delocalized [119]. Consequently, the long-lived and intense CT emission
in the [1:2] blend is indicative for higher losses emerging from geminate recombina-
tion in the amorphous polymer phase. This is in line with steady state PL studies
by Hallermann et al. [8], who evidenced a particularly strong emissive CT feature
in blends based on regiorandom P3HT1 with PCBM, whereas the CT emission in an
1Regiorandom arrangement of the side chains suppresses crystallization of P3HT, see Ch. 2.6.4
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annealed blend comprising regioregular P3HT was found to be very weak and barely
distinguishable from the superimposed singlet emission. The picture of interfacial traps
arising from the amorphous and intermixed phase is also consistent with the measured
external quantum efficiency, which is 50% for the as-cast films and 80% for annealed
P3HT/PCBM [119].
5.2.2. Time-resolved photoluminescence of PTB7/PC71BM
For PTB7/PC71BM it is of particular interest to study the PL properties of both
the intermixed polymer phase and the fullerene phase separately. This is possible
within the given experiment due to the partially separated absorption features of PTB7
and PCBM (see Fig. 5.1(b)) and because the excitation wavelength can be tuned
to either 400 nm, where the major faction of the impinging light is absorbed by the
fullerene, or to 705 nm, allowing for selective excitation of PTB7. Exemplary PL images
resulting from these excitation scenarios at a sample temperature of 10K are presented
in Fig. 5.6. In this work, two blend devices with polymer/fullerene mixing ratios of
[1:1.5] (60% PCBM) and [1:3] (75% PCBM) were studied and compared to the PL
properties of neat films of PTB7 and PCBM. For 400 nm excitation, the PL of the
blends is clearly dominated by the fullerene emission and no substantial differences
arise with regard to the neat material. For 705 nm excitation on the other hand, the
PL signatures are tremendously altered in the blend, yielding a broad and almost
featureless emission decaying within the time resolution of the experiment, followed
by a longer lived signature peaking around 1.32 eV. Due to the fact that the laser
excites only the PTB7 molecules when tuned to 705 nm, it is reasonable to attribute
the short-lived initial signature to the polymer emission, which decays rapidly, because
PTB7 is in an intimately mixed phase with PCBM [11]. The long-lived signature after
excitation of the intermixed phase presumably arises from CT emission, due to its
decay on a timescale of 1 ns and according to the emission energy, which is, similarly
to P3HT/PC61BM, in rough agreement with the energy level offset at the interface
2.
The time-dependent spectra and spectrally integrated PL transients presented in
Fig. 5.7 allow for a more detailed characterization of the intermixing phenomena. The
assignment of the blend signatures under different excitation conditions to either the
fullerene (400 nm excitation) or the polymer (705 nm excitation) is further supported
by the variation of the PL intensities with the mixing ratio: Under 400 nm excitation
the intensity of the PL signatures increases with increasing fullerene content, indicating
that the emission is related to PCBM, whereas for 705 nm excitation, the PL intensity
increases with decreasing PCBM content, as expected for emission from the polymer.
Under 400 nm excitation, the emissive features of PCBM at 1.73 and 1.55 eV are clearly
visible in the blends. However, in the [1:1.5] blend the intensity ratio of the higher and
the lower energy peak is different from the emission of the neat film. This could arise
from the higher polymer fraction in the [1:1.5] blend. The absorption of PTB7 over-
laps with the high-energetic emission of PC71BM (see Fig. 5.1(b)), thus it is likely
that some of the PCBM excitons undergo Fo¨rster transfer to PTB7 or the emitted
light from PCBM is re-absorbed by the polymer, both leading to a reduced intensity
2EHOMO[PTB7] = −5.15 eV[125]; ELUMO[PC71BM ] = −3.9 eV[165]; ∆E = 1.25 eV
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Figure 5.6.: Overview over the TRPL data recorded for pristine PTB7 and PC71BM and blends, as
labeled, at a temperature of 10K. The excitation wavelength was set to 400 nm for preferential
excitation of PCBM in the blend films (upper row) and to 705 nm for selective excitation of the
polymer phase (lower row). The data is normalized and the intensity is color-coded on a logarithmic
scale, as indicated by the color legends on the right.
of the high-energetic emission band of PCBM. Another peculiarity arising from the
time-dependent spectra of the [1:1.5] blend plotted in Fig. 5.7(a) is the long-lived and
broad emission around 1.32 eV, which is similar to the presumable CT feature observed
after 705 nm excitation, but much weaker in intensity. Comparing the intensities of
the long-lived emission, thereby considering the wavelength-dependent absorptivity of
the material and the different photon fluxes at 400 and 705 nm, the CT yield under
705 nm excitation is by a factor of 3 higher than after 400 nm excitation. Recalling the
material morphology, this could arise from losses during the exciton diffusion process
in PCBM, after which a smaller portion of excitons reaches the interface where CT
states are formed. On the other hand, there is also the possibility that the dissociation
efficiency of CT states depends on the environment, where they are created. This issue
can be further addressed by investigating the actual quenching efficiency of excitons
created in PCBM.
In order to investigate the emissive losses of excitons in the PCBM phase, PL transients
recorded for neat material are compared to those of the blends. The corresponding
data obtained after 400 nm excitation is presented in Fig. 5.7(e). In addition to the
measurements at 10K, transients recorded at room temperature are shown as dotted
curves. For neat PCBM, the decay characteristics does not remarkably change with
temperature. In the blends on the other hand, the decay becomes faster. This is
consistent with the picture of exciton diffusion, because thermal energy enhances the
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Figure 5.7.: Time-dependent PL spectra and spectrally integrated PL transients extracted from the
measurements at 10K. Spectra were obtained from integrating the data over time intervals of
200 ps, starting at the maximum of the PL emission. The ’latest’ spectrum in this representation
corresponds to the time range between 1600 and 1800 ps after the transient maximum. Data
recorded for 400 nm excitation is shown in panels (a) and (b), together with the time-integrated
PL spectrum of neat PCBM (gray curve), and data for 705 nm excitation is presented panels (c)
and (d), including the time-integrated PL-spectrum of neat PTB7. Panels (e) and (f) show the
PL transients recorded under different excitation conditions. Dotted curves correspond to room
temperature measurements. The long-lived component in the blend emission investigated under
705 nm excitation is attributed to CT emission. The room temperature data of the CT decay was
approximated with a biexponential fit function as indicated by the thin black curves.
diffusivity and hence, the excitons need on average less time to reach a quenching
donor/acceptor interface. In neat PCBM on the other hand, no such quenching channel
is present. Similar to the analysis carried out for P3HT/PCBM (Ch. 5.2.1), the initial
amplitudes and decay times are used to quantify the quenching yield. The initial
amplitudes AS1 and 1/e decay-times τS1 obtained for sample temperatures of 10 and
290K are listed in Tab. 5.3. The observed decrease of τS1 with decreasing fullerene
fraction can be attributed to a decrease of the average PCBM domain size. From
Eq. 5.1, the efficiency of the diffusion-related quenching mechanism is estimated to 26%
in the [1:3] blend and 62% in the [1:1.5] blend at 10K. However, as indicated by the
amplitudes of the PL transients, only a small fraction of excitons in the blend undergoes
the observed long-lived decay and a much higher percentage is quenched on a time scale
<3 ps. From the given experiment, the contribution of this ultrafast process can only
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Table 5.2.: Overview over the extracted decay parameters derived from the PL decay of the
PTB7/PCBM blends and neat PCBM under different excitation conditions for a sample tem-
perature of 290K. The amount of static quenching QS was calculated from the initial amplitudes
of the transients in Fig. 5.7(e) via Eq. 5.2. The parameter τS1 denotes the 1/e-decay time of the
PCBM excitons obtained from the same transients. Together with the decay time of neat PCBM,
these values can be used to calculate the efficiency of the diffusive quenching mechanism QD via
Eq. 5.1.
Sample AS1 (a.u.) QS (%) τS1 (ps) QD (%) QT (%)
PCBM (10K) 1.10± 0.12 - 367.7± 4.9 -
PCBM (290K) 1.33± 0.12 - 367.7± 4.9 -
PTB7/PCBM [1:3] (10K) 0.50± 0.05 39.5± 8.2 273.1± 4.9 25.7± 2.3 55.0± 5.6
PTB7/PCBM [1:1.5] (10K) 0.26± 0.03 61.2± 5.6 141.0± 4.9 61.7± 1.8 85.1± 2.6
PTB7/PCBM [1:3] (290K) 0.42± 0.04 57.5± 5.9 156.3± 4.9 57.5± 3.7 82.0± 2.4
PTB7/PCBM [1:1.5] (290K) 0.23± 0.02 70.7± 5.8 75.6± 4.9 79.4± 6.8 94.0± 0.9
be estimated from comparing the initial amplitudes of the PL transients obtained from
neat PCBM to those of the blends. For the efficiency of the fast quenching mechanism,
Eq. 5.2 yields an increasing value with increasing temperature and additionally, strong
influence of the fullerene fraction on the quenching is observed. It is found that the
quenching is more efficient, when the fullerene fraction is reduced, which is consistent
with the assumption that the higher PTB7 fraction offers more quenching sites for
excitons created in PCBM. Both the fast PL quenching on a sub-ps time scale and
the long lived decay, which is 75 ps at room temperature, are in agreement with the
findings of Hedley et al. [12].
Here, the overall quenching efficiency QT resulting from the concurrence of both static
and dynamic processes is of particular interest. It can be calculated either from com-
paring the PL intensities or with the calculated parameters QS and QD via
QT = QS + (1−QS)QD . (5.3)
The values of QT listed in Tab. 5.3 were calculated from Eq. 5.3. Importantly, the total
quenching of the [1:1.5] blend at a temperature of 10K is still 85%, suggesting that the
diffusion-related losses of PCBM excitons in the blend are rather small, even in the low-
temperature regime. Based on the assumption, that the non-radiative decay mechanism
is mainly due to interfacial quenching, which is supported by the measurements of neat
PCBM, it can thus be concluded that most of the excitons created in PCBM reach
the interface, where they form CT states. This finding supports the hypothesis that
CT states that are populated from more extended PCBM domains are in fact less
stable than CT states created in the polymer phase, where the PCBM agglomerates
are presumably smaller, leading to higher localization of the electron. This finding is in
contrast to the results on P3HT/PCBM, where tuning of the excitation wavelength to
either preferential excitation of the polymer or the fullerene did not lead to significant
changes in the CT yield [13].
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The CT emission can be characterized in greater detail using the data obtained for
705 nm excitation. Transients recorded from neat PTB7 and the blends at 10K and
at room temperature are presented in Fig. 5.7(f). The CT signature in the blend with
a higher fullerene fraction decays faster and likewise, increasing the sample temper-
ature leads to faster decay. To quantify the CT lifetime, the CT component in the
blend emission at room temperature is approximated with a biexponential fit function,
starting at a time of 100 ps after the transient maximum to avoid contributions from
superimposed singlet emission. For the [1:1.5] blend, the CT decay can be described by
a shorter component (τCT,1 = 167 ps) and a longer-lived component (τCT,2 = 1399 ps).
In case of the [1:3] blend, the decay is monoexponential and only one contribution with
a time constant of τCT,1 = 244 ps can be extracted from the data. Similar to the find-
ings for P3HT/PCBM, the intensity and decay time of the CT emission are correlated
with the blend composition. Based on the argumentation of Guo et al [119], the faster
decay of the CT emission in blends with higher P3HT content has been attributed to
the enhanced probability of hole transfer to regions of P3HT with higher ordering and
thus a higher dissociation probability of the CT state. Likewise, in PTB7/PCBM, a
higher supply of PCBM sites and more extended PCBM domains offering more efficient
separation pathways for interfacial states could be the reason for the faster decaying
CT signature in the [1:3] blend, which is consistent with the underlying picture of the
material morphology [11, 12]. The strong temperature dependence of the CT emission
will be discussed in Ch. 5.4 and in greater detail in Ch. 6.1.5, in combination with
field-dependent PL experiments.
5.3. Localization effects
5.3.1. Localized excitons in the PTB7/PCBM mix phase
An interesting detail in the initial PL spectra of the PL emission in the PTB7/PCBM
mix phase (see Fig. 5.7(c) and (d)) is the narrow and short-lived feature peaking around
1.58 eV (785 nm). This line-narrowing occurs to a similar extent in both investigated
blends but not in neat PTB7 (see Fig. 5.8(a)), and without any noticeable temperature-
dependence. The energy difference between the narrow feature and the excitation laser
at 705 nm (1.76 eV) is 0.18 eV, which is similar to the energy reported for the most
prominent Raman mode in neat PTB7, which is a stretching mode of the C=C bonds in
the thiophene rings of the benzoditiophene unit peaking at 1489 cm−1(0.184 eV) [166].
Accordingly, the weaker narrow feature observed for all the blends at 1.40 eV could be
the second side band of the same vibronic progression. Such line-narrowing is a phe-
nomenon rather known from resonant excitation of tail states in the low-temperature
regime [167]. In such a situation, sites that energetically coincide with the laser en-
ergy are excited and the excitons created on these sites are trapped on a time scale
exceeding their lifetime. The emission of the zero phonon line cannot be investigated
experimentally, as it coincides with the excitation energy, but the line-narrowing also
occurs in the phonon branches emitted by the localized excitons. In principle, this
phenomenon can be exploited for site-selective spectroscopy to investigate the proper-
ties of individual chromophores, when the linewidth of the exciting laser is sufficiently
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Figure 5.8.: Investigation of the narrow features observed in the PTB7/PCBM blends after selective
excitation of the polmer phase at 705 nm. Panel (a) shows a comparison between low temperature
and room temperature spectra of the [1:1.5] and the [1:3] blend in the region of the narrow emission
features, which are plotted together with the spectrum of neat PTB7. In panel (b), the narrow
feature recorded for an excitation power of 6.4µJcm−2 is shown in greater detail. Panels (c) and
(d) summarize the results of power-dependent measurements: The intensity of the narrow features
was approximated with the integral over the respective spectral region, diminished by a linearly
interpolated background as shown in (d).
narrow [39]. The linewidth of the narrow signatures in the experiments was extracted
from a Gaussian fit (see Fig. 5.8(b), yielding a standard deviation of 7.9meV, which
translates into a FWHM of 7.4 nm at the excitation wavelength of 705 nm. This is in
good agreement with the linewidth of the pulsed excitation laser, indicating, that a
laser pulse creates an ensemble of localized states, whereas the homogeneous linewidth
of the individual chromophores is smaller and cannot be resolved in the experiment.
The observed line narrowing could also result from stimulated emission of sites with
energies resonant to the excitation energy. The probability of this process is expected
to increase with increasing laser fluence. However, the intensity of the narrow feature,
which was approximated via the peak area corrected by a linearly interpolated back-
ground (see Fig. 5.8(d)), is found to be linearly correlated with the excitation fluence,
as shown in Fig. 5.8(c). Thus, it appears implausible that stimulated emission is the
underlying phenomenon of the observed line narrowing. This is further supported by
the fact that no narrow features are observed in neat PTB7.
It should be noted that in the PL decay, no evidence for longer-lived emission resulting
from the localized subset of excitons is observed, indicating that long-range exciton
migration is not mandatory for efficient exciton separation in the investigated blends.
In fact, the probability for an exciton to get localized on a polymer chain is expected
to be higher, when it is surrounded by larger portions of PCBM, which reduce the
amount of available polymer sites it can hop to. On the other hand, the CT rate is
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enhanced with more acceptor sites in the vicinity. Thus, especially the excitons located
on rather isolated polymer sites could undergo particularly fast CT, giving rise to the
overall situation that for some polymer sites in the PTB7/PCBM mix phase, the CT
rate is faster than the hopping rate to adjacent sites in the polymer.
5.3.2. Localization of charge transfer states
Considering the nature of CT states, it is straightforward to assume that they are local-
ized, as their migration would be limited to sites at the interface between the donor and
acceptor component. Furthermore, the underlying transport mechanism of CT excitons
is expected to be less efficient than that of singlet states. The latter can migrate via
long-range Fo¨rster transfer or Dexter mechanism. It is however questionable, if these
processes are also feasible for CT states, first of all due to the poor oscillator strength
of the CT transition to the ground state, which inhibits Fo¨rster transfer. Furthermore,
the exchange coupling between adjacent CT sites enabling Dexter transfer is expected
to be weak, when the interface is subject to disorder. However, Deotare et al. have re-
cently reported experimental evidence for mobile CT states, based on their observation
of a gradual red-shift of the PL emission in TRPL studies and accompanying Monte
Carlo simulations [168]. They propose a transport mechanism based on asynchronous
motion of the electron and hole, which remain correlated via their mutual Coulomb
interaction during the migration process. If present, such a process could enhance the
exciton separation rate in OPV materials, because CT excitons could diffuse into re-
gions where they can be more easily separated (e.g. towards interfaces of domains with
a higher degree of crystallinity).
Despite these striking results reported in Ref. [168], the analysis carried out for the
CT emission in the P3HT/PCBM and PTB7/PCBM system indicates that CT mo-
bility is not the underlying phenomenon leading to the observed PL characteristics.
A consistent interpretation of the results is rather possible, when the weak Coulomb
interaction of CT states and consequently a small activation barrier to get separated
are explicitly taken into account. The statement of weakly bound CT states will be
further corroborated in Ch. 5.4 and Ch. 6.1.5. The CT states investigated by Deotare
et al. on the other hand were found to be strongly bound, allowing the authors to rule
out any influence of CT dissociation in the system they investigated.
The ambiguity arising from the interpretation of TRPL data in the presence of weakly
bound CT states becomes evident from the time-dependent PL spectra shown in
Fig. 5.9 and the decay characteristics at different emission energies summarized in
Fig. 5.10. For better comparison, the time dependent PL spectra in Fig. 5.9 are nor-
malized to the dominating signature in the respective time interval after excitation
(either singlet or CT). Recalling the PL characteristics arising from spectral relaxation
of singlet excitons reported in the previous chapter (see section 4.1.4), the red-shift
observed for the CT emission in PTB7/PCBM could in principle be due to the migra-
tion CT excitons towards tail states in the CT DOS. This would also be in agreement
with the highly dispersive decay characteristics of the long-lived component of the CT
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Figure 5.9.: Time-dependent spectral characteristics of the CT emission for PTB7/PCBM (panels (a)
and (b)) and for P3HT/PCBM (c) at a sample temperature of 10K. The signatures were obtained
from integrating the PL emission over time intervals of 200 ps, starting at the maximum of the
corresponding PL transient. The spectra were normalized to their maximum and the red curves
correspond to the ’initial’ PL spectra (0-200 ps), which are dominated by singlet emission. Blue
curves correspond to dominating CT emission, whereas lighter color indicates later time intervals
after excitation. Panel (d) summarizes the time-dependent shift of the CT maxima, which were
approximated by a Gaussian fit function.
observations can also be interpreted in terms of an energy-dependent quenching mech-
anism, e.g. CT dissociation. The observation that the high-energy tail of the CT
emission exhibits faster decay is consistent with the assumption of an underlying man-
ifold of CT binding energies, giving rise to a variation in dissociation probabilities.
The binding energy of the CT state is correlated with the emission energy such that
Coulombic attraction between the charges decreases the CT energy level [77], leading
to a red shift of the PL emission. Based on the hypothesis of dissociation and a mani-
fold of binding energies, the CT states corresponding to high-energy emission are thus
more weakly bound and more likely to get dissociated than the low-energy CT states.
In fact, for a temperature of 10K, the decay time of the long-lived CT component is
found to saturate below a certain threshold energy (see Fig. 5.10(d)-(f)), indicating
that in this regime the dissociation rate is smaller than the recombination rate.
Regardless of the actual process leading to the dispersive decay characteristics of the
CT emission in PTB7/PCBM, no significant spectral shift is observed in the TRPL data
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of the CT emission in P3HT/PCBM (see Fig. 5.9(c)). For quantification, the spectral
shift was estimated from Gaussian fits to the CT spectrum and the resulting peak
energies are summarized in Fig. 5.9(d). The initially higher emission energy of the CT
spectrum in P3HT/PCBM may result from superimposed singlet emission. However,
importantly, there is no continuous red-shift with proceeding time after excitation,
which is a strong indicator for CT localization and likewise evidences that the high
energy subset of the CT population, which is able to dissociate irrespective of thermal
energy, is negligibly small in the P3HT/PCBM [1:2] sample.
A further observation is the decrease of the long CT decay times with increasing tem-
perature. This effect is more strongly pronounced in case of the PTB7/PCBM blends.
In order to retain the methodology, the decay times obtained from fitting the data
recorded at 240K are presented in panels (e) and (f) of Fig. 5.10, because the long-
lived component of the CT emission at room temperature was too weak for an appro-
priate biexponential fit. For P3HT/PCBM, however, the long-lived component of the
CT decay remains even at room temperature. The decrease of the decay times with
increasing temperature suggests that thermal energy assists the dissociation of those
CT states, which are too strongly bound to get separated at low temperature. This
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Figure 5.10.: Energy-dependent decay characteristics of the CT emission. Panels (a)-(c) show ex-
emplary transients integrated over different spectral ranges of the CT emission as labeled at a
temperature of 10K. Panels (d)-(f) summarize the decay times of the long-lived component of the
CT emission, which was extracted via biexponential fits (see black curves in the in the transient
data panels). In addition, the decay times of the CT emission obtained for higher temperatures
are shown. The low-temperature CT spectra of the respective samples are indicated as light-blue
filled curves in panels (d)-(f).
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effect is particularly strong for PTB7/PCBM, but in the P3HT/PCBM [1:2] sample,
a remarkable subset of the CT population remains bound on a longer time scale even
at room temperature. The temperature dependence of the CT emission with a special
focus on its dynamics will be discussed in greater detail in the next section.
In order to further substantiate the picture of localized CT states, the CT emission is in-
vestigated under various excitation fluences. The spectra extracted from the time range
dominated by CT emission are presented in Fig. 5.11. In the spectra of P3HT/PCBM,
a small contribution of the P3HT singlet emission remains in the PL spectra. When
the excitation fluence is increased, the relative intensity of the singlet feature decreases
with regard to the CT emission. A sub-linear increase of the singlet exciton emission
with increasing excitation fluence, presumably due to exciton-exciton annihilation, has
already been observed for pristine P3HT (see Ch. 4.1.2) above a threshold fluence of
ca. 0.3 µJcm−2. The CT emission on the other hand seems to be less affected by
higher-order effects, which is consistent with the assumption that they are localized on
a length scale where they do not interfere with each other.
The intensity of the CT emission in the PTB7/PCBM blends on the other hand tends
to saturate with higher fluence (Fig. 5.11(b) and (c)). Beside the saturation, a sig-
nature around 800 nm arises from the PL spectra with increasing excitation fluence.
According to its similarity to the PTB7 emission, the signature is attributed to singlet
excitons in the polymer. The growing fraction of this longer-lived singlet population
with increasing excitation fluence could arise from the filling of the CT states. As the
CT states are longer lived, in particular in the low temperature regime, singlet exci-
tons may undergo diffusion in the polymer phase until they reach an unoccupied CT
quenching site. On the other hand, the occurence of a longer-lived singlet population
at high fluences is also consistent with previous reports on the re-generation of singlet
states via triplet-triplet annihilation [169].
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Figure 5.11.: Fluence dependent PL spectra recorded at 10K and integrated over the time range,
which is dominated by CT emission. Panel (a): P3HT/PCBM, integrated over the time range after
400 ps; Panels (b) and (c): PTB7/PCBM integrated over the time range after 50 ps. The dotted
curves in panels (b) and (c) correspond to the PL spectrum of neat PTB7, recorded over the same
time window.
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Based on the assumption that the high-energy emission in PTB7/PCBM results from
singlet states in the polymer, the spectral characteristics of the CT signature do not
change, when the laser fluence is varied. However, if the CT states were mobile,
increasing the laser fluence would presumably lead to an energetic shift of the CT
emission towards higher energies. This is expected, because mobile CT states could
undergo spectral relaxation. Thus, low excitation fluence would lead to preferential
population of the low-energy CT states, whereas a higher excitation fluence would also
populate the energetically higher CT states, when the low-energy sites are filled. The
fact, that such behavior is not observed, not even in the regime where the overall CT
intensity saturates, strongly suggests that the CT emission spectrum mainly reflects
the initial population without any evidence of spectral migration.
The PL transients in Fig. 5.12 further confirm the absence of diffusion-related anni-
hilation effects of CT excitons, as they reveal similar decay up to high fluences (the
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Figure 5.12.: PL transients recorded under variation of the excitation fluence at a sample temperature
of 10K for PTB7/PCBM (panels (a) and (b)) and for P3HT/PCBM (panel(c)). The transients
in panel (c) were obtained by integrating the PL emission over the spectral range between 800
and 1000 nm, in order to show the PL decay in the region, which is dominated by CT emission.
For all investigate samples, the CT intensity was approximated by the long-lived component of a
biexponential fit function, yielding the intensities presented in panel (d). The dotted lines signify
the slope expected for a linear correlation between the excitation fluence and CT intensity.
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faster component arising at high fluences in PTB7/PCBM is attributed to longer-
lived singlet excitons in the polymer). For the three analyzed samples, the CT in-
tensity was estimated from the long-lived component of a biexponential fit function
I(t) = A1 exp(−t/τ1) + A2 exp(−t/τ2), where the intensity is given by the product
A2τ2. The resulting intensities are shown as a function of the excitation fluence in
Fig. 5.12(d). The CT intensity of PTB7/PCBM shows a clear tendency to saturate at
higher fluences, which is most likely related to the filling of CT states and not due to
higher-order annihilation phenomena, as indicated by the similar decay characteristics
up to high fluences. In P3HT/PCBM on the other hand, no saturation of the CT DOS
is observed in the investigated range of excitation fluences.
5.4. Thermal quenching of charge transfer states
Finally, the thermal quenching of the CT states is investigated in greater detail.
Temperature-dependent spectra of the CT emission are presented in Fig. 5.13. In
all blends, the CT signature exhibits a systematic spectral shift with increasing tem-
perature, but the direction of this shift is different for the two investigated material
systems. In case of PTB7/PCBM, the maximum of the CT emission is blue-shifted
with increasing sample temperature, whereas the signature of P3HT/PCBM reveals
a red shift. The observed blue shift is consistent with the idea that thermal energy
assists charge separation. Increasing the temperature leads to a larger average separa-
tion of the electron-hole pairs, thereby reducing their Coulomb interaction. The weaker
coupling between the charges in turn raises the CT energy with respect to the ground
state. The more pronounced temperature-induced blue shift of the CT emission in the
PTB7/PCBM [1:3] blend is in line with the faster decay of the CT emission compared
to the [1:1.5] blend, indicating, that the CT states formed in the material with a higher
excess of PCBM are on average more weakly bound, which is related to a larger av-
erage separation and a higher dissociation rate. The red shift of the CT emission in
the P3HT/PCBM blend on the other hand contrasts with the results for the PTB7
blends. One reason for the red shift could be the spectral overlap of CT emission
with a vibronic side band of the singlet emission, which is present in the long-lived
PL emission in the low temperature regime. However, the red-shift is continued even
at temperatures above 130K, where the contribution of the singlet emission becomes
negligibly small due to its faster decay. The precise reason of the observed red shift of
the CT emission in P3HT/PCBM with increasing temperature remains unclear. Po-
tentially, the reduced stiffness of the molecular matrix or fluctuations of the excitonic
coupling at room temperature could enhance the stability of the emissive CT states
with increasing temperature [13, 170]. However, regardless of the underlying cause
for the thermally induced red shift, the absence of a blue shift suggests that thermal
energy does not remarkably lower the binding energy of the emissive CT states in the
P3HT/PCBM system.
The above-made statement concerning P3HT/PCBM is further supported by the de-
cay characteristics of the CT emission, which is not significantly altered with increas-
ing temperature, in contrast to the CT dynamics of PTB7/PCBM (see Fig. 5.14(a)-
(c)). Nevertheless, significant quenching of the CT emission is also observed in case of
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Figure 5.13.: Temperature-dependent spectra of the CT emission. Spectra were integrated over the
time range, where the PL emission is dominated by the CT signature. In case of PTB7/PCBM
(panels (a) and (b)), the spectra were integrated over the time range beyond 200 ps after the PL
maximum and in case of P3HT/PCBM (panel (c)), CT spectra were extracted from a time range
starting at 400 ps after the PL maximum. The maxima of the CT signatures were approximated
with a Gaussian fit and the resulting peak energies are presented in panel (d).
P3HT/PCBM, suggesting that the actual quenching process of the CT states occurs
on a time scale, which is much shorter than the decay of the CT state. This finding
suggests that the emissive CT states in P3HT/PCBM should be interpreted as interfa-
cial traps, from which charge separation by means of thermal energy is unlikely. This
finding corroborates the work of Jarzab et al. [171], who found that the dynamics of
the CT emission in the OPV system PCPDTBT/PCBM is not altered by temperature,
in contrast to the overall amplitude. Based on this result, they suggested the presence
of a ’hot’ precursor state, which can either promote charge generation or relax into an
emissive CT state with trapping character. The hypothesis of high-energetic precursor
state is also consistent with other work evidencing charge generation via energetically
excited or delocalized intermediate states [85, 153, 154, 164, 172]. On the other hand,
the result challenges classical Onsager theory [94] and other kinetic models, in which
the electron-hole pairs are assumed to overcome their mutual Coulomb interaction in
a diffusive manner. A different picture arises for the PTB7/PCBM blends: Here, the
90
5.4. Thermal quenching of charge transfer states
0 200 400 600
















































 10 K  150 K
 30 K  180 K
 60 K  210 K
 90 K  240 K





















 10 K  150 K
 30 K  180 K
 60 K  210 K
 90 K  240 K






















































Figure 5.14.: Temperature-dependent PL transients of PTB7/PCBM (a) and (b) and P3HT/PCBM
(c). The CT intensities were quantified with a biexponential model function as described in the
text. The resulting values normalized to the emission at 10K are plotted in panel (d) as a function
of reciprocal temperature. The solid curves correspond to fits employing a thermal activation model
(see Eq. 5.4).
CT emission reveals multiexponential decay dynamics, which depend strongly on tem-
perature, suggesting that a diffusive mechanism starting from the energetically relaxed
CT states leads to efficient quenching of the CT population. This dynamic quenching
mechanism is more efficient in the [1:3] blend, as indicated by the stronger temperature
dependence and the overall faster decay PL of the PL transients, suggesting that CT
dissociation is in particular driven by electron migration. However, the optimized sto-
chiometric ratio in the PTB7/PCBM system is 1:1.5 [125], where the higher polymer
fraction establishes more efficient hole transport.
In order to quantify the CT intensity, the transients shown in Fig. 5.14 were fitted
with a biexponential model function I(t) = A1 exp(−t/τ1) + A2 exp(−t/τ2). In case
of PTB7/PCBM, the fit matches the multiexponential decay of the CT emission well,
when the initial singlet emission in the time range below the first 50 ps after the PL
maximum is excluded from the fit range. The integral over the CT emission is then
given by ICT = A1τ1 + A2τ2. The CT emission in P3HT/PCBM on the other hand
overlaps to a larger extent with the signatures of singlet emission in P3HT. Thus, in this
case, the short-lived component is attributed to singlet emission and the CT intensity
is approximated with the intensity of the long-lived contribution, which is given by the
product A2τ2. From the slope of the PL intensity as a function of temperature, an
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activation barrier for the quenching of CT states can be estimated via
I(T ) =
a




Where a and b are free parameters3 and Ea is the activation energy. This simple
activation model was fit to the intensity data, as shown in Fig. 5.14(d). The result-
ing activation barriers for CT quenching in the respective blends are summarized in
Tab. 5.3, together with the yield of thermal CT quenching ηth, which was calculated
from the ratio of the CT intensity at 10K and at room temperature via
ηth = 1− I[10K]
I[290K]
. (5.5)
Based on the previous statements regarding the manifold of CT energies and the dis-
ordered nature of organic systems, the value of Ea should be rather considered as an
effective barrier, which may be subject to strong fluctuations according to the mi-
croscopic environment of the CT state. In particular for P3HT/PCBM, the physical
meaning of the derived activation energy is questionable, because thermal activation
of a presumably ultrafast dissociation channel should lead to a rather abrupt decrease
of the CT intensity around the temperature corresponding to the activation energy.
Furthermore, the relatively small activation energy of 18.5meV for CT quenching in
P3HT/PCBM is inconsistent with the CT quenching yield of only 53%, which illus-
trates that about half of the emissive CT population is still present at room tempera-
ture, suggesting that only a small subset of CT states in this system can be associated
with the relatively weak dissociation barrier obtained by the fit. For the PTB7/PCBM
blends on the other hand, the thermal quenching yield of 55-75% appears to be a real-
istic quantity, regarding the activation barriers on the order of 30meV. However, also
for PTB7/PCBM, it is important to consider that there is a manifold of underlying
CT binding energies. For example, the values of Ea obtained for the quenching of the
overall CT intensity deviate from the activation energies, which are obtained, when
only the long-lived component of the CT emission is taken into account. Evaluation of
the intensity of the long-lived CT component yields Ea = 35meV for the [1:1.5] blend
and Ea = 28meV for the [1:3] blend (see Ref. [17]).
A major result of the phenomenological approach employing the activation model arises
from the fact, that relatively small activation barriers for thermal CT quenching are
present in both investigated material systems. The values of Ea are on the order of
the product kBT at room temperature (≈ 25meV) suggest that efficient dissociation
of CT states at room temperature is possible in these systems, albeit a certain subset
of the CT population in P3HT/PCBM seems to be more strongly trapped.
3The parameter a accounts for the PL intensity and b reflects the ratio of the radiative and non-
radiative decay times, i.e. b = τr/τnr, see for example Ref. [173].
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Table 5.3.: Activation energies Ea and the yield of thermal quenching (see Eq. 5.5) derived from
temperature-dependent studies of the CT emission. The values are obtained by fitting Eq. 5.4 to
the PL intensity data shown in Fig. 5.14(d).
Sample Ea (meV) ηth (%)
PTB7/PCBM [1:1.5] 32.1± 6.6 75.1
PTB7/PCBM [1:3] 28.0± 6.6 55.4
P3HT/PCBM [1:2] 18.5± 4.6 53.2
5.5. Discussion
The intermixing studies of different polymer/fullerene blends have evidenced a strong
correlation between the material morphology and the PL properties. In both systems,
the yield of the CT emission appears to be correlated with the occurrence of an amor-
phous polymer phase, which is intimately mixed with molecular dispersed fullerene or
smaller fullerene agglomerates. The statement that CT emission is related to a disor-
dered and intermixed polymer phase has also been made in previous work based on
luminescence [8, 174, 175] and transient absorption studies [119, 120, 176, 177]. An
interesting observation in this context is that the CT signatures probed by photolu-
minescence and electroluminescence are not mandatorily identical, as pointed out by
Tvingstedt et al. [175]. They argue that CT states created after charge injection pref-
erentially recombine in regions of higher molecular ordering (i.e. more extended donor
or acceptor domains), because charge transport in the intermixed phase is less efficient.
When the CT states are on the other hand generated via optical excitation, ordered
and disordered phases of the blend are addressed to a similar extent and CT emission
may preferentially occur in the intermixed phases, where the dissociation probability is
likely to be reduced. For the peak energy of the CT emission in the P3HT/PCBM [1:2]
blend at room temperature, an energy of 1.34 eV has been measured. This energy is in
fact higher than the peak energy obtained from electroluminescence studies (1.03 eV
[174]). Also for PTB7/PCBM, there is a discrepancy between the reported EL emis-
sion maximum (1.27 eV [178]) and the maximum of the CT emission, which is 1.34 eV
at room temperature in the investigated [1:1.5] blend. The lower discrepancy between
PL and EL emission in case of PTB7/PCBM however indicates that the photoexcited
species formed by the respective method do not substantially alter from each other.
This is a plausible result, because in PTB7/PCBM charge generation assumedly occurs
to a large degree in the amorphous polymer phase, which therefore should reveal good
charge transport properties, allowing injected carriers to reach the same interfacial sites
as the optically created CT states. Thus, the presence of amorphous polymer phases
does not necessarily give rise to major losses.
Another interesting observation made for the CT emission in PTB7/PCBM is the blue
shift of the signature with increasing fullerene content. This finding contrasts with
reports on other material systems, where the CT emission was found to red shift with
increasing amount of PCBM [134, 171, 179–181]. The red-shift was originally attributed
to an increase of the average dielectric constant with increasing fullerene fraction [179,
180]. However, Bernardo et al. stated that crystallization of the fullerene component
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might be the key feature to account for the full red-shift [134]. A reason for the blue shift
of the CT emission with increasing PCBM fraction evidenced for PTB7/PCBM might
be the fact that the emission energy is correlated with the separation of the charges
within the CT state. A higher separation leads to weaker Coulombic interaction and
thus to a higher emission energy. This hypothesis is corroborated by the observed
faster decay of CT states in the PTB7 blend with higher PCBM fraction, suggesting
that charges separate more efficiently when a higher portion of PCBM offers more
percolation paths for the electrons to escape. This finding could also explain, why
the optimum stochiometric ratio in copolymer/fullerene systems typically comprises
an excess of PCBM. In P3HT/PCBM on the other hand, no blue shift of the CT
emission is observed, suggesting that a higher PCBM fraction does not promote charge
separation in the amorphous phase.
Regarding the energetics of the CT state it is also worth mentioning the energetic offset
between the singlet and the CT emission, which differs strongly among the two studied
material systems. In P3HT/PCBM the CT energy is 570meV below the singlet level
and in PTB7/PCBM it is only 250meV. The lower energy offset implies reduced ther-
malization losses because of the more favorable energy level alignment. On the other
hand, in several systems employing low-bandgap polymers, triplet generation from the
CT state via 3CT 
 3CT → T1 has to be considered as a relevant loss mechanism,
when the triplet energy level T1 of the polymer is below the CT level [178, 182, 183].
The triplet level of PTB7 is estimated to 0.9 eV [178], therefore triplet generation from
the CT states is generally possible. However, the experimentally observed rate of the
CT decay on the order of 1 ns−1 is much higher than the typically expected rate of
intersystem crossing, therefore it is expected that the influence of triplet generation on
CT decay dynamics is rather small.
The last important finding of this chapter is that the CT features probed in
P3HT/PCBM and PTB7/PCBM reveal significant differences regarding their temper-
ature dependence: In case of P3HT/PCBM, the peak energy of CT signature red-shifts
with increasing temperature and the CT dynamics depends only weakly on tempera-
ture. In PTB7/PCBM on the other hand, a thermally induced blue-shift of the CT
peak and faster decay at room temperature have been observed. To explain these dis-
crepancies, it has been hypothesized that the relaxed and emissive CT states in the
respective systems possess different tendencies to get quenched via exciton dissociation.
Despite the presumably strong trapping character of the CT state in P3HT/PCBM,
which is indicated by the temperature-independent CT dynamics, significant thermal
quenching is observed in this system. This could be due to charge separation on a
much shorter time scale via a ’hot’ precursor state. Such an intermediate state could
for example be a vibronically excited or a more delocalized state, which is isoener-
getic with charge separated states. For PTB7/PCBM on the other hand, the faster
dynamic decay of the CT emission with increasing temperature indicates that even the
energetically relaxed CT state can undergo quenching with the help of thermal energy.
The substantial difference of these processes is illustrated in the energy level scheme
in Fig. 5.15.
The thermal activation barriers for CT quenching are on the order of 20-30meV, sug-
gesting that the CT states (or at least their precursor states) are only weakly bound, as
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required for an efficient OPV system. However, from thermal quenching studies it is dif-
ficult to make a statement about the question how precisely the experimentally derived
activation energies actually reflect the energetics of the whole ensemble of CT states.
It has already been pointed out that disorder at the interface leads to a manifold of CT
binding energies and therefore it is likely, that a certain subset of the CT population
reveals binding energies considerably larger than kBT . Field-dependent TRPL studies
are an instructive method to further investigate the mechanism and the underlying
energetics of exciton separation. This will be carried out in the next chapter, which
will exclusively focus on the PTB7/PCBM device with a [1:1.5] mixing ratio. Similar
studies for P3HT/PCBM would be desirable as well, however, the superimposed and
longer lived singlet emission makes the analysis of this system more challenging and
furthermore, preliminary field-dependent experiments with a P3HT/PCBM device evi-
denced strong influence of a space charge zone on the quenching characteristics, leading
to presumably inhomogeneous distribution of the electric field inside the device. Nev-
ertheless, a comparative study of field-induced PL quenching in P3HT/PCBM should


















Figure 5.15.: Energetic scheme illustrating charge separation via an energetically excited precursor
state (a) and via thermally relaxed CT states (b). When there is a ’hot’ precursor state for charge
generation, the CT states are expected to act as interfacial traps.
5.6. Summary
This chapter has focused on the intermixing effects in two BHJ systems, P3HT/PC61BM
and PTP7/PC71BM, respectively. In the P3HT-based blends, the emission of the poly-
mer has been found to decay by a factor of 10 faster than in the neat material due to
quenching of the diffusive singlet excitons at the donor/acceptor interface. In addition
to this dynamic quenching, which is driven by exciton diffusion, large portions of the
singlet population are quenched on a sub-ps timescale. Similar findings were made
for singlet excitons in the fullerene phase of the PTB7-based blends. The decay of
the PTB7 signature in the blends on the other hand was faster than the instrument
response time, indicating fast and efficient charge transfer from the polymer phase.
Beside the singlet signatures, the TRPL data of the blends evidenced longer-lived
broad and fainter signatures peaking around 1.3 eV, which have been attributed to CT
states. In both systems, the emissive CT yield was found to be correlated with the
occurrence of an amorphous polymer phase, which is intimately mixed with fullerene
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agglomerates. This has been evidenced by studying blends with different polymer/-
fullerene mixing ratios and after varying the excitation conditions between selective
excitation of the polymer phase and preferential excitation of the fullerene phase in
case of PTB7/PCBM. Overall, the TRPL results are in good agreement with existent
morphological studies. In both systems, the weak dependence of the CT dynamics
on the excitation power indicates that the CT states are rather localized. This ar-
gument is further supported by considering the presumably low exchange and dipole
interactions between the CT states impeding Fo¨rster and Dexter transfer. The CT
signatures evidenced for P3HT/PCBM and PTB7/PCBM vary in terms of their tem-
perature dependence: In P3HT/PCBM the CT dynamics is not significantly altered
with increasing temperature, whereas the thermally induced dynamic quenching in case
of PTB7/PCBM indicates that even the energetically relaxed CT state at the interface




Accessing exciton binding energies
In organic semiconductors, the strong Coulomb interactions and associated with this
the stabilization of the excitonic states lead to the remarkable offset between the opti-
cal band gap and the threshold for charge generation, which is typically some 100meV
above the absorption edge [38]. Originally, the strong discrepancies between the optical
and the electronic band gap were interpreted in terms of rapid polaron formation after
excitation of conductive band states [64, 65]. However, the exciton picture is in much
better agreement with experimental results, in particular with the phenomenon of spec-
tral relaxation of the PL emission, as discussed in Ch. 4. The experimentally observed
exciton binding energies in conjugated polymers are on the order of several hundreds of
meV [38, 75, 76]. A common approach to access the exciton binding energy in experi-
ments is to apply an electric field, in order to measure the field-dependent photocurrent
yield [38, 97, 156], the field-induced changes in differential absorption [184] or the field-
induced PL quenching [37, 75, 76, 185]. The threshold field at which charge extraction
or PL quenching emerge is then related to the exciton binding energy. Further in-
terpretation of the results requires a theoretical (and preferably analytical) model to
predict the field and temperature dependency of the exciton separation process.
In the framework of this thesis, the field-induced luminescence quenching of a neat
PTB7 device and a PTB7/PCBM blend device has been studied for different tem-
peratures. A kinetic model based on a hopping mechanism [15] is applied to extract
exciton binding energies from the recorded PL quenching data. A particular advan-
tage of time-resolved studies is that they allow to test the validity of kinetic models,
in particular regarding the predicted decay dynamics. After studying the quenching of
singlet excitons in a neat polymer device, the same model is applied to CT states at the
interface. For detailed studies of the PL quenching, the system PTB7/PCBM is chosen,
as it allows for selective studies of different excited species (see Ch. 5). In particular,
the rapidly decaying emission of singlet states in the blend does not strongly interfere
with the CT emission, when the excitation wavelength is around 700 nm. From kinetic
modeling, it turns out that the strong temperature dependence of the CT PL intensity,
even in the absence of an electric field, can only be explained when the binding energy
of electron-hole pairs at the interface is about one order of magnitude smaller than the
binding energy of singlet excitons, i.e. the mutual Coulomb potential of geminate pairs
is screened to a large extent at the interface. Furthermore, disorder plays an important
role and has to be considered for an appropriate description of the exciton separation
process.
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The first part of this chapter introduces the procedure of kinetic modeling, which
is based on Rubel’s model of hopping dissociation from a one-dimensional Coulomb
potential [15] (see Ch. 2.5.4). The experimental section first describes the applied
methodology for field-induced luminescence quenching studies. Before discussing the
actual results, it needs to be substantiated that the measured quenching phenomena
are in fact due to exciton separation and do not result from other phenomena, such
as exciton-charge annihilation or sample degradation. Subsequently, temperature- and
field-dependent PL quenching measurements are presented, together with fits of the
kinetic model and a discussion of the extracted parameters. The concluding discussion
is particularly aimed at the important finding of weakly bound CT states at the in-
terface and will put this result into the broader context of concurring theories about
the underlying mechanisms of efficient charge generation in organic solar cells. Parts
of the results presented here are planned to be published in Ref. [17].
6.1. Measurement and kinetic modeling of field-induced
luminescence quenching
For field-dependent PL measurements, the experimental setup described in Ch. 3 was
equipped with a programmable source meter in order to apply bias to the devices
mounted in the cryostat. A device comprising a neat PTB7 film with a thickness of
120 nm was used to study the quenching of singlet excitons in the polymer. The exci-
tation wavelength for the pristine film was set to 450 nm. A neat PCBM device on the
other hand was found to be not stable enough for field-dependent studies. However, as
evidenced in the previous chapter, the quenching of singlet excitons in PCBM can also
be studied in PTB7/PCBM blends with appropriate excitaiton conditions. The blend
device studied herein comprised a 72.5 nm active layer with a PCBM content of 60%
(weight). To study the quenching of PCBM excitons, the excitation wavelength was
set to 400 nm. The quenching of CT states was probed using an excitation wavelength
of 705 nm. The excitation intensities were set to sufficiently low values to avoid sample
degradation, but high enough for an acceptable signal-to-noise ratio, i.e. to values
around 0.1 µJcm−2 to probe singlet excitons in PTB7 and PCBM and to 2.7 µJcm−2
for CT states in the blend device, respectively. The excitation conditions allowed for
reproducible studies of the same sample spot over the whole investigated temperature
range.
In order to measure the field-induced luminescence quenching, the PL intensity was
recorded for different electric fields and compared to a reference measurement without
external field. The amount of quenching Q was then calculated via the ratio of the PL
intensity of the biased device I(F ) and the PL intensity without external field I(0):
Qexp(F, T ) = 1− I(F, T )
I(0, T )
(6.1)
For kinetic modeling of the quenching process, a general consideration is the competi-
tion between field-induced exciton separation and recombination. The latter is assumed
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to be field-independent. As introduced in Ch. 2.5.2, the PL yield is given by the ratio
of the competing rates of recombination and dissociation
ηPL(F, T ) =
kr
kr + knr + kD(F, T )
. (6.2)
Here, kr and knr are the rates of radiative and non-radiative recombination, which are
assumed to have negligible field and temperature dependence and kD(F, T ) denotes
the field- and temperature-dependent dissociation rate. In the following section, the
field and temperature dependent hopping rate suggested by Rubel et al. [15] (see
Ch. 2.5.4, Eq. 2.38) is used to model the field-induced luminescence quenching. The-
oretical quenching curves can then be obtained via the luminescence yield η(F, T )
presented in Eq. 6.2:
Qtheo(F, T ) = 1− ηPL(F, T )
ηPLI(0, T )
. (6.3)
To reduce the amount of fitting variables in the model described in Ch. 2.5.4 (see Eqns.
2.33, 2.34 and 2.38-2.40), several parameters were fixed to values known or estimated
from the literature; i.e. the dielectric constant εr was estimated to 3 for PTB7, 3.9
for PCBM and 3.4 for the interface, in accordance with previous reports [15, 27, 76,
186, 187], and the parameter of the attempt-to-escape frequency ν0 was estimated
to a typically assumed extent of 1× 1013 s−1 [15, 97]. Furthermore, the sum of the
radiative and the non-radiative decay rates corresponds to the inverse of the experi-
mentally determined PL lifetime, i.e. kr + knr = τ
−1
PL. Assuming temperature- and
field-independent radiative and non-radiative decay rates, it is not necessary to know
the actual radiative lifetime. Generally, it was possible to find good agreement between
the experimental quenching data and the kinetic model by varying four parameters:
The site separation r0, the localization parameter α and the disorder parameters δr and
σ. As the simulated dissociation rate is calculated from the average over a manifold of
randomly created dissociation paths defined by δr and σ, fitting the kinetic model to
experimental data is time-consuming (several hours). As a first approximation, good
matches between experimental and modeled quenching data are obtained ’by hand’,
considering reasonable parameters of r0 ≈ 1 nm and σ ≈ 50meV. A sufficiently high
amount of simulation runs needs to be performed, to avoid random fluctuations of the
averaged quenching curves. A number of M=104 runs was found to be sufficient for
each data point Q(F, T ). Beside manual adjustment of the parameters, the standard







[Qexp(F, T )−Qtheo(F, T )]2 (6.4)
was minimized using an unconstrained downhill-simplex algorithm [188], available in
MATLAB via the fminsearch function. Here, N defines the number of data points,
Qexp is the experimental and Qtheo the theoretical quenching data. For a series of field
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and temperature dependent measurements, the same set of parameters was used to fit
the whole amount of PL quenching data Q(F, T ).
Before giving an adequate interpretation of the experimental results based on this
approach, however, two issues need to be clarified: (i) Does the experimentally observed
PL quenching in fact result from field-induced exciton separation and (ii) how does the
externally applied electric field relate to the actual field experienced by the excitons? A
brief discussion of both aspects shall be given herein, before the actual results of exciton
quenching are discussed with regard to underlying binding energies and disorder scales.
6.1.1. Influences on luminescence quenching
Current/voltage (JV)-curves of the PTB7 and the blend device under illumination
are presented in Fig. 6.1. The different work functions of the electrodes lead to pro-
nounced non-ohmic JV-characteristics. Due to the high currents in forward direction,
all field-dependent measurements were performed under reverse bias. However, even
for the relatively low injected current under reverse bias, it should be excluded that
the measured PL quenching results from exciton-charge annihilation. To ensure that
exciton quenching is in fact driven by the electric field, control measurements were
performed with voltage applied in forward direction. For example, a reverse bias of
−20V leads to significant PL quenching in the neat PTB7 device (see Fig. 6.2(a)) and
the corresponding current is 26mA. The same current in forward direction is already
reached at a bias of 1.6V, however, this does not lead to any noticeable changes in the
PL intensity and dynamics. Similar control measurements have been performed for the
blend device under 400 and 705 nm excitation without evidencing any PL quenching
resulting from the high currents in forward direction (Fig. 6.2(b) and (c)). Thus, the
injected current seems not to impact the PL properties.
It turns out that similar conclusions can be drawn for the photocurrent. In order to
investigate, whether photogenerated charges do influence the quenching characteristics,
the excitation intensity was varied between 0.03 and 1mW for the PTB7 device and be-
tween 1 and 10mW for the PTB7/PCBM device and the PL intensity was recorded for
different electric fields at room temperature. Due to the superimposed singlet emission
at early times after excitation, the CT intensity was estimated from biexponential fits,
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Figure 6.1.: JV curves of (a) the pristine PTB7 device and (b) the blend under illumination.
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Figure 6.2.: PL transients under forward and reverse bias. The forward bias was chosen such that the
resulting forward current is larger or equal to the value corresponding to a reverse bias with sig-
nificant PL quenching. Panel (a): Neat PTB7 device; (b) PTB7/PCBM device excited at 400 nm,
corresponding to preferential excitation of singlet excitons in PCBM and (c): PL transients of
the PTB7/PCBM device excited at 705 nm, corresponding to selective excitation of the polymer/-
fullerene mix phase with a higher yield of CT emission.
as introduced in Ch. 5. The amount of quenching Q was then calculated via Eq. 6.1
and the resulting quenching curves for different excitation intensities are presented in
Fig. 6.3. Their slope is identical for all investigated excitation intensities, indicating
that there is no growing influence of quenching due to free charges neither in the neat
PTB7 device nor in the blend.
Another reason for luminescence quenching could be reduced oscillator strength, when
the electronic structure is altered by the external field (Stark effect). When the radia-
tive rate is decreased, the time-integrated PL intensity is reduced in the presence of
non-radiative decay channels [189]. However, in case of PTB7, no significant impact on
the oscillator strength and no pronounced Stark shift of the PL signatures are observed.
Field-dependent PL spectra and transients recorded at 10K are presented in Fig. 6.4.
The spectra were reconstructed by multi-Gaussian fits, but based on this analysis, no
red-shift of any feature larger than 8meV could be identified. This is even less than the
field-induced red-shift of 20meV, which has been observed for a device based on the
polymer MEH-PPV biased at 2× 108Vm−1 [36, 189]. An obvious explanation for the
negligible Stark shift arises from simple geometrical considerations: The polarizabil-
ity and thus, the oscillator strength of single chromophores is highly anisotropic. As
a consequence, absorption occurs preferentially in chromophores arranged parallel to
the polarization of the excitation laser and likewise, the PL emission will be recorded
preferentially from sites aligned in a plane parallel to the device electrodes. For chro-
mophores comprising this orientation, however, the Stark shift is minimal, because
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Figure 6.3.: Field-dependent PL quenching for different excitation intensities. (a): Pristine PTB7
device; (b): CT-quenching in the blend device. The contribution of CT emission to the overall PL
of the blend was extracted via biexponential fits of the long-lived component of the CT emission.
The shaded area correspondes to the uncertainty of the quenching yield, based on the standard
errors of the fitting parameters. The figure is reprinted from the supporting information of Ref. [17].
they are arranged perpendicular to the electric field.
The PL intensity could also be altered due to sample degradation. A particular degra-
dation mechanism for PTB7 is photo-oxidation via singlet oxygen, which is formed
when triplet states are quenched by ambient O2 [166, 190]. Under vacuum, which was
10−5-10−6mbar in the experiments presented here, this process is unlikely to occur.
However, also high illumination intensities and long exposure times to electric fields
were found to decrease the PL intensity irreversibly on a time scale of a few tens of
seconds, indicating that either thermally or current-induced degradation increases the
number of non-radiative recombination centers. In order to minimize this effect, the
excitation intensities were set to sufficiently low values, as summarized in the descrip-
tion of Fig. 6.4. Furthermore, exposure times to an electric field were kept as short as
possible, typically between 10 and 20 s for each bias step, with regard to an acceptable
signal-to-noise ratio. In order to calculate the amount of PL quenching, control mea-
surements without electric field were performed before and after each step in the bias
sweep. The average of the PL intensities of the control measurements before and after
a biased measurement was used as a reference value to calculate the PL quenching for
the respective bias. The complete data sets of temperature and field dependent PL
intensities including control measurements for the three investigated excitonic species
are summarized in the appendix (Ch. B).
6.1.2. The role of intrinsic fields
The reasons for discrepancies between the externally applied and the actual electric field
in the vicinity of the probed excitons are manifold. An obvious source of uncertainties is
given by the limited accuracy in determining the sample thickness. In the experiments
described here, the thickness of the active layers was measured with a profilometer,
yielding a precision of ∆d = ±2.5 nm. For a layer thickness of d = 120 nm (neat PTB7
device), this translates into an accuracy of ∆F/F = ∆d/(d+∆d) = 2.0% and for the
72.5 nm layer of the blend device the precision is 3.2%.
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Figure 6.4.: Bias-dependent PL spectra (a)-(c) and transients (d)-(f) recorded at 10K. Upper row:
Pristine PTB7 device excited at 450 nm (2.76 eV) and 0.1mW, corresponding to an energy fluence
of ca. 0.1µJcm−2, middle row: Blend device excited at 400 nm (3.1 eV, 0.3mW, 0.09µJcm−2),
corresponding to preferential excitation of PCBM; lower row: Blend device excited at 705 nm
(1.76 eV, 5mW, 2.7µJcm−2). The resulting PL after 705 nm excitation is a superposition of singlet
emission from PTB7 and CT emission. The inset in panel (c) shows the contribution of CT emission,
which was obtained by integrating the PL spectra over the time range between 100 and 2000 ps after
excitation, where the singlet emission has already decayed. The figure is reprinted from Ref. [17].
Beside this general uncertainty, further deviations have to be taken into account.
According to the different work functions of the electrode materials, an intrinsic field
emerges in the studied devices under illumination, which is typically between
5× 106Vm−1 and 1× 107Vm−1 [191]. The JV curves recorded under illumination
presented in Fig. 6.1 indicate that the internal fields of the neat PTB7 and the blend
device are on the same order of magnitude, when they are illuminated with the laser.
Furthermore, it has been reported that the open-circuit voltage VOC is temperature-
dependent. For PTB7/PCBM, a linear decrease of VOC with increasing temperature
has been observed [192, 193], in good agreement with theoretical predictions based on
the assumption of equal quasi-Fermi levels in metal-semiconductor-metal devices [194].
For varying the device temperature between 77K and 295K, Ebenhoch et al. [193]
find a variation of the open circuit voltage of about 0.2V. Assuming a linear correla-
tion between VOC and T and extrapolating the temperature-dependent shift of VOC to
10K yields an expectable change of VOC on the order of 0.26V over the investigated
temperature range, corresponding to a variation of the intrinsic field of 3.5× 106Vm−1
for the PTB7/PCBM device when the sample temperature is varied between 10 and
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Figure 6.5.: Scheme of the energy level alignment in a p-type metal-semiconductor-metal structure
with the formation of a space-charge-zone at the anode under open-circuit conditions (a). The
space-charge zone is even enlarged when bias in reverse direction Vrev is applied to the device (b).
Negative charges represent charged acceptor states.
290K. The range of electric fields investigated here is more than one order of magni-
tude above the expected temperature-induced change of the intrinsic field related to
the open circuit voltage.
Another limitation regarding the accuracy of the electric field might arise from space
charge zones at the electrodes. It has been demonstrated that such space charge zones
can lead to significant deviations from the intrinsic field, which is reflected by the dif-
ferent quenching characteristics for excitation of the anode and cathode, respectively
[189]. For conjugated polymers, in particular for P3HT, high amounts of intrinsic
dopants and connected with this high concentrations of p-type carriers have been ev-
idenced [195, 196]. This could in turn lead to the formation of a depletion layer at
the anode. The situation under open circuit conditions is illustrated in Fig. 6.5: At
the junction between the metal electrode and the polymer layer, a certain amount of
p-type carriers diffuses from the active layer into the metal, leaving behind some nega-
tively charged defect states. As a consequence, a space charge zone is formed, inducing

























































Figure 6.6.: Evolution of the standard deviation during optimization of the parameter set via
downhill-simplex algorithm. In order to investigate the influence of the intrinsic field, the fit was
performed for several values of F0.
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band bending in the region of the active layer close to the interface. In the presence
of such a space charge zone, the electric field inside the device cannot be assumed to
be homogeneous and the ability of excitons to dissociate depends on the region where
they are created after absorption of light. Even when the device is operated at short
circuit conditions, implying zero external field (Fig. 6.5(a)), excitations close to the
anode may be quenched in the space-charge field. When a bias in reverse direction is
applied, the space charge zone expands and partly compensates for the external field
in certain regions of the active layer. In fact, the experimentally obtained quenching
curves evidence a slight increase of the PL intensity at low external fields, which could
be due to such compensation effects.
According to the variety of influences on the actual field distribution inside the devices
and the lacking knowledge about the underlying parameters, it is not possible to in-
clude the actual field distribution into the simple kinetic modeling performed in this
work. However, phenomenologically, the agreement between experimental and mod-
eled data is significantly improved, when a constant built-in field F0 on the order of
1× 107−3× 107Vm1 is considered, which is opposed to the external field. The evo-
lution of the standard deviation ∆Q during the optimization procedure for different
intrinsic fields is shown in Fig. 6.6. The best match is obtained for F0 = 3× 107Vm−1
in case of neat PTB7 and F0 = 2× 107Vm−1 for the blend device. The corresponding
fit results for different values of F0 are presented in Fig. 6.7. A detailed discussion
regarding the underlying fit parameters is given in Ch. 6.1.4 and 6.1.5.
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Figure 6.7.: Fits of the kinetic model to the experimental data, assuming various intrinsic fields F0.
(a)-(c): Quenching curves derived from the neat PTB7 device and (d)-(f): CT quenching data in
the blend device.
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6.1.3. The role of disorder
In order to reproduce the field- and temperature-dependent PL quenching data ad-
equately with the kinetic model, it turns out that disorder needs to be taken into
account. The discrepancies between experimental and modeled quenching are particu-
larly large in the low-temperature regime. This is because the experimentally observed
field-dependence of the PL quenching is relatively weak, even at temperatures around
10K. Quenching curves recorded at low temperatures for the different probed ex-
citonic species are shown in Fig. 6.8(a). At low temperatures, however, the kinetic
models presented in Ch. 6.1 would predict an almost step-like increase of the quench-
ing yield at a certain threshold field, which is related to the exciton binding energy.
This is not observed in experiment, which strongly suggests that an underlying mani-
fold of binding energies governs the actual quenching characteristics. This assumption
is supported by the fact that organic semiconductors typically incorporate spatial and
energetic disorder, leading to an individual vicinity for each photogenerated exciton.
The discrepancies arising from disorder-free kinetic modeling are exemplified for the
Onsager-Braun model (Ch. 2.5.3) in Fig. 6.8(b), which gives better agreement with
the experimental data at room temperature but even at 290K, the slope of the model
function is too steep.
The influence of the disorder parameters in the kinetic model of Rubel et al. [15] is
illustrated in Fig. 6.9 for a temperature of 80K. Both the energetic and the spatial
disorder lead to a significant flattening of the quenching curves. Additionally, increasing
the energetic disorder parameter σ enhances the quenching probability at low electric
fields. This implies that a higher fraction of excitons can already be quenched by the
built-in field, which could be of particular relevance for CT states in OPV devices.
















































Figure 6.8.: (a) Experimental field-induced PL quenching data recorded for singlet and CT species
at a temperature of 10K and (b) quenching curves of the PTB7 singlet emission recorded at
80K and 290K in comparison to the slope predicted by the Onsager-Braun model (dotted curves)
calculated from the dissociation rate presented in Eq. 2.32 using the parameters εr = 3 and µτr =
1× 10−17V2m−1. The figure is reprinted with slight modifications from Ref. [17].
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Figure 6.9.: Modeled PL quenching curves after Ref. [15] at a temperature of 80K, using different
values of the disorder parameters δr and σ: (a) Variation of σ for δr = 0nm; (b) variation of δr fo
σ = 0meV and (c) simultaneous variation of σ and δr. The other parameters are similar to those
in Tab. 6.1 for the PTB7 excitons.
6.1.4. Quenching of singlet states
The quenching of singlet excitons was investigated for a device comprising a neat PTB7
film and for a PTB7/PCBM blend device. The latter was excited at 400 nm, allow-
ing for preferential excitation of the PCBM phase. Temperature-dependent quenching
curves for both PTB7 and PCBM singlet excitons are presented in Fig. 6.10. Experi-
mental data is represented by the symbols, whereas fits according to the kinetic model
by Rubel et al. [15] are plotted as solid curves. The temperature dependence of the
PCBM quenching curves is found to be weaker than for PTB7. The reason is that
beside field-induced dissociation, another non-radiative quenching channel for excitons
in the blend is dissociation at the PTB7/PCBM interface. As a consequence, the in-
fluence of the field-induced and temperature-dependent dissociation rate is weaker. As
already evidenced in Ch. 5, the amount of interfacial quenching depends on the exciton
diffusion rate and thus becomes more efficient with increasing temperature. This has
been considered in the model by calculating the PL quenching yield from PL the decay
times measured at the respective temperatures (see Tab. 6.1).0.6cm
























































Figure 6.10.: Experimental PL data (symbols) of singlet exciton quenching in PTB7 (a) and PCBM
(b) and best fits (solid lines) according to the model of Rubel et al. [15], based on the parameter
sets summarized in Tab. 6.1. The figures are reprinted from Ref. [17] with slight modifications.
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Table 6.1.: Model parameters for field-induced quenching of singlet excitons in PTB7 and PCBM,
obtained from fits of the kinetic model by Rubel et al. [15] to experimental data. The parameters
εr, ν0, F0, τrad and τPL were not varied during the fitting procedure, because they were either
estimated from the literature or from experimental data. For PCBM, a diffusion-related faster
decay of the PL with increasing temperature was taken into account by using different PL lifetimes:
110 ps at 10K, 98 ps at 80K, 94 ps at 150K, 70 ps at 220K and 65 ps at 290K. The energy E1
corresponds to the average exciton binding energy.
Parameter description Parameter PTB7 PCBM
Dielectric constant εr 3 3.9
Attempt-to-escape frequency ν0 (s
−1) 1013 1013
Intrinsic field F0 (Vm
−1) 2× 107 2× 107
Radiative lifetime τrad (ps) 500 390
PL lifetime τPL (ps) 500 65...110
Site separation r0 (nm) 1.12 0.98
Localization length α (nm) 0.52 0.54
Spatial disorder parameter δr (nm) 0.07 0.23
Energetic disorder parameter σ (meV) 52 99
Energy of first site E1 (meV) 420 377
The parameters for the quenching curves presented in Fig. 6.10 are summarized in
Tab. 6.1. The value of E1 in the last row denotes the energy of the first site of the
model potential, calculated via Eq. 2.38 from r0 and for F = 0. In an idealized material
without intrinsic fields and disorder, a carrier would have to overcome the energy E1
to get separated from the opposite charge. Thus, this energy can be interpreted as the
exciton binding energy. However, this is an average value because the studied systems
are subject to spatial and energetic disorder. The kinetic model yields reasonable values
of binding energies of 420meV for PTB7 and 377meV for PCBM. The former value is
in good agreement with values reported for other polymer systems [38, 76, 191].
In order to verify whether the applied kinetic model reproduces the experimentally
observed PL dynamics, PL transients have been re-calculated via the convolution of
the multiexponential decay with the Gaussian response function of the streak camera:












exp (−(kr + knr + kD,i(F, T ))t′)Θ(t′)dt′
(6.5)
The width (FWHM) of the response function is ca. 25 ps, corresponding to the rise
time of the PL transients recorded in experiment. Thus, the standard deviation w in
Eq. 6.5 is w = 25 ps/2
√
2 ln 2 ≈ 10 ps. The value M is the number of simulation runs,
each producing a unique disordered model potential with an individual field-dependent
quenching rate kD,i(F, T ). The inverse of the sum kr + knr + kD,i(F, T ) corresponds to
the PL lifetime of the biased device. The experimentally obtained PL decay time enters
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Figure 6.11.: PL transients for PTB7 (a) and PCBM (b) for temperatures between 10 and 290K.
The black curves are simulated data reconstructed from the parameters listed in Tab. 6.1 and
the coloured curves represent experimental data. Panel (a) is reprinted from Ref. [17] with slight
modifications.
the model via the inverse of the sum kr + knr. The heavyside function Θ(t) induces
a rise of the PL transient at t = 0. Exemplary simulated PL transients for various
temperatures and for the highest applied field are presented in Fig. 6.11, together
with experimental data. Generally, the kinetic model reproduces the field-induced
changes of the PL-dynamics well, but in particular at low temperatures the decay
of the experimentally recorded transients shows a pronounced multiexponential slope,
which is not reproduced by the model. This is not surprising, because the influence of
spectral diffusion, which has been discussed in Ch. 4, is not considered in the applied
kinetic model, but becomes relevant at low temperatures. Another reason for multi-
exponential decay in case of PCBM could be the varying cluster sizes in blends with
PTB7 [11, 12], leading to a broad distribution of times the excitons need to diffuse
to an interface, where they are quenched. At low temperatures, this process is slowed
down, thus, the dispersion of diffusion-related non-radiative decay times is increased.
6.1.5. Quenching of charge transfer states
In the previous section, the experimentally determined quenching data of singlet states
is in good agreement with the kinetic model based on the picture of hopping dissociation
from a one-dimensional, disordered Coulomb potential. An essential difference between
the singlet and CT states is, however, that the CT emission is already quenched with the
help of thermal energy (see Ch. 5), whereas the intensity of the singlet emission is not
significantly altered over the investigated range of temperatures. Without any further
assumptions regarding the nature of the donor/acceptor interface, it turns out that the
kinetic model applied so far cannot account for the strong temperature dependence
of the CT intensity in the absence of an electric field. The high yield of thermal
quenching indicates that the CT states are only weakly bound with regard to the singlet
states, with binding energies on the order of kBT at room temperature. This implies
that the Coulomb potential at the donor-acceptor interface is significantly flattened
compared to the potential faced by singlet excitons. The simplistic approximation
for the electrostatic potential described by 2.40 does not account for such screening
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effects. However, as further detailed in the discussion section (Ch. 6.2), the assumption
of a shallow potential at the donor-acceptor interface is well-grounded [16, 52, 96,
155, 197–199]. In this work, no sophisticated treatment of the interfacial potential
has been carried out. However, regardless of the underlying reasons for the weaker
binding energy of electron-hole pairs at the donor/acceptor interface, screening can be
empirically implemented by diminishing the depth of the potential in Eq. 2.40 by a
factor f . The site energies are then given by





− eFrj . (6.6)
Good agreement with the experimentally observed thermal quenching is obtained for
f ≈ 0.1. Experimental data and the corresponding fits are presented in Fig. 6.12(a).
In order to illustrate the temperature dependence of the PL yield, the measured PL
intensities have been related to the CT intensity at 10K, i.e. the experimental and
modeled PL quenching are calculated via
Q(F, T ) = 1− I(F, T )
I(0Vm−1, 10K
) . (6.7)
The parameters resulting from the fit assuming an intrinsic field of 2× 107Vm−1 are
summarized in Tab. 6.2. The underlying model potential used for simulation of the
CT quenching is presented in Fig. 6.12(b), together with the model potentials used to
simulate the quenching of singlet states. For the purpose of demonstration, the disorder
parameters were set to zero. From the plot of the model potentials it becomes evident,
that the CT states can be dissociated by small activation energies, implying that a
high quenching yield is already achieved by the built-in field. Using a screening factor
of f = 0.1, the potential depth characterized by the energy of the first site reduces to
46meV.


























































































Figure 6.12.: Experimental quenching data obtained for the CT states (symbols in panel (a)) and best
fit to these data employing the modified kinetic model (solid lines). Panel (b) shows the underlying
(disorder-free) Coulomb potential for CT states in comparison to the unscreened potentials of singlet
states in PTB7 and PCBM. The circles indicate the slope of the respective potentials assuming a
small built-in field.
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Table 6.2.: Model parameters for field-induced PL quenching of CT states in PTB7/PCBM, obtained
from fits of the kinetic model by Rubel et al. [15] to experimental quenching data. In order the
match the strong temperature and the weak field dependence of the CT intensity, the model was
modified as described in the text. For the fit, only the parameters r0, α, δr and σ were varied.
Parameter description Parameter Value
Dielectric constant εr 3.4
Attempt-to-escape frequency ν0 (s
−1) 1013
Intrinsic field F0 (Vm
−1) 2× 107
Radiative lifetime τrad (ps) 400
PL lifetime τPL (ps) 400
Site separation r0 (nm) 0.92
Localization length α (nm) 0.51
Spatial disorder parameter δr (nm) 0.46
Energetic disorder parameter σ (meV) 60
Energy of first site E1 (meV) 46
Such a small value of E1 implies that the criterion for CT dissociation in the kinetic
model needs to be revisited. In case of the singlet excitons, the criterion for dissociation
has been considered to be fulfilled, when the escaping charge has reached site number
30, where the site energy induced by the Coulomb potential is within the range of
disorder-induced fluctuations. For the CT states, however, the potential is flat and
thus, the charges get separated already after few hops. In fact, it turns out that the
strong temperature dependence of the field-dependent quenching curves can only be
reproduced adequately by the model, when dissociation occurs already at the second
site. Longer dissociation paths would underestimate the temperature dependence, as
illustrated in Fig. 6.13(a) for a number of 10 sites. This can be understood by taking
into account the disorder-induced fluctuations of the potential energy. As the CT
potential depth of E1 = 46meV is on the order of random fluctuations (σ = 60meV),
the quenching is governed by the disorder scale rather than by the depth of the Coulomb
potential, which can thus be screened by random fluctuations already at the second
site. When on the other hand more sites are considered for dissociation, it becomes
more likely that this path incorporates some ’deeper’ wells, which may inhibit thermally
activated hopping dissociation. However, the strong temperature dependence and the
weak field dependence of the experimental quenching curves suggest that only a small
number of sites (i.e. two) is involved in the dissociation process.
Another reason for the weak field dependence of the CT quenching could be the strong
localization of CT states. Considering that their ability to orient in the electric field
is constrained with respect to the donor/acceptor interface, the actually applied field
reduces to an effective field, depending on the angle between the field direction and
CT orientation. Assuming that the CT states in the bulk heterojunction material are
randomly arranged as a result of the random arrangement of donor/acceptor interfaces,
the effect of localization can be considered by multiplying the actual field (which is the
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Figure 6.13.: ’Misfits’ to the experimental quenching data, demonstrating that the field-dependence
of the quenching curves is too strong and the temperature dependence is underestimated, when the
dissociation path is too long, here exemplified for a number of 10 sites (a). Similar discrepancies
arise, when the constrained orientation of the CT states is not taken into account (b).
externally applied field diminished by the built-in field) with an angular pre-factor,
yielding
FCT = |F − F0| cos θ , (6.8)
where θ is a random angle from the interval ±pi. This modification implies that the
recombination probability of the CT states can even be enhanced, when their orien-
tation is antiparallel with regard to the direction of the electric field. When, on the
other hand, no angular dependence is considered, the slope of the modeled quenching
curves is steeper and no good match with the experimental data is obtained, even for
high disorder parameters (see Fig. 6.13(b)).
With the above-mentioned modifications of the kinetic model, good agreement between
experimental and modeled quenching data based on the measured CT intensities is ob-
tained. Finally, the CT dynamics resulting from these considerations is simulated and
compared to the experimentally recorded decay characteristics of the CT states. As
demonstrated in Fig. 6.14, both the field and the temperature-dependent PL dynamics
are satisfactorily reproduced based on the parameters summarized in Tab. 6.2. It turns
out that the spatial disorder parameter δr plays an essential role for the multiexpo-
nential decay characteristics. This parameter is higher than for the singlet states and
implies that there is a manifold of recombination times at the interface, depending
on the spatial separation of the donor and acceptor sites. This can be considered by
modifying the recombination time with a tunneling term [15], which incorporates the
randomly created offset x1 of site number 1 from the opposite charge at the origin:






An important implication of the good agreement between experimental and modeled
















































































Figure 6.14.: PL transients of the CT emission at various electric fields (a) and without external field
for different temperatures (b). The transients are shown from 150 ps after excitation due to the
superimposed singlet emission at early times in the experimental data. Modeled transients are
presented as black curves. The decay of both experimental and modeled transients is shown over
one order of magnitude.
scribes in fact the dissociation from the energetically relaxed and emissive CT states,
which are characterized by a manifold of spatial separations and weak binding ener-
gies. On the other hand, the important role of a ’hot’ precursor state, which is often
mentioned in the context of the question how excitons dissociate at donor/acceptor
interface, is challenged by these results.
6.2. Discussion
In the previous section, experimental field and temperature dependent luminescence
quenching data has been analyzed in terms of a kinetic model based on field-assisted
dissociation of excitons via a hopping mechanism. A particular goal of these efforts was
to relate the observed field-dependent quenching characteristics to the underlying exci-
ton binding energies. In previous work on luminescence quenching, the well-established
Onsager-Braun model has often been considered to estimate exciton binding energies
from the threshold field for quenching [75, 76, 185]. These approaches give reasonable
values for the binding energies of singlet excitons in polymer systems on the order of
300-400meV. In this work, the binding energy of excitons in PTB7 has been estimated
to 420meV and is thus consistent with the results for other polymers. On the other
hand, a weaker binding energy according to the ’push-pull’ character of the alternating
monomer units in PTB7, which has been suggested by others [151] cannot be confirmed
here.
A general drawback of the above-mentioned PL quenching studies is that they were
carried out only at room temperature and they do not account for the presence of
disorder, which, however, has been found to dominate the quenching characteristics
in the low temperature regime. Decisively, even for a temperature of 10K, the field-
dependent quenching curves presented in Ch. 6.1.4 reveal a particularly shallow slope,
which can only be described by the model, when disorder is taken into account. In the
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Onsager-Braun model, the possibility to implement disorder is limited to the initial
separation parameter r0. In the approach by Rubel et al. [15], however, spatial and
energetic disorder can be explicitly considered by addressing each site with an indi-
vidual and randomly selected offset from its spatial position and potential energy in
the disorder-free case. It turns out that good agreement between experimental and
simulated quenching data can be achieved with this empirical model. The parameters
summarized in Ch. 6.1.4 are consistent with previously reported values, e.g. for the
dielectric constant εr [15, 27, 76, 186, 187], the attempt-to-escape-frequency ν0 [15,
97] and the parameter of energetic disorder σ [186, 193, 200, 201]. It should also be
emphasized that the same parameters were used to model the whole set of field and
temperature dependent quenching data.
At the donor/acceptor interface the situation is different. In order to account for the
high yield of thermal CT quenching even without electric field, special assumptions
concerning the interface have to be included into kinetic modeling. In the contempo-
rary literature there is an ongoing discussion about the question, why electron-hole
pairs dissociate so efficiently in polymer/fullerene systems, giving rise to the high per-
formance of OPV devices. In fact, the extracted photocurrent in highly-performing
OPV devices has been found to be independent of the applied electric field [124, 202],
evidencing that geminate recombination at the interface is not the ’bottleneck’ in the
charge generation and extraction process. The approaches to understand the under-
lying mechanisms of exciton separation are manifold, as for example detailed in Refs.
[51] and [52].
At present, there is no consensus in the research community whether charge separation
occurs via energetically ’hot’, i.e. vibronically or electronically excited states, or if a
’cold’ process involving the energetically relaxed and emissive CT states can be effi-
cient as well. Experimental evidence for the presence of a ’hot’ separation mechanism
in some polymer/fullerene systems is given by transient absorption studies, which have
demonstrated ultrafast charge generation on a sub-ps timescale [120, 150–152]. The
important role of vibronic excess energy in combination with charge delocalization has
also been demonstrated theoretically employing quantum dynamical simulations [84,
155]. Delocalized states could in particular arise from fullerene clustering [85, 132, 134,
155], which is further supported by the observation that ultrafast charge generation is
absent in bulk-heterojunctions based on non-fullerene acceptors [203]. The role of ex-
cess energy in the process of charge generation has also been investigated by Vandewal
et al. [86]. They made the important observation that the external quantum yield of
efficient OPV devices did not depend on the energy of the exciting photons and, most
importantly, excitation above the optical gap and direct excitation of the energetically
relaxed CT states yielded similar quantum efficiencies. This finding is consistent with
previous work where the carrier yield for above-gap and CT excitation has been probed
by means of time-resolved terahertz spectroscopy [87]. An important conclusion based
on these results is that, at least in some efficient OPV systems, the relaxed CT states
are weakly bound, as they reveal the ability to dissociate without the help of excess
energy. So the striking question is: What actually causes the weak exciton binding en-
ergy at the interface? In this context, Arkhipov et al. [16] have investigated influences
on the interfacial Coulomb potential theoretically. They found that this potential can
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be significantly screened by an interfacial dipolar layer due to partial charge transfer
between donor and acceptor molecules in the dark. The model has been refined later by
employing more sophisticated calculations of the interfacial potential, such as taking
into account a random distribution of interfacial dipoles [204], revisiting the actual po-
sition of interfacial electron-hole pairs with respect to these dipoles [96] and calculating
the electrostatic potential beyond the commonly used harmonic approximation [198].
The presence of an interfacial dipolar layer has also been confirmed experimentally
by means of photoelectron spectroscopy [88, 97]. Recently, the concept of interfacial
dipoles has been successfully applied to model the field-dependent photocurrent yield
in OPV devices [97, 156].
It is beyond the scope of this work to investigate the precise reasons for the experimen-
tally observed, weakly bound emissive CT states. However, from the discussion above
it turns out that weakly-bound CT states have also been evidenced by other methods.
Furthermore, theoretical studies confirm that the statement of a screened Coulomb
potential at the donor-acceptor interface is well-grounded. The main contribution of
this work is that the time-resolved quenching studies document efficient exciton separa-
tion via a ’cold’ hopping mechanism. Empiric modeling of the CT intensity quenching
and the multiexponential PL dynamics in the PTB7/PCBM system shows that the
complex decay characteristics could in fact result from a manifold of CT states with
different site separations and binding energies. Importantly, the entire dissociation
and recombination dynamics can be described with the assumption that the emissive
and relaxed CT state is the starting point in the dissociation process and there is no
need to assume that quenching occurs predominantly through a hot precursor state,
as suggested in other work [13, 171, 205]. However, the situation may strongly depend
on the material system. Moreover, ’hot’ and ’cold’ dissociation mechanisms are not
mutually exclusive.
Overall, temperature and field dependent TRPL studies have proven to be an effective
tool to probe the trapping character of CT states, allowing for conclusions if charge
generation from relaxed CT states is efficient or not. On the other hand, the emis-
sive CT states represent only a subset of the manifold of intermediate states in the
charge generation process. Further complementary studies i.e. transient absorption
spectroscopy or studies of the photocurrent yield are necessary to estimate the rele-
vance of the ’cold’ separation mechanism for the whole amount of generated charges.
Beside these general considerations, the field and temperature dependent data can be
used as a robust test for kinetic modeling and on the other hand the analytic and
empirical model tested in the framework of this thesis has been found to be in good
agreement with the experimental data, using a set of physically reasonable parameters.
For studies of the carrier or exciton dynamics, the development of analytic models is of
general interest, as they are less time-consuming compared to Monte Carlo simulations
[38, 78, 130, 191, 205–208].
6.3. Summary
In this chapter, the energetics of singlet and CT states in the polymer/fullerene sys-
tem PTB7/PCBM has been studied by means of field-dependent and time-resolved
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luminescence quenching experiments in the temperature range between 10 and 290K.
The PL quenching has been found to be independent of the photocurrent and the in-
jected current, furthermore no evidence for reduced oscillator strength of the optical
transition has been found, suggesting, that the observed PL quenching results in fact
from exciton dissociation in the applied electric field. The PL quenching data was an-
alyzed based on an empiric and analytical kinetic model [15], yielding binding energies
of 420meV and 377meV for singlet excitons in PTB7 and PCBM, respectively. For
an appropriate description, intrinsic fields of 2-3× 107Vm−1 and energetic disorder of
σ=52meV for PTB7 and σ=99meV for PCBM have been taken into account. The
strong temperature dependence of the CT intensity has been interpreted in terms of a
weak binding energy on the order of kBT at room temperature. The relatively weak
dependence of the quenching yield on the electric field on the other hand indicates that
the CT states are strongly localized and thus constrained regarding their orientation
in the electric field. When both is considered in the kinetic model, the average binding
energy of the CT states can be estimated to 46meV. Modeling suggests, that the un-
derlying spatial disorder for CT states is significantly higher than the spatial disorder
of the singlet states. The manifold of distances between the donor and acceptor sites in
the CT manifold essentially accounts for the observed multiexponential decay kinetics.
The good agreement between the experimentally observed and the modeled dynam-
ics of the CT emission implies that the temperature- and field-induced separation of
CT states in PTB7/PCBM can be described via a ’cold’ hopping process, whereas no




The major conclusions based on this work can be summarized as follows:
• The time-dependent Stokes shift of the PL in the neat polymers P3HT and PTB7,
which has been discussed in Chapter 4, is consistent with the picture of exciton
relaxation in a disordered system. A peculiarity in case of PTB7 is the absence of
any saturation behavior of the PL red shift with increasing time after excitation,
which should arise from thermal equilibrium between upward and downward hops
in a Gaussian density of states. This finding challenges an underlying Gaussian
density of states in case of PTB7, as the strong red-shift indicates the presence of
a higher amount of low-energetic tail states. The Gaussian Disorder Model is a
very popular tool to model the transport properties of organic systems, however,
the results on PTB7 suggest that the underlying density of states should be
studied more carefully.
• Blending the polymers with the fullerene derivative PCBM (see Chapter 5) signif-
icantly changes the PL properties with regard to the neat materials. The major
observations are a faster decay of the emission arising from singlet excitons, as
a result of dissociation at the donor-acceptor interface, and the presence of a
faint and long lived emission in the near-infrared, which is attributed to CT state
emission. This assignment is justified with the emission energy, which is related
to the energy level offset at the interface, and the measured decay times, which
are consistent with decay constants obtained from transient absorption studies
[119]. Furthermore, the CT emission is quenched with the help of thermal en-
ergy at room temperature, which strongly indicates that the underlying binding
energies are weak. Such characteristics are expected for CT states in highly
performing organic solar cells, as strongly bound CT states would be a serious
loss channel. Another important finding is that for both studied blend systems
P3HT/PCBM and PTB7/PCBM, respectively, the intensity of the CT emission
is correlated with the presence of an intimately mixed polymer/fullerene phase.
In P3HT/PCBM with an excess of PCBM, a long-lived subset of the CT states
seems to be more strongly bound and thus gives rise to losses, as the decay is
not remarkably altered up to room temperature. In PTB7/PCBM on the other
hand, the CT dynamics depend more strongly on temperature, suggesting that
even the CT states created in the highly disordered PTB7/PCBM mix phase can
undergo efficient dissociation.
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• The issue of CT dissociation in PTB7/PCBM is further addressed with field-
dependent TRPL measurements, as presented in Chapter 6. In a first step, the
quenching of the singlet emission is investigated and analyzed in terms of a kinetic
model suggested by Rubel et al. [15], which is based on hopping dissociation via
several intermediate sites in a disordered Coulomb potential. The model gives an
accurate description of the luminescence quenching data, when the underlying
energetic disorder is taken into account. This is a particular advantage with
regard to the commonly used Onsager-Braun model. The exciton binding energies
extracted from the modeling approach are 420meV for PTB7 and 377meV for
PCBM, respectively. In a next step the model is applied to the quenching data
of the CT emission. It turns out that good agreement between the experimental
and modeled quenching data can only be obtained when the interfacial potential
is assumed to be highly screened, leading to weakly bound CT states, for which
the model yields an average binding energy of 46meV. This result is consistent
with the thermal quenching studies in Chapter 5 and is further supported by
the assumption of a dipolar layer at the donor/acceptor interface suggested by
Arkhipov et al. [16]. This finding suggests that charge separation from the
energetically relaxed CT states can be very efficient and a separation mechanism
involving either vibronically or electronically excited CT states is not mandatory
to explain the high internal quantum yields of some organic solar cell materials.
The TRPL studies carried out in this work have proven to be a useful tool to probe
the underlying loss processes, which accompany charge generation in organic solar cell
devices. However, the results should always be discussed in the context of comple-
mentary studies, such as for example transient absorption or pump-push photocurrent
measurements to understand the relevance of the investigated processes. In case of
P3HT/PCBM, Guo et al. have reported geminate losses on a time scale similar to the
CT dynamics measured in this work [119]. For PTB7/PCBM, delayed charge gener-
ation on a 100 ps time scale has been reported [151], which is again consistent with
the measured CT decay time. Transient absorption studies also evidence that a high
portion of charges in these systems is generated on a sub-ps time scale, suggesting that
several processes contribute to charge generation. However, beside the general state-
ment that dissociation of energetically relaxed CT states is efficient in PTB7/PCBM,
the ’shallow’ trapping character of interfacial CT states could also be beneficial for the
transport properties and reduce the amount of bimolecular recombination. Moreover,
the observed efficient separation route via relaxed CT states leads to further implica-
tions for the energetics at the interface: When excess energy is not required for exciton
separation, a smaller offset between the donor and acceptor energy levels at the inter-
face could be sufficient to drive charge separation. This is corroborrated by work of
Veldman et al., who found that in principle an energy difference of 0.1 eV between the
donor band gap and the CT energy is sufficient [104] for efficient CT dissociation.
Another issue that should be investigated in greater detail in future work is the local-
ization of CT states. The present data suggests that the CT states are rather immobile
along the interface, or, at least, that the observed spectral relaxation and dynamics of
the CT emission are rather the result of an energy-dependent separation process. How-
ever, it cannot be excluded that the CT states reveal a certain mobility, for example
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driven by uncorrelated asynchronous hopping transport [168]. Such a process could be
beneficial for charge generation, as it allows CT states to diffuse into areas where they
can be more easily separated. On the other hand, higher diffusivity could also lead
to a higher probability to get trapped in recombination centers. These questions re-
garding the CT mobility could be further addressed by time-resolving the polarization
anisotropy of the CT emission.
A general problem regarding the accuracy of the field-dependent studies arises from
the fact that the distribution of the electric field in the active layer is not known
and thus it is assumed to be homogeneous. However, the PL quenching studies have
shown that space charge zones are present in the devices and hence, the electric field
is overestimated when it is set equal to the applied field. The impact of space charge
zones inside the devices could be further investigated by varying the sample thickness
or tuning the excitation wavelength, which would vary the absorption depth. Both
approaches would lead to a variation of the number of excitons created in the space
charge zone. Beside this intrinsic built-in field there is also the possibility that singlet or
CT excitons cause some dynamic screening of the external field. This could in particular
be the case at low temperatures where high numbers of emissive CT states are created.
The mentioned effects lead to uncertainties regarding interpretation of field-dependent
luminescence quenching studies. On the other hand luminescence quenching can be a
instructive tool to probe the actual field distribution inside a device when the precise
correlation between the emission intensity and the electric field is known [189].
Overall, organic semiconductors are promising candidates to meet the requirements for
third-generation photovoltaics with the potential to reach even higher photoconversion
efficiencies than nowadays, when the underlying loss processes are better understood
[27]. They compete against the perovskites, a material class, which is in particular
promising according to the much higher achievable photoconversion efficiencies. Or-
ganic semiconductors on the other hand offer the possibility to customize the material
properties, according to the variety of synthesis routes available in organic chemistry
and they can be prepared easily on flexible substrates. In this work, only material
systems based on fullerene acceptors have been discussed. A new and interesting de-
velopment in the field of organic photovoltaics is however the usage of small molecule
acceptors, which bear the advantage that they absorb in the visible range of the solar
spectrum, whereas the absorption of the fullerene derivative PCBM is in the blue or
the UV range, where the solar flux is rather low. Recently, a photoconversion efficiency
of 11% has been reported for a solar cell based on a small molecule acceptor [3]. For
detailed studies of the loss processes in these systems, the same methodology can be ap-
plied like for the fullerene based materials [209]. In the context of the growing demand
of photovoltaics, the next years in the research field of third generation photovoltaics
are exciting, as they may reveal a more sophisticated picture about the most promising
material systems, also regarding long-term stability. Beside these efforts, more detailed
research on the photophysics of organic light harvesting systems is certainly a topic of
broad fundamental interest.
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A Calculation of the excitation fluence
The photon and energy flux in the excitation spot of the laser can be estimated, when
the spot size, the aperture size of the entrance slits, the time-averaged output power
and the laser wavelength are known. Furthermore, the two lenses in front of the
spectrometer (see Ch. 3.2 lead to a magnification of the original PL spot by a factor
of two.
The number of photons per laser pulse N can be calculated by dividing the deposited
energy per laser cycle by the photon energy at a given wavelength:
N =
P · T · λ
hc
(A.1)
Here, P is the average output power of the laser, T is the period of the Ti:Sa oscillator
(12.5 ns), h is Planck’s constant and c denotes the speed of light. It is now important to
account for the fact that only a part of the PL intensity emerging from the excitation
spot is depicted on the cathode of the streak camera. The actual area selected from
the excitation spot is determined by the aperture size of the horizontal and vertical
entrance slits. The situation is illustrated in Fig. A.1(a). The parameter reff is used to




additional factor of 1
2
emerges because the size of the excitation spot is magnified by a
factor of two by the lenses in front of the spectrometer. The number of photons Neff
in the depicted area of the excitation spot can now be approximated by integrating












Here, w is the diameter of the excitation spot (full width at half maximum), which is
related to the two-fold standard deviation via a factor of 1.18. The variable n denotes
the photon density, which is obtained by dividing the total number of photons N by














Appendix A. Calculation of the excitation fluence





and the energy flux ΦE is given by
ΦE = Φph · hc
λ
. (A.5)
It should be noted that further assumptions about the absorptivity of the material and
intensity losses at the sample surface or cryostat window have to be made to enhance
the accuracy of the presented approach. For this work, the calculation of the excitation
fluence was implemented in a LabVIEW script, where Eqns. A.2 and A.3 were solved












Figure A.1.: Panel (a): Color-coded two-dimensional intensity profile of the laser spot. The area of
this spot which is investigated experimentally is indicated by the square. The average excitation
intensity is calculated via Eq. A.2 and the resulting effective intensity profile is sketched in panel
(b).
122
B Supporting experimental data


































 [1:0.5] dark current
 [1:0.5] photo current
 [1:0.9] dark current
 [1:0.9] photo current
 [1:2] dark current
 [1:2] photo current
Figure B.1.: Current density versus voltage curves of the investigated P3HT/PCBM devices with
varying PCBM content.






































 [1:1.5] dark current
 [1:1.5] photo current
 [1:3] dark current























 [1:1.5] dark current
 [1:1.5] photo current
(a) (b)
Figure B.2.: Current density versus voltage curves of the investigated PTB7/PCBM devices with
varying fullerene content. The curves in panel (a) correspond to the first batch of samples investi-
gated in Ch. 5 and the curve in panel (b) is representative for the second batch of samples, which
was fabricated for the field-dependent studies presented in Ch. 6.
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Figure B.3.: Parameters describing the temperature-dependent PL spectra of P3HT (a) and PTB7
(b), as labeled. The values of Ei denote the peak maxima obtained from multi-Gaussian fits, σ
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 290 K control
 290 K bias
Figure B.4.: Left column: Selected PL transients from bias sweeps of the PTB7 device at different
temperatures. The red curves correspond to the control measurements without bias after the
sweeps. The range of applied fields is indicated in the plots. The device was excited at 450 nm
(2.76 eV) and the excitation power was set to 0.1mW, corresponding to an energy fluence of about
0.1 µJcm−2. Right column: Integrated PL intensities extracted from the measurements. Black
squares represent the intensities derived from control measurements before and after the respective
bias step and red circles correspond to the PL intensities when bias is applied to the device. The
figure is reprinted from the supporting information in Ref. [17].
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Figure B.5.: Left column: Selected PL transients from bias sweeps of the PTB7/PCBM device at
different temperatures. The red curves correspond to the control measurements without bias after
the sweeps. The range of applied fields is indicated in the plots. Excitation conditions: 400 nm
(3.1 eV), leading to preferential excitation of the PCBM phases. The excitation power was set
to 0.3mW, corresponding to an energy fluence of about 0.08 µJcm−2. Right column: Integrated
PL intensities extracted from the measurements. Black squares represent the intensities derived
from control measurements before and after the respective bias step and red circles correspond to
the PL intensities when bias is applied to the device. The figure is reprinted from the supporting


























































































































































































































































Figure B.6.: Left column: Selected PL transients from bias sweeps of the PTB7/PCBM device at
different temperatures. The black curves correspond to the control measurements without bias
after the sweeps. The range of applied fields is indicated in the plots. The excitation wavelength
was set to 705 nm (1.76 eV), allowing for selective excitation of the polymer phase and an excitation
power of 5mW was chosen (the corresponding energy fluence is ca. 2.7 µJcm−2). The CT intensity
was approximated with the integral over a biexponential model function fitted to the long-lived
component of the recorded PL transients (red curves). Right column: Integrated PL intensities
extracted from the fits. Black squares represent the intensities derived from control measurements
before and after the respective bias step and red circles correspond to the PL intensities when bias
is applied to the device. The figure is reprinted from the supporting information in Ref. [17].
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C Matlab-script for modeling of
field-induced luminescence quenching
% parameters for optimization
r0=1.12e-9; % Separation of neighboring sites (m)
alpha =0.52e-9; % Localization parameter (m)
dr=0.07e-9; % Spatial disorder parameter (m)
sigma_meV =52; % Energetic disorder parameter (meV)
sigma_J=sigma_meV /6.242 e21; % Energetic disorder parameter (J)
p=[r0 alpha dr sigma_J ]; % Parameter set for optimization
% experimental PL quenching data
data_exp=load(’PTB7data.dat’);
% externally applied electric field (0...24V for a 120nm film)
F_exp =[0:2:24] ’/120e-9;
% Settings for optimization procedure "fminsearch"
options=optimset(’Display ’,’iter’,’MaxIter ’ ,50);
% Optimization of function "fiterr"
p=fminsearch(@fiterr , p,options ,F_exp ,data_exp);
% Calculate theoretical quenching curves from best parameter set
[delta , qdata ]= fiterr(p,F_exp ,data_exp);
% Plot optimized quenching curves and experimental data
plot(F_exp ,qdata ,F_exp ,data_exp);
p(4)=p(4) *6.242 e21; % Energetic disorder parameter in meV
% Export modeled quenching data and optimized parameter set
save ’qdata.dat’ qdata -ASCII
save ’params_PTB7.dat’ p -ASCII
function [delta , qdata] =fiterr(p, F_exp , data_exp)
% Constants (SI -units !)
eps_r =3.0; % relative dielectric constant
eps_0 =8.85418781762e-12; % vacuum permittivity
k_B =1.38064852e-23; % Boltzmann constant
e=1.6021766208e-19; % elementary charge
% Fixed parameters
v0=1e13; % attempt -to-escape frequency
trad =0.5e-9; % radiative decay rate
tex =0.5e-9; % experimental PL decay time
F0=2e7; % intrinsic field
f=1; % potential screening factor (~0.1 for CT states)







Tvec =[10 80 150 220 290];
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Appendix C. Matlab-script for modeling of field-induced luminescence quenching
% Model settings
m=1e4; % no. of simulation runs
n=31; % number of relevant sites
for g=1:1: length(Tvec) % loop for different temperatures
T=Tvec(g);
for k=1:1:m % loop for averaging between random model potentials
% Enable this to account for random field direction (for CT)
% theta=rand (1)*2*pi -pi;
% F=abs(F*cos(theta));
% Create random position and energy offsett
xr=rand(1,n)*2*dr-dr; % spatial disorder (uniformly distributed)
xE=sigma_J .*randn(1,n); % energetic disorder (normally distributed)
% Weight decay times by a tunneling term
trad_mod=trad*exp(2*xr(1)/alpha);
tex_mod=tex*exp(2*xr(1)/alpha);






% site -to-site Miller -Abrahams -hopping -rate
aj=v0*exp(-(2*(rj1 -rj)/alpha) -((Ej1 -Ej)+abs(Ej1 -Ej))/(2* k_B*T));
if j==2





% Field -dependent dissociation rate (Rubel et al., PRL , 2008)
kdiss=(sum ((1./a).*exp((E-E1)/(k_B*T)))).^(-1);
% Sum over dissociation probabilities for individual potentials
if k==1
p=( trad_mod ^(-1))./( tex_mod ^(-1)+kdiss);
else
p=p+( trad_mod ^(-1))./( tex_mod ^(-1)+kdiss);
end
end
% Calculate field -dependent dissociation probability and quenching
p=p/m;
q=1-p/p(1);

















CS state Charge separated state
CT state Charge transfer state
D Donor
DET Dexter energy transfer
DOS Density of states
ET Electron transfer
FF Fill factor
FRET Fo¨rster resonant energy transfer
FWHM Full width at half maximum
HOMO Highest occupied molecular orbital
IC Internal conversion
ISC Intersystem crossing
Jsc Short circuit current
JV curve Current density/voltage curve
LCAO Linear combination of atomic orbitals
LUMO Lowest unoccupied molecular orbital
ND:YAG laser Neodym-doped yttrium aluminium garnet laser
OPV Organic photovoltaics




SHG Second harmonic generation
SSH model Su-Schrieffer-Heeger model
Ti:Sa laser Titanium:sapphire laser
TRPL Time-resolved photoluminescence
Voc Open circuit voltage
XT Exciton transfer
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PC61BM [6,6]-phenyl-C61 butyric acid methyl ester
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