The shared-parameter model and its so-called hierarchical or random-effects extension are widely used joint modeling approaches for a combination of longitudinal continuous, binary, count, missing, and survival outcomes that naturally occurs in many clinical and other studies. A random effect is introduced and shared or allowed to differ between two or more repeated measures or longitudinal outcomes, thereby acting as a vehicle to capture association between the outcomes in these joint models. It is generally known that parameter estimates in a linear mixed model (LMM) for continuous repeated measures or longitudinal outcomes allow for a marginal interpretation, even though a hierarchical formulation is employed. This is not the case for the generalized linear mixed model (GLMM), i.e., for non-Gaussian outcomes. The aforementioned joint models formulated for continuous and binary or two longitudinal binomial outcomes, using the LMM and GLMM will naturally have marginal interpretation for parameters associated to the continuous outcome but a subject-specific interpretation for the fixed effects parameters relating covariates to binary outcomes. To derive marginally meaningful parameters for the binary models in a joint model, we adopt the marginal multilevel model due to Heagerty (1999; Heagerty and Zeger 2000) and formulate a joint marginal multilevel model for two longitudinal responses. This enables to (1) capture association between the two responses and (2) obtain parameter estimates that have a population-averaged interpretation for both outcomes. The model is applied to two sets of data. Results are compared with existing approaches such as generalized estimating equations (GEE), GLMM, and the model of Heagerty (1999). Estimates were found to be very close to those from single analysis per outcome but the joint model yields higher precision and allows for quantifying the association between outcomes. Parameters were estimated using maximum likelihood. The model is easy to fit using available tools such as the SAS NLMIXED procedure.
Introduction
Joint modeling has received massive attention in recent years, owing to researchers' desire for more insight into their data with a single statistical model. The reason to find this type of analysis is because commonly researchers simultaneously record several kinds of outcomes in their studies. These outcomes are often of a mixed nature. Prevalent examples are situations where a combination of continuous, binary, ordinal, survival, and missing outcomes occurs. Continuous and binary outcomes often appear in longitudinal studies where one observes follow up measurements on patients. For timeto-event outcomes, patients are followed up until they experience an event of interest. Oftentimes, because studies are conducted in humans, data are incomplete owing to dropout or other reasons for missingness. These issues requires careful attention.
Earlier, emphasis has been on separate analyses per outcome. Even in situations where joint analysis of outcomes were required, relatively naive approaches had been used. For a single longitudinal or survival outcome, we may be interested in finding out if a particular treatment has an effect on the outcome. We may also want to know if the longitudinal evolution of an outcome differs for example between males and females. Such questions could be addressed with well-known methods, such as the Cox model for time-to-event outcomes or mixed-effect and marginal models for longitudinal outcomes. This type of single analyses are limited in that they do not provide answers to questions that take several or all outcomes simultaneously into account. Conducting a joint analysis allows addressing additional scientifically relevant questions. For example, when one is interested in knowing whether a new treatment could improve all outcomes simultaneously or in the measurement of the association between the various responses and how this association evolves over time, a joint model is advisable. Also, joint models are popular owing to the fact that they ensure unbiased statistical inferences (Tsiatis, DeGruttola, and Wulfsohn 1995, Wulfsohn and Tsiatis 1997) in a variety of settings. As mentioned earlier, though scientific interest may be in the longitudinal or survival outcomes, we may also be required to accommodae incompleteness of measurements. Failure to do so can lead to biased parameter and precision estimates (Prentice 1988) . Another situation that requires joint modeling techniques is when there is interest in improving predictions. For instance, to improve the prediction of the probability of survival, one could usefully include all available outcomes.
There are several instances in the statistical literature where joint models have been adopted. For example, in HIV/AIDS clinical trials, quality of life studies, cancer trials, etc., joint modeling of survival and longitudinal data are commonly found (DeGruttola and Tu 1994; Clayton 1992; Tsiatis, DeGruttola, and Wulfsohn 1995; Wulfsohn and Tsiatis 1997; Faucett and Thomas 1996) to assess the association between both outcomes. An excellent review of various joint modeling approaches for longitudinal and time to event data can be found in Tsiatis and Davidian (2004) . These techniques have been made flexible so that they can handle different types of longitudinal outcomes. Horrocks and van den Heuvel (2009) used a joint longitudinal and GLM model, developed by Wang et al (2000) , to predict pregnancy in a group of women undergoing treatment for infertility, based on longitudinal adhesion measurements. Li et al (2007) considered a semi-parametric joint model to study the association between bone status in peri-menopausal women, being the primary endpoint, and longitudinal hormone levels. Molenberghs and Verbeke (2005) discuss a number of techniques that jointly model continuous and discrete outcomes. Other studies have employed joint models to investigate how early measurements of a trial or an alternative outcome can be used as a surrogate for the primary endpoint (Buyse and Molenberghs 1998; Burzykowski, Molenberghs, and Buyse 2005) .
Consider a scientific study where the research interest is not only in the association between the outcomes but also in the effect of some covariates on the outcomes and their interpretation. The random effects approach to joint modeling uses random effects to capture the correlation between the outcomes, as well as within each longitudinal outcome (Laird and Ware 1982) . It is generally known that the parameter estimates from a linear mixed model have a marginal interpretation even though a hierarchical formulation is employed. Such is not the case for the generalized linear mixed model for non-Gaussian outcomes, where the generalized linear mixed model parameters have a subject-specific interpretation. When continuous and binary or count longitudinal outcomes are modeled jointly, it is obvious that parameters associated with the continuous outcome will have a marginal interpretation while those for the non-Gaussian outcome will have their usual conditional interpretation. It is therefore of interest to have a model where population-averaged interpretations of the parameters are also available for the discrete outcomes. Heagerty (1999) proposed a now wellestablished marginalized multilevel model by formulating a separate model for the marginal means for a single binary outcome, which can depend on covariates only and another one for the conditional means which is related to a term that links the marginal with conditional means and random effects.
In so doing, the model enjoys the various strengths of marginal and conditional modeling techniques.
Particularly, effects of covariates will have a direct marginal interpretation.
We followed the modeling concepts of Heagerty (1999) and formulated a joint model for two longitudinal outcomes. The generalized linear mixed model component in a shared-parameter model and its so-called hierarchical extensions was replaced by the model of Heagerty (1999) . The proposed model therefore has a marginal interpretation for fixed parameters of known covariates that are associated to the binary outcome, it also enables inferences about the association between the outcomes. We offered a brief review of models for correlated continuous and binary data. Full maximum likelihood estimation with iterative numerical quadrature methods are adopted to obtain parameter estimates.
The remainder of the paper is organized as follows. We devote Section 2 to the introduction of two datasets; these are analyzed in Section 5. Methodology for existing marginal and hierarchical models for continuous and binary longitudinal outcomes are reviewed, and our proposed Joint Marginal Multilevel Model (JOMMM) technique is presented in Section 3. The estimation method is the subject of Section 4. Section 6 reports a simulation study undertaken to explore the performance of the proposed method.
Case Studies

Serological HCV and HIV Data from Italy
This dataset is taken from an annual serological survey conducted between 1998 and 2006 from 20 regions in Italy. The study was conducted by the European Monitoring Center for Drugs and Drug Addition (Mathei et al 2006) . The data consist of hepatitis C virus (HCV) and human immunodeficiency virus (HIV) status and risk factors of drug users who made an appointment in the drug treating center. Individual drug users data were not available but rather the total number of drug users who visited the facility each year and the number tested positive for HCV and HIV per region. The resulting dataset is a sequence of binary outcomes for each of the 20 Italian regions over the years. Not all regions are present at all years. Consider, for example, the HCV data. The maximum number of respondents is 15,401 (average 3866.61), and the maximum of positive tests is 10,875 (average 2578.12). The aim is to investigate the change in HCV over time, i.e., whether year-effects are present in the profiles. Table 1 lists the overall HCV prevalence for each of the 20 regions. From these aggregated serological data, we can consider: (1) the evolution of each infection, i.e., whether year-effects are present in the profiles, both at the regional and population levels; (2) for each infection, the association between measurements taken over time; and (3) the association between both infections at regional and population levels. Observed prevalence profiles are shown in Figure 1 . Unsurprisingly, the prevalence of HCV is seen to be higher than that for HIV. For both infections, there apparently is much more between variability as opposed to within variability. This is an indication of possible correlation between prevalence over time from the same region.
The Age Related Macular Degeneration Trial
The Age Related Macular Degeneration (ARMD) has been presented and studied by Buyse and Molenberghs (1998) and Molenberghs and Verbeke (2005) . Primary trial results have been reported elsewhere (Pharmacological Therapy for Macular Degeneration Study Group 1997). The data resulted as a product of a randomized multi-centric clinical trial for patients with ARMD, a condition associated with progressive loss of vision in the elderly. The aim of the trial was to compare experimental interferon-α to placebo. The outcome of the trial was the patients' visual acuity, which was measured at 4 follow-up visits (4, 12, 24, and 52 weeks). During each visit, patients were made to read lines of letters on standardized vision charts and the total number of letters that were correctly read was recorded as the patients' visual acuity. Buyse and Molenberghs (1998) studied if patients' performance at 6 months could be used as a surrogate for their performance at 1 year with respect to the effect of the experimental treatment. They investigated whether the loss of vision of at least 2 lines at 6 months could serve as a surrogate for the loss of vision of at least 3 lines at 1 year. The full longitudinal profile was subjected to analysis in Molenberghs and Verbeke (2005) . For our purposes, two different versions of visual acuity will be considered, namely (1) change in visual acuity at the different time points, assumed to be normally distributed, after onset of treatment and (2) a binary variable indicating whether or not there is loss of vision at the various visit periods compared to when treatment started. While one outcome derives from the other, the setting is relevant because the continuous sequence obviously is the directly obtained one, while the derived binary sequence is often the one requested for regulatory purposes. It is then useful to assess the connection between the results derived from both, in particular the association between them and the correspondence between the treatment effect. Indeed, while there is a deterministic rule in deriving the second from the first sequence, it is not clear whether this will automatically result in a treatment effect of the same magnitude; neither is it clear a priori what the correlation between the two sequences will be. These issues can be addressed satisfactorily only in the context of a joint model.
Methodology
Models for a Single Longitudinal Continuous Response
The hierarchical linear mixed model (LMM) and its corresponding marginal models are appropriate statistical models for continuous hierarchical data, given that they duly acknowledge dependence between observations within subjects, through the use of random effects. Assume that there are i = 1, . . . , N subjects and j = 1, 2, . . ., n i follow-up continuous measurements Y ij taken for each subject. The LMM is specified as:
(1)
This model involves two set of covariates x ij and z ij . The n i × p covariates x ij are associated with a p-dimensional vector of fixed-effects parameters β and the n i × q set of covariates z ij associated with the random effects Alternatively, one can postulate the following marginal model:
In this case, correlation is taken into account through covariance parameters in V * i . Again, different specifications of the covariance structure can be imposed for the covariance V * i as mentioned above for D and R i . It is well known that the marginal model resulting from (1) is a special case of (2). The hierarchical linear mixed model therefore implies a specific marginal model
A very important fact is that the implied marginal model removes the positive definiteness restrictions on the D and R i matrices, merely requiring that V i be positive definite; thus, weaker restrictions on the covariance parameters apply (Verbeke and Molenberghs 2003) . Maximum likelihood (ML) and restricted maximum likelihood (REML) are popular estimation methods for the mixed-model parameters Ware 1982, Verbeke and Molenberghs 2000) . The latter is used to obtain less biased estimates of the covariance parameters (Patterson and Thompson 1971 , Harville 1997 , Cooper and Thompson 1977 , Verbyla 1990 ). The EM algorithm (Dempster, Laird and Rubin 1977) and Newton-Raphson-based procedures (Lindstrom and Bates 1988) are common updating methods. These have been implemented in statistical packages such as SAS and R. Bayesian alternatives are also available for estimation (Gelman et al 1995) .
Models for a Single Longitudinal Binary Response
For correlated non-Gaussian outcomes, the generalized linear mixed model (GLMM) and generalized estimating equations (GEE) are widely used statistical tools. The former is an extension to the linear mixed model and the (univariate) generalized linear model (GLM). The GLMM is based upon specifying a exponential-family distribution for the outcome, a link function, and a random-effect structure. The model formulation for binary data will be discussed in Section 3.3. Unlike for their continuous counterparts, the marginal and conditional means are not equal. For example, using a logit link to relate covariates and random effects to the expectation of Y ij ,
.
An alternative route is offered by a direct marginal specification. GEE was first introduced by Liang and Zeger (1986; Zeger and Liang 1986) . The approach extends GLM by allowing for correlation within subject through a so-called working correlation matrix. Score equations are formulated and solved. Commonly used working structures are independence, exchangeability, autoregressive, and unstructured. As opposed to GLMM, GEE is a marginal model and so parameters have a marginal interpretation. The main advantage of GEE is that even when the working correlation structure is misspecified, parameter estimators are consistent and asymptotically normal. Empirically corrected standard errors are unbiased. The methodology has been implemented in various packages. One of it weaknesses lies in the fact that it is only valid under missing completely at random (MCAR) and not when data are missing at random (MAR) (Diggle et al 2002) . Also, it performs well only with relatively large sample sizes, particularly for binary data. Evidently, it lacks a likelihood basis.
Extensions, based on inverse probability weighting, allow for MAR missingness (Fitzmaurice et al 2009) . Details about GEE and its extensions can be found in Molenberghs and Verbeke (2005) .
Heagerty (1999) and Heagerty and Zeger (2000) proposed the concept of a marginally specified logistic-normal model for longitudinal binary data. This model brings together the strength of both GEE and GLMM. For a binary outcome Y ij , the model formulation is given by
A separate model for the marginal mean µ m ij = E(Y ij ) and the conditional mean µ c ij = E(Y ij |b i ) are specified and linked together by δ ij , which is allowed to depend on covariates, marginal parameters, and random-effect components. The term δ ij is obtained from the integral equation:
where g(·) = η −1 (·) is an inverse link function. When, for example, the link function is logit and the distribution of the random effect is normal, then δ ij is obtained from
where
It is known from logistic-normal regression models that this integral has no closed form solution. Therefore, an iterative numerical approximation may be required to execute the integration. This is less than straightforward because another numerical integration is required to obtain the marginal density from the conditional density. Griswold and Zeger (2004) extended this model to allow for different link functions for the marginal and conditional model specification.
Therefore, instead of a logit-logit-normal model, we may specify a logit link for the marginal model and a probit link for the conditional model. In this case, we will retain the odds ratio interpretation of the marginal parameters while taking advantage of the computational ease emanating from the probit-normal relationship. We then obtain a closed form expression for δ ij :
with Φ −1 (·) the probit link function. Expressions for δ ij for other data types and their convenient link functions can be found in Griswold and Zeger (2004) . These authors also discuss maximum likelihood estimation. Apart from combining both marginal and conditional parameter interpretation, the models enjoys a likelihood basis and allows derivation of the the full probability distribution for the response (Fitzmaurice and Laird 1993; Molenberghs and Lesaffre 1994) . Heagerty and Zeger (2000) demonstrated through a simulation study that parameters from this marginal multilevel model (MMM) are less sensitive to random-effects assumptions than the conditional GLMM model. Furthermore, the model produces valid inferences when data are missing at random (MAR).
Models for Joint Longitudinal Responses
Consider two longitudinal outcomes Y 1ij and Y 2ik , denoting the jth and kth measurement on the ith subject for continuous and binary type outcomes, respectively, (i = 1, . . . , N , j = 1, 2, . . . , n 1i , and k = 1, 2, . . ., n 2i ). This means that we need to develop an appropriate model for the joint distribution (Molenberghs and Verbeke 2005) , where an unobserved random variable is introduced, given which, the two outcomes are further assumed independent. In other words, the random effects are solely responsible for generating the association between the outcomes.
We begin by formulating a linear mixed model for the continuous outcomes. This means that Y 1i
follows a linear mixed model of the type (1). Next to this, a generalized linear mixed model is specified for the binary outcome. For Y 2ik ∼ Bernoulli(µ ik ), the expectation of Y 2ik is related to covariates and random effects through a known link function η(.) in the following way:
In our general notation, we will subscript the covariate vectors with '2' for the binary sequence The shared-parameter joint model however is known to suffer from some drawbacks. Notable among them is that it imposes a specific kind of association between the responses. For example, in a random intercept shared-parameter model for two continuous longitudinal outcomes, the random intercept is used to capture the association in one outcome and at the same time in the other outcome and so a particular association is imposed between the two outcomes. This can easily be dealt with by what is known as the hierarchical or random effect approach where different random effects are used for the different longitudinal profiles. For example, using a single random effect for the individual response models, they can be expressed for two binomial outcomes as follows:
and further
This implies that the random intercepts in (5) and (6) Here, w ik is a vector of scale parameters and covariates (i.e., w ik = Λz 2ik ), µ
We can derive the joint marginal distribution by integrating out the random effect. Thus, the contribution of the ith subject to the likelihood is given by
For two longitudinal binary or binomial responses, the JOMMM is formulated by replacing each of the two conditional models (5) and (6) in a joint model by the marginal and conditional model of the MMM, where the same or different random effects are introduced in the conditional models for the two outcomes.
Estimation
Parameters in the joint model are estimated using maximum likelihood, based on
Even though this analytical joint marginal likelihood can be maximized, it is cumbersome to manipulate. It is therefore more convenient to maximize the likelihood after employing numerical techniques, rather than to integrate out the random-effects distribution. Gaussian and adaptive Gaussian quadrature are designed for such purpose, up to a pre-specified level of accuracy Bates 1995, 2000) . The standard errors of the parameter estimates are computed from the inverse Hessian matrix (second derivatives) at the estimates obtained numerically. Major statistical tools, such as the SAS procedure NLMIXED, are readily available for fitting the models specified in this paper. Other estimation techniques are discussed in Molenberghs and Verbeke (2005) for discrete and in Verbeke and Molenberghs (2000) for continuous outcomes.
Analysis of Case Studies
Analysis of the HCV and HIV Data
We begin by analyzing the serological survey data which collates the HCV and HIV status of drug users. The prevalence sequence of these two infections will be modeled jointly to capture association between them, as well as the association within a sequence over time. Suppose Y 1ij and Y 2ij are the number of positive cases of HCV and HIV, each assumed to follow a binomial distribution with probability of success µ 1ij and µ 2ij , respectively, and with n 1ij and n 2ij trials, for the ith region at the jth year. We will begin by fitting to each outcome separately a GLMM model, GEE with a compound symmetry working assumption, and a MMM. The purpose of these models is to make comparisons between estimates from the hierarchical and the marginal models, the latter of which has a population-averaged interpretation for the fixed effects. The mean structure of all models is of the form: logit(µ 1ij ) = α 0 + α j T ij and logit(µ 2ij ) = β 0 + β j T ij , where T ij is a year indicator defined as T ij = 1 if the measurement was taken in the jth year (j = 1, 2, . . ., 8) and 0 otherwise. Year 9 is taken as the reference year. The α and β parameters are the effect of time associated with the prevalence of HCV and HIV, respectively. To capture the correlation inherent in the data, a random intercept is added to the conditional mean models. Thus,
Apart from separate models, GLMM and MMM, a shared parameter version of the joint hierarchical model was formulated and fitted with the scale factor (λ) inserted into the HCV model.
As is expected, we observe from Table 2 that parameter estimates from the GLMM model are higher in magnitude than those of the marginal models (Molenberghs and Verbeke 2005) , precisely the reason why MMM type models are considered. This is not surprising in the case of the HCV data given that the random effect variance is small in the GLMM. Also for HCV, the GEE and MMM model have similar estimates, albeit not in terms of their standard errors. The full likelihood MMM model enjoys higher precision of parameter estimates. However, for HIV, due to the relatively high random-effect variance, the GLMM and GEE estimates are quite more different, with the estimates from the MMM lying in between.
To turn to the joint models, results of the various joint models are presented in Table 3 . We observed from these results that parameters associated with HCV and HIV in the joint models are similar to those from the separate GLMM models with the former superior in terms of precision. Also, the joint MMM models estimates are close in magnitude to the GEE and MMM models. These models have a population average interpretation for the effect of time on the prevalence of HCV and HIV. The magnitudes of the estimates from the joint hierarchical models again are higher than their marginal counterparts. The correlated version of the joint model is fitting better than the shared parameter models based on their log-likelihood or Akaike's Information Criterion derived thereof.
Note that both the hierarchical as well as the marginalized model are of relevance. The former can be used to derive regional prevalence, the latter corresponds to national prevalence. We observe that the association is stronger within the HIV sequence than within the HCV sequence. Also, there is a high correlation between the prevalence of both infections.
Analysis of the Age Related Macular Degeneration Trial
Results of fitting the various approaches to the longitudinal continuous visual acuity and the binary vision-loss outcome in the ARMD data are presented. The covariate structure is maintained across models, for ease of comparison. The models have an intercept and the effect of treatment at each time point for both outcomes. Precisely, we assume the predictors to be: µ 1ij = β 0j + β 1j T i and logit(µ 2ij ) = α 0j + α 1j T i , where j = 1, 2, 3, 4 and T i is treatment allocation. In the corresponding conditional models, a random intercept, b i ∼ N (0, d), was used. The single marginal models were fitted with a compound symmetry (exchangeable) variance or correlation structure. Also, the joint models were fitted using the shared-parameter model where the inflation factor (λ) was introduced in the model for the continuous sequence. Results of all models fitted are presented in Table 4 .
We observe from these results that parameter estimates and standard errors associated with the continuous sequence are all similar. Therefore, whether or not a marginal or hierarchical formulation is employed, parameters retain both their interpretation as well as their magnitude. In the few instances where the standard errors are not exactly the same, the joint models are much more precise. On the other hand, the story for the binary sequence is different. Observe that the GEE, MMM, and the joint MMM models have marginal parameters that are numerically similar to each other, but that a higher precision is observed for the estimates from the joint MMM model. Also note that the parameters in the conditional models are not similar to those in the marginal models. This is not surprising given that in the GLMM, the random effect variance was very high. These observations are also a reflection of the fact that so-called marginally meaningful models are different from their hierarchical counterparts in terms of parameter interpretation. Furthermore, the conditionally interpreted GLMM has less similar parameters than those obtained from the joint hierarchical model. Due to these differences in estimates, the resulting standard errors seem to suggest that there is higher precision in the GLMM than the joint hierarchical model. This is, however, unwarranted. A close examination of the relative precision defined as the ratio of the standard error of the estimates and the value of the estimates reveals that the joint model yields higher relative precision than the single GLMM. This is consistent with the marginal models, where relative precision also tends to favor the joint marginalized multilevel model. In summary, our proposed joint marginal multilevel model, produces parameter estimates similar to those of GEE and the MMM which gives an indication that the JOMMM model parameters will indeed have a marginal interpretation. Finally, we again see the benefit of joint modeling against separate analyses for each outcome in their precision estimates.
Those in the joint models tend to yield higher precision than those of the separate analyses.
Simulation Study
Further to the results from both case studies, a small simulation study was carried out. In the first part of the simulation, data were generated from a joint marginalized multilevel model with correlated random effects. The generating model for two Bernoulli outcomes was as follows:
with the random effects assumed to follow a normal distribution as in (7). T i is a binary indicator for treatment allocation and t ij is the time at with the jth measurement for subject i is taken. The true parameters were assumed to be (β 0 , β 1 , α 0 , α 1 , d 11 , d 12 , d 22 ) = (3.8, 1.2, 2.4, 0.8, 1.22, 0.57, 1.56).
Three marginally specified models were fitted to each of the 500 generated datasets under varying number of subjects and measurement point per subject. Also, two treatment levels were used, in the sense that two different treatments (e.g., active treatment and placebo) are compared. The JOMMM with shared random effect, MMM, and GEE for each outcome are compared. From the results presented in Table 5 , we observed the semblance between the three models in terms of their parameter estimates. In terms of relative precision, the effect of the shared joint MMM model is not extremely pronounced when compared with the MMM model. However, the added advantage to fitting such a joint model is the prospect of capturing the association arising from a joint collection of outcomes in practice. The GEE with exchangeable working assumption was also found to have parameter estimates rather close to the true.
In the second part of the simulation study, we investigated the performance of the shared JOMMM model and the MMM model when a common treatment evolution is assumed (i.e., β 1 = α 1 ) for the two longitudinal outcomes. The same simulation model above was used but with a common treatment effect and different true model parameters. Each of the two models was fitted to 500 simulated datasets. Results are presented in Table 6 . The true values employed are: β 0 = 1.8,
, and d 22 = 1.56. One can observe from these results that the shared joint MMM model reduced bias and increased precision when compared to the single MMM models. Of course, the single MMM is only modestly biased in the first place. It is therefore apparent to conclude that when the true treatment effect is common to the two outcomes, a single analysis per outcome may fail to capture this effect accurately and precisely.
Concluding Remarks
We have shown that a joint longitudinal model can be formulated where all parameters enjoy a marginal interpretation. This was achieved by incorporating the model of Heagerty (1999) into the shared-parameter and hierarchical joint models used to jointly model two longitudinal outcomes.
Two analyses have been performed to show how these models are fitted. The resulting model at the same time captures association between the two responses, and yields parameter estimates that have a population-averaged interpretation for both outcomes. Estimates were found to be close to those from single-outcome analyses but provided higher precision. The difference in precision could affect inferences. Thus, it is important to make use of such joint modeling approaches, which tend to provide unbiased and more precise estimates. Note that in both real data examples, only a random intercept was used in the sub-models. This is not to say the model is merely restricted to onedimensional random effect. It is indeed possible to add as many random effects as it is practicable.
The user ought to be reminded that even for single response models, adding more random effects increases the complexity of the model and thus difficult or impossible to fit in some cases. In terms of implementation, the proposed method allows to efficiently make use of available resources, such as the SAS procedure NLMIXED. Little additional coding effort is required; see the Appendix for the SAS code to the most complex of the models used to analyze the HCV and HIV data. The code is available at the authors' web pages. estimate 'rho' cov12/(sqrt(var1)*sqrt(var2));
run;
