Abstract. We study singularly perturbed scalar and planar differential equations with linear parts independent of time. The associated autonomous equations undergo a bifurcation of equilibria in the scalar case and the Hopf bifurcation in the case of planar systems at a bifurcation point where the zero equilibrium loses stability. We suggest natural sufficient conditions for the phenomenon of delayed loss of stability for the singularly perturbed equations and estimate the asymptotic delay. Bifurcation points, stability of the zero equilibrium, and the asymptotic delay are determined by superlinear terms in the expansions of the right-hand sides of the associated and singularly perturbed equations.
Introduction
We consider singularly perturbed equations ε dx dτ = g(τ, x) (1.1) and study the asymptotic behavior of solutions of the Cauchy problem for small values of the parameter ε > 0. In this problem, the so-called associated to (1.1) equation
where τ is considered as a parameter plays an important role. If x * (τ ) is an isolated continuous branch of asymptotically stable equilibria of the autonomous equation (1.2), then the behavior of solutions of equation (1.1) (where x ∈ R N ) is determined by Tikhonov's theorem (see, e.g., [14, 17, 18] ). Each solution x of equation (1.1) with an initial value x(τ 0 ) which belongs to the basin of attraction of the equilibrium x * (τ 0 ) of equation (1.2) is attracted to the curve x * = x * (τ ) and stays in a δ-neighborhood of x * for all τ > τ 0 + δ where δ = δ(ε) vanishes as ε → 0.
Immediate loss of stability was studied in [8] . The phenomenon of delayed loss of stability was first noticed for bifurcations of small cycles (Hopf bifurcations); these results were obtained in [16] and extended in [12, 13] . For other types of bifurcations the phenomenon was studied in [1, 3, 10, 15] (see further references therein). In what follows we assume that x * (τ ) ≡ 0. Generically, if stability of the zero equilibrium of equation (1.2) is determined by the linear approximation x = g x (τ, 0)x, then this approximation determines also the asymptotic delay in the case of delayed loss of stability for equation (1.1) .
In this paper we study equations with linear parts independent of τ . For such equations stability of the zero equilibrium and the bifurcation point τ * are determined by main superlinear terms in the expansion of g (τ, x) at the point x = 0. We suggest sufficient conditions for delayed loss of stability and estimate the asymptotic delay τ 1 −τ * for scalar equations in the case of a bifurcation of equilibria and for planar equations in the case of the Hopf bifurcation.
The paper is organized as follows. In Section 2 we consider scalar equations. This section explains the results of the main Section 3 and the method of the proofs. In the last subsection of Section 2 a periodic problem for equation (1.1) in the case of delayed loss of stability is considered. Section 3 contains two theorems on planar Hopf bifurcations. We start with an example where the results of Section 2 are directly applied. Theorem 3 is formulated for equations with positively homogeneous main superlinear terms. These terms are polynomial for equations where the function g(τ, x) admits the Taylor expansion at the point x = 0; such equations are considered in Theorem 4.
The proofs are based on the method of differential inequalities and upper and lower solutions close to that of [10, 11] . We do not assume that g(τ, x) is smooth. Proper modifications of the method can be used for the study of delayed Hopf bifurcations in R N ; this will be the object of another paper. 
Scalar equations
Consider the scalar equation (1.1). Everywhere it is supposed that the function g(τ, x) is continuous, g(τ, 0) ≡ 0, and the zero solution x ≡ 0 of equation (1.1) does not cross any other its solution. We consider only solutions lying in the upper half-plane x ≥ 0.
In the main part of this section we assume
where a and φ are continuous,
Here (2.1) is equivalent to
For example, if g is differentiable, then (2.1) holds for φ(x) = x, a(τ ) = g x (τ, 0), and Φ(x) = ln x − ln ρ 0 . If g is sufficiently smooth and its derivatives up to order n − 1 > 0 with respect to x at the point x = 0 are zero for all τ , then (2.1) is valid for φ(x) = x n and Φ(x) = −
Note that due to (2.1), for any solution x of equation (1.1) lying in a sufficiently narrow strip 0 < x < ρ for τ 1 < τ < τ 2 , the derivative
Thus, relation (2.3) implies that each solution of (1.1) starting in the upper half-plane x > 0 stays in this half-plane for all τ . Consider the associated to (1.1) equation (1.2) . If (2.1) holds, then the sign of a(τ ) determines stability of the zero equilibrium of equation (1.2) (we consider only the upper half-plane x ≥ 0). Indeed, the equilibrium x = 0 is asymptotically stable if a(τ ) < 0 and unstable if a(τ ) > 0. If the function a changes the sign at some point τ * , then (2.1) implies that for each sufficiently small x > 0 the equation g(τ, x) = 0 has a solution τ = τ (x) which goes to τ * as x → 0. It means that equation (1.2) undergoes a bifurcation of equilibria at the point τ * . Generically, the pairs {τ (x), x} form a continuous curve and τ (x) − τ * has the same sign for all x > 0.
Suppose that a(τ * ) = 0 and 
We consider equations where
The results and the proofs also hold in the well-known case
2.1 Estimates of asymptotic delay. All the functions used below are supposed to be continuous. The functions φ and Φ satisfy (2.2) and (2.3), respectively.
and
and 
Since Φ increases, from (2.11) it follows that Φ(
If ε is sufficiently small, then (2.10) implies the opposite estimate for
Therefore (2.11) cannot hold for all τ 0 ≤ τ < τ 1 . Proposition 2 is proved Suppose that relation (2.1) is valid. Let
(here the first estimate implies the second one for small ρ 1 ). Then the interval 0 < x ≤ ρ 1 belongs to the basin of attraction of the stable zero equilibrium of autonomous equation
The next simple theorem follows from Propositions 1 and 2.
Theorem 1. Let relations (2.13) be valid. Let
Then relation (2.8) with any small δ > 0 holds for all solutions
Proof. Consider a sufficiently small segment τ 0 ≤ τ ≤ τ 0 +∆ such that (2.13) holds for each τ from this segment and therefore the stable zero equilibrium of autonomous equation (1.2) attracts all the trajectories starting in the interval 0 < x ≤ ρ 1 . According to Tikhonov's theorem all solutions x ε of equation (1.1) with initial values x
for each positive δ < ∆, i.e. they jump to an arbitrarily small neighborhood of zero for arbitrarily short time δ if ε is sufficiently small and stay in those neighborhood until the moment τ = τ 0 + ∆. From (2.1) it follows that estimates (2.6) and (2.9) with a + (τ ) = a(τ ) + η and a − (τ ) = a(τ ) − η hold for any η > 0 and any x from a sufficiently small interval 0 < x < ρ 0 (η). Moreover, relations (2.14) and a(τ 0 ) < 0 imply for each small ν > 0
if positive η = η(ν) and δ = δ(ν) are sufficiently small. Therefore, by Proposition 1, 
with some ∆ > 0. Therefore, the zero equilibrium of autonomous equation (1.2) is unstable for each τ close to τ 1 . Relations J(τ 0 , τ 1 ) = 0 and a(τ 1 ) > 0 imply that for each small ν > 0 there is an η = η(ν) such that
Take any δ > 0. Since (2.9) with a − (τ ) = a(τ ) − η holds for all x from some interval 0 < x < ρ 0 = ρ 0 (η), it follows from Proposition 2 that each solution (τ 0 ) = x 0 jumps to a small neighborhood of zero, stays there until the moment approximately τ 1 , and then jumps out some fixed strip 0 < x < ρ 2 (the smaller ε, the smaller neighborhood of zero, the shorter times of the jumps).
In the simplest case, the function a has a unique zero τ * in the interval τ 0 < τ < τ 1 , i.e. (2.4) holds. Due to (2.8), the zero solution of equation (1.1) exhibits delayed loss of stability, the asymptotic delay equals τ 1 − τ * .
Periodic solutions. Consider equation (1.1) where
We are interested in positive T -periodic solutions x ε of equation (1.1) 
that are close to the zero solution on some part of the period and at the same time satisfy max x
Assumptions (2.19) -(2.20) are close to that used in [13] . Note that if a(τ 0 ) < 0 for some τ 0 , then relation (2.19) implies (2.14) for some τ 1 ∈ (τ 0 , τ 0 + T ).
Theorem 2. Let relations (2.19)−(2.20) hold. Then equation (1.1) has at least one positive T -periodic solution x
ε , all such solutions lie in the strip 0 < x < ρ 1 (τ ∈ R) and satisfy max x ε (τ ) ≥ ρ 0 with some ρ 0 > 0 independent of ε. In addition, let for some For example, suppose that g(τ, x) < 0 for all x > 0 and 0 < τ < τ * ,
and relations (2.19) -(2.20) are valid. Then Theorem 1 and Proposition 2 imply that for each small δ > 0 all T -periodic positive solutions x ε of equation (1.1) with any ε from a sufficiently small interval 0 < ε ≤ ε 0 = ε 0 (δ) satisfy
where τ 1 ∈ (0, T ) is the root of the equation J(τ 1 , 0) = 0; the positive function ρ 0 strictly decreases on the interval τ 1 ≤ τ < T and vanishes at the point τ = T . Thus, periodic solutions stay near the zero solution approximately from the moment τ = 0 until the moment τ 1 > τ * , then jump out some strip 0 < x < ρ 2 , and come back to a small neighborhood of zero approximately at the end of the period.
Planar Hopf bifurcations
Consider the planar system
where σ, w and f 1 , f 2 are continuous functions and
The associated system has the form
If σ(τ * ) = 0, w(τ * ) > 0, the derivative σ (τ * ) exists and σ (τ * ) = 0, then autonomous system (3.3) satisfies the conditions of Poincaré-Andronov-Hopf's theorem and undergoes the Hopf bifurcation at the point τ * . It means that for each small r > 0 there is a τ r such that system (3.3) with τ = τ r has a small non-trivial cycle (x r (t), y r (t)) with a period T r and
(further details and related facts can be found, e.g., in [9] ). Here r is an auxiliary parameter; usually, it is roughly the amplitude of the cycle. The value τ * is called a Hopf bifurcation point for system (3.3).
Generically, the Hopf bifurcation is either subcritical (all the small cycles of system (3.3) exist for τ < τ * ) or supercritical (all small cycles exist for τ > τ * ); from this point of view, the linear system with f 1 ≡ f 2 ≡ 0 represents a degenerate case, since all its cycles exist for τ = τ * . Which situation takes place is determined by the nonlinear terms f j . These terms determine also stability of all small cycles.
The zero equilibrium of system (3.3) is asymptotically stable if σ(τ ) < 0 and unstable if σ(τ ) > 0. If σ(τ ) < 0 for τ 0 ≤ τ < τ * and σ(τ ) > 0 for τ > τ * , then the zero solution of system (3.1) exhibits delayed loss of stability (see, e.g., [12] ). The asymptotic delay τ 1 − τ * is determined from the relation
Here we consider systems
with linear part independent of τ ; the continuous non-linearities f 1 and f 2 are supposed to satisfy (3.2). These non-linearities determine Hopf bifurcation points and stability of the zero equilibrium for the associated to (3.4) system
3.1 Example. Consider system (3.4) with
Passing to the polar coordinates The right-hand side of (3.6) has form (2.1) with a(τ ) = τ and φ(r) = r 3 . The associated to (3.6) equation
has the zero equilibrium r = 0 for all τ and the equilibrium r = √ τ for τ > 0. For τ ≤ 0 the zero equilibrium is globally stable. For τ > 0 the zero equilibrium is unstable, the other equilibrium r = √ τ is asymptotically stable and its basin of attraction is the interval (0, ∞). Theorem 1 implies that the zero solution of equation (3.6) exhibits delayed loss of stability; the asymptotic delay is −τ 0 for any moment τ 0 < 0. The same is true for system (3.4). The associated system (3.5) consists of equations (3.7) and 
Then there exists a ball
(3.13) Function (3.11) plays an important role in the analysis of Hopf bifurcations for system (3.5) (see [4 -6] ). In particular, every Hopf bifurcation point for this system is a zero ofā(τ ). Moreover, ifā(τ * ) = 0 andā(τ ) takes values of both sign in each neighborhood of τ * , then τ * is a Hopf bifurcation point.
It is easy to check that the sign ofā(τ ) determines stability of the zero equilibrium of system (3.5) (for example, one can use the argument of Proposition 3 below). The zero equilibrium of system (3.5) is asymptotically stable ifā(τ ) < 0 and unstable if a(τ ) > 0; Hopf bifurcation points separate the intervals determined by these inequalities.
For simplicity, let the functionā have a unique zero τ * . If relations (3.12) hold and τ 0 < τ * < τ d , then it follows from Theorem 3 that the trivial solution of system (3.4) exhibits delayed loss of stability; the asymptotic delay is estimated from below by the number τ d − τ * . The asymptotic delay equals τ 1 − τ 0 ifJ(τ 1 , τ 0 ) = 0.
To prove Theorem 3 we first rewrite system (3.4) in polar coordinates r, ϕ and make use of representation (3.8) . We arrive at
where a is function (3.10), ζ = o(r
Then we substitute ϕ = ε −1 θ and change the time τ → θ. The resulting system is
Relations (3.14) hold for the functions ζ 1 and ξ 1 in place of ζ and ξ, respectively. The time change τ → θ is correct for small r, since dτ dθ is close to 1. System (3.15) has the form
where the functions g and h are continuous, satisfy
and for all τh 
where φ satisfies properties (2.2) − (2.3). Let functions (3.11) and (3.18) satisfȳ
(3.20)
Suppose that for solutions (r Proof. Let (r, τ ) be a solution of system (3.16) on the interval θ 0 ≤ θ < Θ and let
and therefore
Since h(τ, r, ϕ) is continuous and periodic in the last variable, the estimate |h(τ, r, ϕ)| ≤ c holds for
(θ * n will be fixed later). Here
Let us divide the second equation of (3.16) byh(τ ) and integrate the result over the segment θ n−1 ≤ θ ≤ θ n . We obtain
where
. From estimates (3.27) and 0 < r(θ) < ρ it follows that
for ε, ρ → 0. Here the second integral equals 2πε, hence
Substituting this in (3.28), we arrive at
for ε, ρ → 0. By the mean value theorem, there is a θ *
We suppose that ε and ρ are sufficiently small. Then relation (3.29) implies H(τ n ) > H(τ n−1 ) and therefore the sequence {τ n } increases. Let us sum inequalities (3.30) over 1 ≤ n ≤ N , where 2πN ε < Θ − θ 0 . We obtain
The sum of relations (3.29) over 1 ≤ n ≤ N is
if |η| is sufficiently small, hence
For a given θ we define N by θ N ≤ θ < θ N +1 . Then Φ(r(θ)) − Φ(r N ) ≤ 2πa 0 and due to (3.32)
Relation (3.31) is equivalent to
For |o(1)| < 
To conclude the proof, let us fix any sufficiently small ρ and ε such that (3.25) implies relations (3.33) -(3.35) and take any r 0 ∈ (0, ρ) such that If the functions f j (τ, x, y) admit the Taylor expansion (with some finite number of terms) at the point x = y = 0 for each τ , then F j are homogeneous polynomials of order α ≥ 2 of the variables x and y. Theorem 3 can not be used in the main case α = 2, since for quadratic polynomials F j function (3.11) is identical zero. This case is studied in the next subsection by simple modification of Proposition 3.
Suppose that all quadratic terms in the Taylor expansions of the functions f j = f j (τ, x, y) at the point x = y = 0 are zero for all τ , i.e. Since systems (3.5) and (3.41) related by equalities (3.42) are equivalent in some neighborhood of the origin, their Hopf bifurcation points coincide; hence, each Hopf bifurcation point τ * is a zero of the function (3.43). The sign of (3.43) at any other point τ determines stability of the zero equilibrium for system (3.41). 
